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Abstract. Seiberg-Witten geometry of mass deformed N = 2
superconformal ADE quiver gauge theories in four dimensions is
determined. We solve the limit shape equations derived from the
gauge theory and identify the space M of vacua of the theory with
the moduli space of the genus zero holomorphic (quasi)maps to the
moduli space BunG(E) of holomorphic GC-bundles on a (possibly
degenerate) elliptic curve E defined in terms of the microscopic
gauge couplings, for the corresponding simple ADE Lie group G.
The integrable systems P underlying, or, rather, overlooking the
special geometry of M are identified. The moduli spaces of framed
G-instantons on R2 × T2, of G-monopoles with singularities on
R2 × S1, the Hitchin systems on curves with punctures, as well as
various spin chains play an important roˆle in our story. We also
comment on the higher dimensional theories. In the companion
paper the quantum integrable systems and their connections to the
representation theory of quantum affine algebras will be discussed.
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CHAPTER 1
Introduction
In this work a class of quiver N = 2 supersymmetric theories in
four dimensions is analyzed. The first problem of this sort was solved
in [1, 2] for the SU(2) gauge theory in four dimensions with eight
supercharges.
We study mass perturbed N = 2 superconformal theories, and
compute the exact metric
ds2M = GIJ¯ du
Idu¯J¯
on the moduli space M of vacua of the low-energy effective theory. We
also compute the vacuum expectation values
〈Oi,n〉u
of all gauge invariant N = 2 chiral operators.
Our theories have the gauge group Gg which is a product of a finite
number of special unitary groups. The technique we use is the saddle
point approach to the calculation of the supersymmetric partition func-
tion of the theory in Ω-background [3]. The partition function is given
by the sum over special instanton configurations. In the limit, where
the Ω-deformation is removed so that the theory approaches the origi-
nal flat space theory, the sum over the special instantons is dominated
by the contribution of one particular special instanton configuration, of
a very large instanton charge (with the expected small effective density
of instanton charge). This configuration, the so-called limit shape, is
found in this work using a novel approach, built on the analytic tech-
niques of [4]. Namely, we interpret the limit shape equations as the
conditions defining the analytic continuations of the generating func-
tions
Yi(x) = exp 〈 tr log (x− Φi) 〉u, (1.1)
where i labels the simple factors in the gauge group Gg, and Φi is the
corresponding complex adjoint Higgs scalar field. We get the system
of (algebraic) equations determining these functions by fixing the set
of basic invariants of the monodromy of the analytic continuation.
Recall that a complex Lie group Gq is naturally associated with
the quiver gauge theory. This group is different from the original gauge
1
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group Gg of the theory. Roughly speaking the Dynkin diagram of Gq is
the universal cover of the quiver of the gauge theory. The group Gq may
be infinite-dimensional. In fact, for the N = 2 superconformal theories
the corresponding Lie algebra gq is the finite dimensional simple Lie
algebra of the ADE type g, or its affine version ĝ, or the algebra ĝl∞.
Our main construct is the x-dependent element g(x) of the maximal
torus Tadq of Gadq , which can also be viewed as the multi-valued Tq-
valued function. The group element is locally analytic in x:
g(x) =
∏
i∈V˜ertγ
Pi(x+ µi)
−λ∨i Yi(x+ µi)α
∨
i (1.2)
where i runs over the set V˜ertγ of vertices of the universal cover of
the quiver graph γ, the polynomials Pi(x) and the complex parameters
µi are determined by the gauge couplings and the masses of matter
hypermultiplets, and α∨i and λ∨i are the simple coroots and the fun-
damental coweights of gq. It is also convenient to introduce another
group element:
g∞(x) =
∏
i∈V˜ertγ
Pi(x+ µi)
−λ∨i (1.3)
Our main claim is that the conjugacy class [g(x)] ∈ Tadq /W (gq) is
holomorphic in x, so that the basic adjoint invariants of Gq, evaluated
on [g(x)] (up to some twist discussed further) are polynomials of x,
leading to a system of equations relating Y and x:
Xi(Y(x)) = Ti(x) = Ti,0x
vi + Ti,1x
vi−1 + . . .+ Ti,vi (1.4)
which define what we call the cameral curve
Cu ⊂ C〈x〉 ×
(
C×
)Vertγ (1.5)
The invariants Xi are normalized characters of g(x) in the fundamental
representations Ri of Gq, of the highest weight λi:
Xi(Y(x)) = g∞(x)−λi TrRig(x)
Moreover, from the work of Steinberg [5] (see also [6]) we know that
for the finite-dimensional Gq one can conjugate g(x) in Gq to obtain
a smooth Gq-valued function g(x) of x. Further inspection shows that
g(x) is a quasi-classical limit of an element of the Yangian algebra
Y (gq), built on the Lie algebra gq of Gq. Hopefully the analogous
statements hold for all Gq’s we encounter.
In this way one recovers all known results about the Seiberg-Witten
geometries of the N = 2 theories in four dimensions (we do not review
all of them in this work) as well as finds new results. In particular,
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we find the families of curves describing the geometry of the moduli
space of vacua for the theories which were previously believed not to
have such description. We also find that the special geometry of the
quiver theories is captured in general by a polylogarithmic system of
differentials on these curves.
Higher dimensions. The gauge theories we discuss can be also lifted
to five dimensional theories compactified on a circle S1〈β〉 of circumfer-
ence β, or even to the six dimensional theories, compactified on a two-
torus, of the area β2. In the limit β → 0 one recovers the original four
dimensional theory. In the five dimensional case the polynomials Ti(x)
in Eq. (1.4) are replaced by Laurent polynomials in eiβx, while in the
six dimensional case the functions Ti(x) become elliptic.
Defreezing. One of the initial questions which led us to the subject
of this work was the following. Consider the SU(2) theory with Nf = 4
hypermultiplets in the fundamental representation, with the coupling
q. By now there is an overwhelming evidence for the connection of this
theory to Liouville conformal blocks on a sphere with four punctures.
The momenta of Liouville vertex operators at the punctures are re-
lated to the masses of the hypermultiplets, the locations of the vertex
operators are, e.g. 0, 1, q,∞, and the momentum at the intermediate
channel is the Coulomb parameter a.
Let us view this theory as a U(2) theory, and let us single out the
maximal torus U(1)4 of the Spin(8) flavor symmetry group. Let us
gauge these U(1) groups. This gauging is possible in the noncommuta-
tive geometry setup. One acquires four additional coupling constants.
What will happen to the Liouville theory?
Upon some reflection one concludes that the resulting theory is a
particular case of the D̂4 theory, with v0 = v1 = v3 = v4 = 1, and
v2 = 2. We then decided to solve the general quiver superconformal
theory which led us to discover many other interesting things.
Classification. Another motivation was the question whether Hitchin’s
system exhaust the list of all reasonable Seiberg-Witten integrable sys-
tems. From the early discovery [7] that the N = 2∗ theory with
Gg = SU(N) is governed by the SU(N) Hitchin system on a one-
punctured torus (which is nothing but the elliptic Calogero-Moser sys-
tem, as shown previously in [8]), proposals in [9], and subsequent devel-
opments culminating in the introduction of the “S-class” theories [10–
13] there was a lot of activity with experimental evidence suggesting
that N = 2 theories can be described by some version of Hitchin’s sys-
tem. The underlying construction in these approaches is the compact-
ification of the six dimensional superconformal (0, 2)-theory on some
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Figure 1.1. The three major ways to construct N = 2 theories
Riemann surface embedded as a supersymmetric cycle in some ambient
geometry, and it is believed that the global features of the embedding
should play virtually no roˆle in the effective gauge theory dynamics.
Another way of engineering N = 2 theories, using string theory, is
the so-called geometric engineering [14, 15], which is the study of the
gravity-decoupled limit of the IIA compactification on a Calabi-Yau
threefold, with the Calabi-Yau becoming effectively non-compact. A
large class of models comes from toric Calabi-Yau’s. One then employs
the local mirror symmetry to generate curves with differentials, whose
periods capture the special geometry of the N = 2 theory.
In our work we presented another characterization of the integrable
systems underlying the special geometry of the N = 2 theories with
the superconformal ultraviolet limit. Namely, we identify these systems
with the moduli spaces of some gauge/Higgs configurations, such as
monopoles or instantons, with the gauge group Gq corresponding to
the quiver diagram encoding, among other things, the matter sector of
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classical quantum double quantum
1 = 0
2 = 0
1 6= 0
2 = 0
1 6= 0
2 6= 0
4d C〈x〉 = C XXX rational Gq(C) Y (gq) . . .
5d C〈x〉 = C× XXZ trigonometric Gq(C×) Uq(ĝq) . . .
6d C〈x〉 = ET XYZ elliptic Gq(E) ET,η(gq) . . .
Table 1.1. The (rational/trigonometric/elliptic) by
(classical/quantum/double quantum)
the theory. Unlike all previous approaches, see fig. 1.1, which involved
some reference to the non-perturbative dualities, or even embedding
of the gauge theory to string theory and M-theory, we derive these
statements within the quantum field theory, by analyzing the instanton
contributions to the low-energy effective action.
In some cases (e.g. in a simple fashion for the Ar type theories, in a
more subtle way for the Dr type theories) our phase spaces can be iden-
tified with the phase spaces of Hitchin systems on the low genus curves
with punctures, using some version of Nahm-Fourier-Mukai transform,
but in general we don’t have such a duality. Provided a complete de-
scription of the Seiberg-Witten curves and algebraic integrable systems
for the N = 2 ADE quiver theories it would be interesting to further
investigate this ADE quiver class, along the lines of [12, 16] or [17] for
the “S-class”.
In the other cases, e.g. the class II Er type theories we can use
the relation between the moduli of del Pezzo surfaces and the moduli
of E-bundles on elliptic curve to assign to our version of the Seiberg-
Witten curve a one-parametric family of del Pezzo surfaces, which can
be viewed as an example of the mirror noncompact threefold of [18].
Outlook. In the companion paper [19] we study in details the con-
nection between the class of ADE quiver gauge theories and quantum
integrable ADE spinchains. In particular we explain there that the five
dimensional version of the ADE quiver gauge theory on the twisted
bundle R4×˜S1〈1,2;β〉 [20] with the equivariant parameters set to 1 = ,
2 = 0 as in [21] is associated with the XXZ spin chain gq. The the-
ory is solved by the quantum version of the master equation (1.4): the
group Gq is replaced by the quantum affine algebra Uq(ĝq) with the
quantum parameter q = eiβ, while the characters Xi are promoted
to the q-characters of Frenkel-Reshetikhin [22]. (If Gq is itself affine
Kac-Moody group Gq = Ĝ then Uq(ĝq) is naturally quantum toroidal
algebra). In the four dimensional limit the XXZ gq spin chain turns
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into the XXX gq spin chain, the quantum affine algebra Uq(ĝq) de-
generates into Yangian Y (gq), and the gauge theory on the twisted
bundle becomes the four dimensional theory subject to a two dimen-
sional Ω-background. Finally, the six dimensional theory compactified
on a torus ET corresponds to the XYZ gq spinchain, with the quan-
tum affine group Uq(ĝq) elevated to the quantum elliptic group ET,η(gq)
[23–25], with η = β/2pi.
It is clear that there is an even larger picture in which the alge-
braic integrable systems we encountered in this work are in a addi-
tionally quantized, or deformed, this time with the with parameter 2,
c.f. table 1.1, with the rational/trigonometric/elliptic trichotomy in the
vertical direction established in [26–28] and connected with the gauge
theories in [29]. It would be exciting to explore the connection with
H. Nakajima’s work [30] on quiver varieties and quantum affine algebras
as well as the connection with elliptic cohomology [31–33] of moduli
spaces. Notice that the quantum or double quantum exploration of the
ADE quiver world is in a sense orthogonal to the approach of [13] deal-
ing with the “S-class” world in the Fig. 1.1. Classically, on the overlap,
the relation between the corresponding algebraic integrable systems
comes from the Nahm-Fourier-Mukai/Corrigan-Goddard/ADHM reci-
procity relating the moduli space of G-bundles and Hitchin systems.
The (doubly) quantum version of this Nahm transform, if it exists,
seems to cover the “quantum” geometric Langlands duality, Separa-
tion of variables for quantum systems [34–38] and the quasi-particle or
“free field” Dotsenko-Fateev [39–41] representation of conformal blocks.
The new ingredient [42] in this relatively classic field of research are
the supersymmetric gauge theories in four dimensions.
The task to fill the table 1.1 with all glory (double) quantum details
is left for future work.
1.1. Organization of the material
Chapter 2 introduces the quiver supersymmetric gauge theories
which we shall study.
Chapter 3 presents the classification of the gauge theories which are
N = 2 superconformal in the ultraviolet. We distinguish three classes
of such theories, I, II, and II*. The I and II classes have an ADE
classification so that for class I Gq = G and for class II Gq = Ĝ where
G is ADE group, the II* theories correspond to ĜL∞ group.
Chapter 4 reviews the special Ka¨hler geometry of the vectormulti-
plet moduli spaces M of vacua of N = 2 theories. We also recall the
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relation of M to the algebraic integrable systems and the hyperKa¨hler
manifolds. We give some examples to be used later.
Chapter 5 introduces our main tool: the limit shape equations,
which summarize the microscopic gauge theory calculation leading to
the effective low-energy action, i.e. the prepotential F.
Chapter 6 presents the solution of the limit shape equation. We
reformulate the equations as the Riemann-Hilbert problem for the set
of functions Y(x) and solve it by equating the invariants X(Y(x)) of the
monodromy group, the iWeyl group which we attach to every N = 2
gauge theory, to some polynomials T (x). In this manner we find an
(algebraic) curve C and a system of differentials, whose periods give
the special coordinates a and the derivatives ∂F/∂a of the prepotential
F.
Chapter 7 analyzes the solution in some detail. We interpret the
data for the solution of the class I theories as describing a holomorphic
map with prescribed singularities of CP1 to the space of conjugacy
classes T/W (g) in a complex Lie group G, which can be also viewed
as the moduli space of holomorphic G-bundles on a degenerate ellip-
tic curve. For the class II theories the analogous data parametrizes
(quasi)maps to the moduli space BunG(E) of holomorphic G-bundles
on elliptic curve. In some cases we relate the curve C to the more fa-
miliar Seiberg-Witten curves. For the theories corresponding to the A
series we manage to relate our curves C to the spectral curves of ratio-
nal and elliptic Gaudin models (the Hitchin system on the genus zero
and one curves with punctures), and also reproduce the results of [10],
[43]. For the class II D type theories we reproduce the results of [44].
For the class II E type theories we find yet another interpretation of
our solution, in terms of families of del Pezzo surfaces. In this way we
get a field theory understanding of some of the local mirror symmetry
predictions [18] and brane construction [45, 46].
Chapter 8 discusses the moduli spaces P of vacua of the gauge
theory compactified on a circle S1. We don’t present the full analysis
of the hyperKa¨hler metric on P in this work. Instead, we focus on the
geometry of P in the complex structure inherited from four dimensions
(this complex structure is sometimes called the complex structure I), in
which it presents itself as an (algebraic) integrable system. Our solution
of the four dimensional theory comes in a form which leads to a natural
guess for the phase space P of the integrable systems corresponding to
our theories. For the class I theories it is the moduli space of G-
monopoles on R2 × S1 with singularities, for the class II theories it is
the moduli space of G-instantons on R2 × T2, and for the class II* Âr
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theories it is the moduli space of noncommutative U(r+1) instantons on
R2 × T2. Of course these spaces have a natural hyperka¨hler structure
which depends in the expected fashion on all the parameters of the
theory and its compactification. Although our motivation comes from
the field theory analysis in the previous chapters, our results confirm
the conjectures of [47], [48], [44],[45], [46], [49], [50], [51] which are
motivated by the string theory analysis, and in particular by the brane
constructions.
Chapter 9 discusses the modifications of our solutions in the five
and six dimensional cases.
In the Appendix A we review the affine ADE graphs, the McKay
correspondence and the M-theory/D-brane picture for the present work;
in the Appendix B we put our conventions on the partitions and repre-
sentations by free fermions; in the Appendix C we review some standard
material on Lie groups and Lie algebras which we use in solving our
theories. We recall the notions of the (co)root and the (co)weight lat-
tices, Weyl groups, and the integrable highest weight representations;
in the Appendix D we collect our conventions for elliptic functions; in
the Appendix E we give some technical details on spectral curves of
affine E-series.
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1.2. Notations
Quivers. chapter 2
Vertγ set of vertices
Edgeγ set of edges
s(e) ∈ Vertγ the source of the edge e ∈ Edgeγ
t(e) ∈ Vertγ the target of the edge e ∈ Edgeγ
qi = e
2piiτi gauge coupling constants
q˜ (qi)i∈Vertγ
vi number of colors for i-th node gauge group SU(vi)
wi number of flavors for i-th node fundamental matter
ai,a eigenvalues of the complex scalars
ai,a ↔ aI the special coordinates on Coulomb moduli space
Cij Cartan matrix associated to the quiver by its Dynkin graph
r = rk(C) |Vertγ| if γ is finite ADE or |Vertγ|−1 if γ is affine ADE
Lie groups.
i
√−1
Gg Gauge group of the four-dimensional theory
Gq Kac-Moody group associated with quiver Dynkin diagram
GM the flavor group
G = GC finite dimensional complex Lie group
Ĝ affine Kac-Moody group for G
G maximal compact subgroup of G
T maximal torus of G
T maximal torus of G
Z the center of both G and G
Gad = G/Z adjoint form of the complex Lie group G
Tad = T/Z the maximal torus of Gad
Gadq = Gq/Z adjoint form of the complex Lie group Gq
Tadq = Tq/Z its maximal torus
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Lie algebras.
gq Kac-Moody Lie algebra associated with quiver Dynkin diagram
g Lie(G)
h Lie(T)
Representation theory. appendix C
ai Kac-Dynkin marks
Q,Λ∨ root lattice, coweight lattice
Λ,Q∨ weight lattice, coroot lattice
Ri i
′th fundamental representation of G
R̂i i
′th fundamental representation of Ĝ
Ri i′th fundamental representation of ĜL∞
Spaces.
B(g) T/W (g) the space of conjugacy classes in G
B(gq) Tq/W (gq) the space of conjugacy classes in Gq
Bad(g) T/(Z ×W (g)) the space of conjugacy classes in Gad
Bad(gq) Tq/(Z ×W (gq)) the space of conjugacy classes in Gadq
C〈x〉 complex plane C in 4d, cylinder C× in 5d, torus E in 6d
CP1〈x〉 = C〈x〉 ∪ {∞}
E(q) elliptic curve C×/qZ
q
∏
i∈Vertγ
qaii for class II theories
BunG(E) coarse moduli space of semistable holomorphic G-bundles on E
M the Couloumb moduli space of the 4d ×SU(vi) gauge theory
Mext the Couloumb moduli space of the 4d ×U(vi) gauge theory
P→M the algebraic integrable system dimCP = 2 dimCM
Pext →Mext the complex integrable system dimCPext = 2 dimCMext
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Seiberg-Witten curves.
Cu cameral curve: section 6.2
Cu spectral curve: section 6.3
C obscure curve: section 6.4
x flat coordinate on C〈x〉
Yi(x) amplitudes (the solution of the theory): section 5.1
Ti(x) gauge polynomials of degree vi
Pi(x) matter polynomials of degree wi
g(x) Tadq valued analytic function on C〈x〉
g(x) Gq valued analytic function on C〈x〉
Xj Gq character (or Weyl invariant) for i-th fundamental weight of Gq
Partitions.
λ partition (λ1 ≥ λ2 ≥ . . . λ`(λ) > 0), λi ∈ Z≥0
`(λ) the length of the partition λ
|λ| the size of the partition |λ|=
`(λ)∑
i=1
λi
Let x ∈ RZ be a sequence (xi)i∈Z, with xi in some ring R.
Consecutive products.
x
[i]
j ≡
∏k=j+i−1
k=−∞ xk∏j−1
k=−∞ xk
,
x[i] =x
[i]
1 ,
x[i+1] =x[i]xi+1
for example
x[0] = 1,
x
[2]
4 =x4x5,
x[−1] =x−10 ,
x
[−4]
5 =x
−1
1 x
−1
2 x
−1
3 x
−1
4
Consecutive sums.
x(i) =
i∑
j=−∞
xj −
0∑
j=−∞
xj
x(i+1) =x(i) + xi+1
1.2. NOTATIONS 12
for example
x(0) = 0,
x(3) =x1 + x2 + x3,
x(−2) = − x0 − x−1,
λ(`(λ)) = |λ|
CHAPTER 2
Supersymmetric quiver theories
Consider any N = 2 supersymmetric field theory in four dimen-
sions whose gauge group is a product of special unitary groups, while
the matter hypermultiplets are in the fundamental, bi-fundamental,
and adjoint representations. The field content, the parameters of the
Lagrangian, and the choice of the vacuum are conveniently encoded in
the quiver data, which is:
(1) An oriented graph γ with the set Vertγ of vertices and the set
Edgeγ ⊂ Vertγ × Vertγ of oriented edges. Let s, t : Vertγ ×
Vertγ → Vertγ by the projections onto the first and the sec-
ond factors. They define the two maps s, t : Edgeγ → Vertγ
which assign to an oriented edge its source and the target,
respectively. In what follows we shall use the notation
|Vertγ|= #Vertγ
for the number of vertices in the quiver.
(2) An assignment of polynomials to the vertices:
T,P : Vertγ → C[x], i 7→ Ti(x),Pi(x) (2.1)
and v,w : Vertγ → Z+, where
vi = deg Ti, wi = degPi, i ∈ Vertγ
The polynomials Ti(x) are monic, the highest order term co-
efficients qi of the polynomials Pi(x) are required to obey:
|qi|< 1.
(3) A 1-cocycle m ∈ C1(γ,C), in other words an assignment
e ∈ Edgeγ 7→ me ∈ C . (2.2)
We now proceed with the explanation of the roˆles of the polynomials
T,P, as well as that of the cocycle m.
13
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2.1. Gauge group, matter fields, couplings, parameters
2.1.1. The gauge group. We denote the gauge group by Gg. It
is the product:
Gg =
∏
i∈Vertγ
SU(vi) (2.3)
The vector multiplet therefore splits into a collection of vector multi-
plets for the SU(vi) gauge factors:
Φg = (Φi)i∈Vertγ
We have a gauge coupling ei and the theta angle ϑi for each i ∈ Vertγ.
As usual, we combine them into the complexified gauge couplings,
τi =
1
2pii
log(qi) =
ϑi
2pi
+
4pii
e2i
(2.4)
The bosonic part of the action for gauge fields is given by:
LYM =
∑
i∈Vertγ
(
1
e2i
∫
trviFAi ∧ ?FAi +
iϑi
8pi2
∫
trviFAi ∧ FAi
)
(2.5)
where trv denotes the trace of a v × v matrix. The exponentiated
coupling
qi = e
2piiτi
enters the path integral measure. The perturbative effects do not de-
pend on ϑi, while the non-perturbative effects, which are the contribu-
tions of the gauge fields with non-trivial instanton charge, depend on
qi, q¯i. In other words, the partition function is expected to be invariant
under the shifts
τi −→ τi + 1 . (2.6)
For i ∈ Vertγ let Φi denote the corresponding complex scalar in the
adjoint representation. The bosonic potential of the vector multiplet
field Φi contains a universal term
trvi [Φi,Φ
†
i ]
2
plus some possible non-negative terms coming from interactions with
matter fields. If the matter fields are massive then this term alone
forces Φi to commute with its conjugate at low energies. Therefore, at
low energy the field Φi can be diagonalized:
Φi −→ diag(ai,α)viα=1, (2.7)
The gauge invariant order parameters are the vacuum expectation val-
ues of the coefficients of the characteristic polynomial Ti of Φi:
Ti(x) = 〈detvi(x− Φi)〉u (2.8)
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where we assume the normalization 〈1〉u = 1, and detv denotes the
determinant of a v × v-matrix. Therefore the polynomials Ti(x) in
(2.8) are monic.
Thus, a collection of polynomials Ti(x), i ∈ Vertγ fixes the choice
of the vacuum u = (ui,a) ∈M:
Ti(x) = x
vi +
vi∑
a=2
ui,ax
vi−a (2.9)
Because of the non-perturbative (instanton) effects the relation between
ui,a and ai,a is not polynomial, and for the same reason Ti(x) 6= Yi(x).
2.1.2. The hypermultiplets in the bi-fundamental, or ad-
joint representations. The bifundamental or adjoint hypermultiplet
He, e ∈ Edgeγ transforms in the following Gg representation:(
vs(e),vt(e)
)⊕ (vt(e),vs(e)) , for s(e) 6= t(e)
Adj(su(vi)), for s(e) = t(e) = i
The masses of the bi-fundamental hypermultiplets are conveniently rep-
resented by the 1-cocycle: m ∈ C1(γ,C):
e 7→me
Let [m] ∈ H1(γ,C) be the corresponding cohomology class. If we
denote by m∗ a particular representative of [m] in C1(γ,C), then
m = m∗ + δµ , µ ∈ C0(γ,C) (2.10)
or, in components,
me = m
∗
e + µt(e) − µs(e)
2.1.3. The hypermultiplets in the fundamental representa-
tions. These are assigned to the vertices i ∈ Vertγ. We have wi such
multiplets. Write
Pi(x) = qi
wi∏
f=1
(x−mi,f) (2.11)
Then mi,f are the masses of the fundamental hypermultiplets, charged
under SU(vi). A wi-tuplet of fundamental hypermultiplets can be
thought as a bifundamental (vi, w¯i) for SU(vi) and an auxiliary frozen
U(wi), so that mi,f can be interpreted as the values of the frozen scalar
field in the vector multiplet of U(wi).
CHAPTER 3
The ADE classifications of superconformal N = 2
theories
In quantum gauge theory the coupling constants ei are subject to
the renormalization which leads to their dependence on the energy scale
at which one measures the interaction between the charged particles.
The consistent theories have the gauge couplings which tend to zero as
the scale approaches ultraviolet, or approach some fixed values. These
theories are called asymptotically free and asymptotically conformal,
respectively. Moreover, starting with the asymptotically conformal the-
ory, one can perturb it by the mass terms. Then, by tuning the masses
and the bare couplings, one arrives at the asymptotically free theory.
All asymptotically free quiver theories arise in this way. Therefore it
suffices to solve the asymptotically conformal theories.
From the perspective of geometrical engineering the ADE quiver
theories were studied in [18], and three dimensional ADE quiver theo-
ries were studied in [52].
3.1. Beta functions and Cartan matrix
The running of the gauge coupling τi is described by the Gell-Mann-
Low equations which are one-loop exact for the N = 2 supersymmetric
theories, the result of [53]. The actual contributions of the matter and
gauge multiplets to the gauge couplings are:
βi = 2pii
dτi
dlogΛ
= wi − 2vi +
∑
e: t(e)=i
vs(e) +
∑
e: s(e)=i
vt(e) (3.1)
where Λ is the energy scale. The theory is asymptotically conformal if
βi = 0 vanishes for all i ∈ Vertγ. The theory is asymptotically free if
βi < 0.
Let us define the incidence of the pair of vertices Iij to be the
number of edges e connecting the vertices i and j:
Iij = #{e | s(e) = i, t(e) = j, or s(e) = j, t(e) = i} (3.2)
with the understanding that if the vertex i ∈ Vertγ is connected to itself
by a loop, then the corresponding edge contributes 2 to the incidence
16
3.2. CLASS I THEORIES 17
matrix element Iii. Define, for all quivers, the Cartan matrix of size
|Vertγ|×|Vertγ|
Cij = 2δij − Iij (3.3)
Then
βi ∝ (w − Cv)i
where
(Cv)i =
∑
j∈Vertγ
Cijvj .
Let us solve the βi = 0 conditions (cf. [54], [18], [55]). It is convenient to
separate the solutions into three cases, which we shall call the theories
of Class I, the theories of Class II and the theories of Class II*. By r
we shall denote the rank of the Cartan matrix C
r = rk(C) (3.4)
The main difference between the Class I and Class II,II* theories is
that the Cartan matrix of Class I theories has the maximal rank
r(Cγ of Class I) = |Vertγ| (3.5)
while for the theories of Class II and Class II* the Cartan matrix has
one-dimensional kernel,
r(Cγ of Class II) = |Vertγ|−1 (3.6)
3.2. Class I theories
The solutions to the equations βi = 0 with w 6= 0 are the theories
of Class I. It is well-known that the graph γ is in this case a Dynkin
diagram of a finite dimensional simple simply-laced Lie algebra gq, of
the ADE type, with Vertγ labeling the simple roots of gq:
i ∈ Vertγ 7→ αi
To solve the equation βi = 0 is equivalent to finding two vectors
v =
∑
i∈Vertγ
viα
∨
i , w =
∑
i∈Vertγ
wiα
∨
i (3.7)
with non-negative components vi,wi ∈ Z≥0, such that (cf. (3.3)
w = Cgqv (3.8)
where Cgq is the Cartan matrix of the corresponding finite dimensional
Lie algebra gq of the ADE type. Equivalently
v =
∑
i∈Vertγ
wiλ
∨
i
where λ∨i are the fundamental coweights of gq.
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For class I theories we set Gq = G where G is finite dimensional
complex ADE group.
Remark. In the case of gq of the Ar type the dimensions vi must be
a convex function of i. In particular, they grow with i, for i = 1, . . . , i∗,
and then decrease:
v1 ≤ v2 ≤ . . . ≤ vi∗−1 ≤ vi∗ ≥ vi∗+1 ≥ . . . ≥ vr (3.9)
Remark. The graphs of the Dr and Er Dynkin type have a single
tri-valent vertex, let us call it i∗. One can easily show using the βi = 0
equations that vi∗ is the maximal value of vi on i ∈ Vertγ, and that vi
decrease along each leg emanating from the tri-valent vertex i∗.
3.3. Class II theories
The Class II theories have w ≡ 0, and [m] = 0. It is well-known
that the graphs γ, such that the corresponding Cartan matrix C has
a zero eigenvector with positive integer entries are in one-to-one corre-
spondence with the simply laced affine Dynkin diagrams (see Appendix
A for our conventions on ADE graphs and McKay correspondence):
(1) Âr, r ≥ 2,
(2) D̂r, r ≥ 5,
(3) Êr, r = 7, 8, 9
These Dynkin diagrams correspond to the affine Lie algebras ĝ associ-
ated to finite dimensional Lie algebras g of rank r. We set Gq = Ĝ
and gq = ĝ. We discuss the relevant aspects of the theory of affine
Kac-Moody algebras in the following subsections.
Note that the Â0 case (its quiver has one vertex and one edge con-
necting it to itself), given our constraint [m] = 0 for the Class II theory,
corresponds to the N = 4 superconformal theory. It is well known that
the classical moduli space of vacua gets no quantum corrections in this
theory.
The dimensions v are uniquely specified, up to a single multiple:
vi = Nai (3.10)
where ai are the so-called Dynkin labels. We shall recall several inter-
pretations of these numbers below.
3.4. Class II* theories
The Class II* theories have w = 0 and [m] 6= 0. The first condition
reduces our choice of γ to the affine Dynkin diagrams (including the Â0
case of the quiver with one vertex and one loop connecting this vertex
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with itself). The second condition implies that γ is the Dynkin diagram
of the Âr type for some r ≥ 1. Indeed, only in this the affine Dynkin
diagram has H1(γ,C) = C, the diagram being a regular r+1-gon. The
dimensions vi are all equal to N , a non-negative integer.
In particular, the Class II* r = 0, Â0-theory with [m] 6= 0 is the
celebrated N = 2∗ theory, the SU(N) theory with massive adjoint
hypermultiplet.
We shall see that the Kac-Moody Lie algebra which corresponds to
the theories of Class II* is the ĝl(∞) algebra, which contains û(r) as a
subalgebra of r-periodic matrices.
CHAPTER 4
Low-energy effective theory
We now can proceed with the main subject of our study. Our goal is
to determine the two-derivative/four-fermions terms in the low-energy
effective action of our theory.
The low-energy effective theory of the N = 2 supersymmetric
quiver theory with generic masses (me), (mi,f) is the abelian N = 2
theory of r vector multiplets,
r =
∑
i∈Vertγ
(vi − 1) (4.1)
For generic masses the theory has the manifold M of vacua, which is a
complex variety of complex dimension r:
dimCM = r ,
The effective theory is a sigma model on M, interacting with r abelian
gauge fields AIµ, I = 1, . . . , r, and some fermionic fields. Our goal is to
determine the metric on M, the effective gauge couplings ImτIJ and
the effective theta-angles ReτIJ of these gauge fields.
4.1. Special Ka¨hler geometry
One can interpret the eigen-values (2.7) obeying
vi∑
a=1
ai,a = 0 (4.2)
as the special coordinates on the moduli space M of vacua. As is well
known, M is a Ka¨hler manifold, with a peculiar metric, and a rigid
system of local coordinate systems. The corresponding geometry is
called the rigid special geometry, and it is a limit [1] of the special
geometry of N = 2 supergravity, studied in [56].
Let us label the effective abelian vector multiplets AI by I = (i, a),
i ∈ Vertγ, a = 2, . . . ,vi. In components:
AI = aI + ϑψI + ϑϑ(F IA)− + . . .
20
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where
(F IA)
± =
1
2
(
F IA ± ?F IA
)
(4.3)
The scalar components aI ↔ ai,a, a = 2, . . . ,vi, more precisely their
vacuum expectation values are the local special coordinates. Globally
they are subject to monodromy transformations, unlike the global co-
ordinates (ui,a) in Eq. (2.9), which are defined via the expectation
values of the gauge invariant local operators of the microscopic theory.
The monodromy transformations act by symplectic transformations
mixing the special coordinates aI and their duals aDI together with the
masses (me), e ∈ Edgeγ and (mi,f), i ∈ Vertγ, f = 1, . . . ,wi. The dual
coordinates are the derivatives of the prepotential F,
aDI =
∂F
∂aI
(4.4)
The prepotential is a multi-valued analytic function of aI , it is the
superspace action which determines the low-energy effective action in
the approximation we are working:
Leff = i
4pi
∫
τIJ (F IA)
−∧(FJA )−+τ¯IJ (F IA)+∧(FJA )+−iImτIJ daI∧?da¯J
(4.5)
where
τIJ =
∂2F
∂aI∂aJ
(4.6)
The invariant formulation of Eq. (4.4) is that the two-form∑
I
daI ∧ daDI
identically vanishes on M. The proper formulation of this condition
uses the additional structure which we review below.
4.2. Extended moduli space
In our solution of the theories of class I and class II it would be
sometimes convenient to trade the bifundamental masses formally with
the U(1) factors as explained in (2.10) if one considers ×i∈VertγU(vi)
gauge group instead of ×i∈VertγSU(vi). The |Vertγ|−1 bifundamental
masses1 and one overall U(1) factor add |Vertγ| parameters to M. We
set
Mext = M× CVertγ (4.7)
1Recall that in the class II Âr theory there are r mass parameters that can be
traded for the U(1) scalars and 1 additional “twist” mass parameter m∗ promoting
the class II to class II*
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with
dimCM
ext = dimCM + |Vertγ|=
∑
i∈Vertγ
vi (4.8)
For the class II theories
dimCM
ext =
∑
i∈Vertγ
vi = Nh (4.9)
where h =
∑
i∈Vertγ ai is the Coxeter number of G. Recall that we only
encounter simply-laced Lie algebras for which h = h∨.
We should emphasize that only the true moduli space M of vacua
has the special geometry with (4.6) defining a positive (outside the loci
of singularities which signal the appearance of massless BPS particles)
metric in the appropriate duality frame. On the extended moduli space
Mext the prepotential F still defines some kind of metric, but it can-
not be positive everywhere throughout the variety of masses. This is
because the dependence on masses is purely perturbative. Once we
gauge the flavor symmetry (an example of such gauging, promoting
the A1 class I theory to the D̂4 class II theory, will be discussed in
section 7.5.1), we correct the metric by the instanton contributions.
4.3. Finite size effects
Subjecting the gauge theory to some boundary conditions reveals
more structure.
For example, we can compactify the four dimensional N = 2 gauge
theory on a circle S1 of radius R. The resulting theory looks like a
three dimensional sigma model with the target space P which is a
hyperka¨hler manifold of real dimension 4r. The hyperka¨hler metric on
P contains a lot of interesting information about the particle content
of the original four dimensional theory.
The hyperka¨hler structure on P is a triplet of integrable complex
structures, I,J,K, such that every linear combination (aI + bJ + cK)
for a2 +b2 +c2 = 1 is also an integrable complex structure, and a triplet
of the corresponding symplectic forms ωI, ωJ, ωK which are the Ka¨hler
forms for the metric g on P in the corresponding complex structures.
Among the two-sphere of complex structures, one complex struc-
ture, which is usually called I, plays a special roˆle. This complex struc-
ture and the corresponding (2, 0) symplectic form ΩI = ωJ + iωK are
visible in the limit R→∞, where P as a metric space collapses to M.
For very large but finite R the manifold P looks like a fibration overM
whose fibers Au, u ∈M are the abelian varieties (complex tori, which
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we describe in more detail momentarily) of diameter which scales like
R−1.
These fibers Au parametrize the S1 holonomy of the abelian gauge
fields AI and their duals ADI . The reduction of the action (4.5) on S1
gives:
Leff3d =
∫
iReτIJ dαI ∧BJ+
1
2
ImτIJ
(
RdaI ∧ ∗da¯J +R−1dαI ∧ ∗dαJ +RBI ∧ ∗BJ ) (4.10)
where we denote by ∗ the three dimensional Hodge star, and by BI
the curvature of the three dimensional gauge field BI = dAI3d which is
obtained by decomposing AI4d = αIdθ+AI3d. The scalar αI is actually
circle-valued, since the gauge transformations e2piinIθ shift it by 2piinI ,
nI ∈ Z. Next we dualize the three dimensional abelian gauge field,
by promoting BI to the independent 2-form, and coupling it to the
dual scalar βI , which is also circle-valued, in order to ensure the flux
quantization of the original gauge curvature BI :
Leff3dd =
∫
i
(
dβJ + ReτIJ dαI
) ∧BJ+
1
2
ImτIJ
(
RdaI ∧ ∗da¯J +R−1dαI ∧ ∗dαJ +RBI ∧ ∗BJ )
−→ R
2
∫
ImτIJ daI ∧ ∗da¯J + 1
2R
∫
(Imτ−1)IJ dzI ∧ ∗dz¯J
(4.11)
In the last line we have integrated out the unconstrained Gaussian field
BI . We also introduced the holomorphic coordinates
zI = βI + τIJαJ , I = 1, . . . , r (4.12)
on the fibers Au of the fibration P → M. Both aI and zI are the
I-holomorphic coordinates on P. By construction, the coordinates zI
are subject to the periodic identifications:
zI → zI + 2pii
(
nI + τIJmJ
)
, nI ,mI ∈ Z (4.13)
which confirm our assertion that the fibers Au of the map P→M are
abelian varieties (recall that the metric Imτda⊗ da¯ is positive definite,
the unitarity requirement). The coordinates aI , zI are the Darboux
coordinates for the (2, 0) form ΩI:
ΩI =
r∑
I=1
daI ∧ dzI =
r∑
I=1
daDI ∧ dzID (4.14)
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as well as the electric-magnetic duals aDI and zID = (τ−1)IJβJ + αI .
The fibers Au are Lagrangian with respect to ΩI.
The metric on P, which enters the kinetic term in the Eq. (4.11)
is actually not the correct hyperka¨hler metric on P for finite R. It
receives corrections which are exponentially small with R,
∼ e−M(a)R (4.15)
where M(a) is the mass of a BPS particle in the Hilbert space of the
theory in four dimensions built over the vacuum u ∈ M. As is well-
known, the masses of some BPS particles vanish along some loci in
M, where the corrections (4.15) become significant. One can show,
however, that ΩI does not get corrected by the finite size effects of
these BPS particles.
One can also compactify the theory on a two-dimensional Riemann
surface Σ (with a partial twist along Σ, to preserve some supersym-
metry). For Σ other then two-torus this leads to the two dimensional
theory with N = 2 supersymmetry. One has various sectors labeled by
the electric and magnetic fluxes e = (eI),m = (mI) through Σ. In the
sector where (e,m) 6= (0, 0) one gets an effective superpotential [57]:
W(e,m) =
r∑
I=1
eIaI +mIaDI
which in four dimensional theory is the central charge of the N = 2
superalgebra. It is also equal to one of the action variables of the
Seiberg-Witten integrable system [58], [7], [59].
If one compactifies on a two-torus, then the resulting two dimen-
sional theory is the N = 4 supersymmetric sigma model whose target
space P is the hyperka¨hler manifold.
It turns out to be quite useful to interpret the N = 2 theory on a
four dimensional manifold X which can be viewed as a two-torus fibra-
tion over some base B, as an effective sigma model with B as a world
sheet. In case where the fibration has singularities of real codimension
one (for example, if X is a product of a disk and a cylinder), then
B has a boundary, and the smoothness of the four dimensional field
configurations translates to particular boundary conditions in the two
dimensional sigma model [60]. An interesting class of such boundary
conditions come from the so-called canonical coisotropic branes [60–62].
The algebra of the open string vertex operators corresponding to such
a brane turns out to be the deformation quantization [63] of the algebra
of holomorphic (in the appropriate complex structure) functions on P.
Remarkably, when P is an algebraic integrable system in one of the
complex structures, one can apply the fiberwise T-duality along the
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Liouville fibers, leading to the mirror perspective on the quantization
procedure. First of all, in the case of the Hitchin system the mirror
manifold turns out to be the Hitchin system for the Langlands dual
group. In the general case the mirror P∨ of the original hyperka¨hler
manifold P is also expected to be an integrable system. The mirror of
the canonical coisotropic brane is believed to to be a holomorphic (in
an appropriate complex structure) Lagrangian brane. In the case of
Hitchin system this brane is the so-called brane BO of opers [62].
This approach to quantization of the integrable systems from gauge
theories will be elaborated upon in [19].
4.4. The appearance of an integrable system
The complex symplectic manifold (P,ΩI), its projection pi : P →
M with Lagrangian fibers Au = pi−1(u), u ∈M, which are principally
polarized abelian varieties (the principal polarization comes from the
restriction of ωI onto the fibers) define what is known as the algebraic
integrable system [64], [7], [59]. It is one of the possible complexifica-
tions of the familiar notion of the completely integrable system in the
classical mechanics.
The other possibility, namely a complex symplectic manifold with
the Lagrangian fibration whose fibers are the complex tori (C×)r, is
also realized in the context of gauge theories. However, the base of
such a system typically parametrizes the space of mass parameters of
the gauge theory.
The fibers Au are the Liouville tori, while (aI , zI) are the action-
angle variables. The novelty of the complex case is the doubling of the
possible choices of the action-angle variables with fixed Liouville fibra-
tion. Indeed, the fibers Au are the 2r-real dimensional tori, therefore in
producing the action variables as in the Arnol’d-Liouville theorem one
has a choice of r out of 2r cycles in H1(Au,Z). The lattice H1(Au,Z)
has a symplectic form $, which comes from the polarization, i.e. a
properly normalized class of the restriction ωI|Au . It turns out that
any Lagrangian sublattice L in H1(Au,Z) defines a system of local co-
ordinates (aI) on the base M near the point u ∈ M, as well as the
conjugate angle-like coordinates (zI) on the fiber Au itself. Let AI be
the integral basis of this sublattice L ⊂ H1(Au,Z). Then
daI =
∮
AI
ΩI (4.16)
One can also define
daDI =
∮
BI
ΩI (4.17)
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where BI is the basis in the dual sublattice L∨ ⊂ H1(Au,Z), such that
$(AI ,AJ ) = $(BI ,BJ ) = 0, $(AI ,BJ ) = δJI (4.18)
One then shows that
r∑
I=1
daI ∧ daDI ≡ 0 (4.19)
on M, which, in turn, implies (4.4). The coordinates zI along Au
are defined using (4.14) with the normalization (4.13) that half of the
periods of zI are in 2piiZ.
The integrable systems which one encounters in the classical me-
chanics are rarely given in the form of the action-angle variables. Usu-
ally one has the phase space P, the symplectic form ΩI, perhaps some
Darboux coordinates
ΩI =
r∑
I=1
dpI ∧ dqI
and the collection of Poisson-commuting functionally independent Hamil-
tonians U1(p, q), . . . , Ur(p, q). One then looks for the action-angle coor-
dinates, i.e. the Darboux coordinates (a, z), such that the Hamiltonians
UI(p, q) = uI(a) depend only on a, the action variables. The Hamil-
tonian evolution then linearizes on the fibers Au, which are the level
sets of the Hamiltonians. The motion is a constant velocity motion in
the z coordinates:
zI(t) = zI(0) +
r∑
J=1
tJ
∂uJ
∂aI
It is interesting to study the level sets Au of the Hamiltonians, the
Liouville tori. The algebraic integrable systems are such, that the fibers
can be compactified to become the polarized abelian varieties. Where
do the polarized abelian varieties come from?
4.5. Integrable systems from classical gauge theories
One source of the polarized abelian varieties are the Jacobians of the
algebraic curves. The Liouville tori of algebraic integrable systems can
be often found inside the Jacobians of the algebraic curves, constructed
while solving some classical gauge field equations.
4.5.1. Hitchin system. There is an interesting class of algebraic
integrable systems for which the Liouville tori are precisely these Jaco-
bians. Take the U(N) Hitchin system on a genus g Riemann surface.
The phase space P is the cotangent bundle (up to a birational trans-
formation) to the moduli space MN,c of holomorphic rank N vector
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bundles E over Σ with fixed first Chern class c = c1(E). It is con-
venient to take (c,N) = 1 to avoid complications coming from the
reducible connections.
In the complex structure I the holomorphic coordinates on P are
(A¯,Φ), where ∂¯+A¯ is the (0, 1)-connection on the smooth vector bundle
E which endows it with the complex structure, and Φ ∈ End(E) ⊗
Ω1,0(Σ) is the holomorphic Higgs field:
∂¯Φ + [A¯,Φ] = 0 (4.20)
The symplectic form on P comes from the (2, 0) symplectic form on
the space of all smooth pairs (A¯,Φ)
ΩI =
∫
Σ
tr δΦ ∧ δA¯ (4.21)
by the symplectic reduction with respect to the action of the gauge
group:
g : (A¯,Φ) −→ (g−1A¯g + g−1∂¯g, g−1Φg)
The set of Poisson-commuting Hamiltonians is given by:
Ui,a =
∫
Σ
νi,atr Φ
i, i = 1, . . . , N (4.22)
where νi,a ∈ H0,1(Σ, K⊗(1−i)Σ ), a = 1, . . . , (2i − 1)(g − 1) + δi,1 form
a basis in the space of holomorphic (1 − i, 1)-differentials. Fixing the
values ui,a of all the Hamiltonians Ui,a gives us a point u ∈ M in the
vector space
M =
⊕
i
H0,1(Σ, K
⊗(1−i)
Σ ) (4.23)
One defines the spectral curve Cu ⊂ T ∗Σ as the zero locus of the
characteristic polynomial of Φ:
Det(Φ− λ) = 0 (4.24)
It is a holomorphic curve thanks to (4.20), which is invariant under the
Hamiltonian flows generated by the Hamiltonians (4.22). The curve C
is an N -sheeted cover of Σ
pi : Cu → Σ (4.25)
Its genus can be computed using the Riemann-Hurwitz formula:
2− 2gCu = N(2− 2gΣ)− δ
where δ = 2N(N − 1)(gΣ − 1) is the number of branch points. The
latter is the number of zeroes of the discriminant of the polynomial
(4.24), which is a holomorphic N(N − 1)-differential on Σ. Thus:
gCu = N
2(gΣ − 1) + 1
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The Jacobian of C is thus an abelian variety of dimension
gCu = gΣ +
N∑
j=2
(2j − 1)(gΣ − 1) (4.26)
which is equal to the dimension of the base M of the Hitchin fibration.
The fibers Au of the Hitchin fibration are thus the Jacobians of the
corresponding spectral curves.
One generalization is to study the SL(N) Hitchin system. In this
case the corresponding rank N vector bundles have the trivial deter-
minant, and the corresponding Higgs field is traceless. The base of the
Hitchin fibration now has the dimension (N2−1)(gΣ−1), the equation
(4.24) has vanishing ∝ λN−1 term, and the fibers Au are not the full
Jacobians of the spectral curve Cu, which still has the genus gCu (4.26)
but the kernel J0 of the map pi∗ : Jac(Cu)→ Jac(Σ), which sends the
degree zero line bundle L on Cu to the line bundle L = Detpi∗L on Σ,
whose fiber Lz over the point z ∈ Σ is the tensor product of the fibers
Ly of L over all preimages of z:
Lz =
⊗
y∈pi−1(z)
Ly (4.27)
The Hitchin system can be defined [65] for any algebraic Lie group
G, with the maximal torus T . Let g = Lie(G), h = Lie(T ). The
Hitchin space is the moduli space of stable pairs (P ,Φ), where P is a
holomorphic G-bundle over Σ, and Φ is a holomorphic (1, 0)-form on
Σ, valued in the bundle of Lie algebras g, associated with P via the
adjoint representation:
Φ ∈ H0(Σ, KΣ ⊗ ad(P)) .
The Hitchin fibration is again defined by fixing the gauge-invariant
polynomials Pj(Φ) ∈ H0
(
Σ, K
⊗dj
Σ
)
of the g-valued Higgs field Φ:
u = (Pj(Φ))
r
j=1 ∈
r⊕
j=1
C(2dj−1)(gΣ−1) = M
where dj’s are the degrees of basic Ad-invariant polynomials on g.
The fibers of the Hitchin fibration are now trickier to define. First
of all, there is no preferred notion of the spectral curve. For some gauge
groups one can use the minuscule representation, but this is not always
available.
One option is to consider the so-called cameral curve Cu, which is
a W (g)-cover of the base curve Σ. The points of the cameral curve
Cu are, over generic z, the pairs (ϕ, z), where z ∈ Σ and ϕ ∈ h is the
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element of the fixed Cartan subalgebra h ⊂ g which is conjugate to the
Higgs field Φ(z). This definition makes sense for the points z ∈ Σ for
which Φ(z) is semi-simple, i.e. belongs to the ad(G)-orbit of an element
in h. If this is not the case (e.g. Φ(z) is conjugate to a Jordan block
in the GL(N) case), one can find an appropriate representative in h by
modifying the equivalence relation (e.g. two matrices are equivalent if
their characteristic polynomials coincide). To stress the fact that Cu
depends on u which is the set of holomorphic dj-differentials Pj(Φ) .
Over Cu so defined one has r line bundles, Li, i = 1, . . . , r, which
correspond to the fundamental weights λi ∈ h∗. The line bundle Li is a
subbundle in the holomorphic vector bundle Ri = Ri×G P , associated
with P via the i’th fundamental representation Ri of G. The fiber of
Li ⊂ Ri over (ϕ, z) is the eigenspace corresponding to the eigenvalue
λi(ϕ).
To any weight vector λ ∈ Λ a line bundle Lλ over Cu can be asso-
ciated:
λ =
r∑
i=1
niλi 7→ Lλ =
r⊗
i=1
L⊗nii (4.28)
In a more physical language, the Hitchin moduli space is the quotient
of the space of pairs (A¯,Φ), where A¯ is a (0, 1)-connection on smooth
principal G-bundle P over Σ, and Φ is a (1, 0) g-valued form, which
are compatible, i.e. solve the Eq. (4.20), and are considered up to the
G-gauge transformations:
g : (A¯,Φ) 7→ (g−1∂¯g + AdgA¯, AdgΦ)
By fixing the partial gauge Φ = ϕ ∈ h for fixed h ⊂ g, one reduces the
gauge invariance from G to N(T ). The Eq. (4.20) imply that in this
gauge A¯ is a T -connection A¯ = a¯, with the T subgroup of N(T ) acting
by the T -gauge transformations a¯ 7→ a¯ + ∂¯χ, eχ ∈ T . On Σ the T -
valued gauge field and the h-valued Higgs field ϕ are not well-defined,
since there are the W (g) = N(T )/T remaining gauge transformations.
On C, however, both ϕ and a¯ are well-defined. In fact, a¯ defines on Cu
a holomorphic principal T -bundle T , so that Li = T λi . The T -bundle
T is W (g)-equivariant. This is the translation of the fact that the
Weyl group W (g) acts simultaneously on ϕ and a¯. The isomorphism
(properly understood at the ramification points)
Holomorphic
principal G-bundles P on Σ,
holomorphic Higgs fields
Φ ∈ H0(Σ, KΣ ⊗ ad(P))
⇔
W (g)-covers C of Σ,
C ⊂ T ∗Σ⊗ h,
holomorphic W (g)-equivariant
principal T -bundles on C
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allows to represent the Hitchin moduli space as a fibration over
the vector space M, whose points are the W (g)-invariant curves Cu
sitting in the tensor product T ∗Σ ⊗ h (this is almost a tautology: a
W (g)-invariant curve in T ∗Σ ⊗ h is a curve in T ∗Σ ⊗ h/W (g), i.e. a
holomorphic section of the vector bundle T ∗Σ⊗ C[h]W (g)).
The fiber Au of the Liouville fibration (which is called Hitchin’s
fibration in this case) is a generalized Prym variety, which is, roughly
speaking,
Au ≈ HomW (g) (Λ,Pic(Cu)) = BunT (Cu)W (g) (4.29)
The papers [66], [67], [68] correct the Eq. ( 4.29 ) in a couple of subtle
points as well as provide the additional theory.
4.5.2. Instanton moduli spaces as integrable systems. Hitchin’s
equations (4.20), for flat Σ, are the dimensional reduction of the instan-
ton (or anti-self-duality) equations from four dimensions. It turns out
that one can get an integrable system directly from the moduli spaces
of four dimensional instantons, or three dimensional monopoles.
We only briefly sketch the constructions here.
Let S be an elliptic K3 manifold, i.e. an algebraic surface, with
the holomorphic ω2,0S form, and with the projection pi : S → CP1
whose fibers pi−1(z), z ∈ CP1 are the elliptic curves Ez (generically
nonsingular). One can endow S with the hyperka¨hler metric. Consider
the moduli space P =MN(G) of charge N G-instantons on S, i.e. the
solutions to the system of partial differential equations
FA ∧ ωI = FA ∧ ωJ = FA ∧ ωK = 0
F 0,2A = 0
(4.30)
(the last equation is a linear combination of the J and K equations
from the first line) of fixed instanton charge N ≥ 0:
− 1
8pi2
∫
S
trFA ∧ FA = N (4.31)
Here G is some compact simply-connected simple Lie group, which
has a simply-laced Lie algebra g. The moduli space P = MN(G) is
also hyperka¨hler, in particular it is holomorphic symplectic, with the
(2, 0)-form given by:
ΩN,GI =
∫
S
ω2,0S ∧ tr δA¯ ∧ δA¯ (4.32)
The integrable system structure is obtained by studying the restric-
tion of the instanton gauge field on the elliptic fibers, where generically
they define a point in the coarse moduli space BunG(Ez) of semi-stable
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principal holomorphic G-bundles on the fiber, see C.5. Thanks to
E. Loojienga’s theorem, this moduli space is a weighted projective
space, which can be identified for different non-singular fibers. One
gets thus a section of the locally trivial bundle of
Π : P =
⋃
z∈CP1
BunG(Ez) −→ CP1
One has to be careful at the singular fibers. The base M of the inte-
grable systems is the properly compactified moduli space of the holo-
morphic sections σ : CP1 −→ P of appropriate degree with some ram-
ification conditions at the discriminant locus of the original elliptic
fibration pi.
In this work we shall not encounter these difficulties.
In fact, as we shall explain in more detail in the section 8, the
moduli spaces of vacua of the quiver gauge theories we study lead to
the integrable systems which arise from the the moduli spaces of G-
monopoles on R2 × S1 for class I theories with Gq = G, or from the
moduli spaces of G-instantons on R2 × T2 for class II theories with
Gq = Ĝ. Here G is a compact Lie group, whose complexification is the
complex simple Lie group G.
The moduli space P of G-instantons, viewed in the complex struc-
ture where R2 × T2 = C1 × E, is birational to the moduli space of
semi-stable holomorphic G-bundles on CP1〈x〉 × E, with fixed trivial-
ization at ∞× E. The moduli space P projects down to the moduli
space M of quasimaps from CP1〈x〉 to the moduli space of semi-stable
holomorphic bundles BunG(E) on a fixed elliptic curve E. The mod-
uli space of monopoles maps to the moduli space of quasimaps with
prescribed singularities on CP1〈x〉 to B(g) = G/Ad(G) = T/W (g).
4.6. Extended moduli space as a complex integrable system
The extended moduli space Mext is a base of a complex, but not
algebraic, integrable system Pext →Mext. The Liouville tori of this in-
tegrable system are acted on by an algebraic torus (C×)Vertγ , so that the
quotients are the compact abelian varieties, the Liouville tori fibered
over M. The symplectic quotient of Pext with respect to (C×)Vertγ
at some level of the moment map, which is linearly determined by the
values of the bi-fundamental masses, givesP. Recall that Duistermaat-
Heckmann theorem [69] then implies that the cohomology class [ΩI] of
the (2, 0)-symplectic form ΩI on M is linear with masses.
CHAPTER 5
The limit shape equations
In this section we return to the microscopic analysis of our gauge
theory. Recall that the N = 2 supersymmetry algebra is generated
by four supercharges Qαi, α = 1, 2, i = 1, 2 of the left and by four
supercharges Q¯iα˙, α˙ = 1, 2 of the right chirality. The prepotential F(A)
of the theory is a function of the superfield A which is annihilated
by Qαi’s. We shall now focus on the observables which are in the
cohomology of one of the Qαi supercharges, which we shall call simply
Q.
5.1. The amplitude functions
The basic such observable is the scalar Φi in the vector multiplet.
More precisely, any gauge invariant functional, in particular the local
operator P (Φi(x)), where P is some invariant polynomial on the Lie
algebra of SU(Bi), and x is a point in space-time, is annihilated by
Q. Moreover, the observables P (Φi(x)) and P (Φi(x′)) for two differ-
ent points x and x′ are in the same Q-cohomology class. Therefore,
one may talk about the vacuum expectation value of P (Φi) without
specifying the point x.
Consider the observables On,i = trvi Φni . Form the generating func-
tion:
Yi(x) = x
vi exp
(
−
∞∑
n=1
〈On,i〉u
n
x−n
)
(5.1)
which turns out to be well-behaved for sufficiently large x. We shall
denote the x-plane where Yi(x) are defined, by C〈x〉. Actually, the
analytic continuation in the x variable gives us the set Y(x) of multi-
valued analytic functions on C〈x〉,
Y(x) = (Yi(x))i∈Vertγ ,
This set of multi-valued functions captures the vacuum expectation
values of all the local gauge invariant observables commuting with the
supercharge Q.
Remark. The general relation between the amplitude functions
Yi(x) and the polynomials Ti(x) generating the first non-trivial Casimirs
32
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of the gauge group Gg is
Ti(x) = (Yi(x))+
where (. . .)+ denotes the polynomial part.
In what follows we shall use another set of (Ti(x))i∈Vertγ polyno-
mials, degTi(x) = vi, which are not monic. The coefficients of Ti(x)
are related to the coefficients of Ti(x) by a “mirror map” change of
variables, which will become clear in the course of our exposition.
Remark. In the way we defined these functions, the information
about the vacuum expectation values of these observables is contained
in the expansion of Yi(x) near x = ∞ on the physical sheet of these
functions. It would be interesting to see whether the expansion at
x = ∞ of the branches of Yi(x) contains information about the vevs
of the chiral observables of the theories, related to the one we started
with via some version of S-duality.
The functions Yi(x) are the integral transforms of the densities
ρi(x), x ∈ R, i ∈ Vertγ,
which describe the combinatorics of the set of fixed points of the sym-
metry group action on the instanton moduli space used in the local-
ization approach to the calculation of the supersymmetric partition
function of the gauge theory. We do not review the formalism [4] in
this work. For the prior work on the subject see [3, 70–79] and for the
novel applications and refinements see [13, 80].
Instead we write down the equations obeyed by the amplitude func-
tions, the so-called limit shape equations, generalizing the limit shape
equations studied in [4, 43, 81–83]. We shall solve the limit shape equa-
tions using the analytic properties of the amplitude functions. One
finds that the analytic continuation of these functions is governed by
the monodromy group, which we shall call the iWeyl group (the in-
stanton Weyl group).
The iWeyl group is the Weyl group W (gq). For the Class I theories
W (gq) is the finite Weyl group W (g) of the corresponding ADE simple
Lie algebra g, for the Class II theories the iWeyl group turns out to
be the affine Weyl group W (ĝ) of the corresponding affine Lie algebra
ĝ = gq. The Weyl group of ĜL∞ shows up in the Class II* theories.
We solve the limit shape equations by constructing the iWeyl invari-
ants Xj(Y(x)) of Yi(x+ µi), for the appropriate shifts µi, and showing
that these invariants are polynomials in x,
Xj(Y(x)) = Tj(x), j ∈ Vertγ (5.2)
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For the Class II theories the invariants Xj are convergent power series
in qj. Moreover, in each order in expansion in q =
∏
i q
ai
i they are finite
Laurent polynomials in Yj’s. For the Class II* theories the invariants
Xj are convergent power series in qj, and finite Laurent polynomials
in Yj(x + µj + lm∗), for a finite collection of integers l ∈ Z, again in
every order in q expansion. For the Class I theories the functions Xj
are polynomials in Pj(x) and Laurent polynomials in Yj(x).
5.1.1. The densities and the amplitude functions. The am-
plitude functions Yi(x) are the multi-valued analytic functions, which
we defined, for large x, via Eq. (5.1):
Yi(x) = exp 〈trvi log (x− Φi)〉u (5.3)
One shows, using the fixed point techniques that
Yi(x) = exp
∫
R
dx ρi(x)log(x− x) (5.4)
where the density function ρi(x) has compact support which consists
of vi intervals
supp ρi =
vi⋃
a=1
Ii,a
The intervals Ii,a should be thought of as the “fattened” versions of the
eigen-values ai,a. More precisely:
1 =
∫
Ii,a
ρi(x)dx, ai,a =
∫
Ii,a
xρi(x)dx (5.5)
The functions Yi(x) have, therefore, the cuts at the intervals Ii,a, with
the limit values Y±i of the Yi function at the top and the bottom banks
of the interval Ii,a being related via:
Y+i (x)/Y
−
i (x) = exp 2pii
∫ x
−∞
ρi(x)dx
One then analytically continues Yi(x) across the cuts, which leads to
the set of the multi-valued analytic functions. We shall describe this
analytic continuation in detail in the coming section.
5.1.2. The special coordinates. From the Eqs. (5.3) and (5.5)
one derives:
ai,a =
1
2pii
∮
Aia
x d logYi(x) (5.6)
where Aia is a small loop surrounding the cut Ii,a, see Fig. 5.1.
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x-plane
density support Ii,a
Ai,aA-cycle C￿x￿
Figure 5.1. Support intervals Ii,a of the densities ρi and
the cycles Aia
5.2. The limit shape prepotential
The prepotential of the low-energy theory is expressed in terms of
the densities as follows:
F(a;m; τ) = −
∫ ∫
R2
dx′dx′′
∑
i∈Vertγ
ρi(x
′)ρi(x′′)K(x′ − x′′)
+
∫ ∫
R2
dx′dx′′
∑
e∈Edgeγ
ρt(e)(x
′)ρs(e)(x′′)K(x′ − x′′ +me)
+
∑
i∈Vertγ
∫
R
dx ρi(x)
(
(logqi)
x2
2
+
wi∑
f=1
K(x−mi,f)
)
+
∑
i,a
bi,a
(
1−
∫
Ii,a
ρi(x)dx
)
+
∑
i,a
aDi,a
(
ai,a −
∫
Ii,a
xρi(x) dx
)
where the constraints (5.5) are incorporated by the last two lines via
Lagrangian multipliers bi,a, aDi,a,
K(x) = x
2
2
(
log
(
x
ΛUV
)
− 3
2
)
(5.7)
and ΛUV is the UV cutoff scale. In fact, the ΛUV -dependence drops
out for the theories solving the βi = 0 equations. However, in the
intermediate formulae we keep the explicit ΛUV -dependence.
5.2.1. The limit shape equations. Originally the limit shape
equations were derived as the variational equations on F (see [4], [81]).
These are linear integral equations on the densities ρi(x): for any x ∈
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Ii,a the following should hold
− 2
∫
R
ρi(x)K(x− x)dx+
+
∑
e: t(e)=i
∫
R
ρs(e)(x)K(x− x +me)dx
+
∑
e: s(e)=i
∫
R
ρt(e)(x)K(x− x−me)dx
+
wi∑
f=1
K(x−mi,f) + x
2
2
log(qi) = x a
D
i,a + bi,a
(5.8)
where aDi,a, bi,a are some constants, the Lagrange multipliers for the
conditions (5.5) which are determined from the solution. Actually, aDi,a
is the dual special coordinate, cf. (4.4)
∂F
∂ai,a
= aDi,a (5.9)
We find it useful to rewrite the second derivative with respect to x of
the linear integral equations (5.8) on ρi(x) as the non-linear polynomial
difference equations on the amplitudes Yi(x):
Y+i (x)Y
−
i (x) = Pi(x)
∏
e: t(e)=i
Ys(e)(x+me)
∏
e: s(e)=i
Yt(e)(x−me) (5.10)
for x ∈ Ii,a, a = 1, . . . ,vi, where we used the notation:
Y±i (x) = Yi(x± i0), x ∈ Ii,a (5.11)
5.2.2. The mass cocycles. In what follows we shall redefine the
amplitude functions and the P-polynomials
Yi(x)→ Yi(x+ µi), Pi(x)→ Pi(x+ µi) (5.12)
so as to simplify the shifts of the arguments by the masses me of the
bi-fundamental hypermultiplets:
me −→ me + µt(e) − µs(e)
The equations (5.10) are the main equations which determine the low-
energy effective action as well as the expectation values of all gauge in-
variant chiral observables. One can view the Eqs. (5.10) as a Riemann-
Hilbert problem. They are also similar, but not identical, to the so-
called Y-systems and discrete Hirota equations.
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For the class I and class II theories the shift (5.12) maps the equa-
tions (5.10) to
Y+i (x)Y
−
i (x) = Pi(x)
∏
j∈Vertγ ,j 6=i
Yj(x)
Iij (5.13)
where for the class II theories Pi(x) = qi. For the class II* theory
Â∗r, with the clockwise, say, orientation of the quiver, we can make all
masses me to be equal, me = 1r+1m, by using the shift (5.12). More
precisely, in writing (5.14) we chose the representative m∗ such that if
all the edges are oriented so that t(e) = (s(e) + 1) mod (r + 1), then
m∗e =
1
r+1
m. Then,
Y+i (x)Y
−
i (x) = qi Yi−1
(
x− m
r + 1
)
Yi+1
(
x+
m
r + 1
)
(5.14)
where Yi+r+1(x) = Yi(x).
5.2.3. Analytic continuation. We use Eq. (5.3) to analytically
continue the functions Yi(x) through the cuts Ii,a: for the Class I and
II theories, after the redefinition (5.12) which eliminates me:
ri : Yi(x) −→ Yi(x)Pi(x)
∏
j∈Vertγ
Yj(x)
−Cij (5.15)
For the Class II* theories after the redefinition (5.12) we have the
following analogue of (5.15):
ri : Yi(x) −→ qi
Yi−1
(
x− m
r+1
)
Yi+1
(
x+ m
r+1
)
Yi(x)
(5.16)
5.3. The iWeyl group.
The transformations (5.15, 5.16) generate a group, which we shall
call the instanton Weyl group, or iWeyl group, iW , for short. This
group can be defined for a much larger class of N = 2 theories, not
necessarily of the superconformal quiver type we study in this work.
It is clear that the transformations ri are reflections ri ◦ ri = Id, so
the iWeyl group is the group, generated by reflections.
Now, by comparing Eq. (5.15) and Eqs. (C.31), (C.58) we see that
for the Class I theories the iWeyl group is the finite Weyl group W (g).
Similarly, for the Class II theories the iWeyl group coincides with the
affine Weyl group W (ĝ). For the Class II* theory the iWeyl group is
the Weyl group W (ĝl∞) of the group ĜL∞.
The groups G, Ĝ, ĜL∞ and their Weyl groups are discussed in
Appendix.
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5.4. Moduli of vacua and mass parameters
After all the redefinitions (5.12) the original mass parameters me,
the moduli (aI)rI=1 of the vacua u ∈M, and the derivatives of the pre-
potential (∂F/∂aI) are recovered from the study of periods of certain
differentials on the curve Cu defined as follows.
5.4.1. The first glimpses of the cameral curve. The functions
Yi(x), i ∈ Vertγ, after the maximal analytic continuation through the
cuts Ii,a form a local iW-system. It is easy to see that, as long as |qj| 1
for all j ∈ Vertγ, there is exactly one branch of Yi(x) as x→∞ which
behaves as:
Y
phys
i (x) ∼ xvi + . . . (5.17)
The other branches behave as
Y
unphys
i (x) ∼
 ∏
j∈Vertγ
q
nji
j
 xvi + . . . (5.18)
with nji ≥ 0, and ∑
j
nji > 0 .
Now, the branches meet at the cuts⋃
i∈Vertγ ;a=1,...,vi
Ii,a (5.19)
for the Class I and II theories, and at the cuts⋃
i∈Vertγ ;a=1,...,N
Ii,a +
m
r + 1
Z (5.20)
for the Class II* theories.
The collection of these branches defines a curve Cu which we shall
describe explicitly in the next section. The curve Cu is a iW-cover of
the x-plane C〈x〉, with the branch points at the ends of the cuts Ii,a.
Because of the iW-action on Cu and the relation to the Weyl groups
which permute Weyl cameras, the curve Cu will be called the cameral
curve, following [66]
5.4.2. The special coordinates and the mass parameters.
Take the physical branch and expand it at x = ∞. Then the next-
to-leading term gives µi, the mass shift which determines (or partially
determines, in the II* case) the bi-fundamental masses:
Y
phys
i (x) ∼ xvi + viµixvi−1 + . . . (5.21)
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x-plane
density supports Ii,a
C￿x￿cycle at infinity
Figure 5.2. The cycle at x = ∞ surrounding the
branch cuts of Yphysi (x)
The Eq. (5.6) is modified by the µi-shift:
ai,a + µi =
1
2pii
∮
Aia
x dlogYi(x) (5.22)
where Aia is a loop on the physical sheet of Cu which surrounds the cut
Ii,a. Note that the only singularities of Yi(x) on the physical sheet are
at x =∞ and at the cuts. Therefore (see fig. 5.2):
vi∑
a=1
1
2pii
∮
Aia
x dlogYi(x) =
1
2pii
∮
∞
x dlogYi(x) = viµi (5.23)
which is consistent with Eqs. (5.21), (5.22) thanks to (2.3), i.e.
vi∑
a=1
ai,a = 0 (5.24)
Remark. The residues
Uji =
1
2pii
∮
∞
xj dlogYi(x) (5.25)
determine the “mirror map”, the change of variables (Ti(x))i∈Vertγ −→
(Ti(x))i∈Vertγ we talked about earlier.
5.4.3. The dual special coordinates. Now let us discuss the
dual coordinates aDi,a. First of all, the Eq. (5.9) does not quite make
sense in view of (5.24). Suppose we relax (5.24) by absorbing µi into
the definition of ai,a. We can then analyze the limit shape problem
in the usual fashion. We should keep in mind, however, that only the
SU(vi) part of the gauge group is dynamical. The trace part of the
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dual special coordinates aDi,a,
µDi =
vi∑
a=1
aDi,a
is ambiguous. The traceless part, i.e.
vi∑
a=1
λaa
D
i,a
for any weight vector (λa), ∑
a
λa = 0 ,
should be well-defined. Let us now see how this works in detail.
By differentiating (5.8) with respect to x we find
− 2
∫
R
ρi(x˜)K′(x− x˜)dx˜+
+
∑
e:t(e)=i
∫
R
ρs(e)(x˜)K′(x− x˜+me)dx˜+
∑
e:s(e)=i
∫
R
ρt(e)(x˜)K′(x− x˜−me)dx˜
+
wi∑
f=1
K′(x−mi,f) + x logqi = aDi,a, x ∈ Ii,a
(5.26)
where
K′(x) = x log
(
x
Λ˜UV
)
≡
∫ x
Λ˜UV
K′′(x˜)dx˜
with
K′′(x) = log
(
x
ΛUV
)
(5.27)
and Λ˜UV = exp(1)ΛUV . Using the definition (5.4) of Yi(x) functions
we find
aDi,a = Λ˜UV log qi −
∫ x
Λ˜UV
dx˜ log Yphysi (x˜) +∫ x
Λ˜UV
dx˜
− log Yphysi (x˜) + ∑
e: t(e)=i
log Yphyss(e) (x˜+me)
+
∑
e: s(e)=i
log Yphyst(e) (x˜−me) + logPi(x˜)

(5.28)
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The integration contour in the above formula runs over a physical sheet
from a marked point p∗ ∈ Cu which sits over the point Λ˜UV ∈ C〈x〉 to
a point x ∈ Ii,a which we view as sitting on Cu. The choice of x is
is irrelevant1 as long as x ∈ Ii,a precisely due to the critical point
equations (5.10). The above expression for aDi,a can be converted into
much nicer form by noting that the integral on the second line in (5.28)
is in fact ∫ x
Λ˜UV
log
(
riY
phys
i (x˜)
)
dx˜ (5.29)
where ri is the i’th reflection (5.15). In other words, (5.29) is the inte-
gral of the analytic continuation of the function Yi(x˜) onto the mirror
sheet of Cu obtained from the physical sheet by the iW-reflection ri,
i.e. by continuing across any of the cuts Ii,a, a = 1, . . . ,vi, supporting
the density ρi(x). Thus the integral of the expression in the brackets
on the last two lines in (5.28) is equal to the integral∫ x
ri(p∗)
log Yi(x˜)dx˜ (5.30)
Thus we conclude
aDi,a = Λ˜UV log qi −
∫
Bia
log Yi(x˜)dx˜ (5.31)
where the contour Bia starts at the point p∗ which sits over x = Λ˜UV
on the physical sheet, runs through the cut Ii,a to the mirror sheet
ri(phys) and terminates at the point ri(p∗), which sits over x = Λ˜UV
on the mirror sheet.
It is tempting to send ΛUV to infinity. However, there is a subtlety
which we already discussed in the beginning of this section. The inte-
gral (5.31) diverges for ΛUV → ∞. The linear divergence is canceled
by the constant term Λ˜UV logqi due to
log
(
riY
phys
i (x˜)
)
− log
(
Y
phys
i (x˜)
)
= log qi, x˜→∞ (5.32)
However the subleading logarithmic divergence does not, in general,
cancel. The simplest way to calculate it is to compute the logarithmic
1Physically the meaning of the integrand in the effective electrostatic problem is
the force acting on elementary charge, and the integral is the chemical potential for
the charge, or the energy required to move an elementary charge from the density
support to infinity. The force vanishes on the support of the charge in the stationary
charge distribution.
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derivative ΛUV daDi,a/dΛUV and then send ΛUV →∞:
ΛUV
daDi,a
dΛUV
= −
wi∑
f=1
mi,f +
∑
e: t(e)=i
vs(e)me −
∑
e: s(e)=i
vt(e)me (5.33)
Luckily the right hand side of (5.33) does not depend on a.
We can use the formal expression
aDi,a =
∫
Bia
x d log Yi (5.34)
where the contour
Bia :∞phys → Ii,a → ri(∞phys) (5.35)
starts at the point x =∞phys on the physical sheet, then runs through
the cut Ii,a to the mirror sheet ri(phys) and finishes at the point
ri(∞phys) on this mirror sheet.
The canonical contour Bia computing aDia is an open contour, and,
as we said above, the integral of xdlogYi is divergent. However the vari-
ation of Coulomb parameters in SU(vi) concerns only the differences
aDi,a′ − aDi,a′′ =
∫
Ba
′′
i;a′
x d log Yi (5.36)
computed by the closed contour Ba′′i;a′ = Bia′−Bia′′ running on physical
sheet through the cut Iia′ to the mirror sheet ri(phys) and then through
the cut Iia′′ back to the physical sheet. The divergence (5.33) cancels
in the integration over Bia′ −Bia′′ .
In fact, the difference (5.36) is represented as the integral over the
closed contour Ba′′i;a′ without any divergent quantities, as follows im-
mediately from the (5.26), by connecting two points x′ ∈ Ii,a′ and
x′′ ∈ Ii,a′′ on the physical sheet and replacing the integrand as in
the second integral of (5.28) over the physical sheet by an integral
of − log Y(x′)dx′ over the return segment from x′′ ∈ Ii,a′′ to x′ ∈ Ii,a′
on the mirror sheet ri(phys), see Fig. 5.3
In the weakly coupled regime we have the following BPS particles
in the gauge theory: for each gauge group factor i the W -bosons asso-
ciated with the breaking SU(vi)→ U(1)vi−1, which correspond to the
roots of the SU(vi), and magnetic monopoles, which correspond to the
fundamental weights. Accordingly, it seems natural to define the fol-
lowing cycles on the cameral curve: the A- and B-cycles, more precisely
AI , BI , labelled by I = (i, a), with i ∈ Vertγ, and a = 1, . . . ,vi − 1:
AI = Aia − Ai(a+1) , BI =
a∑
a′=1
Bia′ − a
vi
vi∑
a′′=1
Bia′′ (5.37)
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ri(C
phys
￿x￿ )mirror sheet
Ii,a￿￿
B-cycle Bi,a￿,a￿￿ physical sheet C(phys)￿x￿
Ii,a￿
Figure 5.3. The cycles Ba′′i;a′
The cycles AI ,BI determine the special coordinates
aI =
∮
AI
x dlog Yi, a
D
I =
∮
BI
x dlog Yi (5.38)
In the weak coupling regime the pairing (5.38) between the cycles and
the differentials is non-zero only for I = (i, a), for some a = 1, . . . ,vi−
1. The main property of these cycles is the vanishing of the following
two-form on the space M of u-parameters:
0 =
∑
I
daI ∧ daDI (5.39)
which follows simply from the Eq. (5.9).
CHAPTER 6
Solution of the limit shape equations
In this section we solve the Eqs (5.10), (5.13), (5.14), and get an
explicit formula for the curve Cu.
6.1. From invariants to the curve
Our strategy is to define a set of basic invariants Xi(Y(x)) of the
iW group. We shall find the basic invariants which are power series in
qj’s, and which are normalized in such a way that, for the class I and
II theories:
Xi(Y(x)) = Yi(x) +
∑
ν, |ν|>0
∏
j∈Vertγ
P
νj
j (x) Ψiν(Y1(x), . . . ,Yr(x))
ν = (ν1, . . . , νr), |ν|=
∑
j∈Vertγ
νj
(6.1)
where Ψν(Y(x)) ∈ C[Yj(x),Yj(x)−1] are quasi-homogeneous Laurent
polynomials: ∑
j∈Vertγ
(
vjYj
∂
∂Yj
+ wjνj
)
Ψiν = viΨiν (6.2)
For the class II* theories there is one modification:
Xi(Y(x)) = Yi(x) +
∑
ν, |ν|>0
q˜ν Ψ˜iν(Y(x))
ν = (ν0, . . . , νr), |ν|=
r∑
j=0
νj
(6.3)
where
q˜ν =
r∏
j=0
q
νj
j
44
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and Ψ˜iν(Y(x)) ∈ C
[
Yj(x+
n
r+1
m),Y−1j (x+
n
r+1
m)
]
with −|ν|≤ n ≤ |ν|.
The functions Ψ˜iν are quasi-homogeneous:∑
j∈Vertγ
ajYj
∂
∂Yj
Ψ˜iν = aiΨ˜iν (6.4)
6.1.1. Master equations. Now, the iW-invariance of Xj(Y(x))
implies that they are continuous across all the cuts, that is they are
single-valued analytic functions of x. Given their large x asymptotics,
they are polynomials in x:
Xj(Y(x)) = Tj(x) (6.5)
where
Tj(x) = Tj,0(q˜)x
vj + Tj,1(q˜;m)x
vj−1 + . . .+ Tj,vj (6.6)
The coefficients Tj,0(q˜) are determined by the gauge couplings qk
Tj,0(q˜) = 1 +
∑
ν, |ν|>0
q˜νΨjν(1, . . . , 1)
The coefficients Tj,1(q˜;m) are determined by the massesme from (6.1),(6.3),(5.21).
The rest of the coefficients
(Tj,a(q˜;m,u))
j∈Vertγ
a=2,...,vj
(6.7)
is determined by u = (ui,a)a=2,...,vii∈Vertγ . The Eqs. (6.5,6.6) define an ana-
lytic curve
C◦u ⊂ C〈x〉 × (C×)Vertγ ,
which can be compactified to the cameral curve Cu which is the iW-
cover of CP1〈x〉 = C〈x〉 ∪ {∞}:
Cu −→ CP1〈x〉
unramified (for generic q˜) over x = ∞. The details of the compactifi-
cation of C〈x〉 × (C×)Vertγ and C◦u ⊂ Cu will be discussed elsewhere. In
what follows we drop the superscript ◦ in the definition of Cu.
6.1.2. The periods. The cameral curve Cu depends on u, forming
a family C of curves parametrized by the “u-plane” M. The family C
depends on the microscopic couplings qi and on the mass parameters.
Let us keep the masses fixed. When |qi| 1 for all i ∈ Vertγ we have
a well-separated system of cycles AI and BI , which we defined in the
section 5.4. We transport this system of cycles throughout the moduli
space of gauge couplings via Gauß-Manin connection.
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6.1.3. Vector-valued Seiberg-Witten differential. Let us in-
troduce the following vector-valued 1-differential which is schematically
given by:
dS = x
∑
i∈Vertγ
(d log Yiα
∨
i − d logPi(x)λ∨i ) (6.8)
where α∨i and λ∨i are the simple coroots and the fundamental coweights
of gq. We shall have more specific notations for each class.
The differential dS takes values in the vector space CVertγ which is
acted upon by the iW-group. The group iW also acts on the curve Cu.
It is clear from our construction that dS is iW-equivariant:
w∗dS = w · dS (6.9)
for any w ∈ iW .
6.1.4. Degeneration and filtration. In this section we consider
the theories of class I and class II, and the extended Coulomb moduli
space Mext (which includes the masses of bifundamental hypermulti-
plets, recall eq. (4.7)). Consider conformal quiver with assigned di-
mensions (γ,v,w) at vertices and recall that they satisfy w = Cv,
wi ≥ 0,vi ≥ 0 where C is the Cartan matrix of γ. We say that
the theory (γ,v,w) strictly contains the theory (γ,v′,w′) if 0 ≤ v′ ≤
v, 0 ≤ w′ ≤ w and Cv′ = w′, and (γ,v′,w′) 6= (γ,v,w). The extended
Coulomb moduli spaceMext of theory (γ,v,w) contains a locus related
to the Coulomb moduli Mext′ space of (γ,v′,w′) as follows. Suppose
that given a point mf ∈ C〈x〉 the polynomials Ti(x),Pi(x), i ∈ Vertγ
factorize as follows
Ti(x) = T
′
i (x)(x−mf )vi−v
′
i
Pi(x) = P
′
i(x)(x−mf )wi−w
′
i
(6.10)
Then it is clear that the character equations (6.5) factorize as well, and
the Yi(x) functions solving the theory (γ,v,w) are expressed in terms
of Y′i(x) functions solving the theory (γ,v′,w′) as
Yi(x) = (x−mf )(vi−v′i)Y′i(x) (6.11)
Suppose that the degeneration eq. (6.10) is minimal, i.e. there is no
intermediate and different (γ,v′′,w′′) such that v′ ≤ v′′ ≤ v and w′ ≤
w′′ ≤ w. Then we see that Mext includes the loci Mext′ ×C〈x〉
Mext
′ ×C〈x〉 ⊂Mext (6.12)
where C〈x〉 parameterizes the location of mf .
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In the monopole picture of 8.1 such degeneration corresponds to the
complete screening of the point-like non-abelian monopoles by several
Dirac monopoles.
Recall that dimensions v for the theories of class II parametrized
by a single integer N such that vi = Nai where ai are Dynkin marks.
Therefore, the above inclusion is
MextN−1 ×C〈x〉 ⊂MextN (6.13)
Geometrically, such inclusion for theories of class II is associated with
freckled (point) instantons described in more details after eq. (6.30).
6.2. The cameral curve as a modular object
In this section we give the modular interpretation of the curve Cu.
6.2.1. The Class I theories. Let G = Gq be the simple complex
Lie group corresponding to the quiver of the class I theory. Let Z be
its center, and let CG be the conformal extension of G. Let λˇ∨i , αˇ∨i ,
i = 1, . . . , r be the fundamental coweights and the simple coroots in
Ch ⊂ Cg. Let
g(x) =
r∏
i=1
Pi(x)
−λˇ∨i Yi(x)αˇ
∨
i ∈ CT ⊂ CG (6.14)
In the notations of (C.56):
g(x) = gP(x),Y1(x),...,Yr(x)
We also use
g∞(x) = gP(x),1,...1
The importance of g(x) is that it transforms by the reflection in the
Weyl group W (g) when crossing the cuts Ii,a, cf. (C.58),
g+(x) −→ g−(x) = rig+(x)
which implies that for the class I theories the iWeyl group iW is the
Weyl groupW (g) of the corresponding simple Lie group G. In order to
construct the iW-invariants one could take any CG-invariant function
on CG. In fact, cf. (C.56)
Xi(Y(x)) = g∞(x)−λi χi (g(x)) (6.15)
Using the formulae (C.121),(C.122) we write:
Xi(Y(x)) = Yi
∑
ν=(ν1,...,νr)
ciν
r∏
j=1
(
Pj
r∏
k=1
Y
−Cgqkj
k
)νj
(6.16)
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where
ciν = χRi,λi−
∑r
j=1 νjαj
, ν ∈ Zr+ (6.17)
In fact, the sum in (6.16) is finite, i.e. only for a finite number of
vectors ν’s the multiplicity ciν is non-zero.
We thus obtain the following geometric picture. The solution of the
Class I theory is a C〈x〉-parametrized family [g(x)] of conjugacy classes
in CG, which vary with x polynomially, in the appropriate sense, and
such that the value of the D-homomorphism on [g(x)] is fixed for the
theory:
D(g(x)) =
(
r∏
j=1
Pj(x)
−ljξ
)zg
ξ=1
(6.18)
Actually, as we explain in the appendix C.1.8, the coweights λˇ∨i are not
uniquely specified. The group element g(x) in (6.14) defines a well-
defined conjugacy class [g(x)] ∈ Bad(gq) in Gq/Z. Its lift to CG can
be twisted by any C-valued (meromorphic) function of x. We shall use
this freedom in our manipulations with spectral curves.
The cameral curve Cu can be viewed, geometrically, as the lift to
CT of the parametrized rational curve in CT/W (g) ≈ (C×)zg × Cr:
x 7→ D(g(x))× (T1(x), . . . , Tr(x)) (6.19)
6.2.2. The class II theories. As we mentioned above, the quiv-
ers of the class II theories correspond to the simply laced affine Kac-
Moody algebras, i.e. gq = ĝ. Let Ĝ be the corresponding Kac-Moody
group. Let λ̂∨i , α̂∨i be the corresponding affine coweights and coroots,
i = 0, 1, . . . , r (see Appendix C.2). Define:
g(x) =
r∏
i=0
q
−λ̂∨i
i Yi(x)
α̂∨i ∈ T̂ ⊂ Ĝ (6.20)
Again, strictly speaking g(x) takes values in Ĝ/Z and so we should
consider the modification of Ĝ corresponding to the conformal exten-
sion CĜ, but since the subtlety with the center Z ⊂ G only involves
the x-independent factor
ĝ∞ =
r∏
i=0
q
−λ̂∨i
i (6.21)
it will not affect the x-dependence of the invariants. The limit shape
equations, as in the class I case, translate to the jump conditions
g+(x) −→ g−(x) = rig+(x)
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for x ∈ Ii,a, with ri being the simple reflections generating the affine
Weyl group W (ĝ), which is the iW group for the class II theories.
The invariants of W (ĝ) are constructed using the characters χ̂i of
the fundamental representations R̂i of Ĝ:
Xi(Y(x)) =
(
ĝλ̂i∞
)−1
χ̂i(g(x)) (6.22)
They can also be obtained by starting with Yi(x) and averaging with
respect to the W (ĝ)-action. The W (ĝ)-action consists of the trans-
lations by the coroot lattice Q∨ and the W (g)-transformations. The
Q∨-averaging produces the lattice theta-functions of various character-
istics, of the schematic form (the details are given in the Appendix
C.8):
Θ(ξ, q) =
∑
ν∈Q∨
q
1
2
〈ν,ν〉ei〈ν,ξ〉 (6.23)
where
q =
r∏
i=0
qaii (6.24)
The affine analogue of the formula (6.16) is an infinite sum, however,
it is a power series in q. Using the fact that the weights λ̂ of the
fundamental representation R̂i differ from the highest weight λ̂i by a
positive linear combination of simple roots, λ̂ = λ̂i − ν̂,
ν̂ =
r∑
j=0
νjα̂j, νj ∈ Z+
we can write, with
q˜ν̂ =
r∏
j=0
q
νj
j
Xi(Y(x); q˜) = Yi
∑
ν̂
ĉiν̂ q˜
ν̂
r∏
k,j=0
Yk(x)
−C ĝkjνj (6.25)
where we made the q˜ = (q0, . . . , qr) dependence explicit, and
ĉiν̂ = χR̂i,λ̂i−ν̂ , (6.26)
Write ν̂ = nδ+ ν, where n ∈ Z+, and ν ∈ Q belongs to the root lattice
of g. Notice that the factor q˜ν̂ in (6.25) depends on n only via the qn
factor. For fixed n the number of ν ∈ Q such that ĉinδ+ν 6= 0 is finite.
The characters of Ĝ are well-studied [84]. Physically they are the
torus E = C×/qZ conformal blocks of the WZW theories with the group
G, and levels k = ai, i = 0, 1, . . . , r (see [85] for recent developments).
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The argument of the characters can be viewed as the background G
(0, 1)-gauge field A¯, which couples to the holomorphic current J =
g−1∂g:
Zk(τ ; A¯) =
∫
Dg exp k
(
SWZW(g) +
∫
E
〈
J, A¯
〉)
=
∑
λ̂ at level k
cλ̂ · χ̂λ̂(t̂; q)
(6.27)
The background gauge field has only r moduli. In practice, one chooses
the gauge A¯ = pi
Imτ
ξ, where ξ = const ∈ h.
Technically, it is more convenient to built the characters using the
free fermion theory, at least for the Ar, Dr cases, and for the groups
E6, E7, E8 at level 1. We review this approach in the appendix.
The master equations (6.5) Xi(Y(x); q˜) = Ti(x) describe a curve
Cu ⊂ C〈x〉 × (C×)r+1 which is a W (ĝ)-cover of the x-parametrized
rational curve Σu in Cr+1 = SpecC[χ̂0, . . . , χ̂r], cf. (6.22):
χ̂i =
∏
j
q
−λ̂i(λ̂∨j )
j Ti(x), i = 0, . . . , r (6.28)
Now, as we recall in the appendix C.5, the characters χ̂i, i = 0, . . . , r
are the sections of the line (orbi)bundle O(1) over the coarse moduli
space BunG(E) of holomorphic principal semi-stable G-bundles over
the elliptic curve E. Therefore (6.28),(6.5) define for each u a quasimap
U of the compactified x-plane CP1〈x〉 to BunG(E), which is actually an
honest map near x = ∞, whose image approaches the fixed G-bundle
Pq˜. This bundle can be described, e.g. by the transition function g∞,
which is one of the T lifts of
g˜∞ =
r∏
i=1
q
−λ∨i
i ∈ T/Z (6.29)
By definition, the local holomorphic sections of Pq˜ are the G-valued
functions Ψ(z), defined in some domain in C× such that
Ψ(qz) = g∞Ψ(z)
The complex dimension of the space of quasimaps U with fixed U(∞)
is the number of coefficients in the polynomials (Ti(x))i∈Vertγ excluding
the highest coefficients, that is (cf. Eq.(4.7)),
dimCM
ext =
∑
i∈Vertγ
vi = Nh .
We say that U is a quasimap, and not just a holomorphic map CP1〈x〉 →
BunG(E) for two reasons. Technically, a collection of χ̂i in (6.28) defines
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a point inWPa0,a1,...,ar only if the polynomials Ti(x) don’t have common
weighted factors. If, however, for some mf ∈ C〈x〉:
Ti(x) = T˜i(x)(x−mf )ai , for all i = 0, . . . , r (6.30)
then the map CP1〈x〉 → BunG(E) is not well-defined at x = mf . It is
trivial to extend the map there by removing the (x−mf )ai factors. This
operation lowers N → N − 1. In a way, the point mf carries a unit of
the instanton charge. Such a configuration is called a freckled instanton
[75]. Thus, the extended moduli space eq. (4.7) of vacua MextN of the
gauge theory withGg = ×iSU(Nai), contains the locusMextN−1×C〈x〉.
Allowing for several freckles at the unordered points mf1,mf2, . . . ,mfi
we arrive at the hierarchy of embeddings of the moduli spaces of vacua
of the gauge theories with different gauge groups Gg:
MextN = M˚extN ∪ M˚extN−1 ×C〈x〉 ∪ M˚extN−2 × Sym2C〈x〉
∪ . . . ∪ M˚extN−i × SymiC〈x〉 ∪ . . . ∪ SymNC〈x〉
(6.31)
where M˚extN stands for the space of degree N rational maps U :
CP1〈x〉 → BunG(E).
This hierarchy of gauge theories is more familiar in the context of
class I theories. Presently, the freckled instantons to BunG(E) corre-
spond to the loci in M where a Higgs branch of the gauge theory can
open. Indeed, if (6.30) holds, then we can solve the master equation
(6.5) by writing
Yj(x) = (x−mf )aj Y˜j(x) (6.32)
with Y˜j(x) solving the master equation (6.5) of the
×i∈Vertγ SU ((N − 1) ai)
gauge theory. In the IIB string theory picture A.3 the full collection of
fractional branes in the amount of ai for the i’th type recombine, and
detach themselves from the fixed locus, moving away at the position
mf on the transverse R2 = C〈x〉.
Now let us take u ∈ M˚extN . The corresponding map U defines a
rational curve Σu in BunG(E) of degree N .
Remark. Actually, there is another compactification of M˚extN , via
genus zero Kontsevich stable maps of bi-degree (1, N) to CP1×BunG(E)
(see [86] where the space of quasimaps is called the toric map spaces).
It would be interesting to study its gauge theoretic meaning.
Remark. The highest order coefficients Ti,0(q˜) of the polynomials
Ti(x) depend only on the gauge coupling constants, and determine the
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limit U(x), x→∞
U(∞) = [Pq˜] ∈ BunG(E) (6.33)
The next-to-leading terms Ti,1(q˜,m) depend only on the gauge cou-
plings and the bi-fundamental masses. These define the first jet T[Pq˜]Σu
of the rational curve Σu at x =∞.
Summarizing, the moduli space MN of vacua of the class II theory
with the gauge group
Gg = ×i∈Vertγ SU(Nai)
is the moduli space of degree N finely framed at infinity quasimaps
U : CP1〈x〉 → BunG(E) ≈WPa0,a1,...,ar (6.34)
where the fine framing is the condition that U is the honest map near
x = ∞, and the first jet (the value and the tangent vector) at x = ∞
are fixed:
(U(∞), U ′(∞))↔ (q˜,m) (6.35)
We also have the identification of the extended moduli space Mext with
the space of framed quasimaps
6.2.3. The class II* theories. The theories with the affine quiver
of the Âr type can be solved uniformly in both class II and class II*
cases. This is related to the fact that the current algebra ̂u(r + 1), the
affine Kac-Moody algebra based on U(r + 1) is a subalagebra of ĝl∞,
consisting of the (r + 1)-periodic infinite matrices.
Let γ be the affine Dynkin graph of the Âr algebra. We have,
Vertγ = Edgeγ = {0, 1, . . . , r}. Choose such an orientation of the
graph γ that for any e ∈ Edgeγ: s(e) = e, t(e) = (e + 1) mod r + 1.
Let me, e = 0, . . . , r be the corresponding bi-fundamental multiplet
masses, and
m =
r∑
e=0
me (6.36)
We are in the class II* theory iff m 6= 0.
It is convenient to extend the definition of me to the universal cover
of γ. Thus, we define
mi = mimod (r+1),
Yi(x) = Yimod (r+1)(x−m(i)) , i ∈ Z (6.37)
The extended amplitudes Yi(x) obey
Yi+r+1(x) = Yi (x−m) (6.38)
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Define
tj(x) = tˇj
Yj(x)
Yj−1(x)
(6.39)
where
tˇj+1 = qjmod (r+1) tˇj
r∏
j=0
tˇj = 1 , tˇj+r+1 = q tˇj
(6.40)
Then
tj+r+1(x) = q tj(x−m)
where for the Âr-series,
q =
r∏
j=0
qj
Now, consider the following element of ĜL∞:
g(x) = Y0(x)
K ×
∏
i∈Z
ti(x)
Ei,i (6.41)
with ti(x) from (6.39), and Ei,j denoting the matrix with all entries zero
except 1 at the i’th row and j’th column. A closer inspection shows
(6.41) is the direct generalization of (6.20) with the r + 1-periodic
matrix g∞, and (Yi(x))i∈Vertγ replaced by the infinite array (Yi(x))i∈Z.
Indeed, the simple coroots of ĜL∞ are the diagonal matrices, shifted
in the central direction
α∨i = Kδi,0 + Ei,i − Ei+1,i+1, i ∈ Z (6.42)
so that the analogue of (C.64) holds
K =
∑
i∈Z
α∨i
if we drop the telescopic sum
∑
i∈ZEi,i − Ei+1,i+1 ∼ 0.
We do not need to deal with all the coweights of ĜL∞, only with
the r + 1-periodic ones, defined via:
r∏
j=0
q
−λ˜∨j
j =
∏
b∈Z
r+1∏
j=1
(
qbtˇj
)Ei+b(r+1),i+b(r+1)
These coweights are the coweights of the Âr Kac-Moody algebra, em-
bedded into gl∞ as the subalgebra of r + 1-periodic matrices∑
i,j∈Z
ai,jEi,j, ai+r+1,j+r+1 = ai,j
We shall describe the solution of this theory in detail in the next section.
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6.3. Spectral curves
The cameral curve captures all the information about the limit
shape, the special coordinates, the vevs of the chiral operators, and the
prepotential. Its definition is universal.
However, the cameral curve is not very convenient to work with.
In many cases one can extract the same information from a “smaller”
curve, the so-called spectral curve. In fact, there are several notions of
the spectral curve in the literature.
Suppose λ ∈ Hom((C×)Vertγ ,C×) is a dominant weight, i.e. λ(α∨i ) ≥
0 for all i ∈ Vertγ. Let Rλ be the irreducible highest weight module
of Gq with the highest weight λ, and piλ : Gq −→ End(Rλ) the corre-
sponding homomorphism. Then the spectral curve CRλu in C〈x〉 ×C〈t〉
is
detRλ
(
1− t−1ζ(x)−1piλ(g(x))
)
= 0 (6.43)
where
(1) for the class I theories we introduce the factor
ζ(x) = g∞(x)λ × a rational function of x ,
having to do with the lift of the conjugacy class [g(x)] from
Gad to CG. The rational function is chosen so as to minimize
the degree of the curve CRλu , as we explain in the examples
below.
(2) for the class II, II* theories the factor ζ(x) is a constant.
Generally, the curve CRλu defined by (6.43) is not irreducible. The
equation (6.43) factorizes into a product of components, one component
for each Weyl orbit in the set of weights ΛRλ for the module Rλ. Each
Weyl orbit intersects dominant chamber at one point and therefore can
be parametrized by dominant weights µ. Therefore
CRλu =
⋃
µ∈ΛRλ∩Λ+
mult(λ : µ) · (Cµu ) (6.44)
where mult(λ : µ) denotes multiplicity of weight µ in the module Rλ.
If Rλ is minuscule module, then, by definition, the curve CRλu is irre-
ducible.
Example. Consider the A1 theory and take λ = 3λ1, i.e. the spin
3
2
representation. If T1(x) = trR1 g(x) = t(x) + t(x)−1 one finds that
CRλ1 : 0 = 1− T1(x)t+ t2
CR3λ1 : 0 = (1− T1(x)t+ t2)(1 + 3T1(x)t− T1(x)3t+ t2)
(6.45)
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Let iWµ ⊂ iW be the stabilizer of µ in iW , a subgroup of iW .
Consider the map:
pµ : C〈x〉 ×
(
C×
)Vertγ −→ C〈x〉 ×C〈t〉
given by:
pµ : (x, (Yi)i∈Vertγ ) 7→ (x, t(x)),
t(x) = g(x)µ/g∞(x)µ =
∏
i∈Vertγ
Y
µ(α∨i )
i
(6.46)
Under the map pµ the curve Cu maps to Cµu = Cu/iWµ ⊂ C〈x〉 ×C〈t〉,
the irreducible µ-component of the spectral curve. This curve comes
with the canonical differential, which is the restriction of the differential
on C〈x〉 ×C〈t〉×:
dS = x
dt
t
(6.47)
Actually, in the case of the class II, II* theories the commonly used
notion of the spectral curve differs from the one in (6.43).
Although we suspect the study of spectral curves associated with
the integrable highest weight representations of affine Kac-Moody al-
gebras may be quite interesting, in this paper for the analysis of the
class II and II* theories we use the conventional notion of the spectral
curve used for the study of families of G-bundles.
To define it, let us fix an irreducible representation R of G, piR :
G→ End(R), and let us study the theory of a complex chiral fermion
valued in R, more precisely, an (1, 0) bc system in the representations
(R∗, R):
Lbc =
dimR∑
i=1
∫
bi∂¯c
i (6.48)
coupled to a background G× C× gauge field A¯⊕ A¯, and compute its
partition function on the torus E:
Z(t, t, q) = TrHR
(
(−t)J0 tJ0qL0
)
(6.49)
Mathematically, we consider the space
HR = R[z, z
−1] = H+R ⊕H−R (6.50)
of R-valued functions on the circle S1. In (6.50) we took Laurent poly-
nomials in z ∈ C×, which correspond to Fourier polynomials on the
circle. We may take some completion of HR but we shall not do this
in the definition of the spectral determinant below. Consider an ele-
ment ĝ ∈ Ĝ of the affine Kac-Moody group, i.e. the central extension
of L˜G = LG n C×, the loop group LG extended by the C× acting
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by loop rotations. We have the canonical homomorphism-projection
f : Ĝ −→ L˜G with the fiber C×, the center of the central extension:
f : ĝ 7→ g(z)qz∂z (6.51)
The projection is topologically non-trivial.
Now, L˜G acts in HR via rotation and evaluation, and so does Ĝ
thanks to (6.51) : for Ψ ∈ HR:
(f(ĝ) ·Ψ) (z) = piR(g(z)) ·Ψ(qz) (6.52)
We would like to define the spectral determinant of f(ĝ) in the repre-
sentation HR. The eigenvalues of f(ĝ) are easy to compute
Eigen(f(ĝ)) = { tµqn | µ ∈ ΛR, n ∈ Z } (6.53)
where we transformed g(z) to a constant t ∈ T by means of a z-
dependent G-gauge transformation:
g(z) 7→ h−1(z)g(z)h(qz) = t (6.54)
The fibration f : Ĝ → L˜G, restricted onto C×q × T ⊂ L˜G becomes
trivial, f−1
(
C×q ×T
) ≈ C×c ×C×q ×T. Let us denote by c the coordinate
on the first factor.
The eigenvalues (6.53) concentrate both near 0 and∞, so we define:
detHR
(
1− t−1ĝ) := detH+R (1− t−1ĝ)detH−R (1− tĝ−1) =
cκR
∏
µ∈ΛR
∞∏
n=0
(
1− qnt−1tµ) (1− qn+1t t−µ) (6.55)
The expression (6.55) isW (ĝ)-invariant. The shifts by Q act as follows,
cf. (C.104):
(t, c) 7→
(
qβ · t, tβq 12 〈β,β〉 · c
)
(6.56)
where we view β ∈ Q both as a vector in the root lattice and as a
vector in the coroot lattice, and 〈, 〉 is the Killing metric. The level κR
in (6.55) is defined as follows:∑
µ∈ΛR
µ 〈µ, β〉 = κRβ (6.57)
for any vector β ∈ Q. Geometrically the spectral curve corresponding
to R is obtained as follows: consider the universal principal G-bundle
U over BunG(E)× E, and associate the vector bundle R with the fiber
R:
R = U ×G R
Now restrict it onto the rational curve Σu ⊂ BunG(E). We get the
R-bundle over Σu × E.
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For generic point x ∈ CP1〈x〉 over the corresponding point U(x) ∈ Σu
we get the vector bundle Rx over E, which is semi-stable, and splits as
a direct sum of line bundles
Rx =
⊕
µ∈ΛR
Lµ,x (6.58)
where the summands are the degree zero line bundles on E. Under the
identification Pic0(E) with E the line bundle Lµ,x corresponds to the
point t(x)µ mod qZ for some t(x) ∈ T/qQ∨ . The closure of the union⋃
x∈CP1〈x〉
{ t(x)µ | µ ∈ ΛR } ⊂ CP1〈x〉 × E (6.59)
is the spectral curve CRu ⊂ CP1〈x〉×E. It is given by the vanishing locus
of the regularized determinant (6.55):
c(x)κR
∏
µ∈ΛR
θ(t−1t(x)µ; q) = 0 (6.60)
the choice of the x-dependence of c(x) seems immaterial at this point,
as long as c(x) ∈ C×.
Degree of the spectral curve. The x-degree of the spectral curve
for class II theories in representation R is NκR where κR is given by
(6.57). The κR is the proportionality constant for the second Casimir
in representation R trR(·, ·) = κR(·, ·)2 where the (·, ·)2 is the canonical
Killing form in which the long roots have length square equal to 2. The
standard computations leads to
κR =
dimR
dimg
(λR, λR + 2ρ)2 (6.61)
where ρ = 1
2
∑
α>0 α is the Weyl vector. For fundamental representa-
tions R1 we find for all cases
κR1(Ar) = 1
κR1(Dr) = 2
κR1(E6) = 6
κR1(E7) = 12
κR1(E8) = 60
(6.62)
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6.4. Obscured curve
In the previous construction, in view of the identification Lµ,x ↔
t(x)µ we can decompose, for each weight
µ =
r∑
i=1
µiλi ∈ ΛR
Lµ,x =
r⊗
i=1
L⊗µii,x
for some "basic" line bundles Li,x corresponding to the fundamental
weights. These basic line bundles are ordered, so they define a point
{ L1,x, . . . ,Lr,x } ∈ Pic0(E)r ≈ Er ,
the Cartesian product of r copies of the elliptic curve. Taking the whole
family and including the parametrization we obtain the obscured curve
Cu:
Cu = { (x;L1,x, . . . ,Lr,x) | x ∈ CP1〈x〉 } ∈ CP1〈x〉 × Er (6.63)
Let us present another simple construction of Cu. Namely, let us use
the fact [87–91], that
BunG(E) = (E⊗Q)/W (g) (6.64)
where the tensor product is understood in the category of abelian
groups. At the level of manifolds, (6.64) simply says that
BunG(E) = E
r/W (g) (6.65)
for some natural action of the Weyl groupW (g) on the Cartesian prod-
uct of r copies of E. Let us denote by piW the projection
piW : E
r → BunG(E) = Er/W (g) (6.66)
The rational curve Σu in BunG(E) lifts to a curve in Er, and the graph
of the parametrized curve Σu ∈ CP1〈x〉 × BunG(E) lifts to the graph in
CP1〈x〉 × Er which is our friend obscured curve Cu. It is the quotient of
the cameral curve by the lattice Q∨:
Cu = Cu/Q∨ (6.67)
In the section 8.2 we shall present yet another construction of Li,x’s,
using gauge theory.
There is the so-called determinant line bundle L over the moduli
space BunG(E), whose sections are the fundamental characters χ̂i, i =
0, 1, . . . , r. In the E. Loojienga’s identification BunG(E) ≈WPa0,a1,...,ar
this line bundle is just the O(1) orbibundle over the weighted projective
space.
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We have then the line bundle L over Er:
L = pi∗WL (6.68)
Let us call this line bundle the abelianized determinant line bundle.
CHAPTER 7
The Seiberg-Witten curves in some detail
In this section we shall discuss the geometry of curves describing
the limit shape configurations and the special geometry of the gauge
theories under consideration. When possible we identify the cameral
or the spectral curves with the analogous curves of some algebraic in-
tegrable systems, namely the Hitchin systems on the genus zero (i.e.
Gaudin model) or genus one (i.e. spin elliptic Calogero-Moser system)
curves with punctures. These identifications are less universal then
the identification with the spectral curves of the spin chains based on
the Yangian algebra built on g, ĝ, or ĜL∞, respectively. The latter
identification is a subject of a separate venue of research which touches
upon various advances in geometric representation theory, study of the
symplectic geometry of moduli spaces of instantons and monopoles,
quantum cohomology of quiver varieties, to name just a few. We shall
only mention the relation to spin chains in a few examples, in this work.
Throughout this section we shall use the notation
gλ(x) = ζ(x)
−1piλ(g(x)) (7.1)
for the projectively modified operator in the representation (Rλ, piλ) of
Gq, corresponding to the group element g(x) ∈ Gq.
7.1. Class I theories of A type
This is the so-called linear quiver theory. The set of vertices Vertγ =
{1, . . . , r}, the set of edges Edgeγ = {1, . . . , r − 1}, the maps s, t for
a particular orientation are given by: s(e) = e, t(e) = e + 1. The
bi-fundamental masses are a trivial cocycle:
me = µe+1 − µe (7.2)
The corresponding conformal group CG = GL(r+1,C), the fundamen-
tal characters χi are the characters of the representations ΛiCr+1. We
shall now describe the spectral curve in the representation Rλ1 ≈ Cr+1.
The corresponding group element gλ1(x) in (6.14) is the diagonal ma-
trix
gλ1(x) = diag(t1(x), . . . , tr+1(x))
60
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with
t1(x) = ζ(x)Y1(x), tr+1(x) = ζ(x)P
[r](x)Yr(x)
−1
ti(x) = ζ(x)P
[i−1](x)Yi(x)Yi−1(x)−1, i = 2, . . . , r
(7.3)
with some normalization factor ζ(x) which we choose shortly, and
the explicit formula for the invariants Xi(Y(x)) is (we omit the x-
dependence in the right hand side):
Xi(Y(x)) =
i−1∏
j=1
P
j−i
j ×
ei
(
Y1,Y2Y
−1
1 P
[1], . . . ,YiY
−1
i−1P
[i−1], . . . ,Y−1r P
[r]
) (7.4)
where ei are the elementary symmetric polynomials in r + 1 variables.
Our master equations (6.5) equate the right hand side of (7.4) with the
degree vi polynomial Ti(x) in x, cf. (6.6).
It is convenient to organize the invariants (7.4) into a generating
polynomial, which is nothing but the characteristic polynomial of the
group element g(x) in some representation of CG. The most economi-
cal is, of course, the defining fundamental representation Cr+1 with the
highest weight λ1:
det (t · 1r+1 − gλ1(x)) =
tr+1 +
r∑
i=1
(−1)itr+1−iζ(x)i
i−1∏
j=1
P
i−j
j (x)Xi(Y(x))
+ (−ζ(x))r+1
r∏
j=1
P
r+1−j
j (x)
(7.5)
The group iW is the symmetric group Sr+1, which acts by per-
muting the eigenvalues of g(x) in (7.3). The cameral curve Cu is the
(r + 1)!-fold ramified cover of the compactified x-plane CP1〈x〉. The
points in the fiber are the ordered sets of roots (t1(x), . . . , tr+1(x)) of
the polynomial (7.5).
The curve Cu covers the spectral curve Cu. The latter is defined
as the zero locus of the characteristic polynomial (7.5). The cover
Cu → Cu is r! : 1, it sends the ordered r+ 1-tuple of roots (t1, . . . , tr+1)
to the first root t1. The cover Cu → C〈x〉 is (r + 1) : 1.
Explicitly, the curve Cu is given by:
0 = P(t, x) =
r+1∑
i=0
(−1)itr+1−iζ(x)i
i−1∏
j=1
Pj(x)
i−j Ti(x) (7.6)
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Figure 7.1. Degree profile example for A4 theory and
(v1,v2,v3,v4) = (4, 7, 8, 5). For convenience one can set
boundary conditions v0 = vr+1 = w0 = wr+1 = 0.
7.1.1. Relation to Gaudin model. It is easy to see, using the
Eqs. (3.8), (3.9) and Fig. 7.1 that wi∗ = w+ + w−, where
w+ = vi∗ − vi∗+1 ≥ 0
w− = vi∗ − vi∗−1 ≥ 0 (7.7)
and it useful to record
v1 = w1 + · · ·+ wi∗−1 + w−
vr = wr + · · ·+ wi∗+1 + w+
v∗ =
i∗−1∑
i=1
iwi + i∗w−
v∗ =
r∑
i=i∗+1
(r + 1− i)wi + (r + 1− i∗)w+
(7.8)
Accordingly, we can factorize the polynomial Pi∗(x) as:
Pi∗(x) = qi∗P
+(x)P−(x) (7.9)
where P± are monic polynomials of degrees
degP± = w±
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We can actually transform (7.6) into something nice, by adjusting ζ(x):
ζ(x)−1 = P−(x)P[i∗−1](x) (7.10)
Then D(g(x)) is given by:
D(g(x)) =
P0(x)
P∞(x)
P0(x) = P
+(x)r+1−i∗
r∏
j=i∗+1
Pj(x)
r+1−j
P∞(x) = P−(x)i∗
i∗−1∏
j=1
Pj(x)
j
(7.11)
Then P(t, x) can be written as:
P(t, x) =
i∗−1∏
j=1
qjj ·
P (t, x)
P∞(x)
where P (t, x) is a degree N = vi∗ polynomial in x, and the degree r+1
polynomial in t, which is straightforward to calculate:
(−1)i∗
i∗∏
j=1
qjj P (t, x) =
(−qi∗)i∗tr+1P∞(x) +
+
i∗∑
i=1
tr+1−i Ti(x)qi∗−ii∗ (−P−∗ (x))i∗−i
i∗−1∏
j=i
P
j−i
j (x)
+
r∑
i=i∗+1
tr+1−i Ti(x)(−P+∗ (x))i−i∗
i−1∏
j=i∗+1
P
i−j
j (x)
+ (−1)r+1−i∗P0(x)
(7.12)
Now, recall that Tj,0 is fixed by the couplings q:
Tj,0(q) =
i−1∏
j=1
qj−ij ei(1, q1, q1q2, . . . , q1q2 . . . qi, . . . q1 . . . qr) (7.13)
and the coefficient Tj,1 is fixed by the masses mi,f and me.
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Therefore, the coefficient of xN in P (t, x) can be computed explic-
itly:
r+1∑
i=0
(−1)itr+1−i
i∗∏
j=1
q−ij ei(1, q1, q1q2, . . . , q1q2 . . . qi, . . . , q1 . . . qr) =
=
r∏
i=0
(
t− tˇi
)
(7.14)
where
tˇi =
∏i
j=1 qj∏i∗
j=1 qj
, i = 0, . . . , r (7.15)
We thus rewrite the curve Cu in the (x, t)-space, defined by the equation
0 = RAr(t, x) =
P (t, x)∏r
i=0
(
t− tˇi
) = N∏
l=1
(x− xl(t)) =
= xN +
1∏r
i=0
(
t− tˇi
) N∑
j=1
pj(t)x
N−j
(7.16)
where
N = vi∗ (7.17)
It is clear from the Eq. (7.16) that as t→ tˇi one of the roots xl(t) has a
pole, while the other N − 1 roots are finite. Near t = 0 the polynomial
P (t, x) approaches:
P (0, x) = (−1)r+1−i∗P0(x) (7.18)
while near t =∞
P (t, x)t−r−1 → (−qi∗)i∗P∞(x) (7.19)
Let
dS = x
dt
t
(7.20)
Then our discussion above implies that the differential dS has the
first order poles on Cu: at one of the N preimages of the points tˇi,
i = 0, 1, . . . , r, and at all preimages of the points t = 0 and t = ∞.
The residues of dS are linear combinations of the masses of the hyper-
multiplets, in agreement with the observations in [2],[7].
Remarkably, we can identify Cu with the spectral curve of the mero-
morphic Higgs field Φ:
Φ = Φ(t)dt =
r+1∑
j=−1
Φj
dt
t− tˇj (7.21)
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where tˇ−1 = 0, tˇr+1 =∞, and Φj are N ×N matrices, which have rank
one for j = 0, 1, . . . , r, and have the maximal rank for j = −1, r + 1.
Moreover, the eigenvalues of Φj are all fixed in terms of the masses.
The spectra of Φj, j = −1, . . . , r + 1 have specified multiplicity:
(1) the matrix Φ−1 has w+ eigenvalues of multiplicity r + 1 − i∗,
and wr+1−j eigenvalues of multiplicity j, for j = 1, . . . , r − i∗;
the eigenvalues are fixed by the masses
(2) the matrices Φj, j = 0, 1, . . . , r has one non-vanishing eigen-
value each, and N − 1 vanishing eigenvalues; We can write
(Φj)
b
a = u
j
av
b
j , a, b = 1, . . . , N
for some vectors uj, vj ∈ CN , obeying
N∑
a=1
ujav
a
j = Mj (7.22)
and considered up to an obvious C×-action, for someMj which
is linear in the bi-fundamental and fundamental masses.
(3) the matrix Φr+1 has w− eigenvalues of multiplicity i∗, and wj
eigenvalues of multiplicity j, for j = 1, . . . , i∗ − 1.
Then: (
dt
t
)N
RAr(t, x) = det
(
x
dt
t
− Φ
)
(7.23)
We can make an SL(N) Higgs field out of Φ by shifting it by the scalar
meromorphic one-form 1
N
TrNΦ, which is independent of the moduli u
of the curve Cu.
The moduli space of r + 3-ples of matrices Φj, obeying
r+1∑
j=−1
Φj = 0 (7.24)
with fixed eigenvalues of the above mentioned multiplicity, considered
up to the simultaneous SL(N)-similarity transformation, is the phase
space PH0,r+3 of the genus zero version of SL(N) Hitchin system, the
classical Gaudin model on r + 3 sites. The general Gaudin model has
the residues Φj belonging to arbitrary conjugacy classes.
See [92, 93] for the geometry of complex coadjoint orbits. The
Hitchin system with singularities was studied in [8, 64, 94–97]. In
[11, 98–101] this Hitchin system with singularities was discussed from
the point of view of brane constructions such as [10, 11].
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Remark. The curve Cu is much more economical then Cu. How-
ever, the price we pay is the complexity of the relation between the
special coordinates aia, aDia and the moduli u of the curve Cu. Roughly
speaking all special coordinates are linear combinations of the periods
of the differential
x
dt
t
and the masses. The coordinates a1a come from the periods∮
x dlogg1(x) ∼
∮
xdt/t
the coordinates a2a come from the periods∮
x dlog(g1(x)g2(x)) ∼
∮
xdt/t+
∮
xdt/t
the coordinates aia come from the periods∮
x dlog(g1(x) . . . gi(x)) ∼
∮
xdt/t+ . . .+
∮
xdt/t
etc.
Remark. In the A2 case our solution matches the one found in
[43].
Remark. We can connect the cameral curve Cu to the spectral
curve Cu via a tower of ramified covers:
Cu → C(r)u → C(r−1)u → . . .→ C(1)u = Cu → CP1〈x〉 (7.25)
which we can call the Gelfand-Zeitlin tower of curves. The curve C(i)u
is the quotient of Cu by the subgroup W (Ar−i) of the Weyl group
W (Ar), which acts on the amplitudes (Yi+1, . . . ,Yr) while preserving
(Y1, . . . ,Yi).
Remark. We should warn the reader that our cameral curves need
not be the cameral curves of Hitchin systems [66]. We mapped the
spectral curve of the family of conjugacy classes [g(x)] corresponding to
the fundamental representation R1 to the spectral curve of the GL(N)-
Gaudin system, i.e. the genus zero Hitchin system, corresponding to
the N -dimensional representation. One could then build the cameral
curve for the GL(N)-Gaudin system. This curve has all the reasons to
differ from our cameral curve Cu.
However, the identification of M with the moduli spaces of curves
describing the spectrum of the transfer matrix in the quasi classical
limit of the Y (Ar) spin chain is more natural, and carries over to the
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level of cameral curves. This statement will be elaborated upon below
and in [19].
Remark. In view of [11] it is natural to identify the space of cou-
plings q˜ = (q1, . . . , qr) with a coordinate patch in the moduli space
M0,r+3 of stable genus zero curves with r + 3 punctures. In this fash-
ion the linear quiver theories (the class I type Ar theories) can be
analytically continued to other weakly coupled regions (weak coupling
corresponds to the maximal degeneration of the stable curve). Most of
these regions do not have a satisfactory Lagrangian description. Nev-
ertheless, it would be interesting to try to generalize the limit shape
equations even without knowing their microscopic origin. What would
the iWeyl group look like in this case?
7.1.2. Quiver description. We have thus found that a particu-
lar subset of Gaudin-Hitchin models, with all but two residues of the
minimal type, are the Seiberg-Witten integrable systems of the class
I Ar type theories. As a check, let us compute the dimension of the
moduli space PH0,r+3 of solutions to the (traceless part of the) moment
map equation (7.24) divided by the SL(N,C)-action is equal to:
2(r + 1)(N − 1)− 2(N2 − 1)+
+
(
N2 −
i∗−1∑
j=1
j2wj − i2∗w−
)
+
+
(
N2 −
r∑
j=i∗+1
(r + 1− j)2wj − (r + 1− i∗)2w+
)
=
= 2
r∑
i=1
(vi − 1) = 2 dimM
(7.26)
Actually, the moduli space PH0,r+3 can be described as a quiver
variety. Its graph is an r + 3-pointed star, with r + 1 legs of length
1, and two long legs, of the lengths l−1 = vr − 1 and lr+1 = v1 − 1,
respectively. The dimensions of the vector spaces assigned to vertices
are: the r+ 3-valent vertex (the star) has dimension N , the tails of the
short legs all have dimension 1, the dimensions along the long legs start
at 1 at the tails, then grow with the step 1 for the first w1 (respectively,
wr) vertices, then grow with the step 2 for the next w2 (respectively,
wr−1) and so on. (See example in figure 7.2).
The extended phase space Pext for the class I Ar type theories
is easy to describe. One just need to relax the C× moment map con-
straints (7.22) as well as the analogous C× constraints for the Φ−1, Φr+1
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Figure 7.2. The example quiver variety for A4 quiver
at v = (7, 10, 8, 5) and w = (4, 5, 1, 2) with i∗ = 2 and
w∗ = w− + w+ with w− = 3 and w+ = 2. The labels at
vertices denote the dimensions in the pattern as ex-
plained
residues. In the quiver description we make the quiver gauge group the
product of the special unitary groups as opposed to the product of
unitary groups.
7.1.3. Reduction to the spin chain. The simplest example of
the Class I theory of the A type is, of course, the A1 theory. This is
the celebrated Nf = 2Nc theory, with w1 = Nf , v1 = Nc = N , in our
notation. Let q = q1 and let T (x) = T−11,0 T1(x) denote the monic degree
N polynomial.
The reduced curve (7.12) assumes a very simple form:
qP−(x)t+ P+(x)t−1 = (1 + q)T (x) (7.27)
It is not difficult to recognize in this formula the quasiclassical limit of
Baxter’s T −Q equation [102] for the XXX sl2 spin chain. In fact, it
was observed already in [103, 104] that the Seiberg-Witten curve of the
N = 2 supersymmetric QCD can be interpreted using the integrable
spin chain, albeit in a somewhat different fashion. Note that a possible
lift of [g(x)] to CG = GL(2,C) in this case is given by the diagonal
matrix:
g(x) =
(
qtP−(x) 0
0 t−1P+(x)
)
(7.28)
where t solves (7.27). However this choice of g(x) is not continuous
in x. As we cross the cuts I1,a the matrix g(x) will have its diagonal
entries exchanged. We can conjugate g(x) → h−1(x)g(x)h(x) into a
form, e.g.
g(x) =
(
qT (x) 1
q (T 2(x)− P+(x)P−(x)) T (x)
)
(7.29)
whose entries are polynomials. This is a particular case of a general
statement [5], lifting a family of conjugacy classes in Gq to Gq itself
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(slightly adapted for the conformal extension CG). The lift (7.29) does
not depend on the split P(x) into the product of P± factors.
There is yet another lift of [g(x)] to CG, which does depend on
the factorization, and makes closer contact with spin chains. We shall
discuss it in the section devoted to the study of the phase spaces of the
integrable systems corresponding to our gauge theories.
7.1.4. Duality. In the mapping to the Gaudin-Hitchin system we
employed a particular lift g(x) of the conjugacy class [g(x)] in SL(r +
1,Z)/Zr+1 to the conjugacy class inGL(r+1,C) by a judicious choice of
the normalization factor ζ(x). More importantly, the spectral one-form
describing the eigenvalues of the Higgs field, is equal to xdt/t where x is
the argument of the amplitude function, and t is the spectral variable
describing the eigenvalues of g(x). For the group GL(r + 1,C) the
eigenvalues of g(x) in some representation take values in C〈t〉 = C×
which gets naturally compactified to CP1 to allow the degenerations.
To summarize, the Lax operator of Gaudin-Hitchin system, the
Higgs field Φ(t)dt/dt lives on the curve C〈t〉 of the eigenvalues of the
“Lax operator” g(x) of the gauge theory. Vice versa, the “Lax operator”
g(x) of the gauge theory lives on the curve C〈x〉 of the eigenvalues of
the Higgs field of Hitchin system.
We shall encounter some versions of this “eigenvalue – spectral pa-
rameter” duality in other sections of this work.
7.2. Class I theories of D type
These are the SU(v1)× . . .×SU(vr) theories whose quiver contains
a trivalent vertex which connects two one-vertex legs to a leg of the
length r−3. The corresponding group Gq is Spin(2r,C), its conformal
version CG is the extension of G by C× or C××C×, depending on the
parity of r.
Passing from the A type theories to the D type theories we en-
counter new phenomenon. In addition to the exterior powers ∧iV of
the vector representation V = C2r of Spin(2r) the fundamental rep-
resentations of the group Gq come also from spin representations S±.
We should use the cameral curve Cu to get the special coordinates and
the prepotential, however a lot of information is contained in the spec-
tral curve CRu in some fundamental representation R, which we shall
take to be the vector 2r dimensional representation V = Rλ1 = C2r.
In order to describe the spectral curve we need to know the charac-
ters of the group element g(x) (6.14) in the representations ∧iV , for
i = 1, . . . , 2r. When we deal with V and its exterior powers only, we
do not see the full conformal version of G, only its one-dimensional
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extension (which we shall denote simply by CG) which consists of the
matrices g ∈ GL(2r,C), such that ggt = D(g) · 12r, with D(g) ∈ C× a
scalar.
The spectral curve Cu = CVu in the vector representation can be
modified by the transformation similar to (7.10) to get the curve of
minimal degree in x. Let us label the vertices of theDr Dynkin diagram
in such a way, that the trivalent vertex is r − 2, the tails are r − 1, r,
and the end vertex of the “long leg” has the label 1, see Appendix A.
Then the product of the matter polynomials Pr−1 and Pr has degree
deg(Pr−1Pr) = 2(vr−1 + vr − vr−2)
Now we shall factorize Pr−1Pr into a product of two factors of equal
degrees
Pr−1Pr = P+P−, degP+ = degP− = vr−1 + vr − vr−2 (7.30)
There are many possible factorizations. For example, if wr−1 ≤ wr,
then we can take: Pr(x) = P+(x)S(x), P−(x) = S(x)Pr−1(x) for any
degree vr + vr−1 − vr−2 ≤ wr = 2vr − vr−2 subfactor P+(x) in Pr(x).
We shall normalize P±(x) so that the highest coefficient in both poly-
nomials equals
√
qr−1qr
That there exist different decompositions (7.30) is a generalization of
S-duality of the S-class N = 2 theories of the Ar type studied in [11].
The spectral curve Cu corresponding to the 2r-dimensional vector
representation of CSpin(2r,C) is mapped to the curve PCDr(t, x) = 0 in
the (t, x)-space, where
PCDr(t, x) = t
−rP∞(x)detR1(t · 12r − g(x)) (7.31)
with some polynomial P∞(x) to be determined below. The group ele-
ment g(x) in the vector representation C2r of CGq is given by
g(x) = E−1 diag(g1(x), . . . , g2r(x))E (7.32)
with E being any matrix such that
(EEt)ij = δi,2r+1−j
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represents the symmetric bilinear form on C2r and
g1(x) = ζ(x)Y1(x)
gi(x) = ζ(x)P
[i−1](x)
Yi(x)
Yi−1(x)
, i = 2, . . . , r − 2
gr−1(x) = ζ(x)P[r−2](x)
Yr−1(x)Yr(x)
Yr−2(x)
gr(x) = ζ(x)P
[r−2](x)Pr−1(x)
Yr(x)
Yr−1(x)
gr+1(x) = ζ(x)P
[r−2](x)Pr(x)Yr−1(x)/Yr(x)
gr+2(x) = ζ(x)P
[r](x)Yr−2(x)/(Yr−1(x)Yr(x))
g2r+1−i(x) = ζ(x)
P[r](x)P[r−2](x)
P[i−1](x)
Yi−1(x)
Yi(x)
, i = 2, . . . , r − 2
g2r = ζ(x)P
[r](x)P[r−2](x)
1
Y1(x)
(7.33)
The factor ζ(x) which likely gives the minimal degree curve is
ζ(x)−1 = P+(x)P[r−2](x) (7.34)
Thus, the scalar D(g(x)) is equal to:
D(g(x)) =
P−(x)
P+(x)
(7.35)
and the prefactor in (7.31) is:
P∞(x) = P+(x)r
r−2∏
j=1
Pj(x)
j. (7.36)
After some manipulations we find
(−1)rPCDr(t, x) = T 2r Pr−1 + T 2r−1Pr − ηTr−1Tr+
[ r2 ]∑
l=1
Tr−2l
(
r−2∏
j=r+1−2l
P
j−r+2l
j
)
ξ2l−
−
[ r−12 ]∑
l=1
Tr−2l−1
(
r−2∏
j=r−2l
P
j−r+2l+1
j
)
ξlξl+1 ,
ξl = (P
+t)l − (P−t−1)l, η = P+t+ P−t−1
(7.37)
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This equation has degree N = 2(vr + vr−1) − vr−2 in the x variable.
Note
vr−2 ≤ N ≤ 2vr−2 (7.38)
As in the Ar case, the curve Cu has branches going off to infinity in the
x-direction, over 2r points tˇi, tˇ−1i , i = 1, . . . , r in the t-line CP
1
t which
correspond to the weights of R1
tˇi =
1√
qr−1qr
q[i−1]
q[r−2]
(7.39)
In addition, there are special points t = 0,∞. Over these points the
curve Cu has N branches, where x approaches one of the roots of the
polynomial P0(x)
P0(x) = P
−(x)r
r−2∏
j=1
Pj(x)
j . (7.40)
and P∞(x), cf. (7.36), respectively.
The curve Cu is invariant under the involution
t 7→ P−(x)
P+(x)
t−1 (7.41)
The fixed points of (7.41) are the points of intersection of the curve Cu
and the curve
P+(x)t− P−(x)t−1 = 0 (7.42)
The equations RDr(t, x) = 0 (7.37) and (7.42) imply
T 2r (x)Pr−1(x) + T
2
r−1(x)Pr(x) =
Tr−1(x)Tr(x)(P+(x)t+ P−(x)t−1)
(7.43)
and
T 2r (x)Pr−1(x) = T
2
r−1(x)Pr(x) (7.44)
Again, the curve Cu is more economical then the full cameral curve
Cu. Again, the special coordinates ai,a and the duals aDi,a are the linear
combinations of the periods of the differential xdt/t and the masses.
Let us map the curve Cu to the curve Σu in the space S which is a
Z2-quotient of the (blowup of the) C〈x〉 × CP1t space, parametrized by
(x, s) where
s =
P+(x)
P−(x)
t2
The curve Σu is described by the equations s+ s−1 = 2c and:
PΣDr(x, c) ≡ A(x, c)2 − 2Pr(x)Pr−1(x)(c+ 1)B(x, c)2 = 0 (7.45)
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where A,B are the polynomials in x and c of bi-degrees (N,
[
r
2
]
) and
(vr−1 + vr,
[
r−1
2
]
), respectively:
A(x, c) = T 2r Pr−1 + T
2
r−1Pr+
+ 2
[ r2 ]∑
l=1
Cl(c)Tr−2lPlr−1P
l
r
r−2∏
j=r+1−2l
P
j−r+2l
j ,
B(x, c) = Tr−1Tr + 2
[ r−12 ]∑
l=1
Dl(c)Tr−2l−1Plr−1P
l
r
r−2∏
j=r−2l
P
j−r+2l+1
j ,
(7.46)
where the degree l polynomials Cl(c), Dl(c) are defined as follows:
Cl(c) =
1
2
(sl + s−l)− 1, s+ s−1 = 2c
Dl(c) =
(sl − 1)(sl+1 − 1)
2sl(s+ 1)
=
l−1∑
j=0
(−1)jCl−j(c)
(7.47)
Over the points c = 1 and c = −1 the equation for Σu becomes re-
ducible: at c = 1:
PΣDr(x, 1) = (Pr−1T
2
r − PrT 2r−1)2 (7.48)
and at c = −1:
PΣDr(x,−1) = A(x,−1)2 (7.49)
It is easy to see that the curve Σu has double points at (x, s) where
either s = 1 and x being any of the N roots of (7.48) or s = −1 and
x is any of the N roots of (7.49). The locations of these roots are not
fixed by the masses of the matter fields.
Let us normalize the equation of Σu by dividing PΣDr by the coeffi-
cient at x2N :
RDr(x, c) =
PΣDr(x, c)∏r
i=1(s− tˇ2i )(1− s−1tˇ−2i )
(7.50)
times a constant such that RDr(x, c) is monic in x and a rational func-
tion of c.
We thus arrive at the following interpretation of the curve Σu. It is
the spectral curve
RDr
(
x,
s2 + 1
2s
)(
ds
s
)2N
= Det2N
(
x
ds
s
− Φ(s)
)
(7.51)
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of the genus zero Higgs field
Φ(s) =
∑
sj∈J
Φj
ds
s− sj (7.52)
where J ⊂ CP1s is the set of 2r + 2 singularities:
J = {0,∞} ∪ { tˇ2i , tˇ−2i | i = 1, . . . , r}
Let σ : CP1s → CP1s be the involution σ(s) = s−1. The Higgs field must
obey:
σ∗Φ = ΩΦtΩ−1 (7.53)
where Ω is a constant anti-symmetric matrix (cf. [44]), which defines
the symplectic structure on V = C2N . If we expand:
Φ(s) = Φ0
ds
s
+
r∑
i=1
Φ+i
ds
s− tˇ2i
+
r∑
i=1
Φ−i
ds
s− tˇ−2i
,
Φ∞ = −Φ0 −
r∑
i=1
(Φ+i + Φ
−
i )
(7.54)
Then (7.53) implies:
Φ∞ = ΩΦt0Ω
−1, Φ+i = Ω(Φ
−
i )
tΩ−1, i = 1, . . . , r (7.55)
Also, the matrices Φ+i ,Φ
−
i , i = 1, . . . , r, must have rank one, while the
matrices Φ0,∞.±1 have rank 2N . We can interpret
µ = Φ0 + Φ∞ +
r∑
i=1
(Φ+i + Φ
−
i ) ,
µt = Ω−1µΩ
(7.56)
as the moment map for the Sp(2N) group action on the product of
some orbits
O0 ×O−1 ×O1 ×ri=1 Oi
which generates the action Φj 7→ g−1Φjg of g ∈ Sp(2N), such that:
gΩgt = Ω . (7.57)
It would be nice to develop further the theory of these orbifold Hitchin-
Gaudin systems. We shall encounter a genus one version of such theory
in the Class II Dr section below.
The differential whose periods determine the special coordinates is
equal to
dS = x
ds
s
(7.58)
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7.2.1. Freezing example. Here we will illustrate how theD4 the-
ory with v1 = v3 = v4 = v, v2 = 2v and w1 = w3 = w4 = 0, w2 = v
reduces to A3 with v1 = v3 = v, v2 = 2v and w2 = 2v when the node 4
freezes under q4 → 0. Keeping in mind unfreezing to the affine D̂4, let
polynomial Y0 of degree v denote the fundamental matter polynomial
attached to the node “2”.
The D4 spectral curve for the node “1” from (7.37) in terms of
variable η
η = t+
q21q
2
2q3q4
t
(7.59)
where Y2 = Y0t is
RD4(η, x) = η4Y 20 − η3T1Y0 + η2
(
q1T2 − 4q21q22q3q4Y 20
)
+
η
(−q21q2T3T4 + 4q21q22q3q4T1Y0)− 4q31q22q3q4T2 + q31q22q4T 23 + q31q22q3T 24
(7.60)
Notice that the curve is polynomial of degree 4 in η with polynomial
coefficients in x of degree 2v. In the limit x→∞ we find the limiting
values of η are
1+q21q
2
2q3q4, q1+q1q
2
2q3q4, q1q2+q1q2q3q4, q1q2q3+q1q3q4 (7.61)
Notice that the differential is
λ = x
dt
t
= x
dη
(η2 − 4q21q22q3q4)
1
2
(7.62)
Also notice that at η = ±2q1q2q
1
2
3 q
1
2
4 the curve factorizes as
RD4(±2q1q2q
1
2
3 q
1
2
4 , x) = q
3
1q
2
2(q3T4(x)∓ q4T3(x))2 (7.63)
as well as it factorizes at η =∞
RD4(η =∞, x) = Y0(x)2 (7.64)
We can interpret the multi-valued nature of λ on the η-plane as the
deformation of the punctured sphere underlying the Ar-type theories to
the curve describing the Dr-type theories, by opening punctures into
cuts. Perhaps one can elevate this observation to the corresponding
deformation of the Liouville theory coupled to some conformal matter,
along the lines of [105, 106].
We see that in the decoupling limit q4 = 0 the above curve reduces
to
RA3(η, x) = η4Y 20 − η3T1Y0 + η2q1T2 − ηq21q2T3Y4 + q31q22q3Y 24 (7.65)
where we just set that Y4 freezes and converts to a factor of degree v
contributing to the fundamental matter polynomial for the node “2”;
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we denote this factor by Y4 ≡ Y4 = T4. The curve (7.65) is precisely
the A3 curve for the node “1” (7.12) in terms of the variable Y1 = Y0η.
This curve corresponds to the GL(2) Hitchin system with punctures at
four punctures
1, q1, q1q2, q1q2q3 (7.66)
Moreover, from the discussion after (7.21) (we have w0 = 0,w2 =
2,w3 = 0 and i∗ = 2 and w+ = w−1 = 1) it is clear the the eigenvalues
of the Higgs field residues at η = 0 and at η =∞ are doubly degenerate
which effectively means that SL(2,C) part of the Higgs field does not
have punctures at η = 0 and η = ∞. We can continue the freezing
reduction and now we shall set q3 = 0 declaring the function Y3 as
contributing to the fundamental matter at the node “2”, we denote
Y3 = T3 = Y3. After factoring out η, the curve (7.65) reduces to the
A2 curve
RA2(η, x) = η3Y 20 − η2T1Y0 + ηq1T2 − q21q2Y3Y4 (7.67)
The corresponding Gaudin system has punctures at η = 0 and η =∞
and at
1, q1, q1q2 (7.68)
Finally, we can freeze the node “1” by sending q1 to zero and rescaling
η = η˜q1 so that the former punctures q1, q1q2 on the η˜-plane in terms
of η˜ become
1, q2 (7.69)
while the puncture η = 1 is send away to η˜ = ∞. We set Y1 ≡ Y1 =
T1 and find that (7.67) reduces to the familiar A1 curve with gauge
polynomial T2 of degree 2v and four factors (Y0, Y1, Y3, Y4) of degree v
which make fundamental polynomial of degree 4v
RA2(η, x) = −η˜2Y1Y0 + η˜T2 − q2Y3Y4 (7.70)
The punctures of the corresponding Gaudin model in η˜ plane are at
(0, q2, 1,∞).
7.3. Class I theories of E type
We are using Bourbaki conventions to label the nodes on the Dynkin
graph of Er series, see figures in the Appendix A. One can construct
the analogues of the spectral curves Cu or Σu using the minuscule
representations in the E6 and E7 cases. For E8 one can construct the
spectral curve using the adjoint representation 248. However it seems
more advantageous to use the degenerate version of del Pezzo/E-bundle
correspondence, which we review below in the discussion of Class II
theories of E type. For the standard conformal Er quivers, which are
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obtained by freezing of the node “0” in the affine Er quivers with ranks
vi = Nai where ai are Dynkin marks, we find spectral curves of (t, x)-
degree equal to (27, 6N) for E6, (56, 12N) for E7 and (240, 60N) for E8.
These degrees can be understood from the degeneration of Êr spectral
curves computed in eq. (6.60).
7.3.1. The E6 theory. The spectral curve in the fundamental
representation R6 = 27 associated with the node “6”, in which the
group element of the conformal extension of E6 is g(x) = (Y6(x), . . . )
has the form
RE6(t, x) = 0 (7.71)
where the explicit expression is of the form1
RE6(t, x) = detR6(t · 127 − g(x))
= t27 − t26T6 + t25P6T5 − t24P5P26T4
+ t23
(−P22P23P44P45P46T 21 + P1P22P23P44P45P46T3 + P4P25P36T2T3
− P2P3P24P25P36T1T5 + P21P32P43P64P55P46T6
)
+ · · · − P181 P272 P363 P544 P455 P366
(7.72)
where we have omitted the explicit expressions for the terms from t24
to t1, and we omitted the dependence on x in the notations for the
polynomial coefficients so that Pi ≡ Pi(x) and Ti ≡ Ti(x). The curve
7.72 has x-degree 27v6, and, of course, is not the most economical. By
rescaling g(x) → ζ(x)g(x) with a suitably chosen ζ(x) of degree −v6
made of some powers of the factors in fundamental polynomials we can
reduce the degree of (7.72).
The most standard conformal E6 quiver, which arises from the de-
generate limit q0 → 0 in the node “0” of the affine Ê6 quiver, has matter
polynomial P2 = q2Y0 of degree N only at the node “2” to which the
affine node “0” was attached, while the degrees of the gauge polyno-
mials are fixed by the Dynkin marks vi = Nai, that is (v1, . . . ,v6) =
(N, 2N, 2N, 3N, 2N,N). For such conformal E6 quiver, the curve 7.72
has canonical reduced form under the choice ζ−1(x) = Y0(x) and the
degree of the reduced curve is 6N = 2v∗ where v∗ ≡ v4 = 3N denotes
the rank in the trivalent node “4”. The reduced curve of such special
1The explicit expression, which we do not list here, is available upon a request;
it is computed by the straightforward expansion of the exterior powers
∧•
R6 in
the representation ring Rep(E6) over the fundamental representations R1, . . . , R6.
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conformal E6 quiver is RE6(t, x), with Pi = qi, i 6= 2;P2 = q2Y0 we find
RE6(t, x) = t27Y 60 − t26Y 50 T6 + t25q6Y 40 T5 − t24q5q26Y 30 T4
+ t23
(−q22q23q44q45q46Y 40 T 21 + q1q22q23q44q45q46Y 40 T3
+ q4q
2
5q
3
6Y
2
0 T2T3 − q2q3q24q25q36Y 30 T1T5 + q21q32q43q64q55q46Y 50 T6
)
+ · · · − t2q151 q232 q303 q464 q395 q326 Y 40 T3
+ tq161 q
25
2 q
33
3 q
50
4 q
42
5 q
34
6 Y
5
0 T1 − q181 q272 q363 q544 q455 q366 Y 60
(7.73)
where again we only indicated the middle terms but skipped the explicit
expressions. Indeed, one sees that the curve 7.73 of the E6 quiver with
the standard rank assignments vi = Nai has degree 6N . At the limit
x → ∞ the 27 roots of RE6(t, x) in 7.73 approach the set of points in
the t-plane labeled by the weights λ in the 27 representation of E6 and
given explicitly by
∏6
i=1 q
(λi,λ−λi)
i , or{
6∏
i=1
qnii |
6∑
i=1
niαi = λ6 − λ, λ ∈ weights(R6)
}
(7.74)
where ni are the coefficients of the expansion in the basis of simple roots
of the difference between a given weight in 27 and the highest weight.
One can associate a Higgs field to the spectral curve 7.73 with poles in
the 27 punctures (7.74) with certain relations. In other words, the curve
7.73 realizes a certain embedding of the standard conformal E6 quiver
theory with gauge group ranks vi = (N, 2N, 2N, 3N, 2N,N) to some
specialization of the A26 theory with ranks (6N, 6N, . . . , 6N), and this
embedding can be lifted to the Higgs field spectral curve representation
of (7.73).
For non-standard assignments of wi and vi for the conformal E6
quiver we did not find a simple choice of ζ(x) reducing the curve 7.72
to the minimal degree. For small ranks vi,wi we can find the reduced
curve using the brute search minimization problem on the total degree
of the reduced curve under g(x) → ζ(x)g(x). We have found differ-
ent chambers in the space of parameters wi,vi with piece-wise linear
dependence of the reduced degree of wi or vi’s but not a simple ex-
pression. For example, in several examples we find
(wi) (vi) reduced curve x-degree
(0, 4, 0, 0, 0, 0) (4, 8, 8, 12, 8, 4) 24
(3, 0, 0, 0, 0, 3) (6, 6, 9, 12, 9, 6) 33
(6, 0, 0, 0, 0, 0) (8, 6, 10, 12, 8, 4) 40
(4, 0, 0, 0, 0, 1) (6, 5, 8, 10, 7, 4) 31
(6, 0, 0, 0, 0, 3) (10, 9, 14, 18, 13, 8) 53
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where the first three lines list different conformal E6 quivers sharing
the same v∗ = 12, and one can see that the curve of the minimal degree
2v∗ is obtained in the standard assignment wi = 0, i 6= 2 associated to
the degenerate limit of the affine E6.
7.3.2. E7 theory. We write the spectral curve in, for example, the
56 representation of E7 similar to the E6 case. If (v0, . . . ,v7) = Nai
where ai are Dynkin marks of E7 quiver, again, similar to E6 quiver
we find that the reduced curve of the standard conformal E7 quiver
obtained from the degenerate limit of the affine theory has x-degree
12N = 3v∗ where v∗ = v4 = 4N is rank at the trivalent node. The
standard E7 quiver spectral curve hence is realized as a specialization
of the spectral curve for A55 quiver with ranks (12N, 12N, . . . , 12N), or
Hitchin system with 56 punctures on t-plane associated to the weights
in 56.
7.3.3. E8 theory. For E8 the minimal representation is adjoint
248. The reduced curve in the adjoint representation for the stan-
dard conformal E8 quiver obtained from the degenerate limit of the
affine theory has x-degree 60N = 10v∗ where v∗ = 6N is rank at
the trivalent node. Hence the standard conformal E8 quiver spectral
curve is realized as a specialization of the spectral curve for A247 quiver
with ranks 60(N,N, . . . , N), or Hitchin system with 240 punctures on
t-plane associated to the non-zero adjoint weights in 248.
7.4. Class II theories of A type and class II* theories
Let us start with the simplest nontrivial examples, and then pass
onto a general case.
7.4.1. Class II Â1 theory. For the class II theory we shift the
arguments of Yi(x) by µi to get rid of the bi-fundamental masses.
Let g(x) ∈ ŜL2:
g(x) = q
−λ̂∨0
0 q
−λ̂∨1
1 Y0(x)
α̂∨0 Y1(x)
α̂∨1 (7.75)
We have: q = q0q1,
g(x)α1 =
Y21
q1Y20
, g(x)−δ = q, g(x)λ̂0 = Y0(x) (7.76)
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The normalized ŝl2 characters (6.22) of the fundamental representa-
tions R̂0, R̂1 are equal to
X0(Y(x), q) =
Y0(x)
φ(q)
θ3
(
Y1(x)
2
q1Y0(x)2
; q2
)
X1(Y(x), q) =
(
q1
q0
) 1
4 Y0(x)
φ(q)
θ2
(
Y1(x)
2
q1Y0(x)2
; q2
) (7.77)
(see the appendix for our conventions on elliptic functions). The char-
acters (7.77) are invariant under the Weyl transformations
Y0 → q0Y−10 Y21
Y1 → q1Y−11 Y20
(7.78)
and therefore we can equate them to the polynomials:
X0(Y(x), q) = T0(x)
T0,0 =
θ3
(
q−11 ; q
2
)
φ(q)
X1(Y(x), q) = T1(x)
T1,0 =
(
q1
q0
) 1
4 θ2
(
q−11 ; q
2
)
φ(q)
(7.79)
The values of characters (7.77) and q0, q1 define Y0 and Y1 up to an
affineWeyl transformation. To recover Y0 and Y1 we invert the relations
(7.77):
Y1(x) = q
1
2
1 Y0(x)t
Y0(x) =
φ(q)
θ3(t2; q2)
T0(x)
(7.80)
and express (
q0
q1
) 1
4 θ3(t
2; q2)
θ2(t2; q2)
=
T0(x)
T1(x)
(7.81)
Actually, the ratio
ξ =
(
q0
q1
) 1
4 θ3(t
2; q2)
θ2(t2; q2)
is a meromorphic function on E with two first order poles at t = ±i
and two simple zeroes at t = ±iq. Therefore
ξ = ξ∞
X(t, q)−X0
X(t, q)−X1 , X0 := X(iq, q), X1 := X(i, q) (7.82)
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with
ξ∞ =
(
q0
q1
) 1
4 θ3(1, q
2)
θ2(1, q2)
(7.83)
and the explicit q-series for X(t, q) is given in (D.19),(D.22). Hence,
the algebraic Seiberg-Witten curve Cu describing the Â1 theory is a
two-fold cover of the rational curve Σu
(ξ∞T1(x)− T0(x))X − (ξ∞T1(x)X0 − T0(x)X1) = 0 (7.84)
defined by the Weierstraß cubic (D.24). There are 4N branch points
of the 2 : 1 cover Cu → Σu:
ξ∞T1(x∞,a)− T0(x∞,a) = 0
(ξ∞T1(xα,a)− T0(xα,a))eα − (ξ∞T1(xα,a)X0 − T0(xα,a)X1) = 0
α = 1, 2, 3, α = 1, . . . , N
(7.85)
which can be split into 2 groups of N pairs, corresponding to the cycles
Aia with i = 0, 1, e.g. A0,a is a small circle around the cut which
connects x1,a to x2,a, while A1,a is a small circle around the cut which
connects x3,a to x∞,a. The special coordinates are computed by the
periods of
dS− = x dlog (t) = x
dX
Y
The curve Cu is the spectral curve. The cameral curve Cu is a Z-cover
of spectral curve Cu, which is given by the same equations but now
with t ∈ C× as opposed to t ∈ E. On cameral curve Cu we have the
second differential
dS+ = x dlog θ3(t
2; q)
which would be a multi-valued differential on spectral curve Cu whose
periods are defined up to the periods of dS−, similar to the polyloga-
rithm motives [107].
7.4.2. Class II* Â0 theory. This is a (noncommutative) U(1)
N = 2∗ theory. This theory was solved in [4] by the similar method.
There is only one amplitude Y(x) = Y0(x), with the single interval I as
its branch cut, the single function
t(x) ≡ t0(x) = Y(x)
Y(x+ m)
.
with two branch cuts I and I − m. Crossing the I cut maps t(x) 7→
qt(x − m). Crossing the cut I − m has the opposite effect: t(x) 7→
q−1t(x+ m). The extended functions
tj(x) = q
jt(x− jm)
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The analytically continued function t(x) has cuts at I+mZ. The sheets
of the Riemann surface of t(x) are labeled by j ∈ Z, so that on the
sheet j the cuts are at I − jm, and I − (j+ 1)m. Upon crossing I + jm
the tj(x) function transforms to tj+1(x) function. As x → ∞ on this
sheet the corresponding branch of t(x) approaches qj. These conditions
uniquely fix the inverse function to be the logarithmic derivative of θ1:
x = a+ m t
d
dt
log θ1(t; q) (7.86)
7.4.3. Class II Ar theories. In order to solve the general rank
r theory, it is convenient to form a linear combination of fundamental
characters of Âr. Ultimately we would like to define a regularized
version of the characteristic polynomial of g(x), where, as in the general
case, after the shift of the arguments of Yi(x)→ Yi(x+ µi):
g(x) =
r∏
i=0
q
−λ̂∨i
i Yi(x)
α̂∨i (7.87)
Using ti(x) = g(x)ei (see the appendix), we compute:
ti(x) = tˇi
Yi(x)
Yi−1(x)
, i = 1, . . . , r + 1 (7.88)
where we extended the amplitude functions Yj(x) defined for j =
0, . . . , r to be defined for all j ∈ Z by periodicity Yj(x) = Yj+(r+1)(x)
and where
t(x) = (t1(x), t2(x), . . . , tr+1(x))
represents an element of the maximal torus of SL(r + 1,C), i.e.
r+1∏
i=1
ti(x) = 1.
The tˇi are the asymptotic values at x→∞ of ti(x) and are given by
tˇi = (qi . . . qr)
−1(q1q22 . . . q
r
r)
1
r+1 , i = 1 . . . r + 1 (7.89)
and
g(x)−δ = q, g(x)λ̂0 = Y0(x). (7.90)
Now we shall explore the relation between the conjugacy classes in Kac-
Moody group and the holomorphic bundles on elliptic curve E. We will
consider a family of bundles on E parametrized by the C〈x〉-plane, as
e.g. in [88]. We start with individual bundles.
Let V be a rank r + 1 polystable vector bundle of degree zero over
the elliptic curve E = C×/qZ, with trivial determinant,
detV ≈ OE
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Such bundle always splits as a direct sum of line bundles
V =
r+1⊕
i=1
Li .
Each summand is a degree zero line bundle Li which can be represented
as Li = O(p0)−1O(ti) where O(p) is the degree one line bundle whose
divisor is a single point p ∈ E and p0 denotes the point t = 1 corre-
sponding to the identity in the abelian group law on the elliptic curve
E. A meromorphic section si of Li with a simple pole at t = 1 and zero
at t = ti can be written explicitly using the theta-functions:
si(t) =
θ(t/ti; q)
θ(t; q)
(7.91)
and is unique up to a multiplicative constant. To each degree zero
vector bundle V with the divisor
DV = −(r + 1)p0 + t1 + · · ·+ tr+1
of detV we associate a projectively unique section s of its determinant
detV which has zeroes at t1, . . . , tr+1 and a pole of the order not greater
than r + 1 at t = 1:
s(t; t) =
r+1∏
i=1
θ(t/ti; q)
θ(t; q)
(7.92)
where we explicitly indicate the t dependence of the section s. Now
set ti = ti(x) given by (7.88). The meromorphic sections s(t; t(x); q)
can be expanded in terms of the theta-functions Θj(Y0(x); t; q) and
characters of Âr (see (C.149)(C.147)) as follows
Y0(x)
r+1∏
i=1
θ(t/ti(x); q)
θ(t, q)
=
r∑
i=0
q−
i
2q
i2
2(r+1) Θi(Y0(x); t(x); q)φi(t; q) =
= φ(q)r
r∑
i=0
χi(Y0(x); t(x); q)φi(t; q) (7.93)
where the functions φi(t; q) are normalized meromorphic elliptic func-
tions defined in the appendix D.2.3. Hence we find from (6.39) and
(D.29) that the section s(t, x) (7.92) obeys
Y0(x)s(t, x) = φ(q)
r
r∑
i=0
χi(Y0(x); t(x); q)Mij˜(q)φ˜j˜(t; q) (7.94)
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where φ˜j˜(t; q) denotes the Weierstraß monomials of Weierstraß ellip-
tic functions X(t, q) and Y (t, q); and Mij˜ is a certain modular ma-
trix as defined in appendix D.2.3. Recalling (6.5) that the characters
(χi(Y0(x); t(x); q)) evaluated on the solutions (Yi(x)) are polynomials
in x, from (6.22)(6.28) we get
Y0(x)s(t, x)
φ(q)r
=
r∑
i=0
(
r∏
j=0
q
−λ̂i(λ̂∨j )
j
)
Ti(x)
∑
j˜
Mij˜(q)φ˜j˜(t; q) (7.95)
The section s(t, x) vanishes at the r + 1 points t1(x), . . . , tr+1(x) for
each x ∈ C〈x〉, and hence defines the r+ 1-folded spectral cover of C〈x〉
plane by the equation
R(t, x) = 0 (7.96)
whereR(t, x) is the right-hand side of (7.95). The curve (7.96) coincides
with the curve in [10] constructed from by lifting to M -theory the IIA
brane arrangement realizing the elliptic model with m = 0.
7.4.4. Class II* theory. Recall that in (6.37) we defined an infi-
nite set of functions Yi(x), i ∈ Z . The analogue of the formula (1.2) is
the matrix g(x) ∈ ĜL∞, (cf. (6.39)):
g(x) = Y0(x)
K × diag ( ti(x) )i∈Z , ti(x) = tˇi
Yi(x)
Yi−1(x)
(7.97)
where tˇi, i ∈ Z solve
tˇi+1 = qimod (r+1)tˇi,
and are normalized as in (6.40)
r+1∏
j=1
tˇj = 1
so that for i = 1, . . . , r + 1 the tˇi coincide with those in (6.40), and
tˇi+b(r+1) = tˇiq
b, tˇ[i+b(r+1)] = tˇ[i]
(
qr+1
) b(b−1)
2 (7.98)
The fundamental characters of ĜL∞ evaluated on g(x), χi(g(x)) are
associated with representations Ri of ĜL∞ with the highest weight
taking value (cf. (C.164)):
g(x)λ˜i = Yi(x) tˇ
[i] = Y0(x) t(x)
[i] (7.99)
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The characters are given by the infinite sums over all partitions λ =
(λ1 ≥ λ2 ≥ . . . ≥ λ`(λ) > 0) and so are the normalized invariants
Xi({Yj(x)}, q) = 1
tˇ[i]
χi(g(x)) =
∑
λ
`(λ)∏
j=1
(
q
[λj ]
i−j+1
Yi+λj−j+1(x)
Yi+λj−j(x)
)
Yi−`(λ)(x)
= Yi(x) + qi
Yi+1(x)Yi−1(x)
Yi(x)
+ . . .
(7.100)
where we use the notation section 1.2.
The invariant Xi in (7.100) is a convergent series for |qi|< 1 like
the theta-series, if ti(x) is uniformly bounded. In fact, for the periodic
chain of arguments, i.e. for Yi(x) = Yi+r+1(x) the gl∞ character (7.100)
reduces to the usual affine character of ĝlr. The convergence of Xi in
the class II* case is more subtle. We shall comment on this below. For
the moment let us view the invariants as the formal power series in q
with coefficients in Laurent polynomials in Yi(x).
For the class II* theory the extended amplitudes Yi(x) are quasi-
periodic in i, cf. (6.38), so
Xi+r+1 ({Yj(x)}, q) = Xi ({Yj(x− (r + 1)m)}, q) (7.101)
The cameral curve Cu for the class II* Ar theory is defined by the
system of r + 1 functional equations
Xi( {Yj(x)}, q) = Ti(x), i = 0, . . . , r (7.102)
with
Ti(x) = Ti,0x
N + Ti,1x
N−1 +
N∑
a=2
ui,ax
N−a ,
Ti,0 =
∑
λ
`(λ)∏
j=1
q
[λj ]
i−j+1
(7.103)
Let us now describe the II* analogue of the spectral curve, and find its
realization in terms of some version of the Hitchin’s system. Along the
way we shall get an alternative derivation of (7.95) with the benefit of
getting its Hitchin’s form as well.
We form the generating function of Xi’s and study its automorphic
properties. The idea is to regularize the infinite product∏
i∈Z
(1− ti(x)/t)/(1− tˇi/t)
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while keeping the same set of zeroes and poles. Thus, we define
R(t, x) =
Y0(x)
D0(t; q)
∞∏
k=1
(1− tk(x)t−1)(1− t t1−k(x)−1) (7.104)
where
D0(t; q) =
∞∏
k=1
(1− tˇkt−1)(1− t tˇ−11−k)
=
r+1∏
i=1
θ(t/tˇi; q)
φ(q)
(7.105)
First of all, given that at large x the eigenvalues tk(x) approach tˇk
which, in turn, behave as q
k
r+1 , we expect (7.104) to define the con-
verging product, at least for large enough x.
Secondly, let us check that (7.104) is iW-invariant. Let i = 0, . . . , r,
a = 1, . . . , N . While crossing the Ii,a cut the “eigen-value” ti(x) maps
to ti+1(x), which, in case i ≥ 1 or i < 0, leaves (7.104) manifestly
invariant. For i = 0 several factors in ∆(t, x) transform, altogether
conspiring to make it invariant:
Y0(x) 7→ q0Y−1(x)Y1(x)/Y0(x) = t1(x)/t0(x),
(1− t1(x)t−1)(1− t t0(x)−1) 7→
(1− t0(x)t−1)(1− t t1(x)−1) = t0(x)
t1(x)
(1− t1(x)t−1)(1− t t0(x)−1)
(7.106)
Thirdly, let us introduce the analogues of the spectral determinants for
all fundamental representations Ri:
∆i(t, x) =
Yi(x)
Di(t; q)
∞∏
k=i+1
(1− tk(x)t−1)(1− t t2i+1−k(x)−1)
Di(t; q) =
∞∏
k=i+1
(1− tˇkt−1)(1− t tˇ−12i+1−k)
(7.107)
Using Di+1(t; q) = −ttˇ−1i+1Di(t; q), Yi+1(x) = ti+1(x)tˇ−1i+1Yi(x) we derive:
∆i(t, x) = R(t, x) for all i ∈ Z.
Then, the quasi-periodicity (7.101), (7.98) implies
R(qt, x+ m) = ∆r+1(t, x) = R(t, x) (7.108)
Given the large x asymptotics of Y0(x) and ti(x), we conclude:
R(t, x) = xN +
N∑
k=1
δk(t)x
N−k (7.109)
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where δk(t) are the quasi-elliptic functions, which have the first order
poles at t = tˇi, i = 0, . . . r on the elliptic curve E = C×/qZ. Indeed, the
poles come from the D0(t; q) denominator, while the quasi-ellipticity of
δk(t) follows from (7.108):
δi(qt)−δi(t) = mi+polynomial in m linear in δk(qt), k < i (7.110)
Now use (C.160), (C.163) to rewrite R(t, x) as:
R(t, x) =
∑
i∈Z(−t)itˇ[i]Xi ({Yj(x)}, q)
D0(t; q)
=
1
D0(t; q)
∑
i∈Z
(−t)itˇ[i]Ti(x)
(7.111)
where we extended the definition of gauge polynomials Ti(x) to i ∈ Z
by quasi-periodicity implied by (7.101):
Ti+r+1(x) = Ti(x−m) (7.112)
Armed with (7.112), (7.98) we reduce (7.111) to a finite sum: let
r(t, x) =
r∑
i=0
(−t)itˇ[i]Ti(x) ,
then (cf. (D.27))
R(t, x) =
1
D0(t; q)
∑
b∈Z
r(t, x− bm)
(
(−t)bq b(b−1)2
)r+1
=
1
D0(t; q)
(
θ
(−(−t)r+1; qr+1) ∗m r(t, x)) (7.113)
where the ∗h¯-product is defined by the usual Moyal formula:
(f ∗h¯ g) (t, x) = eh¯
∂2
∂ξ1∂η2
−h¯ ∂2
∂ξ2∂η1 |ξ=η=0 f(t+ η1, x+ ξ2)g(t+ η2, x+ ξ2)
(7.114)
The appearance of the ∗-product is the first hint that the class II*
theory has something to do with the noncommutative geometry. We
shall indeed soon see that a natural interpretation of the solution to the
limit shape equations of the class II* theory involves instantons on the
noncommutative four-manifold R2 × T2, where the noncommutativity
is “between” the R2 and the T2 components.
7.4.5. Hitchin system on T 2. The above solution can be repre-
sented by the affine GL(N) Hitchin system on E:
Φ(qt) = Φ(t) +Nm · 1N (7.115)
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with r + 1 rank 1 punctures tˇj:
Φ(t) ∼ Φj dt
t− tˇj , j = 1, . . . , r + 1
Φj = uj ⊗ vtj, uj,vj ∈ CN
(7.116)
whose eigenvalues are fixed in terms of masses:
vtjuj = trΦj = Nmj . (7.117)
Actually, the vectors and covectors vj,uj are defined up to the C×-
action
(vj,uj) 7→ (zjvj, z−1j uj), zj ∈ C× (7.118)
and (7.117) is the corresponding moment map equation, defining the
coadjoint orbit Oj of SL(N,C). We can shift Φ(t) by the meromorphic
scalar matrix
Φ(t) = Φ(t)−
r+1∑
j=1
mjξ(t/tˇj)
dt
t
1N ,
which gives the following traceless meromorphic Higgs field (see [94]):
Φ(t) =
∥∥∥∥∥paδba +
r∑
j=0
ubjv
j
a(1− δba)
θ1(t/tjwb/wa)θ
′
1(1)
θ1(t/tj)θ1(wb/wa)
∥∥∥∥∥
N
a,b=1
(7.119)
which depends, in addition to the SL(N,C)-orbits O1, . . . ,Or+1 on the
choice (w1, . . . , wN) of a holomorphic SL(N,C) bundle on E, and the
dual variables (p1, . . . , pN), subject to
N∑
a=1
pa = 0,
N∏
a=1
wa = 1
There are additional constraints:
r+1∑
j=1
uajv
j
a = m (7.120)
which generate the action of the residual gauge transformations in the
maximal torus T = (C×)N−1 of SL(N,C). The dimension of the cor-
responding phase space P, whose open subset P◦ is isomorphic to
P◦ ≈ (T ∗BunSL(N,C)(E)××r+1j=1Oj) //T (7.121)
is equal to
dimP = 2(N−1)+(r+1)(2(N−1))−2(N−1) = 2(r+1)(N−1) = 2r
(7.122)
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which is twice the dimension of the moduli spaceM of vacua of the class
II* Ar theory with the gauge group Gg = SU(N)r+1. The remaining
r + 1 mass parameters are encoded in the symplectic moduli of the
coadjoint orbits Oj, as expected.
The relation to our solution is in the equality of two spectral deter-
minants:
R(t, x) = DetN
[(
x−
∑
j
mjξ(t/tj)
)
· 1N −Φ(t)
]
= 0 (7.123)
which is established by comparing the modular properties and the
residues of the left and the right hand sides.
Note the duality of the twisted periodicities of the gauge theory and
Hitchin’s system Lax operators:
Φ(qt) = w−1Φ(t)w + m · 1N ∈ sl(N,C)
q · g(x−m) = S−1g(x)S ∈ ĜL∞
(7.124)
where S is the shift operator S =
∑
i∈ZEi,i+r+1, and w = diag(w1, . . . , wN).
The Eq. (7.123) can be suggestively written as:
DetN(x− Φ(t)) ≈ DetH(t− g(x)) (7.125)
where H is the single-particle Hilbert space of a free fermion ψ.
7.4.6. Relation to many-body systems and spin chains. The
parameters of the spectral curve (7.123) are holomorphic functions on
P◦, which Poisson-commute, and define the integrable system. One
way of enumerating the Hamiltonians of the integrable system is to
mimic the construction of Hamiltonians (4.22) of the higher genus
Hitchin system. For example, the quadratic Casimir is a meromorphic
2-differential on E with the fixed second order poles at t = tˇj
trΦ(t)2 =
r+1∑
j=1
N2m2j℘(t/tˇj)dt
2 +
r+1∑
j=1
U2,1,jξ(t/tˇj) + U2,0
The Hamiltonians U2,0, U2,1,j are computed explicitly in [94]. They de-
scribe the motion of N particles on E with the coordinates w1, . . . , wN ,
which have additional GL(r+ 1,C)-spin degrees of freedom. However,
in view of our gauge theory analysis, it seems more natural to view
this system as the ĜL∞-spin chain. We conjecture that the defor-
mation quantization of the properly compactified phase space P will
contain the subalgebra Am of the Yangian Y (ĜL∞) algebra, which is
a deformation of the Yangian of the affine Âr.
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The relation of many-body systems and spin chains based on finite
dimensional symmetry groups was discussed in the context of Hecke
symplectic correspondences in [108, 109]. One can also interpret the
results of [110] as the quantum version of this correspondence.
7.5. Class II theories of D type
In this section gq = D̂r.
The fundamental weights of D̂r are λ0, λ̂i = a∨i λ0 + λi, i = 1, . . . , r
where λi are fundamental weights ofDr, and Dynkin labels are (a0, . . . , ar) =
(1, 1, 2, . . . , 2, 1, 1) (see Appendix C.3.2). Correspondingly,
t1(x) = tˇ1Y1(x)/Y0(x),
t2(x) = tˇ2Y2(x)/(Y1(x)Y0(x)),
ti(x) = tˇiYi(x)/Yi−1(x), i = 3, . . . , r − 2
tr−1(x) = tˇr−1Yr−1(x)Yr(x)/Yr−2(x),
tr(x) = tˇrYr(x)/Yr−1(x)
(7.126)
with
tˇi = (qiqi+1 . . . qr−2)
−1 (qr−1qr)
− 1
2
i = 1, . . . , r − 2
tˇr−1 = (qr−1qr)−
1
2 , tˇr = (qr−1/qr)
1
2
(7.127)
There are 4 irreducible D̂r highest weight modules R̂0, R̂1, R̂r−1, R̂r
at level 1, and r−3 irreducible D̂r highest weight modules R̂2, . . . , R̂r−2
at level 2. In this section, to shorten formulae, we are using not the
characters of R̂i themselves but the closely related affine Weyl invariant
functions 2X˜D̂j at level 2 and 1X˜D̂j at level 1 expressed terms of theta-
functions explicitly as given in the appendix (C.159). Such functions
1X˜
D̂
j and 2X˜D̂j differ from the actual characters by a simple power of
Euler function φ(q) and some q-dependent constant, also 1X˜D̂0 , 1X˜D̂1 ap-
pear as a linear combination of R̂0 and R̂1 characters, while 1X˜D̂r , 1X˜D̂r−1
appear as linear combination of R̂r−1 and R̂r characters (see appendix
(C.159)). {
1X˜
D̂
j (Y0(x), t(x); q) = Tj(x)
2X˜
D̂
j (Y0(x), t(x); q) = Tj(x)
(7.128)
where polynomials Tj(x) are of degree N for j = 0, 1, r − 1, r and of
degree 2N for j = 2, . . . , r − 2. so that 1X˜D̂ is of degree 1 in Y0 for
j = 0, 1, r − 1, r and 2X˜D̂ is of degree 2 in Y0 for j = 2, . . . , r − 2.
Also, in this section the highest coefficient of the polynomial Tj(x)
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is normalized differently then in 6.22; one can find it as theta-series
evaluating (C.159) on tˇi.
Using the standard embedding so(2r) ⊂ sl(2r) we construct the
algebraic equation of the spectral curve of the D̂r theory as the spe-
cialization of the spectral curve for Â2r−1 theory. Indeed, a vector
bundle V associated to the vector representation of SO(2r) splits as
the sum of r pairs of line bundles
Lti ⊕ Lt−1i
with the degree zero line bundle Lt being
Lt = O(p0)−1O(t) (7.129)
and p0 ∈ E is our friend t = 1. Then we proceed as in (D.27)(D.33)(7.92)
by considering a meromorphic section of the determinant bundle detV≈
OE
s(t, x) =
r∏
i=1
θ(t/ti(x); q)
θ(t; q)
θ(t/ti(x)
−1; q)
θ(t; q)
(7.130)
From appendix D.2.5 we find
Y20s(t, x) =
r∑
i=0
Ξi(Y0; t(x); q)Mij(q)X
j(t; q) (7.131)
where Xj(t, q) are powers of Weierstraß monomials forming a basis in
the space H0even(E,O(2rp0)) of meromorphic functions on elliptic curve
symmetric under the reflection t → t−1 and with a pole of order no
greater then 2r at the origin, and Mij(q) is a certain modular matrix.
The linear relations (C.156) allow to express Ξi in terms of
Ξ˜i = 2X˜
D̂
i i = 2, . . . , r − 2
Ξ˜i = (1X˜
D̂
i )
2 i = 0, 1, r − 1, r
(7.132)
as
Ξi =
r∑
i˜=0
Ξ˜i˜M˜i˜i(q) (7.133)
where M˜i˜i(q) is a certain modular transformation matrix. Using the
character equations (7.128) the spectral curve (7.131) turns into
Y20s(t, x) =
∑
i˜,j
T˜i˜(x)
˜˜Mi˜j(q)X
j(t, q) (7.134)
7.5. CLASS II THEORIES OF D TYPE 92
where ˜˜Mi˜j(q) = M˜i˜i(q)Mij(q) and
T˜i˜(x) = Ti˜(x) i˜ = 2, . . . , r − 1
T˜i˜(x) = (Ti˜(x))
2 i˜ = 0, 1, r − 1, r (7.135)
The spectral curve of the D̂r theory is the algebraic equationR(t, x) =
0 where R(t, x) is the right hand side of 7.134 combined with the Weier-
straß cubic equation (D.24). The D̂r curve is the specialization of the
Â2r−1 curve in two ways. First, there are no odd in Y monomials in
(7.134), and, second, the polynomial coefficients T˜i˜(x) of degree 2N in x
satisfy factorization condition: they are full squares for i˜ = 0, 1, r−1, r.
To interpret the curve in Hitchin-Gaudin formalism we will rewrite
it in a slightly different form. First, notice that2
r∏
i=1
θ1(t/tˇi; q)
θ1(t; q)
θ1(t/tˇ
−1
i ; q)
θ1(t; q)
=
r∏
i=1
θ1(tˇi; q)θ1(tˇ
−1
i ; q)(X − Xˇi) (7.136)
We used here the notations (D.22), (D.25) for the Weierstraß functions
and
Xˇi = X(tˇi; q), Yˇ
2
i = 4
3∏
α=1
(Xˇi − eα)
Then, if we divide (7.130) by (7.136) we find3
Y20(x)
r∏
i=1
θ1(tˇi; q)θ1(tˇ
−1
i ; q)×
r∏
i=1
θ1(t/ti(x); q)
θ1(t/tˇi; q)
θ1(t/t
−1
i (x); q)
θ1(t/tˇ
−1
i ; q)
= R(x,X(t, q))
R(x,X) :=
∑r
i˜,j=0 T˜i˜(x)
˜˜Mi˜j(q)X
j∏r
i=1(X − Xˇi)
(7.137)
2Indeed, the LHS and RHS is the meromorphic elliptic function with 2r zeroes
at points Xi, Y and Xi,−Y and the pole of order 2r at t = 1, or X = ∞. Such
function is unique up to a normalization which is fixed by the asymptotics at t = 1.
3And use θ1(t, q) in lieu of θ(t, q) as the basic function, so that strictly speaking
there is slightly different transformation matrix ˜˜Mi˜j compared to (7.130)(D.33)
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Now, at the order two points on E4, the value of the section R(x,X) can
be expressed in terms of the weight 1 invariants 1X˜D̂r−1, 1X˜D̂r , 1X˜D̂0 , 1X˜D̂1
(compare with (C.159) and (C.150)(C.151)), and it factorizes as
R(x,X)|X→∞= (Tr−1(x))2
R(x,X)|X→e1= c2(q˜) (Tr(x))2
R(x,X)|X→e2= c3(q˜) (T0(x))2
R(x,X)|X→e3= c4(q˜) (T1(x))2
(7.138)
where
ck(q˜) =
r∏
i=1
θ1(tˇi; q)θ1(tˇ
−1
i ; q)
θk(tˇi; q)θk(tˇ
−1
i ; q)
, k = 2, 3, 4 (7.139)
The Seiberg-Witten differential is given by:
λ = x
dX
Y
(7.140)
It is defined on the two fold cover Cu of the curve R(x,X) = 0, which
is a curve in the product CP2(X:Y :Z) ×C〈x〉, given by the equations:
Y 2Z = 4(X − e1Z)(X − e2Z)(X − e3Z)
F (x, Z,X) = ZrR(x,X/Z) = 0
(7.141)
The curve Cu can be interpreted at the spectral curve of GL(2N)
Hitchin-Gaudin system on the orbifold E/Z2, such that at the fixed
point X =∞, e1, e2, e3 the GL(2N) system reduces to the Sp(2N) sys-
tem. For more details on the Hitchin system, Nahm transform and
the brane construction of the the spectral curve for the D̂r quiver see
[44, 46]. Our main result is the rigorous derivation of the spectral curve
and its periods from the gauge theory considerations.
7.5.1. Deforming the Nf = 4 SU(2) theory. The D̂4 theory
can be interpreted as the theory obtained from gauging the flavor group
of the D4 theory with (v1,v2,v3,v4) = (N, 2N,N,N) theory, and with
(w1,w2,w3,w4) = (0, N, 0, 0) matter multiplets. In the limit q0 → 0
the elliptic curve E degenerates to the cylinder C×〈t〉, while Seiberg-
Witten curve (7.141) degenerates to the Seiberg-Witten curve of the
D4 theory (7.50).
4e.g. the points (1,−1,−q−1/2, q1/2) in the t-parametrization, where vanish
the respective theta functions θ1(t; q), θ2(t; q), θ3(t; q), θ4(t; q), or, equivalently, at
the four branch points in the X plane: (∞, e1, e2, e3)
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Let us consider the case N = 1. Let us parametrize the polynomials
T0, T1, T3, T4 as:
Ti(x) = Ti,0(q˜)(x−mi), i = 0, 1, 3, 4 (7.142)
and
T2(x) = T2,0(q˜)(x
2 −m2x+ u)
where parameters qi,mi and u are related to the microscopic couplings
qi and the U(1)4 × SU(2) Coulomb moduli
T3,0(q˜) =
4∏
i=1
θ1(tˇi), T4,0(q˜) =
4∏
i=1
θ2(tˇi),
T0,0(q˜) =
4∏
i=1
θ3(tˇi), T1,0(q˜) =
4∏
i=1
θ4(tˇi),
T2,0(q˜) = Ξ2(1, tˇ, q)
(7.143)
where tˇi are defined in (7.127). Then the spectral curve of the D̂4
theory (7.137)(7.138) has the generic form:
R(x,X) = T 23 (x) +
4∑
i=1
bi(x)
X − Xˇi
(7.144)
where bi(x) are some polynomials of degree 2 that we want to relate
to the coupling constants and Coulomb parameters. The first thing
to notice is that R(x,X) in (7.144) obtained from (7.137) does not
have poles at X = Xˇi at x → ∞ in the leading order x2. Therefore,
the polynomials bi(x) are actually degree 1 polynomials containing 8
coefficients. There are 6 linear equations on these coefficients coming
from 3 factorization equations (7.138) viewed as coefficients at x1 and
x0 (and notice that the equations at x2 are identically satisfied because
of (7.143) and (7.139))
4∑
i=1
bi(x)
e1 − Xˇi
= c2T
2
4 (x)− T 23 (x)
4∑
i=1
bi(x)
e2 − Xˇi
= c3T
2
0 (x)− T 23 (x)
4∑
i=1
bi(x)
e3 − Xˇi
= c4T
2
1 (x)− T 23 (x)
(7.145)
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The above three equations determine four linear functions bi(x) up to
a single linear function, which depends on two parameters m˜2, u˜:
b˜j(x) = (−1)j(−m˜2x+ u˜) Det
∥∥∥ 1ea−Xˇb∥∥∥b=1,...4, b 6=ja=1,...3 (7.146)
From (7.137) it is clear that m˜2, u˜ are proportional to m2, u2. To sum-
marize, we can describe the spectral curve (7.144) of D̂4 theory by
the coupling constants qi, i = 0, . . . , 4, which define the elliptic curve
E(q) with modulus q = q0q1q22q3q4 and positions of 4 punctures Xˇi in
the C〈X〉 plane for Weierstraß cubic using (7.127), the 4 parameters
mi, i = 0, 1, 3, 4 entering into relations (7.145) through (7.142) and 2
parameters m˜2, u˜ in (7.146).
Now consider the limit q0 → 0 which turns the D̂4 class II quiver
theory to the D4 class I quiver theory. In this limit the Weierstraß
cubic degenerates: e1 = −2e3, e2 = e3 = 1/12,
Y 2 = 4 (X − e3)2 (X + 2e3)2 (7.147)
with
X =
t
(1− t)2 +
1
12
, Y =
t(1 + t)
(1− t)3 (7.148)
The Seiberg-Witten differential xdX
Y
becomes xdt
t
. The elliptic curve E
degenerates to the rational curve which is the double cover t 7→ X of
the complex projective line CP1X . To make contact with the Seiberg-
Witten curve of the the D4 quiver theory it is convenient to work
in the coordinate which is related to the coordinate X by rational
transformation
η = 2 +
1
X − e3 = t+ t
−1 (7.149)
The function η(X) is degree two meromorphic function on E with values
at the four Z2 invariant points given by
η(e2) = η(e3) =∞, η(e1) = −2, η(∞) = 2 (7.150)
Rewriting (7.137) in terms of η(x) we find the equation of spectral
curve R˜D4(η, x) = 0 for
R˜D4(η, x) =
4∑
i=0
ηipi(x) (7.151)
where pi(x) are some polynomials of degree 2 in x. Moreover, the fac-
torization conditions (7.138) translates to the statement that R˜D4(η, x)
is full square at η = ∞ and at η = ±2 in the polynomial ring of x.
Notice that this is precisely the factorization conditions (7.63)(7.64)
of the curve (7.60) for the D4 quiver. (The variables t and η in the
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Figure 7.3. The freezing D̂4 → D4 → A3 → A2 → A1.
The live nodes are denoted by red, the frozen nodes are
denoted by blue. The nodes are labeled as ivi
equations (7.60), (7.59) correspond to t and η of this section multiplied
by a factor q1q2q
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Given the above discussion and the section 7.2.1 let us summarize
the freezing hierarchy D̂4 → D4 → A3 → A2 → A1. For D̂4 theory
we start with elliptic curve E(q) with Z2 reflection symmetry t → t−1
(or Y → −Y ) and 8 Z2-symmetrically located punctures in 4 pairs
(tˇi, tˇ
−1
i ). As we freeze q0 → 0, the elliptic curve E(q) degenerates to a
Z2-symmetrical cylinder C×t with 4 old pairs (tˇi, tˇ−1i ) of punctures. The
cylinder C×t double covers its Z2-quotient CP×η . This is the situation
of D4 quiver theory (7.60). As we freeze q4 → 0 the second sheet
of the double cover C×t → C×η is removed to infinity and we are left
with 4 punctures of A3 quiver at (q−11 , 1, q2, q2q3).
5 Notice, that as
discussed after (7.65) the SL(2,C) residues of the Higgs field vanish
at the punctures in 0 and ∞. As we freeze q3 → 0 the puncture at
q2q3 (with non-trivial SL(2,C) residue of Higgs field) merges with the
puncture 0 and we are in the situation of the A2 quiver with SL(2,C)
punctures at (q−11 , 1, q2, 0) and GL(1,C) puncture at ∞. Finally as
we freeze q1 → 0 the puncture at q−11 (with non-trivial residue of the
SL(2,C) Higgs field) is merged with the puncture at ∞ and we are
left with CP1 with SL(2,C) punctures at (∞, 1, q2, 0) for the A1 quiver
theory defined at the dynamical node “2”. See figure 7.3.
7.6. Class II theories of E type
The main technical tool is the natural isomorphism between the
moduli space of the Ek-bundles on elliptic curve E and the moduli
space of del Pezzo surfaces Sk, which are obtained by blowing up k
points in CP2, and have the fixed elliptic curve E as the anticanonical
divisor. The spectral curve is found using the “cylinder map” [111], and
see [112–114] for applications.
5Keeping in mind the ultimate configuration of the A1 quiver dynamical at
node “2” we have rescaled the position of punctures by a factor of q1.
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Another way of encoding the geometry of the moduli space the Ek-
bundles is in the unfolding of the parabolic unimodular singularities
[115] T̂a,b,c with
1
a
+
1
b
+
1
c
= 1
which are:
E˜6 = P8 = T̂3,3,3 : x
3 + y3 + z3 +mxyz, m3 + 27 6= 0,
E˜7 = X9 = T̂2,4,4 : x
4 + y4 + z2 +mxyz, m4 − 64 6= 0,
E˜8 = J10 = T̂2,3,6 : x
6 + y3 + z2 +mxyz, 4m6 − 432 6= 0
(7.152)
We shall not pursue this direction in this work.
Remark. Another important question left for future work is the
connection between our description of the special geometry via the
periods of dS and the periods of non-compact Calabi-Yau threefolds of
[18].
7.6.1. Del Pezzo and E6 bundles. The Del Pezzo surface S6 ⊂
WP1,1,1,1 = CP3 is a zero locus of a homogeneous degree 3 polynomial:
Γ3(X0, X1, X2, X3) =
3∑
i=0
X3−i0 Gi(X1, X2, X3) (7.153)
where Gi is the degree i homogeneous polynomial in X1, X2, X3. In
particular,
G3(X1, X2, X3) = −X1X23 + 4X32 − g2X21X2 − g3X31 (7.154)
defines the elliptic curve E, which determines the gauge coupling q =
exp 2piiτ , cf. (D.24):
τ =
∮
B
dX/Y∮
A
dX/Y
, X = X2/X1, Y = X3/X1 (7.155)
The rest of the coefficient functions G0,1,2 is parametrized as follows:
G2(X1, X2, X3) = p0X21 + p1X1X2 + p6X2X3 (7.156)
G1(X1, X2, X3) = p2X1 + p3X2 + p5X3 (7.157)
G0(X1, X2, X3) = p4 (7.158)
The isomorphism classes of S6 surfaces containing the fixed elliptic
curve E are in one-to-one correspondence with the points
[p] = (p0 : p1 : p6 : p2 : p3 : p5 : p4) ∈M (7.159)
in the weighted projective spaceM = WP1,1,1,2,2,2,3, which is also iso-
morphic, by E.Loojienga’s theorem [116], to the moduli space BunssE6(C)(E)
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of holomorphic semi-stable principal E6-bundles on E. We label the
projective coordinates pi in such a way that the projective weight of
pi equals Dynkin mark ai in our conventions Appendix A. The cor-
respondence between the E6-bundles on E and the del Pezzo surfaces
S6 is geometric: there are precisely 27 degree 1 rational curves (“the
(−1)-lines”) Ca on S6, a = 1, . . . , 27, which are the divisors of the line
bundles La on S6. The direct sum
U =
27⊕
a=1
La , (7.160)
has no infinitesimal deformations, as a bundle on S6. The mapping
class group of S6 acts on the (−1)-lines by the E6 Weyl transforma-
tions. As a result, the bundle U is a vector bundle associated to a
canonical principal E6(C)-bundle PS6 over S6 with the help of a 27
representation:
U = PS6 ×E6(C) 27 (7.161)
The restriction of PS6|E is the holomorphic principal E6(C) bundle over
E which corresponds to the point [s] in Loojienga’s theorem. Again,
the associated rank 27 vector bundle U|E splits
U|E=
27⊕
a=1
La (7.162)
The line subbundles La can be expressed as:
La =
6⊗
i=1
Lwa,ii (7.163)
where wa,i, i = 1, . . . , 6, a = 1, . . . , 27 are the components of the weight
vector. The line bundles Li, i = 1, . . . , 6 are defined up to the action of
the E6 Weyl group. Let us now compute the La’s. The rational curve
of degree one in S6 is a rational curve of degree one in CP3 which is
contained in S6. A parametrized rational curve of degree one in CP3 is
a collection of 4 linear functions: ζ 7→ X(ζ),
X(ζ) = (X0 + ζv0, X1 + ζv1, X2 + ζv2, X3 + ζv3) (7.164)
The two quadruples
X(ζ) and (cζ + d) X
(
aζ + b
cζ + d
)
for (
a b
c d
)
∈ GL2(C) (7.165)
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define identical curves in CP3. We can fix the GL2(C) gauge by choos-
ing the parameter ζ so that:
X(ζ) = (ζ, 1, X + ζvX , Y + ζvY ) (7.166)
The requirement that the curve lands in S6 ⊂ CP3 reads as
Γ3 (ζ, 1, X + ζvX , Y + ζvY ) =
3∑
i=0
ζ iΞi(X, Y ; vX , vY ) ≡ 0 (7.167)
which is a system of 4 equations
Ξi(X, Y ; vX , vY ) = 0, i = 0, . . . , 3
on 4 unknowns X, Y, vX , vY :
Ξ0 = −Y 2 + 4X3 − g2X − g3
Ξ1 = −g2vX + p6XY + p1X + p0 + 12X2vX − 2Y vY
Ξ2 = p6Y vX + p1vX + p6XvY + p3X + p5Y + p2 + 12Xv
2
X − v2Y
Ξ3 = p6vXvY + p3vX + p5vY + p4 + 4v
3
X
The equation Ξ0 = 0 in the above system is the equation of the elliptic
curve E. To find the equation of the spectral cover associated with the
vector bundle U|E in the 27 representation we can express vY from the
equation Ξ1 = 0, then plug it into the remaining equations Ξ2 = 0 and
Ξ3 = 0, compute the resultant of these two polynomials with respect
to the variable vX , reduce modulo the equation Ξ0 = 0 defining the
elliptic curve E, arriving at:
CE6(X, Y ; g2, g3, p0, . . . , p6) = −4Y 4resvX (Ξ2|vY :Ξ1=0,Ξ3|vY :Ξ1=0) mod Ξ0
(7.168)
The resultant CE6(X, Y ; g2, g3, p0, . . . , p6) is a polynomial in X, Y with
polynomial coefficients in g2, g3, p0, . . . , p6 of the form
CE6(X, Y ; g2, g3, p0, . . . , p6) =
(p60 + . . . ) + (6p
5
0p1 + . . . )X + · · ·+ (−256p33 + . . . )X12
+(12g3p
4
0p5 + . . . )Y +(32g3p
4
0p5 + . . . )XY + · · ·+(−256p35 + . . . )X12Y
(7.169)
(A short Mathematica version of this formula is given in appendix
E.1.1.) Now let us imagine having a family U of the E6-bundles on E.
In our solution the vacuum u of the gauge theory is identified with
the degree N quasimap:
p : CP1〈x〉 → BunE6(C)(E) 'WP1,1,1,2,2,2,3
7.6. CLASS II THEORIES OF E TYPE 100
given by the polynomials pi(x) of degree Nai
pi = pi(x), i = 0, . . . , 6 (7.170)
Together with the equation of the Weierstraß cubic Ξ0(X, Y, g2, g3) = 0,
the equation
CE6(X, Y ; g2, g3, p0(x), . . . , p6(x)) = 0 (7.171)
defines the Seiberg-Witten curve of the affine E6 theory as an algebraic
curve. Given that the degree of X on E is 2 and the degree Y on E is 3
the polynomial CE6 is of degree 27, i.e. the equation CE6 = 0 defines
27 points on the elliptic curve E.
The top degree coefficients of the polynomials pi(x) are determined
explicitly in terms of the coupling constants qi. Indeed, the E6 charac-
ters, or more conveniently in the present case, the E6 theta-functions,
ci(Y0, t, q) as set in (C.138), define a set of projective coordinates on
WP1,1,1,2,2,2,3 (which differs slightly from the set (χ̂i)6i=0):
(c0 : c1 : c6 : c2 : c3 : c5 : c4) (7.172)
In these coordinates the solution of the theory has the canonical form
(6.28)
ci(Y0, t, q) =
(
r∏
j=0
q
−λi(λ∨j )
j
)
Ti(x) (7.173)
The “del Pezzo projective coordinates” (pi)6i=0 are related to the theta-
function coordinates (ci) on BunssE6(C)(E) by a polynomial map of the
form
pi =
∑
j1≤j2≤j3...
Mi,{j1,j2,j3,... }(q)cj1cj2cj3 . . . (7.174)
where Mi,{j1,j2,...,}(q) is certain modular transformation matrix. This
matrix can be explicitly computed by comparing the spectral curve
(7.168) and the Â26 spectral curve (7.95) specialized to the the em-
bedding Ê6 ⊂ Â26 by fundamental representation. The coefficients
Mi,{j1,j2,j3,... } are modular forms for modular group Γ(6) with a certain
modular weights that can computed by observation that the weights
of variables (X0, X1, X2, X3) under the modular transformation τ →
−τ−1 on E(q) for q = exp(2piiτ) are(
X0 X1 X2 X3
6 1 2 3
)
(7.175)
This implies that the modular weights of pi are(
p0 p1 p6 p2 p3 p5 p4
0 −2 −5 −6 −8 −9 −12
)
(7.176)
7.6. CLASS II THEORIES OF E TYPE 101
The (ci) have modular weight 3 because they are rank 6 lattice theta-
functions. From this assignment of weights one finds the modular
weights of all coefficients Mi,{j1,...,jk}(q); for example M4,{4} has modu-
lar weight 15. The space of modular forms for Γ(N) of a given weight
k is a finite dimensional vector space. (For any integer k > 0 the di-
mension is k + 1 for Γ(3) and 6k for Γ(6)). Matching a finite number
of the coefficients in the q expansion one finds explicitly the modular
coefficients Mi,{j1,...,}(q), see appendix E.2.
7.6.2. Del Pezzo and E7 bundles. The story for the E7-bundles
is similar. There is a family of del Pezzo surfaces S7 ⊂ WP1,1,1,2,
described by the degree 4 equation
Γ4(X0, X1, X2, X3) =
4∑
i=0
X i0 G4−i(X1, X2, X3) (7.177)
with
G4(X1, X2, X3) = −X23 +4X1X32−g2X31X2−g3X41 (X23−4X1X32 +g2X2X31 +g3X41 )
(7.178)
and
G3(X1, X2, X3) = p0X31 + p7X21X2(a1X31 + a2X2X21 )
G2(X1, X2, X3) = p1X21 + p2X1X2 + p6X22 (b1X21 + b2X1X2 + b3X22 )
G1(X1, X2, X3) = p3X1 + p5X2(c1X1 + c2X2)
G0 = p4
Again, the divisor X0 = 0 is the elliptic curve E, which is realized as a
zero locus of the degree 4 polynomial equation G4(X1, X2, X3) = 0 in
WP1,1,2.
The isomorphism classes of S7, containing the fixed elliptic curve
E, are in one-to-one correspondence with the points
[p] = (p0 : p7 : p1 : p2 : p5 : p3 : p5 : p4) ∈WP1,1,2,2,2,3,3,4 (7.179)
Again, we study the “(-1)-curves”, which in a particular gauge look like:
x(ζ) = (ζ, 1, X + ζvX , Y + ζvY +
1
2
ζ2wY ) (7.180)
where (X, Y ; vX , vY , wY ) obey a system of 5 equations Ξi(X, Y ; vX , vY , wY ) =
0, i = 0, . . . , 4:
Γ4(ζ, 1, X + ζvX , Y + ζvY +
1
2
ζ2wY ) =
4∑
i=0
ζ i Ξi(X, Y ; vX , vY , wY )
(7.181)
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where
Ξ0 = −Y 2 + 4X3 − g2Y − g3
Ξ1 = p0 +Xp7 + 12X
2vX − g2vX − 2Y vY
Ξ2 = p1 +Xp2 +X
2p6 + p7vX + 12Xv
2
X − v2Y − Y wY
Ξ3 = p3 +Xp5 + p2vX + 2Xp6vX + 4v
3
X − vYwY
Ξ4 = p4 + p5vX + p6v
2
X −
w2Y
4
(7.182)
We proceed similarly to the E6 case: we solve for vY and wY from the
equations Ξ1 and Ξ2, plug the solution into the polynomial Ξ3 and Ξ4
and compute the resultant
CE7(X, Y ; g2, g3, p0, . . . , p7) =
− 210Y 18resvX (Ξ3|vY ,wY :Ξ1,2=0,Ξ4|vY ,wY :Ξ1,2=0) mod Ξ0 (7.183)
which has the structure of the degree 28 polynomial in X with the
coefficients polynomial in (p0, . . . , p7) of total degree 12:
CE7(X, Y ; g2, g3, p0, . . . , p7) = (p
12
0 +24g3p
10
0 p1+. . . )+(24g2p
10
0 p1+. . . )X+
+ · · ·+ (216p45 − 219p4p25p6 + 220p24p26)X28 (7.184)
(A short Mathematica version of this formula is given in appendix
E.1.2.) The polynomial CE7(X, Y ; g2, g3, p0(x), . . . , p7(x)) together with
theWeierstraß cubic Ξ0(X, Y ; g2, g3) defines the algebraic Seiberg-Witten
curve for E7 quiver theory. Since on the elliptic curve E the degree of
X is 2, at each x ∈ C〈x〉 the spectral curve (7.184) defines 58 points on
E encoding the vector bundle in the 58 representation of E7.
The relation between the del Pezzo parametrization (pi) and the
theta-function parametrization (ci) of BunssE7(C)(E) can be in principle
written in terms of a certain modular matrix M(q), as in the the E6
theory E.2. We do not record this transformation in this work.
7.6.3. Del Pezzo and E8 bundles. To get an effective descrip-
tion of E8-bundles we study the family of del Pezzo surfaces S8 ⊂
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WP1,1,2,3:
Γ6(X0, X1, X2, X3) =
= −X23 + 4X32 −X2G2(X0, X1)−G3(X0, X1) = 0
G2(X0, X1) = g2X
4
1 +
4∑
j=1
ajX
j
0X
4−j
1
G3(X0, X1) = g3X
6
1 +
6∑
j=2
bjX
j
0X
6−j
1
The isomorphism classes of the del Pezzo surfaces S8 containing the
fixed elliptic curve
Y 2 = 4X3 − g2X − g3
are parametrized by:
[s] = (a1 : a2 : b2 : a3 : b3 : a4 : b4 : b5 : b6) ∈WP1,2,2,3,3,4,4,5,6 (7.185)
The “-1”-curves in S8 are described by the parametrizations x(ζ) =
(ζ, 1, X+ζvX+
1
2
ζ2wX , Y+ζvY +
1
2
ζ2wY +
1
6
ζ3uY ), where (X, Y, vX , vY , wX , wY , uY )
to be found from the equations
Ξi(Y, Y, vX , vY , wX , wY , uY ) = 0, i = 0, . . . , 6 (7.186)
where
Γ6(ζ, 1, X + ζvX +
1
2
ζ2wX , Y + ζvY +
1
2
ζ2wY +
1
6
ζ3uY ) =
=
6∑
i=0
ζ iΞi(X, Y, vX , vY , wX , wY , uY )
To find explicitly the equation of affine E8 spectral curve, one shall
proceed in spirit similarly to the E6, E7 cases considered above. How-
ever the explicit computation becomes much more tedious as the mini-
mal representation of E8 is 248, and the expected x-degree of the curve
is 60N (see below). We leave this task for future investigation.
CHAPTER 8
The integrable systems of monopoles and instantons
As we reviewed above, the N = 2 gauge theory compactified on
a circle S1 becomes, at low energy, the N = 4 supersymmetric sigma
model with the hyperka¨bler target space P. The triplet of complex
structures on P is in correspondence with the choices of a supercharge
Q, which is nilpotent up to an infinitesimal translation along S1. The
one supercharge which is nilpotent even in the decompactified theory
(it corresponds to the topological supercharge of the Donaldson theory,
for pure N = 2 super-Yang-Mills theory) corresponds to the complex
structure I. In this complex structure P has the structure of an alge-
braic integrable system (P,Ω, h):
h : P −→M, Ω|h−1(u)= 0, u ∈M (8.1)
The I-holomorphic (2, 0) form Ω is the form which we previously de-
noted by ΩI.
We shall now describe these systems for the class I, II and II*
theories we studied so far. For some theories several presentations of
the same integrable system are possible.
In all cases we study the phase spaces P have parameters corre-
sponding to the masses m of the matter field in the gauge theory. The
cohomology class of [Ω] is linear in m. An explanation of this fact in
the symplectic geometry is the existence of a “larger” symplectic man-
ifold Pext with the holomorphic Hamiltonian torus T = (C×)M action,
whose holomorphic symplectic quotient of Pext at some level m of the
moment map produces P.
The explanation in gauge theory is the three dimensional mirror
symmetry. Our phase space P is the Coulomb branch of the three
dimensional N = 4 gauge theory, obtained by the S1 compactification
of the four dimensional N = 2 theory. The masses of the matter
fields are the vacuum expectation values of the scalars in the vector
multiplet. Under the three dimensional mirror symmetry [117] these
are exchanged with the Fayet-Illiopoulos terms, which are the levels of
the three moment maps in the hyperka¨hler quotient construction [118]
of the Higgs branch of the mirror theory.
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It is amusing to identify Pext and the action of the torus in the
examples below. We shall treat the case of the class II theories in some
detail, leaving other examples to the interested reader.
8.1. Periodic Monopoles and the phase space of Class I
theories
We shall now demonstrate that for the class I theories the phase
space P is the moduli space of the charge v G-monopoles on R2 × S1
with Dirac singularities, whose location and the embedding of the Dirac
U(1)-monopoles into G is parametrized by w and the masses mi,f.
Let us discuss the monopole moduli space in more detail.
The ordinary G-monopoles are the solutions of Bogomolny equation
on R3:
DAφ+ ?FA = 0 (8.2)
with finite L2-energy:
E(A, φ) =
∫
R3
〈FA, ?FA〉+ 〈DAφ, ?DAφ〉 (8.3)
One shows that as ~x → ∞, the conjugacy class of φ(~x) approaches
a fixed value. Equivalently, φ(~x) −→ g−1(~x)φ∞ g(~x), for some fixed
φ∞ ∈ hR, the Cartan subalgebra of the maximal compact subgroup G.
Actually, φ∞ ∈ hR/W (g), but, since S2∞ is simply connected, one can
choose a uniform representative φ∞ ∈ hR. This lift from hR/W (g) to
hR is going to be trickier in the case of periodic monopoles we shall
study below.
Suppose φ∞ is generic, i.e. the only gauge transformations which
commute with it belong to the normalizer N(T ) of a maximal torus T .
The restriction of φ onto a two-sphere S2∞ of a very large radius defines
a map:
ϕ : S2∞ −→ G/T (8.4)
and a T -subbundle T of the trivial G-bundle P = G× S2∞. The latter
is characterized by its Chern classes, which can be also identified with
the class [ϕ] of ϕ in
pi2(G/T ) ≈ pi1(T ) ≈ Q∨ ,
also known as the magnetic charges of the monopole solution. The
magnetic charge can also be read off the solution of (8.2) by projecting
the curvature FA to the Cartan subalgebra h defined by φ
∣∣∣∣
S2∞
, and by
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taking the corresponding integrals:
mϕ =
1
2pii
∫
S2∞
F hA (8.5)
Now let us compactify one of the spatial directions, i.e. replace R3 by
M3 = S1×R2. Let ψ ∈ [0, 2pi) be the angular coordinate on S1 and let
x = x1 + ix2 be the complex coordinate on R2. Let us normalize the
metric on M3 so that the circumference of S1 is equal to one.
Consider the complex connection in the S1 direction (we use the
physical convention where A is represented by Hermitian matrices, i.e.
by a real-valued one-form for the U(1) gauge group):
∇ = ∂ψ + iAψ − φ (8.6)
The Eq. (8.2) implies that the x¯-variation of∇ is an infinitesimal gauge
transformation:
∂¯x¯∇+ [Ax¯,∇] = 0 (8.7)
Therefore, the conjugacy class of the holonomy g(x, x¯) of ∇ around S1
varies holomorphically with x, and, in the gauge where g(x, x¯) ∈ T, it
is locally holomorphic:
[g(x)] =
[
P exp
∮ 2pi
0
idψ (Aψ(ψ, x, x¯) + iφ(ψ, x, x¯))
]
∈ B(g) (8.8)
As we shall clarify later, when x→∞,
[g(x)]→
[
r∏
i=1
q
−λ∨i
i
]
= b∞ ∈ Bad(g) .
One is left with the quasimap u : CP1〈x〉 → Bad(g). It is instructive to
calculate (8.8) for the Dirac monopole on M3.
Recall that the Dirac monopole at ~p ∈ R3 is the connection in the
U(1) bundle over R3\~p, which is a pullback of the constant curvature
connection on the Hopf bundle over S2 via the projection map
pi~p : R3\~p −→ S2, pi~p(~r) = ~r − ~p|~r − ~p|
The corresponding curvature two-form F is given by:
F = 2pii pi∗~p$2 =
i
2
(~x− ~p) · d~x× d~x
|~x− ~p|3
where ∫
S2
$2 = 1
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The fact that up to the |~r−~p|2 rescaling the two-form $2 coincides with
the volume form on S2 obtained from the flat metric on R3 implies that
F solves Maxwell equations in R3\~p and moreover there is a magnetic
potential φ, such that
dφ+ ?3F = 0
Moreover, if φ is normalized to approach zero at infinity, then
φ = − 1
2|~r − ~p| (8.9)
The periodic Dirac monopole, i.e. the solution of Maxwell equations
on M3\p = (ψ0, x0, x¯0) can be obtained from the basic monopole in R3
by taking the superposition of the fields of an infinite periodic array of
monopoles, living on the universal cover M˜3\p = R3\(ψ0 +2piZ, x0, x¯0).
The magnetic potential is given by the regularized sum of potentials
(8.9):
φ(ψ, x, x¯; p) = φ∞ +
log(pi)− γ
2pi
+
∑
n∈Z
(
ϕ(ψ − ψ0 − 2pin, x− x0) + 1− δn,0
4pi|n|
)
ϕ(ψ, x) = − 1
2
√
ψ2 + xx¯
(8.10)
We calculate:
1
2pi
∫ 2pi
0
φ(ψ, x, x¯; p)dψ = φ∞ +
1
2pi
log |x− x0| (8.11)
The calculation of ∫ 2pi
0
Aψ(ψ, x, x¯; p)dψ
is a bit tricky. Fortunately its derivative is easy to compute:
d
∫ 2pi
0
Aψ(ψ, x, x¯; p)dψ =
∮
S1
F =
i
4
∑
n∈Z
∫ 2pi
0
dψ ∧ (x− x0)dx¯− (x¯− x¯0)dx( |x− x0|2+ (ψ − ψ0 + 2pin)2 )3/2 =
=
i
2
d log
(
x− x0
x¯− x¯0
)
(8.12)
Thus
d
∮
(Aψ + iφ)dψ = id log(x− x0)
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and the monodromy is equal to
g(x) = (x− x0)−1 (8.13)
up to some multiplicative constant. Now, if we have a superposition
of several Dirac monopoles, in the theory with the gauge group T ,
with the monopoles of the type i, i.e. corresponding to the coweight
λ∨i ∈ Hom(U(1), T ) located at the points (ψi,f,mi,f, m¯i,f), then the mon-
odromy of the corresponding complexified connection A+iφdψ is equal
to:
g(x) ∝
r∏
i=1
wi∏
f=1
(x−mi,f)−λ∨i (8.14)
Now let us consider the nonabelian Bogomolny equation on M3. In-
stead of solving the Eq. (8.2) modulo G-gauge transformations, let us
solve two out of three equations in (8.2), namely the equation
[Dx¯,∇] = 0 (8.15)
modulo the action of the group GC of G-valued (complex) gauge trans-
formations. In fact, (8.15) can be viewed as the complex moment map
for GC, acting on the space of (A,Φ), endowed with the GC-invariant
holomorphic symplectic form:
Ω =
1
2pi
∫
M3
〈δ∇∧ δAx¯〉 dψdxdx¯ (8.16)
Let us now try to analyze the solutions to (8.15) in some domain D ×
S1 ⊂M3 over D ⊂ C〈x〉. We fix the G-gauge where Aψ + iφ = ξ(x, x¯),
∂ψξ = 0. This gauge leaves some residual gauge freedom. Passing to
g(x) = exp 2piiξ(x)
partially reduces the residual gauge invariance. The Eq. (8.15) implies
that ∂¯x¯ξ = 0, and Ax¯ = ax¯ ∈ h. We then proceed with constructing the
cameral curve Cu which is the union of the W (g)-orbits of g(x) over all
x ∈ CP1〈x〉 = C〈x〉 ∪ {∞}. The fiber Au of the projection h : P→M is
the space of W (g)-equivariant T-bundles over Cu of fixed multi-degree.
We shall discuss in more detail the analogous situation for the class II
theories in the next section.
The asymptotics of the solution to (8.2) is characterized by a vector
of magnetic charges. Namely, over T2∞ = S1 × S1∞ where S1∞ is a large
radius circle in R2, the gauge group G is broken down to T . The gauge
bundle is therefore characterized by the vector of the first Chern classes:
m ∈ H2(T2∞, pi1(T)) = Q∨ (8.17)
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One can compute m by analyzing the behavior of the conjugacy class
of the holonomy g(x) of the complexified connection ∇. One can show
that the finite energy (8.3) solutions with non-trivial magnetic charge
do not exist. Indeed, macroscopically the system looks two dimen-
sional, and asymptotically it looks like a charged vortex, whose energy
diverges logarithmically at large distances.
However, infinite 3-dimensional energy solutions may correspond to
the finite tension higher dimensional objects. For example, the non-
commutative U(1) monopole describes a finite tension string, which is
attached to the worldvolume of the gauge theory [119]. Similarly, the
infinite energy periodic monopole solutions have interpretation in the
higher dimensional theory, e.g. in the brane realization [10] of the pure
N = 2 SU(N) gauge theory in four dimensions [50].
One can actually make the energy finite in the infrared by allowing
point-like singularities in M3. The idea is to screen the asymptotic
magnetic charge of the non-abelian solution by the opposite charge of
the Dirac monopole singularities.
Let us study the general situation. Suppose γ ⊂ C〈x〉 is a closed
contour. For each point x ∈ γ compute the holonomy g(x, x¯) of the
complexified connection ∇, e.g. starting at the point ψ = 0 on the
fiber S1. It is a functional of the gauge field A and the Higgs field φ:
(A, φ) 7→ g(x, x¯). The gauge transformed (A, φ) leads to the similarity-
transformed function g(x, x¯): (Ah, φh) 7→ h−1(0, x, x¯)g(x, x¯)h(0, x, x¯).
We have a well-defined map:
[gγ] : γ −→ B(g) (8.18)
which is a restriction on γ of the holomorphic (cf. (8.15)) map U :
CP1〈x〉 → Bad(g), U : x 7→ [g(x)].
Now let Ξ(g) ⊂ Bad(g) denote the set of irregular orbits ofW (g) in
T/Z. Generically the image Σu of [g(x)] crosses Ξ(g) at some isolated
points, which are the branch points of the cameral curve Cu:
Ξx = U
−1 (Σu ∩ Ξ(g))
Let us consider the subvariety B(g)reg = Bad(g)\Ξ(g). The fun-
damental group pi1(B(g)reg) is related to Artin braid group associated
with the g root system. Let us also define Treg to be the subvariety in
T consisting of the regular elements, i.e. the elements of the maximal
torus whose stabilizer in G is the maximal torus T. It is invariant under
the translations by Z. We have a map: pi∗ : pi1(Treg) → pi1(B(g)reg),
induced by the projection pi : Treg → Treg/(Z ×W (g)).
8.1. PERIODIC MONOPOLES AND THE PHASE SPACE OF CLASS I THEORIES110
Now, let us go back to the loop γ. We would like to define a T-
bundle over S1×γ, by choosing a gauge where Aψ+iφ is ψ-independent
element of the Lie algebra h ⊂ g. Then Bogomolny equations imply
that Ax¯ also belongs to h, assuming that Aψ + iφ is regular, i.e. its
stabilizer in G is the maximal torus T.
There is an obstruction for such a gauge being possible throughout
γ. Namely the class of γ in pi1(B(g)reg) should lie in the image of pi∗.
This is related to our solution of the four dimensional N = 2 theory of
the class I as follows.
For the asymptotically conformal theories, with the assignments of
dimensions v, w, we have defined a G/Z-valued function on C〈x〉 minus
a finite number of points:
g(x) =
r∏
i=1
Pi(x)
−λ∨i Yi(x)α
∨
i (8.19)
We identify g(x) in (8.19) with the holonomy in (8.8). The factor
g∞(x) =
r∏
i=1
Pi(x)
−λ∨i
clearly corresponds to the Dirac monopoles sitting at some points
(ψi,f,mi,f, m¯i,f) with the charges λ∨i . The remaining factor has to do
with the nonabelian monopoles.
Recall that the map U : C〈x〉\Ξx → B(g) is determined by the
collection of gauge polynomials Ti(x), i = 1, . . . , r. The singular locus
Ξx of U are at the zeroes and poles of the discriminant
∆(x) = g(x)−2ρ
∏
α∈R+
(g(x)α − 1)2 (8.20)
where R+ is the set of positive roots of g, and
ρ =
1
2
∑
α∈R+
α .
The discriminant ∆(x) is a rational function in Ti(x)’s and Pi(x)’s.
Now, given a loop γ in C〈x〉\Ξx, when can we lift [g(x)]|γ to the T-
valued loop?
For the simple root αi let us denote by Ξx,i the set of solutions to
the equation g(x)αi = 1 on the physical sheet of Cu.
Ξx,i = {x | g (x)αi = 1 } (8.21)
so that
Ξx =
r⋃
i=1
Ξx,i (8.22)
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Actually the points of Ξx,i are the endpoints of the cuts Ii,a.
Our claim is that for the loops γ = Aia which encircle the individual
cuts Ii,a the class [g(x)] ∈ B(g)reg lifts to Treg, and defines a T-bundle
over S1 × γ. Its characteristic class is equal to α∨i ∈ Q∨.
Thus the magnetic monopoles which correspond to the limit shape
of theN = 2 theory have the Dirac monopole charges qDir = −
∑r
i=1 wiλ
∨
i
which are distributed at the points (ψi,f,mi,f, m¯i,f), and the nonabelian
monopole charges q′tHP =
∑r
i=1 viα
∨
i which are located over the cuts
Ii,a. The net charge at infinity is equal to
qDir + q′tHP = 0 (8.23)
for the asymptotically conformal theories.
For the asymptotically free theories the net charge at infinity is
equal to (cf. (3.1)):
qDir + q′tHP = −
r∑
i=1
βiλi
∨ (8.24)
The fact that βi ≤ 0 should follow from the positivity of energy (as it
does in the A1 case) but we couldn’t find a simple proof for general G.
The relation of the monopole picture of P to the Hitchin system
picture we had in the section 7.1.1 goes via the Nahm transform, or,
since we are ultimately working only in a particular complex structure
of the moduli space, via a version of Fourier-Mukai transform. The
U(k) monopoles on R3 are mapped via Nahm’s transform to the so-
lutions of a one-dimensional system of Nahm’s equations. The U(k)
monopoles on R2×S1 are mapped via Nahm’s transform to the solutions
of a two-dimensional system of Hitchin’s equations, with singularities.
Indeed, our spectral curve in the form (7.123) captures the solutions
to two, ∂¯AΦ = 0, ∂AΦ¯ out of three Hitchin’s equations. The remain-
ing equation FA + [Φ, Φ¯] = 0 away from the punctures would fix the
hyperka¨hler metric on P. Unfortunately we are not in the position to
discuss the metric on P as long as we stay within the realm of the four
dimensional gauge theory. See [120–123].
We do need to discuss the holomorphic symplectic geometry of P.
The symplectic form on P descends from the two-form (8.16) via the
Hamiltonian reduction with (8.15) being the moment map. The text-
book construction of the action-angle variables of the integrable system
produces the special coordinates aI , aDI of the gauge theory. We claim
this construction is equivalent to the one using the periods of the dif-
ferentials x dlogYi on the cameral curve. The essential points of the
demonstration are identical for the class I and for the class II theories.
We thus return to this question in the section 8.2.
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Now let us study the A1 case in some more detail. We wish to
present yet another perspective on the phase space P.
Consider the product of N A1 surfaces Oa, a = 1, . . . , N , the com-
plex coadjoint orbits of SL(2,C). Each surface Oi is a quadric in C3,
given by the equation:
ξ2a + η
2
a + ζ
2
a = s
2
a (8.25)
with some fixed constant sa ∈ C. The surface Oa has the holomorphic
symplectic form:
$a =
dξa ∧ dηa
ζa
which has the period sa along a non-contractible two-sphere in Oa.
The moment map for the action of SL(2,C) on Oa is a 2× 2 traceless
matrix. Let us extend it into a general 2×2 matrix (which corresponds
to the conformal extension of the group):
La(x) =
(
x+ ξa ηa + iζa
−ηa + iζa x− ξa
)
(8.26)
and define the “monodromy matrix”
L(x) =
(
q 0
0 1
)
× LN(x− µN)LN−1(x− µN−1) . . . L1(x− µ1) (8.27)
It is actually better to work with the somewhat differently normalized
“local Lax operators”:
ga(x) = 12 +
1
x− sa
(
u+a v
+
a
v−a u
−
a
)
(8.28)
where
u±a = sa ± ξa, v±a = iζa ± ηa
obey
u+a u
−
a − v+a v−a = 0 (8.29)
and define
g(x) =
(
q 0
0 1
)
× gN(x− µN)gN−1(x− µN−1) . . . g1(x− µ1) (8.30)
Then, cf. [103]:
Det(g(x)) = q
P+(x)
P−(x)
(8.31)
where we defined
P±(x) =
N∏
a=1
(x− µa ± sa)
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Now, define the phase space to be the complex symplectic quotient of
the product of the A1 surfaces by the diagonal action of the C×,
P = ×Na=1Oa//C× (8.32)
generated by
H1 =
N∑
a=1
ξa
The variety (8.32), defined by fixing the level ξ of H1 and dividing the
corresponding level set H−11 (ξ) by C×, carries the induced holomorphic
symplectic structure. The functions hk defined as:
tr2 g(x) = (1 + q)
(
1 +
∞∑
k=1
x−khk
)
(8.33)
Poisson-commute with respect to the induced Poisson structure. More-
over,
h1 = H1 +
q− 1
q + 1
∑
a
sa
and the next N − 1 hk’s are independent. The rest of the expansion
coefficients can be expressed in terms of the first N .
We argue that the normalized Lax operator g(x) is the complexified
monodromy field g(x) in the corresponding periodic singular monopole
problem, with the monopole group U(2) (the compact form of CG)
and µa ± sa are the locations of 2N Dirac monopoles.
It is not difficult to convince oneself that the “local Lax operator”
(8.28) is indeed the complexified monodromy of a single U(2) monopole
screened by two Dirac monopoles of the opposite U(1) charges, located
at ±sa.
What is amusing is that the Eq. (8.30) suggests that the com-
plexified monodromy of the charge N U(2) monopole screened by 2N
Dirac monopoles factorizes as the product of N elementary monodromy
matrices.
Note in passing that if we do not perform the reduction with respect
to C× generated by H1, i.e. work with the 2N -dimensional phase space
P˜ (this is a first step towards the extended phase space Pext), then
Sklyanin’s separation of variables [34, 37] identifies its open subset P˜◦
with the N ’th symmetric product of (which is most likely [124] resolved
into the Hilbert scheme of N points on) C〈x〉×C〈t〉×. Incidentally [125],
this manifold is symplectomorphic to the moduli space of regular charge
N SU(2) monopoles on R3.
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In recent years the connection between the gauge theories and the
spin chains, and the inspired duality between the Gaudin-like inte-
grable systems and the Heisenberg spin chain was discussed in [126–
129], building on the earlier work in [21, 70, 130–132].
Before concluding this section, note that the masses of the bi-
fundamental matter hypermultiplets are encoded in the next-to-leading
terms in the asymptotics of the complexified connection Aψ + iφ near
x → ∞. We shall explain this in more detail in the similar context in
the section 8.2.
The moduli space of singular G-monopoles with fixed conjugacy
class of the monodromy of Aψ+iφ at x→∞, with unspecified location
of Dirac singularities of specified charges defines our extended phase
spacePext. It is acted upon by the torus T×TM , where TM ⊂ GM is the
maximal torus of the flavor group. The action of T is via the constant
gauge transformations preserving the gauge field and the Higgs field
at infinity, while TM acts by changing the glueing data for the grafted
Dirac monopoles. Fixing the level of the corresponding moment maps
and reducing with respect to the complexification of the T ×TM action
produces P.
Summarizing, we conclude with the conjecture: the moduli space
of singular G-monopoles on R2 × S1 is acted upon by the Poisson-
Lie group, which is a quasi-classical limit of the Yangian Y (gq). The
deformation quantization of Pext (in the complex structure I) produces
the Yangian Y (g). Fixing the asymptotics of the complexified gauge
field at infinity as well as the locations of the Dirac singularities would
specify. It should be interesting to explore the holomorphic symplectic
geometry of P in all of its complex structures and find the analogue of
the variety of opers (cf. [60, 133]), which in the Ar case is the variety
of local systems on the genus zero curve coming from the N ’th order
differential operators with regular singularities at r+ 3 punctures with
the monodromies whose eigenvalues coincide with our description of
the residues of the Higgs field just above the Eq. (7.23) (cf. [134]).
Note that in [135] a connection between the representation theory
of Yangians and the moduli spaces of monopoles on R3 was found.
Also, in [136, 137] the relations between the monopole solutions and
the solutions to the Yang-Baxter equations were discussed. It remains
to be seen, whether any of these connections carries over to the R2×S1
case and whether it is the one we need.
What happens if one tries to study periodic Ĝ-monopoles where
Ĝ is Kac-Moody affine group? One naturally finds double periodic
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instantons similar to relation between Ĝ-monopoles and periodic G
instantons [138].
8.2. Double-periodic instantons and Class II theories
Let us now discuss the class II theories. Recall from the section 6.2.2
that an elliptic curve E = C×/qZ, with q given by 6.24, is associated
with the class II gauge theory. Also recall that the gauge group is the
product of special unitary groups
Gg = ×ri=0 SU(Nai)
for some number N . Using (6.28) we have identified the extended
moduli space MextN of vacua of the theory (4.7), dimCMextN = Nh∨,
with the moduli space of degree N framed quasimaps of (CP1〈x〉,∞) to
the moduli space BunG(E) of holomorphic G-bundles on E, sending∞
to a particular bundle [Pq˜]. This space of quasimaps is a natural base
of the projection from the moduli space
PextN ≈ BunssG;N(SE)Pq˜∞ (8.34)
of framed semi-stable holomorphic principal G-bundles P , c2(P) = N ,
on the surface SE ≡ CP1〈x〉 × E, where the framing is the identification
of the restriction of P at the fiber at infinity:
P
∣∣∣∣
{∞}×E
≈ Pq˜ (8.35)
In what follows we drop the subscript N .
The projection Pext → Mext is defined on the open dense sub-
set of Pext by restricting the bundle P ∈ Pext to the fiber Ex and
taking its equivalence class t(x) = [P|Ex ] in BunG(E). This gives
the desired quasimap U : x 7→ t(x). This quasimap is a map near
x = ∞, approaching a particular holomorphic bundle [Pq˜] ∈ BunG(E)
over E∞ = {∞} × E. The reason U is not, in general, a map, has
to do with the usual difference between the stability condition in two
complex dimensions and the fiberwise stability condition, cf. [75].
The semi-stable framed holomorphic principal bundles P on SE, are
in one-to-one correspondence with the G-instantons on R2 × T2 with
the flat metric (cf. [139]), i.e. connections on a principal G-bundle P
over S2 × T2, endowed with some metric, which is conformally flat on
R2 × T2, which obey
FA = − ? FA
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and have finite action, ∫
R2×T2
〈FA ∧ ?FA〉 <∞
(as we explain later, these instantons correspond to the M2 branes and
the instanton action is the tension of the stack of M2 branes) and this
forces the curvature FA of the G-gauge field tend to zero as |~x|→ ∞,
~x ∈ R2. We fix the instanton charge:
N = − 1
8pi2h
∫
R2×T2
〈FA ∧ FA〉 (8.36)
(remember that 〈, 〉 is the Killing form, which is the trace in the adjoint
representation). The real dimension of the moduli space Pext of G-
instantons of finite action on R2×T2 with fixed framing at infinity T2∞
is equal to 4Nh.
Actually, there is a subtlety here. The moduli space of charge N
G-instantons on R2 × T2 may have several components. This has to
do with the fact that the moduli space of flat G-connections on T3 =
S1∞ × T2 may have several components [140]. We shall assume we are
always in the component of the trivial connection.
Note that Pext is acted upon by the maximal torus T of G, the
symmetry group of the flat connection at infinity. This action lifts
to the action of the algebraic torus T on the moduli space of framed
holomorphic bundles Pext. This is entirely parallel to the action of the
group G on the moduli space MframedG (R4) of framed G-instantons on
R4.
A holomorphic principal G-bundle P on SE can be described using
the transition functions gαβ : Uαβ → G defined on the overlaps Uαβ =
Uα ∩ Uβ of the open sets in the appropriate open cover (Uα)α∈A of
SE. The transition functions are holomorphic ∂¯gαβ = 0, must obey
the cocycle condition gαβgβγgγα = 1 on Uαβγ = Uα ∩ Uβ ∩ Uγ, and the
cocycles differing by the holomorphic coboundaries define equivalent
bundles:
gαβ ∼ gαgαβg−1β
where gα : Uα → G are holomorphic G-valued functions on the open
sets Uα themselves.
Another way to describe the holomorphic bundle is to introduce a
connection ∇ = d+ A on a smooth bundle, such that its (0, 1)-part is
(0, 2)-flat:
∇2∂¯ = 0 (8.37)
The local holomorphic sections of Pα = P|Uα are the solutions to
∇∂¯sα = 0. Over an intersection Uαβ these solutions must differ by
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a holomorphic G-valued gauge transformation:
sα(ζ, ζ¯) = gαβ(ζ)sβ(ζ, ζ¯)
where ζ stand for local holomorphic coordinates. This is sometimes
expressed by saying that locally A¯ is a pure G-gauge
A¯
∣∣∣∣
Uα
= −s−1α ∂¯sα
In the case at hand ζ = (x, z), where x ∈ C〈x〉 ⊂ CP1〈x〉 and z is the
additive coordinate on E. The Eq. (8.37) reads:
∂¯x¯Az¯ − ∂¯z¯Ax¯ + [Ax¯, Az¯] = 0 (8.38)
This equation can be viewed as the complex moment map equation
for the action of the group G of the G-gauge transformations on the
space A of connections on a given smooth principal G-bundle over SE,
endowed with the holomorphic symplectic form:
Ω =
∫
SE
dx ∧ dz ∧ 〈δA¯ ∧ δA¯〉 (8.39)
We have a little subtlety here. The two-form dx∧dz was perfectly good
on S◦E but on SE is has a pole along the divisor E∞ = {∞} × E. We
impose the condition that Az¯ approaches a specific value as x → ∞.
More specifically, recall (C.113) that generic Az¯ can be G-transformed
to the normal form Az¯ → 2piiτ−τ¯ ξ ∈ h, ∂zξ = ∂z¯ξ = 0. We impose the
boundary conditions:
Az¯(x, x¯)→ 2pii
τ − τ¯ ξ∞ + o(|x|
−2), |x|→ ∞ (8.40)
for fixed ξ∞, which we relate to the gauge couplings qi, i = 0, 1, . . . , r
via:
ξ∞ = − 1
2pii
r∑
i=1
logqi λ
∨
i (8.41)
The limiting gauge field ∂¯z¯ + 2piiτ−τ¯ ξ∞ corresponds to the holomorphic
bundle Pq˜ on E. The decay rate (8.40) makes the integral (8.39) con-
vergent. One can impose weaker conditions, allowing even the O(x−1)
(but no x−1x¯−1 terms!) decay, which would make (8.39) convergent
with the principal value prescription. In fact, these subleading terms
correspond to the bi-fundamental masses of the Gg-theory. Let us in-
terpret them using the T-action on Pext.
The constant T-gauge transformation with the parameter ε ∈ h
acts on the (0, 1)-gauge field A¯ as follows:
δA¯ = [ε, A¯] +∇∂¯ηε (8.42)
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where ηε(x, x¯, z, z¯) is the compensating gauge transformation which
sufficiently fast decays at x → ∞. Contracting the vector field (8.42)
with Ω in (8.39) gives us a closed one-form δmε on the space of con-
nections obeying (8.38), where mε is linear in ε, mε = 〈ε,m〉 for some
m ∈ h:
δmε =
∫
SE
dx ∧ dz ∧ 〈([ε, A¯] +∇∂¯ηε) δA¯〉 = ∫
SE
dx ∧ dz ∧ ∂¯ 〈ε, δA¯〉
δ
∮
x=∞
dx
〈
ε,
∫
Ex
d2z Az¯
〉
(8.43)
Thus the moment map m for the T action is the residue at x =∞ of
the zero mode of the h-projection of the Az¯ gauge field. The analogous
statement holds for the monopoles of the section 8.1.
Now let us solve (8.38) locally over some domain D in C〈x〉. We
choose the gauge (C.113) over each point x ∈ D:
Az¯(z, z¯;x, x¯) −→ 2pii
τ − τ¯ ξ(x, x¯) ∈ h (8.44)
If ∞ ∈ D, then, using (8.43), in the gauge (8.44):
ξ(x, x¯) = ξ∞ +
m
x
+ . . . , x→∞ (8.45)
where m ∈ h is a linear function of the bi-fundamental masses (me)e∈Edgeγ .
Recall that G is a simple simply-connected Lie group. Therefore,
the restriction P|Ex is trivial as a smooth G-bundle. Therefore A¯ is just
a g-valued (0, 1)-form on D×E. Now let us decompose Ax¯ = ax¯ +Wx¯,
with ax¯ ∈ h and Wx¯ ∈ h⊥ ⊂ g, the orthogonal decomposition being
provided by the Killing form 〈·, ·〉. Then (8.38) implies: ∂¯x¯ξ(x, x¯) = 0,
∂¯z¯ax¯ = 0, Wx¯ = 0, the latter equation being valid for generic ξ(x),
corresponding to the irreducible bundles on E. Indeed, the F 0,2 = 0
equation (8.38) splits in g = h⊕ h⊥ as follows:
F 0,2|h = ∂¯x¯ξ − ∂¯z¯ax¯ = 0
F 0,2|h⊥ = ∂¯z¯Wx¯ +
2pii
τ − τ¯ [ξ,Wx¯] = 0
(8.46)
For generic ξ ∈ h (irreducible ad(P)⊥) the h⊥-equation (8.46) does not
have non-zero solutions, hence Wx¯ = 0. As for the h-equation (8.46) in
our gauge its solution is:
ax¯(x, x¯, z, z¯) = a
(0)
x¯ (x, x¯, z) + z¯∂¯x¯ξ(x, x¯)
Since on D×E the connection form Az¯dz¯+ ax¯dx¯ is simply an h-valued
(0, 1)-form the component ax¯(x, x¯, z, z¯) must be z-periodic. This is
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only possible if ∂¯x¯ξ(x, x¯) = 0, which also implies ax¯(x, x¯, z, z¯) is z-
independent.
Of course, (8.44) is not the complete gauge fixing: there remain the
z-independent T-valued gauge transformations and theW (g)-transformations
(C.114), which combine into the locally z-constant N(T)-gauge trans-
formations. There are also the shifts (C.115) by the lattice Q∨ ⊕
τQ∨, generated by the (z, z¯)-dependent T-valued gauge transforma-
tions with discrete, as far as the (x, x¯)-dependence is concerned, pa-
rameters β1, β2 ∈ Q∨. Let us expand:
ξ(x) =
r∑
i=1
ξi(x)α
∨
i (8.47)
The residual shifts act on the components ξi(x) by
ξi(x) 7→ ξi(x) + β1,i + β2,iτ, i = 1, . . . , r + 1
where β1,i, β2,i ∈ Z, for i = 1, . . . , r are the expansion coefficients:
βA =
r∑
i=1
βA,iα
∨
i , A = 1, 2 (8.48)
Let t(x) =
(
ti(x) = e
2piiξi(x)
)r
i=1
∈ (C×)r and [t(x)] ∈ Er be the equiv-
alence classes for the actions of the lattices Q∨ and Q∨ ⊕ τQ∨, respec-
tively.
Thus, dividing by all but the locally z-independent N(T)-gauge
transformations we arrive at the collection of r points on E, or, in a
more sophisticated fashion, a point [t(x)] in E⊗ Q, in addition to the
h-valued gauge field ax¯(x, x¯)dx¯. This is all done over the generic point
x ∈ CP1〈x〉. We haven’t completely fixed the gauge, though.
Let us forget for a moment about the gauge field
a¯ = ax¯(x, x¯)dx¯ (8.49)
Then we’d divide by the actionW (g), giving as back the point [P|Ex ] in
the orbispace BunG(E) = E⊗Q/W (g), the holomorphic G-bundle on E
whose holomorphic structure is given by ∂¯z¯ + 2piiτ−τ¯ ξ(x). The (quasi)map
U : x 7→ U(x) = [Px] is point u ∈ Mext in the extended moduli space
of the four dimensional class II gauge theory.
The considerations similar to those in [88] show that the instanton
charge c2(P) = N bundles on SE correspond to the degree N quasimaps
u : CP1〈x〉 → BunG(E). This is of course in line with the original obser-
vations on the relations between the sigma model and gauge instantons
[141].
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By following the whole W (g)-orbit of [t(x)] in Er as x varies we
obtain the curve Cu, which is a ramified W (g)-cover of CP1〈x〉. The
fiber of the projection Cu → CP1〈x〉 over a point x is the orbit
W (g) · [t(x)] ⊂ E⊗Q
This leads us to the obscured curve which we have encountered earlier
in our solution of the gauge theory using the limit shape equations.
Now, as in our prior discussion of Hitchin systems, let us recall the
gauge field a¯ in (8.49). It looks like the h-valued one-form on CP1〈x〉,
since it is locally z-independent, and therefore might be a (0, 1) part of
a T-connection, defining a holomorpic T-bundle over CP1〈x〉. However,
we have |W (g)| worth of choices for ∂¯+a¯ at any particular point x since
the residual W (g)-symmetry acts both on [t(x)] and a¯. This means
that a¯ becomes well-defined when lifted to Cu. The way it transforms
under the W (g)-action permuting the sheets of the cover Cu → CP1〈x〉
makes it into the W (g)-equivariant gauge field on Cu, defining a W (g)-
equivariant holomorphic T-bundle T over Cu:
T ∈ Au = BunT(Cu)W (g) ≈ HomW (g) (Λ,Pic(Cu)) , (8.50)
the idea of the last equality is that every weight λ ∈ Λ = Hom(T,C×)
defines a C×-bundle Tλ on Cu, in the W (g)-compatible fashion.
Of course this discussion is not adequate at the branch points, yet
hopefully it can be extended similarly to other constructions of spectral
covers [65], [66]. In particular, the analysis near the branch points
should demonstrate that the bundle T has a fixed topological type,
which we shall not attempt to determine in this paper.
We conjecture that (8.50) is the fiber of the projection pi : Pext →
Mext, sending the extended moduli space of vacua of the class II gauge
theory on R3×S1 to that of the infinite volume four dimensional gauge
theory. Since the projection P 7→ U is roughly of the form (Ax¯, Az¯) 7→
Az¯, it is Lagrangian with respect to (8.39). This is in agreement with
dimCP
ext = 2 dimCM
ext = 2Nh. From now on we fix the masses,
divide by the global T-action and work with P and M.
Thus the study of holomorphic bundles on SE brought us the fol-
lowing picture: over each point x ∈ CP1〈x〉 we hang the W (g)-orbit of
[t(x)] in E⊗Q. As x-varies, so does the orbit, spanning a curve Cu in
CP1〈x〉×E⊗Q, which projects down to CP1〈x〉. However Cu is not yet the
cameral curve Cu. It is however relatively straightforward to lift Cu to
Cu using the abelianized determinant line bundle over Er we discussed
in the section 6.4.
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Now let us discuss the period map. The moduli space P carries
the holomorphic symplectic structure Ω which descends from (8.39).
From the complexified textbooks on classical mechanics we learn, as
we reviewed in section 4.4, that choosing some basis AI , BI , in the
integral homology H1(Au,Z) lattice, such that the cup product of the
basis vectors obeys (4.18) and then defining aI , aDI using (4.16), (4.17),
one verifies (4.19). It remains to compare this definition of the special
coordinates with the periods of the differentials x dlogYi(x).
Let us work in the domain |qi| 1. The cycles AI and BI which
we defined (cf. Figs. 5.1, 5.3) on the cameral curve Cu define the
corresponding one-cycles on Cu = Cu/Q∨ and consequently on Au.
Now let us compute the symplectic form Ω on the reduced phase
space P. Using that in our gauge∫
E
d2zAz¯(x, x¯) = ξ(x)
we obtain
Ω =
∫
d2x 〈δax¯ ∧ δξ〉 = 1|W (g|
∫
Cu
〈δa¯ ∧ δϕ〉 (8.51)
where we denoted by a¯ the W (g-equivariant T-gauge field on Cu and
by δϕ an h-valued, W (g)-equivariant (1, 0)-form on Cu, given by
δϕ = xδξ
It is now easy to pin down the periods of dS among the periods of δϕ.
One uses the cycles in Au where the monodromy of the gauge field a¯
along the cycle AI or BI changes by 2pi.
To conclude this section, in parallel with the class I story we con-
jecture, that the theories of class II lead to the representation theory
of the Yangians built on the Kac-Moody algebras, i.e. the toroidal al-
gebras. It would be nice to see whether the Kac-Moody symmetry of
instanton moduli spaces [142, 143] leads to the quasi-classical limit of
the Yangian action, at the level of the phase space Pext symmetry.
8.3. Noncommutative instantons and Class II* theories
In this subsection we show that the data ti(x) with the cross-cut
transformations (5.16) correspond naturally to the charge N instantons
on the noncommutative space R2×T2, with the gauge group U(r+ 1).
We shall use the constructions analogous to the constructions [144] of
instantons on the noncommutative R4 adapted to the periodic case.
The noncommutative solitons on a cylinder were studied in [145].
The idea of the construction is the following. Consider first the
commutative situation. Let us denote the coordinates on R2 by x1, x2.
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Let (u1, u2) ∈ T2 ⊂ C× × C×, |u1|= |u2|= 1. Let us denote by z, x the
holomorphic local coordinates on C〈x〉 × E,
x = x1 + ix2, z =
1
2pii
(log(u1) + τ log(u2)) (8.52)
Consider the (0, 1)-component of U(r+1) gauge field A¯ = Az¯dz¯+Ax¯dx¯,
where Az¯, Ax¯ are the (r + 1) × (r + 1) complex matrices. They obey
(8.38) and in the gauge (8.53) we have
Az¯ =
2pii
τ¯ − τ diag (ξi(x, x¯))
r+1
i=1 (8.53)
where, by the considerations analogous to those around (8.46) we con-
clude that ∂¯x¯ξi = 0. Again, there are the residual gauge transforma-
tions
Az¯ 7→ G−1Az¯G+G−1∂z¯G
which permute the eigenvalues ξi(x): {ξi(x)} 7→ {ξσ(i)(x)}, for some
σ ∈ Sr+1, and shift them
ξi(x) 7→ ξi(x) + li − τni (8.54)
The latter are generated by the diagonal gauge transformations:
G = diag
(
uni1 u
li
2
)r+1
i=1
(8.55)
We can partially reduce the ambiguity (8.54) by passing to the expo-
nential variables:
tj(x) = e
2piiξj(x) j = 1, . . . , r + 1 (8.56)
The residual gauge transformations (8.54) become
tj(x) 7→ qnj tj(x), tj(x) 7→ tσ(j)(x) (8.57)
for some integers ni ∈ Z and permutations σ ∈ Sr+1.
Let us now consider the noncommutative case. Let us replace the
algebra of functions of u1, u2, x1, x2 by the noncommutative algebra,
with the generators û1, û2, x̂1, x̂2, obeying:
û−11 x̂iû1 = x̂i + h¯i · 1
û−12 x̂iû2 = x̂i,
û1û2 = û2û1,
[x̂1, x̂2] = 0
(8.58)
where
m
r + 1
= h¯ = h¯1 + ih¯2
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Then the analogue of (8.54) for
G = diag
(
ûni1 û
li
2
)r+1
i=1
(8.59)
gives:
ti(x) 7→ qniti(x− ni
r + 1
m), ti(x) 7→ tσ(i)(x) (8.60)
These are precisely the iW-transformations of the class II* type Âr
gauge theory, with ti(x) given in (5.14), (7.97).
Instead of giving more systematic discussion along the lines of [144,
146–150] let us comment on the relation to the group ĜL∞. We claim
that the U(r + 1) instantons on the noncommutative R2 × T2 with
both R2 and T2 separately commutative, can be interpreted as the
commutative periodic monopoles on R2 × S1 with the gauge group
ĜL∞.
The idea is to interpret the noncommutative U(r + 1) gauge fields
on R2 × T2 as the ĜL∞-gauge fields on R2x1,x2 × S1ψ, using the rela-
tion of the group ĜL∞ to the quantization of the volume-preserving
diffeomorphisms of a cylinder R1p × S1q, i.e. the pseudo-differential op-
erators ΨDO on S1q. Here the generators û1,2, x̂1,2 of the algebra (8.58)
are related to the commutative coordinates (x1, x2, ψ) of the monopole
theory and the generators (p, eiq) of ĜL∞ in the via
û2 = e
iψ
û1 = e
iq
x̂1 = x1 − ih¯1∂q
x̂2 = x2 − ih¯2∂q
(8.61)
CHAPTER 9
Higher dimensional theories
In this section we briefly go over the higher dimensional generaliza-
tions. We shall consider the lifts of all our theories to five dimensions,
and the lifts of some of our theories to six dimensions. The latter re-
striction comes from the possibility of encountering gauge and mixed
anomalies in six dimensions, which would prohibit the decoupling of
the gauge sector from the supergravity and ultimately string theory
modes.
The classical N = 2 theories in four dimensions admit a canonical
lift to the N = 1 theories in six dimensions. Under this lift the vec-
tor multiplets become the vector multiplets, and the hypermultiplets
become the hypermultiplets. The structure of the hypermultiplet does
not change, while the structure of the vector multiplet does change,
for the complex scalar Φ in the adjoint representation becomes the
remaining component A5 + iA6 of the gauge field.
We then compactify the theory on a two-torus T2. In addition to the
metric on the torus we shall also fix a background B-field, a constant
two-form. The combined metric and the two-form moduli are described
by a 2 × 2 matrix G, with the positive definite symmetric part g. It
is convenient to parametrize G by two complex numbers T, U , with
ImU, ImT ≥ 0. The parameter T encodes the complex structure of T2,
while the parameter U is the complexified Ka¨hler class:
U =
∫
T2
B + i
∫
T2
√
det(g),
T =
g12 + i
√
det(g)
g11
(9.1)
Five (six) dimensional supersymmetric gauge theory compactified on a
circle (two-torus) would look four dimensional at low energy. The mi-
croscopic gauge coupling τ in four dimensions is proportional to U while
T determines the complex geometry of the x-plane C〈x〉. One can study
the corresponding Seiberg-Witten geometry. Its key feature compared
to special geometry of more traditional four dimensional models is the
periodicity in the x-variable [29]. In the five dimensional theory the
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x-plane becomes the cylinder C〈x〉×, while in the six dimensional the-
ory the x-plane becomes the two-torus C〈x〉/2pii(Z⊕ TZ). It has to do
with the large gauge transformations. The result of these additional
symmetries is the relativistic nature of the corresponding integrable
systems. For example, the periodic Toda chain describing the pure
N = 2 theory in four dimensions becomes the relativistic Toda chain.
The Hamiltonians of the relativistic systems have periodic dependence
on momenta, which are the rapidities of the particles. The resulting
quantized Hamiltonians are the difference operators.
Our discussion modifies in the case of five dimensional gauge theo-
ries in two aspects. First, the notion of the amplitude function accom-
modates the large gauge transformations:
Yi(x) = exp 〈 trvi log
(
eiβ(x−Φi) − 1) 〉u (9.2)
where the dimension length β characterizes the circumference of the
compactification circle. The limit shape integral equations (5.8) gener-
alize straightforwardly, with the kernel:
Kβ(x) = iβ
12
x3 − log(iβΛUV)
2
x2 − 1
iβ2
Li3
(
e−iβx
)
(9.3)
Secondly, there are additional couplings in five dimensions: the levels
ki of the Chern-Simons interactions CS5(Ai), i ∈ Vertγ. Effectively the
Chern-Simons term changes the gauge coupling qi to the x-dependent
quantity:
qi −→ qi eiβkix
In the six dimensional case the amplitude and the kernel (9.3) modify
to:
Yi(x) = exp 〈 trvi log θ
(
eiβ(x−Φi);Q
) 〉u (9.4)
Kβ(x) = iβ
12
x3 − log(iβΛUV)
2
x2 − 1
iβ2
Li3
(
e−iβx
)−
∞∑
n=1
(
Li3
(
eiβxQn
)
+ Li3
(
e−iβxQn
)) (9.5)
where Q = exp 2piiT , and now β2 is the scale of the area of the com-
pactification torus T2. We will provide further details on five and six
dimensional theories in the companion paper [19].
APPENDIX A
McKay correspondence, D-branes, and M-theory
A.1. From finite groups to Lie groups
McKay correspondence states [151] that the affine ADE graphs γ
can be constructed from the representation theory of finite subgroups
Γ of SU(2,C).
The vertices i ∈ Vertγ in this case are the irreducible representations
of Γ, i 7→ Ri. One usually enumerates them, Vertγ = {0, 1, . . . , r}, so
that 0 corresponds to the trivial representation R0 = C. By r in this
section we denote the number of nodes in the finite graph γfin obtained
by discarding the node “0” from affine γ. In all cases r is the rank of
the Cartan matrix associated to Dynkin graph. Moreover, the Dynkin
marks ai are the dimensions of Vi, and the numbers of colors in affine
quivers is
vi = Nai, (A.1)
where ai = dimRi, and N is some non-negative integer. As we said
above, i = 0 corresponds to the trivial representation, so a0 = 1. In
the table of McKay correspondence we write “i(ai)” by each node to
denote its label i and Dynkin mark ai. We label the nodes in Bourbaki
conventions.
The number of edges Iij in the McKay graph between the node i
and the node j is the multiplicity of representation Rj in the tensor
product of Ri with the defining representation C2
C2 ⊗Ri =
⊕
j
CIij ⊗Rj. (A.2)
The equation βi = 0 is verified by computing the dimensions of the left
and the right hand sides.
The order of Γ agrees with the dimensions of the irreducible rep-
resentations / Dynkin marks of the McKay/Dynkin affine graph com-
puted using the standard relation from the orthogonality of characters
|Γ|=
∑
i
dimR2i =
∑
i
a2i (A.3)
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Polyhedron Γ Ta,b,c Affine Dynkin graph γ with labels i(ai) Lie ĝ
Zr+1
(r=5)
Tr,1,1
0H1L
1H1L2H1L
3H1L
4H1L 5H1L
Âr
(r=5)
BDr−2
(r=7)
Tr−2,2,2
0H1L
1H1L 2H2L 3H2L 4H2L 5H2L 6H1L
7H1L
D̂r
(r=7)
BT T3,3,2
(T̂3,3,3)
0H1L
1H1L
2H2L
3H2L 4H3L 5H2L 6H1L
Ê6
BO T4,3,2
(T̂4,4,2) 0H1L 1H2L
2H2L
3H3L 4H4L 5H3L 6H2L 7H1L Ê7
BI T5,3,2
(T̂6,3,2) 0H1L1H2L
2H3L
3H4L 4H6L 5H5L 6H4L 7H3L 8H2L
Ê8
McKay’s observation is that γ is affine ADE Dynkin diagram, with
the trivial representationR0 associated with the affine node “0”. The fi-
nite Dynkin graph γfin is always a tri-star graph Ta,b,c with one trivalent
vertex and three legs containing a, b, c vertices (where in the counting
we included the center trivalent vertex). Hence the rank of the finite
quiver γfin is a + b + c − 2. In fact a, b, c have simple interpretation:
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the group Γ is always a Coxeter group Cox(a, b, c) defined on three
generators (x, y, z) subject to relation
xa = yb = zc = xyz (A.4)
The affine graph of Êr series is also a trivalent graph denoted by (T̂a,b,c)
in the table of McKay correspondence. Note that for each of the three
cases Ê6, Ê7, Ê8 the identity
1
a
+
1
b
+
1
c
= 1 (A.5)
holds, which makes contact with the unimodular parabolic singulari-
ties.
Now we shall list explicitly the discrete subgroups of SU(2), the
classification going back to Plato and Klein [152].
A.2. Platonic symmetries
A.2.1. Cyclic group. Let us present cyclic group Zr+1 in the
(a, b, c) notation: consider group generated by x, y, z subject to
xr = y = z = xyz (A.6)
Then z = y and xy = 1 and y = xr hence
xr+1 = 1 (A.7)
hence Zr+1 = Cox(r, 1, 1) = McKay(Ar). The order of Γ is
|Zr+1|= r + 1 =
∑
i∈γ
a2i = (r + 1) · 1 (A.8)
A.2.2. Dihedral group. The dihedral group Dr−2 ' Zr−2oZ2 of
order 2(r−2) is the symmetry group of regular r−2-gon considered as
a subgroup of SO(3). The lift of dihedral group Z2 → BDr−2 → Dr−2
to a subgroup of SU(2) is called bidihedral group BD, which has order
4(r − 2). The BDr is generated by (x, y, z) subject to relations
xr−2 = y2 = z2 = xyz (A.9)
hence BDr−2 = Cox(r − 2, 2, 2) = McKay(Dr) The order of Γ is
|BDr−2|= 4(r − 2) =
∑
i∈γ
a2i = (r − 3) · 4 + 4 · 1 (A.10)
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A.2.3. Tetrahedral group. The tetrahedral group T ' A4, of
order 12, is the subgroup of SO(3) realizing the symmetries of tetra-
hedron. The lift of tetrahedral group Z2 → BT → T to a subgroup
of SU(2) is called bitetrahedral group BT, which has order 24 and is
generated by (x, y, z) subject to the relations
x3 = y3 = z2 = xyz (A.11)
Hence BT = Cox(3, 3, 2) = McKay(E6). The order of Γ is
|BT|= 24 =
∑
i∈γ
a2i = 3 · (12 + 22) + 32 = 24 (A.12)
A.2.4. Octahedral group. The octahedral group O ' S4, of
order 24, is the subgroup of SO(3) realizing the symmetries of the
cube/octahedron. The lift to SU(2) is called bioctahedral group BO,
of order 48; the BO can be generated by (x, y, z) subject to relations
x4 = y3 = z2 = xyz (A.13)
associated to the symmetry axes of the cube/octahedron of the order
4, 3 and 2. Hence BO = Cox(4, 3, 2) = McKay(E7). The order of Γ is
|BO|= 48 =
∑
i∈γ
a2i = 2 · (12 + 22 + 32) + 42 + 22 (A.14)
A.2.5. Icosahedral group. The icosahedral group I ' A5, of or-
der 60, is the subgroup of SO(3) realizing the symmetries of the icosahe-
dron/dodecahedron The lift to SU(2) is called biicosahedral group BO,
of order 120; the biicosahedral group BI can be generated by (x, y, z)
subject to relations
x5 = y3 = z2 = xyz (A.15)
associated to the symmetry axes of the icosahedron/dodecahedron of
the order 5, 3 and 2. Hence BO = Cox(5, 3, 2) = McKay(E8). The
order of Γ is
|BI|= 120 =
∑
i∈γ
a2i = (1
2 +22 +32 +42 +52 +62)+22 +42 +32 (A.16)
A.3. D-branes at singularities
The physical explanation of the relation between the C2/Γ-singularities
[153] and the superconformal theories with N = 2 supersymmetry is
the following. Consider the IIB string in the background C2/Γ×C1 ×
R1,3, where Γ ⊂ SU(2) ⊂ SO(4) acts on C2 ≈ R4 by the hyperka¨hler
rotations. This background preserves half of the ten dimensional IIB
supersymmetry. Now add a stack of N regular D3 branes. At the
orbifold singularity the regular D3 brane splits as a collection of r + 1
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types of fractional branes, which correspond to the irreducible repre-
sentations of Γ [154, 155]. Moreover, the regular brane contains ai
fractional branes of the Ri type. The stack of N regular brane splits,
therefore, as a collection of Nai fractional branes of Ri type, for all
i = 0, . . . , r. Each cluster of fractional branes can be classically moved
anywhere in the two-plane, transverse to the singularity and the D3
brane worldvolume. To summarize, the D3 branes are located at:
0 × {µNa00 , µNa11 , . . . , µNarr } × R1,3
Here {µv00 , . . . , µvrr } represents the positions of the vi copies of the Ri
type of the fractional branes in the two dimensional plane C1 ≈ R2
transverse to the singular ALE space C2/Γ and the worldvolume R1,3
of the branes. The positions µi are the ones which enter the Eq. (2.10).
At the low energy the worldvolume theory on the D3 branes is the
quiver gauge theory we are studying. If all µi parameters are scaled
to zero (or at least all coincide), the theory has no scale except for the
string scale which is absent in the low energy description. Therefore
the theory has the scaling invariance, which is promoted to the full
N = 2 superconformal invariance. The couplings τi, except for
τ =
r∑
i=0
aiτi (A.17)
which corresponds to the IIB dilaton-axion field, are not of geometric
origin. The gauge couplings τi, i = 1, . . . , r, come from the twisted
sector fields:
τi =
∫
Σi
BRR + τBNS (A.18)
where BNS, BRR are the Neveu-Schwarz(NSNS) and the Ramond-
Ramond two-form fields of the IIB supergravity, and Σi stand for the
non-trivial two-cycles in the resolved C˜2/Γ geometry. These excep-
tional cycles are well-known to correspond to the simple roots of gq.
The 4d gauge theory on the stack of D3 branes in the above ge-
ometry is N = 2 supersymmetric theory of the affine ADE quiver
type. To find the algebraic integrable system associated to the IR so-
lution of such theory we compactify the worldvolume of the D3 branes
(x0, x1, x2, x3) on a circle S1, say, along x3. Hence, our setup is N D3
branes along R1,2 × S1 inside the IIB string theory on R1,2 × S1〈x3〉 ×
C〈x〉 × C2/Γ. Here C〈x〉 is the real-two dimensional space associated
with the scalars of N = 2 vector multiplet in 4 dimensions. For 4d
theories this is affine complex line C〈x〉 = C, for 5d theories on S1
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this is a cylinder C〈x〉 = C× and for 6d theories on T 2 this is a torus
C〈x〉 = E〈x〉.
Given this type IIB string theory realization of the affine ADE
quiver theory, first we perform T-duality along S1〈x3〉. The stack of N
D3-branes converts to the stack of N D2-branes on R2,1 in type IIA
string theory on R1,2 × S1〈x3〉 ×C〈x〉 × C2/Γ. Next we lift the type IIA
string to M-theory on R1,2×S1〈x3〉×C〈x〉×C2/Γ×S1〈x10〉 where S1〈x10〉 is
the M-theory circle. The radius of M-theory circle is determined by IIB
coupling constant (A.17). We treat the product of two circles along x3
and along x10 as the elliptic curve E = S1〈x3〉 × S1〈x10〉 which has elliptic
modulus q = e2piiτ . The stack of N D2 branes converts to the stack of
N M2 branes along R1,2. So finally we arrive to the M-theory picture.
That is, we consider the following configuration in M-theory: the
space-time background is
R1,2 ×X4 × C2/Γ (A.19)
to which we add a stack of N M2 branes whose worldvolume is R1,2
in (A.19) localized at the orbifold singularity in C2/Γ, and anywhere
in X4 = C〈x〉 × Eq. The M-theory on C2/Γ is believed to contain
the seven dimensional G-gauge theory with sixteen supersymmetries,
localized at the singular locus. The maximal torus T part of the gauge
bosons and their superpartners descend from the supergravity modes
associated with the hyperka¨hler deformations of the metric on R4/Γ.
In particular, the gauge fields are the modes of the three-form field
C3 integrated along the collapsed two-cycles Σi, i = 1, . . . , r in the
deformed geometry R˜4/Γ. The remaining W -bosons come from the
M2-branes wrapped on various two-cycles in H2(R˜4/Γ,Z) ≈ Q.
In the IR, the stack of N M2 branes stretched along R1,2 in this 7d
G-gauge theory on R1,2 ×X4 dissolve into the charge N G-instantons
on X4 = C〈x〉 × Eq [18, 44, 46, 117, 156–158]. The moduli space of
framed charge N G-instantons on X4 is the phase space of the algebraic
integrable system (see chapter 4) we have found from the microscopic
four dimensional instanton counting in the quiver gauge theory.
APPENDIX B
Partitions and free fermions
Recall that a partition λ is a non-increasing sequence of integers,
stabilizing at zero,
λ = (λ1 ≥ λ2 ≥ . . . ≥ λ`(λ) > 0 = 0 = 0 . . .) (B.1)
The number `(λ) ≥ 0 is called the length of the partition λ, while
|λ|=
`(λ)∑
i=1
λi (B.2)
is called the size of the partition λ.
Consider the theory of a single chiral complex fermion, which is a
(1/2, 0)-differential, in two dimensions
L =
∫
ψ˜∂¯ψ (B.3)
The theory (B.3) has a U(1)-symmetry
(ψ, ψ˜) 7→ (eiαψ, e−iαψ˜) (B.4)
One can couple the fermion to the background abelian gauge field cor-
responding to this symmetry:
∂¯ 7→ ∂¯ + A¯ (B.5)
so that the Lagrangian (B.3) deforms to
L → L+
∫
A¯J
where J = ψ˜ψ is the U(1) current, which we define as an operator
below.
In studying the space of states H corresponding to the quantization
of the theory (B.4) one can distinguish various sectors, corresponding
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to twisted boundary conditions: Expand:
ψ(z) =
(
dz
z
) 1
2 ∑
r∈Z+α
ψrz
−r
ψ˜(z) =
(
dz
z
) 1
2 ∑
r∈Z−α
ψ˜rz
−r
(B.6)
where α =
∫
S1 A¯. The fermion modes ψr, ψ˜s form the Clifford algebra:
{ψr, ψ˜s } = δr+s,0 {ψr, ψs } = { ψ˜r, ψ˜s } = 0 (B.7)
The vacuum state |∅;α〉 is annihilated by all the α-positive harmonics
ψr |∅;α〉 = 0, r > α
ψ˜r |∅;α〉 = 0, r > −α
(B.8)
The space of states is built by acting on |∅;α〉 with creation operators
ψr, r ≤ α, and ψ˜s, s ≤ −α. The resulting Hilbert space Hα has a basis
labeled by partitions:
Hα =
⊕
λ
C|λ;α〉
|λ;α〉 =
ψ−λ1+αψ−λ2+1+α . . . ψ−λ`(λ)+`(λ)−1+α ψ˜−αψ˜−α−1 . . . ψ˜−α+1−`(λ) |∅;α〉
(B.9)
Define the normal ordering with respect to the α = 0 vacuum:
: ψiψ˜j : =
 ψiψ˜j , j > 0−ψ˜jψi , j ≤ 0 (B.10)
The U(1) symmetry of the Lagrangian (B.3) is promoted to the û(1)
current algebra symmetry. It is generated by the operator
J(z) = : ψ˜(z)ψ(z) : =
∑
n∈Z
Jnz
−n−1dz
Jn =
∑
r∈Z+α
: ψ˜rψn−r :
(B.11)
The generating function∑
λ
q|λ|t`(λ) =
∞∏
n=1
1
1− tqn (B.12)
is a character of the fundamental û(1) module, H0.
APPENDIX C
Lie groups and Lie algebras
In this section we fix our notations for the notions from the Lie
group and Lie algebra theory we are using in the work. In this section
we work over the field C of complex numbers.
C.1. Finite dimensional Lie algebras
Let g be a finite-dimensional simply-laced simple Lie algebra, h
its Cartan subalgebra. Let G be the corresponding simply-connected
simple Lie group, and T ⊂ G the corresponding to h maximal torus.
We have the exponential map exph : h→ T, which is a restriction on h
of the exponential map expg : g→ G. We shall only use the exph map
in this work and will omit the h subscript in what follows. We also use
the notation:
e(x) = exp (2piix) = e2piix ∈ T, for x ∈ h (C.1)
C.1.1. The coroots. The kernel of the map (C.1), i.e. the set
Q∨ ⊂ h which is mapped to the identity element in T, is called the
coroot lattice (it is obviously an abelian group). The coroot lattice Q∨
has the rank r = rkG = dimh. Let us denote by α∨i , i = 1, . . . , r its
integral basis:
Q∨ = Zα∨1 ⊕ Zα∨2 ⊕ . . .⊕ Zα∨r
The generators α∨i are called the simple coroots.
Now, let z ∈ C×, and α∨ ∈ Q∨, then
zα
∨ ≡ e
(
log(z)
2pii
α∨
)
∈ T (C.2)
is independent of the choice of the branch of the log(z). This identifies
the coroot lattice with the lattice of homomorphisms:
Q∨ = Hom(C×,T) (C.3)
Using Eq. (C.2) we can parametrize T by
z = (z1, . . . , zr) 7→ tz =
r∏
i=1
z
α∨i
i (C.4)
where zi ∈ C×.
134
C.1. FINITE DIMENSIONAL LIE ALGEBRAS 135
C.1.2. The weights. The dual lattice is called the lattice of weights:
Λ = Hom(T,C×) (C.5)
Let us represent element t ∈ T as
t = e(x) (C.6)
for some x ∈ h, which is defined, as we recall, up to an a shift by an
element of the coroot lattice Q∨. Then for any λ ∈ Λ, the value of the
homomorphism λ on t, which we denote by tλ ∈ C×, can be computed
as:
tλ = e2piiλ(x) (C.7)
where λ(x) is a linear function of x. In this way we view λ as an
element of h∗, so that Λ ⊂ h∗. In order for (C.7) be independent of the
choice of x in (C.6), the value of λ on any element of the coroot lattice
must be an integer:
λ(Q∨) ⊂ Z . (C.8)
which is another definition of the dual lattices. Let us fix the basis
(λi)
r
i=1 of Λ:
Λ = Zλ1 ⊕ Zλ2 ⊕ . . .⊕ Zλr ,
dual to the basis (α∨i )ri=1 of simple coroots, so that
λi(α
∨
j ) = δij (C.9)
C.1.3. The roots. The torus T acts on G via the adjoint action:
Ad : T×G→ G, (t, g) 7→ t−1gt
Infinitesimally, it acts linearly on the Lie algebra
Ad : T −→ Aut(g), Adt(ξ) = d
ds
∣∣∣∣
s=0
t−1exp(sξ)t ∈ g (C.10)
for ξ ∈ g, and finally, this defines an action of h on g:
ad : h→ End(g), adx(ξ) = [ξ,x] ∈ g (C.11)
for x ∈ h, ξ ∈ g.
This action gives us several structures: the root decomposition of
g:
g = h⊕
⊕
α∈R
Ceα (C.12)
where R ⊂ Λ is a set of non-vanishing weights of the adjoint represen-
tation:
adt(eα) = t
αeα
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These weights are called roots, and the lattice Q ⊂ Λ they generate is a
sublattice of Λ, called the root lattice. It has a basis (αi)ri=1 of positive
simple roots :
Q = Zα1 ⊕ Zα2 ⊕ . . .⊕ Zαr (C.13)
which allows us to define the Cartan matrix Cg of g:
Cgij = αi(α
∨
j ) (C.14)
which is non-degenerate. The additional requirement we impose on g
is that it is simply-laced, i.e. by an appropriate choice of integral bases
one can make Cg symmetric:
Cgij = C
g
ji
C.1.4. The center. The quotient
Z = Λ/Q (C.15)
is an abelian group, which is a subgroup both of T and G. In fact,
it is the center of G. Clearly, the center does not act in the adjoint
representation, so that in the Eq. (C.10) it is the quotient T/Z which
acts faithfully. Hence the root lattice
Q ⊂ Λ ⊂ h∗
can be also identified with the lattice of T/Z characters
Q = Hom(T/Z,C×) (C.16)
Finally, the coweight lattice Λ∨ ⊂ h is both the integral dual to Q, and
the lattice of T/Z cocharacters:
Λ∨ = Hom(C×,T/Z) (C.17)
with the basis (λ∨i )ri=1, dual to that of Q:
αi(λ
∨
j ) = δij (C.18)
The expression
wλ
∨
= e
(
log(w)
2pii
λ∨
)
∈ T
does depend on the choice of the branch of the logarithm log(w), how-
ever, the ambiguity is in the multiplicative Z-valued factor, since for
any λ∨ ∈ Q∨:
e(λ∨) ∈ Z ⊂ T
Thus, for any w ∈ C×, wλ∨ is well-defined as an element of T/Z, as is
claimed by (C.17).
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G zg `ξ, ξ = 1, . . . , ag
Ar 1 r + 1
D2s 2 2, 2
D2s+1 1 4
E6 1 3
E7 1 2
E8 0
Table C.1. The number of cyclic factors in Z with their
orders
The center Z, being a finite abelian group, is isomorphic to a prod-
uct of cyclic groups
Z ≈
zg⊗
ξ=1
Z/`ξZ (C.19)
for some zg, which is equal to 0, 1, or 2.
The table (C.1) shows the values of zg’s and `ξ’s for all simple
simply-laced Lie groups.
Let $ξ ∈ T be the generator of the Z/`ξZ factor in Z ⊂ T. In
other words
$kξ 6= 1 for k = 1, 2, . . . , `ξ − 1,
and $
`ξ
ξ = 1 ∈ T .
(C.20)
Of course, the Eq. (C.20) does not characterize $ξ uniquely. Indeed,
for any integer sξ, which is mutually prime with `ξ, i.e. (sξ, `ξ) = 1,
the Z element $˜ξ = $
sξ
ξ also generates Z/`ξZ. We write,
e(λ∨i ) =
zg∏
ξ=1
$
liξ
ξ , i = 1, . . . , r
$ξ =
r∏
j=1
e
(
wξj
`ξ
α∨j
) (C.21)
for some integers liξ, wξj ∈ Z, which are normalized
0 ≤ liξ < `ξ, 0 ≤ wξj < `ξ (C.22)
and
(wξj, `ξ) = 1 .
Note that
λi(λ
∨
j ) = (C
g)−1ij ∈ Q (C.23)
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By combining Eqs. (C.23) with (C.21), we derive:
(Cg)−1ij =
zg∑
ξ=1
liξwξj
`ξ
+ Lgij (C.24)
where Lg is some integral matrix. Note in passing that if we were to
study the group G over the field Fpn where p divides `y then Cgij would
correspond to an affine (or even double affine) root system.
C.1.5. Killing metric. Another structure we gain from the ad-
joint action of T on g is the Killing metric on h,
〈x, x〉 = 1
hg
trg ad
2
x (C.25)
which identifies h with h∗, Q∨ with Q, and Λ∨ with Λ, and the constant
hg is chosen so that
〈λi, αj〉 = δij, 〈αi, αj〉 = Cgij, 〈λi, λj〉 = (Cgij)−1 (C.26)
C.1.6. TheWeyl group. The torus T has some symmetries within
G. Namely, for any t ∈ T there are transformations of the form:
t 7→ g−1tg (C.27)
for some g ∈ G, for which g−1tg ∈ T also. Such transformations
form a group, which is called the normalizer N(T) of T. This group
obviously contains T, since the transformation (C.27) with g ∈ T
doesn’t even move t. It turns out that there are additional nontriv-
ial transformations. These additional transformations form the Weyl
group W (g) = N(T)/T.
For t ∈ T and w ∈ W (g) let us denote by wt the result of the
application of gw representing w in N(T) ⊂ G:
wt = g−1w tgw (C.28)
By taking the limit t→ 1 we get the action of W (g) on h: for ξ ∈ h
ξ 7→ wξ = d
ds
∣∣∣∣
s=0
w (exp sξ) (C.29)
It is clear that W (g) acts on h by the orthogonal transformations pre-
serving the metric (C.25). The action ofW (g) on h∗ (h) preserves both
the (co)root lattice and the (co)weight lattice.
The less trivial result is that the group W (g) is generated by reflec-
tions ri at the simple roots. The corresponding transformations on h
and T are
rix = x− αi(x)α∨i , rit = t
(
t−αi
)α∨i (C.30)
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The W (g)-action on T can be also described in the z-coordinates:
ritz = tz(t
−αi
z )
α∨i = tz˜ ,
where
z˜j = zj, j 6= i
z˜i = zi
r∏
k=1
z
−Cgik
k
(C.31)
C.1.7. Weyl group and the center. Since W (g) acts on T by
similarity transformations in G, the center Z ⊂ T ⊂ G is fixed by
any w ∈ W (g). In particular, ri preserves $ξ for any i and ξ, which is
equivalent to
$αiξ = 1 (C.32)
Substituting into Eq. (C.32) the representation (C.22) and recalling
the definition (C.14) of Cg we get:
1
`ξ
r∑
j=1
wξjC
g
ji = C
g
ξi ∈ Z, ξ = 1, . . . , zg, i = 1, . . . , r . (C.33)
Combining this relation with Eq. (C.24) we obtain:
δij =
zg∑
ξ=1
liξC
g
ξj +
r∑
k=1
LgikCgkj (C.34)
On the other hand, using the Eq. (C.21), and the relations
∑r
j=1 C
g
ijλ
∨
j =
α∨i , and e(α∨i ) = 1 for any i, we derive:
r∏
j=1
zg∏
ξ=1
$
Cgij ljξ
ξ = 1
which implies
1
`ξ
zg∑
j=1
Cgijljξ = c
g
iξ ∈ Z (C.35)
C.1.8. Langlands dual, adjoint, and conformal groups. The
simple Lie group G/Z has a trivial center, but it is not simply-connected.
This group is also denoted by Gad, since it is represented faithfully in
the adjoint representation g. The maximal torus Tad of Gad, is the
quotient T/Z = h/Q. Also, since the lattices of weights and roots of
G and Gad are dual to each other, these groups are Langlands duals,
LG = Gad.
The group Gad is not very convenient to work with. For one thing,
the center Z looks differently for different groups. One defines the
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conformal extension CG of G as the group (see [159–161] for recent
applications in a related context),
CG = (C× G)/Z (C.36)
where
C = (C×)zg (C.37)
where the center Z acts on G in the usual way, and on C via some
character
χ ∈ Hom(Z,C) (C.38)
For example, we can choose
χ($x) = (ζ
δx,y
`y
)
zg
y=1
where ζl is the primitive l’th root of unity:
ζl = e
2pi i
l (C.39)
The elements of the group CG are the classes of pairs [(b; g)], where
b ∈ C is the zg-tuple of non-zero complex numbers, b = (b1, . . . , bzg),
and g ∈ G, under the equivalence (b; g) ∼ ( xb;$xg ), where
xb = (byζ
−δx,y
`x
)
zg
y=1
with the multiplication law
[(b1; g1)] · [(b2; g2)] = [(b1b2; g1g2)]
The maximal torus CT of CG has rank r+zg. The center CZ of CG is
the subgroup of CG which consists of the equivalence classes containing
(b; 1), with b ∈ C. Clearly, CZ ≈ C. In this way, the centers of the
conformal extensions look the same for all groups of equal zg.
The lattice
CQ∨ = Hom(C×, CT) (C.40)
is an extension of Q∨ by the rank zg lattice with the generators β∨ξ ,
ξ = 1, . . . , zg:
CQ∨ =
r⊕
i=1
Zα∨i ⊕
zg⊕
ξ=1
Zβ∨ξ (C.41)
The root subspace decomposition of cg = Lie(CG) = g⊕Czg is easy to
compute. There are r simple roots which we denote by αi. They act
on ch = Lie(CT) as follows:
αi(α
∨
j ) = C
g
ji
αi(β
∨
ξ ) = C
g
ξi
(C.42)
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so that if we define
Kξ = −`ξβ∨ξ +
r∑
j=1
wξjα
∨
j (C.43)
then
αi(Kξ) = 0 (C.44)
for any i, ξ. The meaning of (C.43) is the following. The lattice of
cocharacters of the maximal torus of C ×G is the direct sum of the
lattice Q∨ of coroots of G and the lattice
Hom(C×,C×T) = L⊕Q∨
L = pi1(C) =
zg⊕
η=1
ZKη,
(C.45)
so that a generic element of C×T can be represented by:
t̂b,g =
zg∏
ξ=1
b
Kξ
ξ ×
r∏
i=1
g
α∨i
i (C.46)
(again, in writing (C.46) we assume normalization e(Kξ) = 1 ∈ C.)
The action of Z on C×G translates to the action on b,g:
$ξ : t̂b,g 7→ t̂b,g ζ−Kξ+
∑r
i=1 wξiα
∨
i
`ξ
(C.47)
The quotient CT = (C×T)/Z is coordinatized by
[(b; tz)] = tˇu,z =
zg∏
ξ=1
u
β∨ξ
ξ
r∏
i=1
z
αˇ∨i
i ∈ CT,
uξ = b
−`ξ
ξ , zi = gi
zg∏
ξ=1
b
wξi
ξ
(C.48)
in agreement with (C.40). Simply put, β∨ξ ∈ Hom(C×, CT), `ξβ∨ξ ∈
Hom(C×,C×T), and β∨ξ /∈ Hom(C×,C×T).
Clearly, there are other choices of the Z-invariant coordinates, which
differ by multiplication of zi by any function of uξ’s.
Comparing the Eqs. (C.48) and (C.46) we arrive at (C.43). The
Eq. (C.44) simply reflects the fact that C acts trivially in the adjoint
representation. The lattice CQ generated by αi is isomorphic to the
root lattice Q.
The weight lattice C˜Λ of C × G is the direct sum of the weight
lattice of C and that of G:
C˜Λ = Hom(C×T,C×) = L∨ ⊕ Λ (C.49)
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The weight lattice CΛ of CG is a sublattice of C˜Λ which consists of
the weights which are trivial on the elements of C×T of the form
ζ
−Kξ+
∑r
i=1 wξiα
∨
i
`ξ
for any ξ. In the C˜Λ-basis (µξ;λi), ξ = 1, . . . , zg, i = 1, . . . , r such that
µξ(Kη) = δξ,η, µξ(α
∨
i ) = 0
λi(Kη) = 0, λi(α
∨
j ) = δij
the lattice CΛ is spanned by
µˇξ = −`ξµξ, λˇi = λi +
∑
ξ
wξiµξ . (C.50)
An easy computation gives:
µˇξ(β
∨
η ) = δξη, λˇi(α
∨
j ) = δij
µˇξ(α
∨
i ) = 0, λˇi(β
∨
η ) = 0
(C.51)
Finally, the lattice CΛ∨ of coweights of CG, which is dual to the root
lattice CQ, is generated by the fundamental coweights λˇ∨i , which obey
αi(λˇ
∨
j ) = δij (C.52)
The equations (C.52) define λˇ∨i up to the shifts by the integer multiples
of Kξ. We choose the representative
λˇ∨i =
r∑
j=1
Lgijα∨j +
zg∑
ξ=1
liξβ
∨
ξ (C.53)
Shifting λˇ∨i by dξKξ would change the coefficient liξ 7→ liξ + `ξdξ.
As we see, the coweights λˇ∨i are the integral linear combinations
of the coroots α∨ and β∨, as if CG were the simple simply-connected
group with the trivial center.
C.1.9. The D-homomorphism. By construction of the confor-
mal group, there is a homomorphism
D : CG −→ C/Z ≈ C
D[(b; g)] = (b
`ξ
ξ )
zg
ξ=1
(C.54)
In terms of the weights, the restriction of the homomorphism D onto
CT is given by:
D(tˇu,z) = (tˇ
µˇξ
u,z)
zg
ξ=1 = (uξ)
zg
ξ=1 (C.55)
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C.1.10. Twisted Weyl group action. Now we can define the
twisted action of Weyl groupW (g). It is nothing but the natural action
of W (g) on CT. However, we shall encounter a somewhat redundant
parametrization of CT, by T×T:
gP,Y =
r∏
i=1
P
− λˇ∨i
i Y
αˇ∨i
i (C.56)
which is equal to tˇu,z with
uξ =
∏
j
P
−ljξ
j , zi = Yi
∏
j
P
−Lji
j (C.57)
Using (C.42) we compute the Weyl group W (g) action on CT: under
the reflection ri the group element gP,Y maps to rigP,Y = gP,Y˜, where
Y˜j = Yj, j 6= i
Y˜i = PiYi
∏
j
Y
−Cgij
j
(C.58)
The homomorphism D is W (g)-invariant:
D(gP,Y) = D(gP,Y˜) = (
r∏
j=1
P
−ljξ
j )
zg
ξ=1
C.2. Affine Lie algebras
The affine Lie algebras ĝ show up in the solution of the theories
of the class II. In preparing this section we consulted with [162], [84].
Given a simple Lie group G with its Lie algebra g one defines the
loop group LG and the loop algebra Lg of (suitably defined, analytic,
formal, polynomial) maps of the neighborhood of a circle in C× into G
and g, respectively:
LG = Maps(C×,G), Lg = Maps(C×, g), (C.59)
with the point-wise product and Lie brackets, respectively. Then one
defines the central extension L˜g = Lg⊕ CK by
[f1(t)⊕ a1K, f2(t)⊕ a2K] = [f1(t), f2(t)]⊕
∮
S1
〈df1(t), f2(t)〉K
and the additional (non-central) extension ĝ of L˜g by C, which acts on
Lg by the infinitesimal rotation of C× in (C.59). The elements of ĝ can
be represented as the g-valued first order differential operators on S1
plus a constant:
τd+ f(t)⊕ aK ∈ ĝ, τ, a ∈ C, f(t) ∈ g
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with the commutation relations:
[τ1d+ f1(t)⊕ a1K, τ2d+ f2(t)⊕ a2K] =
0 · d+ t (τ1f ′2(t)− τ2f ′1(t)) + [f1(t), f2(t)] ⊕
∮
S1
〈f1(t), df2(t)〉K
(C.60)
Analogously, one defines the central extension L˜G which is a non-
trivial C×-bundle over LG (this is analogous to the construction of the
conformal group CG in the previous section), and then the extension
Ĝ of L˜G by C× which acts by rotation of C× in (C.59).
The algebra ĝ can also be defined by the general construction of the
generalized Kac-Moody algebras associated with the Cartan matrix
C ĝij. The affine Cartan matrix has exactly one eigenvector with the
eigenvalue zero:
r∑
j=0
C ĝijaj = 0 (C.61)
The Cartan subalgebra ĥ of the corresponding affine Lie algebra ĝ with
the underlying finite dimensional simply-laced Lie algebra g of rank
r is the complex vector space of dimension r + 2. The dual space ĥ∗
contains the root lattice Q̂ ⊂ ĥ∗, which is generated by the simple roots
α̂i, i = 0, . . . , r, of which the simple roots α̂i with i > 0 generate the
root lattice of g. Likewise, the Cartan subalgebra ĥ contains the coroot
lattice Q̂∨ ⊂ ĥ, generated by the simple coroots α∨i , which obey:
α̂i(α̂
∨
j ) = C
ĝ
ij (C.62)
The following linear combination of the simple roots:
δ =
r−1∑
i=0
aiα̂i ∈ ĥ∗ (C.63)
is called the imaginary root. It annihilates the simple coroots, cf.
(C.61):
δ(α̂∨i ) = 0 , i = 0, . . . , r − 1
The analogous linear combination of coroots
K =
r−1∑
i=0
aiα̂
∨
i ∈ ĥ (C.64)
obeys
α̂i(K) = 0 , i = 0, . . . , r (C.65)
C.2. AFFINE LIE ALGEBRAS 145
and generates the center of the affine Kac-Moody algebra since (C.65)
implies it commutes with everything in ĝ. Then
Q̂∨C = h⊕ CK , Q̂C = h∗ ⊕ Cδ (C.66)
where h and h∗ are the Cartan subalgebra and its dual space of the cor-
responding finite dimensional simply-laced Lie algebra g, respectively.
In order to generate ĥ and ĥ∗ as the vector spaces over C we need to
add one more generator in addition to the simple roots and the simple
coroots, respectively:
ĥ∗ = Q̂C ⊕ Cλ0 , ĥ = Q̂∨C ⊕ Cδ∨ (C.67)
which obey:
λ̂0(α̂
∨
i ) = α̂i(δ
∨) = δi0 (C.68)
The generator δ∨ is equal to the generator of the infinitesimal loop
rotation d we used in (C.60).
The weight lattice Λ̂ of ĝ is generated by the fundamental weights
λi ∈ ĥ∗, i = 0, 1, . . . , r:
Λ̂ = Λ⊕ Zλ0 ⊂ ĥ∗ (C.69)
which obey the following basic relations:
λ̂i(α̂
∨
j ) = δij, λ̂i(δ
∨) = 0, δ(δ∨) = a0 = 1 (C.70)
The fundamental coweights λ̂∨i ∈ ĥ obey:
α̂j(λ̂
∨
i ) = δij,
and form the coweight lattice
Λ̂∨ =
r⊕
i=0
Zλ∨i ⊂ h
The level of a weight λ̂ ∈ Λ̂ is defined as k = λ̂(K) so that the level of
the i’th fundamental weight is equal to
λ̂i(K) = ai = δ(λ̂
∨
i ) . (C.71)
Note that Q̂∨C is the Cartan subalgebra of the central extension L̂g of
the loop algebra Lg. Adding δ∨ makes up the Cartan of the affine Kac-
Moody algebra of g, which is an extension of L̂g by the operator of the
infinitesimal loop rotation, the zero mode of the Virasoro generator. In
physics literature the more common notation for δ∨ is L0.
Also we notice that
λi(λ
∨
j ) = (C
g)−1ij , i, j = 1, . . . , r (C.72)
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hence
λ̂i(λ̂
∨
j ) =
(
0 0
0 (Cg)−1
)
ij
. (C.73)
A useful relation obtained from identity operator |Λi〉〈α∨i |+|δ〉〈δ∨| is
r∑
i=0
λ̂i(λ̂
∨
j )α̂k(α̂
∨
i ) = α̂k(λ̂
∨
j )− δ(λ̂∨j )αk(δ∨) = δjk − ajδk0 (C.74)
Let λ ∈ h∗ for λ̂ ∈ ĥ∗ denote the image of the projection ĥ∗ → h∗,
i.e. forgetting components spanned by δ and λ̂0. Then
λ̂∨i = aiδ
∨ + λ∨i
λ̂j = ajλ̂0 + λj
(C.75)
C.3. ADE Cartan matrices, roots and weights
Our ADE conventions are summarized in the table A.
C.3.1. Ar series. The Cartan matrix CÂrij with i, j = 0, . . . , r
CÂr =

2 −1 0 . . . . . . −1
−1 2 −1 . . . . . . 0
0 −1 2 −1 . . . 0
. . . . . . . . . . . . . . . . . .
0 0 . . . . . . 2 −1
−1 0 . . . . . . −1 2
 (C.76)
The affine simple roots are
α̂0 = δ − θ, α̂1 = e1 − e2, α̂2 = e2 − e3, . . . , α̂r = er − er+1
where θ = e1 − er+1 is the highest root. The Dynkin marks are ai =
1, i = 0, . . . , r. The fundamental weights are
λ̂0,
λ̂1 = λ̂0 + e1 − 1
r
e
λ̂2 = λ̂0 + e1 + e2 − 2
r
e
. . .
λ̂r = λ̂0 + e1 + e2 + · · ·+ er − r
r + 1
e
(C.77)
where
e = e1 + · · ·+ er
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The inverse Cartan matrix of the block i, j = 1 . . . r, i.e. the inverse
Cartan matrix (CAr)−1 of g = Ar is
λi(λ
∨
j ) = (C
Ar)−1ij = max(i, j)−
ij
r + 1
, i, j = 1, . . . , r (C.78)
C.3.2. Dr series. In the standard basis {ei | i = 1, . . . , r} the sim-
ple roots of Dr are
αi = ei − ei+1, i = 1, . . . , r − 1
αr = er−1 + er
(C.79)
and the fundamental weights are
λi = e1 + e2 + · · ·+ ei, i = 1 . . . r − 2
λr−1 =
1
2
(e1 + e2 + · · ·+ er−1 − er)
λr =
1
2
(e1 + e2 + · · ·+ er−1 + er)
(C.80)
The highest root is θ =
∑r
i=1 αiai = e1 + e2.
In the basis (ei) the root (coroot) lattice of Dr is given by
Q = Q∨ = {n ∈ Zr||n|∈ 2Z} (C.81)
The weight (coweight) lattice of Dr is
⊕ri=1 Zλi =
⋃
ε=0, 1
2
(Z+ ε)r . (C.82)
The inverse Cartan matrix is
(CDr)−1 =
‖λi(λ∨j )‖ri,j=
1 1 1 1 · · · 1 1
2
1
2
1 2 2 2 · · · 2 2
2
2
2
1 2 3 3 · · · 3 3
2
3
2
1 2 3 4 · · · 4 4
2
4
2· · · · · · · · · · · · · · · · · · · · · · · ·
1 2 3 4 · · · r − 2 r−2
2
r−2
2
1
2
2
2
3
2
4
2
· · · r−2
2
r
4
r−2
4
1
2
2
2
3
2
4
2
· · · r−2
2
r−2
4
r
4

(C.83)
The basis of the affine Cartan dual is {λ0, δ, e1, . . . , er}. The simple
roots are α̂0 = δ − θ and the roots αi of Dr. The fundamental weights
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are
λ̂0,
λ̂i = aiλ̂0 + λi, i = 1, . . . , r
(C.84)
where λi denote the fundamental weights of Dr, and ai are the Dynkin
labels:
(a0, . . . , ar) = (1, 1, 2, . . . , 2, 1, 1) (C.85)
C.3.3. E6. The Cartan matrix of E6 is
CE6 =

2 0 −1 0 0 0
0 2 0 −1 0 0
−1 0 2 −1 0 0
0 −1 −1 2 −1 0
0 0 0 −1 2 −1
0 0 0 0 −1 2
 (C.86)
and the inverse is
(CE6)−1 =

4
3
1 5
3
2 4
3
2
3
1 2 2 3 2 1
5
3
2 10
3
4 8
3
4
3
2 3 4 6 4 2
4
3
2 8
3
4 10
3
5
3
2
3
1 4
3
2 5
3
4
3
 (C.87)
In the affine Cartan matrix the affine node “0” of Ê6 connects to the
node “2” of E6. The Dynkin marks
(a0, . . . , a6) = (1, 1, 2, 2, 3, 2, 1). (C.88)
C.3.4. E7. The Cartan matrix of E7 is
CE7 =

2 0 −1 0 0 0 0
0 2 0 −1 0 0 0
−1 0 2 −1 0 0 0
0 −1 −1 2 −1 0 0
0 0 0 −1 2 −1 0
0 0 0 0 −1 2 −1
0 0 0 0 0 −1 2

(C.89)
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and the inverse is
(CE7)−1 =

2 2 3 4 3 2 1
2 7
2
4 6 9
2
3 3
2
3 4 6 8 6 4 2
4 6 8 12 9 6 3
3 9
2
6 9 15
2
5 5
2
2 3 4 6 5 4 2
1 3
2
2 3 5
2
2 3
2

(C.90)
In the affine Cartan matrix the affine node “0” of Ê7 connects to the
node “1” of E7. The Dynkin marks
(a0, . . . , a7) = (1, 2, 2, 3, 4, 3, 2, 1). (C.91)
C.3.5. E8. The Cartan matrix of E8 is
CE8 =

2 0 −1 0 0 0 0 0
0 2 0 −1 0 0 0 0
−1 0 2 −1 0 0 0 0
0 −1 −1 2 −1 0 0 0
0 0 0 −1 2 −1 0 0
0 0 0 0 −1 2 −1 0
0 0 0 0 0 −1 2 −1
0 0 0 0 0 0 −1 2

(C.92)
and the inverse is
(CE8)−1 =

4 5 7 10 8 6 4 2
5 8 10 15 12 9 6 3
7 10 14 20 16 12 8 4
10 15 20 30 24 18 12 6
8 12 16 24 20 15 10 5
6 9 12 18 15 12 8 4
4 6 8 12 10 8 6 3
2 3 4 6 5 4 3 2

(C.93)
In the affine Cartan matrix the node “0” of Ê8 connects to the node “8”
of E8. The Dynkin marks
(a0, . . . , a8) = (1, 3, 2, 4, 6, 5, 4, 3, 2). (C.94)
C.4. Affine Weyl group
For the Class II theories the relevant reflection group turns out to
be the affine Weyl group W (ĝ). As a group, it is a semi-direct product
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of the finite Weyl group W (g) and the root lattice Q of g (recall that
for g the root and the coroot lattices are identified):
W (ĝ) = W (g)nQ (C.95)
We can view W (ĝ) as the group acting in ĥ, preserving the non-
degenerate scalar product: (·, ·) which extends the Killing form on
h by the pairing between K and δ∨, as follows. For
x = τδ∨ + σK + ξ, τ, σ ∈ C, ξ ∈ h (C.96)
(x, x) = 〈ξ, ξ〉+ 2τσ (C.97)
The group W (ĝ) is generated by simple reflections ri, i = 0, 1, . . . , r.
The action of ri on ĥ is given by:
ri : x 7→ x− αi(x)α∨i , i = 0, . . . , r (C.98)
for x ∈ ĥ. Similarly, the action of ri on ĥ∗ is given by
ri : p 7→ p− p(α∨i )αi , i = 0, . . . , r (C.99)
Note that K is invariant under the reflections (C.98), while δ is invari-
ant under the reflections (C.99), cf. (C.63).
On the hyperplane
Hτ = {x | δ(x) = τ } ⊂ ĥ (C.100)
the group W (ĝ) acts by orthogonal transformations, generated by the
ordinary reflections, and by translations. In the decomposition (C.96)
we have:
r0(τδ
∨ + σK + ξ) = τδ∨ + σK + ξ − (τ − θ(ξ))(K − θ∨) (C.101)
where we introduced the highest root θ ∈ h∗, and the highest coroot
θ∨ ∈ h:
nθ = δ − α0 =
r∑
i=1
aiαi, θ
∨ = K − α∨0 =
r∑
i=1
aiα
∨
i (C.102)
which obey: θ(θ∨) = 〈θ∨, θ∨〉 = 2, and also θ(ξ) = 〈ξ, θ∨〉 for any ξ ∈ h.
Now, to make the translational part of the W (ĝ) action explicit, let
us perform an additional reflection at θ:
rθr0(x) = r0(x)− θ(ξ − (τ − θ(ξ))(−θ∨))θ∨ =
τδ∨ + (σ − τ + θ(ξ))K + ξ − τθ∨ (C.103)
Finally, the general element ofW (ĝ) can be represented as a pair (w, β),
where w ∈ W (g) and β ∈ Q, with the composition rule:
(w1, β1) · (w2, β2) = (w1 · w2, β1 + βw12 )
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The element ŵ = (w, β) acts on x ∈ Hτ as follows:
(τδ∨ + σK + ξ)ŵ =
τδ∨ +
(
σ − 〈ξw, β〉 − τ
2
〈β, β〉
)
K + (ξw + τβ)
(C.104)
The dual picture is the action of W (ĝ) on the fixed level hyperplane
H∗k = { p | p(K) = k} ⊂ ĥ∗. Write
p = kλ0 + µδ + η, η ∈ h∗, k, µ ∈ C (C.105)
then
p(x) = kσ + τµ+ η(ξ)
Then the affine Weyl transformation wβ generated by β ∈ Q acts on p
as follows:
wβ(p) = p+
(
−〈η, β〉+ k
2
〈β, β〉
)
δ + kβ (C.106)
We need the affine Weyl lattice action (C.106) to construct lattice
theta-functions in section C.8.
C.5. Conjugacy classes and moduli of bundles
In this section we recall the relation of the moduli space of holo-
morphic G-bundles on elliptic curve and the space of conjugacy classes
in ĝ, see e.g [163].
Let Hτ be the hyperplane (C.100) and let Bτ be the quotient
Hτ/CK, i.e. we forget about the σK part in the expansion
x = τδ∨ + σK +
r∑
i=1
ξiα
∨
i (C.107)
We can identify the quotient with the Cartan subalgebra h of the finite-
dimensional Lie algebra g, Bτ ≈ h. In this way we arrive at the τ -
dependent action of W (ĝ) on h:
ξ 7→ ξŵ = ξw + τβ (C.108)
Note that this action does not preserve the coroot lattice Q∨ ⊂ h.
However, it preserves the “doubled” coroot lattice Q∨ + τQ∨ ⊂ h.
Recall that Bernstein-Schwarzman group Wτ (ĝ) [164] is the semi-
direct product of W (g) and the lattice Q∨ + τQ∨ ⊂ h. The quotient
h/Wτ (ĝ) (C.109)
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is identified with the coarse moduli space BunG(E) of holomorphic
principal semi-stable G-bundles on the elliptic curve E = C/(Z + τZ)
[165, 166]. Let us denote by z the additive coordinate on E:
z ∼ z +m+ nτ, m, n ∈ Z
We can perform the quotient (C.109) in two steps: first, divide by Q∨,
and then, divide by the action of W (ĝ). The first step is accomplished
by the exponential map from h to h/Q∨ ≈ T. In the second step we
divide by the lattice τQ∨, giving us E⊗Q∨ (as an abelian group), and
finally we divide by the Weyl group W (g):
T/W (ĝ) = (T/τQ∨)/W (g) = (E⊗Q∨)/W (g) (C.110)
It is instructive to recall “Dolbeault” realization of the moduli space
of bundles, since it will be useful in our further analysis. A holomor-
phic structure in the G-bundle is a (0, 1)-connection ∇¯z¯ = ∂z¯ +Az¯ on a
principal smooth G-bundle P , which is topologically trivial since we as-
sume G simply connected, and therefore Az¯ is a g-valued (0, 1)-form on
E. The gauge equivalent connections ∇z¯ correspond to the isomorphic
bundles:
Az¯ 7→ g−1Az¯g + g−1∂z¯g, g ∈ C∞(E, G) (C.111)
Recall that the holomorphic structure on P is determined by the con-
dition that the local holomorphic sections of P are annihilated by ∇z¯,
e.g. in an open neighborhood Uα ⊂ E, the holomorphic sections sα
obey:
∇z¯sα = 0 ⇔ Az¯|Uα= −(∂z¯sα)s−1α (C.112)
One can find a gauge for Az¯, where it is a given by a constant h-valued
(0, 1)-form:
∇z¯ = ∂z¯ + 2pii
τ − τ¯ ξ , (C.113)
which still leaves a room for the residual gauge transformations, which
preserve the fact that ξ ∈ h and ∂zξ = ∂z¯ξ = 0. There are two kinds
of transformations (the general such transformation is a composition
of these two):
ξ 7→ ξw = g−1w ξgw, gw ∈ N(T)/T = W (g) (C.114)
and
ξ 7→ ξ + τ − τ¯
2pii
∂z¯logg = ξ − β1 − τβ2 (C.115)
where
g(z, z¯) = exp 2pii
(
z − z¯
τ − τ¯ β1 +
zτ¯ − z¯τ
τ − τ¯ β2
)
(C.116)
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with β1, β2 ∈ Q∨, cf. (C.3). Thus the space of all the (0, 1)-connections
∇z¯ modulo the smooth gauge transformations is isomorphic to the
quotient (E⊗Q)/W (g), as we claimed.
E.Loojienga’s theorem [116] identifies the moduli space of G-bundles
on E with the weighted projective space:
BunG(E) ≈WPa0,a1,...,ar (C.117)
There are several mathematical interpretations of this theorem [87–91].
We shall give yet another, more physical explanation of this result,
using ĝ representation theory. This realization of (C.117) is closer
related to our problem.
C.6. Infinite matrices and their Weyl group
We shall also encounter the group ĜL∞. It is the group whose
Lie algebra is the central extension of the Lie algebra gl(∞) of infinite
matrices which have only a finite number of non-vanishing elements
away from the main diagonal:
A =
∑
i,j∈Z
aijEij , aij = 0, for |i− j| 0
where Eij is the matrix with all the entries vanishing except for the
(i, j) entry. The central extension is given by the cocycle:
[A⊕ αK,B ⊕ βK] = [A,B]⊕ γ(A,B)K, γ(A,B) = trA[J,B]
(C.118)
where
J =
1
2
∑
i∈Z
sign
(
i− 1
2
)
Eii.
The Cartan subalgebra ĥ∞ ⊂ ĝl(∞) consists of the diagonal matrices
plus the span of the central generator:
ĥ∞ =
⊕
i∈Z
CEii ⊕ CK (C.119)
The Weyl group W (ĝl(∞)) is the group of finite permutations of the
eigenvalues of the infinite diagonal matrix.
C.7. The representation theory
Let us start over with the finite dimensional simple Lie group G.
Recall that the weight µ ∈ Λ is dominant, µ ∈ Λ+ iff µ(α∨i ) ≥ 0 for all
i = 1, . . . , r.
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Recall that to every dominant weight µ ∈ Λ+ an irreducible highest
weight finite dimensional representation Vµ of the group G is associ-
ated. In particular, the fundamental representations Ri = Vλi of the
group G correspond to the fundamental weights λi. Moreover, the
Grothendieck ring Rep(G) of finite dimensional representations of G
is generated by Ri.
Example. For the Ar series, the group G = SL(r + 1,C), the
fundamental representations Ri =
∧iCr+1, i = 1, . . . , r, are the exterior
powers of the defining r + 1-dimensional representation. The center
Z = Zr+1, the adjoint group Gad = PGL(r+1,C) = SL(r+1,C)/Zr+1.
Example. For the Dr series, the group G = Spin(2r,C), the fun-
damental representations Ri =
∧iC2r, i = 1, . . . , r − 2, i.e. antisym-
metric tensors of the corresponding rank, while Rr−1 = S−, Rr = S+
are the chiral spinors. The center Z = Z4 for r odd, and Z = Z2 × Z2
for r even.
C.7.1. Weights of the representation. The representations of
G produce theW (g)-invariant functions on T. To every finite-dimensional
representation V of G, piV : G → End(V ), one assigns a function on
T, the character
χV (t) = trV piV (t), t ∈ T ⊂ G (C.120)
which is the trace of the element of T viewed as the element of G in the
representation V . By definition of the Weyl group W (g) = N(T)/T
it acts on T by conjugation in G, therefore the character χV is W (g)-
invariant. The representation V , viewed as a representation of T ⊂ G,
splits as a direct sum of one dimensional representations Lλ, i.e. the
sum of weight subspaces Lλ for some λ ∈ ΛV ⊂ Hom(T,C×) = Λ.
Here ΛV is the (finite, for finite dimensional V ) set of weights of the
representation V . The character χV (t) can be written as:
χV (t) =
∑
λ∈ΛV
χV,λt
λ (C.121)
where χV,λ ∈ Z+ is the multiplicity of the given weight λ in the decom-
position of V :
V =
⊕
λ∈ΛV
CχV,λ ⊗ Lλ
and tλ ∈ C× is the value of λ ∈ Hom(T,C×) on t ∈ T . For the highest
weight representations Vµ with the highest weight µ the set ΛV contains
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µ, with multiplicity χV,µ = 1, while all the other elements λ of ΛV obey
µ− λ =
r∑
i=1
niαi, ni ≥ 0,
∑
i
ni > 0 (C.122)
The Weyl group W (g) action on t ∈ T can be traded for the W (g)-
action on the set of weights ΛV :
(tw)λ = tλ
w
In other words, the set ΛV ⊂ Λ is W (g) invariant, including the multi-
plicities
χV,λ = χV,λw , for any w ∈ W (g) (C.123)
The ring of W (g)-invariant rational functions on T is generated, as a
vector space, by the characters of all the irreducible representations
of G, and polynomially by the characters χi = χRi of r fundamental
representations of G [Chevalley]:
C[G]Ad(G) = C[T]W (g) ≡ C[z1, . . . , zr, z−11 , . . . , z−1r ]W (g) = C[χ1, . . . , χr]
(C.124)
C.7.2. The action of the center. Any element z of the center
Z of G acts in the irreducible representation (V, piV ) of G by multipli-
cation by a scalar character:
piV (z) = µV (z) · 1V , µV ∈ Hom(Z,C×) ≈ Λ/Q . (C.125)
For the highest weight module V = Vλ this character is easy to com-
pute:
µVλ($y) = $
λ
y (C.126)
In particular, the character mi ≡ µRi corresponds to the image of the
fundamental weight λi in the coset Λ/Q:
mi($y) = ζ
wyi
y (C.127)
C.7.3. Representation theory of affine Kac-Moody alge-
bras. The affine Kac-Moody algebra ĝ has the positive energy highest
weight irreducible representations R̂i, i = 0, 1, . . . , r, which are inte-
grable, i.e. lift to the representations of the corresponding Kac-Moody
group L˜G. The highest weight of R̂i is λ̂i. The representations R̂i are
infinite dimensional of finite type: the dimensions of the eigenspaces of
δ∨ are finite, so that the character
X̂i(t̂) = trR̂i piR̂i
(
t̂
)
=
=
∑
ν̂
χ̂R̂i,λ̂i−ν̂ t̂
λ̂i−ν̂ (C.128)
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makes sense as a function in the domain |q|< 1, where
q = t̂−δ ∈ C× (C.129)
C.7.4. On E.Loojienga’s theorem. In view of what we explained
above, this theorem has the following interpretation. The fundamental
characters χ̂i of L˜G, with i = 0, 1, . . . , r are the W (ĝ)-invariant func-
tions on the maximal torus T˜ of L˜G. The T˜ is a trivial fibre bundle
over C×δ∨
T˜ = C×δ∨ × T̂ (C.130)
with the fiber over the point q = e2piiτ ∈ C×δ∨ being the r+1-dimensional
torus
T̂ = C×K ×T = Hτ/Q̂∨, (C.131)
where C×K is the center of L˜G. Note that the central extension of
LG is topologically nontrivial. However, its restriction on any torus of
LG (which we can identify with the space of constant loops valued in
T ⊂ G) is topologically trivial, hence (C.131). Now, since K generates
the center of L˜G, the cK-dependence of X̂i is a simple factor:
X̂i(cK t̂) = caiX̂i(t̂)
On the other hand, as we explained above, forgetting the C×K-factor in
the quotient
B˜τ = (Hτ/Q̂
∨)/W (ĝ) = T̂/W (ĝ) (C.132)
leads to the quotient Bτ/W (ĝ) = BunG(E). In other words, the space
B˜τ is the total space of a C×K-bundle over BunG(E). The ring of holo-
morphic functions on B˜τ is identified with the ring of polynomials in
the fundamental characters χ̂i:
C[B˜τ ] = C[χ̂0, χ̂1, . . . , χ̂r] (C.133)
Dividing (or, better to say, grading) by C×K makes BunG(E) out of B˜τ
on the left hand side, and the space of holomorphic sections of the
bundles O(k) over the weighted projective space WPa0,a1,a2,...,ar on the
right hand side.
C.8. Affine Weyl group, characters and theta-functions
The affine Weyl group of affine Lie algebra ĝ is the semi-direct prod-
uct W (ĝ) = W (g)nQ∨. For each weight λ̂ ∈ ĥ∨ the affine transforma-
tion wα by α ∈ Q∨ is a parabolic transformation which linearly shifts
the h component of λ̂ by α and quadratically adjusts the δ-component
of λ̂ keeping the norm (λ̂, λ̂) invariant. Concretely, if λ̂ is of level k
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we represent it as λ̂ = kλ0 + λ with λ ∈ h∨, and then we have (cf.
Eq.(C.106))
wα(λ̂) = λ̂+ kα− δ2k ((kα + λ̂)2 − λ̂2) (C.134)
For each weight λ̂ we introduce theta-function Θλ̂
Θλ̂ = e
−λ2
2k
δ
∑
α∈Q∨
ewα(λ) (C.135)
equivalently
Θλ̂ = e
kΛ0
∑
γ∈λ+kQ∨
eγ−
δγ2
2k (C.136)
where formally omitted the arguments in the exponentiated Cartan
of ĝ, i.e. T˜ . The theta function Θλ̂ can be evaluated on an element
g = (c, t, q).
Θλ(c, t, q) = c
k
∑
γ∈λ̂+kQ∨
tγq
γ2
2k (C.137)
Sometimes it is convenient not to include the prefactor in the definition
of the theta-function (C.135) and for all fundamental weights we set
ci(c, t, q) := q
−λ2
2k Θλ̂i(c, t, q) (C.138)
From (C.136) it is clear that Θλ̂ depends only on the affine Weyl con-
jugacy class of λ̂.
The ring of affine Weyl group invariants is generated by the theta-
functions Θλ̂0 , . . . ,Θλ̂r for the fundamental weights λ̂0, . . . , λ̂r
Another important function is the Weyl skewsymmetric function
R(t) =
∏
α∈∆+
(1− t−α) =
∑
w∈W
(−1)wtw(ρ)−ρ (C.139)
where ρ is the Weyl covector defined by ρ(αi) = 1 for all i = 0, . . . , r.
The equality of the two representations above for Weyl denominator for
affine algebras leads to the famous Macdonald identity. By definition
R(h) is Weyl skewsymmetric.
C.9. Characters
For the weight λ̂ ∈ Λ̂ let us denote by R̂λ̂ the irreducible ĝ-module
with the highest weight λ̂. Let χR̂(t) be the character evaluated on an
element t of T˜ (C.130).
χR̂(t) =
∑
λ∈h∗
tλmultR̂λ (C.140)
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The Weyl character formula literally holds for the affine Kac-Moody
algebras
χR̂(t) =
∑
w∈W (w) t
w(Λ+ρ)−ρ∏
α∈∆+(1− t−α)
(C.141)
where ∆+ is the set of positive roots in g, (w) = ±1 is the parity of
Weyl transformation w ∈ W .
If ĝ is simply laced affine ADE algebra and R̂ is an irreducible g-
module of level 1, then the character can be also computed in terms of
theta-functions [84]
χR̂(t) = φ(q)
−r ∑
α∈Q∨
twα(λ̂) (C.142)
More generally
chR̂(t) =
∑
λ∈Pk mod kQ∨
cΛλΘλ(t) (C.143)
where the string function cΛλ (q) depends only on q = t−δ and counts
multiplicities of weights on the vertical rays λ̂ + Zδ in the g-module
L(Λ)
cΛλ (q) = q
−λ2
2k
∑
n∈Z
qnmultR̂(λ− nδ) (C.144)
The formula (C.143) follows from the invariance of the multiplicities
under affine Weyl group, with non-trivial information now contained in
the finite set of the functions cΛλ . If λ is of level k = 1 and ĝ is simply
laced affine ADE then there is only one non-zero inequivalent string
function
cΛλ (q) = q
−λ2
2 φ(q)−r (C.145)
reproducing formula (C.142).
In what follows we use the notations:
n = (n1, . . . , nr) ∈ Zr, n˜ = (n˜1, . . . , n˜r) ∈ (Z+ 1
2
)r,
|n|=
r∑
i=1
ni, |n˜|=
r∑
i=1
n˜i
n2 =
r∑
i=1
n2i , n˜
2 =
r∑
i=1
n˜2i
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C.9.1. Âr theta-functions. If we specialize (C.135) to fundamen-
tal weight λ̂j we get
q−
j
2q
j2
2(r+1) Θλ̂j =
∑
α∈Q∨
ewα(λ̂j) (C.146)
For each fundamental weight λ̂j, j = 0, . . . , r we define the theta-
function Θj ≡ ΘΛj . We use the basis of multiplicative coordinates on
exp(ĥ) 3 g as follows: c = gλ̂0 , q = g−δ, t = (t1, . . . , tr+1) subject to∏r+1
i=1 ti = 1 in our conventions for the basis in the root and weight
spaces of Âr. We find
Θj(g) = c q
− j2
2(r+1)
∑
n∈Λj
tnq
1
2
n2 (C.147)
where
Λj = {n ∈ Zr+1||n|= j} (C.148)
Consequently, from (C.142)(C.135) the character of the j-th fundamen-
tal representation for Âr is
χj(c; t; q) = φ(q)
−rq
−j
2
+ j
2
2(r+1) Θj(c; t; q) (C.149)
C.9.2. D̂r theta-functions. Let t ∈ T˜, 1 = (1, 1, . . . , 1, 1) = 2λr,
ti = t
ei , q = t−δ, c = tλ0 . The level 1 theta-functions are associated to
the fundamental weights λ0, λ1, λr−1, λr. According to our definition
(C.136) we get
Θ0(c; t; q) = c
∑
n,|n|∈2Z
tnq
1
2
n2
Θ1(c; t; q) = c
∑
n,|n|−1∈2Z
tnq
1
2
n2
Θr−1(c; t; q) = c
∑
n˜,|n˜|− r
2
+1∈2Z
tn˜q
1
2
n˜2
Θr(c; t; q) = c
∑
n˜,|n˜|− r
2
∈2Z
tn˜q
1
2
n˜2
(C.150)
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We can express D̂r theta-functions of level 1 in terms of Jacobi theta-
functions as follows
Θ0(c; t; q) =
c
2
(
r∏
i=1
θ3(ti; q) +
r∏
i=1
θ4(ti; q)
)
Θ1(c; t; q) =
c
2
(
r∏
i=1
θ3(ti; q)−
r∏
i=1
θ4(ti; q)
)
Θr(c; t; q) =
c
2
(
r∏
i=1
θ2(ti; q) + i
−r
r∏
i=1
θ1(ti; q)
)
Θr−1(c; t; q) =
c
2
(
r∏
i=1
θ2(ti; q)− i−r
r∏
i=1
θ1(ti; q)
)
(C.151)
To construct Dr affine Weyl invariant functions at level 2 we use
the embedding so(2r) ⊂ sl(2r), i.e. Dr ⊂ A2r−1 in which the maximal
tori are mapped as
TSO(2r) → TSL(2r)
(t1, . . . , tr) 7→ (t1, . . . , tr, t−1r , . . . , t−11 )
(C.152)
It is easy to check that D̂r affine Weyl group action on ĥDr at level
2 is a subgroup of Â2r−1 affine Weyl group action on ĥA2r−1 at level
1. Therefore, using (C.152) we can construct D̂r affine Weyl invariant
functions at level 2 using Â2r−1 theta-functions at level 1. From (C.147)
and (C.152) we get
Ξi(c; t; q) = c
2q−
i2
4r
∑
n,m∈Zr,|m|=i
t2n−mqn·(n−m)+
1
2
m2 (C.153)
with
Ξi = Ξ−i = Ξ2r+i (C.154)
The theta-functions Ξi for i = 2 . . . r− 2 compute the characters of the
level 2 fundamental D̂r modules R̂i with the highest weight λ̂i = 2λ0+λ¯i
and the character is
χR̂i(c; t; q) = c
2 1
φ(q)2r−1
q−
i
2q
i2
4rΞi(Y0; t; q) (C.155)
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There are relations obtained immediately from the definitions (C.150)(C.151)(D.6)
(Θ0 + Θ1)
2 = c2
r∏
i=1
θ3(ti; q)
2 = c2
∑
j∈Z
q
j2
4rΞj(t; q)
(Θ0 −Θ1)2 = c2
r∏
i=1
θ4(ti; q)
2 = c2
∑
j∈Z
q
j2
4r (−1)jΞj(t; q)
(−1)r(Θr −Θr−1)2 = c2
r∏
i=1
θ1(ti; q)
2 = c2
∑
j∈Z
q
j2
4r (−1)j−rΞj−r(t; q)
(Θr + Θr−1)2 = c2
r∏
i=1
θ2(ti; q)
2 = c2
∑
j∈Z
q
j2
4rΞj−r(t; q)
(C.156)
Notice
c−2φ(q)2r(χr + χr−1)2 = q−
r
4 (Θr + Θr−1)2 =
∑
j∈Z
q
j2
4r
+ j
2 Ξj(t; q) =
= c−2φ(q)2r−1
∑
s∈Z
2r−1∑
j′=0
qrs(s+1)+(s+1)j
′
χj′ (C.157)
is similar the relation
S ⊗ S =
⊕
i∈0...2r
∧i
V. (C.158)
where S = S+⊕S− is the spin representation of Dr. As the fundamen-
tal invariants of D̂r we will take the set of theta-functions associated
to the irreducible representations with the fundamental highest weight.
For i = 2, . . . , r−2 we define the invariants of level 2 and for s = 1, . . . , 4
we define invariants of level 1 as follows
(2X˜
D̂
i ) := Ξi, i = 2, . . . , r − 2
(1X˜
D̂
s ) :=

Θ0 + Θ1, s = 0
Θ0 −Θ1, s = 1
ir(Θr −Θr−1), s = r − 1
Θr + Θr−1, s = r
(C.159)
The linear relations (C.156) allow to express Ξ0,Ξ1,Ξr−1,Ξr as linear
combinations of 2X˜D̂2 , . . . , 2X˜D̂r−2 and (1X˜D̂1 )2, . . . , (1X˜D̂4 )2.
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C.9.3. Infinite matrices. The fundamental representationsRi =
of ĜL∞ are labeled by a single integer i ∈ Z. They are highest weight
λ˜i representations, also infinite-dimensional of the finite type. Let us
compute their characters (we shall remind the fermion construction of
these representations in the next section). Let t = (ti)i∈Z be the generic
infinite diagonal matrix, with entries behaving as qi for large i, for
some |q|< 1. In other words t is close (in the topology of Hilbert space
operators) to the evolution operator qL0 (with L0 being the energy
operator), and let cK , for c ∈ C× represent the center of ĜL∞. Let
g = cK × t
The characters χi(g) can be arranged into the generating function:∑
i∈Z
ζ iχi(g) = c
∞∏
n=1
(1 + ζtn)(1 + ζ
−1t−11−n) (C.160)
which is explicitly W (ĝl(∞))-invariant, with the Weyl group acting on
the eigenvalues ti of t by the finite permutations,
(ti)i∈Z 7→ (tσ(i))i∈Z, σ(i) = i, |i| 0 (C.161)
while the central element cK transforming via:
c 7→ c
0∏
i=−∞
tσ(i)
ti
(C.162)
Example. The transformation t0 ↔ t1 acts on c by:
c 7→ ct1/t0
The character χi of Ri is given by the sum over the partitions. The
formula is most simply obtained by expanding (C.160) as a sum over
partitions:
χj(g) = c
∑
λ
∞∏
i=1
tλi−i+1+j
t−i+1
(C.163)
In (C.163) the infinite product is to be understood in the following way:
∞∏
i=1
tλi−i+1+j
t−i+1
≡ t[j]
`(λ)∏
i=1
tλi−i+1+j
t−i+1+j
The value of the highest weight λ˜i on g is equal to:
gλ˜i = c t[j] (C.164)
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C.10. Free fermion representation
In describing the representations of L˜G and ĜL∞ it is convenient
to use the free fermions.
One can realize the level 1 representations of g using r flavors of
chiral complex fermions in two dimensions:
L1 =
r∑
a=1
ψ˜a∂¯ψ
a (C.165)
The currents of ŝo(2r) are
Jab = ψaψb , Jab = : ψ˜bψ
a : , Jab = ψ˜aψ˜b (C.166)
The currents (C.166) do not preserve the U(1) charge J0 =
∮
: ψ˜aψ
a :,
however they preserve its parity. Therefore, one can construct the
following four representations: take the fermions in the NS or R sector
and project onto the even or odd J0 subsectors. Recall that the NS
sector fermions are anti-periodic on the circle |z|= 1,
ψa =
∑
n∈Z+ 1
2
ψanz
−n
(
dz
z
) 1
2
, ψ˜a =
∑
n∈Z+ 1
2
ψ˜a,nz
−n
(
dz
z
) 1
2
(C.167)
and their modes obey the anti-commutation relations
{ψ˜a,n, ψbm} = δbaδn+m,0 (C.168)
The full space of states in the NS sector for the theory with r
fermions is
HNS = HNSeven ⊕HNSodd (C.169)
where
HNSeven/odd =
⊕
~M∈Zr∑
iMi even/odd
⊗ri=1HNSMi (C.170)
The character of the HNSeven/odd representation is given by:
χNSeven/odd) =
1
φr(q)
Θr / r−1 (C.171)
In the Ramond sector the fermions are periodic on the circle |z|= 1,
ψa =
∑
n∈Z
ψanz
−n
(
dz
z
) 1
2
, ψ˜a =
∑
n∈Z
ψ˜a,nz
−n
(
dz
z
) 1
2
(C.172)
and their modes obey the anti-commutation relations
{ψ˜a,n, ψbm} = δbaδn+m,0 (C.173)
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The characters of the Ramond representations are:
χReven(odd) =
1
φ(q)
Θ0 / 1 (C.174)
The remaining fundamental representations are constructed using 2r
complex fermions (hence level two):
L2 =
r∑
a=1
(
ψ˜a∂¯ψ
a + ψ˜a∂¯ψa
)
(C.175)
whose ĝq symmetry is generated by
Jab = ψ˜aψb− ψ˜bψa , Jab = : ψ˜bψa−ψbψ˜a : , Jab = ψ˜aψb− ψ˜bψa (C.176)
which is actually a subalgebra of the level one ŝu(2r) symmetry. Ac-
cordingly, ĝq commutes with the û(1) Kac-Moody generated by:
J =: ψ˜aψa : + : ψ˜aψa : (C.177)
we can construct the representations Vp, p = 0, . . . , 2r − 1 by taking
the charge p subspace in the space of states of 2r fermions. Unlike
the case of r complex or 2r real fermions, for the 2r complex fermions
there is no difference between the NS or R boundary conditions (in
fact, one can continuously interpolate between them using the spectral
flow). The corresponding characters are given by Ξp
The exceptional affine Kac-Moody algebras are realized using spin
operators which map the NS sectors to R and vice versa. For example,
to realize Ê8, we take 8 complex fermions ψ˜i, ψi
The ĜL∞ representations also have the free fermion realization.
The generators of ĜL∞ are given by the expressions
Oa =
∑
i,j∈Z
ai,j : ψiψ˜j : (C.178)
C.11. Examples of Conformal extensions
We list here the examples of the groups G, their conformal exten-
sions CG, and the homomorphisms
D : CG −→ C = (C×)zg (C.179)
(1) The Ar series. The conformal group CG = GL(r + 1,C), i.e.
the group of non-degenerate r + 1 × r + 1-matrices h. The
homomorphism D is given by the determinant:
D(h) = det(h)
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(2) The Dr series. First we describe the conformal extension of
the group SO(2r). This is a group of the conformal linear
transformations of C2r, i.e. the group of 2r × 2r matrices h,
such that:
hht = D(h) · 12r, D(h) ∈ C× (C.180)
with the homomorphism D(h1h2) = D(h1)D(h2), such that
D(h)r = det(h). In other words, these are the linear trans-
formations which preserve the non-degenerate symmetric bi-
linear form up to a scalar multiple. The group CSpin(2r) for
r even has two independent central elements c+, c−, so that
c+ acts trivially in S− and c− acts trivially in S+ which act
non-trivially in the spin representations S+, while in the tensor
representations ∧iV both act as ci±, and their product is equal
to D(h). For r odd there is one central generator c which acts
as ci on ∧iV and as c±1 on S±.
(3) The E6, E7 case. The E6, E7 groups can be characterized as
the symmetries of certain poly-linear forms in the 27 and the
56-dimensional vector spaces, respectively. Their conformal
versions preserve these forms up to a scalar multiple. For
example, E6 is a stabilizer of the cubic form
Q(z, x, y) = Pf(z) + z(x ∧ y)
where x, y ∈ V ≈ C6, z ∈ Λ2V ∗ ≈ C15
C.11.1. The maximal torus T and the action of Z. The max-
imal torus Tq can be coordinatized by (C×)r via:
(g1, . . . , gr) ∈ (C×)r 7→
r∏
i=1
gαii ∈ T (C.181)
since in our conventions exp 2piiαj = 1 ∈ T.
(1) The maximal torus of the Ar series is the group of diagonal
matrices of size r + 1
g = diag(g1, g2g
−1
1 , g3g
−1
2 , . . . , grg
−1
r−1, g
−1
r ) (C.182)
with unit determinant. The formula (C.182) corresponds to
the standard choice of the simple roots
αj = ej − ej+1, j = 1, . . . , r
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where ej represent the vectors of some orthonormal basis in
Cr+1. The center Z = Z/(r + 1)Z acts on T, in the gj coordi-
nates, via:
gj 7→ ωjgj, ω = e 2piir+1 (C.183)
so that the matrix g in (C.182) is multiplied by ω. The gen-
erator ζ ≡ ζ1 of the center Z can be chosen as follows:
ζ =
1
r + 1
r∑
j=1
jαj (C.184)
(2) The maximal torus of the Dr series can be identified with the
group of block-diagonal matrices of size 2r × 2r
g = diag
(
R(g1), R(g2g
−1
1 ), . . . , R(gr−1grg
−1
r−2), R(grg
−1
r−1)
)
(C.185)
where for t ∈ C:
R(t) =
t
2
(
1 −i
i 1
)
+
t−1
2
(
1 i
−i 1
)
Of course, Eq. (C.185) defines only an element of the group
SO(2r,C), in order to define the element of the spin cover
Spin(2r,C) we have to specify the way g acts in the spin rep-
resentations S+, S−. This is equivalent to the choice of the
square root of g2r−1 and g2r , respectively, and the parametriza-
tion
g =
r∏
i=1
gαii (C.186)
corresponds to these square roots being gr−1 and gr, respec-
tively. In Eq. (C.186) the simple roots of the Dr algebra are:
αi = ei − ei+1, i = 1, . . . , r − 1
αr = er−1 + er
(C.187)
The center acts on T as follows. If r = 2s + 1, then the
transformation generated by the 4-th root of unity ω, ω4 = 1,
acts by
g2m+1 7→ ω2g2m+1,
g2m 7→ g2m, m = 1, . . . s− 1
g2s 7→ ω−1g2s , g2s+1 7→ ωg2s+1
(C.188)
and multiplies g by ω2. The center is Z = Z/4Z in this case.
If r = 2s, then the transformations generated by ω1, ω2, such
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that ω21 = ω22 = 1, act on gj via:
g2m+1 7→ ω1ω2g2m+1,
g2m 7→ g2m, m = 1, . . . s− 1
g2s−1 7→ ω1g2s−1 , g2s 7→ ω2g2s
(C.189)
and multiply g by ω1ω2. The center is Z = (Z/2Z) × (Z/2Z)
in this case.
(3) In order to describe the action of the center Z = Z/3Z on
the maximal torus of the group E6 let us choose the canonical
basis of simple roots of E6:
α1 = e1 − e2 , α3 = e2 − e3 ,
α4 = e3 − e4 , α5 = e4 − e5 ,
α6 = e5 − e6 , α2 = −e1 − e2 − e3 + ηe
e =
6∑
i=1
ei
(C.190)
where η =
√
3−1
2
√
3
. Then the element ω ∈ Z, ω3 = 1 acts on the
element of the maximal torus of E6
g =
6∏
i=1
gαii ∈ Tq
by
g 7→
6∏
i=1
(ωigi)
αi = ωα1−α2+α4−α5g
(4) For the group E7, the simple roots are:
α1 = e1 − e2 , α3 = e2 − e3 , α4 = e3 − e4
α5 = e4 − e5 , α6 = e5 − e6 , α7 = e6 − e7
α2 = −e1 − e2 − e3 + ηe
e =
7∑
i=1
ei
(C.191)
where η = 3−
√
2
7
. The generator ω, ω2 = 1 of the center
Z = Z/2Z acts on the element of the maximal torus of E7
g =
7∏
i=1
gαii ∈ T
by
g 7→ ωα5+α7+α2g
APPENDIX D
The elliptic curve and elliptic functions
The combination
q =
∏
i∈Vertγ
qaii = e
2piiτ (D.1)
of the multiplicative couplings qi plays a special role. It defines an
elliptic curve
E = C×/qZ (D.2)
which underlies many constructions related to the Class II and class
II* theories.
The infinite product
φ(q) =
∞∏
n=1
(1− qn) ≡ (q, q)∞ (D.3)
is the Euler product. Dedekind eta-function
η(q) =
1
q
1
24φ(q)
(D.4)
D.1. Coordinates on E
The elliptic curve E can be described in several coordinate systems.
The multiplicative coordinate system
t ∼ qnt, t ∈ C×, n ∈ Z
is used in (D.2). The additive coordinate system
z ∼ z +m+ nτ, z ∈ C,
where
τ ∈ C, Imτ > 0
is defined in (D.1), and m,n ∈ Z, is related to the multiplicative one
via:
t = e2piiz (D.5)
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D.2. Elliptic functions
D.2.1. Jacobi theta-functions. Our conventions for the theta-
functions, associated to the elliptic curve E = C×/qZ, are
θ1(t; q) = i
∑
n∈Z+ 1
2
(−1)n− 12 tnq 12n2
θ2(t; q) =
∑
n∈Z+ 1
2
tnq
1
2
n2
θ3(t; q) =
∑
n∈Z
tnq
1
2
n2
θ4(t; q) =
∑
n∈Z
(−1)ntnq 12n2
(D.6)
Note that in older literature on elliptic theta-functions q is used to
denote the nome” qnome = epiiτ = q
1
2 . In order not to be confused we
shall always specify the q modulus in the formula for θα(t; q).
It is often convenient to use basic pseudo-elliptic θ-function
θ(t; q) =
∑
b∈Z
(−t)bq 12 b(b−1) = (1− t) + q(t2 − t−1) + . . . (D.7)
which is related in a simple manner to θ1(t; q) :
θ(t; q) = −iq− 18 t 12 θ1(t; q) , (D.8)
and also to the Â1 Weyl denominator in the affine Kac-Weyl character
formula:
θ(t; q) = R(h) =
∏
n≥0
(1− tqn)(1− qn+1)(1− t−1qn+1) (D.9)
The transformation rules for θ(t; q) are
θ( qt ; q) = θ( t−1 ; q) = −t−1θ( t ; q) (D.10)
and transformation properties of θ1(t, q) are
θ1(qt; q) = −q− 12 t−1θ1(t; q) (D.11)
The relation of Jacobi theta functions to the Weierstraß functions
is described below.
D.2.2. The ξ- and ℘-functions. Define the function
ξ(t; q) = t∂t log θ1(t; q) (D.12)
which satisfies
ξ(qt; q) = ξ(t; q)− 1, ξ(t−1; q) = −ξ(t; q) (D.13)
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and has simple poles at t = qZ. Therefore, up to a shift by a linear
function of log(t), ξ(t; q) is the Weierstraß ζ-function.
From the product representation of θ1(t; q) we immediately get
ξ(t; q) =
1
2
t+ 1
t− 1 −
∑
n≥1
qn
∑
d|n
(td − t−d) (D.14)
The expansion of ξ(t; q) near t = 1 reads as:
ξ(t, q) =
1
t− 1 +
∑
k≥0
ξk (t− 1)k (D.15)
with ξ0 = 1/2 and
ξ1(q) = −2
∑
n≥1,k≥1
kqnk = 2q
d
dq
logφ(q) (D.16)
The function
℘(t; q) = −t∂tξ(t; q) + ℘0, ℘0 = 2q d
dq
log η(q) (D.17)
is elliptic function, i.e. a meromorphic function on E:
℘(qt; q) = ℘(t; q) (D.18)
which has a single second order pole in E, and on the covering space
C×〈t〉 it has a double pole at t = q
Z.
The function ℘(t; q) is actually the Weierstraß ℘-function: the
double-periodic version of the 1
z2
function in the plane z ∈ C/(Z⊕ τZ),
with the constant ℘0 chosen so that the constant term in the expansion
of ℘(t = e2piiz; q) in Laurent series in z at z = 0 vanishes. This gives
℘(t, q) =
t
(1− t)2 +
1
12
+
∑
k≥1
k
qk
1− qk (t
k + t−k − 2) (D.19)
One more differentiation with respect to log t defines the Weierstraß
elliptic function with the pole of the third order
℘′(t, q) := t∂t℘(t, q) (D.20)
and the expansion near t = 1:
℘′(t, q) = t
1 + t
(1− t)3 +
∑
k≥0
k2
qk
1− qk (t
k − t−k) (D.21)
Define the functions X(t, q) and Y (t, q) by
X(t, q) = ℘(t, q)
Y (t, q) = ℘′(t, q)
(D.22)
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and define the weight 4 modular form g2(q) and weight 6 modular form
g3(q)
g2(q) :=
1
12
+ 20
∞∑
k=1
k3
qk
1− qk ,
g3(q) := − 1
216
+
7
3
∞∑
k=1
k5
qk
1− qk
(D.23)
The Weierstraß functions X(t, q) and Y (t, q) satisfy the cubic equation
Y (t, q)2 = 4X(t, q)3 − g2(q)X(t, q)− g3(q) = 4
3∏
α=1
(X(t, q)− eα) .
(D.24)
where
e1 = ℘(−1; q), e2 = ℘(−q 12 ; q), e3 = ℘(q 12 ; q) (D.25)
The periods of the holomorphic differential dX/Y on E are equal to:
1
2pii
∮
A
dX
Y
= 1,
1
2pii
∮
B
dX
Y
= τ (D.26)
D.2.3. φi and φ˜j˜ -functions. We shall also need to deal with
meromorphic functions on E with the higher order poles at t = 1: 1 on
E with the only pole of order ≤ (r + 1) at t = 1. Explicitly,
φi(t; q) =
(−q/t)iθ(−(−t)r+1q−i; qr+1)
θ(t; q)r+1
(D.27)
The r + 1 meromorphic functions φi(t; q), i = 0 . . . r with the pole of
order r + 1 at t = 1 form a basis of H0(E,O((r + 1)p0)) ≈ Cr+1.
On the other hand, if we represent elliptic curve E in the Weierstraß
form (D.24), Y 2 = 4X3 − g2X − g3, then the basis in the space of
meromorphic elliptic functions on E with the pole at t = 1 of less then
r + 2 order can also be chosen as the monomials
φ˜j˜(t, q) =
{
X j˜/2, if 2|j˜
X(j˜−3)/2Y if 2|(j˜ + 1) , j˜ ∈ {0, 2, . . . , r + 1} (D.28)
sinceX(t; q) = ℘(t; q) is the Weierstraß elliptic function with the pole of
second order at t = 1 and Y (t; q) = t∂t℘(t; q) has the pole of third order
at t = 1. There is a linear relation between the Weierstraß monomials
1 It is easy to verify that φi(tq, q) = φi(t, q).
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φ˜j˜(t; q) and the ratio (D.27) of theta-functions φi(t; q) which we shall
denote as
φi(t; q) =
∑
j˜
Mij˜(q)φ˜j˜(t; q) (D.29)
where Mjj˜(q) is a certain q-modular (r + 1) × (r + 1) transformation
matrix, see example in Appendix D.2.4.
D.2.4. Expansion of Weierstraß functions in terms of theta-
functions. The matrixM(q) for the change of basis from meromorphic
elliptic functions (D.27) to Weierstraß functions for r = 1 is(
1
X(t, q)
)
=
(
M11 M12
M21 M22
)(
φ0(t, q)
φ1(t, q)
)
(D.30)
with
M11 = θ3(1, q)
M12 = θ2(1, q)
M21 = M11
(
−1
6
m2(2; q) +
1
2
m2(4; q)
(1) − 4m2(4; q)(2)
)
M22 = M12
(
−1
6
m2(2; q)− 1
2
m2(4; q)
(1) + 4m2(4; q)
(2)
) (D.31)
where mk(N ; q)(i) denotes i-th modular form for modular group Γ0(N)
of weight k in a certain basis. Concretely
m2(2, q) = ΘD4(q) =
1
2
(θ3(q)
4 + θ4(q)
4)
m2(4, q)
(1) = m2(2, q
2)
m2(4, q)
(2) =
1
16
θ2(q)
4 =
η(q4)8
η(q2)4
(D.32)
D.2.5. Even φ functions for D series. From (C.153) we find
Y0(x)
2
r∏
i=1
θ(t/ti(x); q)
θ(t; q)
θ(t/ti(x)
−1; q)
θ(t; q)
=
2r−1∑
i=0
(−1)iq i2 + i
2
4rΞi(Y0; t(x); q)φ
(2r)
i (t; q)
(D.33)
where φ(2r)i (t; q) are the meromorphic functions, with the pole at t = 1
of order not greater than 2r, associated to the holomorphic sections
H0(E,O(2rp0))
φ
(2r)
i (t; q) =
t−iθ(−t2rq−i; q2r)
θ(t; q)2r
(D.34)
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Using Ξ2r−j = Ξj we get
Y20s(t, x) =
r∑
i=0
Ξi(Y0; t(x); q)Mij(q)X
j(t; q) (D.35)
with
φ˜0(t; q) = φ
(2r)
0 (t; q)
φ˜i(t; q) = (−1)iq i2 + i
2
4r (φ
(2r)
i (t; q) + q
2r−2iφ(2r)2r−i(t; q)) i = 1, . . . , r − 1
φ˜r(t; q) = (−1)rq 34 rφ(2r)r (t; q)
(D.36)
The r + 1 functions φ˜i(t; q) for j = 0, . . . , r form the basis in
the space H0even(E,O(2rp0)) of meromorphic functions on elliptic curve
symmetric under the reflection t → t−1 and with a pole of order no
greater then 2r at the origin. Another basis in H0even(E,O(2rp0)) is
given by the powers of Weierstraß ℘-function
X(t; q)j , j = 0, . . . , r (D.37)
LetMij(q) be the transformation matrix between these bases inH0even(E,O(2rp0))
φ˜i(t; q) =
r∑
j=0
Mij(q)X
j(t; q) (D.38)
then (D.35) can be written as (7.131).
APPENDIX E
Affine E spectral curves
E.1. The Er spectral curves from del Pezzo
E.1.1. The E6 spectral curve from del Pezzo.
E6Pezzo[X0_, X1_, X2_, X3_] := -X1 X3^2 + 4 X2^3 - g2 X2 X1^2 -
g3 X1^3 +
X0 (p[0] X1^2 + p[1] X2 X1 + p[6] X2 X3) +
X0^2 (p[2] X1 + p[3] X2 + p[5] X3) + X0^3 p[4];
E6Xi = CoefficientList[E6Pezzo[z, 1, X + vx z, Y + vy z ], z];
vys = First[Solve[E6Xi[[2]] == 0, vy]];
E6PezzoCurveU = -4 Y^4 Resultant[ E6Xi[[3]] /. vys, E6Xi[[4]] /. vys,
vx];
E6PezzoCurve =
PolynomialRemainder[E6PezzoCurveU, E6Pezzo[0, 1, X, Y], Y] //
Expand
E.1.2. The E7 spectral curve from del Pezzo.
E7Pezzo[X0_, X1_, X2_, X3_] := -X3^2 + 4 X1 X2^3 - g2 X2 X1^3 -
g3 X1^4 +
X0 (p[0] X1^3 + p[7] X1^2 X2 ) +
X0^2 ( p[1] X1^2 + p[2] X1 X2 + p[6] X2^2 ) +
X0^3 ( p[3] X1 + p[5] X2) + p[4] X0^4 ;
E7Xi = CoefficientList[
E7Pezzo[z, 1, X + vx z, Y + vy z + 1/2 z^2 wy], z];
vys = First[Solve[E7Xi[[2]] == 0, vy]];
wys = First[Solve[E7Xi[[3]] == 0, wy]] /. vys;
E7PezzoCurveU = -1024 Y^18 Resultant[(E7Xi[[4]] /. wys /. vys),
E7Xi[[5]] /. wys /. vys, vx];
E7PezzoCurve =
PolynomialRemainder[E7PezzoCurveU, E7Pezzo[0, 1, X, Y], Y] //
Expand
E.2. The map from del Pezzo to theta-function coordinates
In this section we record the modular matrix Mi,{j1,...,jr}(q) dis-
cussed in the section 7.6 for E6 bundles on E(q). The result is presented
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in terms of a certain basis (mh) in the space of modular forms of Γ(6)
of weight 1 with the expansion at the cusp q = 0 starting as
mh = q
h(1 +
∞∑
n=1
µh,nq
n). (E.1)
(If the argument of mh is not explicitly spelled out it is always assumed
to be q, i.e. in this section we set mh ≡ mh(q)). Concretely, the basis
of weight 1 modular forms of Γ(6) is
m0 = [1
−3, 26, 31, 6−2] + 3[11, 2−2, 3−3, 66] = 1 + 6q + 6q3 + . . . )
m1
6
= [1−2, 23, 32, 6−1] = q
1
6 (1 + 2q + 2q2 + 2q3 + . . . )
m1
3
= [1−1, 33] = q
1
3 (1 + q + 2q2 + 2q4 + . . . )
m1
2
= [1−1, 22, 3−1, 62] = q
1
2 (1 + q + 2q3 + q4 + . . . )
m2
3
= [2−1, 63] = q
2
3 (1 + q2 + 2q4 + . . . )
m1 = [1
1, 2−2, 3−3, 66] = q(1− q + q2 + q3 − q5 + 2q6 + . . . )
(E.2)
where we use the standard notation for the eta-products
[1p1 , 2p2 , 3p3 , . . . , LpL ] =
L∏
j=1
η(qj)pj (E.3)
where η(q) is the Dedekind modular function
η(q) = q
1
24
∞∏
j=1
(1− qj) (E.4)
In particular, notice that the Weierstraß parameters g2(q), g3(q) are
expressed as
g2(q) = m0(
1
12
m30 + 18m
3
1
3
) = 1
12
+ 20q + 180q2 + 560q3 + 1460q4 + . . .
g3(q) = − 1
216
m60 +
15
6
m30m
3
1
3
+ 27m61
3
= − 1
216
+ 7
3
q + 77q2 + 1708
3
q3 + 7399
3
q4 + . . .
(E.5)
We remark that m0(q) and m1
3
(q) are modular forms for Γ(3) and
they are equal to the the theta-constants of the Â2 lattice associated
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respectively to the fundamental weight Λ0 and Λ1
m0 =
∑
α∈Q(A2)
q
1
2
(α,α)
m1
3
=
∑
α∈Λ1+Q(A2)
q
1
2
(α,α)
(E.6)
With all notations in place we finally present the explicitly com-
puted1 components of the modular matrix Mi,{j1,...,}(q) (the fixed argu-
ment q is assumed for all Mi,{j1,...,} and mh) in the following table of
relations
M0,{0} = m30 + 54m
3
1
3
M0,{1} =
1
12
m20
(
m30 − 270m31
3
)
M0,{6} = 0
M1,{0} = 27m0m21
3
M1,{1} = −3
4
m21
3
(
5m30 + 108m
3
1
3
)
M1,{6} = −m21
3
(
3m 1
3
−m0
)
2
(
m20 + 3m 1
3
m0 + 9m
2
1
3
)
2
M2,{2} = −4m0m 1
2
(m0 − 12m1) 3 (m0 − 4m1) (m0 − 3m1)
(
m20
+ 12m1m0 − 72m21
)
M2,{3} = −1
3
m 1
2
(m0 − 12m1) 3 (m0 − 4m1) (m0 − 3m1)
(
m20 + 12m1m0
− 72m21
) (
m30 − 108m1m20 + 864m21m0 − 1728m31
)
M2,{5} = 0
M2,{0,0} = 72m0m 1
2
(m0 − 3m1)
M2,{0,1} = −12m 1
2
(m0 − 3m1)
(
m30 + 52m1m
2
0 − 384m21m0 + 576m31
)
M2,{1,1} = −1
2
m 1
2
(m0 − 3m1)
(
m50 − 200m1m40 − 96m21m30
+ 20736m31m
2
0 − 110592m41m0 + 165888m51
)
1The authors used computer algebra Mathematica to find these expressions
for modular forms by matching the first coefficients in the q-expansion.
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M2,{6,6} = − 1
144
m 1
2
(m0 − 12m1) 3 (m0 − 4m1) (m0 − 3m1)
(
m70
− 780m1m60 + 40680m21m50 − 648000m31m40 + 4914432m41m30
− 19906560m51m20 + 41803776m61m0 − 35831808m71
)
M3,{3} = 3m20m 1
6
m 2
3
(m0 − 12m1) 3 (m0 − 4m1) (m0 − 3m1)
(
m20
+ 12m1m0 − 72m21
)
M3,{5} = −4m 1
6
m 2
3
(m0 − 12m1) 5 (m0 − 4m1) (m0 − 3m1) 2
(
m20
+ 12m1m0 − 72m21
)
M3,{0,0} = 216m 1
6
m 2
3
(m0 − 3m1)
M3,{0,1} = −12m 1
6
m 2
3
(m0 − 3m1)
(
7m20 + 48m1m0 − 288m21
)
M3,{0,6}=−16m 1
6
m 2
3
(m0−12m1) 2 (m0−3m1) 2
(
m20+12m1m0−72m21
)
M3,{1,1} =
1
2
m0m 1
6
m 2
3
(m0 − 3m1)
(
13m30 + 360m1m
2
0 − 2592m21m0
+ 3456m31
)
M3,{1,6} =
2
3
m0m 1
6
m 2
3
(m0 − 12m1) 2 (m0 − 3m1) 2
(
m30 + 216m1m
2
0
− 1728m21m0 + 3456m31
)
M4,{4} = 16m31
3
(
3m 1
3
−m0
)
3
(
m20 + 3m 1
3
m0 + 9m
2
1
3
)
3
(
36m31
3
−m30
)
M4,{0,2} = 24m31
3
(
3m 1
3
−m0
)(
m20 + 3m 1
3
m0 + 9m
2
1
3
)(
11m30 + 108m
3
1
3
)
M4,{0,3} = 2m20
(
m0−3m 1
3
)
m31
3
(
m20 +3m 1
3
m0 +9m
2
1
3
)(
13m30 +864m
3
1
3
)
M4,{1,2} = 2m20
(
m0−3m 1
3
)
m31
3
(
m20 +3m 1
3
m0 +9m
2
1
3
)(
13m30 +864m
3
1
3
)
M4,{1,3} = −1
6
m0
(
m0 − 3m 1
3
)
m31
3
(
m0 + 6m 1
3
)(
m20 + 3m 1
3
m0
+ 9m21
3
)(
m20 − 6m 1
3
m0 + 36m
2
1
3
)(
11m30 + 108m
3
1
3
)
M4,{5,6} =
2
3
m50
(
m0 − 3m 1
3
)
3m31
3
(
m20 + 3m 1
3
m0 + 9m
2
1
3
)
3
M4,{0,0,0} = 720m31
3
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M4,{0,0,1} = −540m20m31
3
M4,{0,1,1} = 15m0m31
3
(
7m30 + 54m
3
1
3
)
M4,{0,6,6} =
1
24
m0
(
m0 − 3m 1
3
)
m31
3
(
m20 + 3m 1
3
m0 + 9m
2
1
3
)(
133m60
+ 5292m31
3
m30 − 338256m61
3
)
M4,{1,1,1} = − 5
12
m31
3
(
17m60 + 54m
3
1
3
m30 + 5832m
6
1
3
)
M4,{1,6,6} = − 1
288
m31
3
(
3m 1
3
−m0
)(
m20 + 3m 1
3
m0 + 9m
2
1
3
)(
61m90
− 36936m31
3
m60 + 1014768m
6
1
3
m30 + 6298560m
9
1
3
)
M5,{2} = −12m 1
6
m 2
3
(m0 − 12m1) 3 (m0 − 4m1) (m0 − 3m1)
(
m20
+ 12m1m0 − 72m21
)
M5,{6,6} =
1
48
m0m 1
6
m 2
3
(m0 − 12m1) 3 (m0 − 4m1) (m0 − 3m1)
(
7m50
− 780m1m40 + 11160m21m30 − 74304m31m20 + 228096m41m0
− 248832m51
)
M6,{0} = 27m0m21
3
M6,{1} = −3
4
m21
3
(
5m30 + 108m
3
1
3
)
M6,{6} = m21
3
(
3m 1
3
−m0
)
2
(
m20 + 3m 1
3
m0 + 9m
2
1
3
)
2
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