In this paper we present a short algebraic proof for a generalization of a formula of R. Penrose, Some applications of negative dimensional tensors, in: Combinatorial Mathematics and its Applications Welsh (ed.), Academic Press, 1971, pp. 221-244 on the number of 3-edge colorings of a plane cubic graph. We also show that the number of 3-edge colorings of cubic graphs can be computed (up to a factor of 2 |E|/3−1 ) by evaluating the Penrose polynomial of their cycle space at 4.
INTRODUCTION
The Penrose polynomial of a plane cubic graph was introduced by R. Penrose. He proved in [9] two remarkable formulas for the number of the 3-edge colorings of plane cubic graphs and, what is more, for the number of 4-colorings of the dual plane triangulation. He proved that if we denote by N the number of 3-edge colorings of the plane cubic graph and by P its Penrose polynomial, then
|V |−1 2 |V |−|E|−1 P(−2) = 3P(3).
In this paper we will introduce the Penrose polynomial for binary matroids and express it as a sum of characteristic polynomials of some associated binary matroids. We will give a very simple algebraic proof of the first equality in the more general case of binary matroids. Finally, we will show that N can be expressed as follows, even for non-planar cubic graphs:
−|E|/3 P(4).
The reader is assumed to be familiar with the basics of matroid theory. A good introduction can be found in [11] and we will try to follow the conventions of this book. The Penrose polynomial was studied most extensively by Jaeger [4] [5] [6] [7] [8] . A good introduction into the theory of transition and knot polynomials is to be found in [12] .
NOTATION
A binary space over a finite set E is a linear subspace of GF(2) E . (We denote by GF(q) the finite field with q elements, where q is a power of a prime.) The vectors of GF (2) E can be considered to be subsets of E, which induces the usual set theoretic operations and relations such as ∪, ∩, \ and ⊆ on them. On the other hand, + will also denote the symmetric difference of sets. For v ∈ GF(2) E and S ⊆ E, let v| S ∈ GF(2) S be the restriction of v to S, i.e., the vector in GF (2) S induced by the corresponding components of v. We denote by v S the vector in GF (2) E that extends v| S by zeros to the components not in S. The restriction of U to a
If A is a matrix such that the columns are labelled by the elements of E, then A S is the matrix consisting of the columns corresponding to the elements of S. (We also allow matrices without columns, such as A ∅ , and they are considered to have rank 0.) A binary space can be represented by a generating matrix where the columns correspond to the elements of E and the space is generated by the rows of the matrix. A generating matrix is called minimal if its rows are linearly independent. The consequence of this convention is that we consider the vectors of the binary space to be row vectors. The column matroid of a generating matrix depends only on the space, so we can talk about the matroid associated with the space. Moreover, this assignment gives a one-to-one correspondence between the binary matroids on E and the binary spaces over E, where the rank function rk of the matroid at S coincides with the rank of matrix A S for any generating matrix A of U . We will also need the concept of the tensor product of a binary space with some finite extension field of GF(2). For some positive integer k, the space U ⊗ GF(2 k ) is defined to be the linear subspace of GF(2 k ) E over GF(2 k ) generated by the row vectors of a generating matrix of U (note that, since we have changed our ground field from GF(2) to GF(2 k ), this space will in general strictly contain U ) and it is clear that U ⊗GF(2 k ) is uniquely determined by U . The characteristic polynomial C(U ; x) of a binary space U is defined by the formula
It is well-known (see, e.g., [3] or [11] ) that
which is equal to the number of nowhere zero vectors of U ⊗ GF(2 k ). The flow polynomial F(G; x) of a graph G is the characteristic polynomial of its cycle space. We will also state that 
THE PENROSE POLYNOMIAL
Following Aigner [1] , we denote the space {v ∈ U | v ∩ S ∈ U ⊥ } by B S (U ). DEFINITION 3.1 (PENROSE POLYNOMIAL). The Penrose polynomial P(U ; x) of a binary space U over E is a polynomial over Z in one indeterminate defined by
The Penrose polynomial of a graph is the Penrose polynomial of its cycle space.
Of course, this is not the original definition given in terms of transition polynomials by Penrose and Jaeger. We refer to [1] for proof that this definition is equivalent to the classical one found in [9] and [4] [5] [6] [7] [8] . Let us recall that for a k × E matrix A and S ⊆ E, A S denotes the induced k × S matrix consisting of the columns of A being in S. Assume that A is a k × E generating matrix of some binary space U . Using the standard notation A T S for the transpose of matrix A S , we can express the dimension of space B S (U ) as follows:
Thus we have shown the following lemma. LEMMA 3.2. Let U ⊆ GF (2) E and A be a (not necessarily minimal) generating matrix of
One of the most interesting properties of the Penrose polynomial is that one can compute the number of nowhere zero 4-flows of a binary space up to a factor of power 2 by evaluating its Penrose polynomial at −2. This was proved by Penrose in [9] for the cycle space of plane cubic graphs and by Jaeger in [8] for the cycle space of plane graphs as a special case of a more general theorem of his. Now we show this result for binary matroids as a simple corollary of the following theorem.
THEOREM 3.3 (ROSENSTIEHL AND READ). Let U be a binary space and denote by rk the rank function of the matroid of U , by
PROOF. For a proof, the reader is referred to [10] or [3] . 2
Note that, using the notation of Theorem 3.3, rk (S) = dim (U | S ). Thus one can easily check that C(U ; x) = (−1) dim (U ) T (U ; 1 − x, 0). Using this and Theorem 3.3 we can show the following theorem.
THEOREM 3.4 (PENROSE FORMULA). For a finite set E and binary space U
PROOF. For a finite set S and V ⊆ GF(2) S with generating matrix G, denote by
the rank function of the matroid of U , which is the same as the column matroid of A. By Lemma 3.2 and Definition 3.1, we have:
Applying Theorem 3.3 to U | S gives:
MAIN RESULT
The number of 3-edge colorings of cubic plane graphs is of great interest for the 4-color theorem: an easy proposition of Tait states that there is a bijection between the 3-edge colorings of a cubic plane graph and such 4-vertex colorings of the dual plane triangulation that the color of a given vertex is prescribed. Specializing Theorem 3.4 to this case yields that the number of 3-edge colorings of a cubic plane graph G = (V, E) can be expressed as (−1) |E|/2 2 |V |−|E|+1 P(G; −2). In fact, our result also implies its generalization, due to Jaeger [4] , that the number of 4-colorings of an arbitrary plane graph can be computed by the above formula applied to its dual graph. Another interesting result of Penrose [9] is that the number of 3-edge colorings of a cubic plane graph G is 3P(G; 3). This was proved by topological means and is not true for general graphs or binary matroids. Our main result (Theorem 4.3) implies that the same number (up to a well-behaved factor) can also be obtained by evaluating the same polynomial at 4; more precisely, 2 1−|E|/3 P(G; 4) is the number of 3-edge colorings of G. In fact, Theorem 4.3 states that the same is also true for arbitrary (not necessarily plane) cubic graphs. However, this formula does not generalize to non-cubic graphs even in the planar case, as counterexamples show.
To prove Theorem 4.3, we will need the following well-known fact (see, e.g., [2] ):
. Let T ⊆ E be a spanning tree of a connected graph G(V, E), and C and S be the cycle and cutset space of G, respectively. There are two linear isomorphisms γ : GF(2)
E\T −→ C and δ : GF(2) T −→ S uniquely determined by the following two properties:
(1) e ∈ γ ({e}) and e ∈ δ({e}), (2) γ ({e}) + {e} ⊆ T and δ({e}) + {e} ⊆ E \ T .
Additionally, there is the following connection between γ and δ:
We will also need the following proposition. PROOF. We proceed by checking the proposition for infinitely many values of x, namely for all powers of 2. Let k ∈ N be an arbitrary natural number. Putting x = 2 k we obtain
|S| .
Suppose that supp v = E and choose an e ∈ E \ supp v. One can easily see that
Using the obvious identity v S = v S∪{e} , we can decompose the second sum:
Therefore,
Now the first statement of the proposition follows from the identity theorem for polynomials.
For the second statement, we can apply the other interpretation of C(U, 4):
Now we must show that every subset S satisfying the condition of the second sum is of even cardinality. From the definition of B S (U ):
Thus,
This means that S ∩ u, S ∩ v and S
We mention without proof that for the cycle space of planar graphs, the first statement of the proposition also holds without the sign (−1) |S| . Since it is not needed here, the interested reader is referred to [1] . The statement follows easily from the results presented there. 
} is exactly 2 |E|/3−1 . We can also express M as follows.
Decompose the edge set E into the disjoint union of three perfect matchings X, Y and Z , so
Then take an arbitrary spanning tree T = E \ {e 1 , . . . , e k } of G containing X . (Hence we have k = |E|/3 + 1.) This tree defines the linear isomorphisms γ : GF (2) E\T −→ C and δ : GF (2) T −→ C ⊥ according to Proposition 4.1. We will also use the shorthand notation γ (e) and δ(e) for γ ({e}) and δ({e}), respectively. Since {γ (e i ) | i = 1, . . . , k} is a basis of C, we obtain from (1) that M is the kernel of the following matrix
Thus our task is to show that
Now we define the linear functions f : GF(2)
and
These functions are well defined since e ∈ X = u ∩ v and e ∈ u ∪ v = E. For every e ∈ T , the only row of A containing e is f ({e}), so these rows are independent from the other rows of A. Thus we must prove that the matrix
consisting of the remaining rows of A is of rank 2k − 1 − k = k − 1. For this reason, using the natural correspondence between the vectors of Im B and the subsets of E \ T , we show that Im B consists exactly of the even subsets of E \ T . The eth column of B can be expressed as follows.
δ(e) ∈ C ⊥ and u, v, u + v ∈ C imply that the columns of B are even vectors. Now we prove the statement that all even vectors of E \ T are in Im B by induction on the cardinality of E. For |E| ≤ 6 the statement can be easily checked. Suppose that |E| > 6. Using the fact that T contains a perfect matching, it is not hard to see that there is a leaf x of T connected to a node y of degree 2 by an edge e 1 in T . It is clear that e 1 ∈ X . We denote by e 2 the other edge incident to y in T . Let z denote the other terminal of e 2 . Without loss of generality we can suppose that e 2 ∈ Y . Let e 3 ∈ Y and e 4 ∈ Z be the other edges incident to x in G. We denote by e 5 ∈ Z the third edge incident to z. Let a, b and c be the other terminals of e 3 , e 4 and e 5 , respectively. Now we have the following two cases (see Figure 1) . 
for all subsets S ⊆ T . Let w be an even subset of E \T . We would like to show that w ∈ Im B. Define w ⊆ E as follows w def = w ∩ E , if |w ∩ {e 4 , e 5 }| ≡ 0 mod 2, w ∩ E ∪ {e 45 }, otherwise.
Since w is even, there is some S ⊆ T with B (S) = w . Thus, it can be easily checked by using the identity B({e 2 }) = {e 4 , e 5 } and (2) that either w = B(S) or w = B(U + {e 2 }). 2
