We introduce a modification of the Harary index where the contributions of vertex pairs are weighted by the sum of their degrees. After establishing basic mathematical properties of the new invariant, we proceed by finding the extremal graphs and investigating its behavior under several standard graph products.
Introduction
A topological index is a real number derived from the structure of a graph in a way that does not depend on the labeling of vertices. Hence, isomorphic graphs have the same topological indices. The chemical graph theory is a branch of mathematical chemistry that is mostly concerned with finding topological indices of chemical graphs that correlate well with certain physico-chemical properties of the corresponding molecules. The basic idea behind this approach is that the physico-chemical properties are governed by the mechanism depending mostly on the valences of atoms and on their relative positions within the molecule. Since both concepts are well described in graph-theoretical terms, there are reasons to believe that chemical graphs capture enough information about real molecules to make them useful as their models.
Some simple molecular properties are directly mapped to the corresponding topological indices. However, for most properties of chemical interest the mapping is far from obvious. That might contribute to the impression that (some) topological indices are somehow contrived and that the observed correlations are obtained by pure chance. In some cases, such objections are probably justified; however, in most situations it is possible to explain the effectiveness of a particular index in terms of the elements of the underlying structure relevant for the considered property. Even when this is not the case, one should not hurry to discard the obtained results: it is possible that, by doing a bit of "reverse engineering", we might be able to explain the obtained correlations in terms of some valid physico-chemical mechanism(s) that has been overlooked. In any case, as long as the exact theoretical and computational treatment of molecules within the framework of ab initio approaches remains severely challenged by their size, the topological indices will remain an essential component of our repertoire of methods in mathematical chemistry.
Hundreds of different topological indices have been investigated so far and employed in the QSAR/QSPR studies, with various degrees of success. Most of the more useful invariants belong to one of two broad classes: they are either distance based, or bond-additive. The first class contains the indices that are defined in terms of distances between pairs of vertices; the second class contains the indices defined as the sums of contributions over all edges.
Typical representants of the first type are the Wiener index and its various modifications; characteristic for the second type are the Randić index [17] and the two Zagreb indices.
The Wiener index is defined as the sum of all distances between different vertices of a molecular graph. It was introduced by H. Wiener in 1947 [23] in a paper concerned with boiling points of alkanes. It soon turned out that it could be applied in much wider context; for a survey of its mathematical properties and chemical applications we refer the reader to [4, 5, 14] . It also gave rise to a number of modifications such as, e.g., the hyper-Wiener index [18] and the Tratch-Stankevich-Zefirov index [20] .
Successful as they were, the indices of Wiener type have been also a source of certain unease in the research community. Namely, they value the contributions of distant pairs of vertices far more than the contributions from close pairs, in direct contradiction with chemical intuition. There were several attempts to deal with this inconsistency; the most obvious one, to sum the reciprocal values of distances between pairs of different vertices, was introduced simultaneously and independently by two groups of authors in 1993 [9, 15] . That new invariant became known as Harary index, H(G). However, the performance of Harary index in QSAR/QSPR studies turned out to be quite modest [24] . Hence, the fundamental paradox of the distance based indices has not been successfully resolved. A recent paper [2] sought to improve the performance of the Harary-type indices by increasing the attenuation of contributions of vertex pairs with their distance. The present paper is an attempt in a different direction: our aim is to introduce a correction that will give more weight to the contributions of pairs of vertices of high degrees.
It is not widely known in the mathematical chemistry community, but Harary index also appears in the study of complex networks. A normalization of H(G) obtained by dividing it by n(n − 1) is called the efficiency of G [11] , while the reciprocal value of efficiency is called the performance of G [12] . (Here n denotes the number of vertices of G.) Both efficiency and performance provide a unified way of expressing and quantifying the small-world property of a given network. As the strength of interactions between nodes in a network is only rarely correctly described by their topological distances, it is necessary to consider also the weighted versions of efficiency and performance. (One such weighting has been found useful as a measure of centrality with respect to the information flow [16] .) It is our hope that this paper will help to bridge the gap between two research communities by bringing to their attention a generalization of a concept they both find useful.
The paper is organized as follows. In the next section we give the necessary definitions and preliminary results. Section 3 contains our main results. The last section is concerned with examples and possible directions of future research.
Definitions and preliminary results
All graphs considered in this paper are finite, simple and connected. We use the standard terminology; for the concepts not defined here, we refer the reader to any of standard graph theory monographs such as, e.g., [3] , [8] , or [22] .
Let G be a simple connected graph with vertex set V (G) and edge set E(G), respectively. By δ G (u) we denote the degree of vertex u in G. The distance d G (u, v) between the vertices u and v in G is the length of any shortest path in G connecting u and v. When the graph is clear from the context, we will omit the subscript G from the notation.
For a given graph G its Wiener index is defined as
The first and the second Zagreb indices of a graph G are defined as follows:
The first Zagreb index can be expressed also as M 1 (G) = uv∈E(G) (δ(u) + δ(v)). For the proof of this fact, we refer the reader to [13] . The first and the second Zagreb coindices of a graph G are defined as follows:
The first and the second Zagreb coindices of graph G with n vertices and e edges, are equal
For the proof of this fact, we refer the reader to [1] . The Zagreb indices and Zagreb coindices will help us to formulate our results in a more compact way. The Harary index of G is defined as
.
Harary indices of many classes of familiar graphs can be expressed in terms of harmonic numbers. (The n-th harmonic number H n is defined as the n-th partial sum of the harmonic
The main goal of this paper is to introduce and investigate an additively weighted version of the Harary index. For a given graph G, its additively weighted Harary index H A (G) is defined as
It is obvious that if G is a k-regular graph, then H A (G) = 2kH(G). By direct compu-
tations we obtain expressions for values of the additively weighted Harary index of some familiar classes of graphs. Let K n , P n , C n , and S n denote the n-vertex complete graph, path, cycle, and star graph, respectively.
Example 1
, n is even
We see that
Extremal graphs and trees
From the fact that adding an edge to G will increase its additively weighted Harary index, it immediately follows that the complete graph has the largest H A (G) among all graphs on the same number of vertices. Hence, for any graph G on n vertices we have
By the same argument, any graph on n vertices having the smallest additively weighted
Harary index must be a tree. It is known that the extremal tree for the ordinary Harary index is the path [7, 24] . We can show, following the approach of reference [7] , that it is also the case for the additively weighted version.
Proof. From the above remark it follows that it is enough to consider trees on n vertices.
Let T n be such a tree, and let u be any vertex of T n of degree at least 3 such that at least two of the components of T n − u are paths. Let those paths be of lengths h and k, with h ≤ k. We denote the graph (i.e., the tree) induced by the vertices not in the above two paths by R. Let us call such a tree by T h,k . We transform T h,k by transplanting the end-vertex of the shorter path to the end-vertex of the longer path, obtaining so a tree we denote by T h−1,k+1 . Obviously, R is not affected by such a transformation. The transformation is illustrated in Fig. 1 for all k ≥ 2. Again,
By using the asymptotic formula H n ≈ ln n + γ for harmonic numbers, we obtain the asymptotic behavior of the type (n + 4) ln n for the lower bound of H A (G).
Next we show that among trees on the same number of vertices, the star has the largest
Theorem 2 Let T be a tree on n vertices. Then
Proof. Let x be a vertex of T with neighbors
Let T ′ be the tree obtained from T by the following transformation: 
Since for each vertex
and the equality holds if and only if δ(y) = 1. Applying the transformation for any pair vertices such as x and y for finite times, we get to the S n and the proof is completed.
Composite graphs
Many interesting classes of graphs arise from simpler graphs via binary operations known as graph products. In the rest of this section we introduce four such operations. Let G 1 and G 2 be two simple graphs. The sum of these graphs is denoted by G 1 + G 2 and is defined as the graph with the vertex set V (G 1 ) ∪ V (G 2 ) and the edge set
Sometimes the sum of two graphs is also called the join and denoted by G 1 ∇G 2 [19] . For given two graphs, their sum is obtained by taking both graphs and adding all possible edges between them. When one of the components is K 1 , we have a special case called suspension
The next binary operation is the composition of two graphs. The composition of graphs
and it is the graph with vertex set V (G 1 ) × V (G 2 ) and two vertices u = (u 1 , u 2 ) and v = (v 1 , v 2 ) are adjacent if (u 1 is adjacent with v 1 ) or (u 1 = v 1 and u 2 and v 2 are adjacent). Unlike the sum, the composition is not a symmetric operation. The best way to think of it is to expand every vertex of G 1 into a copy of G 2 and replace every edge of G 1 by all possible edges between the copies of G 2 that arose from its end-vertices.
The disjunction G 1 ∨ G 2 is the graph with vertex set V (G 1 ) × V (G 2 ) and
For given graphs G 1 and G 2 , their symmetric difference G 1 G 2 is the graph with vertex set V (G 1 ) × V (G 2 ) and edge set
The disjunction and symmetric difference are both symmetric operations that share a number of common properties. The most remarkable is that their diameter never exceeds 2.
We refer the reader to monograph [8] for more information about graph products. There is also a growing corpus of literature concerned with the study of graph invariants of composite graphs. We refer the reader to [6, 19, 21] for results on some distance based invariants and their weighted modifications. Scattered in that literature are also the proofs of the following results about the degrees and distances in the four types of graphs we are considering here.
We refer the reader to [10] for the details.
Lemma 1 Let G 1 and G 2 be two simple connected graphs. The number of vertices and edges of graph G i is denoted by n i and e i respectively for i = 1, 2. Then we have:
c.
Main results
In 
Sum
Theorem 3 Let G 1 and G 2 be two simple graphs. Then
Proof. It is obvious from definition that for any u, v ∈ V (G 1 + G 2 ), the distance between them d G1+G2 (u, v) is either 1 or 2. In the formula for H A (G 1 + G 2 ), we partition the set of pairs of vertices of G 1 + G 2 into three cases denoted by A 0 , A 1 and A 2 . In A 0 we collect all pairs of vertices u and v that u is in G 1 and v is in G 2 . Hence, they are adjacent in
is the set of pairs of vertices u and v that they are in G i . Also we partition the sum in the formula of H A (G 1 + G 2 ) into three sums S i so that S i is over
The remaining two sums have the same structure, so it is enough to compute one of them.
Similarly,
The result now follows by adding the three contributions and simplifying the resulting expression.
The sum of more than two graphs can be defined inductively in the obvious manner,
Its additively weighted Harary index can be obtained by a reasoning similar to the above.
. . , G k be simple connected graphs and
where n i and n are the number of vertices of G i and G respectively, and e j is the number of edges of G j .
As an application of the above result, we compute the additively weighted Harary index of the complete k-partite graph. Recall that the graph K n1,...n k is the sum of k empty graphs on n 1 , . . . , n k vertices, respectively.
Corollary 2
Composition
The components of composition enter the operation in a markedly asymmetric manner.
That fact is reflected in the formula for the
Theorem 4 Let G 1 and G 2 be two simple connected graphs. Then
For each vertex x of G 1 we label the corresponding copy of G 2 by G 2,x . If two vertices x, y of G 1 are adjacent, then every pair of vertices of G 2,x and G 2,y are adjacent too. We have
We partition the sum into two sums, S 1 and S 2 . The first one, S 1 , runs over all pairs of vertices u and v in G 2,x for each vertex x in G 1 . The second one, S 2 , is over all pairs of vertices u and v such that u is in G 2,x and v is in G 2,y for x, y in G 1 , x = y.
Disjunction and symmetric difference
We have already mention that the last two operations are very much alike, in particular with regard to the distances between their vertices. Hence we treat them together. e i is equal to ni 2 − e i .
Theorem 5 Let G 1 and G 2 be two simple connected graphs. Then
+ 8n 1 n 2 e 1 e 2 + 2 (n 1 e 2 e 1 + n 2 e 1 e 2 ) .
Proof. Let us denote
We consider four sums S 1 , . . . , S 4 as follows :
Theorem 6 Let G 1 and G 2 be two simple connected graphs. Then
The proof follows much along the same lines as for the disjunction, so we omit the details.
Examples and concluding remarks
In this section we apply some of the derived results to give the explicit formulas for the additively weighted Harary index of some classes of graphs. We start with suspensions.
Corollary 3
H A (K 1 + G) = 1 2 M 1 (G) + 2(n + 2)e + 3n 2 + n .
The formulas of the fan graph K 1 + P n and for the wheel graph W n = K 1 + C n are as follows:
Corollary 4
H A (K 1 + P n ) = 5 2 n 2 + 7 2 n − 5.
By composing paths and cycles with various small graphs we can obtain different classes of polymer-like graphs. Now we give the formula of the H A index for the fence graph P n [K 2 ] and the closed fence C n [K 2 ].
Corollary 5
H A (P n [K 2 ]) = 8H A (P n ) + 8H(P n ) + 10n − 8.
We close the paper by discussing several open problems and possible directions for future research. It has been already mentioned that the intuitive idea of pairs of close atoms contributing more than the distant ones has been difficult to capture in topological indices.
A possibly useful approach could be to replace our additive weighting of pairs by the multiplicative one, thus giving rise to the multiplicatively weighted Harary index
It would be interesting to explore mathematical properties and possible predictive potential of this invariant. Another interesting problem would be to investigate H A (G) for various nanostructures. Since even the simplest nanostructures, the C 4 -nanotubes and nanotori, arise as the Cartesian products of paths and cycles, and since the Harary-type indices do not allow for nice expressions for such structures, there is not much hope of deriving simple formulas of the type shown here. However, it might be possible to extract certain information of the asymptotic behavior of the additively and multiplicatively weighted Harary indices.
Besides the Cartesian product, there are also other types of operations resulting in composite graphs, such as, e.g., splices and links, and also corona and rooted product. Since all of them could result in chemically interesting graphs, it could be useful to investigate the behavior of H A (G) under those operations.
