Abstract Threshold implementation (TI) is a masking method that provides security against first-order DPA with minimal assumptions on the hardware. It is based on multi-party computation and secret sharing. In this paper, we provide an efficient technique to find TIs for all 3 and 4-bit permutations which also covers the set of 3 × 3 and 4 × 4 invertible S-boxes. We also discuss alternative methods to construct shared functions by changing the number of variables or shares. Moreover, we further consider the TI of 5-bit almost bent and 6-bit almost perfect nonlinear permutations. Finally, we compare the areas of these various TIs.
the algorithm. The most common SCA technique is to analyze the power consumption of the device using differential power analysis (DPA). This analysis exploits the correlation between the instantaneous power consumption of a device and the intermediate results of a cryptographic algorithm.
Several countermeasures against side-channel attacks have been proposed. Some introduce noise in the side-channel such as executing random delays or dummy operations. There are also circuit design approaches [47] that try to balance the power consumption of different data values. Masking is an alternative approach to randomize the intermediate values of an algorithm. This can be done at the algorithm level [1, 13, 26, 41, 44] , at the gate level [27, 48] or even in combination with circuit design approaches [42] . However, it has been shown that hardware implementations are difficult to protect against DPA [33, 35] due to presence of glitches. The main advantages of the threshold implementation approach are that it provides provable security against first-order DPA attacks with minimal assumptions on the hardware technology, in particular, it is also secure in the presence of glitches, and that the method allows to construct realistic-size circuits [38] [39] [40] . However, a TI can still be broken by univariate mutual information analysis [3] or univariate higher order attacks [34] .
It has been shown that all 3 and 4-bit permutations have TI with 3, 4 or 5 shares [11] . There are many S-boxes used in cryptographic algorithms that are chosen from these sets of permutations. The TI approach is also applied to some algorithms such as PRESENT [43] , AES [8, 36] and KECCAK [4, 7] .
Contribution This paper is an extended and completed version of the paper presented at CHES 2012 [11] . In [11] we have proposed two techniques to find sharings which satisfy the properties of TI, namely direct sharing and sharing with correction terms. We have shown how these techniques can be applied to all 3 and 4-bit permutations. We left then as an open question if TI with 3 shares for some quadratic permutation classes can be found.
The current submission contains the following new contributions. First, we provide an answer to the above mentioned open question posed in the earlier version of the paper (Section 3.2). Second, we extend our previous work by providing TI for 5-bit almost bent and 6-bit almost perfect non-linear permutations which have cryptographic significance since they provide optimum differential and linear properties (Section 4). Third, we provide area distributions for various classes with different numbers of shares in the open cell library NANGATE [37] (Section 5). Finally, we propose two extensions to the basic sharing approach by using virtual shares and virtual variables, and by varying the number of the shares (Section 6).
Organization After providing some preliminary information on classification of permutations and threshold implementation in Section 2, we recall the previous work on 3 and 4-bit permutations in Section 3. We provide an answer in Section 3.2 to an open question from [11] whether 3 shares sharing exists for all 3-bit permutations. In Section 4, we improve the previous work to some 5 and 6-bit permutations which have cryptographic significance. We provide area requirements of all these permutations in Section 5. In the basic approach of TI, the number of input and output shares and variables are the same. In Section 6, we propose two extensions to the basic sharing approach: namely using virtual shares and virtual variables, and varying the number of the shares.
Preliminaries

Permutations and affine equivalence relations
We consider n-bit permutations sometimes defined over a vector space F n 2 or over a finite field GF (2 n ) some of which define n × n invertible S-boxes that are used in cryptographic algorithms. The degree of such a permutation F is the algebraic degree of the (n, n) vectorial Boolean function [14] . Any such function F (x) can be considered as an n-tuple of Boolean functions (f 1 (x), . . . , f n (x)) called the coordinate functions of F (x).
All permutations from a set X to itself form the symmetric group on X denoted by S X . A transposition is a permutation which exchanges two elements and keeps all others fixed. A classical theorem states that every permutation can be written as a product of transpositions [45] , and although the representation of a permutation as a product of transpositions is not unique, the number of transpositions needed to represent a given permutation is either always even or always odd. The set of all even permutations form a normal subgroup of S X , which is called the alternating group on X and denoted by A X . The alternating group contains half of the elements of S X . Instead of A X and S X , we will write here A m and S m , where m is the size of the set X.
Lemma 1 ([49])
For all n ≥ 3, the n-bit affine permutations are in the alternating group.
Definition 1 ([21]) Two permutations S 1 (x) and S 2 (x) are affine/linear equivalent if there exists a pair of affine/linear permutations A(x) and B(x), such that S 1 = B • S 2 • A.
Every affine permutation A(x) can be written as A · x + a with a an n-bit constant and A an n × n matrix which is invertible over GF (2) . It follows that there are
different affine permutations. The relation "being affine equivalent" can be used to define equivalence classes. Note that the algebraic degree is invariant under affine equivalence, hence all permutations in a class have the same algebraic degree. Moreover, if a permutation is represented with an even (resp. odd) number of transpositions, all of its affine equivalent permutations are also represented with an even (resp. odd) number of transpositions.
It is well known that all 2-bit permutations are affine, hence there is only one class. The set of 3-bit permutations contains 4 equivalence classes [21] : 3 classes containing quadratic functions, and one class containing the affine functions. The Inversion in GF (2 3 ) and the S-boxes of the PRINTcipher [28] , the Threeway [19] and the Baseking [20] algorithms, which are the only cryptographically significant 3 × 3 Sboxes, belong to the same class, denoted by Q 3 3 in this paper with the representative given in Table 9 .
The maximal algebraic degree of a balanced n-variable Boolean function is n − 1 [16, 31] . De Cannière [12, 21] uses an algorithm to search for the affine equivalent classes which guesses the effect of the affine permutation A for as few input points as possible, and then uses the linearity of A and B (as given in Definition 1) to follow the implications of these guesses as far as possible. This search is accelerated by applying the next observation, which follows from linear algebra arguments (change of basis):
Lemma 2 ([30]) Let S be an n-bit permutation. Then S is affine equivalent to another permutationS withS(i)
In the case n = 4, this observation reduces the search space from 16! ≈ 2 44 to 11! ≈ 2 25 . De Cannière lists the 302 equivalence classes for the 4-bit permutations [21] : the class of affine functions, 6 classes containing quadratic functions and the remaining 295 classes containing cubic functions. The classes are listed in Tables 10, 11 and 12 in the Appendix. The numberings of the classes are derived from the lexicographical ordering of the truth tables of the permutations. In order to increase readability, we introduce the following notation A n i , Q n j , C n k to denote the Affine class number i, Quadratic class number j and Cubic class number k of permutations of F n 2 . There are many cryptographically significant 4-bit permutations. First Leander and Poschmann [30] and later Saarinen et al. [46] classify all 4 × 4 invertible S-boxes up to affine equivalence and provide 16 "golden" S-box classes that provide optimal differential and linear properties which would bring an advantage against cryptanalysis. Table 14 in the Appendix lists some of the S-boxes used in the design of cryptographic algorithms together with golden S-boxes (depicted as Optimal G i ) and the classes to which they belong.
On the other hand, the number of classes increase exponentially when permutations with bigger sizes are considered. There exists roughly 2 61 and 2 215 different classes for 5-bit and 6-bit permutations respectively [21] . The new hash function standard KECCAK [5] uses a 5-bit permutation as its non-linear layer. We will provide a separate discussion for the 5-bit and 6-bit permutations in Section 4.
Glitches and first-order DPA
Glitches are undesired transitions in the output of a cell that occur before the signal settles to its intended value. In a CMOS circuit, which is one of the most widely used circuit types, glitches occur a lot mainly because of two reasons. The first reason is that the wires in the circuit which carry input values of a cell have different lengths and propagation delays which might cause the inputs to a cell arrive in different times. Similarly, each type of cell can also have a different propagation delay which affect the cells that take an output value of a cell as an input. Another reason is that some cells take output values of other cells, which are in different stages of the circuit, as inputs. This glitching naturally increases together with the increase of stages in the combination circuit. The amount of glitching cells has a strong impact on the power consumption and the fact that this glitching is data dependent makes the circuit vulnerable to DPA. More information on glitches can be found in [32] .
A first-order DPA can be put in correspondence with observing the value of one single wire in the circuit [18, 25] . In a glitchy circuit, that can be considered as observing (unintended) intermediate values of the circuit during the calculation of a function which can give considerably high amount of information on the data the function uses.
Threshold implementations (TIs)
TI is a kind of side-channel attack countermeasure, based on (t, n) secret sharing schemes and techniques from multiparty computation. The approach can be summarized as follows. For all a ∈ F n 2 , a = F (x) implies that a = i a i = i F i (x) for all x satisfying i x i = x and x ∈ F m 2 . Non-completeness: Every function is independent of at least one share of the input variable x to provide security against first order side channel attacks. This is often translated as "F i should be independent of x i " hence x i is not an input of F i . This property, which is not enforced in standard masking methods, provides first-order DPA security of F in the presence of glitches with the condition that the input is an (s, s) sharing.
Hence the lack of this property would make the circuit of F vulnerable against glitch attacks as will be discussed later. Uniformity:
For all (a 1 , a 2 , . . . , a s ) satisfying i a i = a, the number of valid sharing x ∈ F ms 2 for which
2 , then the functions F i define together a permutation on F ms 2 . This further implies that the sharing F is balanced (as defined in [16] ). If, on the other hand, m < n, then the uniformity can be achieved only if the number of shares in the input is larger than the number of shares in the output. In this paper, except Section 6, we restrict ourselves to the case where the input and output have the same number of shares (denoted by s).
If the input sharing is uniform and the sharing is correct and non-complete, then any single component function F i is independent of the unmasked value x. Since each of the F i is independent of x, each of the sub-circuits implementing one of the F i is independent of x. Alternatively, the intermediate values of one wire in the circuit mentioned in Section 2.2, do not provide information depending on all the shares which could lead to x. Hence, none of the sub-circuits, by itself, can leak any information on the unmasked value even in the presence of glitches. Under the assumption that the total leakage of all the sub-circuits when implemented on the same chip is the same as the sum of the leakages of the sub-circuits when implemented separately, we can invoke the linearity of the expectation operator to derive that the average power consumption of the circuit doesn't leak any information on the unmasked values, even in the presence of glitches. Hence, we have perfect resistance against attacks based on the average power consumption, e.g. first-order side-channel attacks.
In order to achieve correctness and non-completeness, we need at least n + 1 shares for a function with algebraic degree n as proven in [40] . Even though it is possible to consider the full permutation from a cryptographic algorithm as F and try to satisfy the correctness and non-completeness properties directly, such a TI is infeasible due to the high degree of the permutation. Typically, the cryptographic algorithms have more than one rounds each of them taking the previous round output as input. Hence, one can consider each round as F and with a lower degree and satisfy the correctness and non-completeness properties with uniform input sharing for each round. In that case, in order to satisfy the non-completeness in the following rounds, each round should be separated by registers. Moreover, in order to guarantee the uniformity of the input sharing on the following rounds, we require the sharing of each round function to be uniform [8] . Proof Let S be an n-bit permutation which has a uniform, non-complete and correct sharing S using s shares S i . Denote the input vector of S by x, and the shares by x i . Each S i contains n coordinate shared functions depending on at most (s − 1) of the x i , such that the non-completeness property is satisfied. Without loss of generality, we denote by x i the vector (x 1 , . . . , x i−1 , x i+1 , . . . , x s ) which contains the s − 1 inputs of S i .
TI and affine equivalence
We now construct a uniform, non-complete and correct sharing for any permutationS which is affine equivalent to S. By Definition 1, there exist two n-bit affine permutations A and B s.t.S = B • S • A. In order to lighten the notation, we give the proof for the case that A and B are linear permutations. We define A, B as the ns × ns permutations that apply A, respectively B, to each of the shares separately: ) . By slight abuse of notation we can write y i = A(x i ) and see that the non-completeness of the S i is preserved in S • A. Since A is a permutation, it preserves the uniformity of the input and since S is uniform so will be the composition S • A. The correctness follows from the fact that S is a correct sharing and that 1 (y 1 )) , B(S 2 (y 2 )), . . . , B(S s (y s ))). Since B is a permutation, it preserves uniformity of the output and since S is uniform, the composition B • S is uniform. The composition is non-complete since the S i are non-complete and B does not combine different shares. Correctness follows from the fact that S is a correct sharing and hence
Consider now B(S(A(x))) = (B(S
B(S 1 (y 1 )) +B(S 2 (y 2 )) + · · · + B(S s (y s )) = B(S 1 (y 1 ) +S 2 (y 2 ) + · · · + S s (y s )) = B(S(A(x))).
Permutations of size n = 3, 4
In this section, we only consider 3-bit and 4-bit permutations unless stated otherwise explicitly for generalization.
Lemma 3
There is a transformation which expands Q 3 1 , Q 3 2 and Q 3 3 (in Table 9 ) into Q 4 4 , Q 4 12 and Q 4 300 (in Table 10 , 11 and 12) correspondingly.
Proof Starting from a 3-bit permutation S and adding a new variable we can obtain a 4-bit permutationS. Namely, the transformation is defined as follows: let S(y, z, w) = (a, b, c) and defineS(x, y, z, w) = (a, b, c, x). It is easy to check that this transformation maps the first 3 classes into the other 3 classes.
The relation from Lemma 3 explains why if we have a TI for a class in F 3 2 we also obtain a TI for the corresponding class in F 4 2 and vice versa, i.e., if we cannot implement a class with TI then the corresponding class cannot be implemented with TI either.
Note that S −1 , the inverse permutation, is not necessarily affine equivalent to S and in this case may not have the same algebraic degree. We know however, that the inverse of an affine permutation is always an affine permutation. In the case of 3-bit permutations it follows that the inverse of a quadratic permutation is again a quadratic permutation. Moreover, it can be shown that the 3 quadratic classes in S 8 are self-inverse, i.e. S −1 belongs to the same class as S. In the case n = 4, we can apply the following lemma.
Since the inverse of an affine permutation is affine, and, when n = 4, the inverse of a cubic permutation is cubic, it follows that in this case the inverse of a quadratic permutation is quadratic. The KECCAK S-box (n = 5) [5] , which is a permutation, is as an example where the algebraic degree of the inverse S-box (3) is different from the algebraic degree of the S-box itself (2) .
We have observed that there are 172 self-inverse classes in the symmetric group S 16 . The remaining 130 classes form 65 pairs, i.e., any permutation S of the first class has an inverse permutation S −1 in the second class (and vice versa). Table 1 gives the list of the pairs of inverse classes.
Direct sharing
The most difficult property of TI to be satisfied when the function is shared is the uniformity. Assume that we want to construct a TI for the function F (x, y, z) with 3 shares. It is easy to produce a sharing which satisfies the correctness and the non-completeness requirements and is rotation symmetric, by means of a method that we call the direct sharing method, and that we now describe for 3 shares. First, we replace every input variable by the sum of 3 shares. The correctness is satisfied if we ensure that
In order to satisfy non-completeness, we have to divide the terms of the right hand side over the three F j in such a way that F j does not contain the terms x j , y j and z j where j ∈ {1, 2, 3}. We achieve this by assigning the linear terms containing an index j to F j −1 , the quadratic terms containing indices j and j +1 to F j −1 and the quadratic terms containing indices j only to F j −1 . For example,
gives:
The method can easily be generalized for larger number of shares and higher degrees. Note that the uniformity of a sharing produced in this way is not guaranteed. It has to be verified separately. On the other hand, it is enough to find a uniform direct sharing for one permutation within the class to judge if a permutation that belongs to the same class has a TI by Theorem 1. Therefore, we run an algorithm that goes through all permutations within a class to find a permutation that has direct uniform sharing. With this method using 3 shares, we were able to find TIs for permutations of Q 3 1 , but none of Q 3 2 and Q 3 3 . We were also able to find TIs for permutations of Q 4 4 , Q 4 294 and Q 4 299 , but none of Q 4 12 , Q 4 293 and Q 4 300 . So, unfortunately half of the quadratic permutations does not have a TI when shared directly with 3 shares. We can increase the number of shares to find a uniform sharing for quadratic or cubic permutations. When we use 4 shares, we observe that all quadratic classes have at least one permutation that has a TI with direct sharing. We have also found TIs for the permutations in cubic classes C 4 1 , C 4 3 , C 4 13 and C 4 301 from S 16 \ A 16 using direct sharing with 4 shares. On the other hand, with 5 shares we can find a TI for at least one permutation for all classes when shared directly which is a big improvement compared to the situation with 4 shares.
Sharing using correction terms
Since direct sharing does not always result in a uniform sharing the use of correction terms (CT) has been proposed [38, 39] . Correction terms are terms that can be added in pairs to more than one share, such that they satisfy the non-completeness rule. Since the terms in a pair cancel each other, the sharing still satisfies the correctness.
By varying the CT one can obtain all possible sharings of a given function. Consider a Boolean quadratic function with m variables (1 output bit), which we want to share with 3 shares. Note that the only terms which can be used as CT without increasing the degree of the component functions are x i or x i y i for i = 1, 2, 3. Indeed terms like x i y j for i = j cannot be used in the i-th and j -th share of the function because of the non-completeness rule, i.e. such a term can be used in only 1 out of 3 shares, hence it cannot be used as a CT. We can also use higher degree terms such as x i y i z i . . . as CT if we do not limit the CT to the function degree.
Counting the linear, quadratic and cubic CT and ignoring the constant terms, which will not influence the uniformity, we obtain 3(m+ 21 possible CT and therefore for a 3×3 S-box, the space of CT will be of size 2 63 . This makes the exhaustive search (to find a single good solution) over the set of defined CT unpractical, even for small S-boxes. For a sharing with 4 shares even more terms can be used as CT. In [11] , we left the problem of having an efficient algorithm to search through CT as an open question. Here we describe an algorithm that can provide a negative result if there does not exist any TI with correction terms, with a complexity less than the exhaustive search.
Consider a TI with the s-sharing F of an n-bit permutation F (if it exists). The uniformity property implies that the vectorial Boolean function F :
is a balanced function. Recall some properties of the balanced vectorial functions [16] . 
Then consider the set
Theorem 2 The function F + C F is a bijection if and only if C F ∈ C.
Proof (Sufficient condition) By the definition of C, for any function C F ∈ C, the function F + C F is such that for any k ∈ {1, . . . , ns} and for any tuple (i 1 j 1 
This theorem allows us to use the following algorithm to search for a TI for the permutation
Algorithm 1
Input: Direct sharing F = ( f 11 , ..., f 1s , ..., f n1 , ..., f ns ) of F with s shares Fi = ( f 1i , ..., f ni ) and the sets J k containing all k-tuples (i 1 j 1 , ..., i k j k ), from {11, . . . , n1, . . . ,1s, . . . , ns} for 1 ≤ k ≤ ns. Output: The set C s.t. for each function C F C the sharing
With this algorithm, we can conclude that there does not exist a TI with correction terms if C = ∅, which is likely to happen faster than the exhaustive search. Observe also that for any k, if the set C k
Moreover, since the goal is to satisfy C = ∅ for k = ns, we can start the for loop from any k s.t. 1 ≤ k ≤ ns. If for any k, we have C = ∅ at the end of the while loop, it implies that C = ∅ for all k < k.
We consider the permutation F = (xy + yz + xz, x + y + xy + yz, x + z + yz) from the class Q 3 3 and applied the above algorithm with initialization of k = 4. We choose the tuple of indices as (11, 12, 13, 21) ∈ J k and construct the set C 1 = C 4 11,12,13,21 . We obtaine that the set C 1 is empty. Therefore, the set C from the theorem is empty, hence, there is no uniform sharing for the given permutation. The algorithm terminated after a computation with complexity 2 35 . This proves the following:
Corollary 1 There does not exist a uniform sharing with 3 shares for permutations from Q 3 3 .
Recall that by Lemma 3, the class Q 3 3 corresponds to the class Q 4 300 . Moreover, if there is no uniform sharing for 3-bit permutations from a class, then there does not exist a uniform sharing for 4-bit permutations from the corresponding class. Q 4 300 .
Corollary 2 There does not exist a uniform sharing with 3 shares for permutations from
Recall that with a direct sharing, we could not find a uniform sharing for many classes. However by using CT and sharing linear and quadratic terms as in (3), we found sharings for classes Q 3 2 , Q 4 12 , Q 4 293 with three shares.
So all 3 and 4-bit quadratic classes except Q 3 3 and Q 4 300 have a TI with 3 shares.
Sharing using decomposition
In case we can not find a uniform sharing for a given S-box with a particular number of shares, one option to satisfy the uniformity property is to re-mask the output of the S-box as proposed by Moradi et al. [36] . That is, given
is not uniform and two random masks m 1 , m 2 , the sharing F' provided in (4) is uniform. This re-masking can be extended to any number of shares to generate uniform sharings when it is not possible to find uniform sharings otherwise. However, this should not be considered as a straight-forward approach since generation of good masks can be a burden.
Another option is to increase the number of shares. However, the area requirements of an implementation of a cryptographic algorithm increase with the number of shares, therefore it is desirable to keep the number of shares as low as possible. To overcome these issues, we can decompose an S-box into other S-boxes that have uniform sharings and/or lower degree. Examples of such decompositions have been presented for NOEKEON [39, 40] and for PRESENT [43] . These three realizations decompose the Sbox with algebraic degree three into two permutations with algebraic degree two. For the PRESENT S-box, decompositions S(x) = F (G(x)) with G(0) = 0 have been found [43] where F (x) and G(x) are quadratic permutations. By varying the constant term G(0) the authors found all possible decompositions of S(X) = F (G(X)). Both S-boxes, F (x) and G(x), have been shared with direct sharing with 3 shares, (F 1 , F 2 , F 3 ) and  (G 1 , G 2 , G 3 ) , that are correct, non-complete and uniform. Moreover, the output of G is stored in the registers before it is taken as input to F to force the non-completeness property when the functions are cascaded as discussed in Section 2.3. Figure 1 illustrates this approach. Now we consider all 4-bit permutations, and investigate when a cubic permutation from S 16 can be decomposed as a composition of quadratic permutations. We will refer to the minimum number of quadratic permutations in such a decomposition as decomposition length.
Lemma 6 If a permutation S can be decomposed into a sequence of t quadratic permutations, then all permutations which are affine equivalent to S can be decomposed into a sequence of t quadratic permutations.
Proof Let S be a cubic permutation which can be decomposed as a composition of quadratic permutations
• Q t with length t. Let W be a permutation which is affine equivalent to S. By definition, there exist affine permutations A and B s.t.
has a decomposition with quadratic permutations and that its length is t.
Lemma 7 All 4-bit quadratic permutations belong to the alternating group
Proof Since all affine permutations are in the alternating group (Lemma 1), two permutations which are affine equivalent, are either both even or both odd. We have taken one representative of each of the 6 quadratic classes Q 4 i for i ∈ {4, 12, 293, 294, 299, 300} [21] and have verified that their parities are even. Now we investigate which permutations we can generate by combining the affine and the quadratic permutations. We start with the following lemma. It follows that we can construct all cubic classes of decomposition length 2 by running through the 36 possibilities of i × j and the 322560 invertible affine transformations in (5). This approach produces 30 cubic classes. In the remainder, we will denote the permutations S i×j by i × j and refer to them as the simple solutions. Table 15 
To obtain all decompositions with length 3 we use similar approach as for length 2 but the first permutation Q i is cubic (instead of quadratic) and belongs to the already found list of cubic classes decomposable with length 2. It turns out that we can generate in this way the 114 remaining elements of A 16 .
Summarizing, we can prove the following Theorem and Lemma (stated without proof in [22] ).
Theorem 3 A 4-bit permutation can be decomposed using 4-bit quadratic permutations if and only if it belongs to the alternating group A 16 (151 classes).
Proof (⇒) Let S be a permutation which can be decomposed with quadratic permutations say
Since all Q i ∈ A 16 (Lemma 7) and the alternating group is closed it follows that S ∈ A 16 .
(⇐) Lemma 6, Lemma 8 and the discussion following it imply that we can generate all elements of the alternating group using quadratic permutations.
The left-hand-side columns of Table 2 list the number of classes with a decomposition from a given length for all 4-bit permutations. Theorem 3 implies that the classes which are not in the alternative group i.e. in S 16 \A 16 , cannot be decomposed as a product of quadratic classes. Now we make the following simple observation: In [29] , Kutzner et al. introduce factorization instead of decomposition in order to enable 3-share TI for the invertible 4x4 S-boxes not belonging to A 16 . In fact factorization uses a combination of decomposition and XOR of quadratic permutations. Although keeping three shares appears to be an interesting approach, the authors did not note the cost of their approach. When a single permutation is considered, the factorization method with 3 shares requires more registers than the 4-share approach for the permutations in S 16 \ A 16 . Implementations in [11] show that in certain cases it can be even more efficient to use 4 or 5-share TI instead of 3-share TI. In this paper we will not use the factorization approach. Now that we know the possible decompositions of 3 and 4-bit permutations, we can try again to find TIs for these permutations by using less shares trading off with the decomposition length. However, this problem is more restrained than the basic problem, since we can use only the quadratic permutations for which we already have a uniform sharing. It turns out that the decompositions for Q 3 3 are 1×2 and 2×1, i.e., we obtain a sharing with 3 shares for Q 3 3 at the cost of decomposition length two (instead of length one). Similarly Q 4 300 can be decomposed as 4 × 12, 4 × 293, 12 × 4, 12 × 294, 293 × 4, 293 × 294, 294 × 12 and 294 × 293. So, again we obtain a sharing with 3 shares with length two. With this result, we find TI for all 3 and 4-bit quadratic permutations with 3 shares.
Lemma 9 LetS be a fixed permutation in S
F (x, y, z) = x + yz + xyz
Recall that one can find decompositions into quadratic permutations for cubic permutations in the alternating group. Therefore these permutations have a TI with 3 shares. However the permutations outside the alternating group do not have a TI with three shares. By using Lemma 9 and (3) or (6) (cubic term when necessary), we obtain a TI with 4 shares for all 4-bit permutations. The total length of the sharing depends on the class we use (C 4 1 , C 4 3 , C 4 13 and C 4 301 ) and also on the class from the alternating group, which is used for the decomposition. For example, class C 4 7 can be decomposed using C 4 1 with length four but with classes C 4 3 and C 4 13 it can be decomposed with length three. Note also that the number of solutions differs. We have found 10, 31 and 49 solutions when using C 4 1 , C 4 3 and C 4 13 classes, correspondingly. Unfortunately, we could not present the decompositions for all 4-bit permutations, which are provided in [10] , in this paper due to page limitations. Table 2 summarizes these results.
An open question is why for all 4-bit permutations, the TIs with 4 shares do not improve the results significantly compared to 3 shares and suddenly with 5 shares we can share all classes uniformly with length 1.
Recall that for the PRESENT S-box, decompositions S(x) = F (G(x)) have been found in [43] . The authors also made an observation that exactly 3 7 sharings out of the decompositions automatically satisfy the uniformity condition (i.e. without any correction terms). Recall that with the direct sharing method without CT we (as well as the authors of [43] ) were able to share only 3 quadratic classes: Q 4 4 , Q 4 294 and Q 4 299 . The Present S-box belongs to C 4 266 and has 7 simple solutions (see Table 15 ) but only 3 of them can be shared uniformly with direct sharing, namely 294 × 299, 299 × 294, 299 × 299, which explains the authors' observation.
In Tables 9, 10 , 11 and 12, the column Sharing describes the length of the found TI with 3 and with 4 shares, separated by a comma. Since all classes can be shared with 5 shares uniformly with length 1 we omit this fact in these tables. Recall that for the permutations in S 16 \ A 16 no solution with 3 shares exist which is indicated in the table by a −.
Permutations of size n = 5, 6
S-boxes of size 5 × 5 and 6 × 6 have also been used in cryptographic primitives. One important example of a 5-bit S-box is the KECCAK S-box [5] , which has algebraic degree two. It has been shown in [7] that the direct sharing with 3 shares of this S-box does not satisfy the uniformity condition of a TI. Unfortunately, even with the algorithm provided in Section 3.2, it is not feasible to search through all possible CT to find a uniform sharing. On the other hand, TI with three shares with 4-bit extra fresh randomness per round or with four shares and CT is possible [7] .
There are approximately 2 61 (resp. 2 215 ) distinct affine equivalent classes of 5-bit (resp. 6-bit) permutations [21] . The set of almost bent permutations and almost perfect nonlinear permutations are the most well studied since they have a particular importance in cryptography. It is known that all AB permutations are also APN. An APN permutation provides optimum resistance only against differential cryptanalysis. While an AB permutation provides optimum resistance against both differential and linear cryptanalysis [17] . However, AB permutations exist only when n is odd [17] .
Definition 2 ([17]) The permutation S is said to be almost perfect nonlinear (APN) if all the equations
Up to affine equivalence there are only four AB permutations of dimension five. All can be represented as a power function [15] . A representative of each class is provided in Table 3 . AB4 and AB3 are the inverse of AB1 and AB2, respectively.
Similar to the case of KECCAK S-box, with our current methods it is not feasible to find a TI with 3 shares for AB1 and AB2 even though they have algebraic degree two. However, it is possible to find TIs with 4 shares with CT for those permutations. The 4-share implementation for linear and quadratic terms are provided in (6) . Unfortunately, for AB3 and AB4, which have algebraic degree 3, with our current methods it is not feasible to find a uniform sharing up to five shares. However it is possible to have TIs with 4 shares with the cost of re-masking.
Up to affine equivalence, there is only one known APN permutation of dimension six [24] . Dillon shows in [24] that this APN permutation which has algebraic degree four, can be decomposed into two permutations of degree three and two. An example of an APN permutation with the decomposition AP N = F (G(x)), where F has degree three and G has degree two is provided in Table 4 . Unfortunately, with our current methods it is not feasible to find uniform sharing for F and G. However, with this decomposition, it is possible to have a 4-share implementation with re-masking.
As the S-box becomes bigger and more complicated, we observe that finding a uniform sharing becomes much more difficult and the search for CT becomes unfeasible. At this point, we leave the problem of finding TI for AP N permutations of size six and AB permutations of degree three of size five as an open question.
The only known examples of using AB permutation of size five or APN permutation of size six are the authenticated encryption algorithms FIDES [6] (AB1 and APN) and PRIMATEs [2] (AB1), which are designed to provide provable security against first-order side-channel analysis attacks.
Another example of using S-boxes with 6-bit inputs is the Data Encryption Standard (DES) [23] . A 6 × 4 S-box used by DES can be implemented as four 4 × 4 invertible Sboxes followed by a cubic selection function (4-to-1 multiplexer). The selection function can be implemented uniformly with direct sharing with 4 shares and we have TI for all 4 × 4 invertible S-boxes. However, the distribution of the input of the selection function, which combines the outputs of 4 × 4 S-boxes as input is not necessarily uniform. To avoid firstorder leakage, the input of the selection function should be checked carefully and should be re-masked when necessary. 
Hardware implementations
Our aim is to provide a fair comparison and prediction what the cost (ratio of area to a NAND gate referred to as GE) is for a TI of a permutation in a specified library. For our investigations we use the open cell library NANGATE [37] and the Synopsis development tool. We used compile ultra command to optimize each component function (resp. unshared function) then combined these to get the cost of TI (resp. permutation).
The area results listed consider a set of input or output registers. The cost of a permutation is the cost of the combinational logic required to calculate the (shared) permutation, the cost of the pipelining registers if it is required (i.e. if it is decomposed) as described in Section 3.3 and the cost of the n-bit (resp. n × s-bit if shared) register. The formulas for 3 shares are generated using the (2) and (3). For 4 shares, we used a variation of the same equations for quadratic functions. For cubic permutations with 4 shares and for all permutations with 5 shares, we used a variation of the (6) .
For 3-bit permutations, we choose a permutation randomly from each class and observed the cost as shown in Table 5 . We observe that for these small permutations, the sharing used has a big effect on area. That is why 4-share implementations that use the (3) are bigger than the 5-share implementations that use the (6) even though they require less registers.
Since the wide-range of S-boxes used in cryptography are from the set of 4-bit permutations, we deepen our research for these permutations. Moreover, since we use quadratic or cubic classes with length 1 for the decompositions, we concentrated our efforts on these classes and implemented 1000 permutations chosen randomly per each class. Area distributions in Fig. 2 and the average areas in Table 6 show that it is advantageous to use permutations from Q 4 4 and avoid using permutations from Q 4 299 if possible for a more area efficient implementation.
A similar argument can also be made for cubic permutations with decomposition length 1 with 4 shares. Namely, by Fig. 3 and Table 6 , we can conclude that it is For classes with decomposition length more than one (Table 7) , we randomly select a class representative i.e. a permutation. Then we implement the smallest amongst all possible decompositions of this permutation, namely the one which gives minimum GE. We saw that, classes Q Table 7 also shows that depending on the decomposition length and the permutation class, a 5 share TI can give smaller results than a 3 or 4 share TI if only the S-box is considered. The optimal invertible S-boxes used in cryptography have decomposition lengths (2,2), (3,3) or (-,3) for which an estimation can be deduced from the same table.
Remember that we cannot find a TI for cubic 5-bit AB permutations with four shares. Therefore we chose to implement only the quadratic AB permutations. For each of the class we randomly select a representative to implement. We observe that TI cost is a little bit over four times the cost of the unshared version.
On the other hand, we implement the APN permutation in Table 4 with the given decomposition even though the sharing is not uniform since that is the only known class. Therefore for that implementation, an extra cost of re-masking should be calculated. We observe that even the unshared implementation cost is high as a result of the high degree and with decomposition this cost might reduce. This 4-share implementation is 3,5 times the cost of the unshared version. We summarize the results for permutations of size five and six in Table 8 .
Extensions
In the basic approach of TI, the number of input and output shares and variables are the same. In this section, we propose two extensions to the basic approach.
Virtual variables and virtual shares
For some Boolean functions with two inputs there is no sharing with three shares satisfying all TI requirements [38, 39] . For example, direct sharing of multiplication of two variables with three shares does not satisfy the uniformity condition. On the other hand, TI with three 2  224  192  795 shares do exist for all quadratic Boolean functions with three inputs. This fact leads to an approach where we define extra input variables, virtual variables for the function that we want to find a sharing for. A virtual variable is hence an additional input to the function, whose value does not influence the output of the function. In the implementation however, it must be ensured that the attacker cannot predict the value of the virtual variable, i.e. it has to be random. Hence, the approach requires additional randomness as input. For example, assume that we want to construct a sharing for the function F (x, y) = xy. By adding a virtual variable z, we can share F (x, y, z) = xy as follows:
AP N
Without the virtual variable, we can share the product of two variables if we use four shares [38] , hence in total 2 × 4 = 8 elements. With virtual variable, we obtain 3 × 3 = 9 elements, which is in fact not an improvement.
Since z in the previous example F = xy was a virtual variable, its shares z 1 , z 2 and z 3 can be called virtual shares. Instead of introducing all the 3 virtual shares, we can also introduce fewer of them. Since a virtual share is not related to a 'real' input of the function, it does not need to be taken into account when we check the non-completeness of the sharing. The previous example can be shared using only one virtual share as:
An alternative way to satisfy the uniformity is re-masking as described in (4). If we consider the term x 1 z + y 1 z in (8) as a second mask, this equation becomes equivalent to the (4) where we use 8 elements. Therefore, using virtual variables can also be considered as a clever way of re-masking that requires only 7 elements. This improvement in the number of elements is very small when only one multiplication is considered. On the other hand, a cryptographic algorithm typically use much more than one multiplication.
Varying the number of shares
Until now we have considered the case when the inputs and the outputs of a function have to be shared with the same number of shares, e.g., s. In fact, it is possible to generalize the approach, such that the inputs are shared with s i shares, the outputs (i.e., the function) with s o shares providing that s i ≥ s o holds. We will shortly illustrate this approach by sharing the product xy, such that the input is shared with 4 shares and the output with 3 shares.
This approach also gives flexibility when several blocks are combined with each other. An example of varying the number of shares is used in for implementing the multiplication in GF (2 4 ) in the AES S-box [8] .
Conclusions
We have considered the threshold implementation method, which is a method to construct implementations of cryptographic functions that are secure against a large class of sidechannel attacks, even when the hardware technology is not glitch-free.
We have analyzed which basic permutations can be securely implemented using 3, 4 or 5 shares. We have constructed TIs for all 3 and 4-bit permutations. Moreover, we showed that 5-bit quadratic almost bent permutations can be implemented with 4 shares. Thus we have extended the threshold implementation method to secure implementations for any cryptographic algorithm which uses these permutations as S-boxes. Note that in many block ciphers the mixing layer of its round function is a linear operation and thus it is trivially shared even with 2 shares. Finally, we have implemented several of these shared S-boxes in order to investigate the cost of the sharing as well as the additional cost due to the pipelining stages separated by latches or registers.
Our results show that such secure implementations can also be efficient. As expected, the longer length a sharing has, the more costly it becomes (for 3 and 4 shares). Even though, there are several cases when using 5 shares reduces the cost by up to 25 % compared to 3 and 4 shares with longer sharing length, in general 5 shares are about 30 % more expensive than 4 shares.
An obvious conclusion is that the cost of the TI method heavily depends on the class the given S-box belongs to as well as the chosen number of shares and the associated sharing length. Therefore, in order to minimize the implementation cost the number of shares have to be carefully chosen.
We leave as an open question the existence of a uniform sharing of 5-bit quadratic AB S-boxes with 3 shares, cubic AB S-boxes with 4 shares and 6-bit APN S-box. A SW toolkit, which implements these techniques described in this paper can be found in [9] . 
