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Résumé – Nous avons récemment développé une nouvelle méthode pour la séparation aveugle de sources non-stationnaires
en mélanges linéaires instantanés, appelée méthode à décorrélation spectrale. Contrairement aux méthodes classiques exploitant
la non-stationnarité des signaux sources, notre méthode ne nécessite pas la stationnarité par morceaux et traite les mélanges
dans le domaine fréquentiel. Cependant, elle suppose que les signaux sources sont temporellement non-corrélés, ce qui n’est pas
le cas de la plupart des signaux réels. C’est pourquoi nous proposons dans cet article une extension de cette approche également
applicable au cas de signaux non-stationnaires autocorrélés. Les résultats de tests avec ce type de signaux (parole, musique,
images) montrent que notre méthode conduit à de meilleures performances que les méthodes classiques de séparation de sources.
Abstract – We have recently developed a new method, called spectral decorrelation, for blindly separating linear instantaneous
mixtures of non-stationary sources. Contrary to the classical methods exploiting non-stationarity, our method is a frequency-
domain approach which does not require the piecewise stationarity of the signals. However, it supposes that the source signals
are temporally uncorrelated, while many real-world signals do not satisfy this assumption. That is why we propose in this paper
an extension of this approach which allows us to apply this method also to non-stationary autocorrelated signals. Tests using
such signals (speech, music, images) show the better performance of our method with respect to some classical source separation
methods.
1 Introduction
La Séparation Aveugle de Sources (SAS) consiste à es-
timer N signaux inconnus, notés si(n) (i = 1, ..., N)1 et
appelés sources, d’après la seule connaissance de M mé-
langes de ces signaux, notés xj(n) (j = 1, ...,M) et appelés
observations. Le terme aveugle signifie qu’aucune informa-
tion n’est disponible a priori ni sur les sources ni sur les
coefficients de mélange. Dans le cas où on a autant d’obser-
vations que de sources, et en absence de sources de bruit,
le problème de SAS en Mélange Linéaire Instantané (MLI)
peut être modélisé comme suit :
x(n) = As(n), (1)
où x(n) = [x1(n), x2(n), · · · , xN (n)]T est le vecteur ob-
servation, s(n) = [s1(n), s2(n), · · · , sN (n)]T est le vecteur
sources et A la matrice de mélange supposée réelle et in-
versible. Le but de la SAS est de trouver une estimation de
l’inverse de la matrice A, appelée matrice de séparation,
à une matrice de permutation et une matrice diagonale
près [1]. Il est montré dans [2] que la SAS peut être réa-
lisée en exploitant la non-gaussianité, l’autocorrélation ou
la non-stationnarité des signaux, ce qui a donné lieu à de
nombreux algorithmes [1, 3].
1On considère ici des signaux à temps discret. Le formalisme de
SAS est le même dans le cas des signaux à temps continu.
Plusieurs méthodes statistiques de SAS exploitent la
non-stationnarité des sources [4]-[9]. Dans [4] et [5], la sé-
paration de signaux non-stationnaires est réalisée en uti-
lisant un réseau de neurones artificiels qui procède à l’an-
nulation de l’intercorrélation (sans décalage) des signaux
de sortie à chaque instant. L’approche présentée dans [6]
est basée sur la maximisation de la non-stationnarité me-
surée par un cumulant croisé d’une combinaison linéaire
des observations. Dans [7], les signaux observés sont divi-
sés en deux sous-intervalles et la diagonalisation conjointe
des matrices de covariance estimées sur ces deux sous-
intervalles permet de séparer les sources. Deux autres mé-
thodes semblables à cette dernière utilisent plusieurs ma-
trices de covariance au lieu de deux [8, 9]. Dans [8], Pham
et Cardoso modélisent les sources non-stationnaires par
des séquences gaussiennes blanches et stationnaires par
morceaux. Ils proposent une solution au sens du maximum
de vraisemblance et montrent que l’optimisation du critère
résultant peut être réalisée par diagonalisation conjointe,
sans contrainte d’orthonormalité2, d’un ensemble de ma-
trices de covariance locales correspondant à différents in-
tervalles adjacents des observations. Quant à la méthode
2Les auteurs montrent que dans le cas M = N , l’algorithme de
diagonalisation conjointe de matrices carrées hermitiennes définies
positives, proposé par Pham [10], permet d’estimer la matrice de
séparation sans avoir recours à une orthonormalisation préalable.
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SONS (Second Order Nonstationary Source separation)
proposée dans [9] par Choi el al., elle exploite, en plus de
la non-stationnarité des signaux sources, leur corrélation
temporelle. De plus, contrairement à la méthode de Pham
et Cardoso [8], la diagonalisation conjointe des matrices de
covariance se fait après une orthonormalisation préalable
(c-à-d après blanchiment des observations), comme pour
l’algorithme SOBI (Second Order Blind Identification) [1].
Si les sources sont stationnaires, l’algorithme SONS se ré-
duit à l’algorithme SOBI.
Toutes ces méthodes statistiques sont des méthodes tem-
porelles3 pour lesquelles l’estimation des statistiques consi-
dérées exige que ces dernières ne changent pas dans chaque
intervalle d’estimation. Cela nécessite donc la stationna-
rité par morceaux des sources non-stationnaires par rap-
port à la statistique considérée, hypothèse qui, malheureu-
sement, n’est pas rigoureusement vérifiée pour la plupart
des signaux réels.
Par opposition à ces méthodes temporelles, une méthode
statistique dite fréquentielle4, appelée méthode à décorré-
lation spectrale, a été récemment développée au sein de
notre laboratoire [11, 12]. Cette méthode consiste à trans-
former les sources, en changeant ainsi leurs propriétés, afin
de pouvoir les séparer dans le domaine fréquentiel. Elle
peut être utilisée pour la séparation des MLI de signaux
non-stationnaires, réels, mutuellement non-corrélés, gaus-
siens et non-gaussiens. Contrairement aux méthodes citées
ci-dessus, elle ne nécessite pas la stationnarité par mor-
ceaux des signaux sources. Cependant, elle suppose que
les signaux sources sont non-corrélés dans le temps. C’est
pourquoi nous proposons dans cet article une extension
de cette approche également applicable aux signaux non-
stationnaires autocorrélés.
2 Décorrélation spectrale
Supposons que l’on dispose de N MLI de N sources
si(n) (i = 1, ..., N) non-stationnaires, réelles, centrées, non-
corrélées dans le temps et mutuellement non-corrélées. En
appliquant la transformation de Fourier à l’équation (1)
on obtient :
X(ω) = AS(ω), (2)
où S(ω) = [S1(ω), S2(ω), · · · , SN (ω)]T ,
X(ω) = [X1(ω), X2(ω), · · · , XN (ω)]T ; Si(ω) et Xi(ω) (i =
1, 2, · · · , N) sont respectivement les transformées de Fou-
rier de si(n) et xi(n). Ainsi, les observations fréquentielles
Xi(ω) sont des MLI des sources fréquentielles Si(ω). On
peut facilement montrer que ces nouvelles sources (Si(ω))
sont aussi mutuellement non-corrélées. La méthode à dé-
corrélation spectrale est basée sur le théorème suivant [12].
Théorème 1 : Si si(n) est un signal réel, centré et
non-corrélé dans le temps, avec une variance γi(n), c-à-d
3Les critères et les algorithmes de séparation correspondants sont
appliqués aux mélanges exprimés dans le domaine temporel.
4Les critères et les algorithmes de séparation correspondants sont
appliqués aux mélanges exprimés dans le domaine fréquentiel.
E [si(n1)si(n2)] = γi(n1)δ(n1 − n2) où δ(n) est l’impul-
sion unité, alors sa transformée de Fourier Si(ω) est sta-
tionnaire au sens large, avec une autocorrélation Γi(ν) qui
n’est autre que la transformée de Fourier de γi(n), c-à-d :




Par ailleurs, si si(n) est non-stationnaire en termes de va-
riance, c-à-d si γi(n) n’est pas constante, alors Si(ω) est
autocorrélé.
D’après ce théorème, si les sources temporelles sont non-
stationnaires et non-corrélées dans le temps, leurs trans-
formées de Fourier sont stationnaires au sens large et au-
tocorrélées. Plusieurs algorithmes ont été proposés pour
séparer les MLI de telles sources (e.g. AMUSE, SOBI, TD-
SEP [1]). Bien que ces algorithmes soient à l’origine dé-
veloppés pour des processus temporellement stationnaires
au sens large et corrélés dans le domaine temporel, rien
ne nous interdit de les appliquer à des processus fréquen-
tiellement stationnaires au sens large et corrélés dans le
domaine fréquentiel. Ainsi, rien qu’en observant dans le
domaine fréquentiel nos mélanges de signaux initialement
non-stationnaires et non-corrélés dans le temps, la SAS
peut être réalisée en employant une des nombreuses mé-
thodes développées précédemment pour des mélanges de
signaux stationnaires et corrélés dans le temps. A titre
d’exemple, un algorithme simple de SAS, qui peut être
considéré comme une version modifiée de l’algorithme











pour un certain décalage fréquentiel ν bien choisi. La ma-
trice de séparation est identifiable si les profils de variance
normalisés des sources ne sont pas identiques.
Cependant, si les sources à séparer sont autocorrélées
dans le domaine temporel, les conditions du théorème 1
ne sont plus satisfaites et la méthode n’est pas applicable.
Afin de pallier ce problème, on propose donc ici une nou-
velle approche qui consiste à passer d’un MLI de sources
autocorrélées à un MLI de sources non-corrélées dans le
temps, tout en gardant les autres propriétés nécessaires
pour appliquer la méthode à décorrélation spectrale.
3 Approche proposée
L’approche proposée est basée sur le théorème suivant.
Théorème 2 : Soient si(n) (i = 1, ..., N) N signaux
aléatoires réels, centrés, autocorrélés et mutuellement non-
corrélés. Si g(n) est un signal aléatoire réel non-corrélé
dans le temps, stationnaire et indépendant de toutes les
sources si(n), alors les signaux s′i(n) définis par s
′
i(n) =
g(n)si(n) sont réels, centrés, non-corrélés dans le temps
et mutuellement non-corrélés. Par ailleurs, les nouvelles
sources s′i(n) ont les mêmes profils de variance normalisés
que les sources originales si(n).
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Preuve : Soit g(n) un signal aléatoire non-corrélé dans
le temps, stationnaire et indépendant de toutes les sources
si(n), supposées réelles, centrées et mutuellement non-
corrélées. Soient s′i(n) = g(n)si(n) les nouvelles sources,
et soit s′ le nouveau vecteur source défini par s′(n) =










En utilisant l’indépendance du signal g(n) de toutes les










et en utilisant le fait que le signal g(n) est stationnaire et










où σ2g est la puissance du signal g(n).
Or comme les signaux si(n) sont supposés centrés et









est donc à son
tour diagonale et par conséquent les nouvelles sources s′i(n),
qui sont centrées, sont mutuellement non-corrélées.
D’autre part, d’après l’équation (6), les éléments diago-









gδ(n1 − n2)E [si(n1)si(n2)]





Les nouvelles sources s′i(n) sont donc non-corrélées dans
le temps. De plus, en considérant le cas n1 = n2 = n










ce qui signifie que les nouvelles sources s′i(n) ont les mêmes
profils de variance normalisés que les sources originales
si(n).





aijsi(n), j = 1, ..., N. (9)
Les observations xj(n) sont donc des MLI de sources
si(n) réelles, centrées, non-stationnaires, autocorrélées et
mutuellement non-corrélées. En multipliant les deux mem-
bres de l’équation (9) par un signal aléatoire g(n), satis-










aij(g(n)si(n)), j = 1, ..., N (10)
En posant x′j(n) = g(n)xj(n) et en tenant compte du






i(n), j = 1, ..., N, (11)
soit sous forme matricielle :
x′(n) = As′(n), (12)
où x′(n) = [x′1(n), x
′
2(n), · · · , x′N (n)]T et
s′(n) = [s′1(n), s
′
2(n), · · · , s′N (n)]T . On obtient donc un
nouveau MLI, mais avec la même matrice de mélange que
dans le MLI initial. Or, d’après le théorème 2, les nouvelles
sources s′i(n) sont réelles, centrées, non-corrélées dans le-
temps et mutuellement non-corrélées. Les signaux x′j(n)
sont donc des MLI de nouvelles sources s′i(n) qui vérifient
les conditions du théorème 1. Par ailleurs, selon le théo-
rème 2, cette transformation ne modifie pas les profils de
variance normalisés des sources et n’a donc pas d’influence
sur l’identifiabilité de la matrice de séparation.
Par conséquent, en appliquant la méthode à décorréla-
tion spectrale aux nouvelles observations x′j(n), on peut es-
timer la matrice de séparation et en déduire les sources ori-
ginales si(n) en utilisant les observations initiales xj(n)5.
4 Résultats expérimentaux
On utilise la méthode à décorrélation spectrale6 pour
la séparation de MLI de deux signaux de parole, de mu-
sique, ou de deux images, qui sont bien des signaux non-
stationnaires et autocorrélés. On considère le cas d’un mé-
lange fort défini par la matrice A = [1 0.9; 0.8 1]. Pour
mesurer les performances de notre méthode et la comparer
à celles de quelques algorithmes classiques de SAS [13], on
utilise comme critère de mesure de performances le rap-
port signal sur interférence en sortie, noté SIR (Signal to













où ŝi(n) est l’estimation de la source si(n) après sépara-
tion et après normalisation pour qu’elle ait la même puis-
sance et le même signe que si(n). Quant au signal g(n) uti-
lisé par notre approche, supposé indépendant des sources
si(n), on considère un signal aléatoire blanc, stationnaire
et uniforme. On donnera à chaque fois le résultat sans
et avec multiplication des observations temporelles par ce
signal g(n).
4.1 Parole
On utilise deux signaux de parole de 100000 échantillons
chacun. Sans et avec multiplication par le signal g(n) on
obtient respectivement des SIR de 51.3 dB et 76.9 dB,
alors qu’en utilisant les 19 méthodes disponibles dans [13],
les meilleurs SIR sont de 43.8 dB, 43.3 dB et 42.7 dB, ob-
tenus respectivement en utilisant les méthodes ERICA,
PEARSON et SONS. Pour la séparation de signaux de
parole en MLI, notre méthode est donc plus performante
que la méthode non-stationnaire SONS et les autres mé-
thodes statistiques disponibles dans [13], même sans mul-
tiplication par le signal g(n), mais bien plus encore avec
cette multiplication.
5On peut également obtenir les sources si(n) en divisant les es-




6Parmi les algorithmes pratiques qui peuvent être déduits de cette
approche générale pour traiter le MLI dans le domaine fréquentiel,
on utilise ici l’algorithme SOBI.
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4.2 Musique
On utilise deux signaux de musique de 100000 échan-
tillons chacun. Sans et avec multiplication par le signal
g(n) on obtient respectivement des SIR de 62.1 dB et
85.3 dB, alors qu’en utilisant les 19 méthodes disponibles
dans [13], les meilleurs SIR sont de 66.1 dB, 65.7 dB et
61.2 dB, obtenus respectivement en utilisant les méthodes
SOBI, SOBI-BPF et SONS. Sans multiplication par le si-
gnal g(n), notre méthode a donc à peu près les mêmes
performances que la méthode SONS et elle est légère-
ment moins performante que les deux autres méthodes
classiques. En revanche, avec multiplication par le signal
g(n), elle est beaucoup plus performante que toutes ces
méthodes.
4.3 Images
On utilise deux images astrophysiques de taille (601, 601).
Comme notre méthode traite les données à une dimension,
on transforme tout d’abord nos observations à deux di-
mensions (matrices carrées de taille 601) en observations à
une dimension (vecteurs lignes de longueur 601×601). Une
fois la matrice de séparation estimée, on peut remonter
aux sources d’origine à deux dimensions en appliquant la
transformation inverse. Sans et avec multiplication par le
signal g(n) on obtient respectivement des SIR de 70.7 dB
et 92.4 dB, alors qu’en utilisant les 19 méthodes dispo-
nibles dans [13], les meilleurs SIR sont de 73.4 dB, 72.0 dB
et 64.0 dB, obtenus respectivement en utilisant les mé-
thodes JADEtd, FPICA et SONS. Sans multiplication par
le signal g(n), notre méthode est donc plus performante
que la méthode SONS et légèrement moins performante
que les deux autres. Par contre, avec multiplication par le
signal g(n), elle est beaucoup plus performante que toutes
ces méthodes.
5 Conclusion et perspectives
Les résultats expérimentaux présentés dans cet article
montrent d’une part que la méthode à décorrélation spec-
trale est une approche robuste et performante, et d’autre
part que son extension que nous avons proposée ici est per-
tinente et permet d’augmenter considérablement les per-
formances de cette méthode par rapport aux méthodes
statistiques temporelles. En effet, l’idée clé de passer, grâce
à la transformation de Fourier, d’un MLI de sources tem-
porelles non-stationnaires et non-corrélés dans le temps
à un MLI de sources fréquentielles stationnaires et au-
tocorrélées nous permet d’éviter le modèle stationnaire
par morceaux supposé par toutes les méthodes statistiques
temporelles, et qui n’est pas rigoureusement applicable à
la plupart des signaux réels. Il en est de même pour l’ap-
proche proposée dans cet article, qui nous permet de pas-
ser d’un MLI de sources autocorrélées à un MLI de sources
non-corrélées dans le temps et donc de nous placer dans
les conditions idéales de l’application de la méthode à dé-
corrélation spectrale.
En guise de perspectives, une étude des performances
de cette nouvelle extension de la méthode à décorrélation
spectrale, en faisant varier le type des sources utilisées,
leur nombre, leur taille, et en changeant le signal aléatoire
g(n) peut être intéressante. Une comparaison de perfor-
mances entre notre méthode et quelques méthodes déter-
ministes exploitant la non-stationnarité, telles que les mé-
thodes temps-fréquence qui sont basées sur le principe de
la parcimonie, pourrait aussi être intéressante.
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