I. INTRODUCTION S is well known, a Wiener filter can provide vastly im-
A proved performance for a code-division multiple-access (CDMA) receiver operating in narrowband interference. For large narrowband interference, the CDMA system with a Wiener filter can support many more users than can the system without a filter.
However, in practice, since cellular CDMA users are mobile, there are Doppler frequency-shifts. Also, since the cellular channel is fading, the signal and interference statistics are rarely constant. Thus, the Wiener filter must be made adaptive. In this paper, we are concerned with the adaptive least mean square (LMS) filter, which is one of the simplest adaptive algorithms to analyze and implement. The work concentrates the adaptive LMS filter. Section I11 presents the performance analysis of the adaptive CDMA receiver. Numerical results are presented in Section IV, and Section V provides the conclusions.
STATISTICS OF THE MISADJUSTMENT FILTER
A receiver operating in a cellular CDMA overlay environment and which incorporates the use of a Wiener filter was described in [ 11. By replacing the Wiener filter with an adaptive LMS filter, the adaptive CDMA receiver is constituted. As in [2] -[4], the adaptive LMS filter is modelled as consisting of a Wiener filter and a misadjustment filter operating in parallel (see Fig. 1 ).
First, the basic concepts and notation of the cellular CDMA system are introduced. It is assumed that in the cellular system, there are C cells, each of which contains K active users and one base station. Therefore, there are C K active users, for the entire cellular system. The cellular mobile channel between a mobile user and a base station is assumed to be a multipath Rician-fading channel, where there are L paths associated with each user.
As shown in Fig. 1 , the receiver consists of the following parts: a bandpass (BP) filter, an adaptive LMS filter, a DSdespreader, and a hard decision device. The input signal r ( t ) to the adaptive filter is the sum of all CDMA signals, a narrowband binary phase shift keying (BPSK) representing the signal which is overlaid by the CDMA network, and band-limited additive white Gaussian noise (AWGN). That is T where y is a propagation exponent, and ck denotes the cell in which the kth user is located; the users are numbered is a random spreading sequence with chip duration T, and processing gain 
where rect(z) = II: or 0 for z 2 0 or L < 0, respectively.
Also, the noise autocorrelation is given by so that, using (3)- (7), p,(mT,) is given by The adaptive filter output is given by Most often, via a central limit theorem, it is argued that the steady-state tap weights of the misadjustment filter are jointly Gaussian [4] for small enough adaptation step size. Hence, with the joint Gaussian assumption, the tap-weight covariance matrix completely defines the statistics of the misadjustment filter. In Appendix A, it is shown that when it is assumed that the sum of all active CDMA signals is Gaussian, the steady state covariance matrix of the tap weight vector can be obtained (approximately) by solving (A1 S), reproduced below as (10) 
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where it is assumed that fOT, is an integer, and
PERFORMANCE ANALYSIS OF THE ADAPTIVE CDMA RECEIVER
Assuming the Ith path of the ith user (reference user) of the cell-of-interest is the reference path, and TLL = 4il = 0, the despreader output is given by
To simplify the analysis, the self-interference, due to the main path of the reference user, and caused by the taps of the filter excluding the zeroth tap, is neglected when the number of active users is much greater than unity, as in [l] . Therefore, 
For a large number of CDMA users ( K >> I), the effect of the multipath of the desired user is very small, since it roughly acts as one additional user. However, its inclusion in the analysis greatly complicates that analysis, and so it will be ignored, as .
In order to simply analyze the statistics of the narrowband interference term, assume that there are an integer number of bits of the narrowband waveform in Tb seconds, and ignore any timing offset between the bits of the narrowband BPSK signal and the bits of the reference CDMA signal. Then, as in where S(., .) is the Kronecker delta function.
Assuming that the sum of the in cell multiple access interference and adjacent cell interference is conditionally Gaussian, the decision variable <(A) in (13) is conditionally Gaussian, conditioned on the random phase, 8, of the narrowband interference, the random tap-weight variables, U, of the misadjustment filter, and the spreading sequence, u z ( t ) , of the reference user. However, the conditional variances in (16) 
IV. NUMERICAL RESULTS
Unless otherwise noted, the numerical results for the BER's of the adaptive CDMA overlay system are presented for the following common parameters: It is assumed that the ratio of the interference bandwidth to the spread spectrum bandwidth is 10% ( p = 0.1) and the ratio of the offset of the interference carrier frequency to half of the spread spectrum bandwidth is either zero or 20% ( q = O j 0.2). The processing gain and the number of taps on each side of a suppression filter are set at N = 255 and M = 2, respectively. The number of paths, the propagation exponent and the ratio of the specular component power to the fading component power are assumed to be L = 3, y = 3, and H = 7 dB, respectively. Note that y = 3 means that the adjacent cell interference < ( r ) = 0.97. That is, the interference from all adjacent cells is 97% of the interference of the cell-of-interest. Finally, the adaptation step size is selected as 1 1
where A, , , and p, (O) are the maximum eigenvalue of the covariance matrix of the input signal and the power of the input signal, respectively. Fig. 2(a) and (b) correspond to q = 0 and q = 0.2, respectively. It is seen that, as expected, the adaptive LMS filter is very effective in rejecting the narrowband interference. Note that for q = 0, the adaptive filter is not as effective as it is for q = 0.2, compared to the Wiener filter. 
, ( J / S ) / [ ( l + C ( y ) ) K L ]
<< 0 dB), neither a Wiener filter nor an adaptive filter is necessary, because the multiple access interference dominates, whereas when J / S is sufficiently large, an adaptive filter can provide a large improvement in performance.
In Fig. 4 , the asymptotic BER of the CDMA overlay system is plotted as a function of the number of the active users K per cell, for various values of J / S . It is clearly seen that the system using a suppression filter can support many more users than can the system without a filter.
In Fig. 5 , the asymptotic BER of the CDMA overlay system is shown as a function of the ratio (p) of the narrowband bandwidth to the spread spectrum bandwidth for q = 0, 0.1, 0.2, and 0.4. It is seen that when p is small, an adaptive filter is very effective. Fig. 6 illustrates the BER performance of the overlay system as a function of the ratio ( q ) of the offset of the interference carrier frequency to the half spread spectrum bandwidth for different numbers of taps on each side. It is seen that when q is small, the adaptive filter performs noticeably worse than the Wiener filter. However, when q is large, the BER's of the interference. It is shown that the adaptive filter is very effective in rejecting the narrowband interference when the ratio of the narrowband interference bandwidth to the spread spectrum V. CONCLUSION In this paper, the effect of an adaptive LMS filter in a bandwidth is small. Also, it is seen that the pedomance of the LMS filter in a CDMA overlay environment is not cellular CDMA overlay situation is investigated. An accurate The asymptotic BER of CDMA overlay system as a function of the significantly worse than is the performance of an ideal Wiener filter, assuming the LMS filter has had sufficient time to converge. Further, the adaptive filter is more effective when the carrier frequency of the narrowband interference is offset from the carrier of the spread spectrum signals. Note that the results shown here do no1 include diversity and channel coding. Using multipath diversity and interleaved coding, the 
where V ( j ) is the column tap weight vector on the jth adaptation, I stands for an identity matrix, X ( j ) is the sample vector of the input signal on the jth adaptation, p, is the LMS algorithm step size, and e*(j) is the prediction error at the Wiener filter output on the jth adaptation, and is assumed independent of V ( j ) .
Therefore, the steady-state tap weight covariance matrix can be expressed as
where it is assumed that the successive input signal vectors X ( j ) and X(.j + 1) are independent from adaptation time to adaptation time. In order to approximately guarantee this independence, the period of adaptation time should be at least as great as the correlation time of the narrowband interference. 
. , X(O), V ( j )
is independent of X ( j ) . That is
The estimate of V ( j ) is asymptotically unbiased (i.e., E [ V ( j ) ] = 0), so that the cross terms in (A2) drop out. Further, (A2) can be decomposed as
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(A4) Then, (A5) becomes
The solution of (A6) is a function of p, so that the first term on the right hand side (rhs) is a function of p2. When 1-1 is selected sufficiently small in steady state, the first term on the rhs can be neglected, and we have 
where Q and Q-l are an orthogonal (real unitary) matrix of eigenvectors and its inverse matrix, respectively, A is a + E(n4jljZj3) + E(jl,j2.?3.j4).
('415) diagonal matrix of the eigenvalues of R, and R, is the weight covariance matrix in the principal axis system. Using this transformation, (A9) can be expressed as From (AlOb) and (A12j, we have
where E (x1x2x3x4) l Ga l l s s i a n is defined as E (~z g 3 x 4 ) under the assumption that zl, x2, 5 3 , x4 are jointly Gaussian.
By substituting the expression for the fourth moment of the input signal into (A7), we obtain the following relation for the elements of the tap-weight error vector covariance matrix in steady state: (A131 With the Gaussian assumption of the input signal, the tap weight covariance matrix is al diagonal matrix, which completely defines the statistics of the misadjustment filter for the Gaussian input signal. That is, in the steady state, the variance of different tap weights are equal and different tap weights are uncorrelated and independent.
Since our input is not Gaussian, it will be seen that the tap weight covariance matrix is no longer diagonal. We begin the derivation of the tap-weight covariance matrix by considering some properties of the input signal. Define the input signal as is the fourth moment of the binary sequence, ~( t ) . 
