Agricultural Census data is summarised over spatially course reporting units for reasons of farm confidentiality. This is problematic for research at a local level. This paper describes an approach combining dasymetric and volume preserving techniques to create a national land use dataset at 1km 2 resolution. The results for an English county are compared with contemporaneous aggregated habitat data. The results show that the accurate estimates of local agricultural land use (Arable and Grass) patterns can be estimated when individual 1km squares are combined into blocks of >9 squares, thereby providing local estimates of agricultural land use. This in turn allow more detailed modelling of land uses related to specific livestock and cropping activities. The dataset created by this work has been subject to extensive external validation through its incorporation into a number of other national models: nitrate leaching (e.g. MAGPIE, NEAP-N), waste and pathogen modelling related to agricultural activity.
Introduction
In this paper we demonstrate a method for generating local land use estimates at 1km 2 from aggregated agricultural census data for England and Wales. The June Agricultural Census (JAC) summarises land use over reporting units that are spatially coarser than the level at which the data was originally collected for reasons of confidentiality or expediency. The JAC is an annual survey of agricultural activity which records information from agricultural holdings (farms) relating to land use, crops, livestock, labour and horticulture. In order to preserve farm confidentiality only aggregate data are released. The way that the aggregate data are reported has changed over time and a number of reporting units have been used: Parish (or Parish Groups), District, County and Periodic changes in reporting unit is the norm for the JAC as for many other census data collection activities. Changes in the spatial units over which detailed data is summarised result from changes to political geographies. Evans (1996) noted that issues associated with changing geographies, such as quantifying land use change, have been exacerbated by recent changes in the structure of agriculture at the individual farm level. Modernisation and expansion in the late 1980s made it difficult to conceal information about individual farms using previous Parish summaries. The agricultural census literature is littered with research examining ways in which data reported using one type of reporting unit can be transformed into another using various areal interpolation approaches, all of which seek to manage the modifiable areal unit problem (MAUP) as described by Openshaw (1984) . The MAUP is the interaction between the scale of data reporting and effects of data aggregation. Traditional approaches for generalising agricultural (and other census) data within reporting units (e.g. parishes, parish groups) distribute the information evenly across those units. There are two major problems with this approach. First, the assumption of within-unit homogeneity is problematic as there is often considerable internal variation in land use patterns and practice (Allenson and Moxey, 1996) . Second, and specific to agricultural census data is that the inclusion of any one holding within the reporting unit is subject to uncertainty as the aggregation of farm returns is done on the basis of the location of the farm office. Hence, field areas reported under a civil parish may not be located within the parish boundaries (Coppock, 1960) and may lead to under-or over-reporting of the true agricultural land area within a reporting unit, and a distortion of the relative mix of land uses within a parish (Hooper, 1989) . Within the context of the disaggregating JAC data from coarse source zones to spatially finer target zones any assumption of homogeneity is extremely unrealistic. It is this counterpoint in the MAUP that drives much research into agricultural census data analysis.
In this paper agricultural census data is disaggregated from lower level reporting units (source zones) into a 1km 2 grid (target zones) using a combination of dasymetric and volume preserving techniques. The approach seeks to tackle issues caused by the MAUP using dasymetric techniques combined with iterative refinement whilst preserving and smoothing the data 'volumes' (areas of arable land). The context for this work is the need to be able to generate spatially consistent land use data across time to be able to support science-led agricultural research and policy developments. Whilst, historically these activities have been hindered by changing reporting units and the desire to preserve anonymity, the data generated in the work described in this paper has been used as input into a range of spatially explicit models of Ammonia emissions (Webb et al., 2006) , Nitrate leaching (Smith et al., 2003) , and Agricultural impacts on water quality (Lord et al., 2002) , amongst others. These are required to report at local, catchments and national scales (Lord and Anthony, 2000) in order to fulfil various EU directives relating to the environmental impacts of agriculture.
Background
Historically long term data collection activities such as censuses are subject to changes in reporting units. In order to answer questions that relate to alternative geographies and to make comparisons of the data across time, data from one set of spatial units have to be translated into another set of spatial units.
Agricultural census data in England and Wales
The Agricultural Census has been collecting data from individual farms since 1866 by the ministry responsible for agriculture, currently the Department for the Environment, Food and Rural Affairs (DEFRA). Information on individual agricultural holdings is confidential and only aggregate data are released in the form of Parish, County, and latterly NUTS summaries. Haines-Young at Watkins (1996) provide a brief review of the evolution of the nature of agricultural census data collection. There are significant and acknowledged problems in summary agricultural census data, especially related to the nature of the statistical reporting units (Coppock 1955 (Coppock , 1960 . Farms may not sit precisely in those parishes only their 'headquarters', usually location of the farmhouse. This results in both under-and over-estimation when the data for those units are analysed. Geddes et al. (2003) note that amount of error varies depending on the relative size and spatial arrangement of the farm holdings and reporting units. Allanson and Moxey (1996) identify further two problems associated with confidential time series data collected over such a long period. First, data aggregated in this form does not lend itself to local analysis. Second, the administrative units are arbitrary and frequently change due to political re-organisation. However, spatially distributed agricultural data is useful for agricultural policy evaluation, development and scenario testing. In 1964 Terry Coppock recognised this and produced an agricultural atlas which pioneered the use of electronic digital computers in manipulating census data for mapping purposes (Coppock, 1964) . Evans and Morris (1997) describe an increasing demand for policy-oriented and theoryled research, which takes account of the on-farm responses to new policies in terms of farm adjustment strategies and farm business restructuring. The recent focus of much agricultural research has been on the role of the farm as a point of production within a wider, global food system (e.g. Whatmore, 1995; Sullivan et al., 2004) ; on the nature of farm diversification activities (e.g.; Evans and Ilbery, 1993; Leff et al., 2004) and the increased interest in agri-environmental issues (e.g. Cook and Norman, 1996; Chamberlain et al., 2000; Vaughan et al., 2003) .
Analysis of land use (e.g. change monitoring) at anything other than a very coarse spatial scale is hampered by changes in the way that data is collected and reported. This problem is commonly overcome by spatially reworking or transforming the agricultural census data. One of the most commonly used techniques to do this is areal interpolation (Goodchild et al., 1993) and recent studies considering changes in agricultural land use include Allanson et al. (1992) , Allanson and Moxey (1996) and Geddes et al. (2003) . The work of Allanson and Moxey (1996) is typical of this body of research, integrating land cover data with agricultural census statistics. Agricultural census data is spatially transformed without taking into account all of what is already known about the area under consideration.
Areal Interpolation
Areal interpolation techniques generate values for a set of standardized units or 'target' zones (Langford et al. 1991) . Gregory and Ell (2005) review spatial interpolation methodologies that reallocate population census data from one set of administrative units onto another using within geographical information systems. They note that "the true potential of these data has not been realized, the main reason being that the boundaries of the administrative units that are used in publishing the data change over time" (Gregory and Ell, 2005, p.419) . Areal interpolation in its simplest form overlays the source units onto the target units. Data for the new areal units, target zones, are usually estimated as a weighted average (or weighted sum) of the data of the original units (source zones) with which they intersect and the weighting is in proportion to the intersecting area. That is, the values of the variables of interest for the target zones are calculated from the sum of values in the source zones by the areal proportion of the source zones in the intersecting areas (Goodchild and Lam 1980) . This approach has the advantage of simplicity but it based on the assumption that the variables of interest (e.g. population) are evenly distributed across the source zones. A number of areal interpolation approaches seek to overcome the assumption of within zone homogeneity by including ancillary information about the distribution of the values of interest. These dasymetric approaches refine the distribution of the variable of interest to the target zones by incorporating additional data to provide a more realistic estimate of the actual distribution of the process under investigation. The incorporation of additional data relevant to the study breaks down the artificial spatial structure imposed by the changing political boundaries. Regression techniques have been used to estimate the values of interest in the target zones from classified satellite data, under an assumption of a positive relationship between population density and the amount of urban area development (Langford, et al., 1991; Langford and Unwin 1994; Mennis 2003) . Similarly Eicher and Brewer (2001) used urban land use data to refine their analysis of six socio-economic variables. Control zones have been used as intermediaries between source and target zoned in the interpolation process (Goodchild et al., 1993) where the set of control zones are assumed to have a homogeneous distribution of the variable of interest. The control zone values provide ancillary information to constrain the regression used to estimate the values in the target zones. Another approach, using ancillary data for the target zones to constrain the allocation of the values, is an iterative technique called the EM algorithm (Dempster et al. 1977) . Flowerdew and Green (1994) discuss how the EM algorithm can be applied in a number of forms to a variety of different circumstances in order to allocate proportionally the variable of interest across the target zones.
A second, and sometimes overlapping, set of approaches to overcome the assumption within zone homogeneity when interpolating between source and target zones have been based on "pycnophylactic interpolation" first proposed by Tobler (1979) . This is a process that generates a smooth surface from polygon based data, whilst preserving the overall mass or volume of the data. The process starts similarly to areal weightingdividing the aggregated data into smaller units, typically raster cells -but smoothes the raster volumes iteratively with the weighted average of nearest neighbours. It transforms data from source to target zones and the volumes are distributed within the original source zone not to neighbouring ones. The volume is adjusted at each iteration to maintain the mass of the original polygon (volume preserving). That is, the data totals for the source zones are preserved during the transformation to target zones. Pycnophylactic interpolation computes a continuous surface (of target zones) from source zone data (often polygons) in 2 stages: 1) Source zones are converted to a regular grid with height values (e.g. the area of agricultural land use) assigned to the grid points; 2) The height values are increased or decreased individually to make the surface smooth whilst simultaneously enforcing volume preservation. The step 2 is repeated until the remaining "roughness" -i.e. the deviation from the ideal smoothness -has reached a user-defined threshold or the maximum iteration is reached. The number of nearest neighbours used and the number of iterations determines the overall level of smoothing and is a subjective process (Hay et al., 2005) . Pycnophylactic interpolation is an elegant solution to the problem of generating a continuous surface from discontinuous data, although it does assume that no sharp boundaries exist in the distribution of the data (Hay et al., 2005) , which may not always be the case. However pycnophylactic interpolation has been used in many applications including modelling the distribution of roe deer (Dray et al., 2003) , creating population surfaces to model malaria transmission (Hay et al., 2005) and to improve the visualisation and modelling of population data for regional planning (Rase, 2001) . Kyriakidis (2004) proposed a geostatistical framework for supporting the differences between source areal data and target point predictions that yields pycnophylactic(ie mass-preserving) predictions. Tobler presents a verbal overview of the approach which is illustrated in Figure 1 .
[Insert Figure 1 about here]
Method
The objective was to develop a database describing general classes of non-overlapping land use. Data integration was through a series of discrete stages. The approach taken was to identify areas of non-agricultural land use within each 1km 2 , to iteratively sum the various land use areas over groups of 1km 2 squares and then to compare those totals with the reported totals at the higher level geographies (parishes, output areas, etc.). The data used to identify the areas of non-agricultural land use was as follows:
1. Strategi data (Ordnance Survey); 2. Land Cover Map of Great Britain (Centre for Ecology and Hydrology); 3. Common land data (Rural Surveys Research Unit, University of Wales). The agricultural census data has historically been subject to a number of changes in reporting units as described above. Data from different censuses were modelled to produce time series land use estimates. In the text below the various agricultural censuses reporting units are referred to as "source zones" (e.g. SOAs, Parishes, etc) and their higher aggregations as "higher level source zones" (e.g. Parish Groups, Parish Districts). In this work the values for the target zones were constrained to be equal to the values of their component source zones: the pycnophylactic criterion. The source data values of the area of arable crops were treated as the volume to be smoothed and preserved.
Stage 1. Identification of non-agricultural areas
A raster dataset of non-agricultural areas was produced by combining the vector maps of urban land, woodland (Strategi), common land, rivers, canals, railways, and roads (Strategi) with a 1km 2 grid. All of the linear features used were buffered by an appropriate amount prior to integration so as to fully represent the land area that they occupy. The size of the buffers were determined in consultation with the relevant organisations responsible for the administration of the UK communication infrastructureThe Highways Agency, Department for the Environment Transport and the Regions, Railtrack, and British Waterways. Each buffered vector data set was intersected with the 1km 2 grids. For each cell in the grid this identified the areas of each type of (nonagricultural) land use (Figure 2 ).
[Insert Figure 2 about here]
Stage 2. Comparison with the PAC at the district level
The estimates of the non-agricultural land use at 1km 2 as generated in Stage 1 were grouped and compared with agricultural census data at higher level source zones (e.g. Parish Groups, Parish Districts, etc) as in Figure 3 . There was an under-estimation of non-agricultural land area in rural areas due to incomplete vector data for woodlands and small hamlets. Urban areas did not suffer this problem.
[Insert Figure 3 about here]
Stage 3. Improvement of the non-agricultural land estimates The non-agricultural land uses were allocated into 5 land classes for comparison with aggregated Land Cover Map of Great Britain (LCMGB) classes: Sea, Inland Water, Woodland, Urban and Rough Grass. A full description of LCMGB can be found in Fuller et al., (2004) . The LCMGB aggregation table for agricultural and non-agricultural land use classes is shown in Table 1 .
[Insert Table 1 about here]
In the comparison with LCMGB, the initial land use estimates from Stage 1 for each 1km square were treated as being incomplete or as a lower bound. The amounts of each of the 5 land classes was increased by adding in equivalent values from the aggregated LCMGB classes until they matched the total amount of non-agricultural land reported by the JAC at the source zone level. That is, the additional amounts of land use were incrementally distributed around the 1km squares until the total amount matched that reported by the JAC for the higher level source zones. Each non-agricultural land cover type was assessed in turn in the strict order noted above, as this was the order in which most confidence may be placed in the correct classification of pixels in LCMGB. Where the LCMGB had more land in any of these classes than the estimate, and the total non-agricultural land was still under-reported, the non-agricultural land use value was increased accordingly.
If at the end of this constrainment, the non-agricultural land total was still underestimated, the additional land required was added to the Rough Grass category, as this is the category shown to have most confusion associated with it in the LCMGB classification. The sub-stages in this were: a) Taking each 1km 2 cell contained within the higher level source zones in turn, the difference with the LCMGB data in the amount of non-agricultural land under the current land type (Sea, Inland Water, Woodland, Urban, Rough Grass) was calculated. The differences for each 1km 2 in the source zone (e.g. the Parish) were summed to give a total amount of the current land type that was to be used to increase the initial non-agricultural estimate. A check was made to ensure that any increase would not take the total area of a 1km 2 above the maximum 100 hectares. b) If the area calculated in the preceding sub-stage was greater than the target area of non-agricultural land of the source zone, then a scalar was derived to prevent the revised estimates for agricultural and non-agricultural land exceeding the physical area of the higher level source zones (e.g. Parish District). c) For each 1km 2 cell contained within the higher level source zones in turn, the differences with the LCMGB non-agricultural land types were calculated again. Using the scalar derived above along with the difference calculated, the estimated value was increased and the target amount of non-agricultural land being distributed across the whole higher level source zones was reduced accordingly. d) Within the current higher level source zones an assessment was made to determine whether enough non-agricultural land had been added. If more land was still required then a fraction was calculated to express the remaining target land area as a proportion of the current estimate of agricultural land in the higher level source zones. e) For each 1km 2 in the higher level source zones, the area of non-agricultural land was calculated. If this area was less than the physical area of the cell (100 ha), the area under Rough Grass was increased by the proportion calculated above.
Stage 4. Improvements in the agricultural land estimates
After Stages 1-3 the total crop areas (Arable) were within ±5% of those reported by the census totals. In order to ensure the total areas for each crop matched those of the census totals completely the crop areas were adjusted in the following fashion:
-Initial crop areas were estimated from the proportions reported in the source zone data; -The total area under each crop was then summarised by higher level source zones, from the original census data and the land use database; -The differences between these estimates at higher level source zones were used to smooth the crop proportions at a source zone level in such a way that the total area of each crop in the target zones matched the census at higher level source zones (e.g. Parish Districts). Hence, the proportions of crops continued to be held on a per-source zone (e.g. district, SOA) basis. These were smoothed to ensure that the totals, when calculated at a higher level source zones from the disaggregated 1km 2 data, matched those of the higher level source zones (e.g. parish district) census totals. That is, the crop totals or "volumes" were preserved in this smoothing process.
Results
A national dataset of land use was created at 1km 2 for England and Wales based on aggregated JAC data for 2000, reported at higher geographies. In order to illustrate and assess the estimated land use distributions, the results were compared with alternative land information for Kent, a county in the south East of England. The objective of this work was to provide local measures of Arable and Grass land uses, as these underpin much finer redistribution of other information in the agricultural census (specific crops areas, livestock numbers, on-farm employment etc). A comparison was made with the Kent Wildlife Habitat Survey (Wain, 2002) , conducted in 2000 in a partnership of Kent County Council, English Nature, the Environment Agency, the Defence Estate, the Kent Wildlife Trust and the district councils within Kent. It used a combination of aerial photography interpretation and field survey. The habitat classification used the Integrated Habitat Classification System developed by the Somerset Environmental Records Centre 2 . This includes habitat definitions of over 400 categories of habitat. For the purposes of comparison the habitat data was aggregated to 7 general land classes and 1km 2 squares.
The data for Kent is noteworthy, because it is comprehensive, represents a snapshot in time and was done as a single survey. For most counties in England, their habitat data is often incomplete, may have been done by different teams at different times and may incorporate different habitat classifications. The Habitat data were recoded into 7 land classes (Sea, Inland Water, Woodland, Urban, Rough Grass and Arable) as shown in Table 2 and for each 1km square, the constituent proportions of the 7 classes were calculated. Rough was used as a catch-all class where there was uncertainty about land class allocation.
[Insert Table 2 about here]
The land use estimated from the agricultural census data at 1km 2 was compared with the habitat generated data at a range of local aggregation scales: 1km 2 , 4km 2 , 9km 2 , 16km 2 and 25km 2 square blocks. It was not expected that the estimates would be particularly reliable at the 1km 2 level due to the nature of the processing described in Section 3. However, it was expected that as the 1km 2 were combined into blocks, a truer, more representative picture of local agricultural practice would emerge. In order to test this Root Mean Square Error (RMSE) was calculated using the formula suggested by Gregory (2000) for situations where the values for the target zone populations (in this case proportions of Arable land use) vary greatly:
where n is the number of target zones X t is the estimated land use value in target zone t and is the corresponding land use from the habitat data. Figure 4 shows the scatterplots of modelled (y-axis) against habitat derived (x-axis) values for Arable and Grass land uses for the different spatial aggregations. The expected improvement in the RMSE values and R 2 (in Table 3 ) are illustrated as the size of the spatial aggregation increases by the plots. The errors converge at 16km 2 as the improvement by increasing the aggregated area to 25km 2 reduces. Figure 5 shows the 1km 2 maps of arable and grassland distributions in Kent. Arable and grass distribution and areas are reasonably accurate when compared with thematically and spatially finer scaled information as well as summary unit total. The differences are for both land uses are randomly distributed [Insert Table 3 
Discussion
The objective of this work was to generate local estimates of agricultural land use at 1km 2 from data aggregated to coarser units for both summary reporting and confidentiality purposes. The approach presented in this work uses techniques for overcoming a number of traditional data problems relating to census data. It sought to avoid the assumption of within-unit homogeneity by allowing internal source zone (i.e. within original reporting unit) variation to emerge in the process of allocating data allocation to lower level (target zone) geographies. First, other data were incorporated into the analysis in a manner similar to what Langford and Higgs (2006) call 'binary' dasymetric approaches, where ancillary data on land use were used to partition source zones of interest into excluded (in this case non-agricultural land use) and included areas similar to Langford & Unwin (1994) and Mennis (2003) . Second the initial estimates were compared with data at the higher level source zone. Third, these initial estimates of non-agricultural and agricultural areas were iteratively refined by comparing their totals at a higher level source zones (e.g. Parish Group figures). The total areas of the different types of non-agricultural land for the target zones were improved by adding in values from the LCMGB and applying a scalar. Fourth, the target zone values for different crops were iteratively smoothed by comparing their totals at higher source zones. The difference between the sum of the target zones within each higher level source zone were used to adjust source zone values in such a way that the total area of each crop in the target zones matched the census at higher level source zones (e.g. Parish Districts).
Overall the approach is similar to the iterative refinement method as contained in the maximum likelihood estimation described in Flowerdew and Green (1994) and the EM algorithm in Flowerdew and Green (1991) where target zone ancillary variables relating to different properties (in this case aggregated land use types) were used to improve interpolation accuracy. The approach of Flowerdew and Green (1994) assumed that the ancillary data for the target zone provides information about the within target zone distribution of the variable of interest. The EM algorithm (Dempster et al., 1997) determines the relative allocation of the variable of interest. It computes an estimation of the missing data for target zones by their likelihood from the observed data or the latent variables as if they were observed (the Expectation stage or E step). Then the model is fitted using a maximum likelihood function which computes maximum likelihood estimates of the variable: it maximizes the expected likelihood found on the E step over the entire data set including the data that were estimated in the E step. The values computed in the M step are then used to begin another E step, and the process is repeated until the algorithm converges. Gregory and Ell (2005) provide an excellent illustration of how this process can implemented for geographical data.
There is a wider issue of whether like is being compared with like when the data being compared come from very different sources. In this case the agricultural data were generated by farmers completing census forms and the habitat data from the manual interpretation of aerial photographs. However, the comparison between the two datasets was at aggregated levels of thematic detail not at detailed levels. For instance the data for 30 or so crop types from the agricultural census were aggregated into one land use class. The habitat data has a conservation focus and is concerned with natural and semi-natural habitats. It has 2 agricultural classes 'Arable and Horticulture' 'Hops'. The former is a catch-all class and the latter was essentially to demark a land use that is culturally significant locally. Therefore, whilst the scale and the epistemology of data collection are different, the process of aggregation into a super-class and analysis at that super-class level obviates the issue of semantic heterogeneity. Comber et al., (2004) include a more detailed discussion on this topic and the issues associated with combining data of different ontologies at a refined level of thematic detail.
The most powerful validation of this output of this approach and the data originates from the number of applications that have defensibly incorporated the agricultural land use data generated in this work. These include a number of agri-environmental models relating to nitrate losses, spatial modelling of waste and faecal borne pathogens and phosphorous and sediment mobilisation modelling. A sample of this work is reviewed below. Lord and Anthony (2000) report on the development of a national agrienvironmental databases and nitrate modelling system. This provides local measures of soil nitrate concentrations and leached nitrate based on spatially distributed land use (cropping patterns), soils, livestock distributions and to develop a decision support system for policy makers and farmers (MAGPIE). Silgram et al. (2001) reviewed nitrogen loss models including one based on the land use data described in this paper, NEAP-N. It uses the spatially re-allocated agricultural census information to relate land use and crop type to dominant soil type and hydrologically effective rainfall, calculating soil nitrate as a function of the balance of nitrogen inputs to and nitrogen offtake by the preceding crop. They state that that "nitrogen losses modelled using this approach have been found to compare favourably with independent field measurements using porous pots in fields within the Nitrate Sensitive Areas scheme (Lord, 1992; Anthony et al., 1996) and with stream nitrate fluxes measured in several contrasting catchments" (Silgram et al., 2001, p191) . A further area of application using this data is pathogen modelling. CSAT (Coliform Source Apportionment Tool) evaluates the impact on shellfisheries of runoff from land receiving organic waste (Food Standards Agency, 2004) . The land use data described in this work provided the land use parameters needed for the catchment level models. The land use data identified the numbers, types and distribution of livestock around different agricultural activities and was used as input to calculate faecal coliform loadings to agricultural land, fresh and stored manures. The results of this work found a good correspondence between the monthly profiles of predicted concentrations of faecal coliforms at the tidal limit in two selected study areas and the actual contamination found in shellfish.
Conclusions
The results of this analysis show that land use data reported at coarse levels of geographic detail for reasons of confidentiality (such as Parishes) can be reliably disaggregated into finer detailed target zones if the interpolation is appropriately constrained. In this case non-agricultural land use information from a number of sources was iteratively added into the solution, constrained by the other data on the actual amount of agricultural land use. Agricultural land use data for the target zones were iteratively adjusted and smoothed, constrained by the totals at higher level source zones (such Parish Districts).
The results of the comparison with external data emphasise that at the individual 1km 2 should not be considered on the own, but as a part of a larger aggregation: as 1km 2 blocks are combined the variations resulting from redistributing land use values start to reduce. The results indicate that the modelled land use data is accurate for the purposes of local land use estimations at 3km by 3km blocks or greater.
The approach of combining dasymetric approaches that are iteratively refined with a range of external ancillary data with iterative smoothing and volume preservation (pycnophylactic) approaches provides a method for overcoming differences in areal reporting units. It allows local measures of different types of arable land use to be generated from aggregated agricultural census data. Validation of the data is made easier and more reliable when aggregated classes are used as they obviate issues relating to semantic and ontological dissimilarity between the data being compared. The land use data generated in this way for England and Wales has been subject to a number of implicit quality assurance assessments:
-It has been successfully used for a range of modelling activities, all of which have produced validated results and whose outputs have been scrutinised by policy makers, academics and farmers'; -The models have been heavily cited in literature by other scientist; -The results of these models have been accepted by stakeholders and clients; -The results of the models have validated against measured data.
For much research using agricultural census data analysis there is a tension between managing the differences in spatial units and the desire to preserve farm confidentiality. The approach presented in this paper seeks to address these two fundamental problems of using aggregated census data by combining dasymetric techniques with pycnophylactic techniques. Table 2 . The aggregation of the Phase 1 habitats into 7 land use classes Table 3 . The differences between the observed (form aggregated habitat data) and predicted (from the modelled agricultural census data) for Kent for Arable and Grass land uses Figure 1 . The process of pycnophylactic interpolation from http://www.csiss.org/streaming_video/csiss/tobler_pycno.htm Figure 2 . The generation of initial non-agricultural land use estimates at 1km2 from buffered vector data of urban land, woodland, common land, rivers, canals, railways, and roads. Kent (x-axis), with RMSE Figure 5 shows the 1km2 maps of arable and grassland distributions in Kent, classified into quintiles (lightest is < 20%, darkest >80%), differences in intervals of ±10% (white) ±30% (grey) and ±85% (black) 5, 8, 9, 10, 11, 12, 13, 14, 17, 19, 22, 24 Table 3 . The differences between the observed (form aggregated habitat data) and predicted (from the modelled agricultural census data) for Kent for Arable and Grass land uses
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