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a science est pour moi la plus noble des quêtes, la quête d’une vérité enfantée par le doute
qui habite le coeur de tout homme. La question des origines et du devenir, non le sien,
mais celui de toute chose, est, sans doute, l’un de ses plus fidèles démons. Longtemps, ces
questions sans réponses ont occupé la métaphysique et la philosophie. Depuis peu, la technique a
sorti la cosmologie de l’ombre pour l’élever au rang de science. Cependant, cette “technique” est loin
d’avoir la même noblesse car elle doit ses progrès les plus fulgurants aux vils besoins de domination
et à l’appât du gain. On raconte que Galilée développa sa lunette astronomique grâce aux dons
généreux d’un seigneur qui avait comme souci son application militaire. Plus tard, c’est à l’aide
d’un télescope que Hubble observa le redshift des galaxies et en déduisit l’expansion de l’Univers.
Au début du XXe`me siècle, la deuxième guerre mondiale a grandement contribué au développement
des technologies de radar et de télécommunication. Aussi est-ce à l’aide d’une antenne prévue pour
des liaisons satellites que le fond diffus cosmologique fut découvert. Cette lumière, vestige d’un
passé lointain, est une source inépuisable d’information sur la physique des premiers instants de
notre Univers.
Afin d’introduire le contexte cosmologique, la première partie du présent document est consa-
crée à la description du rayonnement fossile. Les développements présentés ont pour but premier
l’amélioration des technologies et des méthodes d’observation nécessaires à sa détection et à sa
caractérisation. Une attention particulière est portée sur une technique de mesure novatrice : l’in-
terférométrie bolométrique, décrite dans la deuxième partie. Quant à la troisième partie, elle est
consacrée aux développements instrumentaux qui constituent le coeur de mon travail. Filtres, di-
plexeurs de polarisation et modulateurs de phase y sont étudiés.
Dans ce manuscrit, la technique sert la cosmologie. L’on ne peut cependant détourner le regard
de l’énorme apport de la physique du solide et des états condensés et de l’impact probable sur la vie
quotidienne. Ceci pourrait être particulièrement le cas des supra-conducteurs et des métamatériaux.
Il reste, évidemment, beaucoup à faire dans ce domaine et je suis content que cela serve directement
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1 Le Rayonnement Fossile & La Cosmologie

Chapitre 1
Le Rayonnement Fossile & La
Cosmologie
“L’évolution de l’Univers ressemble à un feu d’ar-
tifice qui vient de s’éteindre. Il en reste quelques
étincelles, des cendres et de la fumée, et debout
sur ces cendres refroidies, nous voyons les soleils
qui s’éteignent lentement, et nous tentons de nous
souvenir de la brillance évanouie de l’origine des
mondes.” L’abbé Georges Lemaître
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1.1 Introduction
Notre Univers baigne dans un rayonnement de corps noir homogène, isotrope, d’une tempé-
rature d’environ 2.7K. La découverte de ce rayonnement fossile (CMB pour Cosmic Microwave
Background) est sans doute la plus importante du XXe`me siècle dans le domaine de la cosmologie.
En effet, la détection de ce vestige de l’Univers primordial a permis de résoudre bien des problèmes
et surtout d’ouvrir la voie à la cosmologie observationnelle. Désormais, cette théorie du Big-Bang,
qui pouvait sembler saugrenue au début du siècle, est au coeur du modèle standard. Outre cette
avancée, l’ère de l’observation a conduit les scientifiques, à travers les sentiers de l’instrumentation,
vers l’ère de la précision. En effet, les conceptions d’instruments précis, propres et surtout intelli-
gents, nous ont permis de cumuler un savoir sur les premiers instants de l’Univers qui infligerait
le vertige au premier profane (que je suis) qui aurait la curiosité d’y regarder d’un peu trop près.
Cependant, ce savoir, loin d’être une certitude, est incomplet. Les efforts se multiplient à travers
le monde pour combler un manque ; celui des modes B de polarisation de ce fameux rayonnement.
Les avancées sont grandioses, mais tout laisse à présager que celles à venir le seront encore plus.
1.2 Historique
Jusqu’à la seconde guerre mondiale, les observations astronomiques étaient limitées aux lon-
gueurs d’onde visibles. Pendant la seconde guerre mondiale, la technologie des radars a énormément
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évolué, en premier lieu pour des applications militaires, puis, la paix revenue, pour des applications
civiles.
Dans les années 1960, Bell Telephones Laboratories construisit à Holmdel dans le New Jersey
une énorme antenne métallique en forme de cornet baptisée “Holmdel Horn Antenna”. Cet instru-
ment devait servir de relais entre la Terre et les premiers satellites de communication. En 1963,
Arno Penzias et Robert Wilson transformèrent ce cornet en radiotélescope pour observer le halo
de notre Galaxie à la longueur d’onde λ = 7.3 cm. Pour ce faire, ils avaient besoin de calibrer
correctement l’antenne, et en particulier de connaître le bruit de fond généré par celle-ci ainsi
que par l’atmosphère terrestre. Ils découvrirent ainsi accidentellement un bruit supplémentaire
d’origine inconnue. Mais ils ne pouvaient déterminer son origine précise car des bruits divers s’y
superposaient. Le “bruit” se composait des ondes réfléchies par les signaux d’ondes courtes dans
l’atmosphère terrestre et des émissions radios se propageant à la surface de la Terre auxquelles
s’ajoutait le mouvement des particules électriques dans l’antenne, dans les circuits d’amplification
ainsi que dans le récepteur. Ces composantes identifiées, il restait malgré tout une émission persis-
tante qui ne pouvait être éliminée. Elle restait constante quelle que soit l’orientation de l’antenne.
L’intensité du rayonnement ne variait pas non plus en fonction de la position de la Voie Lactée. Il
ne resta finalement que deux explications : soit il restait une composante instrumentale à identi-
fier soit la radiation provenait de l’espace profond. Arno Penzias et Robert Wilson soupçonnèrent
tout d’abord un parasite lié à l’antenne. Une vérification de ces éléments et un nettoyage complet
de l’antenne ne réduisit que faiblement la température d’émission de l’antenne. Pendant quelques
temps Penzias et Wilson vécurent avec ce problème de température de bruit.
Un jour, au printemps 1965, Arno Penzias discuta avec son ami Bernie Burke du mystérieux
rayonnement détecté par leur antenne. Bernie Burke se rappela le commentaire que lui avait fait
James Peebles, qui travaillait alors auprès de Robert Dicke dans un laboratoire proche, à l’Univer-
sité de Princeton. James Peebles avait mentionné une radiation reliquat de l’Univers primordial
qui devait exister à une température d’environ 10 K. Arno Penzias contacta Robert Dicke et lui
demanda si les deux équipes pouvaient se rencontrer. Robert Dicke et ses collègues James Peebles,
Peter Roll et Dave Wilkinson réalisèrent qu’Arno Penzias et Robert Wilson avaient découvert le
rayonnement fossile de l’Univers chaud primordial ! Ils décidèrent alors de publier conjointement
deux articles, l’un signé de Arno Penzias et Robert Wilson décrivant la découverte du fond diffus
cosmologique (voir figure 1.1), l’autre signé par James Peebles et l’équipe de Robert Dicke décri-
vant les conséquences cosmologiques [15]. Arno Penzias et Robert Wilson reçurent chacun 1/4 du
prix Nobel de physique 1978 pour leur découverte.
Figure 1.1: Introduction à la publication de Penzias et Wilson des résultats de mesure de leur
antenne. Dans cet article accompagné par un article de Peebles et l’équipe de Dicke, le fond diffus
cosmologique est pour la première fois détecté.
Cependant la prédiction de ce rayonnement remonte à la fin des années 1940, par Ralph Alpher,
Robert Herman [16] et George Gamow [17]. Elle a été faite dans le cadre du développement de la
théorie du Big-Bang. Cette histoire commence avec E. Hubble (1929) qui observe un décalage vers
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le rouge systématique des galaxies. Il en déduit que l’Univers est en expansion. Si on remonte le
temps, celui-ci aurait connu, à ses premiers instants, une période dense et chaude. Le CMB est le
messager qui porte en lui la physique de ces premiers instants.
1.3 Le modèle standard du Big-Bang
Le modèle du Big-Bang décrit, dans son ensemble et de manière cohérente avec les observations,
l’évolution de l’Univers. La clef de cette théorie réside dans l’interaction entre l’espace temps et la
matière : la matière courbant l’espace temps et l’espace temps accélérant la matière. C’est ce que
montre A. Einstein dans sa théorie de la relativité générale. Il n’est cependant pas nécessaire de
considérer cette théorie dans toute sa généralité pour faire de la cosmologie. En effet, la simplicité
faisant bien les choses, l’Univers semble apparemment homogène et isotrope. C’est ce qu’on appelle
le principe cosmologique. La métrique qui obéit à ce principe est celle de Robertson–Walker :
ds2 = dt2 − a (t)
[
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où le paramètre k dépend de la courbure spatiale de l’Univers et peut valoir -1 (Univers ouvert,
géométrie hyperbolique), 0 (Univers plat, géométrie Euclidienne) ou 1 (Univers fermé, géométrie
sphérique). Le paramètre a (t) est le facteur d’échelle de l’Univers dont la dépendance en temps
traduit son expansion. Les équations de Friedman–Lemaître (que nous ne citerons pas ici) donnent









Figure 1.2: Représentation schématique 1 de l’évolution de l’Univers et de l’émission des photons
du fond diffus cosmologique d’après le modèle standard du Big-Bang.
1. http ://map.gsfc.nasa.gov
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Une brève histoire de l’Univers
Dans le tableau 1.1, l’histoire de l’Univers est décrite dans une succession temporelle où le
temps t = 0 ne doit pas être considéré comme un début mais comme une condition initiale de la
singularité du Big-Bang. Le temps indiqué est le temps cosmique depuis le temps de Planck jusqu’à
aujourd’hui.
L’inflation
Dans le modèle standard des années 1970, il y avait plusieurs problèmes : l’horizon, la platitude,
les inhomogénéités et les monopôles.
L’horizon
L’horizon est la distance maximale qui permet la transmission de l’information en un temps
défini. On ne peut donc pas expliquer que des régions du ciel plus grandes que l’horizon, présentant
la même température du CMB à 10−5 près, aient été en contact causal. Ainsi donc, si l’Univers
n’avait pas été homogène et isotrope tôt dans son histoire, il ne le serait pas aujourd’hui non plus.
Ce problème est connu sous le nom de problème de l’horizon.
La platitude
La densité de matière dans l’Univers aurait pu être de telle sorte que celui-ci soit ouvert ou
fermé. Or il n’en est rien et cette densité est critique de sorte que l’Univers paraisse aujourd’hui
plat 2. Il apparaît aussi que la densité actuelle de l’Univers est liée de façon étroite à sa densité
primordiale. D’après les modèles, pour que la densité actuelle soit proche de la densité critique à
10% près, il aurait fallu que, à l’époque de Planck (l’Univers est alors âgé de 10−43s), cette densité
soit proche de la densité critique à 10−60 près.
Les Monopôles
Le problème des monopôles est l’expression du fait que des considérations très générales de phy-
sique des particules laissent penser que la diversité des particules élémentaires observées aujourd’hui
n’est qu’un ensemble de manifestations différentes de phénomènes qui deviennent semblables à plus
haute température : la physique des particules suggère qu’à mesure que l’Univers se refroidit du fait
de son expansion, il se produit un certain nombre de transitions de phase lors desquelles la nature
des particules élémentaires qui existent à ce moment-là change. Ce phénomène de transition de
phase donne cependant lieu à l’apparition d’un certain type d’objets, appelés défauts topologiques.
Certains de ces objets peuvent être étendus, voire d’extension infinie. On les appelle murs de do-
maine ou cordes cosmiques, selon que leur structure s’apparente à une surface ou une ligne. Une
autre catégorie d’objets est ce que l’on appelle les monopôles, dont la structure est essentiellement
ponctuelle. Les calculs montrent que de tels objets ont toutes les chances de se former extrêmement
tôt dans l’histoire de l’Univers, à la fin de l’ère de grande unification. Or si ce cas se produit, on
peut montrer que la quasi totalité de l’énergie de l’Univers actuel devrait se trouver sous la forme
de ces monopôles. Observationnellement, il n’en est rien. Il existe certes des formes de matière mal
connues dans l’Univers, notamment la matière noire, mais celle-ci est infiniment moins abondante
que ces monopôles ne devraient l’être. La non observation des ces monopôles forme ce que l’on
appelle le problème des monopôles.
2. Ceci veut dire que le rayon de courbure de l’Univers n’est pas détectable.
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, avant lequel aucune théorie n’existe
pour décrire ce qui se passe. Une théorie de la gravitation quantique sera
sans doute nécessaire.
10
−43s < t< 10−35s D’après les théories de grande unification (GUT pour Grand Unification
Theory), la gravitation n’est plus unifiée aux autres forces et à 10−35s,
les interactions forte et électrofaible (interactions faible et électromagné-
tique) se découplent.
10
−35s < t< 10−32s On suppose ici que l’Univers a connu une expansion spatiale très accélé-
rée (d’un facteur 1026). Cette période est appelée inflation et sera décrite
plus en détail dans le prochain paragraphe.
t ∼ 10−12s La symétrie électrofaible est brisée. L’Univers est soumis aux quatre
forces fondamentales que l’on connaît aujourd’hui.
10
−12s < t< 10−6s Avant cette période, l’Univers est remplit d’un plasma quark-gluon. Les
quarks s’associent alors pour former les premiers hadrons : c’est la tran-
sition quarks-hadron. L’Univers est alors composé de protons, neutrons,
électrons, positrons, neutrinos, photons et matière noire.
10
−6s < t< 1 s Les neutrinos se découplent du fluide primordial : c’est l’émission du
fond diffus de neutrinos ; sa température actuelle est estimée à 1.95K.
3 s < t< 180 s Les noyaux de deutérium D, de Hélium 3He et 4He, de Lithium 7Li et
de Béryllium 7Be se forment. C’est la nucléosynthèse primordiale.
t ∼ 104 ans Il se livre dans l’Univers primordial une lutte entre la matière et le rayon-
nement. Le rayonnement exerce une pression de radiation sur la matière
qui l’empêche de s’effondrer : c’est la domination du rayonnement. A
104ans une transition s’opère entre l’ère du rayonnement et l’ère de la
matière. Il s’agit de l’égalité matière–rayonnement. Plus tard, l’Univers
sera dominé par la matière.
t ∼ 380 000 ans Les électrons se recombinent aux noyaux. Les photons, n’interagissant
plus avec la matière, voient leur libre parcours moyen augmenter. On
parle de découplagematière–rayonnement. L’Univers devient alors trans-
parent et le fond diffus cosmologique est émis. C’est cette image de la
surface de dernière diffusion (SDD) que nous observons aujourd’hui.
t ∼ 109 ans Les premières structures se forment par effondrement gravitationnel des
sur-densités. Ce sont les premières galaxies qui précèdent les amas et les
super-amas.
t ∼ 13.7 109 ans L’Univers tel que nous l’observons aujourd’hui : inhomogène aux petites
échelles angulaires et homogène aux grandes échelles angulaires.
Table 1.1: Histoire de l’Univers d’après le modèle standard.
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La formation des structures
Le modèle standard décrit l’Univers dans son ensemble comme étant homogène à grande échelle.
Lorsqu’on y regarde de plus près, celui-ci paraît inhomogène et l’on n’observe des amas de matières
(amas de galaxies). Ces structures auraient été formées à partir d’inhomogénéités primordiales
croissant par instabilité gravitationnelle. Ce que la théorie n’arrive pas à expliquer est d’où viennent
ces inhomogénéités primordiales.
L’inflation, introduite par Guth en 1981 [18], résout le premier de ces paradoxes (l’horizon),
à savoir le fait que la distance parcourue par la lumière au cours du temps croît plus vite que la
distance entre deux objets. Inverser cette relation, ce qui signifie que le nombre des galaxies qui
nous sont accessibles décroît au cours du temps, permet alors de résoudre les autres problèmes.
Pour cela, il faut non plus que l’expansion de l’Univers décélère au cours du temps, mais accélère.
Schématiquement, c’est un peu comme si l’on agrandissait très rapidement une région de l’Univers,
jusqu’à ce que celle-ci devienne aussi grosse que l’Univers observable, voire plus. Dans ce cas, si
la région initiale est au départ homogène, alors on aura au final une région homogène, mais qui
désormais englobe l’Univers observable tout entier. Mathématiquement, et c’est ce qui fait sa force,
l’introduction d’un champ scalaire résout à la fois les problèmes des inhomogénéités et des mono-
pôles. C’est aussi grâce à ce champs scalaire que l’inflation permet de créer les perturbations qui
seraient à l’origine des anisotropies du fond diffus cosmologique. Il est important de mentionner
qu’aucune observation, à ce jour, n’est venue infirmer l’inflation. Nous n’avons cependant pas la
preuve incontestable que l’inflation ait bien eu lieu. La détection des ondes gravitationnelles primor-
diales pourrait bien être cette preuve tant attendue. La polarisation du fond diffus cosmologique
constitue une manière indirecte de détecter ces ondes gravitationnelles 3.
1.4 Le fond diffus cosmologique
1.4.1 Le corps noir
Au moment du découplage, l’Univers était constitué d’un bain de photon, d’électrons et de
baryons en équilibre thermodynamique. Les photons du CMB ont donc un spectre de corps noir












où ν est la fréquence, c la vitesse de la lumière, T la température, kB la constante de Boltzmann
et ~ = h2π (h étant la constante de Planck). L’instrument FIRAS
4 du satellite COBE a mesuré ce
spectre. D’après ce même instrument, sa température est de 2.725± 0.001K [1]. Le CMB apparaît
comme le meilleur corps noir que l’on connaisse aujourd’hui (voir figure 1.3).
1.4.2 Le dipôle
Après avoir soustrait la température moyenne du CMB, on trouve, à un niveau mille fois plus
faible, un effet dipolaire. Cet effet correspond à la vitesse relative de notre référentiel par rapport
à la surface de dernière diffusion. Suivant la direction d’observation du rayonnement, les photons
subissent un effet Doppler et sont vus plus chauds ou plus froids par l’observateur terrestre.
3. Une détection directe des ondes gravitationnelles est théoriquement possible. Pratiquement, la technologie ne
nous permet pas aujourd’hui d’envisager une telle prouesse.
4. Far Infrared Absolute Spectrophotometer
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Figure 1.3: Spectre du CMB mesuré par différentes expériences [1].
1.4.3 Les anisotropies primordiales
Les anisotropies primordiales du fond diffus cosmologique sont celles qui sont liées à la physique
décrivant les phénomènes intervenus avant la surface de dernière diffusion. Le fluide primordial
avant la recombinaison est composé de baryons, d’électrons et de photons liés entre eux par l’inter-
action électromagnétique et en particulier la diffusion Compton qui domine les interactions entre
photons et électrons. Les baryons du fluide primordial tombent au fond des puits de potentiels gra-
viationnels, tandis que la pression de radiation des photons, beaucoup plus nombreux, s’y oppose.
Ceci provoque des oscillations acoustiques de densité pour les modes de perturbations en phase.
Comme les photons sont encore couplés aux électrons, ils gardent l’empreinte des fluctuations de la
matière à la fois à travers leur température et leur polarisation par diffusion Thomson. Des cartes
du ciels des anisotropies de température ont été mesurées par les satellites COBE 5 et WMAP 6
(voir figure 1.4).
Pour décrire de façon statistique ces anisotropies, on calcule le spectre de puissance angulaire en
température CT . Formellement, le spectre se déduit de la décomposition en harmoniques sphériques















(n)Y ∗ℓm (n) dn. (1.4)
La variable ℓ, appelée multipôle, est homogène à l’inverse d’une échelle angulaire. On définit alors
le spectre de puissance angulaire en température CTℓ par la relation
CTℓ =
〈∣∣aTℓm∣∣2〉 (1.5)
5. Cosmic Background Explorer
6. Wilkinson Microwave Anisotropy Probe
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Figure 1.4: Carte des fluctuations de température du CMB à partir des 5 années de données du
satellite WMAP.
Figure 1.5: Prédiction théorique du spectre de puissance des anisotropies de température simulé
avec “CMBfast” [2].
qui caractérise entièrement les fluctuations si elles sont gaussiennes.
1.4.3.1 Anisotropies de température
On distingue trois effets dominants (figure 1.5) respectivement à grande, moyenne et petite
échelle angulaire (pour plus de détails, se référer à [19]) :
– Perturbations gravitationnelles : Le plateau Sachs–Wolfe.
– Perturbations intrinsèques : Pics acoustiques.
– Perturbations de vitesse : Zone d’amortissement.
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Figure 1.6: Spectre de puissance CTTℓ mesuré par le satellite WMAP (données 5 ans) et les
expériences Acbar, Boomerang et CBI [3].
Les dernières améliorations de la mesure du spectre de puissance des anisotropies de tempéra-
ture primordiales ont été apportées par l’expérience Acbar 7 (figure 1.6).
1.4.3.2 Polarisation
La polarisation des photons du CMB vient de la diffusion Thomson avec les électrons. Par
symétrie, on montre que seules les anisotropies quadrupolaires de l’intensité incidente sur l’électron
peuvent produire de la polarisation. Ceci s’explique par la forme de la section efficace différentielle







Le produit scalaire |ε.ε′| (où ε et ε′ sont deux directions différentes du flux de photon) favorise
l’absorption des composantes parallèles de la polarisation du flux incident. Comme le montre la
figure 1.7, l’électron diffuse donc préférentiellement sur la partie horizontale du flux incident ε.
L’observateur voit donc une polarisation transmise correspondant à la partie verticale de ε et
horizontale de ε′. Si le flux est moins intense suivant une direction (ici la direction verticale),
alors le rayonnement reçu est polarisé linéairement. A partir d’un flux incident non polarisé mais
présentant une anisotropie quadrupolaire on a créé de la polarisation linéaire. Pour que le CMB
soit polarisé, il faut donc des quadrupôles dans le rayonnement de la surface de dernière diffusion.
On distingue trois types de perturbations donnant lieu à des anisotropies quadrupôlaires liées
à trois phénomènes physiques différents :
– Perturbations scalaires : Elles sont issues des fluctuations de densité (figure 1.7). Les électrons
tombent dans les puits de potentiel correspondant à une sur-densité de matière d’autant plus
rapidement qu’ils sont proches du centre. Le même type de raisonnement s’applique aux sous
densités de matière.
– Perturbations vectorielles : Elles sont dues aux mouvements de vortex du fluide primordial
et ne sont pas nécessairement liées aux fluctuations de densité.
– Perturbations tensorielles : Le passage d’une onde gravitationnelle à travers une fluctuation
de densité modifie la forme du puits de potentiel. Les isocontours de densité ne sont plus
7. Arcminute Cosmology Bolometer Array
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Figure 1.7: Formations des anisotropies quadrupolaires autour d’une sur-densité et émission d’une
onde polarisée linéairement par diffusion Thomson.
circulaires mais deviennent elliptiques, formant ainsi des perturbations quadrupolaires ayant
perdu leurs propriétés de symétrie (figure 1.7).
Formalisme
Un rayonnement polarisé peut être décrit en utilisant les paramètres de Stockes [20]. Soit une
onde électromagnétique plane presque monochromatique 8 se propageant suivant un axe (Oz). Cette





Le rayonnement est dit polarisé s’il existe une corrélation entre Ex et Ey. Ce rayonnement peut






































= 〈2axay sin (ϕx − ϕy)〉 (1.12)
où Q et U caractérisent la polarisation linéaire tandis que V décrit la polarisation circulaire. Une
onde non polarisée est décrite par Q = U = V = 0. Notons aussi que la diffusion Thomson ne
peut pas générer de polarisation circulaire 9 (V = 0). De la même façon que pour la température,
on peut définir des spectres de puissance polarisés en utilisant la décomposition en harmoniques
sphériques des quantités Q et U sur le ciel. Cette décomposition fait appel aux harmoniques spinnés
d’ordre 2 :
(Q± iU) (n) =
∑
ℓm
a±2,ℓm±2Y mℓ (n) . (1.13)









8. L’onde est presque monochromatique si les amplitudes ax et ay et le phases ϕx et ϕy sont des fonctions qui
ne changent que très peu sur une échelle de temps comparable à l’inverse de la fréquence de l’onde.
9. En effet, elle modifie les amplitudes des composantes x et y du champs mais par leurs phases.
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ℓ (n) . (1.17)
Par construction, E est un champ invariant par rotation et par parité, B est un champ invariant par
rotation uniquement 10. Ils présentent tous deux l’énorme avantage d’être indépendant du repère














∣∣aBℓm∣∣2 = 〈∣∣aBℓm∣∣2〉 . (1.19)
Pour observer la polarisation dans le CMB, il faut qu’il y ait eu des anisotropies quadrupôlaires
au moment du découplage. S’il y en a eu, on s’attend à ce qu’il existe une certaine corrélation
entre les fluctuations de température et la polarisation. Pour cette raison, on cherchera à détecter
dans les données polarisées des corrélations entre ces deux observables. Celles-ci s’expriment par





























Pour des raisons de parités, les spectres CTBℓ et C
EB
ℓ sont nuls. On montre aussi, par symétrie
des figures de polarisations que, pour une perturbation scalaire E 6= 0 mais B = 0 alors que, pour
une perturbation tensorielle, E 6= 0 et B 6= 0. La mesure du spectre de type CBBℓ donne donc
directement la preuve de l’existence des ondes gravitationnelles primordiales. Les mesures des




ℓ par le satellite WMAP ainsi que les prédictions de ces mêmes spectres
et celui de la polarisation B CBBℓ sont représentés dans la figure 1.8. La polarisation E a été
mesurée pour la première fois par l’expérience DASI [21]. Quand aux modes B de polarisation, ils
n’ont toujours pas été détectés à ce jour. La communauté scientifique internationale est activement
impliquée dans plusieurs expériences visant à combler ce manque.
1.5 A la recherche des modes B
Il y a vingt ans, la course était à l’étude de ce rayonnement et la recherche des anisotropies en
température. Une multitude de projets a ainsi vu le jour (voir annexe A). Aujourd’hui le spectre
de corps noir du rayonnement fossile est très bien connu (COBE) et sa polarisation E dores et déjà
détectée et étudiée en détail (DASI, WMAP, bientôt Planck).
La course est maintenant à la détection des modes B. S’il fallait définir un seul indicateur
observationnel de cette polarisation, celui-ci serait le rapport tenseur sur scalaire r. Il correspond à
l’amplitude relative des perturbations scalaires et tensorielles (le niveau des modes B par rapport
aux modes E). Les théoriciens semblent converger sur le fait que r serait très petit. Néanmoins, ils
10. Les appellations E et B pour les champs de polarisation sont dues à leurs propriétés de symétrie, analogues
à celles des champs électrique et magnétique.
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Figure 1.8: Spectre de puissance des fluctuations de température du fond diffus cosmologique.
Les points sont ceux mesurés par le satellite WMAP (3 ans de données). Sont représentés respec-
tivement les spectres de température (noir), de corrélation T–E (rouge), de polarisation E (vert)
et de polarisation B (bleu).
restent encore trop de modèles inexplorés et certains, particulièrement étudiés ces dernières années,
sont de sérieux concurrents au modèle standard [22]. Le seul moyen de départager les porteurs de
ces théories est la recherche du spectre des modes B de polarisation du fond diffus cosmologique. Il
y a plusieurs projets en cours qui visent à la détection des modes B (voir tableau 1.2). La plupart ne
sont pas spatiaux et aucun n’a, à ce jour, détecté le signal recherché. Ils constituent cependant une
étape nécessaire pour la maturation technologique et l’optimisation des techniques de détection.
QUBIC (Q and U Bolometric Interferometer for Cosmology) est un de ces projets. Aussi est-
il précurseur d’une technique jamais utilisée auparavant pour détecter un signal astrophysique :
l’interférométrie bolométrique (voir partie II).
Du ciel au détecteur : les composants
Plusieurs composants sont nécessaires pour acheminer le signal astrophysique du ciel au dé-
tecteur quelque soit l’architecture de détection considérée. D’autres composants sont spécifiques à
l’architecture utilisée. Ainsi, souvent, des cornets sont utilisés pour coupler le signal du ciel aux
détecteurs. Les filtres définissent eux la bande spectrale. Des miroirs ou des lentilles sont aussi uti-
lisés pour les télescopes. Comme les instruments dédiés à la détection des modes B sont sensibles à
la polarisation, nous retrouvons la présence de dispositifs discriminateurs de la polarisation linéaire
de l’onde incidente comme des OMT (Orthogonal Mode Transducer). Un autre élément important
pour réduire les effets systématiques instrumentaux est le modulateur de phase. Nous retrouvons
alors des lames quart d’onde ou demi-onde rotatives, des déphaseurs mécaniques ou planaires. Le
choix de la technologie et des performances pour chaque dispositif dépend de l’architecture de
détection choisie et de la stratégie d’observation.
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Nom de l’expérience Début Type Technologie
Fréquence
(GHz)
Background Imaging of Cosmic
Extragalactic Polarization
(BICEP)
2006 Sol Bolomètres 100, 150











Futur Sol Bolomètres 90–240
Q/U Imaging ExperimenT
(QUIET)
2008 Sol HEMT 40,90
SPIDER 2006 Ballon Bolomètres
40, 90, 145,
220
The E and B Experiment (EBEX) Ballon Bolomètres 150–450
Planck 2009 Satellite Bolomètres 30–857
CMBpol / Bpol Futur Satellite à définir à définir
Table 1.2: Principales expériences actuelles pour la détection des modes B de polarisation du fond
diffus cosmologique.
1.6 Conclusion
Dans ce chapitre, nous avons introduit les différentes notions que nous côtoyons dans l’étude
d’architectures de détections pour la cosmologie. Dans la suite, nous décrirons l’interférométrie
bolométrique ainsi que les différents composants et dispositifs millimétriques étudiés dans le cadre
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2.1 Introduction
Nous présentons ici une architecture novatrice, l’interférométrie bolométrique (IB), sur laquelle
se base la conception de l’expérience sol QUBIC (Q and U Bolometric Interferometer) dédiée à
la détection des modes B de polarisation du fond diffus cosmologique. Nous introduisons ici le
concept, l’architecture, les forces mais aussi les faiblesses de l’IB.
2.2 Raisons
Afin d’expliquer les raisons du choix de l’interférométrie bolométrique, il est nécessaire de
revenir sur certaines expériences qui ont eu un grand impact sur la cosmologie observationnelle.
Arrêtons nous sur la première expérience ayant détecté les mode E de polarisation du fond diffus
cosmologique : DASI (Degree Angular Scale Interferometer) [21] qui était un interféromètre. Le
principe est simple : utiliser les propriétés ondulatoires de la lumière et les franges d’interférences
pour faire une transformée de Fourrier sur le ciel 1.
Pour en comprendre le fonctionnement, considérons le cas simple de deux canaux d’entrée
constituant une ligne de base u = D/λ où |D| est la distance séparant les deux ports d’entrée.
Faisons la simplification suivant laquelle les lobes des canaux sont identiques ; ils seront exprimés
par A (x) où x est la direction de l’onde. Le signal électromagnétique arrive sur les deux ports
d’entrée avec un déphasage δ = 2πu · x. Le champs électromagnétique est alors exprimé par E1 et
E2 respectivement pour le canal 1 et 2.
DASI, comme la plupart des interféromètres radio et millimétriques, est basé sur l’interféromé-
trie multiplicative. C’est à dire qu’il possède des corrélateurs complexes qui effectuent le produit
des champs électriques reçus. Le signal de chaque canal est d’abord amplifié par des HEMT (High
Electron Mobility Transistor) puis divisé en deux. Pour le cas simple à deux ports, notons ces
champs E11 et E12 pour le canal 1 et E22 et E21 pour le canal 2 (voir figure 2.1). E12 et E21 sont
envoyés vers le multiplicateur 1 (qui va simplement les multiplier). E11 est, lui, déphasé de 90°
avant d’être envoyé avec E22 vers le multiplicateur 2.
1. Le premier à avoir utilisé ce principe pour des observation astronomiques est Michelson : mesure des diamètres












M1 : Multiplicateur 1
M2 : Multiplicateur 2
x
Figure 2.1: Principe de fonctionnement d’un interféromètre hétérodyne.
Après chacun des multiplicateurs, un détecteur moyenne temporellement le signal sur une durée
plus longue que la période de l’onde électromagnétique. Considérons les voies A et B respectivement
pour le multiplicateur 1 et le multiplicateur 2. Les détecteurs voient alors :
VA =
〈ˆ ˆ



















E12 (x, t) =
E0 (x)√
2
sin (2πν (t− τ)) ; ντ = u · x (2.5)









Sachant que les signaux provenant de directions différentes ne sont pas cohérents, leur moyenne










B (x) |E0 (x)|2 sin2 (2πu · x) dx2 (2.8)
où B (x) = A2 (x) est le lobe en puissance observé.
A partir des équations (2.7) et (2.8), la visibilité complexe peut être définie, par le théorème
de Van Citter-Zernicke [23], comme :
V (u) = 2 (VA + iVB) . (2.9)
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Remarquons aussi que, dans l’approximation plane, V (u), étant la transformée de Fourier de
E20 (u) que multiplie le lobe en puissance, peut aussi être exprimée par le produit de convolution
de la transformée de Fourier soit :
V (u) =
ˆ
B˜ (u− v) E˜ (v) dv. (2.10)
Notons que DASI devait être sensible à la polarisation pour pouvoir mesurer les modes E du
CMB. Introduisons donc la sensibilité à la polarisation dans notre instrument test. Cette polari-
sation peut être exprimée par les paramètres de Stokes : I (intensité), Q (polarisation linéaire), U
(polarisation linéaire) et V (polarisation circulaire). Afin d’obtenir les visibilités polarisées associées
aux quatre paramètres de Stockes, nous allons devoir utiliser, non pas deux multiplicateurs, mais,
seize. Ceci augmente sensiblement la complexité de l’instrument et fait perdre un facteur
√
2 sur
le rapport signal sur bruit [24]. Afin d’atteindre la sensibilité requise (pour mesurer les modes E
de polarisation du CMB), DASI utilisait douze ports.
Mais pourquoi avoir utilisé un interféromètre au lieu d’un imageur ? Et
pourquoi l’interférométrie bolométrique ?
La raison est que la détection de la polarisation du fond diffus cosmologique requiert un contrôle
drastique des effets systématiques. Les interféromètres offrent cet avantage par rapport aux ima-
geurs car ils ne nécessitent pas de télescope (pas d’effets systématiques dûs à l’optique du téles-
cope). Cependant, il semble qu’avec DASI et CBI (Cosmic Background Interferometer) [25], un
palier technologique ait été atteint, car, outre le bruit que les HEMT introduisent, la complexité
de l’architecture (corrélateurs complexes) rend difficile son application à de grandes matrices de
cornets, ce qui limite la sensibilité pour détecter les modes B. C’est la raison pour laquelle la
plupart des expériences qui sont actuellement dans la compétition mondiale pour la recherche des
modes B (voir tableau 1.2) sont des imageurs utilisant une détection directe incohérente à l’aide
de télescopes et de bolomètres. Ces derniers sont des détecteurs qui ont l’avantage d’avoir des
sensibilités inférieure à la limite du bruit de photons 2. Pourtant, toute la communauté n’a pas
fait le choix des imageurs. En 2001, L. Piccirillo [26] imagine un instrument capable de rallier les
avantages des interféromètres et des imageurs : Un interféromètre bolométrique. A la différence des
interféromètres hétérodynes à corrélateurs complexes utilisant le principe d’interférométrie mul-
tiplicative, il est question d’interférométrie additive à détection bolométrique (large-bande). Ici,
nous n’avons désormais besoin ni d’amplificateurs, ni de multiplicateurs, ni même de télescope ;
les signaux provenant des différents canaux d’entrée sont combinés (couplage additif) avant d’être
détectés par des bolomètres qui mesurent la somme quadratique de toutes les entrées. Nous béné-
ficions ainsi des avantages des interféromètres en terme de contrôle des effets systématiques et des
bolomètres en terme de sensibilité des détecteurs (Ces derniers étant, actuellement, les meilleurs
dans les longueurs d’onde millimétriques).
2.3 Architecture et Principe
L’architecture d’un interféromètre bolométrique sensible à la polarisation est décrite dans la
figure 2.2. Des cornets observent le ciel et acheminent les signaux à travers des discriminateurs
de polarisation (OMT) qui séparent les deux polarisations linéaires de l’onde incidente. Des filtres
définissent ensuite la bande spectrale de l’instrument puis des déphaseurs contrôlables introduisent
un retard de phase. Finalement, les signaux sont combinés à l’aide d’un combinateur de puissance
(interférométrie additive) avant d’être détectés par des bolomètres. Ces derniers mesurent alors
2. Ceci correspond à la limite ultime qu’on ne peut dépasser actuellement car elle est fixée par la statistique
d’arrivée de photons et dépend de la source, en l’occurrence, le CMB.
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Figure 2.2: Architecture de détection d’un interféromètre bolométrique.
la somme quadratique des champs entrants. Chacun des composants utilisés est détaillé dans la
partie III.













+ 〈E1E∗2〉+ 〈E∗1E2〉 (2.11)
où les termes d’interférence sont exprimés par 〈E1E∗2〉+〈E∗1E2〉 avec E1 et E2 les champs électriques
incidents. Lorsqu’un grand nombre de cornets est utilisé, la puissance détectée par chaque bolomètre









où Ei est le champ incident pour le port polarisé i (après les OMT), j correspond au bolomètre
(port de sortie), Xi est un paramètre qui inclue l’ effet du déphaseur du port i.
Afin d’extraire et de reconstruire toutes les visibilités polarisées VI , VU , VQ et VV , avec une
bonne sensibilité, il est nécessaire d’appliquer une séquence de déphasage optimale suivant la
méthode de “sommation cohérente des lignes de base équivalentes” [4]. Cette séquence permet
de faire une modulation temporelle (variation par pas de déphasage) ou fréquentielle (variation
continue du déphasage) du signal (voir chapitre 8). La sommation cohérente des lignes de base
équivalentes 3 est véritablement la clé de l’interférométrie bolométrique. La figure 2.3 montre l’effet
de cette technique sur l’erreur relative sur les visibilité I et U comparée à la sommation incohérente
de lignes de base équivalentes et à la sommation des lignes de base non équivalentes. D’après [27]
et dans l’approximation du ciel plat 4, les champs E et B de polarisation du CMB peuvent être
reliés à VQ et VU par une simple rotation de l’angle φ (voir figure 2.1), suivant les relation :
VQ (u) =
ˆ [
cos (2φ) E˜ (v)− sin (2φ) B˜ (v)
]
A˜ (u− v) dv (2.13)
3. Lignes de base parallèles ayant la même séparation.
4. Cette approximation est valable pour les petites échelles angulaires (ou grand l). Les modes B de polarisation
devraient, s’ils existent, être détectés dans les petites échelles angulaires. L’approximation permet, notamment, de























No Eq. baselines summation : slope = -0.50
Incoherent summation of  Eq. baselines : slope = -0.49
Coherent summation of Eq. baselines : slope = -0.99
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No Eq. baselines summation : slope = -0.50
Incoherent summation of  Eq. baselines : slope = -0.51
Coherent summation of Eq. baselines : slope = -1.01
Figure 2.3: comparaison de l’erreur relative sur les visibilités I et Q en utilisant la sommation
cohérente des lignes de base équivalentes, la sommation incohérente des lignes de base équivalentes
et la sommation des lignes de base non équivalentes d’après [4].
VU (u) =
ˆ [
sin (2φ) E˜ (v) + cos (2φ) B˜ (v)
]
A˜ (u− v) dv. (2.14)
2.4 Problématiques et Défis
L’interférométrie bolométrique fait face aux même défis que les imageurs : les matrices de
détecteurs. En effet, afin d’atteindre la sensibilité requise, il est nécessaire de développer des larges
matrices de détecteurs et leur électronique de lecture multiplexée (voir chapitre 4). Associés à
cette difficulté, apparaissent les problèmes de cryogénie et de miniaturisation des composants. Ce
dernier aspect sera abordé dans la partie III. Un autre défis est la technologie de modulation de
la polarisation pour la réduction des effets systématiques. Le type de modulation est entièrement
dépendant de l’architecture et de la stratégie d’observation. Pour l’interférométrie bolométrique,
ce modulateur (le déphaseur) est le composant le plus critique (voir chapitre 8).
Les défis technologiques mis à part, il y a des problématiques intrinsèques à l’architecture de
détection même. En effet, l’interférométrie large bande n’est ni aisée ni préconisée à cause de l’effet
de smearing qui fait perdre l’information utile 5. En réalité, cet effet n’est pas si critique pour une
largeur de bande ∆ν/ν0 = 0.25 car il fait perdre au plus un facteur 2 en terme de sensibilité [28]. Si
DASI (et CBI) a du diviser le spectre en 10 sous bandes de fréquence, c’est à cause des corrélateurs
qui ne pouvaient pas fonctionner de manière large bande. L’autre problématique est l’extraction
des visibilités polarisées. Suivant la technique décrite dans [4], il est possible de récupérer toute
l’information polarisée. Cependant, il n’est pas possible de mesurer VQ et VU en même temps. Ceci
n’a comme effet qu’une perte d’un facteur
√
2 sur la sensibilité totale 6 estimée à r = 10−2 dans
[24].
2.5 Conclusion
Dans ce chapitre, nous avons introduit le concept d’interférométrie bolométrique. Afin de dé-
montrer ce concept d’interféromètre additif à détection bolométrique, un démonstrateur a été
réalisé et étudié. Il fait l’objet du prochain chapitre 3. L’expérience QUBIC concrétise les idées de
5. c’est du moins l’argument évoqué contre l’interférométrie bolométrique
6. la sensibilité aux modes B peut être exprimée le rapport tenseur sur scalaire r, voir chapitre 1.
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l’IB et fait face à différents défis technologiques pour réaliser un instrument sol capable de détecter
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Figure 3.1: Photo du montage. De droite à gauche : (1) deux cornets corrugués, (2) deux transitions
circulaire–rectangulaires, (3) deux guides d’onde torsadés (torsion de ±-45° dans la direction de
propagation), deux guides d’onde coudés (4), (5) deux déphaseurs contrôlables, (6) deux guides
d’onde coudés, (7) un coupleur hybride 90°, (8) un cornet de ré-émission, (9) un bolomètre semi-
conducteur à l’intérieur d’un cryostat 4K.
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3.1 Introduction
Afin de démontrer le principe d’interférométrie bolométrique, nous avons réalisé un démons-
trateur à deux ports fidèle à l’architecture générale du concept (voir figure 2.2). Il est basé sur des
composants commerciaux dont les principales caractéristiques sont données dans le tableau 3.1. Ces
composants sont loin d’être aussi performants que ceux qui doivent être utilisés pour l’observation
de signaux astrophysiques. Aussi, l’instrument est-il destiné à des mesures en laboratoire qui visent
à une meilleure compréhension de ce genre d’architecture dans le millimétrique et à large-bande.












0.8 TE11à TE10 75 - 110
Twists 0.98 TE10 75 - 110
Guide coudé 1 1.2 TE10 75 - 110
Guide coudé 2 0.9 TE10 75 - 110
Coupleur
hybride
1 TE10 89 -91
Composant Pertes dB Résolution Déviation de
phase
Déphaseurs 1.5 0.5° 6°
Table 3.1: Propriétés des composants utilisés.
3.2 Fonctionnement
Considérons le schéma général d’un interféromètre tel qu’il est représenté sur lafigure 2.1. Sui-
vons maintenant une onde électromagnétique se propageant le long des branches de l’interféromètre
jusqu’au détecteur (voir figure 3.1). Cette onde pénètre d’abord dans les cornets, véritables enton-
noirs électromagnétiques 1. Si A (x) est le faisceau (supposé identique pour les deux cornets), alors
les champs électromagnétiques reçus par les cornets respectifs des ports X et Y sont :
Ex =
ˆ




d2xE0y (x)A (x) e
i(ωt+φpath(x)) (3.2)
où E0x et E0y sont les champs incidents et φpath = 2πD·xλ , avec D la ligne de base, x la direction
unitaire de l’onde incidente et λ la longueur d’onde.
1. Les cornets réalisent une adaptation d’impédance de la propagation en air libre à la propagation guidée suivant
l’impédance de la structure guidée considérée.
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Après les cornets, deux guides d’onde circulaires et deux transitions circulaire–rectangulaires
orthogonales permettent de sélectionner deux polarisations linéaires orthogonales 2 qu’on remet
dans le même plan à l’aide de deux twists ±45° (en vue de les combiner). Par la suite, deux dépha-
seurs contrôlables introduisent un retard de phase. Afin de simplifier, considérons un déphasage











d2xE0y (x)A (x) e
i(ωt+φpath(x)+∆α). (3.4)


















où Zw est l’impédance d’onde et E le champ après combinaison de E′x et E
′
y. La puissance détectée








D (x) [I (x)± U (x) sin (φpath +∆α)] d2x = 1
2
[ˆ
D (x) I (x) d2x± ∣∣V U ∣∣ sin (φU +∆α)]
(3.7)
où D est le faisceau en puissance et I et U sont les paramètres de Stokes tels qu’ils sont définis dans
[23] et le signe ± une dépendance du port de sortie considéré. La visibilité V U est la transformée
de Fourier du paramètre de Stokes U dans un champ défini par le faisceau B (x).
V U =
ˆ
D (x)U (x) e−i2π
D.x
λ d2x =
∣∣V U ∣∣ eiφU . (3.8)
Ce raisonnement peut être généralisé pour un instrument plus complet (voir chapitre 2). Une
séquence de phase optimale [4] permettrait alors d’extraire toute l’information polarisée.
3.3 Système d’analyse
Afin de comprendre l’interférométrie bolométrique, il est important d’étudier l’extraction des
effets systématiques et la caractérisation au laboratoire de telles architectures. Afin d’y arriver,
nous proposons une méthode qui permet de récupérer tous les paramètres du système par un
jeu de mesures de puissance et de mesures vectorielles. Un point crucial est alors de lier, de ma-
nière cohérente, les mesures de puissance large-bandes et les mesures vectorielles. Dans ce but,
nous mesurons les paramètres de diffusion 3 des composants à l’aide d’un analyseur vectoriel. Ces
paramètres peuvent être reliés à la matrice ABCD 4 comme montré dans [14]. Nous propageons
alors numériquement les signaux le long des deux branches de l’interféromètre tant que ceux-ci
ne se mélangent pas. Ce type d’analyse s’arrête alors avant le coupleur hybride car il s’agit d’une
2. Le mode de propagation principal dans les guides d’onde circulaire est TE11. Les deux transitions circulaire–
rectangulaires permettent d’extraire respectivement les modes TE10 et TE01 qui correspondent aux deux polarisa-
tions linéaires orthogonales.
3. Les paramètres de diffusion, souvent notés paramètres S, sont des rapports de tensions d’onde. Ces relations
sont explicitées dans l’annexe B.
4. Le formalisme ABCD est très utile pour les instruments micro-ondes et quasi-optiques car il permet de propager
le signal le long d’une cascade de composants.
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analyse à deux ports qui, de plus, ne prend en compte ni l’état de polarisation ni le couplage
électromagnétique entre les polarisations linéaires. Afin d’y remédier, nous posons un formalisme
différent.
A partir de la définition des paramètres S, nous pouvons déduire une relation qui lie les champs
entrants et sortants (voir annexe B) :











où (a, b) ∈ (x, y)et (i, j) dénotent respectivement les ports de sortie et d’entrée.














où Ex1 et Ey1 sont les champs entrants et Ex2 et Ey2 sont les champs sortants. Les termes χx1,x2
et χy1,y2 représentent la transmission de l’intensité (paramètre de Stockes I). Les termes χx1,y2 et
χy1,x2 représentent le couplage entre les deux polarisations linéaires Ex et Ey. Pour expliquer la
signification de χ, considérons un composant à quatre ports avec les ports d’entrée (x1, y1) et les
ports de sortie (x2, y2). Les ports (x1, y1) désignent les polarisations x et y tandis que les ports
(x2, y2) désignent leur combinaison. Afin de mesurer les paramètres χbj,ai, chaque couple de ports
(bi, aj) est terminé par deux charges adaptées comme le montre le schéma suivant :
 x1 y1l տրւց l
x2 y2
 (bi, aj) = (x1, x2) =⇒ χy1,y2(bi, aj) = (y1, y2) =⇒ χx1,x2
(bi, aj) = (x1, y2) =⇒ χy1,x2
(bi, aj) = (y1, x2) =⇒ χx1,y2
. (3.12)
Cette approche peut aussi bien être utilisée pour caractériser tout dispositif à quatre ports. Elle
a ainsi été utilisée pour extraire la fonction de transfert du coupleur hybride et du système entier
à partir des paramètres S.
3.4 Banc expérimental
Lorsque nous regardons l’équation (3.7), il est clair que deux types de mesures peuvent être
envisagés afin de démontrer l’interférométrie bolométrique. Le premier consiste à varier φpath en
fixant ∆α afin d’obtenir la réponse angulaire de l’instrument. Le deuxième consiste à varier ∆α
en fixant φpath. La variation de ∆α se fait par l’intermédiaire des déphaseurs et celle de φpath par
la variation de l’angle que fait la source par rapport au centre de phase de l’interféromètre. Les
mesures bolométriques (4K) monochromatiques ont été réalisées en variant φpath. Les mesures à
température ambiante ont été réalisées en fixant φpath et variant en ∆α. Dans la suite les deux
montages (1) bolométrique à 4K et (2) senseur de puissance à température ambiante sont décrits.
3.4.1 Montage Bolométrique
Nous avons utilisé an analyseur vectoriel ABmm 5 comme source monochromatique modulée




Figure 3.2: Montage expérimental pour les mesures bolométriques. (1) Analyseur Vectoriel ABmm
avec la source polarisée verticalement, (2) l’instrument DIBO, (3) cryostat avec un bolomètre 4K,
(4) lock-in amplifier, (5) hacheur optique, (6) ordinateur.
synchrone (lock-in amplifier), comme détecteur. Pour changer la phase φpath, l’instrument (sur
plateau rotatif) est tourné d’un angle β par rapport à la source fixe (voir figure 3.2). La distance
entre les deux cornets est fixée à 20.5 cm et le faisceau gaussien du cornet d’émission a une largeur
à 1σ de ∼ 4.2° à 90GHz.
3.4.2 Montage à température ambiante
Nous décrivons, dans cette partie, le banc expérimental mis en place à Milan 7 pour faire des
mesures de puissance large-bandes et à température ambiante. Nous avons utilisé une source à
balayage rapide de fréquence “FARRAN Backward Wave Oscillator” opérant en mode statique et
dynamique. En mode statique, la source émet un signal quasi-monochromatique à une fréquence
fixe. En mode dynamique, un balayage rapide (10ms) en fréquence est effectué de manière répé-
titive. Les signaux collectés par les cornets, après avoir été déphasés et combinés, sont détectés
par un senseur de puissance “HP W8486A” placé à la sortie de l’un des deux ports du coupleur
hybride (l’autre étant terminé par une charge adaptée). Le senseur “HP W8486A” est lu par une
détection synchrone “EGG 5209” dont la référence externe est fixée par un hacheur optique qui
module à 10Hz le signal émis par le générateur de puissance. Cette fréquence de modulation fixe
la fréquence de coupure du filtre passe-bas de la détection synchrone à fc ≤ 20Hz. Cette fréquence
donne une constante de temps τ ≥ 50ms correspondant à plusieurs balayage en fréquence de la
source ; d’où l’imitation d’une source large-bande. L’idée derrière ce montage (voir figure 3.3) est
de remplacer un corps noir et une mesure bolométrique par une mesure à température ambiante
qui nous affranchit de la cryogénie et accélère donc une première caractérisation en laboratoire
d’un tel instrument.
7. Groupe radio de l’Université Bicocca de Milan.
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Figure 3.3: Banc expérimental pour la caractérisation large-bande de l’interféromètre. (1) Farran
BWO-10GHz générateur de puissance. (2) DIBO. (3) HP W8486A senseur de puissance. (4) HP
438A powermetre. (5) EGG 5209 lock-in amplifier. (6) Hachoir optique. (7) Ordinateur pour le
contrôle des déphaseurs et l’acquisition de données.
3.5 Résultats
3.5.1 Caractérisation des composants
Avant d’assembler l’instrument, nous avons caractérisé chacun de ses composants avec un ana-
lyseur vectoriel. Par la suite, nous avons caractérisé la chaîne en partant des guides d’onde torsadés
jusqu’aux ports de sortie du coupleur hybride. Ceci nous a permis de mesurer et de reconstruire la
fonction de transfert de l’instrument pour l’étudier à chaque fréquence.
Les composants qui requièrent le plus d’attention sont les déphaseurs. En effet, ces composants
commerciaux sont qualifiés pour 90GHz mais leur comportement s’éloigne du cas idéal au fur
et à mesure que l’on s’éloigne de la fréquence nominale. En effet, des pertes apparaissent et le
changement de la phase produit une modulation de l’amplitude du signal (voir figure 3.4). L’objectif
est de voir comment ces effets se propagent le long de la chaîne. A 90GHz, la fréquence nominale,
la puissance transmise est plate, le déphasage varie entre 0° et 350° et les valeurs de |S21| oscillent
entre 0.81 et 0.83. A 100GHz, celles-ci sont entre 0.37 et 0.83 et à 80GHz, elles sont entre 0.75 et
0.87. Le composant est réciproque et |S12| est très proche de |S21|.
Nous avons aussi mesuré la réponse vectorielle de toute la chaîne en fonction du déphasage
introduit par les déphaseurs et par pas de 1GHz entre 75GHz et 110GHz. En utilisant la carac-
térisation de l’interféromètre en terme de paramètres S et le formalisme décrit dans la Section 3.3,
nous avons pu calculer la fonction de transfert de l’instrument. Ensuite, comme nous le montre-
rons dans la Section 3.5.2.1, nous avons reconstruit la fonction de transfert de puissance de toute
la chaîne à partir des équations (3.6) et (3.10). Nous traçons cette quantité, aussi exprimée par
l’équation (3.16), dans la figure 3.5 à 80GHz, 90GHz et 110GHz. Nous pouvons voir que la réponse
de l’instrument est maximale à 90GHz, avec une efficacité qui décroît sur les bords de la bande W
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(75GHz – 110GHz). De plus, l’amplitude de la fonction de transfert de puissance ne dépend pas
uniquement de la fréquence mais aussi de la phase. Cet effet est principalement dû aux déphaseurs.

















Figure 3.4: Variation de |S21| en fonction du déphasage ∆α et de la fréquence.
3.5.2 Mesures larges-bande
Comme décrit dans la Section 3.4.2, les résultats reportés ici ont été obtenus avec un système
qui imite une source large-bande. La figure 3.6, représentant la réponse en puissance du système
en unités arbitraire et pour deux bandes de fréquence différentes, montre clairement les franges
d’interférence.














































Figure 3.6: Puissance mesurée avec le banc à
température ambiante dans deux bandes de fré-
quence : 87–93 GHz et 75–110 GHz.
3.5.2.1 Analyse
Facteur de calibration
Lorsqu’on effectue les mesures dans une bande de fréquence ∆ν, celles-ci sont affectées par le
lissage dû à la largeur de bande (smearing). Cette effet altère les franges d’interférence et compresse
leur dynamique. Afin de vérifier les mesures de puissance et dissocier l’effet du lissage des effets
systématiques, nous avons développé une stratégie qui consiste à comparer les mesures vectorielles
avec les mesures de puissance.
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Pour commencer, à partir des équations (3.6), (3.9) et (3.11), nous reconstruisons la fonction
de transfert de puissance pour chaque fréquence ν et pour chaque valeur de déphasage ∆α :
TSpν (∆α) = [χai,bj (∆α) + χbi,aj (∆α)] [χai,bj (∆α) + χbi,aj (∆α)]
∗ (3.13)
où l’exposant S signifie paramètres S et l’indice p signifie puissance. Cette fonction de transfert
exprime la fraction de puissance qui arrive au détecteur pour chaque fréquence. Aussi pouvons-
nous la construire pour toutes les fréquences (dans la bande W) grâce aux mesures vectorielles
et, en second lieu, construire la fonction de transfert de puissance correspondant à une bande de
fréquence donnée ∆ν.
Lorsque l’interféromètre est éclairé par une source à 90GHz (BWO), la partie corrélée de
la puissance détectée entretient un lien de proportionnalité avec TSp90 (fonction de transfert de
puissance à 90GHz obtenue grâce aux mesures vectorielles) :
P90 (∆α) = PincT
S
p90 (∆α) (3.14)
A partir de cette dernière relation, nous sommes en mesure d’extraire Pinc la fraction de la
puissance émise par le BWO à une certaine fréquence et collectée par l’instrument. La puissance
émise ayant été contrôlée pour être constante sur toute la bande W, le facteur Pinc sera utilisé
dans la suite comme facteur de calibration pour toutes les mesures de puissance. Pour une bande
de fréquence ∆ν, nous intégrerons simplement tous les termes de gauche de l’équation (3.14)






Notons que, pour comparer les fonctions de transfert large-bandes extraites des mesures vec-
torielles et celles extraites des mesures de puissance, il faudra déduire une fonction de transfert
synthétique (pour les mesures vectorielles) comprenant une normalisation qui dépend de la bande
de fréquence considérée.
Fonction de transfert de puissance synthétique
Soit Tm la réponse monochromatique d’un interféromètre idéal 8 à une ligne de base. La fraction
















avec ν1 et ν2 les limites l’intervalle de fréquence ∆ν, c la vitesse de la lumière, δ = D ·s la différence
de chemin optique (zéro dans le cas idéal),∆ν la bande de fréquence, 〈Tm〉∆ν la moyenne numérique
de Tm dans la bande de fréquence ∆ν et K0 une constante de normalisation. A partir de l’équation







Les résultats du calcul de Tp∆ν (lignes continues) et TSp∆ν (lignes pointillées) sont reportés sur
la figure 3.7 pour des bandes de fréquence de 6GHz et 35GHz autour de 90GHz.








γ Mesures de puissance Intégration des mesures vectorielles
Largeur de bande 6 GHz 0.99±0.04 0.98
Bande W 0.96±0.04 0.94



















































75 - 110 GHz
Figure 3.7: Comparaison entre la fonction de transfert de puissance obtenue à partir du senseur
de puissance (ligne continue) et estimée à partir des mesures vectorielles.
Afin de le vérifier l’effet de compression d’amplitude dû à la bande de fréquence (effet de lissage
ou smearing), nous calculons la visibilité des franges d’interférences. Celle-ci est une quantité






Si la transmission des deux canaux est la même (les composants des deux canaux du démonstrateur
avant le coupleur hybride sont identiques), alors la visibilité se résume au degré de cohérence γ.
Celui-ci peut être exprimé par :
γ =
max(T )−min(T )
max(T ) + min(T )
(3.19)
D’après le tableau 3.2, les valeurs de γ sont comparables pour les mesures de puissance et les
mesures vectorielles. L’effet de lissage est notable dans les mesures vectorielles. Cependant, celui-ci
ne peut pas être constaté dans les mesures de puissance à cause de la précision de cette même
mesure.
Effets systématiques
Certains effets observés lors de la caractérisation vectorielle comme la modulation d’amplitude
des déphaseurs disparaissent lors des mesures de puissances. Ceci est dû à l’effet combiné de
l’intégration fréquentielle et de la faible réponse de l’instrument loin de 90GHz, là où les effets
de distorsion d’amplitude sont les plus importants. D’autres effets qui peuvent intervenir sont
l’asymétrie dans la différence de chemin optique (δ 6= 0) et la dépendance en fréquence du déphasage
∆α. Finalement, les fluctuations dans Pinc peuvent affecter la reconstruction de Tp∆ν . Pour une

























Figure 3.8: Puissance mesurée (points rouges) en fonction de la rotation de la source à 80 GHz
et 90 GHz et ajustement des franges d’interférence et de la forme du faisceau d’après l’équation
(3.20).
3.5.3 Réponse angulaire (4K)
Dans ce qui suit et afin de mesurer la réponse angulaire de l’instrument, nous avons utilisé le
montage de la figure 3.2. L’instrument est monté sur un plateau rotatif afin de faire varier l’angle
β entre la direction de la source et les cornets de l’interféromètre. Pour faire varier φpath, nous
varions β tout en fixant ∆α. Deux types de mesures peuvent être considérés : Dans un premier
temps, nous effectuons un balayage en fréquence pour chaque position β. Dans un deuxième temps,
nous fixons la fréquence et faisons un balayage en β.
Balayage en angle β
A partir de l’équation (3.7), nous pouvons calculer la puissance à la sortie du coupleur hybride
comme une fonction des paramètres du montage :
P (β) = UB {1 + sin [2πf sin (β − β0) + θ]} (3.20)
où f = D
λ
, D étant la distance entre les cornets et β0 étant une correction d’angle (offset). θ est un
facteur qui inclue le déphasage ∆α (fixe) introduit par les déphaseurs et d’autres effets dépendant
de la fréquence. Ces effets peuvent être dûs à un mauvais alignement des cornets, une différence
de la longueur électrique des deux canaux de l’interféromètre et un comportement non idéal du
coupleur hybride et des déphaseurs. U est le paramètre de Stokes de la source (considérée comme







ν 80 GHz 90GHz
U (mV) 13.2± 0.2 41.2± 0.6
β0° −0.58± 0.08 −1.18± 0.07
σ° 5.01± 0.08 4.02± 0.07
f 54.97± 0.05 62.1± 0.07
θ° 305± 27 107± 26
Table 3.3: Résultats de l’ajustement des paramètres de l’équation (3.20) avec χ2/dof = 1.75 pour
90 GHz et χ2/dof = 1.99 pour 80 GHz.
La figure 3.8 représente la puissance mesurée en fonction de l’angle β à 80GHz et 90GHz. Sur
la même figure et en gris sont tracés les ajustements de l’équation (3.20) aux mesures et en noir la
puissance calculée du faisceau d’émission. Les valeurs des paramètres d’ajustement sont montrés
dans le tableau 3.3. La fréquence des franges f attendue est 54.7 ± 0.5 à 80GHz et 61.5 ± 0.6
à 90GHz. Nous pouvons voir dans le tableau 3.3 que les valeurs attendues de f et σ (∼ 4.2° à
90GHz) sont proches des valeurs retrouvées à partir des paramètres d’ajustement. La figure 3.8
montre alors les motifs d’interférences de DIBO enveloppés par le faisceau du cornet d’émission.
Balayage en fréquence ν
Soit Px = 12ZwE
2




9 la puissance incidente dans le canal 1 du
coupleur hybride (respectivement dans le canal 2). La puissance à la sortie du coupleur hybride
peut alors être exprimée par :





y + |Ex||Ey| sin(νφpath(β) + ∆α)) (3.21)







. Nous pouvons alors déduire le terme d’interférence Int par :
Int(∆α, φpath, ν) =
P (∆α, φpath, ν)− Px − Py√
PxPy
= sin(νφpath +∆α) (3.22)
En mesurant la puissance incidente de chaque cornet et en utilisant l’équation (3.21), nous pouvons
extraire le terme d’interférence Int en fonction de β et ν. D’autre part, nous avons caractérisé le
déphasage ∆α qu’introduisent les déphaseurs à l’aide d’un analyseur vectoriel (voir section 3.5.1).
Nous avons ainsi pu calculer le terme Int en fonction de l’angle β et de la fréquence ν. La figure 3.9
compare la mesure et le calcul de Int pour différents β. Bien que l’équivalence ne soit pas parfaite,
nous retrouvons une correspondance de forme entre la mesure et le calcul. La différence est due à
l’imprécision de la mesure de l’angle β et au couplage optique.
3.6 Conclusion
Dans ce chapitre, nous avons étudié la caractérisation en laboratoire d’un interféromètre ad-
ditif millimétrique. Nous avons déduit une méthode permettant de reconstruire le comportement
en puissance de l’instrument à partir de mesures vectorielles. Un banc de test a aussi été proposé
pour remplacer un banc cryogénique large bande (un bolomètre et un corps noir). Cependant, pour
observer un signal astrophysique, il est nécessaire de construire un instrument complet avec des
9. voir équation (3.6).
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Figure 3.9: Simulation et mesure du terme d’interférence Int en fonction de la fréquence ν et
pour différents angles β.
composants développés pour ses besoins spécifiques. Cet instrument, pour le fond diffus cosmolo-
gique, est développé dans le cadre de l’expérience QUBIC et sera décrit en détail dans le prochain
chapitre. Aussi est-il nécessaire d’accorder une attention particulière aux différents composants. La
partie III y est consacrée.
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Q and U Bolometric Interferometer
for Cosmology
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4.1 Historique
4.1.1 L’expérience MBI (2002)
De la volonté de concilier interférométrie et détection incohérente est née l’expérience MBI
(Microwave Background Interferometer) [26]. Il s’agit de quatre cornets regardant le ciel, suivis de
quatre guides d’onde rectangulaires (sélection d’une polarisation linéaire), de quatre modulateurs
de phase (FRM 1) et de quatre cornets qui ré-émettent vers un combinateur de puissance de type
Fizeau. Le plan focal est constitué de seize bolomètres de type Spiderweb [29] refroidis à 340mK.
La collaboration MBI
Brown University, University of California San Diego, University of Richmond, University of
Illinois, LLNL, University of Wisconsin-Madison, N. U. Ireland Maynooth.
4.1.2 L’expérience BRAIN (2005)
BRAIN [30, 31] (B-mode RAdiation INterferometer) est un projet d’interféromètre bolomé-
trique créé en 2003 pour la détection des modes B de polarisation du fond diffus cosmologique.
Afin de valider le système cryogénique et tester les propriétés de l’atmosphère du site choisi,
l’instrument BRAIN Pathfinder [32] a été fabriqué. Deux télescopes de 30 cm de diamètre regardent
le ciel à 143GHz. Les détecteurs sont des bolomètres de type Spiderweb, avec des thermistors Ger-
manium NTD (Neutron Transmutation Doped) et Niobium Silicium (NbSi) refroidis à 300mKpar
un système à dilution d’hélium (He3 et He4). L’isolation thermique de l’étage à 300mK (détec-
teurs) est assurée par un étage à 30K suivi d’un étage à 2K. Une lame quart d’onde (Quater wave
plate) placée devant la fenêtre du cryostat module le rayonnement polarisé incident. Installée à
Dôme Charlie, en Antarctique, l’expérience s’est poursuivie pendant les étés austraux 2005, 2007
pour valider le système d’acquisition et mettre en place la logistique nécessaire.
1. Faraday rotator modulators - Brian Keating UCSD.
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La collaboration BRAIN
AstroParticule et Cosmologie (Paris, France), Centre des Études Spatiales de Rayonnement
(Toulouse, France), CSNSM (Orsay, France), Institut d’Astrophysique Spatiale (Orsay, France),
Università di Roma La Sapienza (Rome, Italie), Università di Milano Bicocca (Milan, Italie),
University of Manchester (UK), University of Wales in Cardiff (UK).
4.2 QUBIC aujourd’hui
Afin de faire face aux différents défis technologiques et conceptuels pour construire un inter-
féromètre bolométrique capable de détecter la signature des ondes gravitationnelles primordiales
dans le CMB. Les collaborations BRAIN et MBI ont décidé de réunir leurs efforts (voir tableau
4.1) dans la cadre d’une expérience commune :QUBIC [33].
Institution Pays Rôle
APC France
Simulations et analyse des données-
électronique de lecture - composants
micro-ondes - tests du site
CESR France Électronique de lecture
CSNSM France Détecteurs
IAS France Détecteurs
Università di Roma La Sapienza Italie Cryogénie - tests du site
Università di Milano Bicocca Italie Optique - monitoring - acquisition
University of Manchester UK Composants micro-ondes
NUI Maynooth Ireland Optique
Brown University, Providence USA Calibration - cryogénie
University of Wisconsin, Madison USA Système de pointage
University of Richmond, Richmond USA Simulations et analyse des données
IUCAA, Pune Inde Simulations et analyse des données
Table 4.1: La collaboration QUBIC
4.2.1 Conception
L’objectif affiché de QUBIC est d’atteindre un rapport tenseur sur scalaire r = 0.01 (voir cha-
pitre 1). Ce rapport contribue à définir les caractéristiques générales de l’expérience. La résolution
angulaire (minimale) correspondant au plus bas multiplole ℓmin accessible par l’instrument dé-
pend de la séparation entre deux cornets adjacents. Pour des cornets de 18mm de diamètre et de
1mm d’épaisseur, nous avons ℓmin = 30. La résolution angulaire maximale dépend, elle, de la plus
grande ligne de base et donc du nombre de détecteurs. Elle influence alors le rapport signal sur
bruit. D’après la figure 4.1 et pour une fraction de puissance reçue f = 95%, si nous avons ns = 2
détecteur par frange d’interférence, alors ℓmax = 125 permet d’atteindre un rapport signal sur
bruit supérieur à 1.5 pour un an d’observation avec 400 bolomètres. Il est évidemment souhaitable
d’avoir une redondance de détecteurs par frange. Si l’on garde f = 95% avec ns = 3, alors nous
aurons besoin de 1849 détecteurs. En réduisant f à 87%, il est possible de ramener le nombre de
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Figure 4.1: ℓmax en fonction du rapport signal sur bruit et du nombre de bolomètres requis
d’après [5], κ est le rapport entre les diamètres physique et effectif des cornets (κ = 1.344 est un
cas réaliste).
La largeur de bande est aussi un point critique. En effet, pour un interféromètre, elle induit
une perte de cohérence, déformant ainsi les franges d’interférence. La sensibilité dépend alors de
la capacité à récupérer les paramètres de Stockes. Il apparaît que ceci est rendu possible par
l’utilisation d’une modulation de phase appropriée [28]. Nous pouvons voir sur la figure 4.2 que
r conditionne la largeur de bande de manière dépendante de la largeur à mi-hauteur du faisceau
des cornets (FWHM). Il est normal d’essayer de gagner de la puissance car ceci correspond à
un gain direct de signal sur bruit. Le choix ∆ν/ν = 0.25 et FWHM = 14° nous paraît être le
meilleur compromis. Ce choix est d’autant plus intéressant que nous disposons, dans la collaboration
QUBIC, de cornets centrés sur 90GHz et fonctionnant entre 82GHz et 107GHz avec une largeur
de faisceau à mi-hauteur de 14°. Si nous limitons la fenêtre du cryostat à 40 cm, nous pouvons alors
placer 144 cornets d’entrée. Finalement, le temps d’observation nécessaire est donné par la figure
4.3. Selon cette même figure, 1 an d’observation avec six modules de 144 cornets (FWHM = 14°)
suffirait à atteindre un rapport tenseur sur scalaire r = 0.01.
4.2.2 Composants
Étant un interféromètre bolométrique, QUBIC obéit au schéma général de la figure 2.2. Pour
chaque module, nous sommes donc en face de la nécessité d’avoir des matrices de cornets, de filtres,
de diplexeurs de polarisation (OMT), de modulateurs de phase et un combinateur de puissance
avant la matrice de détecteurs. Le schéma de l’intégration d’un module est montré sur la figure 4.4.
D’après [34], fixer r = 0.01 implique un niveau de contrôle de −20 dB pour les lobes de cornets,
−40 dB pour la polarisation croisée (filtres et OMT) et une erreur sur la déphasage de 10−4 rad.
Pour le premier module, plusieurs technologies ont été choisies. Les filtres, placés avant les
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Figure 4.2: Rapport tenseur sur scalaire r en fonction de la largeur de bande et du FWHM des
cornets pour des tailles de fenêtre de cryostat différentes d’après [5].
 
 




















Figure 4.3: Rapport tenseur sur scalaire en fonction du temps d’observation avec 6 modules de
144 cornets de FWHM = 14°.
dans le chapitre 6. Les cornets qui seront utilisés montrent des lobes secondaires à un niveau de
−50 dB [35]. Les diplexeurs de polarisation seront faits en guide d’onde et montrent une polarisation
croisée de −45 dB [36]. La modulation de phase sera fréquentielle 2 et s’appuiera sur des déphaseurs
guides d’onde [10]. En ce qui concerne le combinateur de puissance, il sera quasi-optique et utilisera
des miroirs ou des lentilles. La technologie des détecteurs n’est pas encore fixée. Ceux-ci peuvent
être des bolomètres supra-conducteurs [37] ou des détecteurs à inductance cinétique [38]. La lectures
des matrices de bolomètres pourra être à SQUID et utiliser un multiplexage temporel froid (2 K)
en technologie Silicium Germanium [39]. Il est important de signaler que plusieurs groupes de
travail thématiques dans la collaboration (cryogénie, détecteurs, déphaseurs, optique, analyse des
données) continuent à oeuvrer pour l’amélioration des solutions instrumentales proposées. La mise
en fonctionnement du premier module est prévue pour 2011.
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Figure 4.4: Schéma d’un module de QUBIC avec un combinateur de puissance quasi-optique.
4.3 Conclusion
QUBIC est un projet qui prend forme en faisant face à des contraintes technologiques impor-
tantes. En raliant différentes compétences et savoir-faires dans une collaboration internationale,
il est devenu possible de relever un tel défis. Dans la suite de ce manuscrit, nous explorons des
solutions instrumentales alternatives originales. Celles-ci permettent de répondre aux spécifications
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5.1 Introduction
“Est appelée ligne de transmission tout composant qui guide l’onde électromagnétique
et dont la longueur est supérieure à la longueur de l’onde”.
Tout composant qui guide l’onde électromagnétique et dont la longueur est supérieure à la longueur
d’onde est appelé ligne de transmission. Il constitue un élément nécessaire pour les architectures de
détection car il conduit le signal de l’antenne au détecteur. En pratique, le choix de la technologie
et de la géométrie de la structure guidée est motivé par la bande de fréquence, la puissance à
transmettre et les pertes tolérées. En technologie planaire, plusieurs types de ligne de transmission
existent. Dans ce chapitre, nous introduisons les différents types de lignes ainsi que la théorie asso-
ciée. Nous exposons aussi une analyse qui permettra de prendre en compte l’effet supra-conducteur
dans cette dernière théorie.
5.2 Généralités
Soit une onde se propageant dans la direction z d’une structure guidée donnée. Les champs
électriques et magnétiques ont la forme suivante :
E (x, y, z; t) = E (x, y) exp (jωt− jβz) (5.1)
H (x, y, z; t) = H (x, y) exp (jωt− jβz) (5.2)
où β est la constante de propagation et ω = 2πν, ν étant la fréquence.
En décomposant les champs E et H en composantes transverses (suivant l’axe z) et orthogonales
(plan (x, y)), il est possible de dissocier le type de propagation suivant les conditions aux limites
appliquées aux composantes Ez et Hz :
– TEM (Transverse Electrique Magnétique) : Ez = 0, Hz = 0.










Ligne micro-ruban Ligne à ruban Ligne coplanaire Ligne à fente
Figure 5.1: Différents types de lignes de transmissions planaires.
– TM (Transverse Magnétique) : Hz = 0.
Les équations de Maxwell permettent de décrire parfaitement le comportement électromagnétique
des structures. Les conditions aux limites permettent de résoudre ces équations. Les solutions
existent pour des valeurs discrètes appelées valeurs propres qui dépendent des paramètres géomé-
triques. Chaque solution correspond à une distribution spatiale unique du potentiel ou du champ
et est appelée mode de propagation. On note souvent ces modes TEmn/TMmn , m et n étant les
nombres de modes donnant les différentes solutions. A chaque mode de propagation, correspond
une fréquence de coupure νc en dessous de laquelle l’onde ne se propage pas. De cette façon, il est
possible de concevoir des structures mono-modes. Par exemple, en dessous de 110 GHz, le mode
dominant dans un guide d’onde rectangulaire WR10 1 est TE10. Les autres modes sont dits dégé-
nérés, c’est à dire qu’ils subissent une atténuation exponentielle suivant la direction de propagation
et finissent par être arrêtés.
Lorsque des antennes cornets adaptent l’impédance de l’air pour extraire le signal du ciel,
l’utilisation de guides d’onde est inévitable. Cependant, il peut être avantageux d’utiliser, par la
suite, des lignes de transmission mono-modes pour lesquelles νc = 0. Ceci est vérifié pour le mode
de propagation TEM [14]. Les lignes planaires (voir figure 5.1) offrent cet avantage 2. De plus, elles
permettent une réelle miniaturisation des composants. Cette miniaturisation est très utile dans le
cas des matrices d’antennes et de détecteurs qui est précisément le cas de l’architecture étudiée
ici. Un autre avantage est la possibilité d’utiliser des supra-conducteurs pour réduire les pertes
ohmiques.
Comme le montre la figure 5.2, le Niobium supra-conducteur donne les meilleures performances
aux fréquences millimétriques car la fréquence d’opération est bien en dessous de la fréquence du
gap νgap
3. C’est pourquoi nous utiliserons cette alliage pour la conception des différents composants
et lignes planaires.
5.3 Les Supra-conducteurs
En dessous d’une température critique Tc, la résistivité de certains matériaux chute de façon
brutale. Leur conductivité devient alors très grande (∞ à T = 0K) : on parle de supra-conducteurs.
La supraconductivité a suscité un vif intérêt depuis sa découverte en 1913 et a donné suite à un
grand nombre de publications et d’études.
1. Guide d’onde rectangulaire de dimensions 2.54mm× 1.27mm.
2. à l’exception des lignes à fentes (slot line) pour lesquelles le mode de propagation est TE.
3. νgap correspond à l’énergie nécessaire pour passer de l’état supra-conducteur à l’état normal en brisant les
paires de Cooper. Elle a été introduite, pour la première fois, par la théorie BCS (1957 ; J. Bardeen, L. Cooper et
J. Schrieffer).
70
Figure 5.2: Pertes par unité de longueur de lignes micro-ruban pour différents matériaux d’après
[6].
Équation de London
Il est connu depuis 1933 avec W. Meissner et R. Orchsenfield que les supra-conducteurs re-
poussent le champ magnétique. Cette exclusion du champ magnétique ne peut pas être expliquée
par la considération de la loi d’Ohm dans le contexte de l’électrodynamique classique. En 1935, F.
London propose une équation qui relie la densité de supercourant Js au champ magnétique :




où ns est la densité de super-électrons, e la charge de l’électron, me la masse de l’électron et B le




B = 0. (5.4)











la profondeur de pénétration London.
La solution de l’équation (5.5) est :
By (x) = B0e
− x
λL . (5.6)
4. Nous considérons que le plan (x,y) correspond à la surface du supraconducteur.
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On voit dans l’équation (5.6) que le champ magnétique pénètre dans le matériau avec une atté-
nuation exponentielle.
D’après le modèle à deux fluides [40], les densités de charge dans l’état normal nn et supra-
conducteur ns dépendent de la température :
ns (T ) = n0
{






pour T ≤ Tc (5.7)
nn (T ) = n0
{




pour T ≤ Tc (5.8)
où n0 est la densité totale d’électrons, γ est un exposant expérimentalement fixé à 4 pour les
supra-conducteurs conventionnels comme le Plomb ou le Niobium et Tc la température critique













est la profondeur de pénétration pour T → 0.
Il faut attendre 1957 et la théorie BCS (Bardeen, Cooper, Schrieffer) pour avoir une explication
microscopique de l’équation de London. Suivant cette théorie, le supercourant est transporté par
des paires d’électrons (paires de Cooper). L’expression de la profondeur de pénétration λL reste
inchangée si on remplace nc → ns/2 ; e→ 2e ; mc → 2me.
La supraconductivité et les micro-ondes
Les supra-conducteurs ne souffrent pas de dissipation d’énergie dans le cas d’applications à
courant continu. Ce n’est pas le cas pour le courant alternatif et, plus particulièrement, pour les
micro-ondes. La raison est que, à hautes fréquences, le champ magnétique pénètre la surface du
matériau et induit des oscillations des électrons qui ne sont pas liés aux paires de Cooper. La
dissipation de puissance causée est caractérisée par une résistance de surface. Afin de comprendre
ce phénomène, considérons le modèle à deux fluides où le superfluide correspond aux paires de
Cooper et le fluide normal aux électrons non couplés. Le courant normal obéit à la loi d’Ohm :
Jn = σnE0 exp (jωt) (5.10)
où Jn est la densité de courant normal, σn est la conductivité du matériau dans l’état normal, E0
le champ électrique, t le temps et ω = 2πν, ν étant la fréquence. Quand aux paires de Cooper, ils
reçoivent une accélération exprimée dans [41] par :
meυ˙c = −2eE0 exp (jωt) . (5.11)
Pour une densité de paires de Cooper se déplaçant à la vitesse υc, nous avons une densité de
supercourant :
Js = nceυc, (5.12)





E0 exp (jωt) . (5.13)
En écrivant la densité de courant totale
J = Jn + Js = σE0 exp (jωt) , (5.14)
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nous obtenons la conductivité complexe :
σ = σn + jσs (5.15)














δ étant la profondeur de pénétration. Dans notre cas, la résistance de surface est la partie réelle













La propagation quasi-TEM dans les lignes planaires peut être représentée par le circuit équi-
valent suivant :
Figure 5.3: Modèle équivalent pour la propagation quasi-TEM.
Sur la figure 5.3, la résistance R , capacité C, inductance L et conductivité G, par unité de






Dans le cas sans pertes ohmiques (R = 0) et sans conduction dans le diélectrique (G = 0), la










avec ε0 et µ0 la permittivité et la perméabilité magnétique du vide et εr la permittivité effective
du milieu.
Les paramètres des lignes dépendent de la géométrie considérée et des propriétés des matériaux
utilisés (substrat et métal). Leur détermination permet notamment la conception de composants
comme des filtres en utilisant des éléments localisés, c’est à dire des éléments de lignes de longueurs
inférieures à λ/4. Dans la suite nous chercherons à déterminer ces paramètres pour des lignes micro-
ruban et coplanaires dans l’état normal et supraconducteur. Nous considérerons que la conductance
G = 0 car nous travaillerons avec des substrats de très faible conductivité. Dans l’analyse, l’hypo-
thèse suivant laquelle l’épaisseur du métal est supérieure à la profondeur de pénétration London
est aussi considérée. Une analyse prenant en compte les couches minces d’épaisseurs inférieures à









Figure 5.4: Structure d’une ligne micro-ruban.
État normal
Soit une ligne micro-ruban dont les proportions géométriques sont représentées sur la figure
5.4. Une méthode approchée pour calculer l’impédance de cette ligne utilise les transformations
conforme (conformal mapping) pour trouver des dimensions effectives. Ces dimensions permettent
de transformer la géométrie d’une ligne micro-ruban en une géométrie plus simple. H. A. Wheeler
a utilisé ce principe afin d’approximer une ligne micro-ruban à deux plaques parallèles 5. Dans ce
cas les paramètres effectifs de la lignes sont la largeur effective wµ des plaques et la permittivité
diélectrique effective εµ du substrat qui les sépare sont données dans [43] par :

































































εr étant la permittivité du diélectrique utilisé, h la hauteur de ce même diélectrique etW la largeur










avec ε0 la permittivité diélectrique du vide.
5. La méthode présentée par H. A. Wheeler dans [43] est une méthode statique qui ne prend pas en compte les
effets de dispersion. Une analyse plus complète pourra être trouvée dans [44].
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où µ0 est la perméabilité magnétique du vide g = 2 (t+W ) le périmètre d’une section du ruban,
t étant l’épaisseur du ruban et W sa largeur.







Dans l’état supraconducteur l’inductance est la somme de l’inductance géométrique LµG (équa-
tion (5.24)) et l’inductance cinétique Lµk [45] :






λL étant la profondeur London, µ0 la perméabilité magnétique du vide, t l’épaisseur du ruban et
W sa largeur.
Pour le capacité, le seul changement sera dû au changement de la permittivité diélectrique du
substrat à cause du changement de température.







Plan de masseRuban central
Substrat
Figure 5.5: Structure d’une ligne coplanaire.
État normal












1− k20 , S l’espacement entre le ruban central et la masse, W largeur du
ruban central, µ0 la perméabilité magnétique du vide et K est l’intégrale elliptique complète de la
première espèce. Afin de déterminer une constante diélectrique effective εcpw qui prend en compte
la permittivité de l’air et du substrat, la méthode de “Conformal Mapping” est utilisée dans [46] :













1− k21, S et W
et h étant les paramètres géométriques de la ligne (voir figure 5.5). La capacité peut alors être
déterminée en utilisant les équations (5.19), (5.30) et (5.31) :






ε0 étant la permittivité électrique du vide et k1, k′1, k2 et k
′
2 étant définis précédemment.
La résistance de surface d’une ligne coplanaire est définie comme la somme de la résistance de
surface du ruban Rc et du plan de masse Rg [46] :


































avec Rsurf la résistance de surface exprimée dans l’équation (5.16).
Ayant la résistance de surface Rcpw, l’inductance Lcpw, la capacité Ccpw et en considérant une
conductance nulle (diélectrique), l’impédance caractéristique de la ligne peut être calculée avec
l’équation (5.18).
État supraconducteur
Dans l’état supraconducteur, il suffit de remplacer la résistance de surface Rsurf dans les
équations (5.35) et (5.34) par RS exprimée dans l’équation (5.17). La relation (5.33) reste valable.
L’inductance d’une ligne coplanaire supra-conductrice, comme pour la ligne micro-ruban supra-
conductrice, est la somme de l’inductance géométrique LcpwG (équation (5.30)) et de l’inductance














































5.5 Prise en compte de l’effet supra-conducteur dans un logiciel à
éléments finis
Un des problèmes rencontrés est la possibilité de prendre en compte le comportement supra-
conducteur dans les logiciels de simulation électromagnétiques. Le logiciel Sonnet (2D) en est
capable mais ne prend pas en compte les supra-conducteurs au delà de 30GHz. Un des moyens
d’y parvenir est de déduire des paramètres effectifs de matériaux ordinaires prenant en compte le
comportement supra-conducteur. Par exemple, la résistance de surface d’un film supra-conducteur




















où g est le périmètre de la section de ligne, ω = 2πν, ν la fréquence, λL la profondeur London,
µ0 la perméabilité magnétique du vide et σn la conductivité du métal dans son état normal. Cette
résistance remplace alors la résistance de film prise compte pour les lignes micro-ruban ou les
lignes coplanaires dans le calcul des résistance des surfaces. Étant toujours dans l’approximation
quasi-TEM, le schéma équivalent de la figure 5.3 est toujours valable. Dans ce cas, les relations



































Finalement, nous pouvons simuler des lignes de transmission supra-conductrices en considérant un
métal normal de conductivité effective σeff et un substrat de constante diélectrique effective εeff .
Notons que cette approche peut être utilisée pour simuler des structures complexes grâce à des
simulateurs “Full Wave” 6.
5.6 Conclusion
Dans ce chapitre, nous avons introduit le concept de lignes de transmission et avons déduit des
relations permettant de remplacer les propriétés des matériaux utilisés par des propriétés effectives
qui prennent en compte le comportement supra-conducteur. Cette approche a été utilisée afin
6. Basé sur la résolution des équations de Maxwell suivant un maillage, une géométrie et des conditions aux
limites définies par l’utilisateur.
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d’introduire le comportement des supra-conducteurs dans des simulateurs qui, normalement, ne le
prennent pas en compte. Elle reste néanmoins une approximation. Des échanges sont encours avec
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6.1 Introduction
À la fin du 18ème siècle, D. Rittenhouse, un physicien américain, a constaté que certaines
couleurs du spectre lumineux sont supprimées lorsqu’un lampadaire, dans une rue, est observé à
travers un mouchoir. Ceci était la première preuve que les surfaces non continues peuvent montrer
des propriétés de transmission différentes pour différentes fréquences de l’onde incidente. Depuis,
ces surfaces sont appelées "Frequency Selective Surfaces" (FSS). Plus tard, les surfaces sélectives
sont apparues pour les fréquences radio. En 1919, G. Marconi et B. Franklin ont utilisé un réflecteur
construit à partir de conducteurs horizontaux qui formaient une parabole à surface non continue,
une fois rassemblés. Ce faisant, une surface réflective continue a été imitée pour une fréquence
donnée. Durant les 40 dernières années, une attention particulière a été portée à ces surfaces.
Le satellite Voyager 77 a exploité les FSS pour la réalisation d’un réflecteur à double fréquence
(l’antenne parabolique pouvait opérer dans deux bandes de fréquences et être atteintes par deux
sources séparées dans l’espace). Dans le cas du satellite Cassini en 1996, le principe a été étendu
à 4 bandes de fréquences. Les FSS sont aussi exploités pour des applications militaires. Comme
exemple, nous pouvons citer le radôme (radar dôme). Celui-ci permet d’assurer une réflexion totale
à toutes les fréquences sauf la fréquence opérationnelle du radar. Le filtrage mis à part, les FSS
sont aussi utilisés comme des polariseurs. Pour nous, ils présentent un intérêt particulier lorsqu’ils
sont mis devant les cornets d’entrée (voir chapitre 4) comme c’est le cas pour le satellite Planck.
Il s’agit d’une utilisation assez commune pour ce genre d’instrument. Cependant, le passage aux
hautes précision pour la détection de la polarisation du fond diffus cosmologique requiert une
compréhension avancée des effets systématiques associés à la polarisation de l’onde incidente. Pour
les instruments de la cosmologie observationnelle utilisant des grandes matrices de détecteurs, la
taille des composants devient critique. Les filtres n’échappent pas à la règle. Leur miniaturisation
permet de les inclure facilement sur un substrat contenant plusieurs autres composants comme des
diplexeurs de polarisation, des déphaseurs ou des détecteurs. La technologie planaire est celle qui
permet une telle réalisation. Elle ouvre aussi la voie aux composants supra-conducteurs à haute
efficacité optique.
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Figure 6.1: Modèles de filtres FSS. (a) grilles à fentes parallèles. (b) grilles inductives. (c) grilles
capacitives.
6.2 Surfaces à Fréquences Sélectives
6.2.1 Principe
Soit une onde arrivant orthogonalement sur un plan métallique. Imaginons un électron sur ce
plan et regardons comment celui-ci réagit à l’onde. Le champ électrique E se trouve sur le même
plan que le filtre, celui-ci étant orthogonal au vecteur de Poynting. Le champs E exerce une force
sur l’électron induisant des oscillations. Une portion de l’énergie incidente est alors convertie en
énergie cinétique. Si toute l’énergie de l’onde est transmise aux électrons, alors la transmission sera
nulle. Imaginons maintenant que la surface métallique est faites de grilles parallèles. Le mouvement
des électrons est alors restreint à une seule direction. Si cette direction ne correspond pas au vecteur
E, aucune énergie ne sera transmise aux électrons et le filtre sera transparent à l’onde. Dans le cas
contraire, l’énergie sera absorbée puis irradiée par les électrons (comme des dipôles). Ceci causera
des interférences destructives dans la direction de propagation de l’onde. Il restera alors l’émission
dans la direction opposée à la direction de propagation qu’on appelle aussi onde réfléchie.
Pour cette dernière géométrie (figure 6.1(a)), la transmission est dépendante de la polarisation
de l’onde incidente car une rotation de 90° du champ inverse les propriétés du filtre. Cette propriété,
quoique utile pour des filtres polariseurs, est particulièrement gênante dans le cas des instruments
où la détection des deux polarisation linéaires de l’onde est requise. Afin de s’en affranchir, imagi-
nons des grilles carrées capacitives et inductives comme montrée sur la figure 6.1(b,c) où la forme
est conservée par rotation de 90°. Considérons d’abord les grilles capacitives : les carrés métal-
liques sont des îlots où le mouvement des électrons est restreint. Si la longueur d’onde est grande
devant les dimensions des carrés, le champs E varie très peu dans un carré et les électrons sont
stationnaires. Il y a alors peu d’absorption de l’énergie incidente et donc une bonne transmission.
Si, au contraire, la longueur d’onde est petite devant les dimensions des carrés, le champs E varie
rapidement et provoque des oscillations des électrons. Dans ce cas, il y a réflexion. Par conséquence,
les grilles capacitives sont des filtres passe-bas 1. Dans le cas des grilles inductives, les électrons
excités par les grandes longueurs d’onde peuvent se déplacer le long du filtre à cause de l’effet du
champ électrique. Quand aux faibles longueurs d’onde, elles induisent un déplacement très limité
des électrons et donc une faible absorption d’énergie. Il s’agit alors de filtres passe-haut.
Dans la suite, nous nous intéresserons à des filtres passe-bas. Dans notre cas, ceux-ci sont
complémentaires de structures guidées intrinsèquement passe-haut (cornets, guides d’onde).
6.2.2 Conception
Le but ici est la conception de filtres passe-bas dont la fréquence de coupure se situe entre
90GHz et 100GHz et dont l’atténuation est meilleure que −10 dB jusque 1THz. Pour ce faire,
nous nous sommes intéressés ici à des grilles capacitives. Ces FSS ont l’avantage d’avoir une bonne
1. Laisse passer les basses fréquences (grandes longueurs d’onde) mais filtre les hautes fréquences (courtes lon-
gueurs d’onde).
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Figure 6.2: Calcul et simulation (CST) de la fréquence de coupure en fonction de la constante de
la grille. Substrat Polyamides, épaisseur 0.05mm, ε = 3.5, s = 0.3mm.
transmission dans la région passe-bande et la possibilité de contrôler la fréquence de coupure dans
une large bande. Les deux paramètres géométriques s et g (voir Fig. 6.1) fixent les propriétés du
filtre. Afin de dimensionner le filtre, [48] nous permet de restreindre la constante de la grille en







où νc est la fréquence de coupure, c la vitesse de la lumière, g la constante (ou pas) de la grille et
ε la constante diélectrique du milieu sur lequel est déposé le métal. La figure 6.2 montre la bonne
correspondance de l’équation (6.1) avec les simulations électromagnétiques CST MWS. Les valeurs
de s et g trouvées ont servi de paramètres de départ pour des optimisations à l’aide du logiciel
de simulation électromagnétique CST MWS. Cependant, pour améliorer la qualité du filtre 2, il
a été nécessaire de considérer plusieurs grilles superposées, exploitant ainsi le principe des filtres
interférentiels. Les résultats d’optimisation sont montrés sur la figure 6.3.
6.2.3 Montage et mesures
Les mesures ont été effectuées avec un analyseur vectoriel ABmm sur un banc quasi-optique
schématisé sur la figure 6.4. Un faisceau gaussien est émis au port 1 à partir d’un cornet circulaire
corrugué. Un miroir elliptique permet de faire converger le faisceau vers l’échantillon (filtre). Un
deuxième miroir elliptique permet de récupérer le faisceau et de l’émettre vers un cornet corrugué
relié au port de sortie 3.
Nous avons utilisé du Kapton cuivré gravé. A cause d’une erreur fournisseur, les côtes des échan-
tillons n’étaient pas dans les spécificités de départ. Nous avons par la suite modifié les paramètres
2. Plus grande atténuation dans la bande de coupure et moins d’ondulations dans la bande passante.
3. Pour plus de détails, voir annexe D.
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Figure 6.3: Résultats d’optimisation (simulation CST MWS) d’un filtre FSS avec 6 grilles super-
posées.
des modèles afin de comparer les simulations aux mesures. Ces mesures sont montrées sur la figure
6.5. Plusieurs causes peuvent expliquer la différence entre la simulation et la mesure : Défauts dans
la gravure, défauts de planéité (feuilles de Kapton souples), angle entre les grilles, différence entre
le modèle utilisé et les propriétés réelles du Kapton. Notons que, même avec des bonne propriétés
de transmission et de filtrage, ces défauts peuvent avoir une incidence sur la polarisation croisée
en sortie ; ce qui dégraderait la sensibilité de l’instrument. Certains de ses effets ont été étudiés par
[49].
6.3 Filtres Planaires
Les filtres planaires ont fait l’objet d’innombrables études à des fréquences allant du kHz aux
centaines de GHz. Il en résultat une maîtrise et une maturité précoce par rapport à d’autres com-
posants planaires comme les diplexeurs ou les déphaseurs. Leur compréhension repose entièrement
sur la théorie des lignes de transmission qui permet de ramener le problème à des filtres LC clas-
siques et de convertir les éléments de conception (capacités et inductances) en éléments physiques
(lignes). Dans notre cas, nous nous intéresserons aux filtres passe-bas et leur réalisation en lignes
micro-ruban. Plusieurs types de filtres peuvent être réalisés : à intensification d’impédance, à ter-
minaisons ouvertes, à éléments localisés, à lignes couplées, à capacités interdigitées. Une revue
détaillée de ces filtres peut être trouvée dans [50]. Un exemple de filtre micro-ruban passe-bas à
éléments localisés a été étudié dans le cadre du stage de G. Bordier 4 (voir figure 6.6).
Nous allons nous intéresser maintenant à la conception d’un filtre Chebyshev micro-ruban.
Notre cahier des charge est le suivant :
– Fréquence de coupure : νc = 120GHz.
– Fréquence de l’atténuation maximale dans la bande passante : νs = 110GHz.












Figure 6.4: Banc de caractérisation quasi-optique.






















Figure 6.5: Mesure et simulation de la transmission d’un filtre FSS pour un jeu de cinq grilles
espacées de 530 µm, 530 µm, 840 µm et 840 µm. s = 600µm, g = 700µm. Epaisseur Kapton 60 µm.
Epaisseur cuivre 40 µm.
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Figure 6.6: Simulation d’un filtre passe-bas micro-ruban à éléments localisés, G. Bordier.
– Atténuation dans la bande passante : 0.01 dB.
– Atténuation dans la bande de coupure : −25 dB.
– Impédance d’entrée : 50Ω.
– Largeur de bande : 2THz.
La première étape consiste à éviter les ondes de surface se propageant à l’interface air-diélectrique.
C’est à dire les modes supérieurs de la ligne micro-ruban. Ceci peut être fait en opérant à des
fréquences inférieures à la fréquence de coupure du premier mode supérieur de la ligne. D’après
[51], cette fréquence est donnée par :
νc =
c√
εr (2w + 0.8h)
(6.2)
où c est la vitesse de la lumière dans le vide, εr la constante diélectrique effective du substrat, w la
largeur du ruban et h l’épaisseur du diélectrique. Pour une ligne micro-ruban de 50Ω d’impédance
caractéristique et un substrat de Silicium (εr = 11.9), nous avons νc = 140GHz 5.
Déterminons maintenant l’ordre n du filtre, c’est à dire le nombre d’éléments inductifs et ca-












avec Lar l’atténuation en bande passante, Las l’atténuation en bande de coupure, νc la fréquence
de coupure et νs la fréquence qui fixe l’atténuation maximale dans la bande passante (voir figure
6.7). D’après les spécifications listées plus haut, un filtre d’ordre n = 3 est suffisant.
L’impédance de chaque élément inductif ZL et capacitif Zc doit satisfaire la relation suivante :
ZL > Z0 > ZC (6.4)











Figure 6.7: Représentation du comportement d’un filtre Chebyshev et représentation de la géo-
métrie du filtre optimisé dans la figure 6.8.
Les largeurs de lignes correspondantes peuvent être déterminées à partir du chapitre 5. Le calcul
des capacités et inductances est donné dans [50]. Il permet le dimensionnement de la longueur de
chaque portion. Il est évident que les différents paramètres obtenus analytiquement servent comme
entrée une optimisation plus complète. Les résultats de celle-ci sont montrés sur la figure (6.8) où
la coupure a lieu à 120GHz avec une atténuation inférieure à −20 dB jusqu’à 2THz.
6.4 Conclusion
Les filtres à fréquences sélectives complètent des antennes cornets qui viennent adapter l’impé-
dance de l’air à celle de structures guidées de type guide d’onde. Ces composants sont inévitables
pour couper le rayonnement infrarouge et permettre ainsi le refroidissement du cryostat. Pour des
matrices d’antennes, il devient très vite encombrant et coûteux d’utiliser des guides d’ondes refroi-
dis pour tous les composants. Les structures planaires ont l’avantage de la compacité et peuvent
être supra-conductrices. Les filtres micro-rubans ou coplanaires peuvent alors être utilisés sur le
même circuit intégré que d’autres composants tout aussi importants. Les deux chapitres suivants
traitent de deux de ses composants : le diplexeur de polarisation et le modulateur de phase. Une
attention particulière est consacrée à l’intégration de ces composants en technologie planaire.
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7.1 Introduction
Le diplexeur de polarisation, aussi appelé Orthogonal Mode Transducer (OMT), est classique-
ment un composant permettant de séparer les polarisations linéaires ou circulaires d’une onde
électromagnétique incidente. La mesure de la polarisation en astronomie et en cosmologie a accru
l’intérêt et le développement instrumental de ce composant. Traditionnellement, les grilles 1 étaient
utilisées à cet effet [53]. Aujourd’hui, l’on connaît plusieurs type d’OMT : planaire [54], finline [55]
et guide d’onde [56, 36]. Les OMT en guide d’onde ont longtemps été les plus performants dans les
fréquences millimétriques. Cependant, grâce au développement des techniques, les technologies pla-
naire et finline prennent de plus en plus de place. En effet, les diplexeurs utilisant ces technologies
combinent l’effet de séparation des polarisations linéaires et de transition guide tri-dimensionnel
(guide d’onde)/guide bi-dimensionnel (planaire). Ce dernier aspect présente un avantage pour l’uti-
lisation de composants planaires comme des filtres, des coupleurs ou des déphaseurs.
Ce genre de composant est nécessaire pour l’interférométrie bolométrique (voir Chapitre 2).
Nous proposons ici de développer un OMT planaire, dans la bande W (75GHz – 110GHz) afin de
satisfaire les conditions suivantes :
– Pertes d’insertion (Insertion loss) < 1 dB 2
1. En incidence normale, les grilles ne permettent d’extraire qu’une seule polarisation mais tournées de 45°, elle
permettent de récupérer les deux polarisations [52].
2. Transmission supérieure à 90%
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– Pertes de retour > 10 dB 3
– Polarisation croisée 4 < −60 dB
– Largeur de bande > 30%
Historique et premiers développements
Les premières études concernaient les méthodes d’adaptation d’impédance d’antennes planaires
pour les transitions guide d’onde/micro-ruban pour les mélangeurs SIS (Supra-conducteur–Isolant–
Supra-conducteur). En 1996, il est mis en évidence que des antennes planaires situées vers le bord
d’un guide d’onde seraient mieux adaptées en impédance que des antennes classiques situées au
milieu du même guide d’onde [57]. Il est aussi démontré que ces mêmes antennes sont sensibles aux
modes de propagation dominants d’un guide d’onde, d’où une sensibilité à la polarisation. Cette
idée est exploitée pour la conception d’OMT planaires [58]. Cependant, en 1999, les performances
de ces composants sont loin d’égaler ceux des diplexeurs guides d’onde. L’une des raisons est la
difficulté de prévoir les effets réels de résonance, de dispersion et de création des modes supérieurs
aux fréquences millimétriques. Dans le même temps, des développements pour les mélangeurs SIS
ont permis la production de transitions guide d’onde/micro-ruban à hautes fréquences avec de
bonnes performances, grâce aux antennes suspendues sur membrane [59, 60, 61, 62, 63, 64].
7.2 Conception
L’OMT que nous considérons ici est basé sur une adaptation d’impédance de modes particuliers
de guides d’onde à des structures planaires. Le diplexeur n’est donc pas entièrement planaire
puisqu’il dépend aussi de la structure du guide d’onde considéré (voir figure 7.1). La première
étape est dans ce cas le choix du guide d’onde. Deux types de guides ont été étudiés : guide d’onde
circulaire et guide d’onde carré. Quatre antennes planaires au milieu du guide extraient le signal.
Chaque couple d’antennes permet de récupérer une polarisation particulière. Le signal sortant de
chaque antenne de ce couple est déphasé de 180° par rapport à celui provenant de l’autre antenne.
La géométrie de ces antennes est déterminante pour la largeur de bande du dispositif. Elle dépend
aussi du court-circuit considéré ; c’est à dire de la distance entre le plan des antennes et le plan de
masse (le fond métallique du guide d’onde).
3. Réflexions inférieures à −10 dB












Coupe B: y = 0
Figure 7.1: Coupes de la structure de l’OMT. Nous pouvons voir deux antennes sensibles à Ex, le
substrat, la membrane, le tunnel, le court circuit et le labyrinthe. Le guide d’onde peut être carré
ou circulaire.
Afin de réduire les effets de dispersion et de réflexions multiples dûs à l’épaisseur du diélectrique
utilisé (substrat), les antennes planaires sont suspendues sur une membrane de SiO2/Si3N4/SiO2
(2µm d’épaisseur). Dans le but de rigidifier ces membranes, nous utilisons des structures de soutient
faites de silicium (280µm d’épaisseur). Entre le guide d’onde et les lignes micro-rubans, les lignes
planaires sont entourées d’une enceinte métallique (canal). On parle ici de Shielded Strip Line
(SSL). Cette ligne de transmission contribue à l’adaptation d’impédance des antennes aux lignes
micro-rubans. Le canal 5 permet aussi d’éliminer les modes guidés qui se propageraient (modes
évanescents). En sortie, les lignes micro-rubans ont une largeur de 20 µm et sont déposées sur
un substrat de Silicium d’une épaisseur de 280 µm. Notons aussi que les antennes sont isolées du
substrat par le labyrinthe : le prolongement des parois du guide d’onde. Cette structure permet,
outre l’isolation électromagnétique, de maintenir l’axe des antennes car toute erreur de position-
nement de celles-ci entraîne une polarisation croisée supplémentaire. Nous détaillons dans la suite
la conception de chaque partie de l’OMT.
7.2.1 Guide d’onde
Le guide d’onde circulaire est souvent considéré comme le plus souhaitable pour des OMT
planaires car celui-ci adapté au cornet circulaire, qui, dans le cas d’un instrument complet, serait
le moins coûteux. Cependant, la présence du labyrinthe fragilise la membrane car celle-ci n’est
supportée que par une couronne en silicium. Ceci nous oblige à introduire une structure de soutient
de la membrane qui perturbe la répartition du champs dans le guide. Il est donc utile de regarder
l’effet de cette dernière structure pour un guide d’onde circulaire et carré 6.
7.2.2 Court circuit (Backshort)
Ceci correspond à la distance entre les antennes planaires et le fond du guide d’onde. Afin
de maximiser l’absorption par les antennes, cette distance est fixée à λ/4. Cependant, le rajout
5. Les dimensions du canal optimisées sont une longueur de 1mm, une largeur de 640µm et une hauteur de
200µm.
6. Le diamètre du guide d’onde circulaire considéré est 2.8mm et le côté du guide d’onde carré est 2.38mm. Les
détails de ce dimensionnement sont montrés dans l’appendice C.
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de la structure de maintient de la membrane et la forme des antennes modifient sensiblement
cette distance. De plus, considérer une distance de λ/4 revient à considérer une seule fréquence de
conception. Il convient alors d’optimiser cette distance en fonction de ces derniers paramètres afin
d’être le plus large-bande possible.
7.2.3 Antennes planaires
Pour assurer le rôle d’OMT, nous devons respecter une symétrie de répartitions dans le guide
d’onde. Afin de maximiser la puissance reçue, nous disposons quatre antennes suivant une symétrie
axiale. Chaque couple d’antenne (face à face) extrait une polarisation linéaire. Différentes formes
d’antennes planaires existent. Elles sont généralement conçues de manière à résonner à une fré-
quence donnée. Dans notre cas, la structure doit être large-bande. L’antenne radiale est appropriée
car elle résonne à plusieurs fréquences différentes, ce qui lui donne un caractère large-bande. Si
on considère l’approximation selon laquelle l’antenne radiale peut être assimilée à une antenne
































c étant la vitesse de la lumière, hb la hauteur du court circuit et r le rayon de l’antenne. L’équation
(7.1) sert de condition initiale pour la conception des antennes. Afin d’obtenir un caractère large-
bande, le rayon et l’angle des antennes sont optimisés en fonction de la hauteur du court circuit.
7.2.4 Ligne de transmission SSL
Après les antennes planaires, le champ ne se propage pas encore en micro-ruban. Une étape
intermédiaire pour extraire le champ du guide d’onde est nécessaire. Pour cela nous utilisons une
structure appelée “Shielded Strip Line” (SSL). Il s’agit d’une version modifiée des lignes micro-
rubans. Le ruban conducteur est placé à la surface d’un substrat diélectrique. Ce même substrat
est introduit dans une enceinte métallique (un tunnel). La plus grande proportion du champ élec-
tromagnétique est confinée entre le substrat et les deux plans de masse. La propagation dans ce
type de ligne peut être quasi-TEM grâce à l’uniformité du diélectrique et la symétrie du système.
Le calcul des propriétés de telles lignes se fait en approximant la structure à une stripline (ligne avec
un plan de masse inférieur et supérieur) avec deux diélectriques. Ce circuit assure la transmission
du signal, par la suite aux micro-rubans. Cette portion de ligne SSL joue un double rôle. D’une
part, les antennes sont trop impédantes pour pouvoir transmettre le signal directement en micro-
ruban. La ligne SSL réalise alors une adaptation d’impédance. D’autre part, l’ouverture (dans le
guide d’onde) qui permet de transmettre le signal des antennes au circuit planaire excite des modes
non TEM. Grâce au labyrinthe, ces même modes sont confinés dans le canal où ils sont dégénérés.
La longueur du canal permet alors de les supprimer.
7.2.5 Transition SSL/micro-ruban
Le champ électromagnétique transmis par les antennes planaires se propage en ligne planaire
à l’intérieur d’une cavité (SSL). Par la suite ce même champ se propage en ligne micro-ruban. Si
la largeur de la ligne micro-ruban reste la même, il en résulte une désadaptation d’impédance qui
peut engendrer des effets critiques sur les performances de l’OMT. En effet, en plus de la réflexion
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Figure 7.3: Différentes géométries et architectures pour des OMT planaires.
qui augmente, l’impédance des antennes se trouve modifiée et la polarisation croisée en est affectée.








Figure 7.2: (a) SSL + micro ruban sans adaptation d’impédance. (b) SSL + micro-ruban avec
variation brusque de la largeur du ruban et conservation de l’impédance. (c) SSL + micro-ruban
avec adaptation d’impédance progressive de longueur 750µm.
7.2.6 Ligne micro-ruban
La ligne micro-ruban est faite d’un ruban métallique déposé sur un substrat dont l’autre face
est métallisée. Le champ électromagnétique se propage alors entre la ligne et le plan de masse. Ces
lignes de transmission ont plusieurs avantages. Elles sont faciles à fabriquer, n’ont pas de fréquence
de coupure et transmettent un mode unique quasi-TEM. De plus, elles peuvent être réalisées avec
des matériaux supra-conducteurs et présenter une très bonne transmission. Dans notre cas, le
circuit micro-ruban est intégré dans une structure métallique pour faciliter la mesure. D’après [66]
et afin que la propagation soit quasi-TEM, nous considérons la hauteur ℓ entre le ruban et la




où h représente l’épaisseur du diélectrique et ℓ la hauteur qui sépare la ligne de l’enceinte métallique.
7.3 Résultats de simulation
Les géométries étudiées et décrites dans la section 7.2 sont représentées sur la figure 7.3. Les
simulations électromagnétiques ont été effectuées à l’aide de CST MWS 7 suivant la procédure
7. Computer Simulation Software®, Microwave Studio.
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suivante : Nous définissons un port polarisé linéairement (TE10) à l’entrée du guide d’onde. Le
signal est récupéré par quatre ports TEM à l’extrémité des lignes micro-rubans correspondant aux
quatre antennes planaires. Ainsi, deux ports montrent l’efficacité optique et deux ports montrent
l’isolation en polarisation croisée. Pour chaque résultat de simulation, les rayons des antennes et les
distances au backshort ont été optimisés. Procédons donc par élimination pour trouver la meilleure
géométrie.
Considérons d’abord la géométrie de la figure 7.3(a) représentant un guide d’onde circulaire et
des antennes radiales suspendues sur une membrane non soutenue. Les optimisations du backshort
et des rayons des antennes donnent des résultats, figure 7.4, qui répondent aux spécifications de
départ mais sur une largeur de bande réduite. Notons que l’angle d’ouverture des antennes radiales
est de 90°.
Introduisons maintenant une structure de maintient de la membrane (figure 7.3(b)) et re-
gardons, après optimisation, les performances comparées pour un guide d’onde circulaire et des
antennes radiales avec et sans soutient de la membrane. A cause de la répartition du champ dans
le guide d’onde circulaire, le soutient de la membrane dégrade les performances de l’OMT. Comme
nous pouvons le voir sur la figure 7.5, la polarisation croisée augmente de 20 dB et la puissance
transmise devient inférieure à 80% sur toute la bande W.
Prenons ici un guide d’onde carré et comparons les performances de l’OMT avec (figure 7.3(d))
et sans soutient de la membrane (figure 7.3(c)). D’après la figure 7.6, nous pouvons voir que
l’introduction de la structure de soutient de la membrane ne perturbe pas le champ de manière
significative. Ainsi, la polarisation croisée reste en dessous de −100 dB et la puissance transmise
au dessus de 90% sur toute la bande W. La géométrie de la figure 7.3(c) est donc un bon candidat
d’OMT planaire. Cependant, le choix ne peut pas être fixé sans regarder l’effet d’une transition
circulaire/carré dans le cas d’un guide d’onde d’entrée circulaire (pour une connexion éventuelle
avec un cornet circulaire). Le risque ici est que la transition TE11/TE10, TE01 excite des modes su-
périeurs ou entraîne des pertes de puissance à cause d’une désadaptation d’impédance. Le contrôle
de la longueur du guide circulaire, de la transition et du guide carré nous permet de minimiser
ces effets. Les résultats de la figure 7.7 montrent alors que l’immunité à la polarisation croisée
(ր 20 dB ) et la transmission, même dégradés, restent au dessus des spécifications.
Un autre élément de conception important est la transition SSL/micro-ruban (voir figure 7.2).
La figure 7.8 montre que, si la largeur du ruban reste inchangée à la sortie du canal SSL, il se produit
une désadaptation d’impédance. Celle-ci, même n’ayant pas beaucoup d’effet sur la transmission,
dégrade la polarisation croisée de plus de 40 dB. En changeant la largeur de la ligne micro-ruban
de manière à ce que son impédance caractéristique soit la même que la ligne SSL, l’effet de la
transition devient négligeable. notre choix se porte sur une variation progressive (figure7.2(c)) de
la largeur de la ligne sur une distance de λ/4 (à 90GHz) plutôt que la variation brutale de la
figure 7.2(b). La raison que l’adaptation d’impédance en λ/4 prévient les effets de résonance par
des interférences destructives des ondes réfléchies [14].
Étant donné les résultats des figures 7.5, 7.6, 7.7 et 7.8, le choix de la géométrie de l’OMT est
le suivant :
– Guide d’onde d’entrée circulaire (longueur 5mm) suivi d’une transition circulaire/carrée (lon-
gueur 15mm) et d’un guide d’onde carré (longueur 5mm).
– Quatre antennes planaires radiales insérées dans le guide d’onde carré et suspendues sur une
membrane en SiO2/Si3N4/SiO2 (2 µm d’épaisseur), elle même soutenue par une structure en
Silicium de 280 µm d’épaisseur.
– Quatre transitions SSL/micro-ruban suivant la figure 7.2(c).
La répartition du champ sur la partie planaire du diplexeur est représentée sur la figure 7.9. Nous
pouvons voir qu’en considérant un champ incident polarisé linéairement, seulement deux antennes
sont excitées et présentent un déphasage de 180° (la différence de phase entre la couleur rouge et
bleue du champ). Une simulation rassemblant les éléments choisis permet d’optimiser les différents
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Figure 7.4: Simulation CST MWS des paramètres S de la structure de la figure 7.3(a). Guide
d’onde circulaire, backshort 1133 µm, rayon des antennes 610 µm, épaisseur membrane 2 µm. Port
1 : entrée guide d’onde. Ports 2, 3, 4 et 5 : transmission sur micro-ruban pour chaque antenne
planaire. Ici, l’onde en entrée du guide est polarisée linéairement.






































Sans soutient de la membrane
Avec soutient de la membrane
Figure 7.5: Simulation CST MWS des pertes en réflexion (à droite) et de la polarisation croisée
(à gauche) pour un OMT en guide d’onde circulaire avec (figure 7.3(a)) et sans (figure 7.3(b))
soutient de la membrane. Pour la figure 7.3(a), la longueur du backshort est de 1133 µm et le rayon
des antennes est de 610 µm. Pour la figure 7.3(b), la longueur du backshort est de 411 µm et le
rayon des antennes est de 450 µm.
93





































Sans soutient de la membrane
Avec Soutient de la membrane
Figure 7.6: Simulation CST MWS des pertes en réflexion (à droite) et de la polarisation croisée
(à gauche) pour un OMT en guide d’onde carré avec (figure 7.3(d)) et sans (figure 7.3(c)) soutient
de la membrane. Pour la figure 7.3(c), la longueur du backshort est de 857 µm et le rayon des
antennes est de 422 µm. Pour la figure 7.3(d), la longueur du backshort est de 590 µm et le rayon
des antennes est de 422 µm.







































Sans transition circulaire carré
Avec transition circulaire carré
Figure 7.7: Simulation CST MWS des pertes en réflexion (à droite) et la polarisation croisée (à
gauche) pour un OMT en guide d’onde carré avec et sans transition circulaire/carré. La longueur
du backshort est de 590 µm et le rayon des antennes est de 422 µm.












































Figure 7.8: Simulation CST MWS des pertes en réflexion (droite) et de la polarisation croisée
(gauche) pour un OMT en guide d’onde carré pour différentes transitions SSL/micro-ruban. La
transition A correspond à la figure 7.2(a) . La transition B correspond à la figure 7.2(b). La
transition C correspond à la figure 7.2(c). Ici la transition circulaire/carré n’a pas été considérée.
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Figure 7.9: Structure de l’OMT et répartition du champ sur la partie planaire.
paramètres. Les résultats de cette optimisation, figure 7.10 montrent une transmission supérieure
à 99% et une polarisation croisée inférieure à −70 dB sur plus de 30% de largeur de bande autour
de 90GHz. Les spécifications de départ sont donc satisfaites.
7.4 Montage expérimental cryogénique
7.4.1 Types de mesures cryogéniques
Deux sortes de mesures cryogéniques peuvent être considérées pour les composants planaires
millimétriques. La première est la mesure bolométrique (voir figure 7.11). Celle-ci est intrinsèque-
ment large-bande (si la source est large-bande) et peut être très précise (en utilisant des bolomètres
supra-conducteurs par exemple). En revanche, elle souffre de plusieurs inconvénients :
– La contrainte cryogénique dans le cas de bolomètres supra-conducteurs refroidis à 300mK.
– La contrainte de coût de fabrication car les détecteurs sont intégrés sur le même circuit.
– La difficulté d’identifier la source d’un éventuel problème : détecteurs, micro-ruban, SSL,
antennes, guide d’onde.
– La difficulté de réaliser une calibration propre 8.
Une solution consiste à utiliser la mesure vectorielle (voir figure 7.12). Il s’agit de mesures chro-
matiques à l’aide d’un analyseur de réseau vectoriel (VNA pour Vectorial Network Analyser). Ici,
il est possible de faire une transformée de Fourrier inverse pour localiser la source d’un éventuel
problème. Nous pouvons aussi effectuer une calibration propre incluant guides d’ondes, antennes
et lignes. L’inconvénient est que la précision reste inférieure à celle de la mesure bolométrique.
L’utilisation de bolomètres pourra dans ce cas constituer une étape ultérieure. Dans la suite, nous
considérerons la configuration vectorielle.
8. Calibration propre signifie ici l’extraction de tous les effets qui ne sont pas dûs au dispositif mesuré, c’est à
dire l’OMT.
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Figure 7.10: Résultats de simulation de l’OMT pour un guide d’onde d’entrée carré incluant
une transition circulaire/carré et une transition SSL/micro-ruban. Backshort 600µm. Rayon des



















































































































































Figure 7.11: Représentation schématique de la
mesure bolométrique.
Figure 7.12: Représentation schématique de la
mesure vectorielle.
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Figure 7.13: Canne cryogénique (Paris). Figure 7.14: Banc de test vectoriel cryogénique
(Milan).
7.4.2 Environnement cryogénique
Les lignes de transmission et les antennes planaire de l’OMT sont faites d’un dépôt de Niobium.
Afin d’étudier le comportement supra-conducteur du diplexeur, nous nous plaçons pour la mesure
à une température de 4 K (La température critique du Niobium étant de 8.7 K). L’environnement
cryogénique est réalisé dans deux types de montages : (1) Une canne plongée dans un cryostat à
Hélium liquide (voir figure 7.13). Elle présente deux ports d’entrée et de ports de sortie pour une
calibration de base simple. (2) Une chambre cryogénique avec huit ports dont six pour la calibration
et deux pour la mesure (voir figure 7.14).
7.4.3 Dispositif de test
Les ports de sortie et d’entrée du VNA sont des guides d’onde WR10. Il s’agit ici de ramener
le signal de la source de l’analyseur vectoriel à l’OMT puis de le récupérer à la sortie. Le dispositif
qui assure ce rôle est composé d’un circuit planaire et d’une structure mécanique en cuivre (voir
figure 7.16). Cette structure est faite de six blocs dont un constituant la partie inférieure et cinq
constituant la partie supérieure. L’OMT 9 choisi a cinq ports physiques (une entrée et quatre sor-
ties). L’entrée est un guide d’onde circulaire et la connexion avec le VNA peut se faire en utilisant
une transition rectangulaire/circulaire. Cette transition polarise linéairement l’onde incidente, per-
mettant ainsi de mesurer la polarisation croisée et l’efficacité de transmission par simple rotation
de 90°. Les quatre sorties sont en micro-ruban. Il convient alors de transmettre le signal dans un
guide d’onde rectangulaire WR10 afin que celui-ci puisse être récupéré. Quatre transitions micro-
ruban/guide d’onde ont été conçues dans ce but. Elles sont faites de quatre antennes suspendues
9. Il convient de préciser ici que l’appellation OMT est généralement utilisée pour un dispositif diplexeur de
polarisation ayant trois ports physiques.
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Figure 7.15: Géométrie de l’OMT et son intégration dans la structure de test. Nous pouvons voir
la forme en X de la structure de maintient la membrane solidaire du substrat.
sur des membranes soutenues. La géométrie du dispositif de test et son assemblage sont détaillés
sur la figure 7.15. Une photo de la partie planaire et de la structure mécanique est montrée sur la
figure 7.16.
7.4.4 Dispositif de calibration
La calibration apparaît comme une nécessité pour affranchir la mesure des erreurs instrumen-
tales dues à la source du VNA et à l’interface de connexion avec les ports d’entrée et de sortie.
D’après le schéma de la figure 7.17, la mesure vectorielle peut être exprimée par :
[ABCD]mesure = [ABCD]VNA × [ABCD]Disp × [ABCD]VNA (7.4)
La procédure TRL (Thru Reflection Line) est l’une des calibrations les plus adaptées pour en-
lever les erreurs dues à l’analyseur vectoriel. Elle permet d’extraire les caractéristiques du dispositif
de test contenues dans la matrice [ABCD]Disp
10 :
[ABCD]Disp = [ABCD]Tr1 × [ABCD]OMT × [ABCD]Tr2 (7.5)
10. La matrice ABCD permet de propager les propriétés électromagnétique d’un dispositif dans une chaîne de
mesure. Pour plus de détail, voir annexes.
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Dispositif de test [ABCD]Disp
[ABCD]V NA[ABCD]V NA
Figure 7.17: Représentation schématique de la mesure vectorielle.
où Tr2 correspond à la transition micro-ruban/guide d’onde et le guide d’onde rectangulaire et Tr1
correspond à la transition rectangulaire circulaire. En mesurant, avec une calibration TRL, deux
transitions Tr1 identiques connectées par le côté circulaire, il est possible d’extraire [ABCD]Tr1.
Le même principe est utilisé pour mesurer [ABCD]Tr2. Nous pouvons alors extraire la matrice
[ABCD]OMT. Pour ce faire, nous avons conçu un dispositif présentant deux guides d’onde WR10
et deux transitions guide d’onde/micro-ruban (voir figure 7.19). Cette dernière structure peut
aussi être utilisée pour caractériser des composants planaires à deux ports dans un environnement
cryogénique. La transition micro-ruban/guide d’onde utilisée a été mesurée à température ambiante
et les pertes en réflexion sont montrés sur la figure 7.18.
7.4.5 Effets indésirables
Pour la mesure, la précision du montage dépend du processus de fabrication du circuit planaire
(voir annexe F) et de l’usinage de la mécanique qui l’entoure. Les tolérances mécaniques sont, de
loin, les plus critiques devant les dépôts de couche mince. Dans la géométrie choisie, le labyrinthe
prévient toute rotation du circuit planaire qui entraînerait une polarisation croisée. La structure
mécanique du dispositif de test assure l’alignement des antennes et laisse deux degrés de liberté en
translation horizontale de ±15 µm. D’après les simulations, ce jeu n’a que très peu d’effets sur les
performances attendues.
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Figure 7.18: Mesure et simulation des pertes en réflexion de la transition guide d’onde micro-
ruban.
Figure 7.19: Photo du dispositif de calibration.
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D’autres effets peuvent apparaître à cause du diélectrique utilisé. En effet, la constante diélec-
trique réelle du substrat peut être différente de celle prise en compte pour les simulations et les
calculs d’impédance. Le diélectrique peut aussi avoir une conductivité dépendante de son dopage
et qui entraînerait des pertes importantes. Dans notre cas, nous utilisons du Silicium à haute
résistivité (2000Ω.cm) pour prévenir cet effet.
7.5 Conclusion
Le diplexeur de polarisation est un composant très important pour les instruments dédiés
à la polarimétrie du fond diffus cosmologique. Une version planaire a été conçue et fabriquée.
Une structure d’étalonnage adaptée a aussi été fabriquée afin de tester le comportement supra-
conducteur de ce composant. Ce dernier dispositif s’intègrera dans un environnement cryogénique à
4 K et sera d’une aide précieuse pour la caractérisation des circuits planaires supra-conducteurs. Le
banc expérimental de la canne cryogénique est en cours de montage et pourra donner des résultats
précieux pour l’avancée de l’étude des composants supra-conducteurs à hautes fréquences. L’OMT
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8.1 Introduction
Généralités sur la modulation d’un signal
La plupart des mesures sont faites en comparant le signal d’une source inconnue à celui d’une
source stable ou connue. Dans un schéma d’étalonnage bien conçu, la fonction de transfert de
l’instrument est déterminée et la source inconnue est mesurées. Si la comparaison est faite sur
de grandes échelles de temps (lente), la mesure est dite totale (“total power ”). Si la comparaison
est faite sur de faibles échelles de temps (rapide), on dit que le signal est modulé. La modulation
temporelle de l’amplitude, la fréquence ou la phase d’un signal est une technique très efficace pour
séparer l’information utile des sources de bruit et d’effets systématiques. D’une manière générale,
un signal est modulé à une fréquence f puis démodulé à l’aide d’une détection sensible à la phase 1.
Ainsi, pour améliorer la sensibilité instrumentale, la fréquence f doit être assez haute pour éviter
les bruits aux basses fréquences (en 1/f) et être différente des fréquences qui contiennent des
contributions des sources d’effets systématiques.
1. La démodulation peut être logicielle ou matérielle (par exemple, la détection synchrone).
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Modulation pour la cosmologie
Le faible niveau d’amplitude attendu pour les modes B de polarisation du fond diffus cosmo-
logique (100 nK RMS) fait que sa détection requiert une très haute sensibilité instrumentale et un
contrôle drastique des effets systématiques. La modulation permet d’améliorer cette sensibilité et
est absolument nécessaire pour les instruments dont le but est la détection d’un faible signal noyé
dans du bruit. S’agissant de polarimètres, nous pouvons décomposer cette modulation en deux
catégories :
– La modulation de polarisation : la modulation du plan de polarisation de l’onde avant que
celle-ci ne soit discriminée à l’aide de diplexeurs (OMT – Orthogonal Mode Transducer) ou
détecteurs sensibles à la polarisation (PSB – Polarization Sensitive Bolometer).
– La modulation de phase : la modulation de la phase d’un signal correspondant à une seule
polarisation après l’OMT.
Dans ce chapitre, nous présentons une revue des modulateurs de polarisation les plus étudiés
aujourd’hui pour la cosmologie observationnelle ainsi que les modulateurs de phase. Ces derniers
sont ceux qui sont nécessaires pour un interféromètre bolométrique tel que QUBIC qui utilise des
OMT. En effet, afin de récupérer toute l’information polarisée utile, il est nécessaire d’appliquer
une modulation correspondant à une certaine séquence de phase avec une fréquence qui permet de
s’affranchir de la plupart des effets systématiques instrumentaux.
8.2 Modulateurs de polarisation
Traditionnellement, pour remplir cette fonction, le polarimètre était physiquement tourné au-
tour de son axe optique [67, 68]. La rotation d’un guide d’onde polariseur [69] ou d’une grille
polarisatrice [70] était aussi utilisée à cet effet. Aujourd’hui, les exigences sur les modulateurs
sont de plus en plus difficiles à satisfaire avec les anciennes techniques. Ainsi ce dispositif doit
idéalement :
– Être le plus proche possible du signal dans la chaîne optique de l’instrument afin de ne pas
moduler de polarisation créée par les composants optiques.
– Moduler à des vitesses grandes devant le bruit en 1/f.
– Avoir une haute efficacité optique (bonne transmission).
– Ne pas introduire d’effets systématiques.
– Être facile à fabriquer et reproductible.
– S’intégrer facilement à l’environnement mécanique, thermique (cryogénie) et électrique : être
de faible encombrement et de masse et avoir une faible dissipation de puissance et une faible
consommation électrique.
Il est évidemment difficile de satisfaire toutes ces conditions. C’est pourquoi les développements
actuels doivent prendre en compte l’architecture de détection et la stratégie d’observation de l’ins-
trument afin d’aboutir à un compromis. Les modulateurs de polarisation les plus récents dédiés
au CMB 2 sont : Les lames à retard chromatiques et achromatiques, les modulateurs à rotation
Faraday et les modulateurs à guide d’onde rotatif.
8.2.1 Lames à retard rotatives
Une lame à retard chromatique est faite dans un matériau biréfringent (quartz, spath d’Islande
ou saphir). Elle présente un axe privilégié de propagation appelé axe optique. Une onde incidente
polarisée 3 verra ainsi une composante de sa polarisation retardée par rapport à l’autre. Ce retard
2. Une revue plus exhaustive pourra être trouvée dans [8].
3. La polarisation de la lumière peut être décomposée en deux polarisations linéaires orthogonales.
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Figure 8.1: Simulation et mesure de la polarisation croisée de lames λ/2 achromatiques d’après
[7].
dépend du matériau, de l’épaisseur de la lame et de la longueur d’onde. Deux types de lame
existent : la lame quart d’onde (notée λ/4 ou QWP pour Quarter Wave Plate) créant un déphasage
de 90° et la lame demi-onde (notée λ/2 ou HWP pour Half Wave Plate) créant un déphasage de
180°. Ces dernières (HWP) ont été utilisées dans l’instrument Maxipol [71] et sont prévues pour les
instruments ACT, ABS, Bicep2/Spud, Ebex, Polarbear, Spider. Pour ces expériences, les lames λ/2
sont faites d’un cristal de saphir et d’une couche anti-réfléchissante. Le phénomène de dispersion
dans ces matériaux limite leur utilisation à 25% de largeur de bande pour un cristal unique. Un
empilement de cristaux et de couches anti-réfléchissantes peut cependant améliorer cette largeur de
bande [72, 73]. L’efficacité optique peut être améliorée en refroidissant le cristal (2K). Une autre
limitation est liée à la taille des cristaux qui doivent être de plus en plus grands (≥ 30 cm) pour
les matrices de cornets. Afin de remédier à ces problèmes, des lames λ/2 achromatiques ont été
proposées [7]. Elles sont constituées de grilles capacitives et inductives (voir chapitre 6). Les grilles
peuvent être évolutives (dimensionnées suivant la longueur d’onde) et photo-lithographiées sur des
grandes surfaces. L’inconvénient ici est la polarisation croisée qu’introduisent les deux grilles et
dont les dernières mesures sont autour de −25 dB (voir figure 8.1).
Pour la modulation, les lames à retard sont tournées suivant l’axe d’incidence du signal. Deux
méthodes sont utilisées : rotation continue et rotation pas à pas. Le choix dépend entièrement de la
stratégie d’observation et du bruit des détecteurs. Il peut aussi être l’objet de défis de conception
pour réduire la dissipation thermique (moteurs) et augmenter la précision sur la connaissance de
l’angle de rotation (senseurs).
8.2.2 Modulateurs à rotation Faraday
Une onde électromagnétique se propageant dans un matériau soumis à un champ magnétique
voit sa polarisation tourner d’un angle :
βa = V Bd (8.1)
où B est le champ magnétique, d la longueur sur laquelle se propage l’onde et V une constante
empirique (la constante de Verdet) qui dépend du matériau, de la longueur d’onde et de la tem-
pérature. On appelle cela l’effet Faraday (1845). C’est sur ce principe qu’est basé le modulateur à
rotation Faraday. Il est généralement implémenté dans un guide d’onde mono-mode et a été utilisé,
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Figure 8.2: Mesure de l’efficacité optique des modulateurs à rotation Faraday par B. Keating 4 à
partir de [8].
dans la cosmologie observationnelle, pour les expériences Bicep et MBI. L’avantage que présente ce
dispositif est qu’il ne comporte aucune pièce mobile et qu’il peut moduler le signal jusqu’à 10KHz
sans engendrer de vibrations mécaniques. En revanche, son efficacité optique, connue à ce jour,
ne permet pas d’atteindre les sensibilités requises pour la détection des modes B du fond diffus
cosmologique (voir figure 8.2).
8.2.3 Modulateur à guide d’onde rotatif
Il existe un autre type de modulateurs de polarisation. Celui-ci présente généralement une entrée
et une sortie en guide d’onde circulaire. Son principe opérationnel est similaire au celui des guides
d’onde déphaseurs rotatifs dont le fonctionnement est reporté dans le section 8.4. Les modulateurs
de polarisation guides d’onde conçus par G. Pisano [74] présentent des pertes en réflexion inférieures
à −20 dB, une polarisation croisée inférieure à −30 dB et une erreur sur le retard de phase (180°)
de ±0.7°. L’inconvénient ici est la présence de parties mobiles et la fréquence de modulation limitée
par les moteurs et leurs tolérances sur les vibrations mécaniques.
8.3 Modulateurs de phase
Le modulateur de phase, généralement appelé déphaseur, est un dispositif permettant de chan-
ger la phase d’un signal électromagnétique entrant de manière contrôlable. Cette variation de phase
est fonction de paramètres de contrôle extérieurs (courant, tension, champ magnétique, ...). Elle
peut aussi bien dépendre de la fréquence d’onde suivant une loi particulière ou en être indépendante
sur une certaine largeur de bande. Nous pouvons classifier les déphaseurs suivant leur structure
(tridimensionnelle ou planaire) ou suivant que le déphasage soit continu ou discret. Les valeurs dis-
crètes sont introduites par la commutation entre des phases différentes. Chaque phase correspond
à des propriétés de propagation différentes correspondant à des structures différentes que nous
appellerons circuits de déphasage. Les circuits de déphasage les plus simples sont des lignes de
4. B. Keating : “Wide Bandwidth Polarization Modulator, Switch, and Variable Attenuator,” Brevet US en cours,
Num. 60/689,740 (2005) .
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longueurs électriques différentes. D’autres sont des guides chargés par des éléments qui modifient
leurs propriétés de transmission.
Figure 8.3: Modèle de polarimètre pla-
naire fabriqué au NIST (National Insti-
tute of Standards and Technology) pour
l’instrument ABS [9].
Pour la polarisation du fond diffus cosmologique les
modulateurs de phase, qu’ils soient guides d’ondes ou
planaires, sont placés après un diplexeur de polarisa-
tion. Dans le commerce, les déphaseurs guides d’onde
sont les plus utilisés. Cependant, ils peuvent aussi être
utiles à la cosmologie [10]. Les déphaseurs planaires pré-
sentent l’avantage d’être compacts et supra-conducteurs
(à basses températures). En outre, il est possible d’im-
plémenter un polarimètre entier en technologie planaire ;
c’est à dire des OMT, des filtres, des déphaseurs et des
détecteurs sur le même substrat planaire [9] (voir figure
8.3).
Soit une ligne de transmission planaire représentée
par le circuit équivalent suivant (voir chapitre 5) :
R L
C G
Figure 8.4: Circuit équivalent d’une ligne de transmission en éléments localisés.
Si cette ligne est sans pertes , la phase introduite est :












où β est la constante de propagation, L l’inductance par unité de longueur, C la capacité par unité
de longueur, c la vitesse de la lumière, εr la permittivité électrique effective, µr la permittivité
magnétique effective et ω = 2πν avec ν la fréquence d’onde. Le déphasage est introduit par la
variation de φ. Plusieurs façon permettent d’y parvenir :
– Variation de l : Ligne à délai.
– Variation de εr : Matériaux ferroélectriques.
– Variation de µr : Matériaux ferromagnétiques.
– Variation de L et/ou de C : Filtres LC, métamatériaux, lignes chargées en éléments localisés.
La variation de ces paramètres peut être :
Continue : L’un des paramètres de la ligne de transmission dépend d’éléments de contrôle exté-
rieurs comme le champ magnétique, le courant ou la température. La variation continue
de ces éléments permet alors la variation continue de la phase introduite par la ligne
de transmission.
Discontinue : Dans ce cas, le déphasage est le résultat de commutation entre plusieurs états de
phase discrets et différents. Ceci peut correspondre à des éléments localisés variables, à
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la variation de la longueur des terminaisons d’un coupleur de puissance ou à la commu-
tation entre une référence (ligne de transmission simple) et des structures de déphasage
ayant des propriétés de transmission différentes. Les types de déphaseurs correspon-
dants sont : les déphaseurs à réflexion (reflection type), les déphaseurs à transmission
directe (transmission type) et les déphaseurs à commutation de ligne (switched type).
Pour les trois types, la présence de commutateurs est nécessaire. Plusieurs technologies
peuvent remplir ce rôle : MEMS (Micro Electro Mechanical Switch), SIS (Supracon-
ducteur Isolant Supraconducteur), FET (Field Edge Transistor), diode, pont supra-
conducteur.
8.4 Modulateur de phase guide d’onde
La modulation de la phase du signal polarisé, extrait à l’aide de diplexeurs, peut être réalisées
à l’aide de déphaseurs guides d’onde digitaux (valeurs de phases discrètes) ou continus. En ce
qui concerne les déphaseurs discrets, la fonction est remplie par la commutation entre des guides
ayant des propriétés de phase différentes : la référence et la structure de déphasage. Dans ce cas, la
référence est souvent un guide d’onde ordinaire rempli d’air. La structure de déphasage peut être
réalisée par l’introduction d’éléments qui modifient les propriétés du guide, comme des rainures [75],
des crêtes [76], des iris [77, 78] ou un diélectrique remplaçant l’air [79]. Pour expliquer cela, imagi-
nons qu’un guide d’onde corresponde à une ligne de transmission (voir figure 8.4). L’introduction
de discontinuités correspond à l’introduction d’éléments localisés de différentes natures (cet aspect
sera détaillé pour les modulateurs planaires). Ainsi la variation continue des propriétés de ses élé-
ments peut avoir comme conséquence la variation continue de la phase. Ceci est particulièrement le
cas pour le déphaseur à guide d’onde rotatif [10]. Celui-ci est basé sur des sections λ/2 (HWS, Half
Wave Section) et λ/4 (QWS, Quarter Wave Section) 5 faites de polariseurs à iris en guides d’onde
circulaires (voir figure 8.5).L’onde électromagnétique pénètre dans le déphaseur à travers un guide
d’onde rectangulaire. Le mode de propagation TE10 de cette onde est ensuite converti en TE11
(grâce à la transition rectangulaire circulaire) et se propage dans la première section λ/4 du guide
d’onde circulaire. L’orientation de 45° de la section λ/4 par rapport à l’axe de la transition (voir
figure 8.5) change la polarisation linéaire du mode TE11 en polarisation circulaire. L’onde passe
ensuite dans la section λ/2 dont la rotation d’un angle ψ par rapport à la section λ/4 introduit un
déphasage ∆φ = 2ψ. La seconde section λ/4 converti le mode circulaire en TE11 qui est restauré
en TE10 par la transition circulaire rectangulaire. Les résultats des mesures de ce modulateur de
phase sont reportés sur la figure 8.6. Ils montrent d’excellentes propriétés de déphasage mais son
application à un instrument comme QUBIC requiert des développements supplémentaires.
Figure 8.5: Modèle mécanique du modulateur de phase à guide d’onde rotatif et simulation
HFSS 6 de la répartition du champ à partir de [10].
5. Ces sections réalisent un déphasage de 180° pour les sections λ/2 et 90° pour les sections λ/4.
6. HFSSTM(High Frequency Structural Simulator) est un simulateur électromagnétique commercial (Ansoft Cor-
poration) à éléments finis basé sur un solveur fréquenciel.
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Figure 8.6: Mesure du déphasage introduit par le déphaseur à guide d’onde rotatif à partir de
[10].




Figure 8.7: Schéma d’une
charge ZL qui termine
une ligne de transmis-
sion d’impédance caracté-
ristique Z0.
Un commutateur à deux ports (SPST pour Single-pole Single-
throw) idéal a deux états : l’état 1 (marche) dans lequel le signal
passe et l’état 2 (arrêt) dans lequel le signal ne passe pas. Considérons
le commutateur comme une charge ZL qui termine une ligne d’impé-
dance caractéristique Z0(voir figure 8.7). Dans ce cas :
État 1 =⇒ |Γoff | = 1
{
ZL →∞ circuit ouvert.
ZL → 0 circuit ferme´.
État 2 =⇒ |Γon| = 0
{
ZL → Z0 adaptation d′impe´dance.
où Γ = ZL−Z0
ZL+Z0
est le coefficient de réflexion.
En prenant en compte la largeur de bande et le temps de commutation
que doit satisfaire le commutateur, il est possible de définir un facteur





où IL et Is sont la perte d’insertion et l’isolation moyennées sur la bande de fréquence considérée,
Ψ = ∆νe∆νn et T = tetn , avec ∆νe la largeur de bande effective, ∆νn la largeur de bande nominale,
te le temps de commutation effectif et tn le temps de commutation nominal 7. Dans la suite, nous
utiliserons ce facteur pour le choix du commutateur pour l’instrument QUBIC.




Une jonction SIS est faite d’une mince couche isolante séparant deux supra-conducteurs. Tant
que le courant de polarisation traversant la jonction est inférieur au courant critique Jc, les paires
de Cooper traversent la couche d’isolant par effet Tunnel. Cet effet, connu sous le nom de l’effet
Josephson (1962), peut être utilisé pour faire des commutateurs haute fréquence ultra-rapides par
variation de courant continu traversant la jonction. Un prototype de commutateur SIS a été déve-
loppé au Jet Propulsion Laboratory (JPL) [11] à 100GHz montrant une efficacité de commutation
entre 60% et 80% sur 15% de largeur de bande (voir figure 8.8).
























Figure 8.8: Mesure de l’efficacité des commutateurs à jonction SIS réalisés au JPL à partir de
[11].
8.5.1.2 Transistor à effet champ
Un transistor à effet champ (TEC) est constitué d’un substrat dopé positivement (P) qui sépare
deux semi-conducteurs dopés négativement (N), l’un étant la source, l’autre le drain. Ils sont reliés
par une fine couche d’oxyde sur lequel est déposé un métal (grille). En appliquant une tension
positive sur la grille, les électrons du substrat sont attirés entre les zones de matériaux N (source
et drain). A cet endroit, la concentration en électrons constitue un enrichissement qui se traduit
comme une inversion de conductibilité du substrat passant ainsi du type P au type N. Le signal
Radio Fréquence (RF) passe alors entre la source et le drain. Il est possible d’utiliser le TEC comme
commutateur en série ou en parallèle avec une ligne de transmission. Un exemple d’intégration de








Figure 8.9: Intégration d’un commutateur TEC en parallèle dans une ligne coplanaire.
8.5.1.3 MEMS
Les systèmes micro-électro-mécaniques (MEMS) sont souvent utilisés comme commutateurs.
Un MEMS typique est constitué d’un pont métallique flexible suspendu au dessus d’un contact.
Un exemple de géométrie est représenté sur la figure 8.10. Le fonctionnement du commutateur est
basé sur l’attraction électrostatique entre le pont et le contact. Une fine couche de diélectrique est
souvent utilisée sur le contact afin d’éviter la propagation du courant continu. Utiliser un pont
suspendu plus haut pourrait réduire la capacité parasite mais entraînerait une augmentation de la










Figure 8.10: Exemple d’intégration d’un commutateur MEMS en parallèle dans une ligne copla-
naire.
Pour une intégration en ligne coplanaire (voir figure 8.10), une analyse mécanique de l’opération








où E est le module d’Young du matériau utilisé, t l’épaisseur du pont, l la largeur du pont, w la
largeur du ruban central de la ligne coplanaire, S la distance du ruban central au plan de masse de
la ligne, ς le stress résiduel interne du pont et ϑ le coefficient de Poisson. La tension requise pour








avec ε0 la permittivité de l’espace libre et g la hauteur du pont au repos.
Il existe plusieurs réalisations de MEMS s’intégrant parfaitement avec la technologie planaire
[81]. Ces commutateurs ont aujourd’hui atteint un haut niveau de maturité pour des applications
commerciales allant jusque 20GHz. Ils ont ainsi été utilisés à 1.5K pour la mission spatiale AR-
CADE. Des prototypes ont aussi été réalisés pour ouvrir la voie à des applications commerciales
et scientifiques à plus hautes fréquences [82].
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8.5.1.4 Diode
Une diode peut être vue comme une résistance variable non linéaire dont la loi IV peut être
exprimée par :
I (V ) = Is
(
eαV − 1) (8.7)
où Is est le courant de saturation et α =
q
nkT
avec q la charge d’une électron, k la constante de
Boltzmann, T la température et n un facteur variant entre 1.2 et 2 suivant la technologie utilisée
[83]. La tension à la sortie de la diode est
V = V0 + Vac (8.8)
où V0 est la tension de polarisation et Vac est la tension de l’onde transmise. Polarisé en direct,
ce composant se comporte comme un conducteur (passant) tandis que, polarisé en inverse, il se
comporte comme une faible capacité (bloquant).
D’après l’équation (8.7), le fonctionnement à température cryogénique augmente la résistance en
entrée de la diode et diminue donc sa vitesse de commutation. Cependant, l’utilisation de certains
matériaux semi-conducteurs peut réduire cette dépendance en température [84].
Plusieurs types de diodes semi-conductrices sont utilisées :
– La diode PIN (Positive Intrinsic Negative) : Elle est constituée de deux zones dopées P et N
séparées par une zone non dopée (intrinsèque). Il s’agit de la diode la plus utilisée pour les
fonctions de commutation.
– La diode Varicap (Varactor) : La différence avec la diode PIN est que la zone de déplé-
tion (intrinsèque) est optimisée pour jouer le rôle de capacité variable. L’utilisation de la
Varicap n’est pas souhaitée comme commutateur. Cependant, elle permet de construire des
déphaseurs à base de capacités variables (voir section 8.5.3).
– La diode Schottky : Elle est à base de jonction métal - semi-conducteur. Le bruit qu’elles
introduisent et leur faible plage de fonctionnement en température les rend inefficace dans le
cas d’un instrument pour la cosmologie comme QUBIC.
8.5.1.5 Pont supra-conducteur
Une ligne supra-conductrice a une faible résistance de surface et une inductance cinétique qui se
rajoute à son inductance géométrique. Le changement de l’état de cette ligne de supra-conducteur
à normal augmente la résistance de surface de manière importante et fait disparaître l’inductance
cinétique (voir chapitre 5). Si seule une portion de la ligne supra-conductrice (le pont) subit une
transition à l’état normal, une désadaptation d’impédance est observée. Ce principe a été exploité
pour faire des commutateurs supra-conducteurs. Plusieurs méthodes peuvent être considérées pour
effectuer la transition de l’état supra-conducteur à l’état normal :
– Utilisation d’un faisceau optique [85, 86, 87, 88] ou d’une résistance chauffante [12] pour faire
monter localement la température du pont au dessus de la température critique.
– Utilisation d’un courant continu supérieur au courant critique du pont [89, 90].
En pratique, le pont peut être utilisé en série sur une ligne de transmission ou être connecté avec
le plan de masse [91]. Les performances du commutateur dépendent beaucoup de la géométrie de
la ligne, du matériau et de la gamme de fréquence. Ainsi, les premières applications utilisaient
elles des lignes micro-ruban faites de supra-conducteurs à haute température critique. Dans [12]
par exemple, l’utilisation du TiCaBaCuO à 9GHz donnait une isolation de −30 dB sur 1GHz de
largeur de bande avec une consommation de 12mA et un temps de commutation de 5 µs (voir
figure 8.11). Plus récemment, dans [90], des micro-ponts en NbN montés en parallèle sur une ligne
à fente ont montré une isolation de −14 dB à 230GHz avec une consommation de 20 µA et un
temps de commutation de 10 ns. Des développements supplémentaires sont sans doute nécessaires
mais la technique semble prometteuse.
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Figure 8.11: Mesure de l’efficacité des commutateurs supra-conducteurs réalisés par Martens [12].
8.5.2 Déphaseur à réflexion
Z0
Cv
Figure 8.12: Ligne d’im-
pédance Z0 terminée par
une capacité variable Cv.
Pour un port donné, le coefficient de réflexion est défini comme le
rapport entre la tension d’onde réfléchie et la tension d’onde incidente





où Cv est la capacité variable, Z0 l’impédance caractéristique de la
ligne et ω = 2πν avec ν la fréquence de l’onde. Dans ce cas, |Γ| = 1
quelque soit la valeur de Cv. En revanche, la phase de la tension d’onde
réfléchie varie d’un angle ∆φ par rapport à la phase de la tension
d’onde incidente. Ce déphasage est nul pour Cv = 0F et approche
180° pour des grandes valeurs de Cv. Deux éléments sont nécessaires
afin d’utiliser ce principe dans un modulateur de phase : (i) Un composant pouvant introduire
une capacité variable. (ii) Un composant permettant de séparer les tensions d’onde réfléchies et
incidentes. La modulation de la capacité peut se faire par le moyen de diodes [92, 93], de MEMS [94]
(en ne fermant pas le pont - voir figure 8.10) ou de ponts supra-conducteurs [91]. Pour séparer les
tensions d’onde, des coupleurs directionnels sont souvent utilisés (voir figure 8.13). Des coupleurs
à branche, des coupleurs de proximité ou des coupleurs en anneau [95] introduisent des déphasages
large-bandes (25-30%) de 90° ou de 180°. On retrouve aussi dans la littérature l’utilisation de
circulateurs [96].
8.5.3 Déphaseur à transmission directe
Ce déphaseur est constitué d’une ligne chargée avec des éléments capacitifs ou inductifs va-
riables. Deux réactances en série (susceptances en parallèle) distantes de λ/4 introduisent des in-
terférences destructives des ondes réfléchies. Il en résulte une bonne transmission pour des réac-
tances différentes. Pratiquement, un élément capacitif ralonge la longueur électrique de la ligne de
transmission tandis qu’un élément inductif la raccourcit. Le déphasage souhaité est réalisé par la
commutation entre la capacité et l’inductance. Ce rôle peut être réalisé grâce à des diodes Varicap
[97] ou des MEMS [98].
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Coupleur à Branche Coupleur de proximité Coupleur en anneau Coupleur à circulateur
Figure 8.13: Quelques structures de séparateurs de tensions d’onde utilisés pour les déphaseurs à
réflexion.
Même si ce type de déphaseur permet de réaliser un déphasage continu à une fréquence donnée,
son application large-bande reste limitée à cause de sa faible efficacité optique [99]. Une alternative
consiste à utiliser des filtres chargés avec des éléments à capacités variables. Dans [100], des diodes
Varicap sont utilisées pour faire varier la capacité de filtres passe-bandes. La variation de la capacité
ne change pas la fréquence de coupure de manière significative. Par contre elle modifie la phase
introduite par le filtre. Pour ce déphaseur, l’efficacité optique dépend de la bande passante du filtre.
8.5.4 Déphaseur à commutation de ligne
Les déphaseurs à commutation de ligne sont basés sur la commutation entre deux circuits pré-
sentant des propriétés de propagation différentes. Nous appellerons ces deux circuits la branche
référence et la branche de déphasage. La branche de déphasage peut être une ligne de métamaté-
riaux planaires, une ligne couplée (Schiffman), un filtre ou une ligne à délai.
8.5.4.1 Ligne à délai
Dans la ligne à délai, la branche de déphasage est une ligne ayant une longueur électrique







où ν est la fréquence, c la vitesse de la lumière et εr et µr respectivement la permittivité élec-
trique effective et la perméabilité magnétique effective. Comme nous pouvons le voir sur l’équation
(8.10), le déphasage dépend linéairement de la fréquence. L’avantage dans ce genre de dispositif
est que les exigences sur les performances du déphaseurs sont reportées sur celles du commutateur.
D’autre part, dans le cas des lignes planaires supra-conductrices, les pertes en puissance associées
au déphasage sont très faibles [86].
8.5.4.2 Branches de déphasage à éléments localisés
Il est possible de concevoir des branches de déphasage large-bandes en introduisant des capacités
ou des inductances discrètes dans la ligne afin de modifier ses paramètres de phase. Les déphaseurs
à filtres et les lignes main-gauche sont basées sur ce principe. Dans le cas du déphaseur à filtre,
la branche de référence est un filtre passe-bas et la branche de déphasage un filtre passe-haut. En
réalité, le filtre passe-bas introduit une avance de phase tandis que le filtre passe-haut introduit un
retard de phase. Ainsi, le déphasage induit peut-il être constant sur une largeur de bande allant
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jusque 20% [96]. Notons aussi que toutes les valeurs de déphasages entre 0° et 180° peuvent être
atteintes.
Un autre genre de branches de déphasage est fait de métamatériaux planaires (CRLH pour
Composite Right Left Hand material) 8. Pratiquement, ces matériaux sont réalisés par la répétition
de motifs particuliers séparés par une distance allant jusque λ/20. Il est possible d’analyser le
comportement électromagnétique de telles structures par la théorie des lignes de transmission.
On sépare alors l’aspect RH (main droite ou matériau ordinaire) et LH (main gauche) comme le
montre le circuit équivalent (8.14) d’une cellule CRLH. Ainsi, dans le modèle électrique, CR et
LR représentent-elles respectivement la capacité et l’inductance par unité de longueur d’une ligne
de transmission RH (ligne de transmission simple). CL et LL sont la capacité et l’inductance par





Figure 8.14: Circuit équivalent simplifié d’une cellule de ligne CRLH.









alors on peut identifier deux types de CRLH :
– CRLH non équilibré (unbalanced) pour lequel on obtient un aspect coupe-bande : ωse 6= ωsh.
– CRLH équilibré (balanced) pour lequel on obtient un aspect passe-bande : ωse = ωsh.
De toute évidence, le cas qui nous intéresse est le cas équilibré. La condition de transmission se
traduit simplement par une adaptation d’impédance entre l’aspect main gauche et main droite,
c’est à dire :









. Seulement, cette condition est dépendante de la fréquence car les
propriétés de la ligne ne sont pas achromatiques. Il est donc possible de définir une fréquence νc













8. Les matériaux main gauche (LH pour Left Hand) sont des métamatériaux (matériaux artificiels) qui présentent
des propriétés qu’on ne trouve pas dans la nature. Ils permettent en particulier d’avoir un indice de réfraction négatif
(n < 0). Pour avoir une structure passe-bande, il est nécessaire d’avoir ε < 0 (respectivement µ < 0 pour une
structure coupe bande) [101]. Cependant, les propriétés de dispersion recherchées ne peuvent pas être atteintes avec
une structure LH pure mais seulement grâce à un couplage avec un matériau main droite ordinaire (qu’on appellera
RH pour Right Hand). Le résultat est un matériau appelé CRLH (Composite Right Left Hand material).
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En technologie planaire, il est possible de concevoir des branches de déphasage CRLH en lignes
micro-ruban ou coplanaires. Nous pouvons voir les résultats d’une réalisation d’un déphaseur CRLH
à 3GHz [13] sur la figure 8.15. D’autres études se sont intéressées à l’optimisation de ces lignes
avec des matériaux supra-conducteurs [102, 103].
Figure 8.15: Caractéristiques d’un déphaseur à commutation de ligne avec branche de déphasage
CRLH d’après [13].
8.5.4.3 Autres branches de déphasage
La branche de Schiffman [104] est utilisée pour la fabrication de déphaseurs 90° large-bandes.
Cette structure a fait l’objet de plusieurs études et améliorations durant ces dernières années
[105, 106]. Aujourd’hui le déphaseur de Schiffman est connu pour être meilleur que les déphaseurs
à réflexion utilisant les coupleurs hybrides à branches (branch line coupler).
8.5.5 Modulateurs planaires continus
8.5.5.1 Déphaseurs Ferroélectriques
Dans les années 1990, est apparue l’utilisation de matériaux ferroélectriques pour la conception
de déphaseurs contrôlables. Pour les lignes planaires, il s’agit de varier la constante diélectrique su
substrat en y appliquant un courant continu. Pour l’utilisation la plus simple [107], le déphasage










avec c la vitesse de la lumière, µr la perméabilité magnétique du substrat, ω = 2πν, ν étant
la fréquence et εref la constante diélectrique à courant nul et εvar la constante diélectrique à
courant variable. Deux utilisations principales sont référencées : (1) en ligne simple comme capacités
localisées [108] (2) en lignes couplées [109]. Cependant, le changement de constante diélectrique
provoque une désadaptation d’impédance d’autant plus importante que le déphasage voulu est
grand. Aussi est-il rare que la largeur de ces déphaseurs dépasse les 10%.
8.5.5.2 Déphaseurs à inductance cinétique
Précédemment, nous avons fait référence aux ponts supra-conducteurs pour la réalisation de
commutateurs rapides (voir section 8.5.1.5). Une autre utilisation de ce genre de dispositif consiste
à appliquer un courant continu (ou un chauffage) sans dépasser le courant critique Jc (ou la
température critique Tc) afin de ne pas provoquer une transition à l’état normal. La variation du
courant continu a alors comme conséquence la variation de l’inductance cinétique de la portion de































Figure 8.16: Exemple d’une matrice d’entrée 12 × 12. Trois lignes de base équivalentes sont
représentées en bleu.
avec Lref = Lg + Lk1 et Lvar = Lg + Lk2 où Lg est l’inductance géométrique, Lk1 l’inductance
cinétique de référence et Lk2 l’inductance cinétique variable.
L’avantage ici est que la ligne reste supra-conductrice et donc les pertes ohmiques sont minimisées.
L’inconvénient est que la variation d’inductance cinétique provoque une désadaptation d’impé-
dance 9. Cet inconvénient peut être dépassé par l’optimisation de la longueur du pont en fonction
des critères de stabilité de l’amplitude en transmission avec la variation de la phase.
8.6 Application au cas d’un interféromètre bolométrique (QUBIC)
Dans le cas d’un interféromètre bolométrique, Les déphaseurs s’insèrent naturellement après
les diplexeurs de polarisation (voir chapitre 2). Il faut, dans ce cas, deux fois plus de modulateurs
qu’il y a de ports d’entrée (cornets). S’agissant de larges matrices de cornets, il est vital pour
l’expérience que ces dispositifs soient compacts, reproductibles et aient une faible consommation
électrique. Pour l’insertion dans un environnement cryogénique, une faible dissipation thermique
est requise. La réduction des effets systématiques, souvent dépendants de la technologie utilisée,
devront aussi être minimisés.
Afin de pouvoir récupérer toutes les visibilités polarisées avec la sensibilité requise (r = 0.01),
un schéma de déphasage particulier doit être appliqué : la sommation cohérente des lignes de bases
équivalentes [4]. Il s’agit d’appliquer la même séquence de phase aux lignes de base parallèles et qui
présentent un même écartement (voir figure 8.16). D’autres conditions devront être satisfaites pour
que les déphaseurs soient utilisables pour QUBIC : Le niveau du bruit (1/f et microphoniques) et
le type de modulation (fréquentielle ou temporelle).
8.6.1 Modulation fréquentielle
Il s’agit ici d’une modulation continue de la phase suivant la relation :
φ = 2πtf (8.17)
où t est le temps et f la fréquence de modulation 10.
9. Les pertes ohmiques restent négligeables pour un courant de polarisation inférieur au courant critique.
10. Nous notons ici la fréquence de modulation f et non ν afin de ne pas la confondre avec la fréquence d’onde.
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Considérons une matrice carrée avec N 2 ports d’entrées et notons i les éléments le long de
l’axe x tels que i ∈ {1, ..., N} et j les éléments le long de l’axe y tels que j ∈ {1, ..., N}(voir
figure 8.16). Dans le cas d’une matrice de cornets et d’OMT à trois ports, nous aurons besoin
de (2N )2 modulateurs de phase. Dans le schéma de déphasage requis, nous séparons les signaux
polarisés parallèlement et perpendiculairement (les deux polarisations linéaires de l’onde). Pour
l’analyse, nous considérons N 2 modulateurs, correspondant aux signaux ayant une polarisation
linéaire unique. Imposons la fréquence de modulation de chaque déphaseur (i, j) telle que
fij = f0 + ifx + jfy (8.18)
où f0, fx et fy sont trois fréquences différentes avec f0 une fréquence fixe et fx et fy correspondant
à l’axe x et y. La différence de phase entre deux canaux (i, j) et (i′, j′) est alors :
∆φ = 2πt (fij − fi′j′) = 2πt ((i′ − i) fx − (j′ − j) fy) . (8.19)
Afin de ne pas mélanger les lignes de base verticales et horizontales de mêmes longueurs, les
fréquences fx et fy doivent être différentes. Comme nous pouvons le voir dans l’équation (8.19),
le déphasage ∆φ ne contient pas f0 et est modulé à une fréquence inférieure à f0. Ceci permet
d’éviter la plupart des sources de bruits microphoniques. Pour cela, fx et fy doivent être choisis
tels que :
fcoude < ifx + jfy < f0 ∀ (i, j) (8.20)
où fcoude est la fréquence de coude à laquelle il y a intersection entre le bruit en 1/f et le bruit blanc
(voir figure 8.17). f0 est limité par la technologie utilisée. Une autre limitation est en rapport avec
la linéarité du déphasage. En effet, toute non linéarité introduit des harmoniques. Il en résulte,
pour une ligne de base donnée, une modulation à des fréquences plus hautes qui risquent de se
confondre avec celles d’autres lignes de base.
Un candidat de modulateur fréquentiel est le guide d’onde rotatif. Les propriétés de déphasage
large-bandes (voir figure 8.6) et la possibilité d’une utilisation en continu sont pour nous des atouts.
Cependant, le moteur et le montage utilisés limitent la fréquence de modulation et la linéarité de
la phase. La dissipation thermique et la consommation électrique peuvent aussi être des problèmes.
C’est pourquoi des recherches et des développements complémentaires sont entrepris au sein de la
collaboration QUBIC.
8.6.2 Modulation temporelle





où i est un entier compris entre 1 et n et n = 2N , avec N la racine carrée du nombre de cornets
d’une matrice carrée. Une séquence de phase particulière [4] est alors appliquée afin de retrouver
les visibilités polarisées avec le niveau de précision requis. Si la fréquence de coude du bruit en
1/f est égale à 0.01Hz, alors nous disposons de moins de 100 secondes pour chaque séquence. La
fréquence de modulation minimale est donc directement liée à la stabilité thermique du cryostat.
Nous considérerons dans la suite qu’une rapidité de modulation comprise entre 0.1 kHz et 1 kHz
est exigée. Un autre critère déterminant est le niveau de connaissance du déphasage qui devra
être meilleur que 10−4 rad . D’autre part, le déphaseur considéré devra avoir une efficacité optique
meilleure que 80%. La largeur de bande du déphasage appliqué ∆φ n’est pas un problème tant
que sa dépendance en fréquence suit une loi connue. Il est cependant numériquement plus facile de
récupérer les données si le déphasage est constant sur 25% de largeur de bande.
Les sections 8.3, 8.4 et 8.5 nous permettent de dresser le tableau 8.1 qui regroupe les critères
et les propriétés des différents déphaseurs. Loin d’être exhaustif, celui-ci permet néanmoins de
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Figure 8.17: Représentation schématique du bruit blanc et du bruit aux basses fréquences.
raccourcir la liste des dispositifs candidats. Quatre déphaseurs se démarquent ainsi du lot : Les
lignes à délai, les filtres, les métamatériaux et les déphaseurs à inductance cinétique.
8.6.3 Cas des candidats à commutation de ligne
Pour les modulateurs à commutation de ligne, plusieurs schémas de déphasage sont possibles
pour introduire la séquence de phase. Dans le circuit de la figure 8.18(1), nous considérons n
branches de déphasages identiques correspondant à n valeurs de déphasage ∆φi = 2πn . L’inconvé-
nient est que l’atténuation introduite par les branches augmente considérablement pour les grandes
valeurs de phase et induit une modulation importante de l’amplitude en fonction de la phase. Dans
le schéma de la figure 8.18(2), il y a n branches de déphasages différentes et 2n commutateurs
associés. Il s’agit d’une géométrie très proche d’un diviseur de puissance à la différence près que,
lorsque un commutateur est fermé (marche), tous les autres sont ouverts (arrêt). La distance iλ4
qui les sépare du port d’entrée fait que les branches associées se comportent comme une impédance
infinie. Le signal circule alors dans la branche correspondant au commutateur fermé. Un autre
schéma est celui de la figure 8.18(3). Il présente l’avantage de ne pas nécessiter n branches de
déphasages différentes et 2n commutateurs. En effet, une séquence permet de retrouver toutes le
valeurs de déphasages requises à partir d’une cascade de p éléments (ou cellules de déphasages)
introduisant chacun un déphasage ∆φij = 2πn δijkj , avec j ∈ {1, 2, 3, ..., p} et i ∈ {1, 2, 3, ..., n}. δij
est un Dirac qui prend les valeurs 1 ou 0 pour symboliser l’état de fonctionnement du commuta-
teur de chaque cellule de déphasage. kj est un nombre choisi pour chaque cellule à fin de réduire








Propriétés (P) & Critères (C)
Types de déphaseurs ∆ν
ν
∆φ f
P C P C P C
Déphaseurs planaires
Discrets A réflexion Coupleurs hybrides 0.25 0.25 π, pi2 ∀ S > 0.1 kHz
Circulateurs 0.1 0.25 ∀ ∀ S > 0.1 kHz
A transmission directe Lignes chargées 0.2 0.25 pi4 ,
pi
8 ∀ S > 0.1 kHz
A commutation de ligne Lignes à délai 0.3 0.25 ∀ ∀ S > 0.1 kHz
Filtres 0.25 0.25 ∀ ∀ S > 0.1 kHz
Métamatériaux 0.25 0.25 ∀ ∀ S > 0.1 kHz
Schiffman 0.3 0.25 π, pi2 ∀ S > 0.1 kHz
Continus A transmission directe A Ferrite 0.1 0.25 ∀ ∀ < 0.1 kHz > 0.1 kHz
A inductance cinétique 0.25 0.25 ∀ ∀ > 0.1 kHz > 0.1 kHz
Déphaseurs guide d’onde
Discrets A commutation de ligne Lignes à délai 0.3 0.25 ∀ ∀ < 0.1 kHz > 0.1 kHz
Continus A transmission directe A Ferrite 0.1 0.25 ∀ ∀ < 0.1 kHz > 0.1 kHz
Guide rotatif 0.3 0.25 ∀ ∀ < 0.1 kHz > 0.1 kHz
Table 8.1: Récapitulatif des propriétés et des critères de sélection pour les principaux types de
déphaseurs. S symbolise le Commutateur dans les cas où les critères se trouvent reportés sur les
commutateurs. Il est aussi à noter que la largeur de bande mentionnée pour les déphaseurs discrets
concerne seulement les branches de déphasage et ne prend pas en compte l’effet des commutateurs.
Par exemple, si n = 15, il suffit d’avoir p = 4 avec k1 = 1, k2 = 3, k3 = 5, k4 = 7 et δij prenant les
valeurs du tableau 8.2.
Les propriétés de transmission des modulateurs de phase à commutation de ligne sont aussi
affectées par les commutateurs utilisés. Ces derniers fixent aussi la la fréquence maximale de mo-
dulation.
8.6.3.1 Commutateurs
Comme montré dans la section 8.5.1, les commutateurs peuvent être représentés par une im-
pédance de charge infinie ou nulle dans l’état “arrêt”. L’impédance infinie correspond à un circuit
ouvert dans le cas d’une intégration en série. Cette configuration est préconisée en ligne micro-
ruban mais peut aussi être utilisée en ligne coplanaire. L’impédance nulle correspond à un circuit
fermé dans le cas d’une intégration en parallèle. Cette dernière configuration est plus efficace en
ligne coplanaire qu’en micro-ruban car la masse (coplanaire) se trouve sur le même plan. Plusieurs
technologies ont été introduites précédemment. Leurs performances typiques sont présentées sur le
tableau 8.3. Il faut cependant garder à l’esprit que ces performances peuvent dépendre de plusieurs
paramètres dont la gamme de fréquence de travail. A partir de l’équation (8.4) et des propriétés
du tableau 8.3, il est possible de calculer un facteur de qualité pour chacune des technologies de
commutateur. Nous pouvons voir sur la figure 8.19 que les facteurs de qualité des diodes PIN,
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∆φiBranche de déphasage


















Figure 8.18: Différents circuits de déphasage.
i ∆φi δi1 δi2 δi3 δi4
1 2π
15
1 0 0 0
2 4π
15
0 1⋆ 1⋆ 0
3 2π
5
0 1 0 0
4 8π
15
1 1 0 0
5 2π
3
0 0 1 0
6 4π
5
1 0 1 0
7 14π
15
0 0 0 1
8 16π
15
1 0 0 1
9 6π
5
1 1 1 0
10 4π
3
0 1 0 1
11 22π
15
1 1 0 1
12 8π
5
0 0 1 1
13 26π
15
1 0 1 1
14 28π
15
1† 0 0 0
15 2pi 0 1 1 1
Table 8.2: Détails de la séquence de déphasage pour le schéma de la figure 8.18(3) avec n = 15 et
p = 4. ⋆ La référence est fixée à i = 3 et la branche de déphasage à i = 1. † La référence est fixée
à i = 15 et la branche de déphasage à i = 1.
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Technologie SIS MEMS TEC Diode PIN Pont supra-
conducteur












-45 dB -50 dB -14 dB
-30 dB














100 ns 10 ns
Température 4 K 300 K 300 K 300 K 4 K
Complexité 3 2 5 4 1
Références [11] [112] [113, 96] [113, 96] [12, 90]
Table 8.3: Propriétés typiques des principales technologies de commutateurs. La complexité prend
en compte l’adaptation à des substrats et des montages différents et la répétabilité du procédé de
fabrication. Notons que cette complexité augmente aussi avec la fréquence d’onde : 1 correspond à
la technologie la moins complexe et 5 à la plus complexe.
des TEC et des ponts supra-conducteurs sont supérieurs aux autres. Les ponts supra-conducteurs
présentent le niveau de complexité le moins élevé. Ils sont aussi faciles à fabriquer, ont une longue
durée de vie (pas de partie mobile) et fonctionnent à température cryogénique (4 K).
Comme les autres commutateurs SPST, il est possible d’utiliser le pont supra-conducteur en
parallèle ou en série avec une ligne de transmission. Le fonctionnement est basé sur une désa-
daptation d’impédance importante d’une section d’une ligne causée par le changement d’état de
supra-conducteur à normal. Cette transition est réalisée par chauffage au dessus de la température
critique ou par introduction d’un courant supérieur au courant critique. Les représentations des
configurations en série et en parallèle, ainsi que les circuits équivalents associés, sont montrées
sur les figures 8.20 et 8.21. Nous pouvons voir que, dans les deux cas, l’apport de courant ou le
chauffage par ligne (et non optique) nécessite des capacités de part et d’autre du commutateur
pour bloquer le courant continu (blocage DC) et ne pas faire transiter le reste de la ligne qui doit
rester supra-conducteur. Les lignes qui apportent le courant sont aussi des inductances qu’on appel-
lera inductances parasites. Ils peuvent cependant être dimensionnés afin d’améliorer l’adaptation
d’impédance et réduire les effets de résonance dûs aux capacités de blocage DC. Le montage série
présente l’avantage de s’adapter à la configuration micro-ruban et coplanaire. Nous considérerons
alors ce dernier montage pour le dimensionnement d’un commutateur en ligne coplanaire.
Dimensionnement d’un commutateur à pont supra-conducteur
Le passage de l’état marche à l’état arrêt correspond au passage de l’impédance










   SIS
   MEMS
   FET
   Diode PIN
   Pont Supra
050100150200250300350
Facteur de qualité
Figure 8.19: Comparaison des facteurs de qualité associés aux différentes technologies de commu-
tateur. Notons que les données disponible concernant ces commutateurs sont limitées à certaines
fréquences et certaines température. Par exemple, la diode PIN est très rarement utilisée dans

















Figure 8.20: Configuration en parallèle d’un commutateur à pont supra-conducteur dans une ligne
coplanaire. Dans le circuit équivalent associé, nous pouvons voir les paramètres Ll et Cl de la ligne
supra-conductrice supposée sans pertes et les capacités de blocage DC CDC . Ici le substrat a une
conductance négligeable. Le pont est représenté par une impédance de charge variable ZL, pouvant














Figure 8.21: Configuration en série d’un commutateur à pont supra-conducteur dans une ligne
coplanaire ou micro-ruban. Dans le circuit équivalent associé, nous pouvons voir les paramètres Ll
et Cl de la ligne supra-conductrice supposée sans pertes et les capacités de blocage DC CDC . Ici
le substrat a une conductance négligeable. Le pont est représentée par une impédance de charge
variable ZL, pouvant être faible (cas passant) ou grande (cas bloquant).
avec Rn la résistance normale, Lg l’inductance géométrique, Lk l’inductance cinétique, ω = 2πν, ν
la fréquence et C la capacité. L’efficacité de commutation est donc d’autant plus importante que
la résistance normale Rn est grande. Voici, d’après [114], les résistivités de quelques matériaux qui






Le NbN(2) 11 présente l’avantage d’être facile à déposer et d’avoir une haute résistivité normale.
En plus, tout le circuit peut être fait par ce même métal.
Dans la suite, nous allons tenter de dimensionner le pont supra-conducteur constituant le com-
mutateur. Nous devrons, par ailleurs, fixer certains critères comme la température de fonctionne-
ment et la température dans le cas d’un réchauffement par résistance. Un des critères importants
qui influencent la taille du composant est la puissance nécessaire pour le faire transiter à l’état nor-
mal. Fixons la contrainte thermique à une dissipation de puissance inférieure à 0.5mW/m. Prenons
le cas d’un chauffage par une résistance. D’après [88], la puissance dissipée par unité de longueur
est égale à :
P1 = AS
(
T 3.6e − T 3.6l
)
(8.25)
11. La résistivité du NbN est conditionnée par la densité de Nitrure et de Niobium. Il s’agit de paramètres étroite-
ment liés au procédé de fabrication. Récemment, les techniques ont permis d’obtenir des résistivités de 1000 µΩ.cm.
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où A est une constante empirique mesurée 1.07 105 W/cm3K3.6 pour le NbN, S la section du pont,
Te la température d’électron (après réchauffement), Tl la température de l’alliage. Si Te = 10K
(Tc = 8.9K) et Tl = 4K, alors S = 1.2 10−18m2. Dans le cas de l’injection d’un courant continu,
la puissance nécessaire pour faire transiter la section de ligne est :
P = J2c S2Rn (8.26)
avec Jc la densité de courant critique etRn la résistance normale. Pour le NbN(2), Jc = 1.6 106 A/cm2
et Rn = 10−3 Ω.cm. Si S = 1.2 10−18m2, comme calculé dans le cas d’une résistance chauffante,
alors la puissance dissipée par injection de courant est P = 3.8 10−27W/m. Cette puissance, de
loin inférieure au cas d’un chauffage par résistance pour une même section de ligne, nous pousse
à choisir l’injection de courant pour faire commuter la ligne. Ceci est d’une grande importance
dans le cas de réseaux de composants. Nous pouvons déjà fixer l’épaisseur de la métallisation t
à 400 nm 12 car celle-ci doit être supérieure à la profondeur de pénétration London (250 nm pour
NbN) pour éviter les pertes dues aux courants de surface. Dans ce cas, si P < 0.5mW/m, alors
w < 11 µm.
Nous considérons une ligne coplanaire d’impédance caractéristique Z0 = 50Ω. Un avantage de
cette géométrie est aussi de pouvoir varier les paramètres géométriques de manière relative tout en
gardant la même impédance caractéristique. Ceci permet de dimensionner une section très fine avec
une impédance de 50Ω. Nous faisons varier la largeur du ruban central de la ligne linéairement de
200 µm à 2 µm. Dans le même temps, la distance au plan de masse varie linéairement de 120 µm à
1.2 µm. La longueur du pont est alors, d’après l’équation (8.26), 25 µm. Ce dimensionnement n’est
valable que dans le cas où l’épaisseur de la métallisation est maintenue constante. Pour nous cette
épaisseur t = 400 nm est supérieure à la profondeur de pénétration London du NbN (250 nm) ; ce qui
fait que l’inductance géométrique domine l’inductance cinétique. La capacité qui bloque le courant
continu doit être maximale afin de perturber le moins possible la transmission dans la gamme de
fréquence considérée. Nous travaillons entre 75GHz et 110GHz et fixons la longueur de la coupure
qui constitue la capacité à 10 µm. La ligne qui polarise le pont doit avoir une largeur supérieure
à celle du pont car elle ne doit pas transiter à l’état normal lorsqu’une puissance P = 0.64mW
la traverse. Nous fixons cette largeur à 50 µm en l’élargissant graduellement afin de réduire la
dissipation thermique. D’autre part, cette ligne est tournée d’un angle optimisé pour perturber
le moins possible le signal radio-fréquence se propageant dans un sens et absorber une partie du
signal réfléchi, minimisant ainsi les résonances. Notons aussi qu’une fine couche diélectrique (1 µm
de Si3N4) sépare le métal de la ligne qui achemine le courant du plan de masse. Elle permet une
séparation électrique et une thermalisation plus efficace pour accélérer le temps de commutation.
La géométrie complète est représentée sur la figure (8.22).
La transmission du dispositif dans l’état marche et son isolation dans l’état arrêt sont représentés
sur la figure 8.23. La transmission est simulée avec CST MWS 13 et montre une transmission










où Z0 = 50Ω et ZL2 est l’impédance du pont dans l’état normal (voir équation 8.24). Pour le calcul
de ZL2, le ruban central est dans l’état normal et le plan de masse à l’état supra-conducteur. La
figure 8.23 montre cette isolation.
12. L’épaisseur est fixée par rapport au procédé de fabrication qui nous permet d’avoir une épaisseur maximale
de NbN avec un dépôt uniforme.
13. Computer Simulation Technology® Microwave Studio (CST MWS) est un simulateur électromagnétique














Figure 8.22: Schéma de la géométrie optimisée du circuit contenant le pont supra-conducteur.
Nous pouvons voir, en rouge, les lignes qui apportent le courant continu. La séparation entre
ces lignes et le plan de masse est assurée par 1 µm de Si3N4. Le substrat utilisé est du Silicium de
280 µm d’épaisseur. wligne = 200µm, sligne = 120µm, wpont = 2µm, spont = 1.2 µm, lpont = 25µm.
L’épaisseur de la métallisation est de 400 nm. Pour plus de clarté, le schéma n’est pas à l’échelle.












































Figure 8.23: Transmission (état marche) et isolation (état arrêt) du commutateur à pont supra-
conducteur. La géométrie et les paramètres considérés sont ceux de la figure 8.22. La constante
diélectrique du Silicium est 11.9 et celle du Si3N4 est 3.4. Dans l’état marche le métal est parfait.










































Figure 8.24: Atténuation différentielle en fonction de la fréquence et du déphasage pour une
ligne à délai coplanaire supra-conductrice faite de NbN(2) sur un substrat de Silicium de 280 µm
d’épaisseur et de constante diélectrique 11.9.
8.6.3.2 Lignes à délai


















où ω = 2πν, ν la est fréquence de l’onde , c la vitesse de la lumière, C la capacité par unité de
longueur, R la résistance de surface par unité de longueur, L l’inductance par unité de longueur, εr
la permittivité diélectrique effective de la ligne, et µr sa perméabilité magnétique effective. Outre la
taille du circuit qui peut nécessiter plusieurs branches de déphasages différentes (voir figure 8.18),
le risque est d’avoir une atténuation différentielle dépendante du déphasage. Comme nous pouvons
le voir dans la figure 8.24, cette modulation est très faible pour les lignes supra-conductrices.
8.6.3.3 Métamatériaux planaires
Les métamatériaux planaires font partie des branches de déphasage à éléments localisés (voir
section 8.3). Comme les filtres, ils sont constitués d’éléments inductifs et capacitifs introduits
dans des lignes micro-rubans ou coplanaires. La différence est que, pour les métamatériaux, ces
éléments constituent des cellules espacées d’une distance p < λg/4 (avec λg la longueur d’onde
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effective dans le milieu) et répétées d’une manière périodique 14. Le dimensionnement de telles
branches de déphasage passe par la détermination de paramètres tels que LR, CR, LL, CL (voir
figure 8.14) en fonction de critères critiques.
D’après [101], deux méthodes peuvent être utilisées pour dimensionner les lignes CRLH. La
première prend en compte la largeur de bande, l’impédance caractéristique et la fréquence centrale.































avec ν0 la fréquence centrale, ∆ν la largeur de bande et Z0 l’impédance caractéristique. Dans la
deuxième méthode, le critère est la différence de phase introduite par la ligne CRLH par rapport













ωc (φ1 − φ2) (8.38)
CL =
2N
Z0ωc (φ1 − φ2) (8.39)
où N est le nombre de cellules, φ1 la phase introduite par la ligne RH, φ2 la phase introduite par
la ligne CRLH, Z0 l’impédance caractéristique et ωc la fréquence de transition entre l’aspect main
droite et main gauche aussi exprimée dans l’équation (8.14). Ces deux méthodes, apparemment
différentes, sont en fait complémentaires car les paramètres de la branche CRLH doivent être opti-
misés pour offrir un déphasage contrôlé et large-bande. Le dimensionnement donne alors l’intervalle
d’optimisation de LL, CL, LR et CR.
8.6.4 Cas des candidats à inductance cinétique, dimensionnement et étude
Nous cherchons ici à moduler la phase d’une ligne planaire supra-conductrice en modifiant son
inductance cinétique. En effet, la phase d’une telle ligne est :
φ = ωl
√
(Lg + Lk)C (8.40)
où l est la longueur de la ligne, Lg est son inductance géométrique, Lk son inductance cinétique,







C (Lg + Lk1)
− 1√
C (Lg + Lk2)
]
(8.41)
14. La constance de la distance qui sépare les cellules n’est pas nécessaire. Elle permet cependant de faciliter la
modélisation et la compréhension des phénomène de propagation dans ce type de ligne.
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où Lk1 est l’inductance cinétique de référence et Lk2 l’inductance cinétique variable.
Pour un film supra-conducteur, l’inductance cinétique peut être variée par l’injection d’un courant
de quasi-particules ou l’augmentation de la température. Elle est exprimée par :
Lk = Lk0ξ (8.42)
où
Lk0 = µ0λL (8.43)
est l’inductance cinétique à courant nul pour un film épais, µ0 est la perméabilité magnétique







, λ0 la profondeur de pénétration London, T la température,
Tc la température critique. ξ est un facteur qui corrige Lk0 pour un film mince et introduit une
dépendance en courant de quasi-particules I. D’après [110] et [115], quatre cas se présentent :
1. I < Ic


















2. I > Ic
































avec w la largeur du film, t l’épaisseur du film, Jc la densité de courant critique et Ic le
courant critique.
Il a été constaté que le courant I injecté induit une augmentation de la résistance et qu’une
diminution notable de l’inductance cinétique est observée à partir d’une certaine valeur de courant.
Cette diminution a été estimée dans [116] en considérant une inductance effective :
Leff = L (I)− iωR (I)2 C (8.48)
où L est l’inductance, R la résistance et C la capacité. Cet effet peut être expliqué par l’apparition
de vortex magnétiques dans le supra-conducteur [117] et d’effets tunnels [118] intervenant entre des
grains supra-conducteurs et des grains ayant transité à l’état normal (impuretés). Cependant, cet
effet n’apparaît que lorsque le courant I est proche du courant Ic. Nous avons alors tout intérêt à
garder I ≪ Ic. La figure 8.25 montre la variation de l’inductance cinétique en fonction du courant
I injecté, pour un film fin de NbN à T = 4K.
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Figure 8.25: Inductance cinétique en fonction du courant injecté pour un film de NbN de 200 nm
d’épaisseur et de 2 µm de largeur.
La géométrie de ce dispositif de déphasage est fidèle à la figure 8.22 du commutateur à pont
supra-conducteur. La différence est que nous ne faisons pas transiter le pont à l’état normal mais
changeons simplement son inductance cinétique. Comme le montre l’équation (8.42), ceci peut être
réalisé par l’injection d’un courant I < Ic, avec Ic le courant critique ou par la variation de la
température T < Tc (Tc étant la température critique) au moyen d’un chauffage optique ou résistif





Le guide coplanaire (voir chapitre 5) présente l’avantage de pouvoir varier l’inductance cinétique
tout en conservant la même impédance caractéristique 15. Considérons donc ce type de guide avec




≃ 1830 , avec w la largeur du ruban central et S la distance au plan de masse pour un substrat
de Silicium de 280 µm d’épaisseur. Il suffit alors de varier w ou S en gardant le rapport constant.
Il est clair, d’après les équations (8.44), (8.45), (8.46) et (8.47), que la variation de l’épaisseur t
du film influe aussi sur l’inductance cinétique. La figure 8.26 montre la variation du facteur ι de
l’équation (8.49) en fonction de w et t.
La première chose à regarder est la transmission de la ligne de déphasage sans injecter de
courant. Pour cela, considérons que la ligne est insérée dans un circuit (A). Le circuit (A) est, pour
nous, une ligne coplanaire supra-conductrice dont les caractéristiques sont les suivantes :
– Une épaisseur de métallisation (plan de masse et ruban central) t1 > λ0, λ0 étant la profon-
deur de pénétration London.


































Figure 8.26: Rapport de l’inductance cinétique sur l’inductance géométrique pour une ligne co-
planaire, en fonction de la variation de l’épaisseur t du ruban central et de sa largeur w. l’épaisseur
du plan de masse est maintenue constante et la distance qui sépare le ruban central du plan de
masse est S = ℘0w avec ℘0 = 1830 .
– Une largeur de ruban central w0.
– Un espacement avec le plan de masse S0 = ℘0w0.






avec C0 sa capacité, Lg0 son inductance géométrique et Lk0 son inductance cinétique 16. En ce qui
concerne la ligne de déphasage, elle présente les caractéristiques suivantes :
– Une épaisseur de métallisation du plan de masse t1 > λ0, avec λ0 la profondeur de pénétration
London.
– Une épaisseur de métallisation du ruban central t2 < λ0.
– Une largeur de ruban central w = w0.
– Un espacement avec le plan de masse S = ℘w.






où Lg est son inductance géométrique, Lk son inductance cinétique et C sa capacité. A cause de
la différence des épaisseurs de métallisation du plan de masse et du ruban central et l’implication
de celles-ci dans l’inductance cinétique, il est nécessaire de différentier le rôle du plan de masse et
du ruban central. Pour cela, exprimons l’inductance cinétique par :
Lk = Lkg + Lkc (8.52)
16. Voir chapitre 5 pour plus de détails sur le calcul des paramètres des lignes coplanaires.
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Figure 8.27: Transmission du montage sans injection de courant, pour du NbN supra-conducteur
à T = 4K , t1 = 300 nm et t2 = 30nm, 50 nm, 100 nm et 200 nm, ℘ = w/S, w étant la largeur du
ruban central de la ligne et S la séparation avec le plan de masse.
où
Lkg = Lk0 (t1) ̺g (8.53)
est l’implication du plan de masse et
Lkc = Lk0 (t1) ξ̺c (8.54)
celle du ruban central, avec Lk0 l’inductance cinétique exprimée dans l’équation (8.43), ξ le facteur
correctif par l’épaisseur et la dépendance en courant et ̺g et ̺c sont des facteurs liés aux contri-
butions respectives du plan de masse et du ruban central à l’inductance cinétique. Les expressions























)− k0 ln( 1+k01−k0)]
4w (1− k20)K (k0)2
(8.56)
avec w la largeur du ruban central, S la distance entre le ruban central et le plan de masse, t
l’épaisseur de la métallisation, k0 = ww+2S et K (k0) l’intégrale elliptique de la première espèce de
k0. Nous nous attendons naturellement à une désadaptation d’impédance à cause de la différence
d’épaisseur de métallisation entre le circuit (A) et le ruban central de la ligne de déphasage. Afin
de quantifier cette désadaptation, nous calculons, d’après [14], le paramètre de diffusion S21 du
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montage (voir annexe B) :
S21 =
2





avec Z0 l’impédance caractéristique du circuit (A), β = ωc
1√
LC
, ω = 2πν, ν la fréquence d’onde,
c la vitesse de la lumière, l la longueur de la ligne, L son inductance, C sa capacité et Z son














Nous calculons |S21| en fonction de la fréquence d’onde et pour différentes valeurs d’épaisseur t2 du
ruban central de la ligne de déphasage. Par suite, nous faisons varier ℘ dans l’espoir de compenser
l’effet de ∆t = t1 − t2 6= 0. La figure 8.27 montre cependant qu’il en est autrement. En effet,
l’inductance cinétique étant dominante, seule la diminution de ∆t permet réellement d’augmenter
|S21|. Ce résultat à l’appui, nous fixerons dans la suite ∆t à 200 nm.
Regardons maintenant l’effet de l’injection d’un courant continu dans le ruban central sur la

























où l est la longueur de la ligne, C sa capacité, Lg son inductance géométrique, I le courant variable,
Ic le courant critique, ω = 2πν, ν la fréquence d’onde, λL la profondeur de pénétration London (à
la température T ), c la vitesse de la lumière, ̺g et ̺c les facteurs géométriques de la ligne coplanaire
exprimés dans les équations (8.55) et (8.56). Nous pouvons voir sur la figure 8.28 que, en variant
le courant I de 0A à 100 µA pour une ligne d’une longueur de 200 µm, , ∆φ peut prendre toutes
les valeurs entre 0 et 2π et ceci avec une dépendance linéaire de la fréquence ν. Nous sommes donc
bien en présence d’un comportement d’une ligne à délai continu d’une longueur de 200 µm.
Il est évident qu’un tel changement provoque une désadaptation d’impédance. Afin de l’évaluer,
définissons la quantité :
Υ = Zvar − Zref , (8.60)
où Zvar est l’impédance variable (courant variable) est Zref l’impédance de référence (courant
nul).
La figure 8.29 montre une désadaptation d’impédance Υ qui n’excède pas 4 10−3, pour une
variation de courant suffisante pour atteindre toutes les valeurs de déphasage. Nous pouvons re-
marquer que le courant Imax = 0.1mA reste petit devant le courant critique Ic = 6.4mA pour la
géométrie considérée.
Il est important aussi de regarder la dissipation de puissance qui résulte de l’injection du courant
I. Cette puissance peut être exprimée par :
P = I2Rs (8.61)
où Rs est la résistance de surface de la portion de ruban central dans laquelle et injecté le courant.
Pour un courant de polarisation injecté n’excédant pas 10−4A et pour une ligne de déphasage ayant
les mêmes dimensions et propriétés que celles utilisées dans la figure 8.29, la puissance dissipée
maximale est 10−8 W/m.
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I = 0 µA I = 50 µA I = 100 µA
Figure 8.28: Déphasage introduit par la ligne dans la bande W en fonction du courant injecté.
8.7 Mesure de phase
La précision d’une mesure vectorielle de la phase reste, de loin, inférieure aux exigences de
l’instrument QUBIC (10−4 rad). Il n’est donc possible d’utiliser un analyseur vectoriel pour carac-
tériser un déphaseur que comme première approche. Une alternative consiste à utiliser un système
interférométrique alimenté par une source monochromatique (diode Gunn) ou un corps noir (dans
un second temps) et mesuré par des détecteurs de puissance ultrasensibles (bolomètres supra-
conducteurs). Pour illustrer cette idée, considérons le schéma de la figure 8.30. Le signal est émis
par une diode Gunn insérée dans un guide d’onde rectangulaire. La puissance est ensuite divisée de
manière équiphase pour alimenter deux guides d’onde rectangulaires. Au bout de ces guides, deux
transitions guide d’onde - ligne planaire transmettent le signal vers deux circuits (planaires). Le
premier sert pour la mesure tandis que le second sert pour la calibration. Le déphaseur considéré a
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Figure 8.29: Désadaptation d’impédance Υ causée par le courant injecté.
deux état de fonctionnement : l’état 1 dans lequel il introduit un déphasage ∆φ = 0° et l’état 2 dans
lequel il introduit un déphasage ∆φ = ϕ. Si nous considérons une source quasi-monochromatique,







P2 étant la puissance mesurée par le bolomètre 2 et ∆φ le déphasage introduit par le déphaseur.
Notons que la branche basse du circuit 1 est identique aux deux branches du circuit 2. Si le
déphaseur introduit une atténuation dépendante de ∆φ, alors celle-ci peut être mesurée dans un
troisième circuit calibré pour une mesure directe de la puissance (pas d’interférométrie) en fonction
de du déphasage. Dans le cas contraire, le déphasage ∆φ peut être extrait à partir des puisssances
























Figure 8.30: Schéma d’un dispositif interférométrique de caractérisation de la phase.
8.8 Conclusion
Une revue des modulateurs utilisables pour l’observation du CMB a été présentée. La figure
8.31 en expose les grandes lignes. Nous nous sommes aussi intéressés de près aux modulateurs
de phase afin de sélectionner des candidats potentiels pour l’instrument QUBIC. La modulation
fréquentielle associée au déphaseur guide d’onde est actuellement étudiée au sein de la collaboration.
Les lignes à délai constituent la solution la plus simple. Cependant, leur dépendance en fréquence
fait qu’un grand nombre de valeurs de déphasage et donc de branches de déphasage est requis.
Ceci augmenterai sensiblement les pertes dues aux jonctions des branches de déphasages et aux
commutateurs. Deux solutions peuvent être envisagées pour résoudre le problème. La première est
l’utilisation de métamatériaux planaires pour augmenter la largeur de bande et, ainsi, diminuer le
nombre de branches de déphasage. En ce qui concerne les commutateurs, la technologie qui semble
la plus adaptée à nos besoins est celle des ponts supra-conducteurs. Les déphaseurs à inductance
cinétique constituent de mon point de vue la meilleure solution. En effet, ceux-ci sont les plus
compacts, les plus rapides et peuvent donner une infinité de valeurs de déphasage pour une faible
dissipation de puissance. Un prototype à 20GHz est actuellement en cours de conception. Le bon
contrôle de la phase, qui est un des critères pour QUBIC, dépend alors du bon contrôle du courant
de polarisation. La mesure est aussi un point critique au vu de la grande précision requise. Celle-ci
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9.1 Introduction
La plupart des choix technologiques pour le premier module de l’instrument QUBIC ont été
choisis (voir chapitre 4). Il s’agit principalement de technologies disponibles dans la collaboration.
Les composants planaires n’ont pas encore la maturité nécessaire. Ils offrent pourtant des per-
formances difficiles à atteindre par les techniques classiques (quasi-optique et guide d’onde). Les
progrès dans les domaines de la supraconductivité, des métamatériaux et les techniques de dépôt
de couches minces les rendent de plus en plus compétitif. Il est alors difficile de s’empêcher de
penser à un interféromètre bolométrique entièrement planaire utilisant OMT, déphaseurs, filtres
et combinateurs de puissance sur un assemblage en mosaïque de substrats. Nous disposerions alors
d’un instrument offrant une compacité peu commune et un candidat compétitif pour un éventuel
projet de satellite dédié à la mesure des modes B de polarisation du fond diffus cosmologique.
Avant cela, il y a encore du chemin à parcourir :
1. Réalisation de composants planaires
2. Caractérisation cryogénique à haute précision de composants supra-conducteurs.
3. Assemblage en polarimètre.
4. Démonstrateur d’interféromètre additif planaire large-bande.
5. Intégration dans un module de QUBIC.
Les différentes collaborations nationales (BSD pour B-mode Superconducting Detectors, DCMB
pour Développement Concerté de Matrices de Bolomètres) et internationales (QUBIC) sont autant
d’efforts déployés dans ce sens.
9.2 Processus de fabrication de structures planaires
Les procédés de dépôt et de gravure de couches minces peuvent être critiques pour la fabrication
des structures planaires. Par exemple, pour fabriquer les dispositifs présentés dans ce manuscrit
(OMT, transition guide d’onde - micro-ruban), nous nous sommes intéressés de près à la validation
des processus de dépôt et de structuration de membranes SiO2/Si3N4/SiO2 (voir annexe F). Ceci
a été réalisé conjointement au LERMA (Laboratoire d’Etude du Rayonnement et de la Matière
Astrophysique) et à l’IEF (Institut d’Electronique Fondamentale) dans le cadre de la collaboration
française BSD (B-mode Superconducting Detectors). Comme nous l’avons vu dans le chapitre 8, le
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contrôle de la qualité des dépôts (résistivité normale, pureté, épaisseur) est très important. Ainsi, en
collaboration avec le Commissariat à l’Energie Atomique (CEA - Grenoble), nous pourrons bientôt
disposer de dépôts de NbN de très haute qualité : épaisseur allant jusqu’à 30 nm, résistivité normale
de 1000 µΩ.cm, dépôts multi-couches. D’autre part, un banc de pulvérisation multi-chambre est
attendu à l’IEF cette année. La fabrication des bolomètres mise à part, il permettra de réaliser
des dépôts de NbSiN et de NbAlN ; soit des résistivités normales allant jusqu’à 20mΩ.cm pour des
températures critiques comparables à celles du Niobium.
9.3 Mesures cryogéniques
Les mesures cryogéniques ont naturellement une importance capitale dans l’étude et le dé-
veloppement des composants supra-conducteurs. De plus, le comportement des matériaux supra-
conducteurs à hautes fréquences (longueurs d’onde millimétriques) n’est pas encore bien compris et
nécessite des investigations poussées. Au laboratoire APC (AstroParticule et Cosmologie) à Paris,
nous avons commencé la fabrication d’une canne cryogénique (4K) pour la caractérisation de com-
posants dans la bande W (75GHz – 110GHz) avec un étalonnage cryogénique à base simple. Dans
la collaboration QUBIC, deux autres bancs cryogéniques sont disponibles. Une canne cryogénique
utilisant une calibration à 300K (Manchester) et une enceinte cryogénique offrant une surface à
4K de 450 cm2 et utilisant un étalonnage cryogénique à huit ports. Nous envisageons aussi, au
laboratoire APC, la fabrication d’un système plus complet que la canne cryogénique basé sur
un refroidissement à tube pulsé. Il permettrait d’utiliser une interface de calibration multi-ports.
L’avantage de ce dernier banc est sa facilité de mise en oeuvre et sa stabilité thermique.
Dans les systèmes cryogéniques de caractérisation vectorielle à quatre ports (par exemple, la
canne cryogénique à Paris), la seule calibration envisageable à basse température est la base simple.
Elle consiste à éviter l’atténuation due au montage en reproduisant celui-ci sans le composant à
mesurer. Par exemple, dans le cas de la mesure de composants planaires utilisant une transition
planaire - guide d’onde, elle permet de réduire l’atténuation introduite par la transition en ques-
tion. Cependant dans un dispositif de mesure dit “hybride” 1 comme celui utilisant la transition
planaire - guide d’onde, cette calibration ne permet pas de récupérer la constante de propagation
complexe “effective” du système. Pour y arriver, une calibration dite TRL (Thru Reflection Line)
multi-ligne ou TRO (Thru Reflection Open) peut être utilisée (voir [14] pour plus de détails sur les
différents types de calibrations vectorielles). D’autres méthodes existent mais ces deux dernières
ont l’avantage de ne pas nécessiter de connaître les propriétés des composants utilisés pour la cali-
bration. En pratique, un bon étalonnage prenant en compte les effets thermiques permet d’extraire
l’impédance caractéristique du système de mesure (incluant l’interface et l’analyseur vectoriel).




où S11 est la réflexion mesurée en terme de paramètres de diffusion (voir annexe B). Les intérêts
de la connaissance de cette impédance sont multiples :
– Déterminer l’importance de l’inductance cinétique d’une ligne planaire dans l’impédance en
fonction de la fréquence et des paramètres géométriques et vérifier ou corriger les modèles en
cours.
– Déterminer l’implication des propriétés du substrat utilisé. Ceci permettrait de retrouver la
constante diélectrique de matériaux à basse température et aux fréquences radio. En effet
les base de données disponibles souffrent d’une réelle carence lorsqu’il s’agit de retrouver les
propriétés des diélectriques à basse température et dans les longueurs d’ondes millimétriques.









Figure 9.1: Exemple d’un schéma de conception d’un polarimètre planaire. (1) OMT ; (2) rajout
radial pour la réduction de la désadaptation d’impédance due aux coudes à fort angle ; (3) charge ;
(4) croisement de lignes “crossover ” ; (5) coupleur hybride 180° en anneau ; (6) filtre passe-bas ; (7)
déphaseur ; (8) bolomètre.
Ce manque est problématique pour la simulation et la conception de composants planaires
supra-conducteurs.
9.4 Polarimètre planaire
Les OMT et les transitions guides d’onde - micro-ruban sont actuellement en cours de carac-
térisation. La transition micro-ruban guide d’onde permettra la caractérisation cryogénique des
filtres, déphaseurs, coupleurs hybrides,... Par la suite, un polarimètre planaire pourra être réalisé.
La figure 9.1 présente un exemple de conception d’un polarimètre.
9.5 Interféromètre additif planaire
La clé de l’interférométrie additive est le combinateur de puissance. Pour QUBIC, nous avons
opté pour un combinateur quasi-optique. Il existe une alternative à ce choix : un combinateur
entièrement planaire. Il faut insister ici sur le fait qu’il s’agit d’un “full power combiner”. C’est
à dire que le nombre de ports d’entrées doit être égal au nombre de ports de sorties afin de
ne pas perdre de puissance. Le combinateur planaire de type Butler [120] est le plus connu. Il est
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cependant difficile à réaliser pour un grand nombre de ports car cela nécessiterait un grand nombre
de croisements de ligne. Ces croisements de ligne peuvent être critiques car ils entraîneraient une
contamination entre les signaux correspondants à des polarisations différentes, d’où une polarisation
croisée supplémentaire.
Remarquons que ce que nous attendons d’un combinateur de puissance dans le cas de QUBIC





où j est le numéro de port de sortie et n le nombre de ports d’entrée. Le combinateur de type
Butler donne des coefficients χi égaux ; ce qui n’est pas une nécessité dans notre cas.
Prenons d’abord deux ports d’entrée avec deux champs incidents E1 et E2. Si ceux-ci alimentent









Un autre composant qui peut nous être utile est l’inverseur ou coupleur 0 dB [121] qui nous permet
de nous affranchir du croisement de ligne. Maintenant, considérons quatre ports d’entrée. Un
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Coupleur hybride π Coupleur 0 dB (inverseur)
Figure 9.2: Schéma d’un combinateur de puissance planaire à huit ports.
E1, E2, E3, E4 sont les champs entrants et E5, E6, E7 et E8 sont les champs sortants. En étendant







où Ei est le champ entrant, i le numéro de port d’entrée avec i ∈ {1, ..., n}, Ej le champ sortant,
j le numéro de port de sortie avec j ∈ {1, ..., n} et χij un facteur dépendant du port de sortie et
de la contribution du champ provenant de chaque port d’entrée.
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Le tableau ci-dessous présente une synthèses des expériences dédiées à l’étude du fond diffus
cosmologique depuis 1983. Certains de ces instruments comme DASI ou COBE ont eu un grand
impact sur la cosmologie, d’autre comme SPort ont été fabriqué mais n’ont jamais observé le ciel.
















2001 – Ballon – HEMT
3, 5, 7, 10,
30, 90
















ARGO 1988 1993 Ballon – Bolomètre 150–600
Array for Microwave Background
Anisotropy (AMiBA)
2002 – Sol Hawaï MMIC 86–102
Atacama Cosmology Telescope
(ACT)





2005 – Sol Chili Bolomètres 150, 217
Australia Telescope Compact
Array (ATCA)












Nom Début Fin Type Localisation Technologie
Fréquence
(GHz)
Background Imaging of Cosmic
Extragalactic Polarization
(BICEP)
2006 – Sol Pôle Sud Bolomètres 100, 150
Balloon-borne Anisotropy
Measurement (BAM)




– – Ballon – HEMT 32, 90
Berkeley Illinois Maryland
Associations (BIMA)





1997 2003 Ballon – Bolomètres 90–220
Q and U Bolometric
Interferometer (QUBIC)
2010 – Sol Antarctique Bolomètres
90, 150,
220 ±15%
















CBI Cosmic Background Imager
(CBI)
2002 2008 Sol Chili HEMT 26–36




Cosmological Gene 1999 – Sol HEMT 0.6–36
Degree Angular Scale
Interferometer (DASI)
1999 – Sol HEMT 26–36
The E and B Experiment (EBEX) Ballon Bolomètres 150–450
Far Infra-Red Survey (FIRS) 1989 1989 Ballon Bolomètres 170–680
KU-band Polarization IDentifier
(KUPID)
2003 – Sol HEMT 12–18
Medium Scale Anisotropy
Measurement (MSAM)
1992 1997 Ballon Bolomètres 150–650
Millimeter Anisotropy eXperiment
IMaging Array (MAXIMA)
1995 1999 Ballon Bolomètres 150-240
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Nom Début Fin Type Localisation Technologie
Fréquence
(GHz)
Millimeter Interferometer (MINT) Future – Sol SIS 150
Mobile Anisotropy Telescope
(MAT)
1997 1998 Sol HEMT 30–140
Planck 2009 – Satellite Bolomètres 30–857
Polarization Observations of Large
Angular Regions (POLAR)




Future – Sol Bolomètres 90–240
Polatron Future – Sol Bolomètres 100
Princeton I, Q, and U Experiment
(PIQUE)
2002 2002 Ballon Bolomètres 90
Python 1992 1997 Ballon HEMT 30–90
QMAP 1996 1996 Sol HEMT 30–140
QUaD 2005 – Sol Pôle Sud Bolomètres 100, 150
Q/U Imaging ExperimenT
(QUIET)
2008 – Sol Chili HEMT 40,90
RELIKT-1 1983 1984 Satellite 37




South Pole Telescope South Pole
Telescope
2006 – Sol Pôle Sud
SPIDER 2006 – Ballon





1996 – Sol Bolomètres
150, 220,
350
Tenerife Experiment 1984 2000 Sol Tenerife HEMT 10, 15, 33
TopHat 2 002 – Ballon Bolomètres 150–720
Very Small Array 2002 2008 Sol HEMT 26–36




Quelques rappels sur la théorie des réseaux
vectoriels
B.1 Paramètre de diffusion et matrice ABCD
Soit le dispositif à deux ports représenté sur la figure B.1. Considérons une source générant
une onde pour exciter le dispositif de test. La tension correspond à cette onde est V +1 . Toute onde
réfléchie sur le port 1 a une tension V −1 . Le port 2 est relié à une détection. Le signal détecté
correspond alors à V −2 . Toute réflexion du port 2 est donnée par V
+
2 . Notons que le dispositif













Figure B.1: Dispositif de test et tensions d’onde associées.
Les paramètres de diffusion, aussi appelés paramètres S (Scattering parameters) sont donnés

















où S11 est le coefficient de réflexion du port 1, S22 le coefficient de réflexion du port 2, S21 le gain
ou la perte en transmission directe (du port 1 au port 2) et S12 le gain ou la perte de transmission











caractérise alors entièrement le dispositif.
L’analyseur de réseau vectoriel (VNA) est un outil très utile pour tout instrumentaliste tra-
vaillant dans le domaine des micro-ondes. Il permet, par la mesure des tensions d’onde, de donner
les paramètres de diffusion complexes et donc les propriété en amplitude et en phase. Son domaine
de fréquence opératoire s’étend de 10 kHz à plus de 1THz. Grâce à des VNA de plus en plus stables
et des systèmes de calibration de plus en plus performants, ce type de de mesure gagne de jour en
jour en stabilité.
Il peut être utile de retrouver les propriétés d’une cascade de composants à partir des caractéris-
tiques de chacun. La matrice [S] ne permet pas une telle opération car il ne s’agit pas d’un système












où i le numéro de composants et n le nombre de composants connectés en cascade. Les paramètres
A, B, C et D entretiennent les relations suivantes avec les paramètres S :
A =













(1 + S11) (1− S22) + S21S12
2S21
(B.10)
avec Z0 l’impédance caractéristique des ports d’entrée et de sortie d’un dispositif réciproque donné.
Cette impédance est normalisée à 1 dans le cas d’une mesure vectorielle calibrée.
B.2 Relations entre les champs électriques incidents et sortants d’un
guide d’onde
Nous cherchons ici à déterminer la relation entre le champ électrique incident et sortant d’un


















où E1 est le champ incident, E2 le champ sortant, e la variation de l’amplitude du champ dans une
section de guide d’onde, c un facteur géométrique, β1 la phase de l’onde incidente et β2 la phase
de l’onde sortante. D’après les relations (B.1), (B.2), (B.3) et (B.4), en considérant les facteurs e




exp (iβ2) + S21 exp (−iβ2)
exp (−iβ1) + S11 exp (iβ1) . (B.13)
2. Le formalisme ABCD est à la base un formalisme purement mathématique. Il a cependant révolutionné
























=⇒ E2 = E1V
+
2 exp (iβ2) + V
−
2 exp (−iβ2)
V +1 exp (−iβ1) + V −1 exp (iβ1)














=⇒ E2 = E1
S11
S12
exp (iβ2) + S21 exp (−iβ2)




Dimensionnement de guide d’onde pour un
diplexeur de polarisation planaire
C.1 Guide d’onde carré
Le guide d’onde rectangulaire peut propager les modes TE (transverse électrique) et TM (trans-
verse magnétique) mais pas les modes TEM (transverse électrique magnétique) à partir du moment
où on n’a qu’un seul conducteur. On considère que le guide d’onde est remplit d’un matériaux de
permittivité diélectrique ε et de perméabilité µ . La convention standard est que le côté le plus long
corresponde à l’axe x (a > b 1). La résolution des équations de Maxwell avec les conditions aux
limites (Ex=0 à y=0,b et Ey=0 à x=0,a) permet de retrouver des relations que vérifie l’ensemble






avec kx = nπb , ky =
mπ
a
, kc le nombre d’onde et n et m des entiers (0,1,2,...). Chaque mode







Le mode avec la fréquence de coupure la plus basse est appelé le mode dominant. Lorsque a > b,







A une fréquence donnée f , seuls les modes avec νc < ν se propagent. Les modes avec νc > ν
donnent un terme imaginaire β (ou réel α). Ceci veut dire que tous les composants du champ
décroissent de manière exponentielle à partir de la source d’excitation. Ces modes sont appelés
modes de coupure ou modes évanescents. Si plus d’un mode se propage, le guide d’onde est dit
multi-mode.















l’impédance intrinsèque du matériau qui remplit le guide d’onde, β =
√
k2 − k2c ,
k = 2π
λ
. On peut noter que ZTE est réel quand β est réel (mode de propagation) et imaginaire
quand β est imaginaire (mode évanescent).
Les premiers modes de propagation sont TE10, TE20, TE01 et TE11. Si on ne veut garder que
le premier mode de propagation TE10, ZTE doit être réel : a > λ2 . Si on veut éliminer tous les
autres modes de propagation, ZTE doit être imaginaire ( TE20 → a < λ, TE01 → b < λ2 ). Si
a = b, nous sommes en présence de deux modes de propagation (TE10 et TE01 ) dans un guide
1. a et b sont les côtés du guide d’onde rectangulaire.
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d’onde carré. Ces deux modes de propagation correspondent aux deux polarisations rectilignes que
propage le guide d’onde. Ce guide d’onde, bien que mutli-mode, semble apporter une symétrie
intrinsèque compatible avec la symétrie du champ. Il n’y a pas de polarisation circulaire et l’on
s’attend à une très faible polarisation croisée, de part la symétrie du guide. La seule contrainte qui
apparaît est que, dans un instrument réel, la présence de cornets circulaires introduit une transition
circulaire-carré. Cette transition peut dégrader les performances en excitant des modes supérieurs.
C.2 Guide d’onde circulaire
Dans un guide d’onde circulaire, les modes TEmn qui se propagent sont caractérisés par le





où n représente le nombre de variations angulaires, m le nombre de variations radiales et a le rayon
du guide. La constante de propagation est, alors,
βmn =
√
k2 − k2c (C.6)







n p1n p2n p3n
0 3.832 7.016 10.174
1 1.841 5.331 8.536
2 3.054 6.706 9.970
Table C.1: Valeurs de pmn pour les modes TE d’un guide d’onde circulaire [14].
Le premier mode TE qui se propage est celui qui a la plus petite valeur de pmn. A partir du tableau
C.1, nous pouvons voir que le mode dominant dans un guide d’onde circulaire est le mode TE11.
Parce que m ≥ 1, il n’y pas de mode TE10, mais il y a un mode TE01. Un choix judicieux des
dimensions de guide peut rendre celui-ci mono-mode, ne propageant que le mode TE11. Le guide
d’onde circulaire est souvent considéré comme le plus souhaitable pour des OMT planaires car
celui-ci peut être mono-mode. En plus, il est adapté au cornet circulaire, qui, dans le cas d’un
instrument complet, serait le moins coûteux.
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Conception d’un banc quasi-optique
Afin de mesurer le comportement de certains composants quasi-optiques à des fréquences mil-
limétriques, nous avons entrepris de construire un banc permettant ces mesures. La détection et
l’émission du signal à des fréquences contrôlables sont assurées par un analyseur de réseaux vecto-
riel ABmm. Le faisceau en sortie du cornet corrugué source est gaussien. Le miroir elliptique permet
de récupérer une largeur de faisceau réduite au niveau de l’échantillon à mesurer. La symétrie du
système permet de récupérer la réponse du signal sur un cornet corrugué dédié à la réception et
identique au premier. La conception du banc a été faite avec le logiciel Zemax.






Figure D.2: Cornet corrugué utilisé.
– Largeur du faisceau en sortie du cornet : W0 = 0.64 d2 = 8.2mm.
– Ouverture : 10°.
– Fréquence centrale : 90GHz.
Miroirs
– Miroirs elliptiques.










avec y l’axe optique perpendiculaire au plan de la surface.
– Distance focale : F = a.
Optimisation Zemax
– Choix du type de la surface des miroirs : “Biconic”.










– Les résultats d’optimisation donnent :
– ky = 0.
– kx = 1.
– a = 300mm.
– b = 300√
2
mm.
La surface des miroirs est représentée sur la figure D.3 et la tache d’Airy résultante sur la figure
D.4.










Ici, sont présentés les plans mécaniques des structures de test du diplexeur de polarisation












Description des procédures utilisées pour les
dépôts et structuration de couches minces
Avec Benoit Bélier 1 et Faouzi Boussaha 2
Dans la suite, nous décrivons les étapes de process pour la fabrication de structures planaires
en Nb déposé sur du Silicium. Le dépôt de Nb a une épaisseur de 400 nm et l’épaisseur du Silicium
est de 280 µm. Pour les OMT planaire (chapitre 7), il y a 4 niveaux de masques fournis par la
société Optimask : 1. Masque Nb face avant. 2. Masque Nitrure face avant. 3. Masque Nb face
arrière. 4. Masque Membranes face arrière.
F.1 Procédure de dépôt et structuration de films Nb à l’Observatoire
de Paris (LERMA)
F.1.1 Masque Nb face avant
Nettoyage des substrat
– Nettoyage face avant et arrière : acétone, isopropanol, ultrasons.
Dépôt Nb face avant
– Bâti de pulvérisation : PLASSYS
– Précision du dépôt ±5%. Mesure de la rugosité Nb sur SiO2 à faire.
Enrésinnement face avant
Épaisseur résine ∼ 1.8 µm. Résine S1828.
Insolation
– Aligneur de masque MGIB4. Masques antennes ou autres.0
– Temps d’insolation 8s pour P = 10mW/cm2.
Développement
– MF319 pendant 1mn10s.
– Nettoyage eau après développement et plaque chauffante 110° pendant 1mn30s.
1. Institut d’Electronique Fondamentale.




– RIE (Reactive Ion Etching) MG200.
– Puissance : 60W – RF.
– Mélange de gaz : SF6 (20 sccm) + O2 (6 sccm).
– Vitesse : 4.7 nm/s.





– Sur tournette avec acétone et isopropanol.
Dépôt Nb face arrière
voir F.1.1.
F.2 Procédure de structuration des membranes à l’Institut
d’Electronique fondamentale




– Résine S1818 (arrière)
– 4000 tr/mn pendant 30s
– Cuisson 115° pendant 3mn
– Résine S1818 (avant)
– Cuisson 115° pendant 1.5mn
Insolation
– Aligneur double face EVG620.
– Insolation 45 J/cm2.
Développement
– Développeur 351, 1/4 pour 3/4 d’eau diluée.
Gravure
– STS 320 PC (dédié au Si et ses dérivés).
– Mélange : CF4 (12 sccm) et CHF3 (50 sccm).
– Puissance RF : 325 W.
– Pression : 50 mtorr.




– Acétone + ultrasons.
– Remover sur plaque chauffante (60°).
F.2.2 Masque Nb face arrière
Nettoyage, enrésinnement, insolation, développement
Voir F.2.1.
Gravure
RIE Standard - Advanced vacuum vision 320RIE.
– Vide : 10mtorr.
– Puissance RF = 100W.
– Mélange Plasma : O2 (20 sccm) et SF6 (50 sccm).
– Temps : 8mn.
F.2.3 Masque Si face arrière
Enrésinnement et développement
– Enrésinnement face arrière : Résine positive AZ-4562 + HMDS (Hexamethyldisilazane).
– Enrésinnement face avant : Protection résine positive AZ-9260.




Gravure profonde DRIE (Deep Reactive Ion Etching) Silicium. STS (Surface Technology Sys-
tem) - ICP (Inductively Coupled Plasma)
Nettoyage
– Poser le substrat 4 pouces sur plaque chauffante à 70° pour ramollir la graisse thermique .
– Séparer les différentes parties de la structure planaire.
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Abstract In order to study an original detection architecture for future cosmology
experiments based on wide band adding interferometry, we have tested a single
baseline bench instrument based on commercial components. The instrument has
been characterized in the laboratory with a wide band power detection setup.
A method which allows us to reconstruct the complete transfer function of the
interferometer has been developed and validated with measurements. This scheme
is useful to propagate the spurious effects of each component till the output of the
detector.
Keywords Millimeter wave: interferometry - measurements - technology ·
Astronomy: instrumentation
1 Introduction
The measurement of the Cosmic Microwave Background Polarization is one of the
most important scientific targets in Cosmology. The experimental challenge is to
use extremely sensitive detectors together with architectures allowing a very low
level of instrumental contamination. In order to reach high sensitivity together
with systematic purity, we are developing an instrument concept based on wide
band adding interferometry combined with bolometric detection (BRAIN/MBI
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now QUBIC [1], Q and U Bololometric Interferometer for Cosmology) which
will operate around 90, 150 and 220 GHz. As a first step, we realized an adding
interferometer at millimeter waves with commercial quasi-optical components. It
is worth underlining that this instrument is not designed to detect astronomical
sources, but rather strong laboratory signals. In this paper, we show a method for
the study of the systematic effects of this demonstrator. We describe the laboratory
characterizations of the different components to end up with the complete transfer
function of the instrument. In the first section, we introduce the instrument and its
working principle. We then show its properties and some useful tools for the analysis
of the results (second section). The third section describes the experimental setup for
phase-modulated measurements, while the fourth is dedicated to present the results.
The fifth section describes the angular response of the interferometer. We finally
conclude on perspectives for a next generation bolometric interferometer.
2 The instrument
The instrument, as described in Fig. 1, collects the signals by means of two horns
pointing toward the same direction. These horns are assumed to have the same
beam B(s). They receive the same signals, except that one is out of phase by φpath =
2π D·s/λ compared to the other, where D is the separation between the two horns
Fig. 1 General layout of the
instrument design: (1) two
corrugated horns, (2) two
circular to rectangular
transitions, (3) two ±45◦
twists, (4 and 6) four bends, (5)
two controllable phase












Port 1 Port 2
Port 3 Port 4
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(the baseline), s the unitary direction of the incoming radiation and λ the wavelength.
This phase shift is purely geometrical and is due to the different optical path to reach
each horn antennas. At the output of the antennas, a circular to rectangular (WR10)
transition selects only one linear polarization. By rotating horns’ E-planes at 90◦
one with respect to the other (using two 45◦ twists), we select two perpendicular
linear polarizations. At the outputs of the horns, the two cartesian components of
the polarization Ex and Ey are twisted to the same direction in order to feed the
inputs of the programmable phase shifters (QUINSTAR) that introduce a phase
shift α .Then, signals are combined in the 90◦ hybrid coupler. The power received






where Zw is the wave impedance and E the field resulting from the combination
of the two orthogonal polarizations. After some algebra, we find that the detected















where I and U are the Stokes parameters as defined in [2], the sign ± depends on
the considered output. Considering an architecture more sophisticated than that
presented in this work, that is using an OMT for each horn and a beam combiner
with eight ports (four inputs and four outputs), Eq. 2 can be generalized and the
4 Stokes parameters can be measured. All the polarized information on the sky is
therefore recovered.
3 System analysis
An important issue to understand adding interferometry is systematic effects extrac-
tion and laboratory characterization. In order to be able to do that, we propose a
method that allows to recover the system parameters by a set of both power and
vectorial measurements.
A crucial point is to link in a coherent way the wide bandwidth power measure-
ments and the monochromatic vectorial measurements. To this purpose, given the
properties in term of S-parameters for each component of the system, and the overall
transfer function, we calculate the expected power output of the interferometer. In
the following we show how to convert the properties encoded in the S-parameters
into a more general formalism that allows to take into account the polarization states
of the electromagnetic field.
With a VNA, we measure the corresponding [S] matrix which can be related to the
[ABCD] matrix. The ABCD formalism is a very useful tool for the quasi-optical and
microwave instrument analysis since it allows the propagation of the signal through
a cascade of devices [3]. We use this analysis for all the two ports components along
each channel of the instrument since there is no mixing between the incoming signals.
However, this formalism does not take into account the two polarization states of the
incoming EM field and their combination. We then introduce a new formalism for
that purpose.
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From the definition of the S-parameters we can deduce a relation between the
incoming field and the outgoing field (see Appendix):
Eai = χbj,ai Ebj (3)










e−iβ j + Sjjeiβ j
⎞
⎠ . (4)















where Ex1 and Ex2 are respectively the input and the output fields in the x polariza-
tion, Ey1 and Ey2 in the y polarization.
To explain the meaning of χb j,ai, let’s consider a four ports device with the input
ports (1,2) and the output ports (3,4). The input ports (1,2) stand respectively for
the x and y input polarizations and the output ports (3,4) for their combinations. In
order to measure the χbj,ai parameters, each couple of ports (bi,aj) is terminated by
two matched loads as shown in the following scheme:
⎡






(bi, aj) = (x1, x2)→ χy1,y2
(bi, aj) = (y1, y2)→ χx1,x2
(bi, aj) = (x1, y2)→ χy1,x2
(bi, aj) = (y1, x2)→ χx1,y2
. (6)
In our case, this approach can be used for both the hybrid coupler and the whole
chain. At the output of the hybrid coupler, the power is expressed by Eq. 1.
4 Experimental setup
In this section, the experimental set-up used for power measurements around the
nominal central frequency (90 GHz) is described (Fig. 2). A frequency sweeper
FARRAN BWO-10 is used as a source, operating both in Continuous Wave (CW)
mode and in sweep mode. In the first case, a quasi-monochromatic signal is produced
at a fixed frequency. In the second case, a frequency sweep across a chosen bandwidth
(87–93 GHz, or 75–110 GHz in our case) is performed in 10 ms. The signals, collected
by the two antennas of the interferometer, after phase shifting are combined in the
hybrid, and then detected with a power sensor HP W8486A, placed on one of the
two outputs of the combiner (the second one is closed on a matched load). Then, the
analog output of the power meter HP 438A feeds a single channel lock-in amplifier
EG&G 5209. The external reference of the lock-in is the driving signal coming from
the control unit of the chopper, which modulates the source signal at 10 Hz. The basic
idea behind this set-up is to replace an artificial black-body with a fast frequency
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Fig. 2 The set-up used for the characterization of the interferometer’s response to broad-band
signals. (1) Farran BWO-10 power generator. (2) Instrument to be characterized. (3) HP W8486A
power sensor. (4) HP 438A power meter. (5) EG&G 5209 lockin amplifier. (6) Chopper controller.
(7) Computer for controllable phase variation and data acquisition.
sweep across the full frequency band. If the sweep is much faster than the response
time of the power meter (as in our case, since the typical time constant of the power
sensor is τ =35 ms), this system can mimic a broad-band source. Of course the best
solution would be an artificial black-body, but commercial power meters operating
at room temperature are not sensitive enough to detect a 300 – 500 K signal. This
set-up can be useful for the characterization of millimeter-waves systems whenever
cryogenic front-ends are not available.
We underline that even if the signal of the sweeper is strong enough to be
directly detected by the power sensor, we preferred to use a lock-in in order
to operate always with a favorable signal-to-noise ratio, even when the source’s
oscillator was used at power levels below the 25% of the peak power available.
In fact below this threshold the sweeper’s output power vs frequency is practically
flat. For our purposes, using the instrument’s specifications, we can estimate that
P87−93/P75−110 ∼= ν87−93/ν75−110 = 0.17: that is, the power delivered in a frequency
range is essentially proportional to the bandwidth itself.
5 Results
5.1 Characterization
The S-matrix of every single microwave component has been obtained before
assembling the full instrument. Then, the full interferometric chain, from the twist to
the output ports of the hybrid, has been characterized in the same way, allowing us
to get the transmission function of the full instrument. In such a system, the devices
deserving the most careful characterization are phase shifters. In fact, commercial
phase shifters behaves usually in a nearly ideal way when they are operated close
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Fig. 3 Right: |S21|, for one phase shifter, as a function of α at 80, 90 and 110 GHz. Left: |S21| as a
function of ν and α.
to the center of the nominal frequency range, while some unwanted effects start to
appear at other frequencies. In particular, we noticed that, going far from 90 GHz, (1)
losses become increasingly important and (2) changing the phase settings produces
an amplitude modulation of the incoming signal (see Fig. 3). Of course the point
here is only to know and correctly recognize such effects, and eventually see how they
propagate till the output of the system. At 90 GHz, the nominal center frequency, the
transmission coefficient is almost flat while the nominal phase setting of the device
varies between 0 and 360 degrees: the values of |S21| in linear scale oscillates between
0.81 and 0.82. At 110 Ghz, the same quantity is modulated between 0.36 and 0.84,
while at 80 GHz between 0.77 and 0.87 (the same overall behavior and the same
values are found measuring |S12|, the device being reciprocal).
Finally, we measured the behavior of the full chain at each frequency as a function
of the phase introduced by the phase shifter with a VNA. Using the S-parameters
characterization of the interferometer and the formalism described in Section 2, we
have been able to calculate the full chain transfer function. Then, as we will show in
Section 5.2.1, we reconstructed the full chain power transfer function starting from
Fig. 4 Monochromatic power
transfer function T as a
function of the phase shift for
three frequencies 80, 90,
110 GHz.
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Eq. 1 and Eq. 4. We plot this quantity, encoded in Eq. 7, in Fig. 4 at 80, 90 and 110
GHz. Here we can see that the instrument is optimized to work at 90 GHz and its
efficiency decreases at the edges of the W band. Moreover, we can observe that the
amplitude does not depend only on the frequency but also on the phase. This effect
is mainly due to the phase shifters.
5.2 Measurements
As described in Section 4, the results showed here have been done with a system that
mimics a broadband source. Figure 5 represents the power response of the system in
arbitrary units. We can see then clearly interference patterns.
5.2.1 Data analysis
Calibration factor When performing measurements on a given bandwidth ν, the
system output is affected by the effect of bandwidth smearing. This effect alters
the fringes frequency and compress their dynamic range, reducing their height. In
order to verify the correctness of the power measurements and to try to disentangle
the smearing effect from the systematics imprint, we have developed a strategy to
compare power measurements with the monochromatic VNA ones.
As a starting point, with Eq. 2, we reconstruct the power transfer function for each








where the superscript S stands for S parameters and the subscript p for power.
This power transfer function allows us to calculate the fraction of power reaching
the detector at single frequency. We can reconstruct it for all the frequencies
Fig. 5 Measured power with
the room temperature bench
in 6 GHz bandwidth around
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sampled in a VNA sweep and, as a further step, we can build the transfer function
corresponding to a given frequency band ν.
A link with the power measurements can be obtained realizing that the correlated
part of the signal detected at 90 GHz, for different values of α, when the interfer-




Through this relation we extract Pinc, the fractional power radiated by the sweeper
at a given frequency and collected by the instrument. This parameter will be used
as calibration factor for all the other power measurements. For finite bandwidth, we
simply sum all the terms like Eq. 8 corresponding to a single frequency, assuming
that Pinc is our calibration factor. Therefore, measuring the power radiated in the
frequency band ν, Pν(α), and comparing it with Pinc, we can derive a power
transmission function
Tpν = Pν(α)/Pinc. (9)
Equation 9 is valid only in the assumption that the normalization factor is constant
at all the frequencies.
Synthetic power transfer function Let’s call Tm the monochromatic response of an
ideal one baseline interferometer1 [2]. The modulated fraction of the output power
















where ν1 and ν2 are the frequency boundaries, c the speed of light, δ = D · s the
optical path difference (zero in the ideal case), ν the frequency bandwidth, 〈Tm〉ν
a numerical frequency average of Tm and K0 a normalization constant. From Eq. 10,









The results of the calculation of Tpν (continuous lines) and T
S
pν (dashed lines) for
6 and 35 GHz bandwidths are shown in Fig. 6.




















































75 - 110 GHz
Fig. 6 Comparison between the power transfer function obtained from the powermeter (solid line)
and the estimated one obtained integrating the VNA measurements (dashed line). Left: for a 6 GHz
band wide stimulus centered at 90 GHz. Right: for the full W band wide stimulus.
Systematic effects Some of the effects unveiled by the VNA characterization such
as the amplitude distortion induced by the phase shifter are not seen because of the
combined effect of the frequency integration of the signal and the low transmission
of the instrument, especially far from 90 GHz. That is, amplitude distortion is
observed far from the central bandwidth frequency, where the transmission is very
low (< −15 dB) so that their relative contribution to the output in the integration
is negligible. This is confirmed by the fact that, in the numerical integration of the
VNA (monochromatic) data, we do not observe these distortions. At some extent the
frequency integration of the signal washes out systematics and this is particularly true
for those affecting the signal far from the central frequency. This effect, acting also
as a transmission reduction, mimics the shrinking of the effective bandwidth. Other
systematics that may affect the reconstruction of the signal are: (1) an asymmetry in
the optical path difference (δ = 0); (2) the frequency dependence of α.
Finally, the normalization technique we used to compare estimated and measured
quantities is based on the assumption that the calibration factor is the same at
each frequency. If this is not true the frequency dependence of the calibration can
introduce distortions in the interference pattern.
6 Angular response of the interferometer
In this section we show the interferometers angular response. The measurements
have been done by rotating (by an angle ϕ)the instrument with respect to a mono-
chromatic source (VNA). We detect the signal with a 4K semiconductor bolometer
and read it with a lock-in amplifier.
The distance between the two horns of the instrument is set to 20.5 cm and the
gaussian beam of the emitting horn has a 1σ width of ∼ 4.2◦ at 90 GHz.
From Eq. 2, we can deduce the power at the output of the hybrid coupler as a
function of the parameters of the setup:




2π f sin (ϕ − ϕ0)+ θ
]}
(12)
where f = D
λ
, D being the distance between the horns and ϕ0 an offset angle while
θ is a factor that includes the phase shift α introduced by the phase shifters and
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Fig. 7 Measured signal (diamonds) and fitted fringes (solid line) as a function of the rotation angle
with respect to the source at two frequencies (90 GHz and 80 GHz). The dashed line represents the
gaussian envelope.
other frequency dependent effects. These effects can be due to the misalignment
of the horns, the length difference of the channels and the non ideal behavior of the
hybrid coupler and the phase shifters (Fig. 3). U is the Stokes parameter of the source
assumed to be a point source. In the case of a gaussian profile of the beam, we have:







In Fig. 7 , we can see the measured power as a function of β at 80 GHz and
90 GHz. We also plot the fit of Eq. 12 in the same figure. The values of the fitted
Table 1 Fit parameters of the
Eq. 12 with χ2/dof = 1.75 for
90 GHz and χ2/dof = 1.99 for
80 GHz.
ν 80 GHz 90GHz
U (AU) 13.2± 0.2 41.2± 0.6
ϕ0 (◦) −0.58± 0.08 −1.18± 0.07
σ (◦) 5.01± 0.08 4.02± 0.07
f 54.97± 0.05 62.1± 0.07
θ (◦) 305± 27 107± 26
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parameters are showed in the Table 1. The expected fringe frequency f is 54.7± 0.5
for 80GHz and 61.5± 0.6 for 90GHz. We can see from Table 1 that the expected
values of f and σ (∼ 4.2◦ at 90 GHz) are close to the parameters extracted from the
fit. Figure 7, therefore, shows the interference patterns shaped by the beam.
7 Conclusion and future perspectives
This is the first attempt to understand how signals are altered propagating along
the branches of an adding interferometer at mm-waves. To achieve this goal: (1) we
developed an experimental set-up we used to illuminate the interferometer over the
W frequency band, exploiting a fast sweeper able to cover the 75-110 GHz band in
a fraction of the time constant of the commercial power sensor used as detector; (2)
we have been able to measure the angular power response of our interferometer; (3)
we have suggested a way of connecting the S-parameters first to the Jones matrices,
and then to the modulated output power of the interferometer. The last one is an
important point since it provides a link between the immediate output of microwave
network analyzers, the S-matrix, and the elements of the Jones matrices often used by
cosmologists to propagate instrumental systematics into astrophysical observables.
At the end, we have been able to recover the correct shape of the interference pattern
calculated starting from the S-parameters of the full system.
In principle, this architecture can be extended to a larger number of baselines
and used in combination with other technologies. Indeed, to build a real bolometric
interferometer suitable for astronomical observations (QUBIC), planar supercon-
ductor components (filters, phase shifters and detectors) will be considered as well
as an all-to-one (Fizeau or Butler) beam combiner. Moreover, a future step will be
the design of a more efficient demonstrator, endowed with more sensitive detectors
(300mK cooled bolometers), able to observe both polarized and unpolarized sources
(artificial black-bodies). Then, having a more sensitive demonstrator, we can also
test the capabilities of our conceptual scheme in unveiling systematics hidden in the
modulated output of the interferometer. In fact, till now, we have just been able to
recover the correct shape of the interference pattern calculated starting from the S-
parameters of the full system. We remind that, in the present analysis, the behavior
of the optical part of the experimental set-up has been considered ideal. In the future,
also an ad-hoc optical bench for the far field illumination of the next generation
of demonstrators has to be designed, and a proper calibration strategy has to be
foreseen.
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Appendix
We consider here a two ports device. The source generator is connected to port 1 and
a matched load to port 2. We then have an incident wave V+1 to the DUT (Device
Under Test). The wave reflected from the device back to port 1 is V−1 . The signal
traveling through the DUT and toward port 2 is V−2 . Any reflection from the load
is V+2 .

















where e(x, y) is the variation of the amplitude of the field propagating inside a
waveguide section and c is a geometrical parameter. These variables are set to
constants because of the common waveguide shape along the chain (cascade of
components). E1 and E2 are the fields in the input and in the output of the device
and β1 and β2 are their respective phases. In order to express E2 with E1, we need
to consider the same base (the same propagation direction of the wave). Let’s set the









with β ′2 = −β2.
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Abstract
B-modes instruments are dedicated to the detection of the CMB polarization induced by pri-
mordial gravitational waves, which have never been detected till now. To reach the required
accuracy, these instruments need components with unprecedented properties in terms of control
of systematic effects. The Orthomode transducer (OMT) has already been recognized as one of
the most critical front end components for radio- astronomical instrumentation, and investigated
by several groups. We investigate here planar superconducting OMT at 90 GHz as well as the
coupling with waveguide structures. The simulations allowed us to have -90dB in crosspolar-
ization and more than 99% in transmission for more than 30% bandwith around 90GHz. This
work is closely related to cryogenic measurements of planar superconducting structures in the W
band. Likewise, we will show the cryogenic setup and the particular calibration procedure that
will allow us to obtain the first results.
INTRODUCTION
An orthomode Transducer is a component which allows to separate the linear polarizations of an incoming
electromagnetic wave. The measurement of the polarization is of high interest in astronomy and cosmology
specially for the detection of the B-modes polarization of the Cosmic Microwave Background . This makes
important the development and the study of this particular component. Traditionally, grids have been used.
Nowadays, many kinds of OMT exist ; among them planar [1], finline [2], and waveguide [3]. One of the major
advantages of planar OMT is that it combines polarization segregation and transition from waveguide to planar
transmission lines.
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The first studies were performed in order to match waveguide impedance to planar antenna impedance for SIS
mixers. In 1996, it has been showed that a planar antenna at the edge of a waveguide is better matched than a
classical antenna in the midle. It has been showed as well that those antennas are sensitive to the propagation
modes of the waveguide and hence the polarization. This principle has been used to produce the first planar
OMT [4]. However, they were not efficient enought to be used in real cosmology instruments. Later, progress
in simulation softwares allowed the design of better planar OMT [5].
Through the use of new nanotechnology fabrication process [6], we are able today, to combine miniaturization
with very good performance. We then, propose to study a device that can achieve the following requirements:
(1) Transmission better than 90%. (2) Crosspolarization better than -60dB. (3) 30% Bandwidth around 90GHz.
COMPONENTS & PARAMETERS
FIGURE 1 – (a) SSL + microstrip without impedance matching. (b). SSL + microstrip with sharp width change.
(c). SSL + microstrip with continuous impedance matching (length 750µm).
FIGURE 2 – Different architectures for the planar orthomode transducer.
Waveguide
The input of the OMT is supposed to be a monomode circular feed horn. After the horn, the signal propagates
in a monomode circular waveguide (T E11) (Fig.2.d, .e, .f). Of course this kind of OMT can be put at the end
of the circular waveguide. However, to have better isolation between linear polarizations, we can use a square
waveguide (T E10 and T E01) (Fig.2.a, .b, .c). Thus, to avoid overmoded waveguide, the transition from circular
to square have to be carefully designed. In the following we will consider circular and square waveguide in
order to compare their performances.
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Planar Antennas
Different shapes of planar antennas exist. They are usually designed to have a resonnance at a given frequency.
In our case, the antennas have to satisfy many requirements :
• Matching of the waveguide impedance : This condition can be satisfied by many shapes such as circular
or triangular patch. In order to achieve a wide band impedance matching, one can combine many shapes
calculated to have a resonance at different frequencies and optimize it. The result is radial or multiple
radial antennas (Fig.2.a, .b).
• Matching of the microstrip impedance : In order to avoid dispersion in the dielectric (substrate), the
antennas are suspended on a membrane. This makes the transition to a planar transmission line wide
band. Another component used for that purpose is shielded microstrip line (SL) that allows to extract
the signal from the planar antennas (in the waveguide). this latter have to be designed with special care
to don’t propagate waveguide modes. After the shielded microstrip line, the signal is transmitted to the
microstrip line.
• Polarization isolation : For that purpose, we place four planar antennas in the waveguide in a way that
respect the symmetry of the field (Fig.2). Each couple of antenna extracts one linear polarization (with a
phase shift of 180° one with respect to the other).
It is important to notice that, the membrane on which the antennas are suspended can be fragile due to the
dimension of the waveguide. Tus, to make this membrane mechanically stable, we introduce a Silicon made
structure to support it (Fig.2.c, .f). We will study the contribution of this structure on the final result.
Microstrip Line & Shielded Line
The microstrip line (MS) is a planar transmission line widely used to manufacture components like filters or
delay lines. Moreover, its losses can be made very low when it is made superconductor. Another advantage is
the quasi-TEM propagation in the line.
For the OMT characterization, all the components are packed in a metalic box. In order to keep the quasi-TEM
propagation behavior, one have to consider the distance between the microstrip line and the metalic box. the
distance h to the top face of the box have to satisfy the following condition [7]: h−e
e
> 10, where e is the
dielectric thickness.
Before reaching the microstrip line, the signal propagates in a shielded microstrip line. Any mismatch between
the SL and the MS produces a reflection which can contaminate the other antennas and make the polarization
isolation poorer. It is then necessary to carefully design the transition between the two lines geometries (See
Fig.1)
Backshort
It is a waveguide short circuit that corresponds to the free space distance beyond the antenna. Usually this
distance is given by λ/4. However, in order to be wide band, the backshort have to be optimized with respect to
the antenna shape and membrane thickness.
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SIMULATIONS
In the following, we show the results of simulations done with CST Microwave Studio. One have to keep in
mind that, for each result presented, the different parameters (see section “Components & Parameters”) are
optimized in order to achieve the best performance. The best results have been achieved with simple radial
antennas. For simplicity, we will show only the results obtained with this latter antenna design.
In Fig.3, we can see the normalized transmitted power for a circular and a square waveguide with and without
a structure to support the membrane. It appears that the structure supporting the membrane disturb the field in
the circular waveguide in a way that makes the transmission fall below the requirement. In the countrary, for a
square waveguide, the effect on the transmission can be neglected.
Fig.4 illustrates the transmission and the crosspolarization with respect to three transitions from SL to MS shown
in Fig.1. We can see that keeping the same width of the line, the impedance changes sharply and, as a result,
the crosspolarization increases. Our choice goes to the transition taper showed in Fig.1.c.
Finally, we show in Fig.5 the results of simulation considering a circular waveguide, a transition from circular to
square waveguide, a square waveguide, four radial planar antennas and SL to MS transitions. The transmission
properties are very good for more than 25 GHz bandwidth and the crosspolarization stays around -90 dB in the
whole band.






























































FIGURE 3 – Normalized transmitted power with and without a structure supporting the membrane (a) for a
circular waveguide (Fig.2.e, .f) and (b) for a square waveguide (Fig.2.b, .c).




























































FIGURE 4 – Normalized transmitted power (a) and crosspolarization (b) for the transition 3 (Fig.1.a), transition
2 (Fig.1.c), transition 1 (Fig.1.b).
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FIGURE 5 – Normalized transmitted power and crosspolarization for the planar OMT with a circular to square
waveguide, a square waveguide and a transition from SL to MS.
CHARACTERIZATION METHOD
Figure 6: Bolometric & vectorial characterization layouts.
Figure 7: Vectorial measurement error boxes layout.
There are two ways to characterize the OMT (Fig.6). One can use a bolometric detection with a black body
as a source. Even if this kind of detection can be very precise (bolometer’s sensitivity), it can be expensive
and complicated (cryogenics and readout). Even more, it doesn’t allow time reconstruction in order to identify
problems in the setup or in the device under test. In the second way, we use a VNA (Vectorial Network Analyzer)
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as a source and as a detector. The setup allows vectorial measurements and time reconstruction and is also easier
and less expensive. It is then the one which should be used for this kind of device characterization.
One of the important issues of this kind of measurement is the calibration procedure since it gives the accuracy
of the measurement. The key point is to identify the transmission parameters (S parameters) of the error boxes
(Fig.7). For the OMT , Error Box 1, represents the VNA front ends and a rectangular to circular waveguide that
polarize the input signal. Error box 2 represents the microstrip line, a microstrip to waveguide transition and the
VNA front ends. In order to extract the parameters of this error box, we built a structure made of a microstrip
line and two transitions from waveguide to microstrip. We then use the inversion of the ABCD parameters in

























where Er1 and Er2 are respectively for the error box 1 and 2.
The same principle of operation based on multiple line TRL calibration will be used for the measurements of
superconducting devices.
Figure 8: Pictures of the mechanical test structure of the OMT and the planar structure (Silicon substrate, Nb,
suspended antennas)
Figure 9: Two ports calibration structure pictures.
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CONCLUSION
We have shown an architecture of a very efficient planar OMT. The requirements of such a device for a cosmol-
ogy instrument are reached in simulation. We have also shown a way to perform calibrated VNAmeasurements
and are currently doing this kind of measurements at 4 K with a cryogenic bench. In the future the same bench
will be used to characterize planar superconducting passive and active devices. The final step will be the
integration of the planar OMT with planar components and bolometers in order to build a planar detection
architecture.
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Abstract.
To enhance systematics cleaness of a new advanced detection architecture for B-modes detection of the Cosmic Microwave
Background polarization and in the framework of the ground based instrument QUBIC (Q and U Bolometric Interferometer
for Cosmology), we study planar superconducting devices. Waveguide to microstrip transition, orthomode transducer and
phase switches are therefore investigated as well as their cryogenic characterization at millimeter waves. We also show design
and nanotechnology fabrication process of these devices.
Keywords: Microwave circuits; Passive devices; Orthomode transducers; RF switch; transmission lines; Cryogenic measurements.
PACS: 84.32.Dd;84.40.Dc;84.40.Ba;84.40.Az.
INTRODUCTION
Nowadays, the major challenge for cosmology instru-
ments is to attain the required sensitivity to detect the un-
detected B-modes of the Cosmic Microwave Background
polarization. All the efforts are going towards large de-
tector arrays. Beside sensitivity, accuracy, which is the
systematics control level, has to be guaranteed in order
to avoid spurious effects. Therefore, all the components
have to be optimized and miniaturized in order to achieve
the best performances. This is the case for the QUBIC1
instrument [6] we are developping. We then study pla-
nar superconducting Niobium made components such as
waveguide to microstrip transitions, orthomode transduc-
ers and phase switches.
PLANAR DEVICES
Waveguide to microstrip transition (WMT)
Even if planar antennas are well known today, it is
difficult to reach properties of horn antennas when cou-
pling the sky signal to the detectors. On the other hand,
development of detectors arrays encourage to develop
planar superconducting devices with reduced size and
very good properties. This makes necessary the coupling
1 QUBIC for Q and U Bolometric Interferomter for Cosmology, previ-
ously named BRAIN/MBI.
FIGURE 1. Picture of the realized WMT and the calibration
mechanical structure.
of the signal from a waveguide mode (at the output of
the horns) to quasi-TEM mode (microstrip or coplanar
waveguide).
The first studies of waveguide to microstrip transitions
were performed in order to match waveguide impedance
to planar antenna impedance for SIS mixers. In 1996, it
has been showen that a planar antenna at the edge of a
waveguide is better matched than a classical antenna in
the middle [1]. Furthermore, these antennas are sensitive
to the propagation modes of the waveguide and hence to
the polarization. This principle has been used to produce
the first planar OMT (See the following section).
On the other hand, it is necessary to test the designed
superconducting planar devices (filters, phase shifters,
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FIGURE 2. Planar antenna return loss - Simulation and mea-
surements.
among them) in the millimeter wave range (W band) and
well below the critical temperature. To do so with vec-
torial measurement and multiline TRL calibration, we
designed a Waveguide to Microstrip Transition (WMT).
Fig.1 shows the mechanical part represented by a WR10
waveguide and the planar part constituted by a suspended
radial antenna. The first measurements of this antenna
compared with simulations are presented in Fig.2. Other
measurements are in progress with improved structures.
Planar orthomode transducer (OMT)
An orthomode transducer is a component which al-
lows to separate the orthogonal polarizations of an in-
coming electromagnetic wave. Development of this par-
ticular component is fundamental for cosmology and
astronomy experiments. Traditionally, grids have been
used to select one linear polarization. Nowadays, many
kinds of dual polarization selectors exist ; among them
planar [2], finline [3], and waveguide [4, 5]. One of the
major advantages of planar OMT is that it combines po-
larization separation and transition from waveguide to
planar transmission lines. The first planar OMTs were
not efficient enought to be used in cosmology instru-
ments. Later, progress in simulation software allowed
the design of better planar OMTs [6]. Through the use
of nanotechnology fabrication processes, we are able to-
day to combine miniaturization with very good perfor-
mances.
For our design, before coupling the circular output of
a feed horn to the planar structure, we use a circular to
square waveguide in order to reach high linear polariza-
tion purity: only two modes TE10 and TE01 are present
and they correspond to the two orthogonal polarizations
we want to extract. The designed planar OMT is made of
four planar probes suspended on a 2 micron thick mem-









































FIGURE 3. CST MWS simulation of the planar OMT.
FIGURE 4. Picture of the realized planar OMT and the
mechanical test structure.
brane. Each couple of probes catches a linear polariza-
tion. The simulations show -70dB of crosspolarization
and 99% of transmission power (Fig.3).
In order to test this OMT we realized a test structure
with one circular waveguide input and four transitions
from microstrip to WR10 waveguide (Fig.4).
RF Switch
Another crucial component for demanding applica-
tions in radioastronomy and microwave engineering is
the switch. A fast switch, combined with delay lines, can
be used to build a phase modulator suitable for new and
promising observational techniques like bolometric in-
terferometry [7]. In particular, having in mind the spe-
cific case of the Cosmic Microwave Background (CMB)
science, we need to operate instruments with wide fo-
cal planes crowded with extremely sensitive detectors
(TES2, KIDs3). What we need then is a switch with a
commutation time comparable with the time constant of
the detectors (1 ms, in the case of TES), broadband (20-
2 Transition Edge Sensor
3 Kinetic Inductance Detectors
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FIGURE 5. Operation principle of a superconducting RF
switch.
30% of the central frequency), with a high isolation (<-
30 dB) in the OFF state and a low insertion loss in the
ON state. In addition, considering that CMB experiments
are going towards large format arrays, the device we are
looking for must be miniaturizable, with a low power
consumption, and it must operate without failure at least
for 30 billion cycles (corresponding to 1 year of opera-
tions).
The way that we decided to explore is that of a super-
conducting switch based on a micro-bridge which can
be driven from the superconducting state to the normal
metal state exploiting the Joule heating of a metal film
deposited on it, or injecting in the bridge a current den-
sity greater than the critical value Jc (see Fig.5). A third
possibility that can be mentioned is that of an optically
driven switch [8].
Our group is now developing a switch based on a
bridge connecting two sections of CPW transmission
line. In the superconducting state, the impedance of a
strip is Zsc = iω(Lg+Lk) while in the normal metal state
Zn = RN + iωLg, where Lg and Lk are respectively the
geometrical and kinetic inductance, RN being the normal
resistance. This is valid provided that in both cases, nor-
mal metal and superconductor, we can neglect the con-
tact capacitances at the two edges of the bridge, other-
wise this would introduce a residual reactance 1/2 jωCc.
For our purposes, it is important to underline that, when
the strip is in the normal state, the resistance has to domi-
nate the reactance, that is RN ≫ωLg by design. The more
this condition will be fulfilled, the more the switching
dynamics will be enhanced. This is the reason why high
normal state resistivity materials should be preferred. For
example, NbN will be better than Nb for our purposes.
FABRICATION PROCESS
In the first step the material for membranes, is deposited
on silicon 2 inches substrate using PECVD4 reactor. A
4 Plasma-Enhanced Chemical Vapor Deposition
low stressed trilayer film composed of SiOx/SiNx/SiOx
(thickness 400/450/200 nm) is made with a plasma-CVD
deposition in a mixture of SiH4/N2O and SiH4/NH3
gases respectively. The residual stress is tensile, com-
pensated between the materials and measured around 50
Mpa. The sensor device is then deposited and lifted on
top of the three layers. 400 nm thick sputtered Nb is used
to fabricate antennas and planar strips. It is deposited
with a DC power of 600 W at a rate of 2.2 nm/s and
etched in a mixture of SF6 and O2 with a rate of 3 nm/s.
Membranes shapes are plasma etched using RIE tech-
nique. A gas mixture of CF4 and CHF3 allow structuring
the 1µm thick dielectric trilayer on the front face. Sili-
con wafer rear face is then covered with a 400 nm thick
sputtered Nb film to realize the electrical back short. A
10µm thick positive resist defines membranes and sili-
con pattern on the rear side. In order to keep the wafer
temperature lower than 100°C during the deep silicon
etching process, the front side is then glued by thermal
grease on a cooled 4 inches silicon wafer. Nb is first re-
move using SF6/O2 reactive ion etching tool, and silicon
wafer is completely etched by the deep reactive ion etch-
ing (DRIE). A special care is given to avoid over etching
of the bottom SiO2 layer of the membrane. The etching
selectivity (speed ratio between Si and SiO2) varies with
the Si etching speed from 100 at 10µm/min to 400 at
5µm/min). So the last step of the etching process uses a
high selectivity method. The device wafer is then sep-






(a) Positive resist lithography
(b) Reactive Ion Etching (RIE)
3. Membrane Structuration
(a) Positive resist lithography
(b) Reactive Ion Etching
(c) Membrane releasing
CRYOGENIC BENCH
The devices can be tested in a facility available at the
Physics Department of the University of Milano Bicocca
(Italy) where there is an AGILENT 8510C VNA attached
to a thermal chamber capable to reach a base tempera-
2009 AIP Proceedings LTD13 In press avec comité de lecture
203
FIGURE 6. Milano millimeter wave cryogenic bench.
ture <4K. The VNA can measure the S parameters into
two bands: 50MHz-50GHz and 75-110 GHz (by the end
of 2009 the facility will be upgraded to a PNA-X VNA
extending the frequency range to 170 GHz). The pecu-
liarity of this facility is the possibility to perform a TRL
(Through, Reflect, Line) calibration of the VNA with
the standards at the same temperature of the device un-
der test (DUT). The idea is simple: to characterize a de-
vice avoiding the effect of the thermal breakers and vac-
uum feed-throughs needed to connect the VNA at room
temperature and the DUT at cryogenic temperature, it is
necessary to calibrate the VNA at the level of the inter-
face with the DUT. This can be done using a set of ide-
ally identical vacuum feed-throughs and stainless-steel
waveguides (which hold the thermal gradient) to connect
either the calibration standards and the DUT. These lines
share the same temperature profile, resulting in nearly
the same contribution to the measured wave voltages. In
such a way, connecting the VNA at the different ports
outside the thermal chamber is equivalent to change only
the standards during calibration and then the DUT. The
residual uncertainty after calibration is at the level of 0.01
dB, definitely better that an a posteriori subtraction of
the feeding lines according to a simulation or a Through
measurement on a dummy line in a different thermal cy-
cle. In Fig.6 three TRL standards for the WR10 band and
the DUT are visible.
At APC, another bench is being built. Four waveg-
uides are fixed on cryogenic cane and terminated by two
devices. One is the DUT while the other is a reference
for simple base calibration (Fig.1). The cryogenic cane
under vacuum is sunk in a liquid helium deware (Fig.7).
In the other ends of the four waveguides (Room temper-
ature), we connect an ABmm VNA to perform vectorial
measurements in the W band.
FIGURE 7. Cryogenic cane.
CONCLUSION
The fabrication process has been validated for planar sus-
pended devices and first planar OMT’s and WMThave
been realized. Now the cryogenic measurement are being
performed in the Milano cold Network. Complementary
measurements will be done with a cryogenic cane for the
study of superconducting RF thermal switches.
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ABSTRACT
Context. Most upcoming CMB polarization experiments will use direct imaging to search for primordial gravitational waves through
the B-modes. Bolometric interferometry is an appealing alternative to direct imaging that combines the advantages of interferometry
in terms of systematic eﬀects handling and those of bolometric detectors in terms of sensitivity.
Aims. We calculate the signal from a bolometric interferometer in order to investigate its sensitivity to the Stokes parameters paying
particular attention to the choice of the phase shifting scheme applied to the input channels in order to modulate the signal.
Methods. The signal is expressed as a linear combination of the Stokes parameter visibilities whose coeﬃcients are functions of the
phase shifts.
Results. We show that the signal to noise ratio on the reconstructed visibilities can be maximized provided the fact that the phase
shifting scheme is chosen in a particular way called “coherent summation of equivalent baselines”. As a result, a bolometric interfer-
ometer is competitive with an imager having the same number of horns, but only if the coherent summation of equivalent baselines
is performed. We confirm our calculations using a Monte-Carlo simulation. We also discuss the impact of the uncertainties on the
relative calibration between bolometers and propose a way to avoid this systematic eﬀect.
Key words. cosmology: cosmic microwave background – techniques: interferometric – methods: data analysis
1. Introduction
Measuring precisely the polarization of the Cosmic Microwave
Background (CMB) is one of the major challenges of
contemporary observational cosmology. It has already led
to spectacular results concerning the cosmological model
(Kovac et al. 2002; Readhead et al. 2004; Dunkley et al. 2009;
Nolta et al. 2009; Ade et al. 2008) describing our Universe.
Even more challenging is the detection of the so-called B-modes
in the CMB polarization, associated with pure tensor modes
originating from primordial gravitational waves enhanced by in-
flation. Discovering these modes would give direct information
on inflation as the amplitude of the B-modes is proportional to
the tensor to scalar ratio for the amplitude of the primordial den-
sity perturbations which is a direct product of inflationary sce-
narii (Liddle & Lyth 2000). Furthermore, it seems that most of
the inflationary models arising in the context of string theory
(brane inflation, ...) predict an undetectably small scalar to ten-
sor ratio (Kallosh & Linde 2007). The discovery of B-modes in
the CMB may therefore be one of the few present ways to fal-
sify numerous string theories. Cosmic strings and other topo-
logical defects are also sources of density perturbations of both
scalar and tensor nature. They are however largely dominated by
the adiabatic inflationary perturbations in TT, TE and EE power
spectra and therefore are hard to detect. It is only in the B-mode
sector (BB power spectrum) that the tensor topological defect
perturbation could be large (Bevis et al. 2007) and have a dif-
ferent shape (Urrestilla et al. 2008) from those originating from
inflation and hence be detectable (Pogosian & Wyman 2008).
Unfortunately, the inflationary tensor to scalar ratio seems
to be rather small so that the B-modes are expected at a low
level as compared to the E-modes. The quest for the B-modes
is a therefore tremendous experimental challenge: one requires
exquisitely sensitive detectors with an unprecedented control
of the instrumental systematics, observing at a number of
diﬀerent frequencies to be able to remove foreground contam-
ination. Various teams have decided to join the quest, most of
them with instrumental designs based on the imager concept
(BICEP Takahashi et al. 2008, EBEX Oxley et al. 2004, QUIET
Samtleben et al. 2008, SPIDER Crill et al. 2008, CLOVER
North et al. 2008). Another possible instrumental concept is a
pairwise heterodyne interferometer that has many advantages
from the point of view of systematic eﬀects (no optics for
instance) and that directly measures the Fourier modes of the
sky. Let us recall that the first detections of polarization of the
CMB were performed with interferometers (Kovac et al. 2002;
Readhead et al. 2004). Pairwise heterodyne interferometers
are however often considered as less sensitive than imagers
mainly because of the additional noise induced by the amplifiers
required whereas imagers use background limited bolometers.
Another drawback of pairwise heterodyne interferometry is that
it requires a number of correlators that scales as the square of
the number of input channels, limiting the number of channels
actually achievable (CMB Task Force report 2006).
A new concept of an instrument called a “bolometric
interferometer” is currently under developement (MBI Timbie
et al. 2006, BRAIN Polenta et al. 2003; Charlassier et al. 2008).
In such an instrument, the interference fringes are “imaged”
using bolometers. We believe that such an instrument could
combine the advantages of interferometry in terms of sys-
tematic eﬀects and data analysis and those of bolometers in
terms of sensitivity. Sensitivity issues concerning imagers and
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Fig. 1. Schematic view of the bolometric interferometer design consid-
ered in this article.
interferometers (including bolometric) have been inves-
tigated by various authors including (Zmuidzinas 2003;
Withington et al. 2008; Saklatvala et al. 2008). The goal of this
article is to investigate ways to reconstruct the Fourier modes on
the sky (the so-called visibilities) of the Stokes parameters with
a bolometric interferometer. In particular, we focus our attention
on the necessary phase shifting schemes required to modulate
the fringe patterns observed with the bolometer array. We show
that one can construct phase sequences that allow one to achieve
an excellent sensitivity on the visibilities: scaling as
√
Nh/Neq
(where Nh is the number of horns and Neq is the number of
pairs of horns separated by identical vectors, hereafter called
equivalent baselines), whereas it would scale as √Nh/
√
Neq for
a non optimal phase shifting sequence.
This article is organised as follows: in Sect. 2 we describe
the assumptions that we make on the hardware design and on
the properties of the various parts of the detector. In Sect. 3 we
describe how the signal measured by such an instrument can be
expressed in terms of the Stokes parameter visibilities. We show
how to invert the problem in an optimal way in Sect. 4 and show
how the phase shifting scheme can be chosen so that the recon-
struction is indeed optimal in Sect. 5. We have validated the
method we propose using a Monte-Carlo simulation described
in Sect. 6. We end with some considerations about systematic
eﬀects induced by cross-calibration errors and propose a way to
avoid them in Sect. 7.
2. Bolometric interferometer design
In this section we will describe the basic design we assume for
the bolometric interferometer and how the incoming radiation
is transmitted through all of its elements. This will lead us to a
model of the signal that is actually detected at the output of the
interferometer. A schematic view of the bolometric interferome-
ter is shown in Fig. 1
2.1. Horns
We assume that we are dealing with an instrument which is ob-
serving the sky through Nh input horns placed on an array at
positions di. All horns are supposed to be coplanar and looking
towards the same direction on the sky. They are characterized by
their beam pattern on the sky denoted Bin(n) where n is the unit
vector on the sphere. Two horns i and j form a baseline which
we label with 0 ≤ b ≤ Nh(Nh − 1)/2 − 1. The phase diﬀerence
between the electric field E reaching the two horns from the
same direction n of the sky is such that:
E j(n) = Ei(n) exp(2iπub · n), where ub = (d j − di)/λ, (1)
where λ is the central observing wavelength.
2.2. Equivalent baselines
It is clear that if two baselines b and b′ are such that ub = ub′ ,
then the phase shifts associated with the two baselines are equal,
a fact that we shall extensively use in the following. All base-
lines b such that ub = uβ form a class of equivalent baselines
associated with mode uβ in visibility space. For all baselines b
belonging to the same class β, the phase diﬀerence between the
two horns i and j is the same:
E j(n) = Ei(n) exp(2iπuβ · n). (2)
The number N of diﬀerent classes of equivalent baselines de-
pends on the array, and the number of diﬀerent baselines in an
equivalence class also depends on the particular class. For in-
stance, if we consider a square array with Nh = N2side horns, there
are N = 2 Nside(Nside − 1) classes, and the number of equivalent






with 1 ≤ l ≤ Nside − 1 for m = 0
and −|Nside − 1| ≤ l ≤ Nside − 1 for 1 ≤ m ≤ Nside − 1,
is Neq(β) = (Nside − |l|)(Nside − m).
2.3. Polarization splitters
In order to be sensitive to the polarization of the incoming
radiation, we also assume that at the output of each horn
there is a device which separates the radiation into two or-
thogonal components denoted ‖ and ⊥. Such a separation can
be achieved with an orthomode transducer (OMT) in wave-
guide (Pisano et al. 2007), finline (Chattopadhyay et al. 1999) or
planar (Engargiola et al. 1999; Grimes et al. 2007) technologies.
Each horn therefore has two outputs measuring the electric field
integrated through the beam in the two orthogonal directions.
The electric field at the output of the polarization splitter corre-
sponding to horn i coming from direction n for polarization η (‖
or ⊥) is defined by ǫηi (n) as:
ǫ
η
i (n) = Bin(n)Eηi (n). (3)
2.4. Phase shifters
Important components of the required setup are the phase
shifters placed on each of the outputs that allow the phase of
the electric field to be shifted by a given angle that can be cho-
sen and controlled externally. As will be shown later in this arti-
cle, modulating the phases of the input channels is necessary to
reconstruct the polarized visibilities (that can be related to cos-
mological information) from the signal on the detectors. For now
we do not make any assumptions on the possible values of the
angles but we will see that they have to be chosen carefully in
order to optimize the signal to noise ratio. The signal after phase
shifting coming from direction n with polarization η is:
ǫ
′η
i (n) = exp(iφηi )ǫηi (n). (4)
For obvious hardware reasons, all phase shifters in the setup have
to be identical and deliver the same possible phase shifts.
1 In units of the smallest baseline in the array.
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2.5. Beam combiner
In order to be able to perform interferometry, the beam of each
horn has to be combined with all the others so that all possi-
ble baselines are formed. The realization of a beam combiner
is an issue in itself that will not be assessed in the present
article. As an example, this can be achieved using a Butler
combiner (Butler 1961, Dall’Omo 2003) or with a quasi-optical
Fizeau combiner such as the one used for the MBI instrument
(Timbie et al. 2006). All of these devices are such that the 2Nh
input channels result after passing through the beam combiner
in Nout output channels that are linear combinations of the input
ones. To be able to conserve the input power in an ideal loss-
less device, the number of output channels Nout has to be at least
equal to the number of input channels 2Nh. In the output chan-










i (n) exp(iφηi ), (5)
where the γηk,i coeﬃcients model the beam combiner, η = 1
or 0 respectively corresponds to ‖ and ⊥ polarizations. We
choose to deal with configurations where the incoming power





Nout have unit modulus: |γηk,i(k)/
√
Nout| = 1. Conservation









Eqs. (7)–(11)) can be easily checked by requiring unitarity of the
matrix whose elements are given by γηk,i (one dimension is k and
the other is i, η).
In order to simplify the notation, we include the γηk,i phases
in the phase shifting terms as Φηk,i = φ
η








i (n) exp(iΦηk,i). (6)
2.6. Total power detector
The signal from each of the outputs of the combiner is not de-
tected in a coherent way as in a pairwise heterodyne interferome-
ter but with a bolometer through its total power averaged on time
scales given by the time constant of the detector (larger than the















The signal coming from diﬀerent directions in the sky are inco-











≡ |zk(n)|2 δ(n− n′). (10)
From now on, z is implicitely replaced by its time-averaged




3. Stokes parameter visibilities
Developing the signal on the bolometers in terms of the incom-
ing electric fields easily shows autocorrelation terms for each
channel as well as cross-correlation terms between all the possi-






























The electric fields from diﬀerent horns are related through
Eq. (2) and introduce the Stokes parameters that are generally
used to describe a polarized radiation:
I =

























〉 − 〈E⋆‖ E⊥〉) = −2Im 〈E‖E⋆⊥〉 . (16)
The Stokes parameter visibilities are defined as (S stands for I,
Q, U or V):
VS (uβ) =
∫
S (n)B2in(n) exp(2iπuβ · n)dn. (17)
The phase shift diﬀerences for a baseline b formed by horns i





k,i −Φ‖k, j, (18)
∆Φ⊥⊥k,b = Φ
⊥










k,i −Φ‖k, j. (21)
Putting all these definitions into Eq. (12) and after some cal-
culations one finds that the signal on the bolometer k can be
expressed purely in terms of the Stokes parameter visibilities
and the phase shifting values (the subscript b stands for all the
Nh(Nh − 1)/2 available baselines and nk is the noise):
Sk = Λk · S +
Nh(Nh−1)/2−1∑
b=0
Γk,b ·Vb + nk, (22)
where the first term is the autocorrelations of all horns and the
second one contains the cross-correlations, hence the interfer-
























cos∆Φ‖ ‖k,b + cos∆Φ
⊥⊥
k,b
−(sin∆Φ‖ ‖k,b + sin∆Φ⊥⊥k,b )
cos∆Φ‖ ‖k,b − cos∆Φ⊥⊥k,b
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All of this can be regrouped as a simple linear expression in-
volving a vector with all the sky information (Stokes parameter
autocorrelations S and all visibilities Vb) labelled X and an-
other involving the phase shifting informations (Λk and Γk,b) la-
belled Ak:
Sk = Ak · X + nk. (25)
Finally, various measurements of the signal coming from the
Nout diﬀerent channels and/or from diﬀerent Nt time samples
with diﬀerent phase shifting configurations can be regrouped to-
gether (the index k now goes from 0 to Nd = Nt×Nout) by adding
columns to A which then becomes a matrix A and transforming
the individual measurement Sk into a vector S:
S = A · X + n (26)
where A, X and S are easily expressed as a function of the
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4. Reconstruction of the visibilities
Once one has recorded enough data samples to invert the above
linear problem (we will call such a period a sequence in the fol-
lowing), the solution is the usual one assuming that the measure-
ment noise covariance matrix is N =
〈
n · nt〉:














= (At · N−1 · A)−1. (29)
4.1. Regrouping equivalent baselines
One sees that the dimension Nu of the X vector of unknowns is
rather large: Nu = 3+8×Nb where Nb = Nh(Nh−1)/2 is the num-
ber of baselines formed by the input horn array. For a large horn
array this number can become very large. A 10 × 10 array has
for instance Nb = 4950 baselines and Nu = 39 603 unknowns.
One needs at least as many data samples as unknowns (and in
many cases more than that) so this would involve manipulations
of very large matrices. In fact as we said before, depending on
the relative positions of the input horns, there may be a lot of
equivalent baselines: diﬀerent pairs of horns separated by the
same vector uβ hence measuring exactly the same visibilities. It
is clearly advantageous to regroup these equivalent baselines to-
gether in order to reduce the dimension of the system. As we will
see below there is a huge added-advantage in doing it this way
in terms of signal-to-noise ratio if one chooses the phase shifter
angles wisely.
In the case where the input horn array is a square grid with
size Nside =
√
Nh, the number of diﬀerent classes of equivalent
baselines is N = 2Nside(Nside − 1) = 2(Nh −
√
Nh) = 180 for
a 10 × 10 horn array, hence reducing the number of unknowns
to 1443 which is a very large improvement. It is obvious that
all equivalent baselines measure the same visibilities and can
therefore be regrouped in the linear problem leading to the same
solution as considering the equivalent baselines separately. One
just has to reorder the terms in Eq. (22) as first a sum over all
diﬀerent baselines β and then a sum over each of the baselines bβ
equivalent to β on the output line k:
Sk = Λk · S +
N−1∑
β=0
Γk,β ·Vβ + nk, (30)












−(sin∆Φ‖ ‖k,bβ + sin∆Φ⊥⊥k,bβ)
cos∆Φ‖ ‖k,bβ − cos∆Φ⊥⊥k,bβ















The global system to be solved is written in the same way as
before S = A · X + n, where the matrix A and the vectors X
and S are constructed as defined in Eq. (27). Each column of the
matrix A corresponds to phase shifter configurations encoded in
Γk,β (for all diﬀerent baselines β) and Λk.
4.2. Coherent summation of equivalent baselines
We now investigate the noise covariance matrix for the re-
constructed visibilities and how one could optimize it. The
noise coming from one horn illuminating one bolometer with
the power P0 during one time sample is (Bowden et al. 2004;
Lamarre 1986):
σ20 = asP0 + abP
2
0, (32)
where asP0 is called the “shot noise” term and abP20 the “photon
bunching” term2. Now in the case considered here, Nh horns il-
luminate Nout bolometers, so the total power on one bolometer is
P = Nh/Nout × P0. Thus the noise on one of our detectors is:












because Nout ≥ 2Nh. We shall therefore use this upper limit to
express the noise covariance matrix of the measured data sam-
ples. We assume for simplicity that the noise is stationary and
uncorrelated from one data sample to another and that the com-
biner is lossless (for a Butler combiner this is true if Nout = 2Nh).





where 1l is the Nd × Nd identity matrix (Nd = Nout × Nt is the
number of data samples taken during Nt time samples with Nout
2 At 90 GHz with 30% bandwidth, the second term is not negligible
if one observes from the ground. From space however, still at 90 GHz,
the second term becomes negligible as the input power is significantly
reduced.
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We have regrouped all equivalent baselines together in A; each
of its elements is therefore the sum on Neq sines and cosines
of the phase shifting angles (as expressed in Eq. (31)). We will
assume here that the angles are chosen randomly and uniformly
from a set of possible values between 0 and 2π. Now there are
two possibilities depending on the choice of the phase shifting
angles for all baselines equivalent to a given one: they can all
be diﬀerent or they can all be equal. We refer to this choice as
incoherent or coherent summation of equivalent baselines:
– Incoherent summation of equivalent baselines: each of the
sum of the two sine/cosine functions of the uniformly dis-
tributed angles has zero average and a variance 1. Each ele-
ment of Γk,β is the sum of Neq of these and the Central Limit





– Coherent summation of equivalent baselines: then each ele-
ment of Γk,β is 1Nout Neq(β) times the same angle contribution







Coming back to At · A, the multiplication by the transpose will
add all the Nd diﬀerent data samples. The oﬀ-diagonal elements
will cancel out because the angles are uncorrelated from one
channel to another. The average of the diagonal elements will
be the variance of the elements in A multiplied by Nd. So finally,
depending on the choice between incoherent or coherent sum-
mation of equivalent baselines, the visibility covariance matrix






















N2eq(β) for coherent summation.
(37)
Of course the evaluation above is only valid in a statistical sense,
insofar as the phase shifts are really randomly chosen. If this
the case, Eq. (37) are true up to random corrections of relative
order 1/
√
Nd. The latter scaling in Eq. (37) is clearly more ad-
vantageous and optimises the reconstruction of the visibilities.
In fact this result is quite obvious: if the phase shifting angles
for equivalent baselines are all diﬀerent, the coeﬃcients of the
linear problem that one wants to invert will always be smaller
than if the summation of equivalent baselines is performed co-
herently. The signal to noise ratio on the visibilities will there-
fore be optimal if one maximises the coeﬃcients, which is ob-
tained by choosing the coherent summation.
4.3. Comparison with classical interferometers and imagers
The variance on the visibilities obtained above in the case of a






that can be compared3 to formula (28) in Hobson & Magueijo
(1996) which is the equivalent for pairwise heterodyne
3 The notations are diﬀerent: tvis in (Hobson & Magueijo 1996) has to
be replaced by our Nt; their nvis is the number of equivalent baselines
interferometry σ20/NtNeq(β). We see that the only diﬀerence in-
troduced by bolometric interferometry is the factor Nh/Neq(β).





(Nh(Nh − 1)/2)/N ≃ Nh/4, but is much larger for small base-
lines. The design of the instrument has to be such that the “inter-
esting” baselines are very redundant leading to a Nh/Neq closer
to one. The resulting expression of the variance on visibili-
ties for bolometric interferometry therefore only diﬀers by this
slightly larger than one factor with respect to pairwise hetero-
dyne interferometry. The important point is that the value of σ0
for bolometric interferometry is typical of a bolometer (photon
noise dominated) hence smaller than what can be achieved with
HEMT amplifiers in a pairwise heterodyne interferometer.
This result can be summarized as follows: a bolometric in-
terferometer using coherent summation of equivalent baselines
can achieve the sensitivity that would be obtained with a pair-
wise heterodyne interferometer with the noise of a bolometric in-
strument (and without the complexity issues related to the large
number of channels). Such an instrument would therefore also
be competitive with an imager that would have the same num-
ber of bolometers as we have input channels in our bolometric
interferometer. This is shown in Hamilton et al. (2008) where
a detailed study comparing a bolometric interferometer, a pair-
wise heterodyne interferometer and an imager from the sensitiv-
ity point of view is done. On the other hand, if the equivalent
baselines are summed incoherently, it is obvious that the sensi-
tivity would be very poor due to the absence of the 1/Neq addi-
tional factor. However, bandwidth is usually an additionnal diﬃ-
culty in interferometry, limiting the sensitivity at small scales as
signals at diﬀerent frequencies do not interfere coherently. The
problem of bandwidth is now under detailed study.
The next section shows how it is possible to choose the phase
shifting sequences in such a way that the prescription of coherent
summation of equivalent baselines is enforced.
5. Choice of the optimal phase sequences
One wants the phase shifting scheme to be such that equivalent
baselines have exactly the same sequence but that different base-
lines have diﬀerent phase shifts so that they can be disentangled
by the linear inversion corresponding to Eq. (30). Now let’s see
how to comply with this constraint of having equivalent base-
lines correspond to identical phase diﬀerences. As can be seen
in Eq. (6), the phase shifts have two diﬀerent origins: the phase
shifters themselves whose angles can be chosen to follow a given
sequence and are the same for all output channels and the phase
shifts coming from the beam combiner. Each input is labelled by
the horn number 0 ≤ i ≤ Nh − 1 and the polarization direction η.
Each output is labelled by its number 1 ≤ k ≤ Nout. The phase
shift diﬀerences are therefore
∆Φk,iη, jη′ = (φiη − φ jη′)︸︷︷︸
phaseshifters





a) Phase shifter phase differences (unpolarized case):
We assume that the horns are placed on a square array with size
Nside =
√
Nh as in Fig. 2. In this case, the position of all horns can
Neq. In our paper σ0 corresponds to sΩs in their article as a noise equiv-
alent power NEP has to be replaced by NET×Ω when treating noise in
temperature units rather than in power units.
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Fig. 2. Choosing all the phase sequences from that of one horn and two
phase sequence diﬀerences (represented in green).






where li and mi are integers running from 0
to Nside − 1 such that i = li + Nsidemi. In this case, we have seen
that there are N = 2(Nh −
√
Nh) diﬀerent classes of equivalent
baselines labelled uβ. Forgetting about polarization, the phase
sequences can be constructed from a vector of two independent
random phase sequences h(t) and v(t) which separate the hori-
zontal and vertical directions in the horn array:






The phase shift diﬀerence associated with the baseline between
horns i and j is
φi − φ j = (di − d j) · s(t), (41)
and it is clear that the phase shift diﬀerence sequences will be the
same for all baselines such that di − d j = uβ, where β is one of
the classes of equivalent baselines. Because the two random se-
quences h(t) and v(t) have been chosen independently, the phase
sequences associated with two diﬀerent baseline classes β  β′
will be diﬀerent.
b) Separating polarizations:
Looking at formula (24), it is clear that one will not be able to
separate VI and VQ visibilities, unless one uses two independent
vectors of sequences s||(t)  s⊥(t). However, in this case VU and
VV are not measured with maximum accuracy because the phase
shift diﬀerences
φi || − φ j⊥ = s||(t) · di − s⊥(t) · d j
are not equal for two diﬀerent but equivalent baselines, so that
they do not add coherently. One is therefore led to use alternately
two measuring modes:
1. One mode where s||(t)  s⊥(t), where phase shifts diﬀerences
read:
φiη − φ jη = sη(t) · (di − d j).
In this mode, VI and VQ are measured with maximum accu-
racy (noise reduction ∝ N2eq), but VU and VV are only mea-
sured with noise a reduction ∝ Neq.
2. One mode with s||(t) = s⊥(t) = s(t). Then however, one can-
not measure VV because
φi || − φ j⊥ = s(t) · (di − d j) = φi⊥ − φ j ||,
therefore one must introduce two more sequences c||(t) 
c⊥(t) (one of them may be zero) independent from one an-
other and from s(t), such that φiη = s(t) · di + cη(t). Then:
φi || − φ j⊥ = s(t) · (ui − u j) + c||(t) − c⊥(t)
whereas
φi⊥ − φ j || = s(t) · (ui − u j) + c⊥(t) − c||(t)
but
φi || − φ j || = φi⊥ − φ j⊥ = s(t) · (ui − u j),
which means that VI , VU and VV are measured with maxi-
mum accuracy (noise reduction ∝ N2eq), but VQ is not mea-
sured at all.
We mentioned before that we need all phase shifters to be iden-
tical: they all have to be able to produce the same nφ phase
shifts (let us call this ensemble Ψ) but in diﬀerent order. If hη(t),
vη(t) and cη(t) are sequences of elements belonging to Ψ, then
the phase for any horn also has to belong to Ψ, meaning that
φiη(t) = li hη(t) + mi vη(t) + cη(t) has to belong to Ψ. As shown
in Appendix A, this requires us to choose the nφ values of the




(n = 0, . . . , nφ − 1). (42)
The elementary sequences hη(t), vη(t) and cη(t) are uniform ran-
dom samples of Ns values taken among the nφ elements of Ψ.
They must be chosen independent from one another to make
sure that unequivalent baselines do not share the same sequence
of phase diﬀerences.
c) Beam combiner phase difference:
As was said before there are two main designs for the beam
combiner: Butler combiner (Dall’Omo 2003) or quasi optical
combiner (Timbie et al. 2006). Without going into details, let us
say that identical phase shifts for equivalent baselines are natu-
rally obtained for the quasi optical combiner, and are achieved
through an adequate wiring for the Butler combiner.
d) Summary and expected accuracy:
Finally, in order to recover the visibilities keeping to the “co-
herent summation of equivalent baselines” criterion, one has to
build phase sequences that successively follow modes 1 and 2 on
an equal footing, build the corresponding A matrix and solve the
system. There is a price to pay: during the first half sequence, VI
and VQ are measured with optimal accuracly but VU and VV are
not, during the second half sequence, VI , VU , and VV are mea-
sured with optimal accuracy but VQ is not measured at all. We
therefore expect the sensitivity on VQ, VU and VV to decrease
by roughly a factor of
√
2 with respect to the sensitivity on VI ,
although the sensitivity on VU and VV will be slightly better con-
strained than on VQ.
6. Monte-Carlo simulations
We have investigated what was discussed above using Monte-
Carlo simulations. There are three approaches that have to be
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Fig. 3. Relative rms on visibility residuals for VI (left) and VQ (right). The behaviour for VU and VV would be exactly the same as for VQ. The rms
on the residuals has been divided by the expected σ0×
√
Nh
Nt scaling for each strategy to exhibit only the dependence with the number of equivalent
baselines. The data points were fitted with linear slopes io log-log scale to measure the power of the scaling. One sees that the strategy where




compared for the reconstruction of the Stokes parameter visibil-
ities:
– considering all baselines independantely without regrouping
the equivalent ones. We expect this method to have error bars
scaling as 1/
√
Neq. The system to solve is large in that case;
– regrouping the equivalent baselines without any choice of the
phase shifts so that they do not add in a coherent way. We
expect this method to be exactly equivalent to the previous
one but with a reduced size of the matrices;
– following the strategy to regroup equivalent baselines and
choosing the phases so that they are coherently added. We
expect the error bars to scale as 1/Neq and therefore be the
most eﬃcient.
In each case, we have simulated random visibilities with VQ, VU
and VV a hundred times lower than VI as expected from the CMB
and calculated the signal expected on the bolometers using the
phase shift values for the three above strategies. We then added
Gaussian noise with a variance σ2MC = σ20Nh/Nt to the bolometer
signal. In each case we have performed a large number of noise
and phase shift sequence realisations. For each realisation, we
have stored the reconstructed and input visibilities and analysed
the residual distributions. We have investigated the three above
strategies and also the behaviour of the third one (coherent sum-
mation of equivalent baselines) with respect to the two free pa-
rameters: the length of the phase shift sequence before inverting
the linear problem and the number of diﬀerent phase shift angles
(regularly spaced between 0 and 2π as shown in Appendix A).
6.1. Scaling with the number of equivalent baselines
We show in Fig. 3 the scaling of the rms residuals on the visi-
bilities as a function of the number of equivalent baselines. We
have divided the rms by σ0
√
Nh/Nt in order to isolate the eﬀects
that are specific to bolometric interferometry and depend on the
way equivalent baselines are summed (see Eq. (37)). We see that
as expected the scaling is ∝1/Neq if one solves the problem by
maximizing the signal to noise ratio using our coherent summa-
tion of equivalent baselines. The poor 1/
√
Neq scaling is also
observed when all baselines are considered separately or when
the phase shift angles are not chosen optimally.
6.2. Scaling with the number of samples and number
of different phases
Let’s now concentrate on the optimized strategy described
above: coherent summation of equivalent baselines. We show
in Fig. 4 the scaling of the rms residuals on the visibilities with
respect to the length of the sequence and the number of diﬀerent
phases achieved by the phase shifters (as shown in Appendix A,
these have to be regularly spaced between 0 and 2π). The rms




One observes (Fig. 4 left) that the linear problem is singular
when the number of diﬀerent phases is not suﬃcient. Varying
the number of horns in the array led us to derive the general
scaling ≃2√Nh for the minimum number of phases. Increasing
the number of possible angles does not improve the residuals.
Concerning the length of the sequence (Fig. 4 right), one ob-
serves that when it is slightly larger than the number of unknows
(Nu = 3 + 8 × N where N is the number of diﬀerent base-
lines, N = 2(Nh −
√
Nh) for a square array) then the recon-
struction of the visibilities is not optimal due to the lack of con-
straints. Optimality is progressively reached when integrating a
larger number of samples before inverting the problem. A rea-
sonable result is obtained when Nd ≃ 4×Nu. The expected ≃
√
2
diﬀerence between the accuracy on VI and that on VQ, VU and
VV (due to the fact that we have have to perform two successive
phase shifting schemes in order to measure all three polarized
visibilities) is also confirmed by the simulation.
7. How to proceed with a realistic instrument?
When dealing with a realistic instrument one has to account for
systematic errors and uncertainty to choose the precise data anal-
ysis strategy. We do not want to address the broad topic of sys-
tematic eﬀects with bolometric interferometry in this article (we
refer the interested reader to (Bunn 2007) where systematic is-
sues for interferometry are treated in a general way) but stress
one point that is specific to the method we propose here, related
to intercalibration of the bolometers in the detector array.
Inverting the linear problem in Eq. (30) is expressing the
Stokes parameter visibilities as linear combinations of the Nd
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Fig. 4. Scaling of the rms residuals (divided by σ0Neq
√
Nh
Nt ) on the Stokes parameter visibilities with respect to the number of diﬀerent phases achieved
by the phase shifters and the number of diﬀerent phase configurations used for the analysis (length of the sequence). One sees on the left that for
a number of horns of 64 one needs at least 12 or 13 diﬀerent angles to be able to solve the linear problem. It is clear from the plot on the right
that the longer the sequence, the better the residuals, but a plateau is rapidly reached when the number of samples is around 4 times the number of
unknowns in the linear problem. One can also see the factor ≃
√
2 between the accuracy on the intensity and the polarized Stokes parameters due
to the two-step phase shifting scheme that we have to perform to be able to reconstruct them all.
signal measurements performed with diﬀerent phase shifting
configurations. These measurements can be those of the Nout
bolometers each in Nt time samples. This is where intercalibra-
tion issues have to be considered. Linear combinations of sig-
nals measured by diﬀerent bolometers are extremely sensitive
to errors in intercalibration and will induce leakage of inten-
sity into the polarized Stokes parameters if it is not controlled
with exquisite accuracy. So we claim that combining diﬀerent
bolometers in the reconstruction of the visibilities in a bolomet-
ric interferometer such as the one we describe here is not a wise
choice unless the bolometer array is very well intercalibrated
(through precise flat-fielding). The solution we propose is to treat
all the bolometers independantly, inverting the linear problem
separately for each of them. This requires many time samples
for the phase shift sequences but is safer from the point of view
of systematics. As a realistic example, for a 10 × 10 elements
square input array, the number of diﬀerent baselines is 180 and
the number of unknowns is 1443. An optimal reconstruction of
the visibilities can therefore be achieved with ∼6000 time sam-
ples. The duration of the time samples is driven by both the time
constant of the bolometers (very short with TES) and the speed
achieved by the phase shifter to switch from one phase to the
other. A reasonable duration for the time samples is about 10 ms
which would correspond to sequences lasting about one minute.
It is likely that the cryogenic system of such a bolometric inter-
ferometer would ensure a stable bath on the minute time scale
so that the knee frequency of the bolometric signal would be
smaller than 1 min−1. In such a case, the noise can be considered
as white (diagonal covariance matrix) during each sequence and
the inversion is easily tractable even with 6000 samples vectors.
We are currently performing fully realistic simulations includ-
ing systematic eﬀects; the results will be presented in a future
publication.
Conclusions
We have investigated ways to reconstruct the Stokes param-
eter visibilities from a bolometric interferometer. It turns out
that all three complex Stokes parameter visibilities can be
reconstructed with an accuracy that scales as the inverse of the
number of equivalent baselines if one follows a simple prescrip-
tion: all equivalent baselines have to be factorized together in a
coherent way, meaning that the phase shift diﬀerences have to
be equal for equivalent baselines. We have proposed a simple
way to construct such phase shift sequences and tested it on a
Monte-Carlo simulation. The simulation confirms that the scal-




The main conclusion of this article is therefore that a bolo-
metric interferometer can achieve a good sensitivity only with an
appropriate choice of the phase shift sequences (coherent sum-
mation of equivalent baselines). A detailed study of the sensitiv-
ity of a bolometric interferometer (Hamilton et al. 2008) shows
that they are competitive with imagers and pairwise heterodyne
interferometers.
We also discussed the data analysis strategy and proposed
a solution for the possible cross-calibration issues between the
diﬀerent bolometers. Even though one has simultaneously Nout
measurements of the signal with diﬀerent phase configurations,
it might be preferable not to combine these measurements but
rather to reconstruct the visibilities on each bolometer separately
and combine the visibilities afterwards. Such a strategy would
increase the length of the phase shifting sequences, but in a rea-
sonable (and tractable) way thanks to the intrinsic shortness of
our proposed phase shifting scheme.
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Appendix A: Proof of the necessity of having
regularly spaced phase shift values
When we use the phase shift configurations of Eq. (40), the an-
tenna with coordinates (i, j) will be phase shifted by:
φi, j(t) = ih(t) + jv(t) + c(t). (A.1)
In practice we are only able to construct a limited number of
diﬀerent phase shifters, and the phase shift sequences h(t), v(t)
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and c(t) will be independent random sequences of phase shifts
taken from the same set Φ of n phase shifts φp. For all phase
shifts in Eq. (A.1) to belong to Φ, it is necessary that l × φp
(modulo 2π) also belongs to Φ. Let us write the smallest non-




, n ∈ IN, 0 ≤ ǫ < 1. (A.2)
(n + 1)φmin (modulo 2π) should also belong to Φ, but






Therefore (n + 1)φmin < φmin (modulo 2π), and cannot belong
to Φ unless ǫ = 0. One concludes that the set Φn of n phase






∣∣∣∣∣ n ∈ IN, p ∈ IN, 0 ≤ p < n
}
, (A.4)
which finally is a quite obvious choice.
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