We prove that whenever a sequence of bounded operators (A m ) m∈ℤ acting on a Banach space X admits an exponential dichotomy and a sequence of differentiable maps f m : X → X, m ∈ ℤ, has bounded and Hölder derivatives, the nonautonomous dynamics given by x m+1 = A m x m + f m (x m ), m ∈ ℤ, has various shadowing properties. Hence, we extend recent results of Bernardes Jr. et al. in several directions. As a nontrivial application of our results, we give a new proof of the nonautonomous Grobman-Hartman theorem.
The original proofs that uniformly hyperbolic dynamical systems have the shadowing property (due to Bowen and Anosov) rely on the existence of invariant stable and unstable manifolds. Later, Palmer [23] and independently Mayer and Sell [20] gave quite ingenious and very simple analytic proofs of the shadowing lemma that do not use the invariant manifold theory. Their approach also inspired versions of the shadowing lemma that deal with maps on Banach spaces (see [9, 15] ). In addition, an analytic proof of the shadowing lemma for nonuniformly hyperbolic dynamics was given in [12] . Finally, in the recent paper [6] , Bernardes Jr. et al. have developed a shadowing theory for linear operators on an arbitrary Banach space. We refer to [21, 26] for more discussion and further references related to shadowing theory. In particular, we recommend [18] for a nice survey devoted to the study of shadowing in the context of ordinary differential equations.
We emphasize that all the above mentioned results deal with autonomous dynamics and the main objective of the present paper is to develop a shadowing theory for nonautonomous systems acting on an arbitrary Banach space. More precisely, starting with a linear dynamics
where the sequence (A m ) m∈ℤ admits an exponential dichotomy (which represents a version of the notion of hyperbolicity for time-varying dynamics), we prove that a small nonlinear perturbation of (1.1) has the shadowing property. In particular, the results from [6] correspond to a special case when (A m ) m∈ℤ in (1.1) is a constant sequence of operators and when linear dynamics is not perturbed. Moreover, we propose a unified approach (inspired by [10] ) that allows us to measure the error in the notion of a pseudotrajectory as well as its deviation from a trajectory in a variety of ways that include the concept of standard shadowing (as well as other concepts of shadowing studied in [6] and elsewhere) as a very particular case. We note that our methods are inspired by the above mentioned analytic proofs of the shadowing lemma. Finally, as a nontrivial application of our results, we give a simple proof of the nonautonomous version of the Grobman-Hartman theorem in the discrete-time setting. We emphasize that the first version of this result goes back to Palmer [22] who considered finite-dimensional dynamics with continuous time. More recent versions are due to Barreira and Valls [4, 5] (see also [2] ) who deal with discrete-time dynamics on an arbitrary Banach space that admits a nonuniform exponential dichotomy. Although our version of the nonautonomous Grobman-Hartman theorem works under more restrictive assumptions than those we just mentioned (see Remark 4.3 for a detailed discussion), our proof differs from theirs and is inspired by the classical construction of the conjugacy between Anosov diffeomorphism and its small perturbation (see [17] ).
The paper is organized as follows. In Section 2 we introduce the class of sequence spaces that will be used to present a general framework that will unify various types of shadowing. We also recall the classical notion of an exponential dichotomy. Section 3 contains the main results of our paper, while in Section 4 we present some applications.
Preliminaries

Banach Sequence Spaces
In this subsection we present some basic definitions and properties from the theory of Banach sequence spaces. The material is taken from [10, 27] , where the reader can also find more details.
Let S(ℤ) be the set of all sequences s = (s n ) n∈ℤ of real numbers. We say that a linear subspace B ⊂ S(ℤ) is a normed sequence space (over ℤ) if there exists a norm ‖ ⋅ ‖ B : B → ℝ + 0 such that if s = (s n ) n∈ℤ ∈ B and |s n | ≤ |s n | for n ∈ ℤ, then s = (s n ) n∈ℤ ∈ B and ‖s‖ B ≤ ‖s ‖ B . If in addition (B, ‖ ⋅ ‖ B ) is complete, we say that B is a Banach sequence space.
Let B be a Banach sequence space over ℤ. We say that B is admissible if: (i) χ {n} ∈ B and ‖χ {n} ‖ B > 0 for n ∈ ℤ, where χ A denotes the characteristic function of the set A ⊂ ℤ, (ii) for each s = (s n ) n∈ℤ ∈ B and m ∈ ℤ, the sequence s m = (s m n ) n∈ℤ , defined by s m n = s n+m , belongs to B and ‖s m ‖ B = ‖s‖ B .
Note that it follows from the definition that for each admissible Banach space B over ℤ, we have that ‖χ {n} ‖ B = ‖χ {0} ‖ B for each n ∈ ℤ. Throughout this paper we will assume for the sake of simplicity that ‖χ {0} ‖ B = 1.
We recall some explicit examples of admissible Banach sequence spaces over ℤ (see [10, 27] ).
Example 2.1. The set l ∞ = {s = (s n ) n∈ℤ ∈ S(ℤ) : sup n∈ℤ |s n | < ∞} is a Banach sequence space when equipped with the norm ‖s‖ = sup n∈ℤ |s n |. 
Important Construction
Let us now introduce sequence spaces that will play important role in our arguments. Let X be an arbitrary Banach space and B any Banach sequence space over ℤ with norm ‖ ⋅ ‖ B . Set
Finally, for x = (x n ) n∈ℤ ∈ X B , we define
We say that the sequence (A m ) m∈ℤ admits an exponential dichotomy if (i) there exists a sequence (P m ) m∈ℤ of projections on X satisfying
and
Let B be an admissible Banach sequence space. We define a bounded linear operator :
It follows easily from (2.2) that is a well-defined and bounded linear operator on X B . The following result is only a particular case of the results established by Sasu [27] . One can use the previous result to establish the following one (see [14] for example) which tells us that the notion of an exponential dichotomy is robust under small linear perturbations. Theorem 2.9. Let B be an admissible Banach sequence space and assume that (A m ) m∈ℤ is a sequence of bounded operators on X that admits an exponential dichotomy and satisfies (2.2) . Then there exists c > 0 such that for any sequence (B m ) m∈ℤ of bounded linear operators on X satisfying
we have that (B m ) m∈ℤ also admits an exponential dichotomy. Furthermore, there exists K > 0 such that
Remark 2.10. In fact, by carefully inspecting the proof of Theorem 2.8 one can conclude that we can choose constants C, λ > 0 in the notion of an exponential dichotomy uniformly over all sequences (B m ) m∈ℤ satisfying the assumptions of Theorem 2.9.
A Fixed Point Theorem
We will also use the following classical consequence of the Banach fixed point theorem (see [19] for example).
Theorem 2.11. Let Z be a Banach space and A a differentiable map defined on a neighborhood of 0 ∈ Z. Furthermore, let Γ be a bounded linear operator on Z such that Id − Γ is invertible. Finally, suppose that there exist ρ > 0 and κ ∈ (0, 1) such that
Then A has a unique fixed point in {z ∈ Z : ‖z‖ ≤ ρ}.
Main Result
Setup
Let B be an admissible Banach sequence space, X a Banach space and (A m ) m∈ℤ a sequence of bounded linear operators on X that admits an exponential dichotomy and satisfies (2.2). Moreover, let c > 0 be a constant given by Theorem 2.9. Finally, let f n : X → X, n ∈ ℤ be a sequence of differentiable maps such that
and for each ε > 0, there exists r = r(ε) > 0 such that for every x, y ∈ X satisfying ‖x − y‖ ≤ r,
We consider a nonautonomous and nonlinear dynamics defined by the equation
where F n := A n + f n .
We now introduce a notion of a pseudotrajectory associated with system (3.3). Given δ > 0, the sequence
The above requirement represents a usual definition of a pseudotrajectory in the context of smooth dynamics (see [21, 26] ).
We say that (3.3) has the B-shadowing property if for every ε > 0, there exists δ > 0 so that for every (δ, B)pseudotrajectory (y n ) n∈ℤ , there exists a sequence (x n ) n∈ℤ satisfying (3.3) and such that (
Moreover, if there exists L > 0 such that δ can be chosen as δ = Lε, we say that (3.3) has the B-Lipschitz shadowing property.
Remark 3.2. In the case when B = l ∞ , the above definition of shadowing is the classical one [21, 26] . On the other hand, if B = c 0 (see Example 2.2), we speak about limit shadowing, while in the case when B = l p (see Example 2.3), we speak about l p -shadowing. Hence, our approach offers a unified treatment of various concepts of shadowing.
Our main objective is to show that under the above assumptions, (3.3) has the B-Lipschitz shadowing property. We begin with some simple auxiliary results.
Lemmata
Lemma 3.3. Let δ > 0 and assume that (y n ) n∈ℤ is a (δ, B)-pseudotrajectory for (3.3) . Furthermore, we define a map A :
Then A is a well-defined map.
Proof. Observe that
for every n ∈ ℤ. Then it follows from (3.1) that
for each n ∈ ℤ and x = (x n ) n∈ℤ ∈ X B . In a view of (2.2) and (3.4), we conclude that A(x) ∈ X B .
Lemma 3.4. The map A : X B → X B is differentiable and
Proof. Let us fix x = (x n ) n∈ℤ ∈ X B and define a linear operator L :
It follows readily from (2.2) and (3.1) that L is a well-defined and bounded operator. In addition, for h = (h n ) n∈ℤ ∈ X B , we have that Take an arbitrary ε > 0 and the corresponding r = r(ε) > 0 such that (3.2) holds. Also, let h = (h n ) n∈ℤ ∈ X B be such that ‖h‖ B ≤ r. Hence, ‖th n ‖ ≤ r for every t ∈ [0, 1] and n ∈ ℤ. Therefore, it follows from (3.2) that
for each n ∈ ℤ. Consequently, we have that
Hence, we have proved that
which implies the desired conclusion.
Set Γ := d 0 A. It follows from Lemma 3.4 that (Γξ ) n = A n−1 ξ n−1 + d y n−1 f n−1 ξ n−1 for ξ = (ξ n ) n∈ℤ ∈ X B and n ∈ ℤ.
Lemma 3.5. We have that Id − Γ is an invertible operator on X B . Moreover, there exists a constant K > 0, independent on the pseudotrajectory y, such that
Proof. The statement follows directly from Theorems 2.8 and 2.9 together with (3.1) (and the choice of c).
Main Results
The following is our main result. Proof. We wish to apply Theorem 2.11. Let K > 0 be such that ‖(Id − Γ) −1 ‖ ≤ K. As we noted in Lemma 3.5, we can choose K independently on y. Set r = r( 1 2K ) so that (3.2) holds with ε = 1 2K > 0. It follows from (3.2) that
and thus
We conclude that
for any z ∈ X B satisfying ‖z‖ B ≤ r. Take now ε > 0 such that ε ≤ r and set L = 1 2K . Thus, for δ = Lε > 0, we have that Kδ = ε/2 and
It follows from (3.6) and (3.7) that the assumptions of Theorem 2.11 are satisfied with κ = 1/2 and ρ = ε, and consequently A has a unique fixed point z ∈ X B such that ‖z‖ B ≤ ε. By setting x := y + z, we obtain the desired conclusions.
Remark 3.7. We stress that Theorem 3.6 (in the particular case when B = l ∞ ) is similar in nature to the main result in [9] , with the important distinction that the maps F n defined globally on X are unbounded.
We have the following simple consequence of Theorem 3.6. Under certain periodicity assumption for system (3.3), we can also formulate a version of the Anosov closing lemma in our setting. Corollary 3.9. Assume that there exists N ∈ ℕ such that F n+N = F n for each n ∈ ℕ. Then there exists L > 0 such that for any ε > 0 sufficiently small and for every (Lε, l ∞ )-pseudotrajectory y = (y n ) n∈ℤ for (3.3) that satisfies y n = y n+N for n ∈ ℕ, there exists a solution x = (x n ) n∈ℤ of (3.3) such that sup n∈ℤ ‖x n − y n ‖ ≤ ε and x n = x n+N for n ∈ ℕ.
Proof. Applying Theorem 3.6 (for B = l ∞ ) we obtain the existence of a sequence x = (x n ) n∈ℤ solving (3.3) such that sup n∈ℤ ‖x n − y n ‖ ≤ ε. Let us define a new sequence x = (x n ) n∈ℤ ⊂ X by
It is easy to verify that x solves (3.3) and it obviously satisfies sup n∈ℤ ‖x n − y n ‖ ≤ ε. Hence, the uniqueness in Theorem 3.6 implies that x = x , which immediately yields the desired conclusion.
Shadowing of Linear Systems
In this subsection we deal with system (3.3) in the particular case when f n = 0 for each n ∈ ℤ, i.e., when F n = A n for every n ∈ ℤ. Hence, we deal with linear dynamics
x n+1 = A n x n , n ∈ ℤ. Proof. Take B = c 0 (see Example 2.2). We note that y is an (Lε, B)-pseudotrajectory for (3.8) for some ε > 0 (where L > 0 comes from the definition of B-Lipschitz shadowing). By Corollary 3.10, we can find a sequence x = (x n ) n∈ℤ that solves (3.8) and satisfies (x n − y n ) n∈ℤ ∈ B (in fact, we also have that ‖(x n − y n ) n∈ℤ ‖ B = sup n∈ℤ ‖x n − y n ‖ ≤ ε), which immediately yields (3.9). The uniqueness of x can be established by using Theorem 2.8, as in the proof of Corollary 3.10. 
Applications
In this section we present some applications of our main results.
A Nonautonomous Version of the Grobman-Hartman Theorem
Let (A m ) m∈ℤ be a sequence of bounded and invertible linear operators on X as in Section 3.1. Furthermore, suppose that a := sup
Let c > 0 be given by Theorem 2.9 and fix D, r > 0. Associated to these parameters by Theorem 3.6 (applied to B = l ∞ ), consider ε > 0 sufficiently small such that r(3ε) < c/2 (see (3.2) ) and δ = Lε > 0. Moreover, suppose ε is so small that 3ε still satisfies Theorem 3.6. Let (g n ) n∈ℤ be a sequence of maps g n : X → X satisfying (3.1), with c/2 instead of c, and (3.2), and such that ‖g n ‖ sup ≤ δ for each n ∈ ℤ.
We consider the difference equation y n+1 = G n (y n ), n ∈ ℤ, (4.1)
where G n := A n + g n . By decreasing c (if necessary), we have that G n is a homeomorphism for each n ∈ ℤ. Indeed, if c < a −1 , then for each n ∈ ℤ and y ∈ X, the map Φ y,n : X → X, defined by Φ y,n (x) = A −1 n (y − g n (x)), x ∈ X, is a contraction on X. This easily implies that G n is a homeomorphism for each n ∈ ℤ. We define and
Proof. Fix m ∈ ℤ and y ∈ X and define a sequence y = (y n ) n∈ℤ by y n = G(n, m)y for n ∈ ℤ. Note that y is a solution of (4.1). Then sup n∈ℤ ‖y n+1 − A n y n ‖ = sup n∈ℤ ‖g n (y n )‖ ≤ δ.
Hence, it follows from Corollary 3.10 (applied to the case when B = l ∞ ) that there exists a unique sequence x = (x n ) n∈ℤ such that x n+1 = A n x n for n ∈ ℤ and sup n∈ℤ ‖x n − y n ‖ ≤ ε. Set It is easy to verify that (4.2) holds. Furthermore,
which yields (4.3). We will now prove that each h m is a homeomorphism. Let us start with the following simple auxiliary result.
Lemma 4.2. Let x = (x n ) n∈ℤ andx = (x n ) n∈ℤ be two sequences such that x n+1 = A n x n andx n+1 = A nx n for every n ∈ ℤ. Then, for every ρ > 0, there exists N ∈ ℕ such that if ‖x n −x n ‖ ≤ 3ε for every |n| ≤ N, then we have that ‖x 0 −x 0 ‖ ≤ ρ. In addition, an analogous property holds for solutions of (4.1).
Proof. It follows from (2.3) and (2.4) that
Similarly, it follows from (2.3) and (2.5) that
Hence,
and therefore, by choosing N so that 6Ce −λN ε < ρ, we obtain the desired conclusion. As for the nonlinear case, let y = (y n ) n∈ℤ andỹ = (ỹ n ) n∈ℤ be sequences satisfying (4.1) and suppose ‖y n −ỹ n ‖ ≤ 3ε for every |n| ≤ N. Setting z n = y n −ỹ n , we get that z n+1 = G n (y n ) − G n (ỹ n ) = dỹ n G n z n + G n (y n ) − G n (ỹ n ) − dỹ n G n z n .
Thus, z n+1 = (L n + T n )z n , where L n := dỹ n G n = A n + dỹ n g n and
Now, using (3.2) we get that ‖T n ‖ ≤ D‖y n −ỹ n ‖ r ≤ D(3ε) r < c/2 for every |n| ≤ N. Therefore, it follows from Theorem 2.9 that the sequence (B n ) n∈ℤ , given by B n = L n + T n for |n| ≤ N and B n = L n for |n| > N, admits an exponential dichotomy with constants C and λ as in Section 2.3 depending only on (A n ) n∈ℤ and c (see Remark 2.10). Thus, choosing N so that 6Ce −λN ε < ρ and proceeding as in the linear case, we get the desired result.
Let us now establish the continuity of h 0 (the same argument applies for every h m ). For ρ > 0, take N ∈ ℕ given by Lemma 4.2. By the continuity of the maps g n , there exists η > 0 such that for every y, z ∈ X satisfying ‖y − z‖ < η, we have that ‖G(n, 0)y − G(n, 0)z‖ < ε for every |n| ≤ N.
Take y, z ∈ X satisfying ‖y − z‖ < η, and consider y n = G(n, 0)y, z n = G(n, 0)z, x n = A(n, 0)h 0 (y) and x n = A(n, 0)h 0 (z) for n ∈ ℤ. For every n ∈ ℤ satisfying |n| ≤ N, we have that Therefore, since (x n ) n∈ℤ and (x n ) n∈ℤ are solutions of x n+1 = A n x n , n ∈ ℤ, it follows from Lemma 4.2 that ‖h 0 (y) − h 0 (z)‖ ≤ ρ proving that h 0 is continuous.
We now prove that h m is injective for each m ∈ ℤ. Suppose that there exist y, z ∈ X such that h m (y) = h m (z). We define sequences (y n ) n∈ℤ , (z n ) n∈ℤ and (x n ) n∈ℤ , respectively, by y n = G(n, m)y, z n = G(n, m)y and x n = A(n, m)h m (y) = A(n, m)h m (z), n ∈ ℤ. Then, by the definition of h m , we have that sup n∈ℤ ‖x n − y n ‖ ≤ ε and sup n∈ℤ ‖x n − z n ‖ ≤ ε.
In particular, sup n∈ℤ ‖y n − z n ‖ ≤ 2ε.
Then Corollary 3.8 (applied for B = l ∞ ) implies that y n = z n for every n ∈ ℤ. Consequently, y = y m = z m = z, and thus h m is injective.
Let us now establish the surjectivity of h m . Take x ∈ X and consider a sequence x n = A(n, m)x. Then sup n∈ℤ ‖x n+1 − G n x n ‖ = sup n∈ℤ ‖A n x n − G n x n ‖ = sup n∈ℤ ‖g n (x n )‖ ≤ δ.
Hence, (x n ) n∈ℤ is a (δ, l ∞ )-pseudotrajectory for (4.1). In particular, by Theorem 3.6 applied to (G n ) n∈ℤ , there exists a unique sequence (y n ) n∈ℤ satisfying (4.1) and such that sup n∈ℤ ‖x n − y n ‖ ≤ ε. Therefore, h m (y m ) = x m = x, proving that h m is surjective.
The proof of the continuity of h −1 m is completely analogous to the proof of the continuity of h m and therefore we omit it.
Finally, it remains to establish the uniqueness of h m . Indeed, suppose that (h m ) m∈ℤ is a sequence satisfying (4.2) and (4.3). Take y ∈ X, m ∈ ℤ and consider a sequence y n = G(n, m)y, n ∈ ℤ. Then h n+1 (y n+1 ) = A n h n (y n ) andh n+1 (y n+1 ) = A nhn (y n ).
Moreover, ‖h n (y n ) − y n ‖ ≤ ε and ‖h n (y n ) − y n ‖ ≤ ε for every n ∈ ℤ. Thus, by the uniqueness in Theorem 3.6, it follows that h n (y n ) =h n (y n ) for every n ∈ ℤ. Consequently, h m (y) =h m (y). Since y was arbitrary, we conclude that h m =h m and the proof of the theorem is completed. Remark 4.3. Theorem 4.1 can be described as a nonautonomous version of the classical Grobman-Hartman theorem [13] . The first result of this type has been established by Palmer [22] for finite-dimensional dynamics with continuous time. Subsequent generalizations for infinite-dimensional dynamics that admit a nonuniform exponential dichotomy are due to Barreira and Valls [4, 5] (see also [2] for a simple proof).
When compared with main results in [2, 4, 5] , our Theorem 4.1 works under stronger assumptions that the maps g n are differentiable and that (3.2) holds.
However, our goal was not to refine results from those papers (which in fact seem to be rather optimal) but rather to offer a new approach to the problem of linearization of a nonautonomous dynamics based on the shadowing theory we developed in the previous section. As we mentioned in the introduction, this approach is well known in the context of autonomous dynamics but to the best of our knowledge it has not appeared earlier in the study of nonautonomous dynamics.
Finally, we note that the sufficient conditions under which the conjugacies h m are smooth were discussed for the first time in [11] .
Preservation of Positive Lyapunov Exponents
Using our main results, we can also formulate conditions under which positive Lyapunov exponents associated with linear dynamics remain unchanged under small nonlinear perturbations. For more general results related to the preservation of Lyapunov exponents under perturbations, we refer to [3, Section 7] and the references therein. We continue to use the same notation as in the previous subsection. Proof. Observe that sup n∈ℤ ‖y n+1 − A n y n ‖ = sup n∈ℤ ‖g n (y n )‖ ≤ δ.
Hence, it follows from Corollary 3.10 (applied to the case when B = l ∞ ) that there exists a unique sequence x = (x n ) n∈ℤ such that x n+1 = A n x n for n ∈ ℤ and sup n∈ℤ ‖x n − y n ‖ ≤ ε. It readily follows that (4.4) holds.
