Relation between Fisher measures of information coming from pair distribution functions by Nagy, Ágnes & Romera, Elvira
Relation between Fisher measures of information coming from
pair distribution functions
A´. Nagy
Department of Theoretical Physics, University of Debrecen, H–4010 Debrecen, Hungary
E. Romera
Departamento de F´ısica Ato´mica, Molecular y Nuclear and
Ins tituto Carlos I de F´ısica Teo´rica y Computacional,
Universidad de Granada, Fuentenueva s/n, 18071 Granada, Spain
(Dated: March 18, 2010)
Abstract
A relationship between three measures of Fisher information constructed from generalized pair
density functions is presented. A connection to the kinetic energy is emphasized and illustrated by
the Moshinsky model.
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1. INTRODUCTION
Fisher information [1] has proved to be a very useful tool in analyzing atoms and molecules
[2–21]. Previous studies generally use the electron density as a distribution function for
constructing the Fisher information. Here we point out that Fisher information coming
from generalized pair density functions can also be very useful. Moreover, following Koga
[22], it is shown that there exist a rigorous equality between measures of Fisher information
constructed from generalized pair density functions.
After an intoductory section for the Fisher information, Section 3 presents the generalized
pair density functions and the relation between measures of Fisher information. Results are
illustrated by the Moshinsky model in Section 4. The relationship between the kinetic energy
and the Fisher information is emphasized in the last section.
2. FISHER INFORMATION
Fisher information [1] is a measure of the ability to estimate a parameter and is a measure
of the state of disorder of a system or phenomenon. The Fisher informational functional [1]
is defined as
If (θ) =
∫
f(x|θ)
[
∂lnf(x|θ)
∂θ
]2
dx =
∫
[f ′(x|θ)]2
f(x|θ)
dx . (1)
f(x|θ) is a probability density function, obeying proper regularity conditions and depending
on a parameter θ. Take θ to be a parameter of locality:
f(x|θ) = f(x + θ) = f(γ) . (2)
Then
∂f(x|θ)
∂θ
=
∂f(x + θ)
∂(x + θ)
=
∂f(γ)
∂γ
. (3)
In this case Eq. (1) has the form
If (θ) =
∫ [
∂f(x + θ)
∂(x + θ)
]2
/f(x + θ)dx. (4)
This is Fisher information per observation with respect to the locality parameter θ. As the
expression does not depend on θ, we may set the locality at zero:
If (θ = 0) =
∫
[f ′(x)]2
f(x)
dx . (5)
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Here, we consider this case and there will be no dependence on θ. Fisher information for
locality is also called intrinsic accuracy. It measures the ’narrowness’ of the distribution
function f . There exist an uncertainty relation [24]
If ≤ 4σf , (6)
where σf is the variance of the density f .
In this paper we establish a relationship between three measures of Fisher information.
These three measures are constructed from generalized pair density functions. The following
section presents a summary of these functions and presents the relation.
3. GENERALIZED PAIR FUNCTIONS AND FISHER INFORMATION
Koga [22] defined generalized pair density functions and derived important relations for
them. We utilize these to obtain a relationship between three measures of Fisher information.
Consider an N -particle (N ≥ 2) amplitude (or wave) function Ψ(r1, r2, ..., rN ). The
generalized pair density functions g(q; a, b) are defined by [22]
g(q; a, b) =
2
N(N − 1)
1
4πq2
〈
N−1∑
i=1
N∑
j=i+1
δ(q − |ari + brj|)
〉
, (7)
where the angular brakets stand for the expectation value over Ψ. δ(x) is the Dirac delta
function. a and b are real-valued parameters. In this paper we normalize g(q; a, b) to 1,
while Koga had generalized pair density functions normalized to the number of particle
pairs N(N − 1)/2. Expression (7) connects several important functions, such as the single
electron density ̺(r), the pair intracule (relative motion) density h(u) and the pair extracule
density d(R), namely
g(q; 1,−1) =
2
N(N − 1)
h(q), (8)
g(q; 1, 0) =
1
N
̺(q) (9)
and
g(q; 1, 1) =
1
4N(N − 1)
d(
q
2
). (10)
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Consider now the wave function Φ(p1,p2, ...,pN ) defined in the conjugate momentum
space by the Fourier transform of the position space function Ψ(r1, r2, ..., rN ). The general-
ized momentum space pair density functions g¯(q; a, b) are defined by [22]
g¯(t; a, b) =
2
N(N − 1)
1
4πt2
〈
N−1∑
i=1
N∑
j=i+1
δ(t− |api + bpj|)
〉
. (11)
Define also a function χ¯(t; a, b) as
|χ¯(t; a, b)|2 = g¯(t; a, b). (12)
Note that χ¯(t; a, b) can always be multiplied by a phase factor. Let ν(q; a, b) denote the
Fourier transform of χ¯(t; a, b) and f(q; a, b) be the distribution function corresponding to
ν(q; a, b), namely, f(q; a, b) = |ν(q; a, b)|2. The Fisher information for the distribution func-
tion f(q; a, b) is
If(q;a,b) = 4π
∫ [df(q;a,b)
dq
]2
f(q; a, b)
q2dq . (13)
note that this definition agrees with definition (15) to apply relation(14). We can immedi-
atelly notice that If(q;a,b) can be expressed with the second moment of the functions g¯(q; a, b)
as
If(q;a,b) ≤ 4〈t
2〉(a,b), (14)
(above inequality is an equality when 〈 d
dt
(argχ)〉 = 0 , see [7, 15, 23]), where
〈tn〉(a,b) = 4π
∫
∞
0
dttn+2g¯(t; a, b) =
2
N(N − 1)
〈
N−1∑
i=1
N∑
j=i+1
|api + bpj|
n
〉
. (15)
Eq. (15) can be proved by expressing f(q; a, b) with g¯(q; a, b) through the Fourier transform
of ν(q; a, b).
Koga [22] derived an important relation for the second moments of g¯(q; a, b) in momentum
space:
〈t2〉(a,b) + 〈t
2〉(a,−b) = 2(a
2 + b2)〈t2〉(1,0). (16)
Combining Eqs. (14) and (16) we are led to
If(q;a,b) + If(q;a,−b) ≤ 2(a
2 + b2)〈t2〉(1,0), (17)
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and
〈t2〉(a,b) + 〈t
2〉(a,−b) ≥
1
2
(a2 + b2)If(q,1,0) (18)
When 〈(argχ)′〉 = 0 we are led to
If(q;a,b) + If(q;a,−b) = 2(a
2 + b2)If(q,1,0), (19)
Fisher information verifies the so called Cramer-Rao inequality for a D-dimensional dis-
tribution. (In our case D = 3):
Ig¯(q;a,b) ≥ 9/〈t
2〉(a,b) (20)
so taking into account Eqs.(16) and (20):
Ig¯(t,0,1) ≥ 9
2(a2 + b2)
〈t2〉(a,b) + 〈t2〉(a,−b)
(21)
and
2(a2 + b2)〈t2〉(1,0) ≥ 9
(
1
Ig¯(t,a,b)
+
1
Ig¯(t,a,−b)
)
(22)
Note that for gaussians Eqs. (20), (21) and (22) are equalities and
I−1g¯(t;a,b) + I
−1
g¯(t;a,−b) = 2(a
2 + b2)I−1g¯(t,1,0). (23)
Eq. (19) presents the main result of this paper. It establishes a relationship between three
measures of Fisher information coming from two-parameter generalized pair distribution
functions.
4. ILLUSTRATIVE EXAMPLE
Consider the Moshinsky model of two electrons with antiparallel spins interacting har-
monically in isotropic harmonic confinement as an example. The Hamiltonian has the form
H =
1
2
(
−∇21 + r
2
1
)
+
1
2
(
−∇22 + r
2
2
)
+
1
2
Kr212, (24)
where
r12 = r1 − r2 (25)
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and K is the coupling constant. The ground-state position space and momentum space wave
functions are
Ψ(r1, r2) = Cr exp [−(r
2
1 + r
2
2)/2 − crr
2
12/4], (26)
and
Φ(p1,p2) = Cp exp [−cp1(p
2
1 + p
2
2)− cp2p1 · p2], (27)
where
Cr = π
−3/2(1 + 2K)3/8, (28)
cr = (1 + 2K)
1/2 − 1 (29)
Cp = π
−3/2(1 + 2K)−3/8, (30)
cp1 =
(1 + 2K)1/2 + 1
4(1 + 2K)1/2
, (31)
cp2 =
(1 + 2K)1/2 − 1
2(1 + 2K)1/2
. (32)
After elementary calculations we arrive at
g¯(t; a, b) =
4
π1/2
[
2
(a− b)2(1 + 2K)1/2 + (a + b)2
]3/2
exp
[
−
2
(a− b)2(1 + 2K)1/2 + (a + b)2
t2
]
.(33)
From Eqs. (16) and (33) we are led to the result
If(q;a,b) = 4〈t
2〉(a,b) = 3
[
(a− b)2(1 + 2K)1/2 + (a + b)2
]
. (34)
Then we can easily obtain that
If(q;1,0) = 4〈t
2〉(1,0) = 3
[
1 + (1 + 2K)1/2
]
. (35)
Then we immediatelly see that all new inequalities are satisfied, (in fact are equalities).
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5. DISCUSSION
Fisher information measures the ’narrowness’ of the distribution function. Eq. (19)
gives a simple relation between the ’narrowness’ of three generalized pair distribution func-
tions. For given parameters a and b the generalized pair distribution functions f(q; a, b) and
f(q; a,−b) satisfy Eq. (19) with the same function f(q; 1, 0). For parameters with a given
value of the sum (a2 + b2), the sum of Fisher information If(q;a,b) + If(q;a,−b) is fixed.
A special choice of the parameters gives important physical quantities. Since the fun-
damental paper of Sears, Parr and Dinur [25] it is known that there exists a relationship
between the quantum mechanical kinetic energy functional and the Fisher information [1].
Here, we point out that the Fisher information can be decomposed into two parts corre-
sponding to the decomposition of the kinetic energy. Koga [22] showed that for a = b = 1
Eq. (19) gives a decomposition of the kinetic energy T into relative (intracule) Tint and
center of mass (extracule) Text kinetic energies:
T = Tint + Text, (36)
where
Tint =
N
8
〈p2int〉, (37)
and
Text =
N
2
〈p2ext〉. (38)
pint and pext are the intracule and extracule radii in the momentum space. Note that Koga
normalized the generalized pair functions to N(N − 1)/2 and therefore obtained different
factors in Eqs.(37) and (38). The center of mass momentum is defined with a factor 2 in
the denominator leading to a factor N/2 in Eq.(38).
From Eqs. (14) and (36)- (38) we obtain
T ≥
N
8
If(q;1,0), (39)
Tint ≥
N
8
If(q;1,−1) (40)
and
Text ≥
N
8
If(q;1,1). (41)
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In the Moshinsky model
〈t2〉(1,1) = 3, (42)
〈t2〉(1,−1) = 3(1 + 2K)
1/2 (43)
and
〈t2〉(1,0) =
3
4
[1 + (1 + 2K)1/2] = T0 =
1
2
E0, (44)
where E0 and T0 are the ground-state total and kinetic energies, respectively.
To summarize, the major result of this paper is to establish a relationship between three
measures of Fisher information constructed from generalized pair density functions. It finds
an application in the decomposition of the kinetic energy. Results are illustrated by the
Moshinsky model.
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