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In this thesis, I study periodic models of twin grain boundaries, which form when adjacent domains are 
rotated by an equal and opposite angle theta with respect to the grain boundary line. 
Through band structure and wavefunction analysis of tight-binding Hamiltonians, I find that, although 
many twin grain boundaries support localized electronic states, only certain theta=0 grain boundaries 
host localized modes at zero energy. These zero modes, which exist in specific regions of the GB-
projected Brillouin zone, are protected by a chiral symmetry of a limited subspace of the Hamiltonian. 
Topological band theoretic calculations uncover a geometric phase that predicts which Brillouin zone 
regions support protected modes. 
The electronic states localized at grain interfaces do not generally carry current, but in a quantizing 
magnetic field current can flow along grain boundaries. I identify the mechanism that allows grain 
boundaries to host transport channels and discuss how it is relevant to extended defects in graphene 
more generally. The grain boundary transport states that develop in the quantum Hall regime exist in 
bounded regions in energy, suggesting they can be turned "on" and "off" by tuning a gate voltage. When 
the transport states are "on," quantum Hall edge modes can be deflected into the grain boundary. 
Accordingly, I propose two kinds of graphene switches that can selectively reroute charge and spin 
currents. 
Finally, I study grain boundaries in the Haldane model and in the Kane-Mele model, where bulk graphene is 
gapped in the absence of an external magnetic field. In the non-trivial phase of each model, I find GB-
localized modes that live in the bulk gap but have a finite energy width. Because the non-trivial phase of 
the Kane-Mele model is the quantum spin Hall (QSH) insulator, I make predictions about the electronic 
structure of grain boundaries in 1T' transition metal dichalcogenide QSH insulators. A simple model of 
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ABSTRACT
ELECTRONIC PROPERTIES OF GRAIN BOUNDARIES
IN SINGLE LAYER GRAPHENE
Madeleine Phillips
Eugene J. Mele
Grain boundaries (GBs) in single layer graphene are extended lattice defects that form
at the interface between graphene grains. These defects are common in graphene grown
by chemical vapor deposition. In this thesis, I study periodic models of twin grain bound-
aries, which form when adjacent domains are rotated by an equal and opposite angle θ
with respect to the grain boundary line.
Through band structure and wavefunction analysis of tight-binding Hamiltonians, I
find that, although many twin grain boundaries support localized electronic states, only
certain θ = 0 grain boundaries host localized modes at zero energy. These zero modes,
which exist in specific regions of the GB-projected Brillouin zone, are protected by a
chiral symmetry of a limited subspace of the Hamiltonian. Topological band theoretic
calculations uncover a geometric phase that predicts which Brillouin zone regions support
protected modes.
The electronic states localized at grain interfaces do not generally carry current, but in
a quantizing magnetic field current can flow along grain boundaries. I identify the mecha-
nism that allows grain boundaries to host transport channels and discuss how it is relevant
to extended defects in graphene more generally. The grain boundary transport states that
develop in the quantum Hall regime exist in bounded regions in energy, suggesting they
can be turned “on” and “off” by tuning a gate voltage. When the transport states are
“on,” quantum Hall edge modes can be deflected into the grain boundary. Accordingly,
I propose two kinds of graphene switches that can selectively reroute charge and spin
currents.
v
Finally, I study grain boundaries in the Haldane model and in the Kane-Mele model,
where bulk graphene is gapped in the absence of an external magnetic field. In the non-
trivial phase of each model, I find GB-localized modes that live in the bulk gap but have
a finite energy width. Because the non-trivial phase of the Kane-Mele model is the quan-
tum spin Hall (QSH) insulator, I make predictions about the electronic structure of grain
boundaries in 1T’ transition metal dichalcogenide QSH insulators. A simple model of
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2.1 Carbon chemistry (a) Diagrams of the carbon orbitals in the ground
state, excited state and sp2 hybridized state. (b) Geometry of the car-
bon orbitals in the sp2 hybridized state. The angle between pairs of in-
plane hybridized orbitals is 120◦, and the pz orbital lies perpendicular
to the page. (c) The ground state of benzene rings (shown here without
their terminal hydrogens) is the superposition of two phases with alternate
site pairs double-bonded via the pz orbitals. This superposition results in
a C-C bond length equal to the average of the single and double bond
lengths (a = 0.246nm) and in the pz electrons being effectively “delocal-
ized" around the rings and, by extension, across a graphene sample. . . . 4
2.2 Graphene structure: Real space and reciprocal space (a) The graphene
lattice is a triangular net defined by lattice vectors T1 and T2 with a basis
of two carbon atoms, labeled A and B. We define the A atoms to be sit-
uated on the lattice sites and the B atoms to be displaced by a vector d1.
The unit cell is marked by a dashed parallelogram. (b) The Brillouin zone
of the 2D triangular lattice is a hexagon defined by vectors b1 and b2. The
high-symmetry point Γ is at the center of the Brillouin zone, and the zone
has two inequivalent corners, K and K′, which are the site of interesting
features in the graphene band structure in the Hamiltonian models used
in this thesis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Graphene band structure (a) Bands calculated from the nearest-neighbor
tight-binding model given in Equation 2.4. The green hexagon is the Bril-
louin zone superimposed on the band structure. The valence and conduc-
tion bands meet at the Brillouin zone corners K and K′ and have a conical
dispersion away from the touching points. Energy is plotted in units of
the nearest-neighbor hopping parameter t, and kx and ky are plotted in
units of 1/a, where a is the graphene lattice constant. (b) The bands in (a)
projected onto the ky direction emphasizing the linear “massless Dirac”
dispersion of the bands at low-energy in the K and K′ valleys. . . . . . . 9
ix
2.4 Graphene zig-zag ribbon (a) Cartoon of a graphene ribbon infinite in
the ŷ-direction and with a zig-zag edge termination in the x̂-direction.
Red and blue circles indicate the surface states that live on the edges at
the A and B sublattices respectively. (The armchair edge mentioned in
the body of the text is the edge termination that forms at a 90◦ angle
with respect to the zig-zag edge.) (b) The band structure for the semi-
infinite ribbon. The conduction and valence bands disperse linearly away
from the K and K′ points. The flat bands near the Brillouin zone edges
are doubly degenerate and correspond to the A and B sublattice-polarized
surface states illustrated in panel (a). . . . . . . . . . . . . . . . . . . . . 11
2.5 Edge terminations, gauge choices, and chiral symmetry The choice of
unit cell (black dashed boxes) illustrated panel (a) corresponds to a bulk
Hamiltonian in a gauge that leads naturally to a zig-zag edge termination
without breaking chiral symmetry. The choice of unit cell in panel (b)
can only terminate in a zig-zag edge by putting on a large potential on
the A sublattice sites at the edges, effectively restricting hopping to the
zig-zag edge. To terminate this Hamiltonian in a zig-zag edge requires
the breaking of chiral (sublattice) symmetry. . . . . . . . . . . . . . . . . 13
2.6 Invariant for zig-zag ribbon surface states (a) Band structure of a zig-
zag edge graphene ribbon. The doubly degenerate flat bands near the BZ
edges correspond to states localized at the atomic edges of the ribbon. (b)
Plot of the Zak phaseZ(ky) computed from the bulk k-space Hamiltonian
with the unit cell chosen as in Figure 2.2. The number of surface states
at a given ky value is Z(ky)/π . Insets show the graphical representation
of the Hamiltonian at momenta that do and do not support surface states
with this choice of unit cell. . . . . . . . . . . . . . . . . . . . . . . . . 15
2.7 The quantum Hall effect (a) Schematic of the quantum Hall effect. A
current applied in the x-direction induces a voltage in the y-direction,
VH . (b) Resistivity data measured on an InGaAs-based heterostructure
at 0.3K. Plateaus occur at ρxy = he2
1
ν
, with ν ∈+Z (Cooper et al., 2012). 20
2.8 Quantum Hall effect in graphene The Hall conductivity (σxy = ρ−1xy )
and longitudinal resistivity ρxx plotted for single-layer graphene at B =




2) (Novoselov et al.,
2005). This is the “half-integer quantum Hall effect" in graphene. In
terms of the filling factor, the conductivity is σxy = 2e
2
h ν , where ν =
±(1,3,5...). Each plateau is associated with a different value of ν . . . . . 22
x
2.9 Landau level formation Schematic of Landau level formation in (a)-(b)
a 2D electron gas (2DEG) and in (d)-(e) a gas of massless Dirac electrons.
In a strong magnetic field, the quadratic dispersion of the 2DEG becomes
evenly spaced Landau levels, E ∼ n+ 12 , whereas the linear bands of a gas
of massless Dirac electrons becomes Landau levels with spacing E ∼
√
n.
The regions between Landau levels are characterized by an integer-valued
filling factor ν , which is the same ν that appears in the expression for the
Hall conductivity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.10 Quantum Hall edge state formation, n 6= 0 Landau levels (a) A car-
toon of the confinement of electrons in a magnetic field to a ribbon by the
confining potential V (x) shown in (b). The resulting electric field at the
ribbon edges causes the electrons to drift in the ŷ-direction. The circu-
lating electrons “skip” along the ribbon edge in a well-defined direction.
We refer to these one-way modes as chiral edge states. . . . . . . . . . . 28
2.11 Quantum Hall edge state formation, n = 0 Landau levels (a) Illustra-
tion of the sublattice-polarized surface states that live on the outer edges
of a zig-zag-terminated graphene ribbon. (b) Charge densities of the B-
polarized surface state and the A-polarized ZLL state in a magnetic field
B near the K point. As ky→ K, the guiding center of the ZLL state moves
towards the left edge and overlaps with the surface state. (c) When the
surface state and ZLL state mix, the E = 0 band has two degrees of free-
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2.12 Graphene Landau levels from a tight-binding calculation (a) Spec-
trum of a zig-zag edge graphene ribbon in a strong magnetic field (`B =
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marked with horizontal grey dashed lines. The K and K′ points are marked
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mentum marked i in panel (a). This states forms when the B-polarized
ZLL state associated with the K′ point mixes with the A-polarized surface
state and has a significant group velocity along the ŷ-direction, as seen
from the slope of the corresponding band in panel (a). . . . . . . . . . . 30
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2.13 Topology of graphene in the quantum Hall regime (a) Band struc-
ture of a zig-zag ribbon of spinless graphene in a strong magnetic field
(`B = 5.77a) with Landau levels indicated by dashed black lines. The
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2.14 Graphene phases in the Haldane model (a) Phase diagram of topo-
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2.18 Engineered grain boundaries in graphene Images of the 5-5-8 grain
boundaries engineered into graphene samples by (a) Lahiri et al. (2010)
and (b) Chen et al. (2014). The grain boundary in (a) is grown on a
Ni(111) substrate which acts as a template for this particular grain bound-
ary geometry, while the grain boundary in (b) is produced using a combi-
nation of electron irradiation and Joule heating. . . . . . . . . . . . . . . 42
2.19 Topological defects in graphene Three types of topological defects with
their corresponding topological invariants, as shown in (Yazyev and Chen,
2014). (a) Disclinations are defined by the angle of the semi-infinite
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2.20 Grain boundary classification for transport Figures from the Yazyev
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interface and four BZs of the 5-5-8 interface, since the period of defects
on the boundary is doubled in the 5-5-8 structure. . . . . . . . . . . . . . 56
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tures for (a)-(b) the 5-7GB structure and (c)-(d) the 5-7M GB structure. A
(B) sublattice sites are highlighted in red (blue). Bonds that connect bulk
lattices across the dashed grain boundary line are highlighted in green.
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atomic edges of the ribbons and grain boundary localized modes that do
not live at zero energy due to a lack of chiral symmetry. . . . . . . . . . . 64
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√
13, and (c) the 5-7M GB with grain boundary period a57M = a
√
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Graphene is a hexagonal lattice of carbon atoms. It has been known and studied theoreti-
cally as “2D graphite" for many years (DiVincenzo and Mele, 1984; Haldane, 1988), but
only in 2004 was it finally isolated by Geim and Novoselov at the University of Manch-
ester (Novoselov et al., 2004). Graphene was not only the first experimentally viable 2D
material, it was also the first example of a condensed matter system with a linear disper-
sion at low energy; i.e. it is better described by the Dirac equation than the Schrodinger
equation. Because of its unique electronic structure, graphene displays distinctive Landau
level physics, and it has served as the underlying model for some of the early explorations
in topological physics (Haldane, 1988; Kane and Mele, 2005a,b).
Graphene in the lab is rarely a perfect crystal but is instead a patchwork of smaller
crystalline domains, or grains. The boundaries between these grains are called, appro-
priately, “grain boundaries." Grain boundaries can be considered as a type of extended
lattice defect because joining two misoriented grains of graphene requires the formation
of non-hexagonal and distorted hexagonal carbon rings along the grain interface. Exper-
iments show that grain boundaries affect both the mechanical and electronic properties
of graphene, but the particular effects often strongly depend on grain boundary geometry
(Yazyev and Chen, 2014).
In this thesis, I report how the electronic structure of graphene changes due to the
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presence of various grain boundaries when it is studied in several different regimes:
• Nearest-neighbor tight-binding picture: In Chapter 3, I study graphene with a
grain boundary assuming only nearest-neighbor hopping and analyze grain-boundary-
localized electronic states using both symmetry and topological arguments.
• Quantum Hall regime: In Chapter 4, I model graphene in a strong magnetic field
and study the role of grain boundary electronic states in Landau level formation.
This physics leads to a proposal for all-graphene charge and spin switches.
• More gapped graphene phases: In Chapter 5, I study grain boundary systems in
which the bulk is gapped by a Haldane mass or by a spin-orbit coupling coupling
term, describing how the electronic states that develop on the grain boundary differ
from the edge states in the Haldane model and from the quantum spin Hall edge
states. The results of the spinful calculations in this section are not directly relevant
for graphene, since the spin-orbit coupling in graphene is small (Castro Neto et al.,
2009), but the results are suggestive of phenomena that may occur on the domain
walls of the transition metal dichalcogenides.
Chapters 3 and 4 are expanded versions of my published work (Phillips and Mele,
2015, 2017). Chapter 3 contains an updated discussion of the role of chiral symmetry
in our argument, while Chapter 4 includes additional details about velocity calculations
and quantum transport calculations. The work in Chapter 5 is unpublished and ongoing;
it contains theoretical calculations of my own as well as unpublished experimental data




Before delving into the ways that grain boundaries alter the electronic structure of graphene,
I will review the properties of perfect graphene in the three regimes of interest as well as
the physics of graphene grain boundaries generally. I begin by describing the physi-
cal structure, electronic structure, and symmetries of pristine graphene in the absence of
any external fields or spin-orbit coupling. Then I illustrate how this structure changes in
the presence of a quantizing magnetic field and explain the origins of the quantum Hall
edge states in graphene. Edge modes may also be observed in graphene models that are
gapped by the inclusion of a Haldane mass or a spin-orbit coupling term. I address these
gapped graphene models in Section 2.3. Finally, I review the physics of grain boundaries
in graphene, including their origin in real graphene samples and current classification
schemes, and I introduce the four grain boundaries on which I will focus in this thesis.
2.1 Graphene basics
2.1.1 Chemistry and geometry
Graphene is one of the carbon allotropes (which include graphite, carbon nanotubes, dia-





























Figure 2.1: Carbon chemistry (a) Diagrams of the carbon orbitals in the ground state,
excited state and sp2 hybridized state. (b) Geometry of the carbon orbitals in the sp2
hybridized state. The angle between pairs of in-plane hybridized orbitals is 120◦, and the
pz orbital lies perpendicular to the page. (c) The ground state of benzene rings (shown
here without their terminal hydrogens) is the superposition of two phases with alternate
site pairs double-bonded via the pz orbitals. This superposition results in a C-C bond
length equal to the average of the single and double bond lengths (a = 0.246nm) and in
the pz electrons being effectively “delocalized" around the rings and, by extension, across
a graphene sample.
4
chemistry in two dimensions. Carbon is the sixth element in the periodic table and thus
has the basic electronic structure C: 1s22s22p2. In general, it has four valence electrons,
with two residing in the 2s orbital and two in the 2p orbitals. However, the amount of
energy saved by allowing all four valence electrons to covalently bond with neighboring
carbon atoms is greater than the energy separation between the 2s and the 2p orbitals, so
it is energetically favorable for all four electrons to be involved in bonding (Saito et al.,
1998). In graphene, we can think of one of the 2s electrons as being promoted to the 2p
orbitals such that an excited state forms with one electron in the 2s orbital and one elec-
tron in each of the px, py, and pz orbitals. Then the 2s orbital hybridizes with the px and
py orbitals to form three sp2 orbitals, leaving one electron in the unhybridized pz orbital
[Fig. 2.1(a)]. The three hybridized orbitals lie in the x− y plane and are separated by
an angle of 120◦, while the pz orbital lies along the z-direction (Fig. 2.1(b); Saito et al.,
1998).
This orbital structure is relevant for the chemistry of benzene rings, which are hexag-
onal rings of six carbon atoms with each carbon also bonded to a hydrogen [H atoms not
shown in Fig. 2.1(c)]. There are six carbon-carbon bonds in each benzene ring, three of
which are single σ bonds (bonds between two sp2 orbitals) and three of which are double
bonds consisting of a σ bond and a π bond (bond between two pz orbitals). At first it
seems that there are two equivalent ground states of the benzene rings, with the π bonds
at alternate locations around the ring. However, the real ground state is the superposition
of these two different configurations such that the length of all carbon-carbon bonds in
the ring is equal to the average of the single bond length and the double bond length:
` = 0.142nm, and the pz electrons are delocalized over the entire ring (Coulson, 1961).
We can understand graphene as a lattice of benzene rings without the hydrogens, where
carbons are sp2-bonded in the plane, and one pz electron per carbon is delocalized across
the sample.
Carbon in the graphene configuration has some remarkable electronic properties,




















Figure 2.2: Graphene structure: Real space and reciprocal space (a) The graphene
lattice is a triangular net defined by lattice vectors T1 and T2 with a basis of two carbon
atoms, labeled A and B. We define the A atoms to be situated on the lattice sites and the B
atoms to be displaced by a vector d1. The unit cell is marked by a dashed parallelogram.
(b) The Brillouin zone of the 2D triangular lattice is a hexagon defined by vectors b1 and
b2. The high-symmetry point Γ is at the center of the Brillouin zone, and the zone has two
inequivalent corners, K and K′, which are the site of interesting features in the graphene
band structure in the Hamiltonian models used in this thesis.
by Geim and Novoselov (2007), the carrier concentration is as high as n = 1013cm−2 and,
unlike in a metal, carriers can be tuned continuously from electrons to holes by changing
a gate voltage. Carriers have mobilities of over 15,000cm2V−1s−1, and mobility remains
high even at high carrier concentrations and in doped devices. This amounts to ballistic
transport of carriers at scales up to 0.3µm at room temperature (Geim and Novoselov,
2007). These electronic properties contributed to the meteoric rise of interest in graphene
after its initial experimental discovery.
The hexagonal structure of graphene arises from its carbon chemistry, but we can also
describe the structure using the language of crystal lattices. Geometrically, graphene is
a 2D triangular lattice (a net) with a basis of two equivalent carbon atoms. Figure 2.2(a)
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shows a triangular lattice centered on the red A lattice sites defined by the basis vectors








where the length of the lattice vectors is a= `
√
3, and ` is the C-C bond length determined
by the chemistry. The blue B lattice sites are the second atom in each unit cell and are
displaced from the A sublattice site by a vector d1 = a( 12√3 ,
1
2). The reciprocal lattice





























In models of graphene where all nearest-neighbor couplings are equivalent, the K and
K′ points are the location of the “Dirac points," which make the electronic structure of
graphene so special.
2.1.2 Electronic structure
The low energy electronic structure of graphene is almost completely determined by the
electrons in the pz orbitals (Saito et al., 1998), so it is customary when writing down an
analytic expression for the graphene Hamiltonian to only treat the pz electrons (Wallace,
1947). Comparing bands computed from various tight-binding Hamiltonians to bands
calculated using first principles methods reveals that nearest neighbor hopping largely
determines the low-energy band structure (Reich et al., 2002), so in this thesis, my calcu-
lations are based on the nearest-neighbor tight-binding model for the graphene pz orbitals.
I neglect the onsite energies of the carbon atoms since these amount to an overall constant
energy shift. I also neglect spin in the majority of cases, since the spin-orbit coupling is
small due to the lightness of the carbon nucleus. In the following, I will write down the
tight-binding Hamiltonian on a lattice for spinless graphene and discuss the bulk band
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structure. I then solve the tight-binding Hamiltonian on a ribbon geometry and discuss
topological and symmetry arguments for the existence of states on the ribbon edges. Such
arguments are applied to grain boundary states in Chapter 3. Finally, I will expand the
bulk Hamiltonian around the K and K′ points to obtain the low-energy continuum ap-
proximation, which highlights the Dirac-like nature of the low-energy graphene bands.
This linear dispersion will be important for the discussion of the quantum Hall effect in
Section 2.2 and in Chapter 4.
2.1.2.1 The nearest-neighbor tight-binding Hamiltonian
I write the Hamiltonian in the second quantized notation, with a(†) and b(†) being the
annihilation (creation) operators on the A and B sublattice sites respectively. The three
distinct terms in the sum are the three hops from an A sublattice site to its three nearest B
neighbors:







where t is the nearest-neighbor hopping amplitude. Indices m and n correspond to the
coefficients in the Bravais lattice vector R = mT1 + nT2, and they index different unit
cells on the lattice, such as the one shown enclosed in the dashed parallelogram in Figure
2.2(a). In order to write the Hamiltonian in reciprocal space, we use the identities
b†m,n = ∑
k




to replace the real-space creation and annihilation operators with the k-space operators.
(I suppress the 1/
√
N pre-factors in the above expressions and throughout this thesis.)
After this substitution, m and n occur only in the exponents, so we can sum over m and n,
leaving a delta function that collapses the k′ sum. We are left with the Hamiltonian


































Figure 2.3: Graphene band structure (a) Bands calculated from the nearest-neighbor
tight-binding model given in Equation 2.4. The green hexagon is the Brillouin zone super-
imposed on the band structure. The valence and conduction bands meet at the Brillouin
zone corners K and K′ and have a conical dispersion away from the touching points. En-
ergy is plotted in units of the nearest-neighbor hopping parameter t, and kx and ky are
plotted in units of 1/a, where a is the graphene lattice constant. (b) The bands in (a)
projected onto the ky direction emphasizing the linear “massless Dirac” dispersion of the
bands at low-energy in the K and K′ valleys.
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where tγ(k) is the k-space Hamiltonian, and h.c represents the Hermitian conjugate of







with γ(k) = 1+ eik·T1 + eik·T2 . The two degrees of freedom correspond to the A and
B sublattices, which are often referred to as the two “pseudo-spin” degrees of freedom.

















which are plotted in Figure 2.3(a). The hexagonal Brillouin zone is superimposed on the
3D band structure, showing that the two bands touch at the K and K′ points. The dips
in the band structure at K and K′ are referred to as “valleys.” The projection of the band
structure onto the ky direction in Figure 2.3(b) emphasizes the linear dispersion of the
bands at low energy in each valley.
2.1.2.2 The tight-binding Hamiltonian on a ribbon
In this thesis, I will primarily study graphene in a semi-infinite ribbon geometry with a
zig-zag edge termination [Fig. 2.4(a)]. I will always orient my ribbons such that they
are infinite along the ŷ-direction. In this orientation, periodicity is preserved in the ŷ-
direction but broken in the x̂-direction, meaning that ky is a good quantum number but kx
is not. To solve Hamiltonian 2.4 in this geometry, then, we only Fourier transform along
the ŷ-direction. My choice of unit vectors with T1 lying along the ŷ-direction means that
expressing the creation and annihilation operators as a function of ky is straightforward.
In analogy with Equation 2.5, we can write
b†m,n = ∑
ky


























Figure 2.4: Graphene zig-zag ribbon (a) Cartoon of a graphene ribbon infinite in the
ŷ-direction and with a zig-zag edge termination in the x̂-direction. Red and blue circles
indicate the surface states that live on the edges at the A and B sublattices respectively.
(The armchair edge mentioned in the body of the text is the edge termination that forms
at a 90◦ angle with respect to the zig-zag edge.) (b) The band structure for the semi-
infinite ribbon. The conduction and valence bands disperse linearly away from the K
and K′ points. The flat bands near the Brillouin zone edges are doubly degenerate and
correspond to the A and B sublattice-polarized surface states illustrated in panel (a).
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(where I again suppress the pre-factors), and when we substitute these expressions into
Hamiltonian 2.4, we obtain









where ri, rj are the positions of sites along the lattice vector T2 in a long unit cell that
spans the width of the ribbon, and Hi j(ky) is an element of a matrix H(ky) with dimen-
sion N×N, where N is the number of atoms in this long unit cell. H(ky) has N bands,
which can be plotted as a function of ky. The band structure (pictured in Figure 2.4)
has the characteristic linear dispersion at the K and K′ points, but it also has low-energy
bands associated with the states that live on the zig-zag edges. In the nearest-neighbor
tight-binding approximation, these surface state bands are flat and oppositely sublattice-
polarized on opposite ribbon edges.
Ryu and Hatsugai (2002) explain the existence of these surface zero modes using a
combination of topological and symmetry arguments. They focus on chiral symmetry,
which in graphene amounts to an indistinguishability between A and B sublattice sites
(Section 2.1.3). To analyze the topology of a chiral-symmetric bulk Hamiltonian, they
write it in the form
H(k) = d(k) ·~σ (2.12)
and consider the 1D family of Hamiltonians obtained by fixing values of ky. Plotting
d(kx;ky) for values of kx in the x-projected Brillouin zone yields a curve in real space
for each ky value. A curve that encloses the origin indicates non-trivial topology at a
particular ky value, while a curve that does not enclose the origin indicates trivial topology.
Zero modes on the surface of a system described by a chiral bulk Hamiltonian exist when
(1) the curve defined by d(kx;ky) encloses the origin and (2) when the real edge geometry
follows from the bulk Hamiltonian without breaking chiral symmetry (Ryu and Hatsugai,
2002).
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Zig-zag edge respecting 
chiral symmetry 
Zig-zag edge by breaking 
chiral symmetry 
(a) (b) 
Figure 2.5: Edge terminations, gauge choices, and chiral symmetry The choice of
unit cell (black dashed boxes) illustrated panel (a) corresponds to a bulk Hamiltonian in a
gauge that leads naturally to a zig-zag edge termination without breaking chiral symmetry.
The choice of unit cell in panel (b) can only terminate in a zig-zag edge by putting on a
large potential on the A sublattice sites at the edges, effectively restricting hopping to the
zig-zag edge. To terminate this Hamiltonian in a zig-zag edge requires the breaking of
chiral (sublattice) symmetry.
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To analyze the zig-zag ribbon pictured in Figure 2.4, we consider the bulk Hamil-
tonian 2.7. This Hamiltonian is written in a gauge (i.e. with a choice of unit cell) that
naturally leads to zig-zag edges without breaking chiral (A/B sublattice) symmetry. Fig-
ure 2.5(a) illustrates the choice of unit cell for Hamiltonian 2.7, where a simple truncation
of the bulk leads to a zig-zag edge. By contrast, the choice of unit cell in Figure 2.5(b)
corresponds to a bulk Hamiltonian in a different gauge, which, in order to terminate in
a zig-zag edge, needs a large potential on one type of sublattice site to forbid hopping
beyond the zig-zag edge. Because it requires a potential that distinguishes between A and
B sublattice sites, a zig-zag edge termination on the bulk Hamiltonian illustrated in Figure
2.5(b) does not respect chiral symmetry.
By choosing the bulk Hamiltonian given in Equation 2.7 to describe a zig-zag edge
ribbon, we have satisfied the edge chirality condition for the existence of zero energy sur-
face states. Now we study the trajectories of d(kx;ky) at fixed values of ky, where for this






2 + sinky,0). We find that the trajectories
enclose the origin for momenta −π < ky < −2π/3
⋃
2π/3 < ky < π and do not enclose
the origin elsewhere. We can arrive at the same result by computing Zak’s geometric
phase. The Zak phase is most naturally defined for a one dimensional system, where it is
the integral of the Berry connection over the Brillouin zone. To compute the Zak phase
in a 2D system like graphene, the 1D integration path within the 2D Brillouin zone must
be carefully chosen for a given edge termination (Delplace et al., 2011). For a zig-zag
ribbon oriented along the y-direction, however, the choice is rather straightforward. We





where |u(kx;ky)〉 is the eigenvector of the occupied band of Hamiltonian 2.7 at half-filling
and at a fixed ky value, and BZkx is the projection of the first Brillouin zone (BZ) onto the
x̂-direction. For a model Hamiltonian with chiral symmetry, the value of the Zak phase
is quantized to nπ . Momenta for which Z(ky) = nπ correspond to d(kx;ky) trajectories
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Figure 2.6: Invariant for zig-zag ribbon surface states (a) Band structure of a zig-zag
edge graphene ribbon. The doubly degenerate flat bands near the BZ edges correspond
to states localized at the atomic edges of the ribbon. (b) Plot of the Zak phase Z(ky)
computed from the bulk k-space Hamiltonian with the unit cell chosen as in Figure 2.2.
The number of surface states at a given ky value is Z(ky)/π . Insets show the graphical
representation of the Hamiltonian at momenta that do and do not support surface states
with this choice of unit cell.
jectories that do not enclose the origin. For a system whose bulk is described by a chiral
Hamiltonian and whose edge states respect chiral symmetry, the integer n in Z = nπ
counts the number of surface states localized at an interface with vacuum (Delplace et al.,
2011; Ryu and Hatsugai, 2002). As shown in Figure 2.6, the zig-zag ribbon described
by Hamiltonian 2.7 has two zero energy surface states at momenta where Z = 2π (and d
trajectories enclose the origin).
It should be noted that the surface states predicted by this topological and symmetry
argument are only truly flat in the limit of an infinitely wide ribbon (Ryu and Hatsugai,
2002). For narrower ribbons, there can be hybridization between the states localized at
either edge which causes the edge states to disperse, so the “protection” of surface states
at zero energy by topology and symmetry is rather tenuous. In real systems, zero en-
ergy surface states are further altered by second neighbor hopping and electron-electron
interactions. However zig-zag ribbons–and indeed graphene ribbons of any edge termi-
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nation except armchair–do display low-energy features associated with states living on
atomically defined ribbon edges (Tao et al., 2011). In the nearest-neighbor tight-binding
models in this thesis, I compute band structures on ribbons wide enough such that these
surface states appear as flat bands between K and K′ points. In Chapter 3 I discuss how the
symmetry and topological arguments for the existence of surface states may be applied to
grain boundary states.
2.1.2.3 The low-energy continuum approximation
Whether we compute the graphene band structure using the full k-space Hamiltonian or
the half-k-space Hamiltonian on the ribbon, we see the same linear dispersion of the bands
around the K and K′ points. This feature calls to mind the linear dispersion relation of
relativistic massless particles. The analogy becomes even clearer when we expand our
k-space tight-binding Hamiltonian (Equation 2.7) about the K and K′ points to obtain an
approximate continuum Hamiltonian that looks very similar to the Dirac equation. We





We then evaluate this expression at k = K(′)+q, where q is small. With the choice of



























(−ηqx + iqy). (2.16)
The phase of γ is determined by the unit cell chosen when writing down the tight-binding
Hamiltonian on a lattice. Different choices of unit cell amount to different gauge choices.
Plugging the long-wavelength continuum approximation for γ(k) into the Hamiltonian in
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qx + iqy 0
]
= h̄vF~σ ·q (2.17)
where ~σ is the vector of Pauli matrices and q = (qx,qy). This Hamiltonian strongly




2h̄ t playing the role of the speed of light c.
We can Fourier transform the above Hamiltonian back into real space and write both







with the upper block corresponding to the approximate continuum Hamiltonian around
the K point, the lower block corresponding to the approximate continuum Hamiltonian
near the K′ point and p = ih̄∇. Again, the K′ block is equivalent to the off-diagonal
blocks of the Dirac Hamiltonian. I will return to the massless Dirac-like structure of the
Hamiltonian when discussing the formation of Landau levels of graphene in Section 2.2.2,
but first I will say a few words about symmetries.
2.1.3 Symmetries
We can think about two types of graphene symmetries: the symmetries of the under-
lying hexagonal lattice, and the symmetries of the electronic properties reflected in the
Hamiltonian. In the case of the nearest-neighbor tight-binding Hamiltonian with no on-
site potentials and with all hopping amplitudes of equal strength, the electronic properties
do not break the lattice symmetries, so all lattice symmetries are also symmetries of the
Hamiltonian.
The graphene lattice has a variety of point group symmetries. With the appropriate
choices of rotational centers, it is six-fold (C6), three-fold (C3) and two-fold (C2) rota-
tionally invariant. In two dimensions, C2 symmetry is equivalent to inversion symmetry,
which takes x→−x and y→−y.
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The two additional symmetries of the model Hamiltonian I have been describing are
chiral symmetry (Γ) and time-reversal symmetry (T ). T is a symmetry of real graphene,
so any model Hamiltonian will be time-reversal invariant, but chiral symmetry is a sym-
metry of the particular nearest-neighbor model Hamiltonian that I describe in this section.
In graphene, chirality is associated with the sublattice degree of freedom (pseudo spin)
rather than real spin. Electrons associated with the A sublattice have one handedness
(+1) and those associated with the B sublattice have the opposite handedness (−1). In
this model, graphene has chiral symmetry in the sense that A and B sublattice sites are
indistinguishable. The chiral operator Γ must be a unitary operator with eigenvalues ±1,
so in the basis of the Hamiltonian in equation 2.7, Γ = σz. Thus it is clear that {H,Γ}= 0.
This chiral symmetry ensures that the band structure of graphene in the nearest-neighbor














For every state at k with eigenvalue E(k), there is a state with eigenvalue −E(k) at the
same k-value. This particle-hole symmetry is clearly seen in the band structures in Figures
2.3 and 2.4.
The time-reversal symmetry of the Hamiltonian also has consequences for the band
structure: it ensures that for every state with eigenvalue E(k), there is a state at −k with
the same eigenvalue, i.e. E(k) = E(−k). The time reversal operator for a spinless system
is simply the complex conjugation operator K̂ (where the hat is added to avoid confu-
sion with the high-symmetry K point), so it is not immediately clear why this symmetry
ensures the E(k) = E(−k) symmetry. To makes this clear, I review the procedure for dis-
covering how a symmetry determines properties of the k-space Hamiltonian, H(k), using
time-reversal symmetry as an example.
If time-reversal is a symmetry of the Hamiltonian, then T commutes with H and
18
T −1HT = H. We write this equality using the expression for H given in Equation 2.6,










For spinless systems, time-reversal is simply a complex conjugation, so T −1 = T = K̂.







Since h(k) is a scalar, K̂h(k)K̂ = h∗(k). We learn how K̂ acts on the annihilation and






























For this equality to hold,
h∗(k) = h(−k). (2.25)
This requires that the same equality hold for the matrix H(k):
H∗(k) = H(−k). (2.26)
If we diagonalize both sides of Equation 2.26, we obtain the relationship E(k) = E(−k)
that I asserted above. This procedure outlines the way Hamiltonian symmetries have
consequences for band structure symmetries. I will use the same procedure in Chapter 5








Figure 2.7: The quantum Hall effect (a) Schematic of the quantum Hall effect. A
current applied in the x-direction induces a voltage in the y-direction, VH . (b) Resistivity




with ν ∈+Z (Cooper et al., 2012).
2.2 Graphene in the quantum Hall regime
2.2.1 The quantum Hall effect (QHE)
Chapter 4 will focus on graphene grain boundaries in a strong magnetic field. In this
regime, graphene exhibits an electronic phenomenon known as the quantum Hall effect,
which was first observed in silicon MOSFETs by (Klitzing et al., 1980). As in the classical
Hall effect, in the QHE an applied current induces a voltage drop perpendicular to the
direction of current flow (Figure 2.7). [This voltage drop is reflected in measurements of
the transverse resistance, Rxy or, equivalently, in calculations of the transverse resistivity
ρxy (Tong, 2016).] In the classical regime, the transverse resistivity scales linearly with




where ν is the “filling factor," which takes positive integer values (Tong, 2016). Figure 2.7
(b) shows the characteristic plateaus in the Hall resistivity. It is also customary, however,
to discuss the Hall conductivity: σxy = ρ−1xy =
e2
h ν . The quantity
e2
h in this expression is
known as the “quantum of conductance" for a single charge carrier.
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The Hall plateaus shown in Figure 2.7 describe the resistivity of an ordinary 2D elec-
tron gas (2DEG) in the quantum Hall regime. For graphene, we might naively expect the
Hall plateaus to occur at ρxy = h4e2
1
ν
, or equivalently σxy = 4e
2
h ν where the factor of four
comes from the two valley and two spin degrees of freedom. However, experiments on




2), where n can take negative
and positive integer values. Because the factor multiplying 4e
2





2 , ...}, this is known as the “half-integer quantum Hall" behavior in graphene
(Figure 2.8). The Hall conductivity can be written as σxy = 2e
2
h ν , where the filling factor
ν = {±1,3,5, ...}. The spacing between conductance plateaus is 4e2h as expected, but the
ν = ±1 conductance plateaus occur at half the expected value: σxy = ±2e
2
h . This half-
integer behavior is a result of states with reduced degeneracy at the charge neutrality point
that follow from the massless Dirac description of the low-energy graphene bands at the
K and K′ points.
2.2.2 Landau levels
The difference between the Hall plateau structure in a 2DEG and in graphene can be
understood by considering the Landau level spectrum of each system. In brief, the low-
energy physics of the 2DEG can be described by the Schrodinger equation (quadratic in
momentum p), which leads to evenly spaced Landau levels, each with the same degener-
acy. In contrast, the low-energy physics of graphene is described by the Dirac equation
(linear in momentum p, see equation 2.18), which yields an unevenly-spaced Landau
level spectrum that includes an E = 0 level with half the degeneracy of the other Landau
levels. The half-degenerate zero Landau level leads to the ν = ±1 conductance plateaus




2 , which is half the value of the ν = 1 quantum Hall states in the 2DEG
(Novoselov et al., 2005).
For both systems, the Hall conductivity takes a discrete value between Landau levels
and then jumps to a new value as the Fermi energy is tuned past a Landau level. In other




Figure 2.8: Quantum Hall effect in graphene The Hall conductivity (σxy = ρ−1xy ) and
longitudinal resistivity ρxx plotted for single-layer graphene at B = 14T and T = 4K.




2) (Novoselov et al., 2005). This is the “half-integer
quantum Hall effect" in graphene. In terms of the filling factor, the conductivity is σxy =
2e2
h ν , where ν =±(1,3,5...). Each plateau is associated with a different value of ν .
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For the 2DEG, the Landau levels all live at E > 0, and the corresponding filling factors
take positive integer values. Because of the chiral symmetry of the graphene Hamiltonian
(Section 2.1.3), the Landau level spectrum of graphene is particle-hole symmetric, and
the filling factor takes values ν = ±1,±3± 5... (Fig. 2.9). A derivation of the evenly-
spaced Landau levels of the ordinary 2DEG can be found in Tong (2016), but in order to
establish the link between graphene’s linear bands and the half-integer QHE, I include the
derivation of the Landau levels of graphene below.
The half-integer quantum Hall effect in graphene is a consequence of the massless
Dirac character of the low-energy bands, so to derive the Landau level structure, we begin
with the low-energy continuum Hamiltonian given in Equation 2.18. We consider the sys-
tem in a perpendicular magnetic field Bẑ by replacing the momentum with the canonical
momentum: p→ p+eA, where A=Bxŷ is the Landau gauge vector potential appropriate
for a ribbon infinite in the ŷ-direction:
HK,K′ = vF
 0 −px−i(py+eBx) 0 0−px+i(py+eBx) 0 0 0
0 0 0 px−i(py+eBx)
0 0 px+i(py+eBx) 0
 (2.27)
We then solve the time-independent Schrodinger equation HK,K′Ψ = EΨ, where Ψ is a








We explicitly solve the two equations corresponding to the K valley:
vF [−px− i(py + eBx)]φ BK = Eφ AK (2.29)
vF [−px + i(py + eBx)]φ AK = Eφ BK , (2.30)
where px, py, and x are all operators. Substituting Equation 2.30 into Equation 2.29, we
obtain
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Figure 2.9: Landau level formation Schematic of Landau level formation in (a)-(b) a
2D electron gas (2DEG) and in (d)-(e) a gas of massless Dirac electrons. In a strong
magnetic field, the quadratic dispersion of the 2DEG becomes evenly spaced Landau
levels, E ∼ n+ 12 , whereas the linear bands of a gas of massless Dirac electrons becomes
Landau levels with spacing E ∼
√
n. The regions between Landau levels are characterized
by an integer-valued filling factor ν , which is the same ν that appears in the expression
for the Hall conductivity.
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We then multiply out the lefthand side, taking care to preserve operator order:







The commutator [py + eBx, px] = eBih̄, where we have used the canonical commutation













+ eBh̄)φ AK (2.33)
with k̃ = (eB)
2
m and x0 =−
py
eB .
The expression in brackets on the lefthand side of equation 2.33 is the Hamiltonian for






























The standard harmonic oscillator energies are always positive, with n = 0,1,2,3..., but
the Landau level energies we derive can take positive and negative values thanks to the







where n ∈ Z. This expression illustrates many of the unique properties of the graphene
Landau level spectrum described above. The spectrum is particle-hole symmetric, with
the n = 0 Landau level residing at E = 0, and the Landau levels are not evenly spaced
in energy. Notably, the large gap between n = 0 and n = ±1 Landau levels (∆E01 ∼
65K
√
B(T )) makes quantum Hall measurements in graphene possible near room temper-
ature.
The last important property of the graphene Landau level spectrum is the reduced
degeneracy of the zeroth Landau level, which is responsible for the conductance plateaus
at σxy = 2e
2
h . To see this reduced degeneracy, we compute E again, this time inserting
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Equation 2.29 into Equation 2.30 and solving for the energies corresponding to the state
on the B sublattice. The counterpart to Equation 2.32 has the commutator of the opposite














− eBh̄)φ BK . (2.36)
When we equate the harmonic oscillator energy with the energy on the right-hand side of






where n retains the values from the ordinary quantum harmonic oscillator, n = 0,1,2,3,
etc. This spectrum clearly does not have an E = 0 Landau level. We therefore conclude
that in the K valley, the E = 0 Landau level is only populated by states living on the A
sublattice, while the higher Landau levels are occupied by states living on both A and B
sublattices. This is the “half-degeneracy" of the zeroth Landau level which leads to the
half-integer quantum Hall effect in graphene. The A and B sublattice wavefunctions are
proportional to the harmonic oscillator wavefunctions and also reflect the half-degeneracy


















), where `B =
√
h̄
eB is the magnetic length and Hn(x) are the
Hermite polynomials. Hn<1 = 0, so there is no density on the B sublattice in the K valley
when n = 0. These wavefunctions are plane waves in the ŷ-direction, where we have
maintained periodicity by our choice of vector potential gauge, and in the x̂-direction
they are Gaussian wave packets centered about x0 =−
py
eB . In a ribbon geometry where ky
is a good quantum number, the centers of these wave packets x0 move across the ribbon
width as a function of ky. If we carry out all of the above calculations for the K′ valley,
we find the same Landau level spectrum, but in the K′ valley, the zeroth Landau level is
populated only by B sublattice states.
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2.2.3 Edge states
One of the experimental signatures of the Hall effect is the existence of current-carrying
modes confined to the edges of the quantum Hall system. These edge modes are con-
strained to move in one direction along the edges (depending on the magnetic field) and
are resistant to back-scattering. We can understand the formation of the edge states by
considering what happens to the system when we put on a confining potential. In the fol-
lowing, we will consider electrons confined to a ribbon with a zig-zag edge termination
along the ŷ direction. We consider two kinds of edge state: those that originate from the
n 6= 0 Landau levels and those that originate in a different way from the n = 0 Landau
level.
The edge states originating from the n 6= 0 Landau levels arise due to electrostatic
confinement. The potential that confines electrons to a ribbon results in an electric field in
the x̂ direction near the sample edges. This, in conjunction with the magnetic field in the
ẑ direction, results in a current in the ŷ direction by the relation v∼ E×B. The currents
move in a prescribed direction due to the way the circulating particles “skip" along the
ribbon edges. Particle and hole-like carriers are oppositely charged and thus circulate
in opposite directions, so, as shown in Figure 2.10, the particle-like Landau levels bend
upward, and the hole-like Landau levels bend downward.
The state at E = 0, however, is neither particle- nor hole-like. To maintain the chiral
symmetry, the n = 0 Landau level would have to disperse in both the positive and negative
direction, but, as discussed in this previous section, there is only one degree of freedom
associated with the ZLL in each valley. In order to disperse, the zeroth Landau level states
must mix with some other state at zero energy. In the zig-zag terminated ribbon, this
additional state is the sublattice-polarized surface state, which lives at the ribbon edges
even in zero field. As illustrated in Figure 2.11, when the ZLL state (whose guiding center
x0 changes as a function of ky) overlaps with the oppositely sublattice-polarized surface
state, the ZLL can disperse in both the positive and negative direction. This origin of the




























Figure 2.10: Quantum Hall edge state formation, n 6= 0 Landau levels (a) A cartoon
of the confinement of electrons in a magnetic field to a ribbon by the confining potential
V (x) shown in (b). The resulting electric field at the ribbon edges causes the electrons
to drift in the ŷ-direction. The circulating electrons “skip” along the ribbon edge in a
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Figure 2.11: Quantum Hall edge state formation, n = 0 Landau levels (a) Illustra-
tion of the sublattice-polarized surface states that live on the outer edges of a zig-zag-
terminated graphene ribbon. (b) Charge densities of the B-polarized surface state and the
A-polarized ZLL state in a magnetic field B near the K point. As ky → K, the guiding
center of the ZLL state moves towards the left edge and overlaps with the surface state.
(c) When the surface state and ZLL state mix, the E = 0 band has two degrees of freedom,






































Figure 2.12: Graphene Landau levels from a tight-binding calculation (a) Spectrum
of a zig-zag edge graphene ribbon in a strong magnetic field (`B = 5.77a, where a is the
graphene lattice constant). The Landau levels are marked with horizontal grey dashed
lines. The K and K′ points are marked with vertical grey dashed lines. Between the
n = 0 and n = 1 Landau levels, the system has filling ν = 1, and accordingly a chemical
potential lying in this region passes through one band with positive velocity. A chemical
potential in the region between the n = 1 and n = 2 Landau levels passes through three
bands with positive velocity, which corresponds to a filling ν = 3. (b) The charge density
of the state at energy and momentum marked i in panel (a). This states forms when the
B-polarized ZLL state associated with the K′ point mixes with the A-polarized surface
state and has a significant group velocity along the ŷ-direction, as seen from the slope of
the corresponding band in panel (a).
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Figure 2.12 shows the band structure of a zig-zag edge graphene ribbon in a strong
magnetic field computed using a nearest neighbor tight-binding model, as described in
Equation 2.4. The magnetic field enters the theory through a Peierls phase with the
Landau-gauge vector potential described above. The Hamiltonian in terms of hops from







r j A·dlc†i c j. (2.39)
Two sets of Landau levels are observed in this band structure, one associated with the K
point and one with the K′ point. The Landau levels disperse due to electrostatic confine-
ment (n 6= 0 LLs) and hybridization with the graphene surface states (n = 0 LLs). The
charge densities plotted in Figure 2.12 (b) show a chiral state localized on the left edge
whose origin is the hybridization of the B-polarized ZLL state associated with the K′ val-
ley and the A-polarized left surface state. Figure 2.12 also shows the meaning of filling
factor ν defined in each gap. When the chemical potential µ lies in the ν = 1 gap, it
crosses exactly one forward moving (and one backward moving) edge state. When µ lies
in the ν = 3 gap, it crosses exactly three forward moving (and three backward moving)
edge states.
2.2.4 Topological origin of edge states
In the previous section, I described the formation of chiral edge states in quantum Hall
systems in terms of electrostatic confinement and the hybridization of Landau level states
with surface states, but we can also understand the existence of these edge states from a
topological perspective. The bulk of a quantum Hall system is topologically non-trivial
and can be described by a Chern number C, which takes integer values. In fact, Thouless
et al. (1982) (TKNN) realized that when considering the quantum Hall system on a lattice,
ν in the expression σxy = e
2
h ν can be identified as the topological invariant for the 2DEG
in the quantum Hall regime (Kane and Mele, 2005b). This invariant ν is known as the





























Figure 2.13: Topology of graphene in the quantum Hall regime (a) Band structure of
a zig-zag ribbon of spinless graphene in a strong magnetic field (`B = 5.77a) with Landau
levels indicated by dashed black lines. The Chern number characterizing each Landau
level gap is also labeled. (b) Schematic of the chiral edge state confined to the interface
between a C = 1 system and the trivial vacuum. The number of chiral edges states is equal
to the difference in Chern number (∆C) across the interface.
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Chern class of a U(1) principal fiber bundle on a torus." I therefore refer to the TKNN
invariant and the Chern number interchangeably in this thesis.
In spinless graphene, the filling factor ν in the Hall conductivity σxy = e
2
h ν can like-
wise be interpreted as the Chern number describing the graphene bulk. We can then
label each Landau level gap in the quantum Hall regime band structure by the appropriate
Chern number [Figure 2.13 (a)], where the Chern numbers take the same values as ν :
C =±(1,3,5...). The Chern number indicates the number of chiral edge states in the fol-
lowing way: at the boundary between two systems, the difference in Chern numbers, ∆C,
defines the number of chiral edge states protected at the interface. For example, graphene
with its chemical potential tuned into the first Landau level gap has C = 1, so at the in-
terface with vacuum (C = 0), one chiral edge mode is required to exist [Figure 2.13 (b)].
If the same graphene system were adjacent to a system with Chern number C =−1, then
∆C = 2 chiral edge states would be confined to the interface between them. Such edge
state counting will play a role in our analysis of current-carrying grain boundary modes
in Chapter 4.
2.3 More gapped graphene phases
In Section 2.2, I described the quantum Hall effect in graphene, in which the bulk is
gapped by an external magnetic field, and the system is described by a non-zero topolog-
ical invariant. The non-trivial topology of the graphene bulk in the quantum Hall regime
leads to chiral edge states confined to the interface with vacuum. In this section, I de-
scribe two graphene models in which the bulk is gapped and topological order induced
by means other than an external magnetic field. The first model, proposed by Haldane in
1988, is a spinless graphene model in which time-reversal is broken in such a way that
there is no net magnetic flux through the sample (Haldane, 1988). The second model,
reported by Kane and Mele in 2005, is a graphene model which includes spin-orbit cou-
pling terms that open a bulk gap. As in the quantum Hall system, the non-trivial phase in
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the Haldane model is described by a Chern number. The topologically non-trivial phase
in the Kane-Mele model is designated a “quantum spin Hall insulator” and is said to ex-
hibit the “quantum spin Hall effect.” It is described by the Z2 invariant (Kane and Mele,
2005a). When solved in a ribbon geometry, the non-trivial phase of each model exhibits
edge states at the interface between a topologically nontrivial bulk and the trivial vacuum.
2.3.1 The Haldane model
The Haldane model is the standard nearest-neighbor tight-binding model of graphene
with two additional terms: a term that breaks inversion (C2) and a term that breaks time-
reversal (T ). The inversion-breaking term is an on-site potential that takes opposite signs
on the A and B sublattices. The T -breaking term is a complex second-neighbor hop,
where the only constraint on the phase choice is that the phases must sum to zero around
each plaquette, ensuring that the net flux through a plaquette is zero. The Hamiltonian
given in Haldane’s original paper is a two-band model in k-space, but we write the Hamil-
tonian in real space in the second quantized notation to emphasize the three distinct terms:
HH = t1 ∑
〈i, j〉
c†i c j + t2 ∑
〈〈i, j〉〉





where the first term is the nearest-neighbor hopping term, the second term is the T -
breaking second-neighbor hop, and the third term is the C2-breaking onsite potential.
In the T -breaking term, νi j = ±1 depending on whether a particle makes a right or left
turn as it hops to its next-nearest neighbor. In the inversion-breaking term, εi = ±1 de-
pending on whether site i is an A or B sublattice site. It is clear that the complex phase in
the second term breaks time-reversal, since T is just the complex conjugation operator in
the spinless basis. The staggered sublattice potential breaks inversion, since a C2 rotation
maps one sublattice onto the other.
Both the inversion- and T -breaking terms gap the graphene band structure, but Hal-
dane found that the inversion-breaking term gaps the system such that it becomes a trivial
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Figure 2.14: Graphene phases in the Haldane model (a) Phase diagram of topological
phases given in Haldane (1988). (b) An example of the trivial phase (ν = 0). Time-
reversal symmetry is preserved here because t2 = 0. (c) At the boundary between the
trivial and nontrivial phases (ν = 0 and ν =−1) the bulk gap closes in a single valley. (d)
An example of a gapped nontrivial phase (ν =−1).
quantum Hall state, which has non-trivial topology (C = ±1). When both t2 and M are
non-zero, their relative magnitudes determine the topology of the system. The phase di-
agram showing the dependence of the system’s topology on the strength of the inversion
and T -breaking terms is shown in Figure 2.14 along with representative band structures
in each phase.
When we solve this Hamiltonian in a ribbon geometry, we find different configura-
tions of edge states depending on whether the system is in a trivial or nontrivial gapped
phase. When the system is in a trivial phase, the edge states join the two valleys but do
not traverse the gap from conduction to valence band. In the nontrivial phase, the system
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Figure 2.15: Haldane model on a zig-zag ribbon (a) Band structure of a zig-zag
graphene ribbon with a Haldane mass in a trivial phase. Edge state bands connect the two
valleys but do not traverse the bulk gap. (b) Band structure of a zig-zag graphene ribbon
with a Haldane mass in non-trivial (quantum Hall) phase. The edge state band crossing
in the bulk gap cannot be removed except by changing the topology of the system.
Landau level gap (C = ±1). Thus it has chiral protected edge modes in the same way as
the equivalent state in the ordinary quantum Hall effect. These edge states connect the
conduction band in one valley to the valence band in the opposite valley, and we can-
not remove the resulting edge state crossing without changing the topology of the system
(Figure 2.15). One of Haldane’s key observations was that the quantum Hall effect can be
observed (with the attendant edge states) not only in the presence of an external magnetic
field, but as a result of broken time-reversal symmetry more generally.
2.3.2 The Kane-Mele model
The model described by Kane and Mele, whose non-trivial phase exhibits the quantum
spin Hall effect, is a generalization of the Haldane model (Kane and Mele, 2005a). The
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Kane-Mele Hamiltonian is given by:
HKM = t1 ∑
〈i, j〉
c†i c j + iλSOσz ∑
〈〈i, j〉〉
νi jc†i c j +M∑
i
εic†i ci (2.41)
where 〈i, j〉 indicates a sum over nearest neighbors and 〈〈i, j〉〉 indicates a sum over next-
nearest neighbors. The creation/annihilation operators are now vectors containing a spin
up and a spin down entry. As before, νi j = 1 when a right turn is required to move from
site i to site j, and νi j = −1 when instead a left turn is required. The second-neighbor
hopping term is identical to the term in the Haldane Hamiltonian with φ =−π/2 and with
the addition of the factor of σz to account for the spin degree of freedom. In this model,
the left/right phase choice combined with σz means that a left turn of a spin-up electron
looks the same as the right turn of a spin-down electron, meaning that the second-neighbor
term in HKM has the right symmetry to be a spin-orbit coupling term.
Crucially, including the spin degree of freedom in this Hamiltonian preserves time-
reversal symmetry. In the spin-12 system, the time-reversal operator is T = iσyK̂, where K̂
is the complex conjugation operator. T trivially commutes with the first and third terms
in HKM, and the commutator with the second neighbor term also yields zero:
[HKM,T ] = λSO ∑
〈〈i, j〉〉
νi jc†i c j[iσz, iσyK̂] =−λSO ∑
〈〈i, j〉〉
νi jc†i c j{σz,σy}= 0. (2.42)
The Kane-Mele Hamiltonian is time-reversal invariant, so the TKNN invariant, which is
non-zero only for T -broken systems, vanishes in the Kane-Mele model for any parame-
ter choice. We can see this by considering the above Hamiltonian as two copies of the
Haldane Hamiltonian, one for spin up and one for spin down. The sign difference in the
second term of the two spin-polarized Hamiltonians means that for a given set of parame-
ters, M and λSO, either both spin systems will be described by the TKKN invariant ν = 0
or one will be described by ν = 1 and the other by ν =−1. Therefore the overall TKNN
invariant for the system will be ν↑+ν↓ = 0+0 = 0 or ν↑+ν↓ =−1+1 = 0. Either way,
the system will appear to be trivial when considering the TKNN invariant.
However, Kane and Mele introduce a new topological index, the Z2 classification, that
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Figure 2.16: Kane-Mele model on a zig-zag ribbon (a) Band structure of a zig-zag
graphene ribbon with a σz spin orbit term in a trivial phase. These are the edge states from
Figure 2.15(a) but with time-reversed partners. Time-reversed partner bands correspond
to states with opposite spin. (b) Band structure of a zig-zag graphene ribbon with a σz
spin orbit term in a non-trivial (quantum spin Hall) phase. Because of time-reversal, there
is a pair of edge state band crossings in the bulk gap that cannot be removed except by
changing the topology of the system. Again, the two pairs of bands here are the bands in
Figure 2.15(b) and their time-reversed partners, where the two sets of bands have opposite
spin polarization.
and Mele, 2005b). They show that this classification is applicable even for cases where
a σz non-conserving spin-orbit terms (i.e. Rashba terms) are included, but I will deal
almost exclusively with σz-conserving spin-orbit terms in this thesis. In this special case,
the analogy with the Haldane model makes things simple, and we define systems with
ν↑−ν↓= 0 to be ordinary insulators in the trivial Z2 phase while systems with ν↑−ν↓ 6= 0
are in the nontrivial Z2 phase and are designated quantum spin Hall insulators.
When the Kane-Mele model is solved in a ribbon geometry, characteristic edge modes
appear, but now the edge states are doubled due to the spin degree of freedom (Figure
2.16). In the trivial phase, the edge states do not cross the bulk gap (i.e. the system remains
38
gapped, even when considering the edge states), but in the nontrivial phase, the edge states
traverse the bulk gap, crossing from conduction to valence band between valleys such
that the crossings cannot be removed without changing the topology of the system. These
bands correspond to a pair of oppositely-spin-polarized states with opposite velocities on
each ribbon edge: On the left edge there is a spin up state moving with positive velocity
and a spin down state moving with negative velocity, and on the right edge, there is a
spin up state moving with negative velocity and a spin down state moving with positive
velocity. As we would expect, we can view this as a chiral spin up current due to a TKNN
invariant ν =+1 and a chiral spin down current circulating in the opposite direction due
to the TKNN invariant with the opposite sign ν = −1. Total current on each edge is, of
course, not chiral, but in an experiment with suitable geometry, it is possible to detect
these spin-polarized edge currents (Kane and Mele, 2005a).
In Chapter 5 of this thesis, I discuss the effect of putting a Haldane mass or a spin-
orbit mass on graphene systems with grain boundaries and compare and contrast the grain
boundary-localized states to the edge states described above.
2.4 Grain boundaries in graphene
In the first three sections of this chapter, I have given an overview of the electronic
structure, symmetries, and topology of perfect single-layer graphene in several different
regimes of interest. In this final section, I will briefly introduce grain boundary defects
in graphene—their origins in real graphene samples, their effect on transport, and current
classification schemes—before bringing all these topics together in the main body of this
thesis.
2.4.1 Grain boundaries in experiment
In the early graphene experiments, graphene was isolated from highly ordered pyrolitic
graphite (HOPG) by the “mechanical exfoliation” method, where Scotch tape was used
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Figure 2.17: Grain boundaries in graphene (a) Schematic of grain boundary formation
during CVD growth. Graphene grains of varying crystalline orientations form at dis-
tinct nucleation sites, and when misoriented grains meet, non-hexagonal and/or distorted
hexagonal rings form along the interface. These extended defects are “grain boundaries.”
(b) A grain boundary in CVD-grown graphene imaged with Annular Dark Field Scanning
Transmission Electron Microscopy (Huang et al., 2011). Dashed lines indicate the ori-
entations of the two neighboring domains. Non-hexagonal and distorted hexagonal rings
are highlighted along the grain boundary.
to peel graphene layers from the graphite bulk (Novoselov et al., 2004). This method is
effective, but it produces graphene samples on the order of microns in size, which are not
big enough for many engineering applications. Today, the standard method for fabricating
larger graphene samples is chemical vapor deposition (CVD) on a metal (usually copper)
substrate. The metal film is placed in an atmosphere of hydrocarbon gas and heated such
that the gas decomposes and the carbon atoms assemble on the metal substrate (Yazyev
and Chen, 2014). In this process the graphene grows in discrete domains originating at
nucleation sites on the substrate. When domains of different crystalline orientation meet
during the growth process, they join together in such a way that there are non-hexagonal
and distorted hexagonal rings along the interface (Figure 2.17). These grain boundaries
(GBs) can be viewed as extended lattice defects and are ubiquitous in large samples of
CVD-grown graphene.
40
Grain boundaries alter the electronic properties of pristine graphene in ways that are
highly dependent on the geometry of the lattice defects and the average size of the grains.
For instance, Yu et al. (2011) found a significant increase in resistance when measuring
transport across a grain boundary as compared to intra-grain resistance, but Huang et al.
(2011) found that mobilities of CVD graphene were not significantly altered by the pres-
ence of grain boundaries. Yazyev and Louie provide a theory in their 2010 paper that may
explain such disparate results based on differences in grain boundary geometry, which we
will explore further in the next section (Yazyev and Louie, 2010a).
Measurements of the quantum Hall effect in CVD-grown graphene show an imper-
fectly quantized half-integer Hall effect (Shen et al., 2011; Lafont et al., 2014), which
Lafont et al. (2014) attribute to the presence of grain boundaries acting as channels for
backscattering. With the theoretical support of Cummings et al. (2014), they explain the
imperfectly quantized Hall plateaus as a consequence of states residing between Landau
levels, and they describe the constraint that grain size places on Landau level formation.
In Chapter 4, I will build on their work to explain the mechanism by which grain bound-
aries can cause the breakdown of the quantum Hall plateaus in graphene.
The studies referenced above describe experiments carried out on CVD-grown graphene
where grain boundary formation is a natural—and usually unwelcome—“side-effect" of
growth conditions. However, theoretical studies such as the ones by Yazyev and Louie
(2010a) and Gunlycke and White (2011) propose that grain boundaries with particular
geometries could be used to control transport in all-graphene electronics. Yazyev and
Louie (2010a) propose a field effect transistor that relies on a grain boundary which ei-
ther reflects and transmits current depending on the energy range, while Gunlycke and
White (2011) proposes the use of a particular GB as a valley filter. With this in mind, it is
an exciting development that several groups have been able to engineer grain boundaries
into graphene samples (Figure 2.18). Lahiri et al. (2010) demonstrated growth of the “5-
5-8 grain boundary” on a Ni(111) substrate, where the structure of the nickel provides a






Figure 2.18: Engineered grain boundaries in graphene Images of the 5-5-8 grain
boundaries engineered into graphene samples by (a) Lahiri et al. (2010) and (b) Chen
et al. (2014). The grain boundary in (a) is grown on a Ni(111) substrate which acts as a
template for this particular grain boundary geometry, while the grain boundary in (b) is
produced using a combination of electron irradiation and Joule heating.
can engineer the same 5-5-8 grain boundary with even greater precision: they use a com-
bination of electron irradiation and Joule heating to produce this extended lattice defect
at a chosen location, bringing the realization of all-graphene devices one step closer.
2.4.2 Classifying grain boundaries
Grain boundaries are a type of topological defect in a 2D material, meaning they can be
described by a non-local quantity which cannot be altered by local structural deforma-
tions. Grain boundaries are the most complex of the topological defects found in a 2D
material, but they can be built out of simpler topological defects such as dislocations and
disclinations. Below, I follow the description of the hierarchical structure of topological
defects given by Yazyev and Chen in their 2014 review.
Disclinations are formed when a semi-infinite wedge of material is added or removed
from a 2D lattice. Such an alteration to the lattice is clearly a non-local deformation, and
indeed disclinations are the simplest of the topological defects in a 2D material. Their




Figure 2.19: Topological defects in graphene Three types of topological defects with
their corresponding topological invariants, as shown in (Yazyev and Chen, 2014). (a)
Disclinations are defined by the angle of the semi-infinite wedge (s) added or removed
from pristine graphene. (b) Dislocations are pairs of disclinations defined by their Burgers
vector (b), which defines the wedge and orientation of a semi-infinite ribbon inserted into
pristine graphene. (c) Grain boundaries are arrays of dislocations, whose invariant is
defined as the sum of the misorientation of neighboring grains with respect to the normal
to the grain boundary line (θ = θL +θR).
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material,−s corresponds to adding a wedge, and θ is the angle of the wedge. In graphene
the two important disclinations are s = ±60◦, where the core of the s = 60◦ disinclina-
tion is a pentagonal ring and the core of the s =−60◦ disinclination is a heptagonal ring
embedded in the graphene lattice [Fig. 2.19(a)]. Because these disclinations cause signif-
icant out-of-plane distortion of the lattice, they are seldom found as isolated defects in the
graphene lattice. However, pairs of disclinations, known as dislocations, are a commonly
occurring defect in 2D materials. In graphene we consider pairs of ±60◦ disclinations.
These topological defects are associated with the addition of of a semi-infinite strip of ma-
terial into the lattice, where the width and orientation of the strip is defined by its Burgers
vector, b. The Burgers vector is the topological invariant associated with dislocations and
is defined b = (n,m) = na1 +ma2, where a1 and a2 are the primitive lattice translations
of the pristine lattice. The (1,0) and (1,1) dislocations, both of which consist of a pair
of ±60◦ disclinations, are depicted in Figure 2.19(b). These dislocations also cause a
certain amount of out-of-plane lattice buckling (Yazyev and Louie, 2010b), but they are
energetically more likely to form than isolated disclinations.
In this thesis, I address grain boundaries that can be viewed as arrays of dislocations
in accordance with the Read-Shockley model, a view justified by high resolution TEM
studies of grain boundary structures (Read and Shockley, 1950; Yazyev and Chen, 2014).
Two examples of ideal dislocation-array grain boundaries are shown in Figure 2.19(c),
each characterized by its topological invariant θ = θL + θR. θ can be obtained by sum-
ming the rotation of neighboring grains with the respect to the normal to the boundary
line, as illustrated in the dashed lines in the figure, or it can be computed from expres-
sions depending on the Burgers vector and the distance between dislocations (Yazyev and
Louie, 2010b). The more closely packed the dislocations, the larger (closer to 30◦) the
angle, with large angle grain boundaries having typically lower formation energies. When
dislocations are closely packed, there is more effective canceling of the strain fields of in-
dividual dislocations, so the grain boundaries depicted in Figure 2.19(c) are particularly
stable GBs due to their densely-packed constituent dislocations [(0,1) and (1,0)+(0,1)
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dislocations, respectively]. In fact, these grain boundaries are expected to be flat (no
out-of-plane buckling) even when they form in suspended graphene (Yazyev and Louie,
2010b).
It should be noted that the 5-5-8 grain boundaries grown by Lahiri et al. (2010) and
Chen et al. (2014) are actually topologically trivial grain boundaries, since the relative
rotation of the grains is θ = 0. This grain boundary can be thought of as a stacking fault,
where a graphene grain with the same orientation as its neighbor is slipped by a partial
(a/
√
3x̂) lattice translation, and an extra line of atoms is inserted at the boundary.
As mentioned in the previous section, Yazyev and Louie (2010a) further classify the
geometries of graphene grain boundaries in a way that is relevant to their effects on
transport. Grain boundaries formed by the meeting of two misoriented grains are pe-
riodic along the grain boundary line with period d [Figure 2.20 (a)], where d defined
to point along the grain boundary direction. The vector d can always be expressed in
terms of primitive lattice translations of the graphene on either side of the grain bound-
ary: d = nLaL1 +mLaL2 = nRaR1 +mRaR2. A specific grain boundary can therefore be
referenced by a pair of ordered pairs (nL,mL)|(nR,mR).
Using this labeling, Yazyev and Louie define three different classes of grain bound-
aries based on whether the differences n−m are equal to integer multiples of three:
Class Ia =
nL−mL = 3qnR−mR = 3q′ Class Ib =
nL−mL 6= 3qnR−mR 6= 3q′
Class II =
nL−mL = 3qnR−mR 6= 3q′ or Class II =
nL−mL 6= 3qnR−mR = 3q′
where q, q′ ∈ Z.
These classes capture the three ways that the rotated Brillouin zones (BZs) on the
right and left side of the grain boundary can map onto the 1D “mini-Brillouin zone" of
the interface. In Class Ia, the K and K′ points on the left and the K and K′ points on




Figure 2.20: Grain boundary classification for transport Figures from the Yazyev
and Louie (2010a) paper on transport across grain boundaries. (a) An example of a grain
boundary with period d formed by neighboring grains rotated by angles θL and θR. This is
a (5,3)|(7,0) grain boundary (d = 5a1L+3a2L = 7a1R+0a2L) and is designated Class Ib.
(b) Schematic band structures for the three classes of grain boundary. Scattering across
the GB is possible in all the shaded regions of the two Class I band structures, so they
are transparent to incident carriers at all energies. Scattering across the Class II grain
boundaries is only possible in the magenta regions, so there is a transport gap in these
structures of width Eg.
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energy E on the left can always find a state on the right (in either valley) such that parallel
momentum and energy are conserved. In Class Ib, the K point on the left and the K′
point on the right map onto k|| = +
2π
3d in the 1D mini-BZ, and the K
′ point on the left
and the K point on the right map onto k|| = −2π3d . Thus in Class Ib, an available carrier
can always conserve parallel momentum and energy while scattering onto the other side,
but there is only one available pathway, i.e. KL carriers must scatter into the K′R valley,
etc. In Class II, the K and K′ points for the side that satisfies n−m = 3q map onto the Γ
point, while the K and K′ points for the side that satisfies n−m 6= 3q map onto k|| =±2π3d
separately. Therefore, since the authors are interested in scattering events that conserve
parallel momentum, there is a transport gap in these grain boundaries where carriers from
the left cannot find states on the right at the appropriate momentum and energy. For grain
boundary periodicities observed in experiments, Class II grain boundaries are predicted
to perfectly reflect carriers over an energy range of approximately 0.3-1.4eV (Yazyev and
Louie, 2010a).
Figure 2.20(b) illustrates the schematic band structures for grain boundaries in the
three classes. Transport in Class II is only possible when the two colors of schematic
bands overlap. All the grain boundaries I study in this thesis are in Class Ib. Their
band structures therefore maintain the “two valley” structure of graphene, but each valley
contains K and K′ carriers from opposite sides of the boundary.
2.4.3 Grain boundary models
I study four grain boundary models in this thesis, each of which is periodic along the
GB direction so that we can calculate band structures and project them onto the grain
boundary Brillouin zones. Each model is a “twin" system, meaning the rotation angles
of the neighboring grains are equal and opposite: θL = −θr. I introduce the four grain
boundaries below:
1. The 5-5 Grain Boundary [Fig. 2.21 (a)]: This is a topologically trivial grain bound-









55 GB 558 GB 
57 GB 57M GB 
a57M 
Figure 2.21: Grain boundary models in this thesis (a) The 5-5 GB is a trivial “zero-
angle” grain boundary model with a repeat period equal to the graphene lattice constant, a.
(b) The 5-5-8 GB is a topologically trivial grain boundary with repeat period a558 = 2a.
It has C2 symmetry about any site along the red dashed line. (c) The 5-7 GB has a
topological invariant θ = 32.3◦. It consists of an array of (0,1)+(1,0) dislocations with
a repeat period of a57 =
√
13a. This lattice has a glide mirror symmetry, where the mirror
is across the red boundary line and the glide is a translation of a57/2 along the grain
boundary line. (d) The 5-7M grain boundary is an array of (0, 1) dislocations with repeat
period a57M =
√
7a. Its topological invariant is θ = 21.8◦. This lattice has a mirror




x̂, and a line of atoms is inserted in the resulting gap.
The boundary consists of pairs of pentagonal carbon rings. This is a non-physical
grain boundary because the carbons on the boundary line have four nearest neigh-
bors. However, it is a useful toy model since the repeat period of the grain boundary
is equal to the graphene lattice constant a, meaning no zone-folding is necessary to
project the “bulk” bands onto the GB Brillouin zone.
2. The 5-5-8 Grain Boundary [Fig. 2.21 (b)]: This is the grain boundary that has been
engineered into graphene samples by Lahiri et al. (2010) and Chen et al. (2014).
It is an array of octagons and pentagon pairs that repeat with period 2a, and it
has C2 symmetry about any of the sites along the red dashed mirror line in Fig.
2.21 (b). It is essentially the 5-5 grain boundary with half of the bonds along the
grain boundary line deleted. This doubles the GB period and gives each carbon
its appropriate number of neighbors. The 5-5-8 is again a “zero-angle” or trivial
grain boundary since the grains on either side of the defect line have the same
crystallographic orientation.
3. The 5-7 Grain Boundary [Fig. 2.21 (c)]: This GB is an array of pentagon/heptagon
pairs [(0,1) + (1,0) dislocations] that repeats with a period
√
13a. The lattice has
a glide-mirror symmetry, with the mirror operation across the red dashed line in
Fig. 2.21 (b) and a glide of length g = a57/2 along the GB direction. It is one of
the densely-packed grain boundaries described by Yazyev and Chen (2014) which
have especially low formation energies.
4. The 5-7M Grain Boundary [Fig. 2.21 (d)]: This GB is the densest possible array
of (1,0) dislocations. Its grain boundary period is
√
7a, and the lattice has a mirror
symmetry across the red dashed line in Fig. 2.21 (d). This is the second of the “large
angle grain boundaries,” whose formation is especially energetically favorable.
These four grain boundaries can be broken up into two groups: the zero-angle grain
boundaries (5-5 GB and 5-5-8 GB) and the large-angle grain boundaries (5-7 GB and
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5-7M GB). The zero-angle grain boundaries are of interest because of their simple struc-
tures and because the 5-5-8 can been engineered into graphene samples. The large angle
grain boundaries are of interest because they are energetically most likely to form sponta-
neously in CVD-grown graphene. The zero-angle grain boundaries are the subject of the
analysis in Chapter 3 of this thesis, while the realistic grain boundaries, the 5-5-8, 5-7,
and 5-7M, are considered in Chapters 4 and 5.
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Chapter 3
Zero modes in zero-angle grain
boundaries
In this chapter, I report on our formulation of a quantum geometric phase for studying
the electronic properties of the “zero-angle” grain boundaries (ZGBs). As described in
Section 2.4, in ZGBs the orientation of the crystalline axes is unchanged across an inter-
face, but the lattice structure is shifted in phase (Fig. 3.1). This can produce a topologi-
cal mismatch between the ground states of the bounding lattices, where the correspond-
ing invariant is resolved in the momentum parallel to the grain boundary and localizes
symmetry-protected interfacial modes in selected regions of the GB-projected Brillouin
zone.
It is widely appreciated that topological confinement can occur in the simpler “one
sided" variant of this problem at the graphene-vacuum interface (Nakada et al., 1996;
Kohmoto and Hasegawa, 2007; Delplace et al., 2011). As discussed in Section 2.1.2.2,
a non-zero topological invariant computed using the bulk Hamiltonian (the Zak phase)
localizes a pair of chiral symmetry-protected zero modes at the atomic edges of most
graphene ribbons (Ryu and Hatsugai, 2002). The number of surface states is given by
(ZGraphene−ZVacuum)/π , where ZVacuum is always presumed to be zero. The related
problem at the ZGB interface is “two sided,” with no obvious difference between the
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topology of the bounding graphene on either side of the interface. Nonetheless, the zero
mode structure in the ZGB systems includes a third E = 0 state, motivating us to further
explore the topological character of these systems. We find that the third zero mode in
a ZBG is related to a chiral symmetry of a limited subspace of the global Hamiltonian.
Furthermore, we formulate a geometric phase that captures the relative topology of the
two sides of the interface and may be computed on a ground state manifold of N coupled
bands. In analogy with the Zak phase, this geometric phase is obtained by evaluating
a Berry connection over a carefully chosen path in the Brillouin zone, and it counts the
number of localized zero modes living at the grain boundary. Note that the zero modes I
discuss in this chapter are the type of zero mode discussed by Ryu and Hatsugai (2002),
which are only rigorously zero for infinite systems. For ribbons of finite width, even
modes living on opposite edges hybridize slightly and begin to move off of E = 0 near
the Dirac points. For the band structures shown in this chapter, ribbons are wide enough
that this splitting is virtually invisible.
3.1 Chiral symmetry
Figure 3.1 shows the lattice structures of two prototypical zero angle grain boundaries.
Panel (a) is the 5-5 structure, where two honeycomb lattices are joined on a boundary
containing a line of pentagon pairs. In panel (b) the related 5-5-8 structure doubles the
period by deletion of alternating bonds along the grain boundary line. Each structure con-
sists of two pristine graphene lattices with an extra line of A sites inserted between them.
Our Hamiltonian describes nearest neighbor hopping on the links of the two dimensional
networks shown in Figure 3.1 neglecting perturbations due to remote hopping amplitudes
and out of plane structural relaxations. These networks have been used to examine the
transmission and reflection of Bloch waves from extended one dimensional defects on
the graphene lattice (Gunlycke and White, 2011; Rodrigues et al., 2012, 2013) and are a
natural starting point for studying electronic physics in the grain boundary.
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Figure 3.1: Zero-angle grain boundary lattice structures for the 5-5 and 5-5-8 grain
boundaries illustrating the partial Burgers vector b and the period of the grain boundary λ .
The insets show primitive cells and primitive translation vectors that define the bounding
phases to the left and right sides of the interface. The lattice sites colored red compose
the “extra” line of A sites that break graphene’s chiral symmetry.
At first, the prospects for finding zero mode physics in the lattice structures of Figure
3.1 appear remote. All zero angle grain boundaries contain a macroscopic fraction of
odd-membered rings, explicitly breaking the global chiral symmetry of the Hamiltonian
which usually is exploited to identify candidate E = 0 eigenstates. In the language of Ryu
and Hatsugai (2002), we cannot write the bulk Hamiltonian in a gauge that naturally ter-
minates with a zig-zag structure on the ribbon edge and with the 5-5 or 5-5-8 structure at
the “interior edge” of the grain boundary. However, both structures in Figure 3.1 retain an
x→−x mirror symmetry, and studying the system in the mirror basis shows us why this
argument is flawed. Since the global Hamiltonian H commutes with the mirror operator,
H written in the mirror basis is block diagonal, with a mirror even and a mirror odd block.
The eigenstates associated with the mirror even subspace have amplitude on the line of A
sites on the grain boundary, but the eigenstates associated with the mirror odd subspace
are required to have a node on the grain boundary. Thus the mirror odd eigenstates effec-
tively delete the line of A sites that breaks the chiral symmetry of the global system, and
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the mirror odd subspace of the Hamiltonian is chiral symmetric.
Formally, one can write a non-local operator, S , that anti-commutes with the full ZGB
Hamiltonian and commutes with the mirror operator. In the site basis, where the orbitals
in the eigenstate are ordered by their x-position, this operator takes the form
S =

−1 0 0 0 1
0 1 0 −1 0
0 0 0 0 0
0 −1 0 1 0
1 0 0 0 −1
 . (3.1)
This is the central block of the operator, where the central 0 is on the GB site, and ±1
continues to alternate on the four diagonals out to the edges of the full operator. Because
this operator anti-commutes with H, it is tempting to call S a chiral operator, but S has
a null-space and therefore does not square to one as the chiral operator should. However,
when S is written in the mirror basis, its mirror odd subspace (upper left block) has the
form of the ordinary local chiral operator (−1)P. For a narrow ribbon:
SMir =

−1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 −1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0

(3.2)
Thus the mirror odd block ofH anti-commutes with the standard local chiral operator, Γ.
The interior edge termination of the bulk graphene at the grain boundary respects chiral
symmetry only in the mirror odd subspace, so we would expect any protected zero modes
in the ZGBs to correspond to eigenfunctions that are odd under mirror symmetry. Note
that it is not the mirror symmetry per se that is important here; the important point is that
there exists a subspace of the Hamiltonian that respects a chiral symmetry. That subspace
happens to be the mirror odd subspace for these ZGBs.
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3.2 Band structures
Tight-binding lattice calculations carried out on finite width ribbons with grain bound-
aries (Figure 3.2) show clear evidence of zero mode physics for these structures. One
observes that particular projected gaps host flat bands at E = 0. These flat bands are triply
degenerate for both structures, with two of the flat bands corresponding to the surface
states living at the outer zig-zag edges of the ribbon and the third flat band corresponding
to a state localized on the grain boundary. Analysis of the GB-localized wavefunction
confirms that it is indeed odd under mirror symmetry, in accordance with the symmetry
argument in the previous section.
The lattice structures shown in Figure 3.1 retain a discrete translational symmetry
along the grain boundary, and the Hamiltonian can be written in Bloch formH(ky). Each
Bloch Hamiltonian presents a one-dimensional problem in the perpendicular (x) coordi-
nate with a gapped spectrum except at isolated critical points where the bulk Dirac points
project onto the interface. It is tempting to associate the zero modes with a ky-dependent
topological mismatch of the ground states across the interface in the same way that we
compare bulk and vacuum invariants to predict surface states.
Implemented in its simplest form this interpretation is problematic. For example, note
the alternation of projected gaps that do and do not support zero modes in Figure 3.2. For
the 5-5 structure, in the gap that is analytically connected to ky = 0 there are no zero modes
and apparently no topological distinction between the ground states of its two bounding
phases. As ky crosses 2π/3 this changes and the system supports a zero mode until the
next gap closure. For the related 5-5-8 structure the situation is exactly reversed. Here the
projected gaps that are analytically connected to the ky = 0 state do support a zero mode
and the smaller gaps (e.g. for π/3 < ky < 2π/3) are inactive. This reversal presents a
dilemma to a topological interpretation which would identify the zero mode count with
a change of the ground state topology of its bounding states far from the interface. In-
spection of Figure 3.1 shows that the asymptotic structures of the 5-5 and 5-5-8 ZGBs
are actually identical. Furthermore, the source of a putative topological boundary in the
55
Figure 3.2: Zero-angle grain boundary band structures Tight binding band structures
for twinned graphene ribbons containing a 5-5 grain boundary (top) and a 5-5-8 grain
boundary (bottom). Half the projected bandgaps support a triply degenerate zero mode,
with one mode confined at the grain boundary, and the two additional modes associated
with edge states on the outer ribbon edges. Both band structures are plotted over two
Brillouin zones of the bulk graphene. This is equivalent to two BZs of the 5-5 interface
and four BZs of the 5-5-8 interface, since the period of defects on the boundary is doubled
in the 5-5-8 structure.
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“active” gaps is also subtle. The momentum resolved HamiltoniansHL(R)(ky) for the bulk
states left and right of the interface are unitarily equivalent in every gapped sector. Phys-
ically this reflects the fact that their lattice structures are locally indistinguishable. Thus
one is faced with the problem of identifying precisely “what is changing” at an interface
between two otherwise structurally indistinguishable systems in a selected subset of their
momentum-resolved band gaps.
3.3 Geometric phase calculation
We address these questions by developing a theory of the geometric phase for a twin
grain boundary system. Our approach is related to the method of Delplace et al. (2011)
for predicting the surface states of graphene ribbons with complicated edge terminations.
Their approach does not rely on the gauge choice of the bulk Hamiltonian but rather on
choosing an integration pathway that reflects the edge termination, even for an arbitrary
choice of bulk Hamiltonian. In the same way, our geometric phase calculation largely
rests on choosing an integration path that captures the grain boundary structure.
To this end it is useful to note that the grain boundary can be seen as a periodic array
of defects. For the ZGBs of Figure 3.1, we associate each defect with the partial Burgers
vector b = a/
√
3 êx which induces a sublattice exchange. The two structures of Figure
3.1 are distinguished only by the periods of their defect lattices: λ = a(2a) for the 5-5
(5-5-8) ZGBs respectively. In the far field surrounding a single defect one can locally
define a Bloch Hamiltonian H(k). Parallel transport of a Bloch state with momentum k
in a counterclockwise loop encircling this core accumulates a geometric phase θ = k ·b,
associated with a k-dependent point flux. For the grain boundaries in Figure 3.1 we
choose a linear gauge and represent the topological phase as the phase accumulated in a




where Θ(x) is the one-sided step function (1+ sign(x))/2. By virtue of its k dependence
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A preserves time reversal symmetry and our choice of gauge preserves translational sym-
metry parallel to the interface. Note thatA is curl free except on the grain boundary where
it represents a flux sheet that separates the left and right regions. The periodicity of the
bulk Hamiltonian in k space is preserved by defining the crystal momentum in Eqn. 3.3
mod G restricting it to the first Brillouin zone.
3.3.1 Formulation
The dynamical momentum κ = k−A and continuity of the wavefunctions on the bound-
ary equates the (conserved) kinematical momentum ky on the two sides. The ground
states of the bounding states can be compared by studying the mismatch of the dynamical
momentum κ induced by A for a fixed value of ky. As shown in Figure 3.3, a Brillouin
zone tour α ′→ β ′ on the left (ungauged) side at a fixed value of ky maps to the sloped
trajectory α → β on the right (gauged) side. Note that while the former path is a closed
trajectory in k space, i.e. kα ′ = kβ ′ , the latter is open, terminating at kα and kβ . This
momentum offset is an unavoidable consequence of the topological structure of the elec-
tronic states at the boundary. The left and right regions can be compared by studying
the evolution of the ground states of a family of Hamiltonians H(γ,kx;ky) (holding ky
constant) and using a parameter γ = 0(1) to define the ungauged (gauged) sides of the
system. We study a closed (γ,kx)-space tour which is a parametric circuit that links the
gauged segment α → β with a return path β ′→ α ′ as shown in Figure 3.3 (lower panel).
The geometric phase evaluated along this circuit is gauge invariant and it quantifies the
difference between the ground states of the two bounding systems. We note that since
the bounding Hamiltonians HL(R)(k) are gauge equivalent we can regard this circuit as a
closed momentum space tour in the space of ground states of a single Hamiltonian.
Figure 3.4 shows the dispersion of the electronic bands along a closed tour and clearly
illustrates the raison d’être for the interfacial zero modes. The top panel is for the 5-5
structure which has a primitive bulk unit cell and one occupied spin degenerate band. The
critical trajectory shown has an ungauged (flat) segment encountering a gap closure at a
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Figure 3.3: Integration loops for the geometric phase Momentum space tours through
the Brillouin zone for the 5-5 grain boundary at ky = 2π/3 for (left) an ungauged trajec-
tory α ′→ β ′ and (right) for its gauge transformed image α → β . The two are linked to
form a closed reciprocal space tour through the dashed segments. The green circles are
the projections of the K and K′ points onto the first Brillouin zone. The ungauged segment
is critical and passes through a gap closure at a Dirac point. The lower panel illustrates
the closed loop that combines these segments to calculate the change of the ground state
geometric phase across the boundary for each value of ky.
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Figure 3.4: Dispersion relations along integration paths Dispersion of electronic bands
along a closed momentum space tour (a) for the 5-5 grain boundary at ky = 2π/3 and
(b) for the 5-5-8 grain boundary at ky = π/3. In (a) the β ′α ′ segment is critical and
passes through a Dirac point. In (b) both the ungauged β ′α ′ and gauged αβ segments are
critical at a common value of ky but at opposite Dirac points. The right hand panels show
the geometrical phase θ evaluated along the related paths as a function of ky revealing
topological transitions as 2π jump discontinuities.
Dirac point. The sloped α → β segment encounters no such degeneracy at this value of
ky. Shifting the fiducial value of ky allows this system to undergo a band inversion on one
side of the grain boundary, i.e. the β ′→ α ′ return path can develop a band inversion with
respect to its gauged α → β image.
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3.3.2 For a single filled band




dκ · 〈uκ |∇κ uκ 〉 (3.4)
where uκ is the lattice periodic factor of the Bloch wavefunction. For the “bridge” seg-
ments α ′→ α and β → β ′ we replace the line integral in Eqn. 3.4 by the finite difference
counterparts θ(α ′→ α) = arg〈ukα |ukα ′ 〉 and θ(β → β
′) = arg〈uk
β ′
|ukβ 〉. The accumu-
lated phase plotted in Figure 3.4(a) shows jump discontinuities in θ55 at gap closures at
ky = ±2π/3 from zero in the inactive gaps (left and right states with the same winding
number) to 2π in its “topological” gaps (different). The number of interfacial modes is
given by θ/(2π). We find that the contributions to the accumulated phase from each side
(i.e. θβ ′α ′ and θα ′αββ ′) are equal for each value of ky. This is physically understand-
able since the left-right asymmetry of our k-space construction is a gauge choice and the
interfacial modes are ultimately a property of the joined system.
3.3.3 For an N band manifold
The related 5-5-8 grain boundary structure doubles the lattice period along the grain
boundary. The essential complication in this nonprimitive situation is illustrated in Figure
3.4(b). The folding of the Brillouin zone produces two occupied (orbital) branches which
are required to degenerate at the endpoints α ′ and β ′. The occupied manifold therefore
unavoidably entangles these two orbital degrees of freedom though its geometric phase
must remain invariant under k-dependent unitary rotations in the occupied subspace. This
is not a property of sums of individual band-projected Berry’s phases, but it can be under-
stood properly using the matrix-valued connection
χm,n(k,k+δk) = 〈um,k+δk|un,k〉 (3.5)
where m and n are occupied bands and δk is along the tangent line of the tour. The
geometric phase in Eqn. 3.4 generalizes to the accumulated phase of the loop product of
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2×2 matrices χ (k,k+δk) over the the relevant closed tour in k space
θ558 = arg∏
k
det χ (k,k+δk) (3.6)
Similar to the one-band case, the contributions from the bridging links α ′→α and β→ β ′
are given by finite difference expressions: θ(α ′ → α) = argdet χ (kα ′,κ α) and θ(β →
β ′) = argdet χ (κ β ,kβ ′). Interestingly, we find that for the 5-5-8 grain boundary the α→
β and β ′→α ′ segments each undergo simultaneous gap closures at ky = π/3 though these
occur at the opposite projected bulk Dirac points. This also signals a relative inversion of
the bulk bands as revealed in the total accumulated phase plotted as a function of ky in
Figure 3.4(b). This identifies the larger gaps centered on the origin (−π/3 < ky < π/3) as
topologically mismatched and the smaller gaps (π/3 < ky < 2π/3) as silent, in agreement
with the numerical results of Figure 3.2.
3.4 Discussion
Our construction demonstrates that although the far field lattices are identical for the 5-
5 and 5-5-8 grain boundaries, they retain information about the translational symmetry
that is present on the boundary. This is encoded in the degeneracies and symmetries of
the bulk eigenstates (a bulk property) folded into their reconstructed reduced zones (an
interface property). This information is intrinsically nonlocal and it is neatly quantified by
consideration of the geometric phase evaluated over a momentum space loop that bridges
the two half spaces in the appropriate composite N-band manifold. We emphasize that
this quantity is independent of an arbitrary redefinition of the unit cell and basis on the
two sides of the interface as long as the loop integral bridges the two asymptotic media.
This can be contrasted the situation for the graphene-vacuum interface where the exterior
medium is presumed to be topologically trivial for every value of ky and the appearance
and disappearance of the zero modes is assigned to possible ground state transitions of a
single topologically ordered medium.
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For both grain boundaries the bulk Hamiltonians at a fixed value of the projected mo-
mentum ky are members of the Altland Zirnbauer chiral unitary class (AIII) (Schnyder
et al., 2008; Altland and Zirnbauer, 1997). These Hamiltonians preserve chiral (sublat-
tice) symmetry but they have broken time reversal symmetry (here explicitly broken for a
generic value of ky) and broken charge conjugation symmetry. In d = 1 the ground states
in this class are topologically nontrivial and are distinguished by an integer-valued topo-
logical index. The winding numbers calculated above measure the interfacial mismatch
of this index as a function of ky, thereby counting the number of zero modes (flat bands)
in each projected gap.
In principle, our approach should admit generalization to grain boundaries with non-
zero rotation angles such as the 5-7 and 5-7M structures described in Section 2.4.3. How-
ever, I have thus far been unable to write down the appropriate generalization. There are
a few key differences between the ZGBs and the generic twin grain boundaries that con-
tribute to this difficulty. First of all, the global Hamiltonians for these rotated structures
do not appear to be chiral symmetric in any subspace. Since the bulk graphene in these
structures is always chiral symmetric, we can see this by considering just the structure at
the interface and comparing the rotated systems to the ZGBs. In the ZGBs, two perfect
graphene lattices are bonded to an extra line of A sublattice sites that can be “deleted” in
an appropriate subspace, leaving an interior edge termination that is identical to the outer
edge. In the language of Ryu and Hatsugai (2002), if there is a chiral-symmetric bulk
Hamiltonian that can terminate cleanly to form the desired edge, then the edge respects
chiral symmetry, and zero modes are possible given appropriate topology of the bulk H.
As discussed in Section 2.1.2.2, the zig-zag edge, which appears both on the actual edge
and the interior edge of the ZGBs, respects chiral symmetry in this sense. For the rotated
GB structures pictures in Figure 3.5, it is impossible to cleanly separate the bulk graphene
form the “grain boundary sites” since the two bulk lattices are joined across the interfa-
cial line. The edge terminations of these rotated GB ribbons respect the chiral symmetry






































































































































































































































































































































































































































































































































































































































































































Figure 3.5: Non-zero grain boundaries and band structures Lattices and band struc-
tures for (a)-(b) the 5-7GB structure and (c)-(d) the 5-7M GB structure. A (B) sublattice
sites are highlighted in red (blue). Bonds that connect bulk lattices across the dashed grain
boundary line are highlighted in green. The band structures for both lattices show E = 0
modes living on the atomic edges of the ribbons and grain boundary localized modes that
do not live at zero energy due to a lack of chiral symmetry.
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consistent with the band structures in Figure 3.5, which show zero modes on the ribbon
edges and grain boundary modes which do not live at zero energy.
In spite of the lack of chiral symmetry, we might expect to be able to compute the
geometric phase θ for these rotated GB structures and obtain θ = 0 everywhere, but this
computation is complicated by the fact that the bulk Hamiltonians on either side of the in-
terface no longer differ simply by a sublattice exchange but by a real-space rotation. This




Grain boundaries in a quantizing
magnetic field
As described in Section 2.2, graphene in a strong magnetic field exhibits the quantum
Hall effect: a voltage drop develops perpendicular to an applied current, and the resulting
off-diagonal conductivity σxy changes in discrete steps as a back-gate voltage is varied.
The “bulk” graphene is in a non-trivial topological state, requiring chiral edge modes to
exist at the interface of graphene with the topologically trivial vacuum. In this section,
we will explore the electronic properties of grain boundaries in this regime. I report
that grain boundaries in a quantizing magnetic field can carry current like wires running
through a graphene sample, and, under certain conditions, grain boundary transport states
can couple to the quantum Hall edge modes. I describe the relativistic origin of these
grain boundary transport states, and I use this insight to show how grain boundaries—and
possibly other extended defects in graphene—can be designed as configurable transport
channels for charge and spin.
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4.1 Non-chiral interfacial states
Before considering any particular grain boundaries, we will first consider what the topol-
ogy of the system indicates about grain boundary states in a magnetic field. The proto-
typical grain boundary is an extended lattice defect that forms at the interface between
two perfect graphene grains. If the entire system is in a uniform external B field with
uniform doping, the two graphene flakes on either side of the grain boundary will have
the same Chern number, i.e. ∆C = 0 across the grain boundary. Because the number of
protected states confined at an interface is equal to ∆C, any states confined at the grain
boundary will not be protected, i.e. they will not be not chiral one-way modes like the
edge states living at the interface between graphene and vacuum. Contrast this to the case
of graphene systems partitioned not by lattice defects but by a reversal of the sign of the B
field or a reversal of the sign of carrier type in a uniform magnetic field. In this case, the
graphene on either side of the boundary has Chern number C =±1 such that ∆C = 2, and
two chiral modes are required to exist at the interface (Rickhaus et al., 2015; Liu et al.,
2015). This contrast is illustrated in Figure 4.1.
4.2 Transport along grain boundaries
Although states confined at the grain boundary in the quantum Hall regime are not chiral
modes, experiments suggest that they have interesting transport properties. For example,
Lafont et al. (2014) observe imperfectly quantized Hall conductance steps in Hall bars
with grain boundaries, suggesting that grain boundaries host electronic states that can
short circuit the quantum Hall edge modes. Previous theoretical studies also suggest
that grain boundary transport is possible (Bergvall et al., 2015; Cummings et al., 2014;
Dal Lago and Torres, 2015), but these studies do not give a microscopic theory explaining
why grain boundaries in a quantizing magnetic field are good transport channels while
grain boundaries in zero field are not. In this section, I demonstrate and explain the








C =1C = −1 C = −1 C = −1
(a) (b) 
Figure 4.1: Two types of interfacial modes Schematic of interfacial modes for (a) the
“snake state” systems of Liu et al. (2015) and Rickhaus et al. (2015), where a change in
Chern number is induced by a reversal of the perpendicular magnetic field or by a change
of sign of the charge carrier (not shown). When ∆C = 2, there are two co-propagating
chiral modes on the interface. (b) Schematic for interfacial modes in a prototypical grain
boundary system in the quantum Hall regime. The Chern number is identical on either
side of the lattice grain boundary, and accordingly, the interfacial modes do not have a
well-defined propagation direction. They are not expected to be chiral interfacial modes






































(a) (b) (c) 
5-5-8 GB 5-7 GB 5-7M GB 
Figure 4.2: Grain boundary band structures for B = 0 Nearest-neighbor tight-binding
band structures for infinite ribbons partitioned by (a) a 5-5-8 grain boundary (b) a 5-7
grain boundary and (c) a 5-7M grain boundary. Bands corresponding to surface states on
the outer ribbon edges are colored red, while bands corresponding to states localized on
the grain boundary are colored blue. In each system, there is a pair of surface state bands
living at E = 0 in selected momentum space regions. In the 5-5-8 GB, the GB-localized
states constitute a third E = 0 band in selected Brillouin zone regions, as discussed in
Chapter 3, while in the two 5-7 GBs, the interfacial state has some non-zero dispersion.
band structures of several grain boundary systems in a quantizing magnetic field.
4.2.1 Band structures in a quantizing magnetic field
To explore the transport properties of grain boundary states in a quantizing magnetic field,
I study the three realistic grain boundary systems: the 5-5-8, the 5-7, and the 5-7M, each
of which consists of two flakes of perfect graphene rotated, respectively, by 0◦, 13.9◦, and
19.1◦ relative to the grain boundary line. Each of these grain boundaries host localized
electronic states, but none of them are good for transport. I calculate band structures
for three infinite graphene ribbons, each partitioned by a different grain boundary that
extends in the infinite direction down the ribbon center. As shown in Figure 4.2, grain-
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boundary-localized states either have a very low group velocity (5-5-8 and 5-7 GBs) or
are leaky into the conducting graphene bulk (5-7M GB, 5-5-8 BZ edges). To study these
systems in the quantum Hall regime, I introduce a perpendicular magnetic field to the








where t = −1 is the hopping parameter, and the sum is over nearest neighbors m and n.
~A = Bx ŷ is the Landau gauge vector potential and is chosen such that the system retains
periodicity along the grain boundary. I consider a field strength such that the magnetic
length `B =
√
h̄/eBw, where w is the ribbon width. Because I have chosen a vector po-
tential that respects the y-periodicity of the ribbon, we can Fourier transform H along the
ŷ-direction using the method described in Chapter 2 and diagonalize the resulting H(ky)
matrix. The resulting band structures (Figure 4.3) show the development of the character-
istic graphene Landau levels, with energy level spacing E ∼ sgn(n)
√
|n|. Focusing on the
first Landau level gap, the bands highlighted in red correspond to the chiral quantum Hall
edge modes, and the bands highlighted in blue correspond to grain-boundary-localized
states. Compared to their counterparts in zero field, these grain boundary states are good
for transport: like the chiral edge modes, they are now embedded in an incompressible
electronic background and thus are not “leaky” into the conducting bulk, and in the case
of the 5-5-8 and the 5-7 systems, the grain boundary states have acquired a significant
group velocity.
4.2.2 Origin of dispersive transport states
The development of transport states on graphene grain boundaries depends on the rela-
tivistic Landau level structure of graphene and on the particular band morphology of the
zero-field defect bands. It is closely related to the origin of the quantum Hall edge states
in graphene, with a few key differences. Because the graphene band structure is described




























































Figure 4.3: Grain boundary band structures in the QHE regime Band structures for
(a) perfect graphene, (b) the 5-5-8 GB, (c) the 5-7 GB, and (d) the 5-7M GB in a quantiz-
ing magnetic field such that `B = 5.77a. In each case, Landau levels develop in the bulk,
and the red bands correspond to the normal quantum Hall edge states. The blue bands cor-
respond to states localized on the grain boundary. The highlighted grain boundary bands
live in a bulk gap and have, in the case of the 5-5-8 and 5-7 GBs, significant dispersion,
suggesting that the GBs can host transport states in this regime.
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dau level (ZLL) develops. This Landau level is polarized on opposite sublattices in each
valley and is pinned at E = 0. As described in Chapter 2, when the ZLL state spatially
overlaps the state localized at an atomically defined edge, a pair of dispersive particle and
hole bands form, which correspond to the quantum Hall edge states. In a grain boundary
system, the ZLL can also form dispersive bands when it overlaps a state localized on the
grain boundary.
Figure 4.4 illustrates the origin of the dispersive grain boundary modes by showing the
wavefunction densities associated with points (ky,E) in the band structures for the 5-5-8
and the 5-7 grain boundaries. The effect is clearest in the 5-5-8 grain boundary, which has
a GB-localized state living at E = 0 in large portions of the GB-projected Brillouin zone
(see Chapter 3). The state i in the triply degenerate flat band has amplitude on B-sublattice
sites at the grain boundary and amplitude on the A-sublattice sites in the ribbon “bulk,"
where the wave packet on the A sites has the Gaussian profile of the zeroth Landau level
state. As ky→ K, the guiding center of the ZLL state moves towards the grain boundary,
and when it overlaps with the grain boundary state, the band disperses, as shown in the
state at (ky,E)ii.
This is the same mechanism that produces the chiral edge modes (Section 2.2.3),
except the guiding center of the Landau level state approaches the grain boundary as
ky → K instead of approaching the edge. Another difference can be seen by examining
the state at (ky,E)iii. State iii is a chiral edge mode that forms via the mixing of a B-
polarized ZLL and an A-polarized edge state, so we see that both a B-polarized and an
A-polarized ZLL state exist in the same valley. We can understand this by recalling that
this grain boundary (and all those I study in this thesis) is a Class Ib grain boundary in the
language of Yazyev and Louie (2010a), for which the K valley of the left “bulk" graphene
is projected onto the same region in the projected Brillouin zone as the K′ valley of the
right “bulk" graphene (and vice versa). This does not, however, lead to double the number
of chiral edge modes. Instead the “extra" ZLL state in each valley hybridizes with the GB-


















































































Figure 4.4: Origin of dispersive transport states (a) The 5-5-8 band structure and (c)
the 5-7 band structure in a quantizing magnetic field with representative wavefunction
densities shown in (b) and (d). States iii and v show the overlap of a zeroth Landau
level and a surface state, which leads to the chiral quantum Hall edge modes. States i
and ii show how the progression of non-overlapping to overlapping ZLL and GB states
corresponds to band dispersion. State iv shows the overlap of a ZLL state with a GB-
localized state that has amplitude on both A and B sublattices and does not live at the
same energy as the zeroth Landau level state. Both panels (b) and (d) show that ZLLs of
both sublattice polarizations live in the vicinity of a single valley in the projected Brillouin
zone. 73
disappear into the bulk as the chiral edge modes do. These are the non-chiral interfacial
modes that we predicted by considering the Chern numbers of the grain boundary system
in Section 4.1. In contrast to the chiral edge states, which live on opposite sides of the
ribbon in the opposite valleys, the non-chiral states live in the same spatial location (the
GB) in both valleys.
Panels (c) and (d) of Figure 4.4 illustrate the development of the dispersive edge and
grain boundary modes in the 5-7 grain boundary. The chiral edge mode at (ky,E)v de-
velops when a B-polarized edge state hybridizes with an A-polarized zeroth Landau level
state. The band corresponding to the grain boundary mode in this system does not live
at E = 0 in the B = 0 limit. It has amplitude on both A and B sublattice sites due to the
coupling of A and B sites across the grain boundary and the subsequent loss of chiral
symmetry, even in the nearest-neighbor coupling approximation. Nonetheless, the GB
band in the 5-7 system lives at sufficiently low energy to mix with the zeroth Landau
level, resulting in an enhanced group velocity for the grain boundary localized modes, as
shown in state iv. In contrast to the 5-5-8 and the 5-7 grain boundaries, the 5-7M system
exemplifies a system with a GB band that does not live at low energy. The B = 0 band
structure in Figure 4.2 shows grain boundary bands which are near E = 0 only at the K
and K′ points. Consequently, in the QHE regime bands in Figure 4.3, there is very weak
hybridization of the GB bands and the ZLL, leading to minimal group velocities for the
grain boundary bands in this system.
I conclude that the existence of effective transport channels along grain boundaries
in graphene relies first of all on the “Dirac” structure of the low-energy graphene bands
that results in a zeroth Landau level, and secondly on the particular chemistry of the grain
boundary in question. This suggests the possibility that any extended defect embedded
in graphene could act as a transport channel in a quantizing magnetic field, provided
its defect band is at sufficiently low energy to hybridize with the zeroth Landau level.
Bands and states for a simple model exploring this suggestion are shown in Figure 4.5.
The bands are computed from a Hamiltonian model for a graphene ribbon with nearest-
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neighbor coupling everywhere except for a line of plaquettes down the ribbon center
which also includes second-neighbor hopping. This is a crude model of a fold along the
long axis of a ribbon. The B = 0 band structure shows a low energy defect band near
the Brillouin zone edges that, in the presence of a quantizing magnetic field mix with the
zeroth Landau level. The band “bubble” that forms as a consequence of this mixing is
too localized in ky to suggest any interesting transport properties along the defect, but this
simple example constitutes a proof of principle that a low-energy defect band can mix
with the ZLL state and disperse, even in the absence of a lattice mismatch.
4.3 Utilizing the grain boundary transport states
The band structure analysis shows that in a quantizing magnetic field, states localized on
the grain boundary live in a bulk gap and can acquire a significant group velocity through
hybridization with a zeroth Landau level state. In this section, I discuss the behavior of
charge carriers moving in the transport channels on the edges and in the grain boundary
of a finite system. I find that the edge modes and grain boundary modes are coupled
only for particular geometric conditions, which are satisfied by attaching a finite flake to
external reservoirs. When these conditions are met, current in the chiral edge states can
be rerouted into the grain boundary, and because the GB modes have a finite width in
energy, we can switch between regions where the GB transport states are “on” and “off”
by tuning a back-gate voltage. I discuss some applications enabled by this functionality:
a current switch whose on/off energies are probed using the shot noise and a spin filter
that generates spatially separated spin currents over a tunable energy range.
4.3.1 Coupling of grain boundary and edge channels
I probe the current pathways available to a charge carrier in an finite graphene grain
boundary system through two types of calculation. First, I study an isolated flake of
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Figure 4.5: Defect states on a non-GB extended defect Tight-binding band structures
and representative states for a graphene ribbon with second-neighbor coupling on a line
of plaquettes down the ribbon center and nearest-neighbor coupling everywhere else. (a)-
(b) In the B = 0 band structure, i is a low energy state with charge density on the defect
line. (c)-(d) In a magnetic field such that `B = 5.77a, there is mixing between the zeroth
Landau level state and the defect band, leading to a “bubble” in the band structure in the
1st Landau level gap. The grey regions in panels (b) and (c) represent the region in the
ribbon where a real second-neighbor coupling is turned on.
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visualize the current pathways by computing the circulation of the velocity. Next, I attach
this GB-partitioned flake to external reservoirs and solve the scattering problem using the
Kwant package for quantum transport calculations (Groth et al., 2014).
4.3.1.1 Velocity fields on an isolated flake
To study the isolated graphene flake partitioned by a grain boundary, we again consider
the Hamiltonian given in Equation 4.1. We can no longer Fourier transform the Hamil-
tonian since we have broken the periodicity in the ŷ-direction by truncating the ribbon,
but we can still diagonalize it and plot the magnitude squared of the wavefunction at a
given energy. This calculation reveals states with charge density that generally lives ei-
ther on the edge or on the grain boundary, as shown by representative energies for the
5-5-8 system in Figure 4.6(a), (c).
To further understand these states, I compute the velocity field on the lattice. Al-
though the sum of the velocities over the entire flake will be zero since the system is in
equilibrium, by mapping the velocity field on each bond, we can understand something
about the way currents flow in the system. I amend the notation of the Hamiltonian some-
what to facilitate the the derivation of the velocity operator on the lattice, and write the





i ci r = ∑
n
c†nrncn (4.2)




rn A·dl, and ti j = 0 when i, j are not nearest neighbors. We plug these
expressions into the general expression for the velocity operator, v = ih̄ [H,r], which is













i c j). (4.3)
When we use the anticommutation relation of the creation/annihilation operators {c†i ,c j}=

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































E = 1.28t 
(a) (b) 
(c) (d) 
Figure 4.6: Charge densities and velocity circulation on a 5-5-8 flake The left panel
shows charge densities for the 5-5-8 GB at (a) E = 1.28t and (c) E = 1.34t. Open circles
are graphene lattice sites. Filled circles represent wavefunction amplitude squared at a
given site, with the radius of the circles denoting the relative magnitude of the density at
each site. The right panel shows circulation of the velocity field around each plaquette
for the 5-5-8 GB at (b) E = 1.28t and (d) E = 1.34t. Red circles represent net clockwise
circulation, and blue circles represent net counter clockwise circulation. The radius of
each filled circle denotes the relative magnitude of the net circulation. The size of the
flake in each panel is 64a×32a, where a = 0.246nm is the graphene lattice constant. All
calculations are carried out in a perpendicular magnetic field pointing out of the plane
such that magnetic flux through a hexagonal plaquette is Φ = 1/3. E = 1.28t and E =
1.34t are both in a C = 1 gap (where C is the Chern number) of the Hofstadter butterfly,
which is adiabatically connected with the first Landau level gap at Φ 1. The state
imaged in (a)-(b) is a chiral edge state due to the quantum Hall effect. In contrast, the
state plotted in (c)-(d) has a standing wave pattern arising from backscattering, indicating
that the state localized on the GB is not chiral. Despite the small energy separation of the








ti jrn(−c†nδinc j + c
†
i δn jcn). (4.4)




ti j(−ric†i c j + r jc
†
i c j). (4.5)
Now we change the sum over i, j to a sum over i < j and explicitly include the hermitian









The summand of the above expression is the velocity operator on a given bond connecting









which can be interpreted as the current operator on the bond times a vector pointing from
site i to site j.
I could attempt to plot the velocity vector on each bond in order to get a sense of the
currents in the system, but because of the scale of the arrows on a large flake, it is difficult
to interpret such a plot visually. Instead, I plot the circulation of the velocity field around
closed paths P. Because I include only nearest-neighbor hopping, each velocity vector is
directed along a bond in the lattice network. It is natural, then, to choose closed paths P
defined by the hexagonal graphene plaquettes. We obtain the circulation of the velocity,





When there is net counter-clockwise current around a plaquette, CP > 0, and when there
is net clockwise current around a plaquette, CP < 0. In Figure 4.6, positive circulation is
denoted by a blue dot at the center of the corresponding plaquette and negative circulation
by a red dot, where the radius of the dot signifies the relative magnitude of the circulation.
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Thus, a uniform clockwise current around the sample is represented by red dots of con-
stant radius around the perimeter of the flake [Fig. 4.6(b)], which is the expected quantum
Hall edge mode for an electron current produced by a magnetic field pointing out of the
plane. This edge current configuration is separated from the standing wave current bound
on the GB [Fig. 4.6(d)] by only ∆E = 0.06t. In the isolated flake, even this small energy
separation is enough to decouple grain boundary states from edge states, which prevents
the deflection of edge currents into the grain boundary for generic geometries.
We can understand the negligible coupling between edge and grain boundary modes
using a simple geometric argument. Edge states and grain boundary states contact only at
isolated points of intersection. If the coupling between these channels were zero at these
intersections then the momenta of the two degrees of freedom would be separately quan-
tized in units ∝ 1/Lc and ∝ 1/Lw respectively where Lc is the flake perimeter and Lw is
the length of the domain wall. Short range matrix elements connecting these two degrees
of freedom scale ∝ 1/
√
LcLw and therefore couple these channels effectively only when
the mixing scale greatly exceeds their energy separation, i.e. when
√
Lw/Lc 1 which
is typically not satisfied on a graphene flake. States confined to the grain boundary can be
understood as the modes of a resonant cavity with a very high reflectivity at the contacts
to the outer edges and do not admit “re-routed” current from the edges (Figure 4.6).
4.3.1.2 Quantum transport calculations
The decoupling we observe in the isolated flake can be avoided in an open system where
the graphene is in contact with external particle reservoirs and its electronic states are
lifetime broadened. To study transport in this regime, I use the scattering matrix formal-
ism implemented in Kwant to calculate the non-local conductances of multi-terminal Hall
bars (Groth et al., 2014).
Kwant is a package for python that allows the user to solve the scattering problem
using the wavefunction formulation. Each Kwant calculation consists of a scattering re-
gion attached to semi-infinite periodic leads, and the user defines the Hamiltonians in
80
each of these regions. Because the leads are periodic, the wavefunctions of a given lead
are eigenfunctions of the translation operator, which can be classified as either incoming,
outgoing, or evanescent (φ in,φ out ,φ ev). Then the general wavefunction in channel n of a
lead is given by




S̃pnφ evp (i) (4.9)
where i indexes a unit cell in the lead, and Smn are elements of the scattering matrix. t
The wavefunction inside the scattering region is given by φ Sn = ψn(0). Kwant effectively
solves the matching problem between wavefunctions in the scattering region and wave-
functions in the leads, and outputs both the scattering matrix Smn and the scattering region
wavefunction (Groth et al., 2014). In general, the scattering matrix consists of blocks Sqr
corresponding to scattering from lead q to lead r. Each block has dimension Nq×Nr,
where Nx is the number of channels in lead x. For example, a system with two leads







where submatrix S01 has dimensions N0×N1, and S depends on the Fermi energy.
In the simulations I describe below, I define system that consists of a finite graphene
flake partitioned by a grain boundary (the scattering region) attached to six semi-infinite
graphene leads in a Hall bar configuration (Figure 4.7). I am interested in this system
in the presence of a perpendicular quantizing magnetic field, but this poses a problem
for the definition of the Hamiltonian. Because the leads must be fully periodic along
their infinite direction, I specify a vector potential Ax =−Byx̂ in the horizontal leads and
Ay = Bxŷ in the vertical leads. The scattering region has no periodicity constraints, so
I am free to choose A = Ay in this region. However, this piecewise specification of the
vector potential means that I have a discontinuity in A as we cross from the horizontal
leads to the scattering region. If A is discontinuous, then B = ∇×A is infinite at this
interface. Because the system is defined on a lattice, however, continuity and uniformity




























Figure 4.7: Setup for a 6-terminal Kwant calculation Kwant scattering calculations
consist of a scattering region connected to periodic semi-infinite leads. To simulate a
magnetic field, care must be taken to formulate a continuous vector potential (A) that
is also periodic in the leads. I accomplish this by defining “transition regions” where
the phases on the bridge bond hops are chosen one-by-one such that the flux through
each plaquette takes the desired value. These bridge bonds are colored in purple on the
expanded view of the transition region, while the red bonds indicate bonds whose phases
are determined by an x-periodic A, and phases on black bonds are determined using a
y-periodic A. Phases on bonds in the vertical leads, despite being red, are also computed
using the y-periodic A.
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on a lattice is defined to mean that the flux through the smallest-definable closed loop is




A ·dl = Φ0 (4.11)
where P is the boundary of any hexagonal plaquette in the system. To make the vector
potential “continuous,” then, I define a transition region consisting of a column of pla-
quettes at the interface of the horizontal leads and the scattering region. The hops on the





x·dl, and the hops on





y·dl, but the phase on the hops along bonds
bridging the two sides is defined bond-by-bond such that the flux through each interface
plaquette is Φ0 (Figure 4.7). Although Figure 4.7 illustrates the transition region for the
5-5-8 system, which has a zig-zag edge termination, this method of defining a continuous
vector potential with periodicities appropriate to each set of leads is also effective for the
more complex edge terminations of the 5-7 and 5-7M systems.
Using the geometry described above, I simulate a quantum Hall experiment on a 6-
terminal Hall bar for a scattering region without a grain boundary and for scattering re-
gions partitioned by 5-5-8, 5-7, and 5-7M grain boundaries [Figure 4.8(a)]. Using the
scattering matrix output of Kwant, I construct the 6× 6 conductance matrix, G in the








where I have explicitly written in the dependence of the S-matrix on the Fermi energy. I
then ground one lead to serve as a reference by deleting one row and one column of G
(I ground lead 2), and I current-bias the system from lead 4 to lead 5 and solve for the
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Figure 4.8: Conductances for grain boundary systems (a) Hall bar geometry for cal-
culating conductances. Current I is injected at lead 4 and collected at lead 5. Voltages
are calculated at each lead and used in expressions for non-local Hall conductance (G20)
and cross-GB conductance (GXGB). (b)-(e) G20 and GXGB measured for Hall bars with-
out a GB, partitioned by a 5-5-8 GB, a 5-7 GB, and a 5-7M GB. All panels show the
quantization of the Hall conductance (G20) on the left half of the Hall bar, and panels
(c)-(e) show the breakdown of the Hall plateaus in GXGB due to transport along the GB.
Spectral regions marked A (B) correspond to energies where GB transport is inaccessible
(accessible). Panel (b) includes the Fano factor (F = 0) for the noiseless quantum Hall
edge channels.
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I solve for the voltages at a range of energies, simulating the tuning of the Fermi en-
ergy as a function of back-gate voltage. I compute two conductances at each energy, the
Hall conductance, G20, and the cross-grain-boundary Hall conductance, GXGB, using the
following expressions:
G20 = I/(V2−V0) GXGB =
I/(V3−V0) if E ≤ 0,I/(V1−V2) if E > 0 (4.14)
where V2 = 0 at all energies, since this lead is grounded.
Conductances calculated for a Hall bar without a grain boundary show the quantized
plateaus at the (spinless) Hall conductance values (2n+1)e2/h with n∈Z [Figure 4.8(b)].
When the Hall bar is partitioned by a grain boundary, the conductance measured be-
tween leads on the same side of the boundary (G20) continues to exhibit characteristic
Hall plateaus, while the cross-GB Hall conductance (GXGB) exhibits anomalous energy
dependence [Figure 4.8(c)-(e)]. Considering only the bulk Landau level gap (roughly
E ∈ [−0.2,0.2]), GXGB takes the Hall plateau values at some energies, indicating that
transport occurs only in chiral edge modes, but at other energies, GXGB exhibits a break-
down in the quantum Hall plateaus, suggesting the cross-linking of the edge states via
grain boundary transport states (Cummings et al., 2014). When the chiral edge state cur-
rent is completely rerouted into the GB, GXGB → 0. So we see that, as expected from
the geometric argument, in the case that a grain boundary system is connected to external
particle reservoirs, edge and grain boundary modes can couple, opening up a channel for
the backscattering of edge modes via the grain boundary.
4.4 A graphene current switch
In the conductance data displayed in Figure 4.8, it is clear that there are energy regimes
which allow rerouting of current from edge to GB (marked B in Figure 4.8) that are
distinct from the regions where only edge current transport occurs (marked A in Figure
4.8). This is consistent with the grain boundary band morphologies seen in Figure 4.3:
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the non-chiral grain boundary bands have a finite width in energy, so there are energy
regimes where GB and edge bands co-exist and backscattering through the GB is possible
and energy regimes where current is restricted to flow in chiral edge modes only. The
distinct regimes in the cross-GB conductance suggest that two-terminal graphene devices
partitioned by a grain boundary may be candidates for a current switch. By tuning a gate
voltage, one could switch between states where all current flows from source to drain (an
“on” state) and states where edge current is nearly completely deflected through the grain
boundary and back into the source (an “off” state).
We can further quantify the current deflection behavior by studying the two-terminal
shot noise and Fano factor, which gives the ratio of the shot noise to its value in the
uncorrelated (Poisson) limit. The expression for the two-terminal Fano factor is given by





where Tn is the transmission probability in channel n. In terms of Kwant outputs, the
transmission probabilities are the eigenvalues of the product S†10S10, where S10 is the
block of the S-matrix corresponding to scattering from lead 0 to lead 1. Because the
chiral edge states cannot backscatter, F captures only the partition noise at the junction
between the edge and interface. Thus F = 0 is the signature of perfect transmission from
source to drain through an edge state, and F ∼ 1 occurs only in the strong deflection
regime where there are weak residual correlations between events that transmit discrete
charges to the drain.
Plots of the Fano factor as a function of energy are shown in Figures 4.9 - 4.11, where
they are compared to band structure plots and charge-density maps of scattering-region
states that match incoming plane waves in the source lead. Panel (c) of each figure shows
a state in the “on” region of each system where all the current flows in the chiral edge
state. These “on” states correspond to a Fano factor F = 0 in panel (b) and to a region
where only red edge bands exist in panel (a). Panel (d) of each figure shows a state in
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Figure 4.9: On/Off regimes for the 5-5-8 grain boundary In all panels, “A” labels “on”
energies at which current flows only in chiral edge states and “B” labels energies at which
current can be deflected from the edge into a grain boundary state. (a) Band structure
of the 5-5-8 GB system in a quantizing magnetic field with ` = 5.77a. (b) Fano factor
for a two-terminal 5-5-8 system, with sharp transitions from A to B regions suggesting
switching functionality. Arrows denote the energies of states plotted in the right panel.
(c)-(d) Charge density maps for states matching plane waves of energy E originating from
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Figure 4.10: On/Off regimes for the 5-7 grain boundary In all panels, “A” labels “on”
energies at which current flows only in chiral edge states and “B” labels energies at which
current can be deflected from the edge into a grain boundary state. (a) Band structure of
the 5-7 GB system in a quantizing magnetic field with ` = 5.77a. (b) Fano factor for a
two-terminal 5-7 system, with sharp transitions from A to B regions suggesting switching
functionality. Arrows denote the energies of states plotted in the right panel. (c)-(d)
Charge density maps for states matching plane waves of energy E originating from the
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Figure 4.11: On/Off regimes for the 5-7M grain boundary In all panels, “A” labels
“on” energies at which current flows only in chiral edge states and “B” labels energies
at which current can be deflected from the edge into a grain boundary state. (a) Band
structure of the 5-7M GB system in a quantizing magnetic field with ` = 5.77a. (b)
Fano factor for a two-terminal 5-7M system. The limited width in energy of the B regions
indicates that the 5-7M GB would not be a good candidate for the current switch proposed
in this section. Arrows denote the energies of states plotted in the right panel. (c)-(d)
Charge density maps for states matching plane waves of energy E originating from the
left lead. Devices are 200a×100a with lead width 80a.
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source lead. For the 5-5-8 and 5-7 grain boundaries (Figure 4.9 and Figure 4.10), panel
(d) shows a state where the current is nearly completely rerouted back into the source.
These states correspond to a Fano factor F → 1 in panel (b) and a region in the band
structure (a) where both GB and edge bands co-exist. The 5-7M state shown in Figure
4.11(d) shows some current transmitted to the drain and some rerouted to the source lead
through the grain boundary. This state corresponds to a Fano factor F ∼ 0.5, indicating
that roughly half of the current is deflected. Both the 5-5-8 and 5-7 grain boundaries have
significant energy regimes where the average Fano factor approaches unity, indicating that
these two grain boundaries would be good candidates for displaying the kind of switching
behavior I propose. In contrast, the 5-7M grain boundary, which in the the B = 0 limit
has a defect band that is very far from charge neutrality, has F = 0 in the majority of the
primary Landau level gap.
The oscillation of the charge density on the grain boundary in panel (d) of Figures 4.9-
4.11 is consistent with the non-chiral nature of the GB transport states. Backscattering is
permitted in the GB channel but is limited by momentum-selection rules determined by
∆ky between the forward and backward moving GB states at a given energy. In the B1
regions of the 5-5-8 and 5-7M grain boundaries, ∆ky between branches of the GB band is
small, leading to a larger oscillation period of the charge density on the grain boundary,
whereas in the B2 region of the 5-7GB, ∆ky is large, and the oscillation period on the
grain boundary is very small. Thus, particularly in the B2 regions of the 5-5-8 and 5-7
GBs, backscattering, though possible, is suppressed for smooth impurity potentials.
Quantum Hall physics is readily accessible in graphene due to the large size of its
primary Landau level gap (∆1 = 65K
√
B(T )). The primary constraint on observing the
switching behavior described in this section is the length of the periodic GBs that can
currently be fabricated. Chen et al. (2014) and Lahiri et al. (2010) have succeeded in
engineering 5-5-8 grain boundaries into graphene samples, but the lengths of these grain
boundaries is on the order of 5nm. In order to see switching behavior with a perpendic-
ular magnetic field of 10T, a grain boundary of approximately 80nm would be necessary.
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Advances in experimental techniques may increase the lengths of engineered grain bound-
aries somewhat, but smaller increases in the length would be sufficient if it were possible
to carry out experiments in very large magnetic fields. Recent work studying heterostruc-
tures of graphene and magnetic insulators suggests other routes for inducing magnetic
field effects in graphene (Wei et al., 2016). Alternatively, the use of other types of peri-
odic defects which do not require the precise engineering of lattice mismatches (Section
4.2.2) could be explored.
4.5 A graphene spin filter
The switching functionality described in the previous section suggests another application
for grain boundary systems: a gate-switchable spin filter that produces spatially separated
spin currents. To study this functionality, I introduce the Zeeman coupling of the electron
spin to the magnetic field. That is, the Hamiltonian gains an additional term











), and σZ acts on
the spin degree of freedom. As shown in Figure 4.12 for the 5-5-8 system, the spectrum is
now spin split, and over a range of energy ∼ ∆EZ the edge mode can be deflected into the
interior channel only for a single spin polarization. This construction yields a spatial spin
splitter (i.e. it is a spin-selective beam splitter) using the deflection into a grain boundary
current pathway only for a single spin polarization. This can be compared with an earlier
proposal for spin-selective transport at the edges of single layer graphene in the quantum
Hall regime (Abanin et al., 2006; Young et al., 2014), where the Zeeman splitting of the
Landau zero modes allows the particle and hole branches of its edge state spectrum to
overlap in energy and produce helical edge modes. The helical modes are branches with
opposite spin polarizations and velocities but residing on a common spatial boundary in
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Figure 4.12: 5-5-8 spin filter (a) Band structure for a 5-5-8 ribbon with Zeeman splitting
∆EZ and `B = 4.47a. (b) Schematic of the spin-filtering behavior of the grain boundary at







Figure 4.13: Abanin spin filter (a) Spin-split band structure near a graphene armchair
edge. At energies around E = 0 spin currents propagate with opposite directions on a
common edge (Abanin et al., 2006). (b) Schematic of spin currents generated at the
energy indicated by a black dashed line in panel (a).
boundary.
The Abanin spin filter proposal was realized by Young et al. (2014), and the experi-
mental challenges presented are relevant for our proposal also. The bare Zeeman splitting
is ∆EZ = gµBB ∼ 1.5KB(T ) (g = 2) before accounting for an exchange enhancement of
the g-factor. Estimates for the enhancement of the g-factor range widely from almost
no increase to an increase by a factor of 30 (Abanin et al., 2006; Volkov et al., 2012).
Strong interactions further complicate the situation of graphene in a strong perpendicular
magnetic field, since they gap the bulk even at charge neutrality (Abanin et al., 2006;
Young et al., 2014). This interaction-induced gapped state is spin unpolarized, but Young
et al. (2014) found that this phase undergoes a bulk gap closure marking the transition to
a spin-polarized state when the magnetic field is canted with respect to the surface nor-
mal. With an in-plane component B|| ∼ 20T transport measurements on the edge showed
the signature of ballistic motion in helical channels within an energy window gµBBtot
(Young et al., 2014). I expect this high (tipped) field Zeeman-dominated phase to be the
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appropriate setting for realizing our grain boundary spin-filtering proposal as well.
In summary, in this chapter I describe our work demonstrating that transport states
arise on extended defects in graphene when a low energy defect band hybridizes with a
zeroth Landau level state. I discuss results for three grain boundary geometries, but it is
possible that any extended defect with an appropriate defect band could exhibit similar
behavior. The non-chiral transport states that develop on the grain boundary exist in finite




Grain boundaries in gapped graphene
phases without an external field
In the previous chapter, I described the electronic properties of periodic grain boundary
models in a quantizing external magnetic field (Phillips and Mele, 2017). In this regime,
Landau levels form in the bulk graphene, and the gaps between Landau levels are charac-
terized by different Chern numbers, C. In the primary Landau level gaps, graphene grain
boundaries host laterally localized modes that are suitable for charge and spin transport
along the grain boundary. The bands associated with these transport states have a finite
width in energy, suggesting that they can be turned on and off by tuning a gate voltage.
In analogy with the development of quantum Hall edge modes in graphene, these grain
boundary transport states develop when the zeroth Landau level characteristic of massless
Dirac systems hybridizes with the low group velocity grain boundary states of the B = 0
system.
In this chapter, I explore the electronic properties of grain boundaries in gapped
graphene phases where Landau levels do not form. I describe grain boundaries in the
Haldane model and in the Kane-Mele model, paying close attention to the effects of grain
boundary symmetries on the electronic properties. I identify the Kane-Mele model in








5-5-8 5-7 5-7M 
Figure 5.1: Grain boundaries for gapped phase calculations The three grain boundary
models studied in this chapter are (a) the 5-5-8 GB with grain boundary period a558 =
2a, (b) the 5-7 GB with grain boundary period a57 = a
√
13, and (c) the 5-7M GB with
grain boundary period a57M = a
√
7, where a = 0.246nm is the graphene lattice constant.
Lattices (a) and (c) have a mirror symmetry about the red dashed lines while lattice (b)
has a glide-mirror symmetry where the red line is the mirror axis and g is the length of
the glide along the GB direction.
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metal dichalcogenides in the 1T’ phase and describe a simple WSe2-1T’ GB model.
5.1 Systems and model Hamiltonians
5.1.1 Grain boundary lattices
I again study the three realistic grain boundary systems, each of which is periodic along
the grain boundary direction so that it is possible to calculate band structures projected
onto the grain boundary Brillouin zone. I describe the grain boundaries below, emphasiz-
ing the symmetry properties of the lattices:
1. The 5-5-8 Grain Boundary [Fig. 5.1 (a)]: This GB is an array of octagons and
pentagon pairs that repeat with period 2a, where a is the graphene lattice constant.
This is a “zero-angle” grain boundary since the grains on either side of the defect
line have the same crystallographic orientation. The lattice has C2 symmetry about
any of the sites along the red dashed mirror line in Fig. 5.1 (a).
2. The 5-7 Grain Boundary [Fig. 5.1 (b)]: This GB is an array of pentagons and
heptagons that repeats with a period
√
13a. The lattice has a glide-mirror symmetry,
with the mirror operation across the red dashed line in Fig. 5.1 (b) and a glide of
length g =
√
13a/2 along the GB direction.
3. The 5-7M Grain Boundary [Fig. 5.1 (c)]: This GB is an array of pentagon/heptagon
dislocations that repeats with a period of
√
7a. The lattice has a mirror symmetry
across the red dashed line in Fig. 5.1 (c).
The 5-7 and the 5-7M grain boundaries have the lowest formation energies of the periodic
graphene grain boundaries (Yazyev and Louie, 2010b), and the 5-5-8 grain boundary has
been engineered in graphene samples (Chen et al., 2014; Lahiri et al., 2010).
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5.1.2 Hamiltonians
The Haldane and Kane-Mele model Hamiltonians are closely related. As described in
Section 2.3, both add a complex second neighbor hop and an inversion breaking onsite
potential to the single-electron nearest-neighbor tight-binding model of graphene. When
solving these models on systems that include a grain boundary, I use unaltered or mini-
mally altered bulk hopping amplitudes on the grain boundary since I am concerned with
properties arising from lattice connectivities and not from specific chemistry. The Hal-
dane Hamiltonian, adapted from the description in (Haldane, 1988), is the following:
HH = t1 ∑
〈i, j〉
c†i c j + t2 ∑
〈〈i, j〉〉





And I study the Kane-Mele Hamiltonian given in Kane and Mele (2005b) with the Rashba
term omitted:
HKM = t1 ∑
〈i, j〉
c†i c j + iλSOσz ∑
〈〈i, j〉〉
νi jc†i c j +M∑
i
εic†i ci (5.2)
where 〈i, j〉 indicates a sum over nearest neighbors and 〈〈i, j〉〉 indicates a sum over next-
nearest neighbors. In the second-neighbor term of both Hamiltonians, νi j = 1 when a
right turn is required to move from site i to site j, and νi j = −1 when instead a left
turn is required. In the Haldane model, this phase choice for the second neighbor hop
ensures that the net flux through a hexagonal plaquette is zero. In the Kane-Mele model,
the left/right phase choice combined with σz means that the left turn of a spin-up electron
looks the same as the right turn of a spin-down electron, meaning that the second-neighbor
term in HKM has the right symmetry to be a spin-orbit coupling term.
The second neighbor hopping term in the Haldane model breaks time-reversal sym-
metry, T . For the spinless system described by Haldane, T = K, where K is the complex
conjugation operator. It is clear that because of the complex second neighbor hopping
term, T −1HHT = H∗H , so HH does not commute with T , meaning time-reversal symme-
try is broken in the Haldane model. The second-neighbor hopping term in the Kane-Mele
Hamiltonian is also complex, but because this Hamiltonian describes a spin-12 system,
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(a) (b) (c) 
5-5-8 5-7 5-7M 
Figure 5.2: Grain boundary lattices with second neighbor hops The three grain bound-
ary models with second-neighbor couplings and differing onsite potentials illustrated.
The solid red (blue dashed) lines represent second neighbor hops with positive (negative)
phases. These hops are colored for a representative pair of sites in each lattice showing
that for the 5-7 and 5-7M lattices a point group symmetry and and complex conjugation
(K) are needed to bring the system back to itself. (Complex conjugation takes red ↔
blue.) (a) The 5-5-8 lattice is invariant under C2 symmetry. (b) The 5-7 lattice is invari-
ant an x→−x mirror operation plus a g =
√
13/2ŷ translation and complex conjugation
(gMxK). (c) The 5-7M lattice is invariant under an x→−x mirror operation and complex
conjugation (MxK).
T = iσyK. T trivially commutes with the first and third terms in HKM, and the commuta-
tor with the second neighbor term yields
[HKM,T ] = λSO ∑
〈〈i, j〉〉
νi jc†i c j[iσz, iσyK] =−λSO ∑
〈〈i, j〉〉
νi jc†i c j{σz,σy}= 0, (5.3)
so the Kane-Mele Hamiltonian preserves time-reversal symmetry.
5.1.3 Additional symmetries
Time-reversal symmetry is broken (preserved) in the Haldane (Kane-Mele) Hamiltonian
regardless of the lattice structure, but these model Hamiltonians inherit additional sym-
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a558 
Figure 5.3: Unit cell for periodic 5-5-8 ribbon The 5-5-8 grain boundary with the
extended unit cell marked. The height of the unit cell is the grain boundary period, a558 =
2a. The entire 5-5-8 ribbon is created by repeating the extended unit cell along the grain
boundary direction. In Equation 5.4, the operators c†ri,ky (cri,ky) create (annihilate) an
electron at site i in the extended unit cell.
metries from the particular grain boundary geometries I choose. The 5-5-8 system has
C2 rotational symmetry about sites along the GB line. The 5-7 lattice is invariant under a
reflection in x̂ plus a translation of g =
√
13/2ŷ (gMx), and the 5-7M lattice is invariant
under an x→−x reflection. However, as illustrated in (Fig. 5.2), because of the complex
second neighbor hops in the Hamiltonian models, it is not gMx and Mx that are symme-
tries of the full systems with the couplings but rather gMxK and MxK, where K is the
complex conjugation operator. I note that when I refer to mirror symmetry, Mx, in this
chapter, I mean only spatial mirror. Real mirror symmetry about y = 0 takes x→ −x
and exchanges spin up and spin down, so in my notation, real mirror symmetry would be
written as σxMx.
5.2 Band structures
Because the grain boundary systems I study are periodic along the defect line (the ŷ
direction), we can Fourier transform Hamiltonians (5.1) and (5.2) along the ŷ direction to
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where c†ri,ky creates an electron at site i in the extended unit cell at momentum ky (Figure
5.3) and Hi j are the elements of an NxN matrix, H(ky), where N is the number of sites in
the extended unit cell. Upon diagonalization, H(ky) yields bands that are a function of ky,
the momentum parallel to the grain boundary.
5.2.1 Band structures and symmetries
The symmetries discussed in the Section 5.1.3 have consequences for the energy bands.
To illustrate this, we consider the example of the time-reversal operator (T ) and the
Haldane Hamiltonian (HH). If time-reversal were a symmetry of the Hamiltonian, then







T −1 = ∑
i, j,ky
c†ri,kyHi j(ky)crj,ky. (5.5)








Since the Haldane model treats spinless particles, T = K, and K acts on the k-space
creation/annihilation operators by taking ky→−ky:






−ikym = c†ri,−ky (5.7)





i j(ky)crj,−ky = ∑
i, j,ky
c†ri,kyHi j(ky)crj,ky. (5.8)
Finally, relabeling ky→−ky on the right-hand side, we see that
H∗i j(ky) = Hi j(−ky) ⇒ T H(ky)T −1 = Ĥ(−ky). (5.9)
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So if time-reversal commutes with the full Hamiltonian and T = K, time-reversal acts on
the k-space Hamiltonian by taking ky→−ky. Thus for every state at ky with energy E,
there is a time-reversed partner state at −ky at the same energy E:
H(ky)Ψ(ky) = EΨ(ky)









where T Ψ(ky) is a state at −ky which is the time-reversed partner of Ψ(ky).
However, as discussed in Section 5.1.2, time-reversal is broken in the Haldane model,
so any ky→−ky symmetry in the Haldane bands does not come from time-reversal sym-
metry. The above derivation is important, though, because nearly all of the symmetries of
the grain boundary systems described in this chapter are anti-unitary: they are a product
of a unitary operator (U) and complex conjugation (K). The Kane-Mele Hamiltonian is
time-reversal symmetric with T = iσyK, and the 5-7 and 5-7M structures have symmetries
gMxK and MxK, respectively, where gMx and Mx are unitary operators. By generalizing
the procedure described in Equations 5.5-5.8, we find
UKH(ky)(UK)−1 = H(−ky). (5.11)
So any anti-unitary symmetry of a Hamiltonian results in a band structure that is symmet-
ric in ky→−ky. (The only symmetry I study that is not anti-unitary is the C2 symmetry
of the 5-5-8 lattice. However this symmetry also results in a ky →−ky band symmetry
because the C2 operation takes y→−y.)
Considering the Hamiltonian symmetries contributes to an understanding of the band
structures shown in Section 5.2.3. For the grain boundaries with a Haldane mass, time-
reversal symmetry is always broken, and the band structures will have ky→−ky symmetry
only if the lattice symmetry is preserved. For the Kane-Mele systems, the situation is a
bit more complex. These Hamiltonians always preserve time-reversal symmetry, so they
always exhibit ky→−ky symmetry. Without any additional lattice symmetry, the ky/−ky
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partner states have opposite spins. However, when the lattice symmetry is also pre-
served, the spin bands are degenerate. We can see this by studying the time-independent
Schrodinger equation for a Hamiltonian with a product of symmetries, LT , where L is a
symmetry that acts on the k-space Hamiltonian such that LH(ky)L−1 = H(−ky) without
altering spin:
H(ky)Ψ(ky) = EΨ(ky)
LT H(ky)Ψ(ky) = ELT Ψ(ky)(
LT H(ky)T −1L−1
)
LT Ψ(ky) = ELT Ψ(ky)(
LH(−ky)L−1
)










Thus, the Kane-Mele Hamiltonians which have both time-reversal symmetry and a sym-
metry that takes ky → −ky without flipping spin will have, at a given value of ky, two
degenerate eigenstates Ψ(ky) and LT Ψ(ky). Furthermore because T flips the spin but L
does not, these degenerate eigenstates have opposite spins, and all bands in systems with
both T and L are spin degenerate.
5.2.2 Band structures and topology
In addition to considering the symmetries of the grain boundary systems, we must also
study the topology of the Hamiltonians in order to understand the band structure plots
in the next section. In our previous work (Phillips and Mele, 2017), the position of the
chemical potential with respect to a given Landau level gap indicated the topological
invariant of the system. In the Haldane and Kane-Mele models, Landau levels do not
form, and the invariant is determined by the choice of M, φ , and t2 for the Haldane model
and M and λSO for the Kane-Mele model. The phase diagram given by Haldane in his
1988 paper is our guide for both systems (Figure 5.4).
The grain boundaries I study can be considered as an interface between two graphene
flakes, each with either trivial or non-trivial topology, depending on the choice of M, φ ,
and t2/λSO. When the invariant changes across an interface, a chiral boundary mode is
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Figure 5.4: Haldane phase diagram Phase diagram showing the Chern number ν for
different choices of parameters in the Haldane model (Haldane, 1988). The grain bound-
aries I study can be considered as an interface between two graphene flakes, each with
either trivial (ν = 0) or non-trivial (ν =±1) topology.
required to exist at the interface. In the band structure, these chiral modes appear as bands
that traverse the bulk gap, connecting one valley of the valence band to the other valley
of the conduction band. For most of my band structure calculations, I consider systems
where the change in invariant across the grain boundary (the graphene/graphene interface)
is zero, so the modes localized on the GB are not chiral modes. They connect one valence
band valley to the other or one conduction band valley to the other, and therefore, like the
GB bands in the ordinary quantum Hall system, they exist in a finite region in energy.
For the Haldane systems, I always choose φ = −π/2 and t2 = 0.05t, so tuning the
mass parameter, M, chooses the topological phase. For the 5-5-8 and 5-7M GBs, I tune
into the non-trivial phase (ν = −1) by choosing M = 0.1t, and for the 5-7 GB, I choose
M = 0 (because M 6= 0 breaks the lattice symmetry of the 5-7GB). I model the topo-
logically trivial phase (ν = 0) by choosing M = 0.3t for all three GBs. These values
are consistent with Haldane’s phase diagram, shown in Figure 5.4. For the Kane-Mele
systems, the application of the Haldane phase diagram is less straightforward. Because
I have chosen a spin-orbit term proportional to σz, the spin degrees of freedom do not
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mix, and HKM is simply two copies of the Haldane model with φ =−π/2 for the spin-up
Hamiltonian and φ = π/2 for the spin-down Hamiltonian, with λSO playing the role of
t2. I again choose λSO = 0.05t and tune the topology of the system by tuning M. When
I choose M = 0.1 for the 5-5-8 and 5-7M systems and M = 0 for the 5-7 system, the
spin-up system has ν = −1 and the spin-down system has ν = 1. This system has zero
Chern number (ν↑+ ν↓ = 0) but a non-zero Z2 invariant. Because we have not mixed
the spin degrees of freedom, we can use the simplest construction of the Z2 invariant:
ν↑− ν↓ (Kane and Mele, 2005b). The difference in Chern number between the spin-up
and spin-downs systems is nonzero, so the graphene on either side of the grain bound-
ary is in a topologically non-trivial state. When I choose M = 0.3t for all three systems,
ν↑+ν↓ = ν↑−ν↓ = 0, so the bulk graphene is in a trivial topological state.
To break and restore the lattice symmetries described in Section 5.1.3, I alter the mass
M separately for the graphene to the left and the right of the grain boundary. For ML =MR,
the lattice symmetries defined in Section 5.1.3 are preserved, while changing MR with
respect to ML breaks the lattice symmetry. The exception is the 5-7 GB, which only has
the gMxK symmetry when ML = MR = 0 or when ML = −MR. Setting ML = MR 6= 0
breaks the glide mirror symmetry in this lattice. In every case, I choose the mass on the
grain boundary line to be equal to the mass on the left-hand side.
5.2.3 Band structure plots
This section contains the results of the band structure calculations for the 5-5-8, 5-7, and
5-7M grain boundary systems either with a Haldane mass or with a spin-orbit mass. Each
figure corresponds to one grain boundary and one Hamiltonian model (Haldane or Kane-
Mele), and each figure has four panels. The top left panel shows the band structure for the
system in a non-trivial topological phase with the lattice symmetry discussed in Section
5.1.3 preserved. The top right panel shows the band structure for the system in a non-
trivial topological phase with the lattice symmetry broken. The bottom left panel shows












































K’ K K’ K 








Figure 5.5: Band structures for 5-5-8 GB with a Haldane mass For all panels, φ =
−π/2, t =−1, t2 = 0.05t, but M is varied to induce phases with various symmetries and
topologies. In every panel, the graphene on either side of the GB is in the same topological
phase. (a) Topologically non-trivial, C2 preserved (ML = MR = 0.1t). (b) Topologically
non-trivial, C2 broken (ML = 0.1t, MR = −0.1t). (c) Topologically trivial, C2 preserved
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Figure 5.6: Band structures for 5-5-8 GB with spin-orbit coupling For all panels,
t = −1, λSO = 0.05t, but M is varied to induce phases with various symmetries and
topologies. In every panel, the graphene on either side of the GB is in the same topological
phase. (a) Topologically non-trivial, C2 preserved (ML = MR = 0.1t). (b) Topologically
non-trivial, C2 broken (ML = 0.1t, MR = −0.1t). (c) Topologically trivial, C2 preserved
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Figure 5.7: Band structure for 5-5-8 GB with spin-orbit coupling and chiral GB
bands φ =−π/2, t =−1, t2 = 0.05t, as in Fig. 5.6. However, ML = 0.3t and MR = 0.1t,
meaning that the graphene to the left of the grain boundary is in a trivial topological
phase while the graphene on the right of the GB is in a non-trivial topological phase.
Thus, ∆ν = 1 across the boundary for each spin species, so there is one chiral spin-up GB
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Figure 5.8: Band structures for 5-7 GB with a Haldane mass For all panels, φ =
−π/2, t =−1, t2 = 0.05t, but M is varied to induce phases with various symmetries and
topologies. In every panel, the graphene on either side of the GB is in the same topological
phase. (a) Topologically non-trivial, gMxK preserved (ML = MR = 0). (b) Topologically
non-trivial, gMxK broken (ML = MR = 0.1t). (c) Topologically trivial, gMxK preserved
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Figure 5.9: Band structures for 5-7 GB with spin-orbit coupling For all panels, t =−1,
λSO = 0.05t, but M is varied to induce phases with various symmetries and topologies. In
every panel, the graphene on either side of the GB is in the same topological phase. (a)
Topologically non-trivial, gMxK preserved (ML = MR = 0). (b) Topologically non-trivial,
gMxK broken (ML = MR = 0.1t). (c) Topologically trivial, gMxK preserved (ML = 0.3t,
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Figure 5.10: Band structures for 5-7M GB with a Haldane mass For all panels, φ =
−π/2, t = −1, t2 = 0.05t, but M is varied to induce phases with various symmetries
and topologies. In every panel, the graphene on either side of the GB is in the same
topological phase. (a) Topologically non-trivial, MxK preserved (ML = MR = 0.1t). (b)
Topologically non-trivial, MxK broken (ML = 0.1t, MR =−0.1t). (c) Topologically trivial,
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Figure 5.11: Band structures for 5-7M GB with spin-orbit coupling For all panels,
t = −1, λSO = 0.05t, but M is varied to induce phases with various symmetries and
topologies. In every panel, the graphene on either side of the GB is in the same topo-
logical phase. (a) Topologically non-trivial, MxK preserved (ML = MR = 0.1t). (b) Topo-
logically non-trivial, MxK broken (ML = 0.1t, MR = −0.1t). (c) Topologically trivial,
MxK preserved (ML = MR = 0.3t). (d) Topologically trivial, MxK broken (ML = 0.3t,
MR =−0.3t).
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preserved, and the bottom right panel shows the band structure for the system in a trivial
topological phase with the lattice symmetry broken.
Note that in all four-panel figures, the two sides of the grain boundary system are in
the same topological state, so the grain boundary bands are non chiral and do not connect
conduction and valence bands. The bands corresponding to edge states, however, traverse
the bulk gap when the two bulk graphene domains are in a non-trivial state and do not
traverse the gap when the two bulk graphene domains are in a trivial topological phase.
Figure 5.7 shows the band structure for the 5-5-8 grain boundary in the Kane-Mele model
with ML and MR chosen such that the left side of the system is in a trivial phase and the
right side is in the non-trivial QSH insulator phase. Consequently, there is a difference in
Z2 invariant across the grain boundary, and there is a pair of GB bands (one spin-up and
one spin-down) that traverses the bulk gap.
For the systems where the bulk graphene is in a trivial topological state, either there is
no overlap in energy between the grain boundary and the edge states [as in Figure 5.6(c)]
or the grain boundary and edge states are obscured by the bulk [as in Figure 5.9(d)],
so there is no opportunity for rerouting edge current paths as described in Chapter 4.
However, the systems where both right and left bulks are in a non-trivial topological
phase are qualitatively the same as the grain boundary systems in an external magnetic
field described in Chapter 4. That is, these systems support edges states that traverse the
bulk gap and grain boundary bands in the gap that have a finite width in energy. Moreover,
the morphology of the GB band is at least superficially related to the zero field GB band:
the 5-5-8 grain boundary band remains near E = 0 near the Γ point of the Brillioun zone
and lives near the bulk at the zone edges, while the 5-7M grain boundary band, like its
zero-field counterpart, tracks very closely with the bulk over most of the Brillouin zone.
Finally, as in the quantum Hall regime, scattering calculations carried out using Kwant
(Groth et al., 2014) show that the current from chiral edge states can be rerouted into grain
boundary states, as shown in Figure 5.12. Like the systems described in Chapter 4, these
models, particularly systems containing 5-5-8 GBs, exhibit the ingredients necessary for
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Figure 5.12: Kwant calculation for a 5-5-8 system in the quantum spin Hall regime
The 5-5-8 system where the bulk is gapped by a spin-orbit mass and in a non-trivial
topological phase. ML = MR = 0.1t, t =−1, and λSO = 0.05t, as in Fig. 5.6(a). The left
panel shows the charge density of a spin-up state that matches an incoming plane wave
from the left lead at E = 0.1t. The right panel shows the charge density of a spin-down
state from the left lead at the same energy. Since σz is conserved, it is possible to compute
the scattering problem for the two spin species separately.
engineering configurable currents.
5.3 Grain boundaries in 1T’ transition metal dichalco-
genides
Graphene models gapped by a Haldane mass or a spin-orbit mass are primarily toy mod-
els. It would be extremely difficult to realize Haldane’s periodic magnetic fluxes in a
real experiment, and the spin-orbit gap in graphene in generally quite small (Castro Neto
et al., 2009). However, there are other material candidates for experimentally viable quan-
tum spin Hall insulators. For instance, Qian et al. (2014) proposed the transition metal
dichalcogenides (TMDCs) in the 1T’ phase as a class of quantum spin Hall insulators with
gaps large enough to probe at experimentally realizable temperatures. In confirmation of
their proposal, Tang et al. (2017) recently studied WTe2 using angle-resolved photoe-
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mission spectroscopy (ARPES) and scanning tunneling spectroscopy (STS) and observed
band inversion and indications of edge state structure characteristic of a quantum spin
Hall insulator. In this section, I describe a simplified model of a TMDC that exhibits
the expected QSH edge states, and I show that grain boundary electronic states in these
materials are qualitatively the same as grain boundary states studied in the QSH insulator
phase of graphene.
Transition metal dichalcogenides have the general chemical formula MX2, where M
denotes a metal atom (M=W, Mo) and X denotes a chalcogen (X=Te, Se, S). A monolayer
TMDC consists of three atomic layers, with the metal layer sandwiched between two
chalcogen layers. TMDCs can exist in several structures, which include the 1H, 1T, and
1T’ structures illustrated in Figure 5.13. From the top view, the 1H phase is a hexagonal
lattice with the two chalcogen layers having the same x−y positions. In the 1T phase, one
layer of chalcogens is displaced so that a chalcogen lies at the center of a hexagon formed
by the metals and the other chalcogen layer. The 1T’ phase is a distortion of the 1T phase
in which alternate metal atoms are displaced along one of the six metal-chalcogen bonds.
That is, there are six distinct distortions possible: there are three axes, each with two
possible directions along which a metal atom may shift (Figure 5.14). Thus, a TMDC in
the 1T’ structure may contain grain boundaries between regions of different metal atom
distortion directions (Figure 5.15). It is these kinds of grain boundaries that I study in this
section.
5.3.1 2D model for a transition metal dichalcogenide
I model the TMDC structure using a simplified 2D structure, where all the sites live on the
z= 0 plane. Like the graphene lattice, the flat TMD lattice can be described as a triangular
lattice with a basis, but this time the lattice has a three-atom basis which includes one
metal atom and two chalcogen atoms. I use the same lattice vectors that I use to describe
graphene:









Figure 5.13: Structural phases of TMDCs Reproduced from Qian et al. (2014). The (a)
1H phase, (b) 1T phase, and (c) 1T’ phase of a TMDC. The blue atoms are metal atoms,
and the yellow atoms are chalcogens. The unit cell is marked in red. When the system










1T’ Phase - B  
Figure 5.14: 1T’ distortions of the TMDC 1T phase (a) The 1T phase of a TMDC
with the six possible 1T’ distortion directions indicated by arrows. (b) One example of
the 1T’ phase, where alternate rows of metal atoms are shifted toward a chalcogen in the
upper layer. (c) Another example of the 1T’ phase where alternate rows of metal atoms





1T’ π/3 GB 1T’ 2π/3 GB 
(a) (b) 
Figure 5.15: Grain boundaries in the TMDC 1T’ phase (a) A grain boundary where
the metal atom shifts are separated by an angle of θ = π/3. (b) A grain boundary where
the metal atom shifts differ by an angle of θ =−2π/3. I refer to the grain boundary with
θ =−2π/3 as the “2π/3 GB” for simplicity.
where a is the lattice constant. Every triangular lattice site may be defined by the vector
R = mT1 +nT2, and I define the positions of the basis atoms with reference to the lattice
site. The upper chalcogens live at RUC = R+a( 12√3 ,
1
2), and the lower chalcogens live at
RLC = R−a( 12√3 ,
1
2). The chalcogens maintain the same positions in both the 1T and 1T’
phases. The metal atoms live at RW = R+d(x,n), where d(x,n) describes the distortion
of the metal atom away from the 1T position. In the 1T structure, d = 0 and the metal
atoms live at the lattice sites, R. To model the 1T’ 2π/3 grain boundary illustrated in












(0,0) for even n
(5.14)
where δ (x) = 2d
π
arctan(Px). The vector d(x,n) is only non-zero for odd values of n, re-
sulting in the period-doubling characteristic of the 1T’ phase. The function δ (x) changes
the direction of the metal distortion continuously from the left to the right side of the
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grain boundary. The parameter d controls the magnitude of the metal atom shift, and P
controls the width of the transition region. For the band structures pictured in this section,
d = 0.3 and P = 1. These parameters correspond to a metal atom distortion of 0.3∗metal-
chalcogen bond length and a wide transition region between phases of the 1T’ structure.
(Over roughly 1/3 of the ribbon, the distortion is no more than 85% of its full value.) To
model the π/3 GB, the same parameters are used but the definition of d(x,n) for odd n is






, 12 sgn δ (x)
)
.
I define couplings between sites according to the following Hamiltonian:
HT MD = ∑
〈i, j〉




i j νi jX
†
i X j +MM ∑
i
M†i Mi +MX ∑
i
X†i Xi (5.15)
where M†j creates a metal atom at site j and X
†
i creates a chalcogen atom at site i, and
each creation/annihilation operator is a vector containing a spin up and a spin down entry.
The first term describes real nearest-neighbor hopping between the chalcogen and metal
atoms with a hopping amplitude that depends on the length of the hop, `i j: ti j = t0a√3`i j
.
A hop has strength t0 if it has the length of an undistorted 1T bond. The second term
is a spin orbit coupling term that conserves σz. It is written as a second-neighbor hop
exclusively between chalcogen atoms since I consider TMDCs where the metal nucleus
is much heavier than that of the chalcogens. As in the Kane-Mele model, the parameter
νi j =±1 depending on whether a particle makes a right or left turn to arrive at the spec-
ified second-nearest neighbor. The hopping strength λ SOi j again depends on the distance
hopped. I define `i j here to be the sum of the two nearest neighbor hops that make up
a second-neighbor hop, and λ SOi j = t20(
2a√
3`i j
)2. The last two terms describe the onsite
potentials on the metal and chalcogen atoms, respectively.
This Hamiltonian is invariant under time-reversal symmetry T = iσyK, so when this
model Hamiltonian is solved on a y-periodic ribbon, we expect the band structures always
to have a ky→−ky symmetry. The π/3 grain boundary illustrated in Figure 5.15 has the
same MxK symmetry described for the 57M grain boundary in Section 5.1.3, so it is
expected to have spin degenerate bands, but the mirror symmetry is broken for the 2π/3
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GB, which should have spin-up and spin-down bands that are separated in energy.
5.3.2 Band structures for 2D TMDC model
In the real band structure for the 1T phase of a TMDC, the valence band is primarily
chalcogen p-orbitals while the conduction band is primarily metal d-orbitals. The transi-
tion to the 1T’ phase inverts d and p orbitals, inducing a Dirac-cone-like structure, and a
spin-orbit interaction gaps the Dirac cones as in the graphene quantum spin Hall insula-
tor (Qian et al., 2014). Bands from a first-principles calculation for MoS2 are shown in
Figure 5.16(a). In my simple model, I obtain a similar band structure but through differ-
ent means. In the absence of spin-orbit coupling, the bands of my simple model have a
gapped Dirac cone structure arising from the hexagonal lattice structures of the metal and
chalcogen atoms. These two sets of bands can be thought of as metal/chalcogen bonding
and anti bonding bands (Figure 5.17). There is a third set of bands which has zero group
velocity and lives at E =MX which can be thought of as chalcogen non-bonding bands.
The wavefunctions associated with this set of bands live entirely on the chalcogen sites.
When I turn on the spin-orbit coupling, the chalcogen non-bonding bands hybridize
with the metal-chalcogen bands. I focus on the mixing of the non-bonding bands with the
upper metal-chalcogen bands. (More study is needed to characterize the mixing of the
non-bonding bands with the lower set of metal-chalcogen bands.) As spin orbit increases,
a valley-like structure emerges in the central set of bands that mirrors the structure in the
metal-chalcogen anti-bonding bands. When the spin-orbit reaches a critical value, the
two sets of bands touch, and as we continue to tune λ SO, the bands invert, becoming a
topologically non-trivial system (Figure 5.18). The bands remaining in the gaps seem to
be the protected edge states of the QSH insulator, but the counting does not work out
correctly, i.e. a given energy cut in the gap crosses eight bands instead of four. The edge
states characteristic of the TMDC quantum spin Hall insulator are, however, hidden in the
bulk in my model. To see the edge bands, I put additional onsite potentials on the physical
edges of my ribbon to bring the edge bands down from the bulk. Figure 5.19 shows that
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Figure 5.16: Topological transition in MoS2 bands Reproduced from Qian et al. (2014).
Top Row: Schematic of topological transition in MoS2 driven by an electric-field induced
Rashba splitting. Bottom Row: First principles calculation of MoS2 bands during the
transition. Column (A) shows the topologically non-trivial QSH state (Z2 = 1) with edge
bands traversing the bulk gap in the first principles calculation. Column (B) shows the
gap closure at the transition between non-trivial and trivial states. Column (C) shows the


























1T’ - A 
Figure 5.17: TMDC model band structure — no spin-orbit Band structure of my
TMDC model solved on a ribbon in the 1T’-A phase with width ∼ 28a, where a is the
lattice constant. λSO = 0, t = 1, MC = −0.3, and MM = 0.4 The upper and lower
bands are metal-chalcogen anti-bonding and bonding states, respectively. The states cor-
responding to the middle band are localized exclusively on the chalcogens. In the absence
of spin-orbit, there is no chalcogen-chalcogen bonding in the model, and the chalcogen
non-bonding band is a highly degenerate flat band at E =MC.
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λSO = −0.19tλSO = −0.16t λSO = −0.24t
(a) (b) (c) 
1T’ - A 1T’ - A 1T’ - A 
Figure 5.18: Band inversion in the TMDC model The strength of the spin-orbit param-
eter λSO controls the band inversion in my model. All panels are computed with t = 1,
MC =−0.3, andMM = 0.4. For (a) λSO <−0.19t, the system is in a trivial topological
state (Z2 = 0), while for (c) λSO > −0.19t, the system is in a non-trivial (Z2 = 1) state.
Panel (b) shows the gap closure between the topologically distinct regimes.
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these edge bands traverse the bulk gap, as expected for quantum spin Hall edges, and they
have curvature similar to the edge bands seen in the first-principles model of Qian et al.
(2014) [Figure 5.16(a)]. Further study is needed to understand the additional states in the
gap at the edges of the Brillouin zone.
When I solve my model Hamiltonian on a ribbon that contains a grain boundary, i.e. a
transition between two phases of the 1T’ structure, the band structures look similar to the
results for a uniform 1T’ structure but with the slight alterations due to grain boundary
electronic features and additional symmetries. Band structures for the π/3 and 2π/3
grain boundaries are shown in Figure 5.20. The structures used to compute these bands
include a potential on the edge atoms to bring down the QSH edge state bands and a
potential on the grain boundary that is a crude simulation of the self-consistent confining
potential induced by the charge density on the grain boundary. This potential tends to
further confine the states on the grain boundary, which in the band structure means that
these bands are pulled up into the bulk gap. The difference in band degeneracies between
the π/3 and 2π/3 grain boundaries arises from the symmetry of the lattice structure. The
π/3 grain boundary has the same MxK symmetry described for the graphene 5-7M grain
boundary. This symmetry combined with time-reversal enforces the degeneracy of the
spin bands. When the MxK symmetry is broken, as it is in the 2π/3 GB, the spin bands
are no longer degenerate. It should be noted that the mirror symmetry of the π/3 GB is an
artifact of the strict two-dimensionality of my model. Because all sites live on the z = 0
plane, there is no difference between the upper and lower chalcogen sites. Restoring the
true layered nature of the TMDC would break the mirror symmetry of the π/3 system,
and both the π/3 and the 2π/3 band structures would have non-degenerate spin bands.
Thus the 2π/3 GB model is the better model for a real TMDC grain boundary system.
My models of TMDC grain boundary systems exhibit the same general properties
as the graphene quantum spin Hall systems explored in the earlier part of this chapter.
The two halves of the system are in the same topologically non-trivial state, so while the
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Figure 5.19: Edge bands in the TMDC model Band structure for a TMDC ribbon of
width ∼ 28a in the 1T’-A phase computed from my model with λSO = −0.24t, t = 1,
MC = −0.3, and MM = 0.4. An additional onsite potential of Px = −4Mx is placed
on the atoms at the system edges, where x indicates both metal and chalcogen sites. The
bands highlighted in red are the chiral quantum spin Hall edge modes. Their shape is in
qualitative agreement with the shape of the edge modes computed from first principles by
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Figure 5.20: Band structures for TMDC grain boundary models Band structures for
the (a) π/3 GB and (b) 2π/3 GB. Both models are solved on a ribbon of width 35a with
t = 1, MC = −0.3, andMM = 0.4. For (a) λSO = −0.24t, while for (b) λSO = −0.2t.
Both ribbons include an onsite potential on the edge atoms of Px =−4Mx, with x=metal,
chalcogen. Each system has an additional onsite potential on grain boundary sites of
P = 0.35t which simulates the self-consistent confining potential due to the enhanced
charge density at the grain boundary. Bands corresponding to states localized at the GB
are colored blue, while bands corresponding to the quantum spin Hall edge modes are
colored red.
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living at the grain boundary are not chiral and thus have a finite width in energy.
5.3.3 Comparison with experiments
Experiments on the transition metal dichalcogenide WSe2 confirm my expectation of find-
ing two types of mid-gap states in a quantum spin Hall insulator with a grain boundary.
Mike Crommie’s group at Berkeley [which published the confirmation of 1T’-WTe2 as a
quantum spin Hall insulator earlier this year (Tang et al., 2017)] has recently succeeded
in growing WSe2 in the 1T’ phase. Applying a voltage pulse with the tip of a scanning
tunneling microscope (STM) causes the WSe2 to distort, leading to grain boundaries of
the type that I describe in the previous section. They primarily see boundaries with a
relative π/3 or 2π/3 orientation and deduce that these GBs are the most energetically
favorable. Figure 5.21(a) shows an STM topograph of a WSe2-1T’ grain boundary with
a 2π/3 relative orientation.
Using scanning tunneling spectroscopy (STS), dI/dV curves can be obtained at various
spatial locations in the grain boundary system [Figure 5.21(b)]. WSe2 in the 1T’ phase has
a bulk gap centered at around −120meV that is unchanged after the creation of the grain
boundaries [red curve in Fig. 5.21(b)]. The edge states traverse the gap, as expected for
chiral QSH states (blue curve). The black curve corresponds with the dI/dV measured at
the grain boundary, and, as expected from our simple models, it dies off partway through
the bulk gap. They observed these spectral features on seven different grain boundaries
using over ten different STM tips. dI/dV maps show the spatial localization of the grain
boundary states at energies far below the bulk gap as well as the coexistence of the edge-
localized state and the GB-localized state at an energy within the bulk gap (Figure 5.22).
I extract local density of states curves from my 2π/3 GB model and obtain curves
that are qualitatively the same as the experimental data. In the bulk gap of interest, I see
edge states traversing the gap and GB-localized states dying off partway through the gap
(Figure 5.23). I computed the local density of states curves from my model by binning
















































Figure 5.21: dI/dV Curves for a WSe2 grain boundary (a) Topograph of the the WSe2
GB system. (b) dI/dV curves taken at the positions indicated on image (a) by the red dot
(bulk), blue dot (edge), and black dot (GB). The region showing the bulk gap centered at
−120meV is expanded in the green box. Edge state traverse the bulk gap, while GB states
exist only over part of the gap. (Images courtesy of Mike Crommie’s group at Berkeley.)
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Figure 5.22: dI/dV Maps on a WSe2 grain boundary system dI/dV maps taken at (a)
−400meV and (b) −120meV. Panel (b) shows an energy in the bulk gap where GB and
edge states coexist. Panel (a) shows an energy where only the GB has a significant local
density of states (LDOS). (Images courtesy of Mike Crommie’s group at Berkeley.)
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Figure 5.23: Comparison of local density of states from theory and experiment (a)
LDOS plot derived from my TMDC model solved on a ribbon with a 2π/3 GB, as in
Figure 5.20(b). Panel (b) shows the enlarged LDOS in the region of the upper bulk gap in
my model. LDOS curves for the bulk, edge, and GB are qualitatively equivalent to those
seen in the Berkeley experiment, reproduced in panel (c), with the edge states traversing
the gap and the GB states existing only in the lower half of the bulk gap. Panel (c) courtesy
of Mike Crommie’s group at Berkeley.
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a label of either “GB”, “Edge,” or “Bulk.” Assigning these labels is a multistep process
involving several assumptions that may be refined in future calculations. First, I designate
regions of the system to be “GB” or “Edge.” Edge regions are taken to be within w/8 of
the atomic edge, where w is the width of the ribbon. “GB” regions are designated as the x
values between which δ (x) < |0.86d|, where δ (x) is the function that controls the metal
atom distortion across the boundary, and da/
√
3 is the final magnitude of the distortion








GBave is the average wavefunction amplitude on the grain boundary sites and nGBave is
the average amplitude on the sites that are not grain boundary sites. Eave and nEave are
defined in the analogous way. I then choose thresholds for how large these ratios must
be for a state to count as a GB or an Edge state. For the data in Figure 5.23, I have
chosen R > 4 as the threshold for both edge and grain boundary states. All other states
are labelled “Bulk” states. To obtain each local density of states curve, in each energy
bin, I plot ∑i Xavei for all i “X” states in that bin, where X can be GB, Edge, or Bulk. Data
in Figure 5.23 is plotted with energy bins of width 0.089t, and I compute states for 1000
values of ky between −π and π .
My simulated local density of states data is in qualitative agreement with the exper-
imental dI/dV curves (Figure 5.23), capturing the two kinds of states living in the bulk
gap: the edge states that traverse the gap and the grain boundary states that exist in only
a portion of the bulk gap. It is possible that grain boundary states in quantum spin Hall
systems could be used in the kind of “on/off” physics I describe in Chapter 4, but a better
theoretical characterization of the WSe2-1T’ phase would be necessary to make predic-
tions about whether these grain boundary states could actually carry current. A nearer
term experiment is suggested by the method proposed by Qian et al. (2014) for tuning the
topological state of a TMDC quantum spin Hall insulator: if it were possible to alter the
electric field on one side of a grain boundary system, STS measurements could confirm
whether, when the two sides of a grain boundary are in different topological states, the
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In this thesis, I described the electronic properties of grain boundaries in a variety of grain
boundary models. Chapter 3 addressed the simplest grain boundary structures, the zero-
angle grain boundaries, in the framework of a nearest neighbor tight-binding model in
the absence of any time-reversal or inversion breaking terms. Band structure calculations
reveal a grain-boundary-localized E = 0 mode in select regions of the projected Brillouin
zone; this is the “interior edge” analog of modes that live on the atomic edges of most
graphene nanoribbons. I described the importance of chiral symmetry for the existence
of the grain boundary zero modes and outlined the formulation of a geometric phase that
counts the zero modes at a given location in the projected zone.
This geometric phase captures the zero mode structure of the zero-angle grain bound-
ary lattices, but its application to more general twin grain boundaries is not straightfor-
ward. To generalize the geometric phase to general GB structures, it may be fruitful to
pursue the analogy of grain boundaries as interior edges and study the work of Delplace
et al. (2011), who extensively study the Zak phase calculation for complicated graphene
nanoribbon edge structures. Understanding the integration paths they choose to compute
the Zak phase for various edge terminations may shed light on how to formulate the ap-
propriate integration path for my grain boundary geometric phase calculation.
In Chapter 4, I presented my work on grain boundary systems in a quantizing magnetic
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field. Grain boundary localized modes, which have generally low group velocities in zero
field, can become current-carrying modes in the quantum Hall regime. The emergence
of transport modes on the grain boundary follows from the massless Dirac nature of the
graphene band structure, since grain boundary modes can acquire a significant group
velocity upon hybridization with the zeroth Landau level. Because the grain boundary
transport states form at the interface between two bulk graphenes with the same Chern
number, these states are not one-way chiral modes. Instead they have a finite width in
energy, which suggests that they can be turned on and off by tuning a gate voltage. I
demonstrated that current can be rerouted from the quantum Hall edge modes into the
grain boundary transport channel and proposed a current switch and a spin filter that take
advantage of the on/off functionality of the grain boundary states.
Technological constraints currently limit the length of periodic grain boundaries that
can be engineered in real systems. This, combined with limits on accessible magnetic
field strengths, puts my proposed devices out of reach as written. However, preliminary
calculations show that other extended defects can hybridize with the zeroth Landau level.
Characterizing the defect bands of simpler extended defects that do not require precise
lattice mismatches could lead to the identification of a defect current channel that would
allow the experimental realization of the charge and spin switches I propose without re-
quiring huge advances in grain boundary growth techniques.
I began Chapter 5 by detailing the electronic structures of grain boundaries in the Hal-
dane model and the Kane-Mele model. These models include terms that gap the graphene
bulk, and each has both topologically trivial and non-trivial phases, depending on pa-
rameter choices. By plotting numerous band structures, I showed how changing the bulk
topology and breaking lattice symmetries alters the electronic structure of these systems.
When both sides of the grain boundary are in a non-trivial phase, chiral edge states tra-
verse the gap, and, for the 5-5-8 and the 5-7 structures, a grain boundary localized state
exists in a finite region of the bulk gap.
The non-trivial phase of the Kane-Mele model is a quantum spin Hall insulator, which
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suggests that the electronic properties of grain boundaries embedded in a graphene QSH
insulator may appear in grain boundaries in other QSH systems as well. Accordingly, I
wrote down a simplified model for grain boundaries in a transition metal dichalcogenide
in the 1T’ phase, which is expected to be a quantum spin Hall insulator (Qian et al.,
2014; Tang et al., 2017). Results of this calculation agreed both with the Kane-Mele
model results and with experiments on WSe2-1T’ grain boundaries carried out by Mike
Crommie’s group at Berkeley. Plots of the local density of states extracted from my band
structure calculation agree with dI/dV plots from their STS experiment, each showing an
edge feature traversing the bulk gap and a grain boundary feature that exists over only a
portion of the bulk gap. The collaboration with the Berkeley group is ongoing. I am in
the process of adding a Rashba term to my simple TMDC model and am looking forward
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