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Abstract 
 
With the head mount displays are getting popular, virtual 
reality technology is put to the practical use. Many 
devices and applications are introduced to public markets, 
and consumers are able to use them readily. Most 
applications, however, use the shape models generated 
inside the computer, but ones from real objects in real 
world will become common in near future. It is necessary 
to develop a technique to generate a shape model from 
three-dimensional scan of a moving object, this paper 
proposes a method to create a three-dimensional model 
in real time using multiple RGBD cameras. The proposed 
method estimates the shape model using voxels. 
Simultaneously scan the entire circumference of the 
subject with multiple cameras. Using depth data obtained 
from each camera, that express the distance to the surface, 
we give weights to each voxels at the measured distance. 
The polygons which are rendered for each voxel are 
calculated using the Marching Cubes method. In order to 
reduce the cost of Marching Cube, we introduced Octree 
to reduce the searching area of rendered polygons.  In the 
existing work using the surface model, the processing 
speed decreases with the number of cameras, but our 
proposed method is hardly affected. It gains four times 
faster than the existing method from the experiment using 
four RGBD cameras. 
 
1. 序論 
実世界の物体の三次元復元は，映画やゲームといった
エンタテインメントコンテンツだけでなく，医療や文化
遺産の保護，研究など幅広く利用されておるが，テレイ
マージョンのようなリアルタイムアプリケーションにも
用いることができる．テレイマージョンとは，遠隔地に
いる人物と体の動きなどの情報を共有することにより，
テレビ電話のような画面越しでの対話ではなく，対話相
手と自分自身が同じ空間に存在しているかのように認知
させる技術であり，高臨場感通信とも呼ばれている．従
来のテレイマージョンは，実世界に用意したスクリーン
に対話相手がいる空間の映像を映し出すことで，自分自
身が相手と同じ空間にいるように感じさせてたが，バー
チャルリアリティを用いることで，対話相手も自分自身
も仮想空間という同じ空間に存在しているように感じる
ことができるようになる．また，機材も多方にスクリー
ンを配置する必要がなく，ヘッドマウントディスプレイ
のみで実現可能となり，一般ユーザでも扱うことができ
る．このような仮想空間上でのテレイマージョンを実現
するには，対話するユーザを三次元アバターとして仮想
空間に投影する必要がある．そのためには，現実世界の
人物の三次元モデルをリアルタイムに生成しなくてはな
らない．そこで本研究では，テレイマージョンを仮想空
間上で実現するために，現実世界の物体のリアルタイム
三次元モデル生成手法の提案を行う． 
Microsoftが発売した RGBDカメラの Kinectは奥行き方
向を含めた実空間の情報を取得でき，安価に入手できる
こともあり，多くの研究に用いられてきた．この Kinect 
を用いた Kinect Fusion では，スキャンしたい物体を
Kinect で撮影することで三次元スキャンすることができ
る．また，スキャン状況をリアルタイムに確認できるこ
とから，CG の専門知識のない一般ユーザでも容易に扱
うことができる．しかし，１つの物体のスキャンには
Kinect を動かして全周をスキャンする必要があり時間が
かかるため，対象物体が静止物体に限られるという問題
がある．したがって，人間のような動体のスキャニング
を行う際に僅かでも動いてしまうと三次元モデル生成が
失敗してしまう．これに対して，複数の RGBD カメラを
用いて被写体の全周を瞬時に取得して動体のリアルタイ
ムスキャニングを行う手法がある．先行研究では，1 台
のカメラから取得した深度データから 1 枚のモデルを生
成，それをカメラ台数分重ね合わせることで全周の三次
元モデルとするサーフェスモデルを用いている．しかし，
サーフェスモデルではカメラの台数が増えるにつれて処
理量が増加してしまう． 
そこで本研究では，ボリュームベースのリアルタイム
三次元モデル生成手法を提案する．ボリュームモデルで
は，撮影空間をグリッド上のボリュームボクセルと考え
て，各カメラから得た深度データを用いてボクセルの重
みを更新する．ボクセル単位でポリゴンを求めることで
三次元モデルとなる．深度データは重みの更新にのみ用
いられるため，カメラ台数による速度の低下はわずかと
なる．また，GPGPU による高速データ処理により更なる
処理速度の向上を目指す． 
以下，2 節では Kinect を用いた三次元モデル生成につ
いての関連研究を紹介する．3 節では，関連研究をベー
スに作成したサーフェスベースのモデル生成手法につい
て述べ，問題点を示す．4節では本研究の設計，5節では 
 実装について述べる．6 節では提案手法の速度測定実
験と結果を示し，7節では考察を行う．最後に 8節で本研
究のまとめを述べる． 
 
2. 関連研究 
2.1. Kinect Fusion 
Izadiら[1][2]は，リアルタイムに三次元形状の復元を行
う Kinect Fusion を開発した．RGBD カメラである
Microsoft の Kinect と並列演算において性能を発揮する
GPGPU 技術を組み合わせ，Kinect で取得した深度マップ
から，物体の三次元形状を取得する手法である．スキャ
ン方法は，物体の全周を撮影するように Kinect を連続的
に動かし様々な角度，位置の深度マップを得る．その深
度マップからリアルタイムに三次元モデルを描画，更新
を繰り返していき，全周のスキャンが終わると 1 つの三
次元モデルが完成する． 
物体の全周を撮影するように Kinect を連続的に動かし
様々な角度，位置の深度マップを得る．そして，空間を
均一なグリッド上のボクセルボリュームと考えて，得ら
れた深度マップの情報からボクセルデータを更新してい
く．ボクセルデータには近傍にある物体面との距離を多
値で表現した符号付距離場が格納され，最後に  Ray 
marching 法をボクセルボリュームに対して行い，表面推
定をする．生成した三次元モデルは Kinect から深度マッ
プを取得する度に更新される．しかし，この手法では 1 
つの三次元形状を復元するために手動での全周スキャン
が必要であり時間がかかる．また，全周スキャン中は被
写体を動かすことができないため，人間のような動体に
は対応することができない． 
 
2.2. サーフェスモデル 
Alexiadis ら[3]は複数台の RGBD カメラを 4 方向に配置
し，動体の三次元モデルをリアルタイムに生成する手法
を提案している．深度マップは二次元画像のピクセルに
対して深度値が与えられている画像である．そのため，
深度マップを三次元空間の点群へ変換しても点群間の隣
接関係は変わらず，隣接点同士を結び合わせることでポ
リゴンメッシュを生成することができる．このとき，隣
接する点の深度差が閾値以上であれば三次元モデルの表
面は不連続であると判断しポリゴンの生成は行わない．
各カメラから生成されたメッシュを重ね合わせることに
より全周の表面モデルとなるが，隣接するカメラから生
成されたメッシュ間の詳細な位置合わせを行わないと三
次元モデルに歪が生じてしまう．また，メッシュ間には
重なる箇所が存在しており，二重に描画することは処理
コストの増加に繋がる．そこで，毎フレームごとに詳細
な位置合わせを行い，2 枚のメッシュ間で同一点と判定
された点の一方を除去することで滑らかな表面モデルを
生成する． 
 
3. 予備実験 
予備実験として，Alexiadis らの手法を参考にサーフェ
スベースのリアルタイム三次元モデル生成を行った．処
理手順は図 1 の通りである．事前に各カメラ間のキャリ
ブレーションを行い，各 RGBD カメラから得た深度情報
をサーバ PCへ転送し三次元モデル生成の処理を行う． 
事前のキャリブレーションは座標系の統一が目的であ
り，僅かなずれがある．そのまま三次元モデルを生成す
ると，2枚の表面モデル間に僅かなずれ生じ，滑らかな 1
枚の表面モデルでなくなってしまう．そこで，各深度デ
ータ間で ICP(Iterative Closest Point)[4]による詳細な位置合
わせを行う．本実験では CUDA 環境を用いるため，
CUDA に対応した ICP である EM-ICP[5]を用いて実装し
た．位置合わせの後，隣接する点により三角形ポリゴン
を形成，表面モデルとして出力する．隣接する点の深度
差が閾値以上であれば三次元モデルの表面は不連続であ
ると判断しポリゴンの生成は行わない． 
2.2節と同様に 4台の RGBDカメラを用いて 1フレーム
の処理時間を測定した結果，109msec となった．位置合
わせが不要な 1台での処理速度は 9msec/frameだったこと
から，詳細な位置合わせの処理コストが原因と考えられ
る．位置合わせは最近傍点の探索を反復するため処理時
間がかかってしまう．また，複数の RGBD カメラを用い
ることで位置合わせ処理を複数回行う必要があり処理コ
ストの増加に繋がる．カメラの台数が処理速度の低下の
原因となると，より多くのカメラを用いる三次元復元に
用いることは難しい． 
 
図 1  サーフェスモデルの概要 
 
図 2  提案手法の概要 
 
 4. 設計 
4.1. 概要 
本研究では，RGBD カメラの台数により処理速度が低
下しない，ボクセルベースによるリアルタイム三次元モ
デルを生成し描画を行う．被写体を囲うように RGBDカ 
メラを配置することで被写体の全周を同じタイミングで
スキャンする．これにより被写体が動体でも三次元モデ
ルを生成することが可能となる．また，提案手法では，
GPGPUによる処理の高速化も行う． 
ボクセルベースのモデル生成では，撮影する空間を大
きなボクセルとみなし，そのボクセルを細分化した小さ
なボクセル単位でポリゴンを構築していく．そのため，
カメラの台数に関わらず三次元モデル生成の処理時間は
ほぼ一定となる．また，各 RGBD カメラから取得した深
度データはポリゴンの描画パターンを決定する重み付け
に用いるため，深度データをそのまま扱うサーフェスモ
デルと違い，キャリブレーションの微小な誤差の影響を
受けにくい． 
図 2 に提案手法の概要を示す．まず，事前処理として
カメラのキャリブレーションを行う．次に各 RGBD カメ
ラから深度マップを取得，描画処理を行うサーバへ送信
する．サーバでは，すべての深度データの情報からボク
セルデータの重みを更新する．ボクセルデータの重みを
用いて Marching Cubes 法により表面形状推定を行う．ま
た，ボクセルデータを Octree 構造で保存することにより
データのない不要な空間の形状推定を省くことができる．
これらの処理を GPGPU により並列に行うことで，リア
ルタイムでの三次元モデル生成，描画を行う． 
 
4.1. ボクセルデータ更新 
描画する空間を均一なボクセルボリュームとし，各
RGBD から取得した深度マップを用いてボクセルデータ
の値の更新を行う．図 3 のようにカメラから深度点まで
の視線上にあるボクセルのうち，深度点と近傍なボクセ
ルに対して重み更新処理を行う．値の更新には符号付距
離場(Signed Distance Fields, SDF)を用いる．符号付距離場
は物体や領域の内外を符号で表したものであり，領域の
内側であれば正の値，外側であれば負の値となる．また，
領域の境界に近いほど符号付距離場の絶対値は小さくな
る． 
カメラ視点から各深度座標までの距離をd_p，ボクセ
ルまでの距離をd_vとし，その差を符号付距離場としてボ
クセルの重みとする．重みが与えられるのは生成する表
面モデルの近傍ボクセルのみであり，重みのないボクセ
ルについてはデータがない空間と判定される．同時刻に
取得したすべての RGBD カメラから得た深度データを用
いて，ボクセルデータの重みの値を決定する．ボクセル
データの値は次のフレームには引き継がずにリセットす
ることで，物体の動作に影響されず毎フレームごとに異
なるモデルが生成される． 
 
4.2. Octreeを用いた高速化 
4.3節ではボクセルごとに処理を行うが，ボクセル数が
膨大であり，計算コストがかかる．例えば，ボリューム
ボクセルのグリッド 1 辺の大きさが 512 であれば 1 億個
以上のノードにアクセスする必要があり，リアルタイム
での処理は困難である．しかし，全てのボクセルにデー
タが含まれるのではく，物体の存在しない空間のボクセ
ルはデータを保持していない．また，生成される三次元
モデルの内側はポリゴンを持つ必要がないため空洞とな
り，同様にボクセルはデータを持たない．このような不
要な空間については探索を省くことができる． 
事前実験として，成人男性を被写体として，被写体か
ら 2m の距離に RGBD カメラを 4 台配置してデータを持
つボリュームボクセルの量を測定した．ボリュームボク
セルの 1 辺のサイズは 2.56m であり，ボクセル数は 256
×256×256 とした．結果，データを持つポリゴンを生成
すべきボクセルの数は全体の 10%程度であった．残りの 
90%については表面形状推定を行う必要がない．この不
要な空間を探索から除去する方法として Octree 構造を用
いる．Octree は子を 8 個持つ 8 分木の木構造であり，モ
デルを生成する空間を大きな 1 つのボクセルとみなし，
それを X・Y・Z 軸それぞれの方向に 2 分割する．分割し
たボクセル内にデータが含まれていなければ，そのノー
ドの探索は終了する．データが含まれていれば同様に分
割し更に深く探索を続ける Octree によりデータを持つボ
クセルのみを取り出し，そのボクセルに対して表面形状
推定処理を行う． 
 
4.3. 表面形状推定 
4.1節で求めたボクセルデータの重みから三次元モデル
を構成するポリゴンを求める．ボクセルデータの重みは
被写体より外側は負，内側が正となっており，重みの符
号の境界にポリゴンを構築してモデルを生成する．たが
いに隣接する 8 つのボクセルデータについて考えていき，
これらの 8 つの値の符号から Marching Cubes 法[6]によっ
てポリゴン群を割り当てる．割り当てられる三角形のパ
ターンは 256 通りであり，対称性を考慮すると 15 通りと
なる．8 つの符号がすべて同一であれば境界面ではない
ため，ポリゴンは生成されない．生成されるポリゴンは
1ボクセルあたり 1~4枚である．ポリゴンの頂点は，ボ 
図 3  符号付距離場によるボクセルデータの更新 
 
 クセルの頂点間の辺上に配置されるが，ボクセルデー
タの値により，三角形の頂点を変動させることで滑らか
なモデルとなる．データを保持する全てのボクセルに対
して表面形状推定を行うと全周の三次元モデルとなる．
生成された三次元モデルを図 4に示す． 
ポリゴンの描画を行うために頂点情報や面法線ベクト
ルなどのポリゴン情報を配列で保持する必要がある．表
面形状推定はボクセルごとに並列で行われており，ポリ 
ゴン情報の格納も同時に行われる．しかし，ボクセル
ごとにポリゴン数が異なるため，格納先のアドレスが定
まらない．そこで，各ボクセルが描画するポリゴン数の
Prefix sumを求めることで並列にポリゴン情報の格納が可
能となる． 
 
5. 実装 
本研究ではRGBDカメラとしてKinect V2を使用する．
Kinect から得られるデータは 1920×1080 の RGB データ
と 512×424の深度データであり，今回は表面形状推定に
深度データを用いる． Kinect の台数を増やすと，より精
緻なモデルが生成できると考えられるが，今回の実装環
境では先行研究と同じ 4 台を使用する．図 5 のように，
半径 2m の円周上に等間隔に Kinect を配置し，円の中心
に被写体を配置する形をとった． 
 
5.1. キャリブレーション 
本研究では複数の RGBD カメラを用いる為，カメラ間
のキャリブレーションが必要となる．リアルタイム性を
重視している為，事前処理としてキャリブレーションを
行う． 
まず，適度に深度差のある剛体を各 RGBD カメラでス
キャンし，深度マップを取得する．すべての深度マップ
が矛盾なく元の剛体を再現できるように重ね合わせるこ
とができれば，個々のカメラの位置を推定できたと言え
る．実際には複数の 3 つ以上の深度マップを同時に調整
することは困難であるため，隣接する 2 つの深度マップ
で順に位置合わせを行う．位置合わせには ICP を用いる．
ICP は対応関係が未知な 2 点群 𝒙と 𝒚をマッチングさせ，
反復的に比較していくことにより位置を合わせる手法で
ある．任意の点 𝑥𝑖と最近傍な 𝑦𝑖を探索し，それを仮の対
応点とする．𝑥𝑖 と 𝑦𝑖の誤差 E が最小となるような𝑹と𝒕を
求める．𝑹 は回転行列，𝒕は並進ベクトルである．誤差 𝐸
が閾値以下になるまで反復することで，変換行列を求め
ることができる． 
 
𝐸(𝑹, 𝒕) =  ∑‖𝑦𝑖 − 𝑹𝑥𝑖 + 𝒕‖
2
𝑁
𝑖=1
 
しかし，一周分の位置合わせを終えた時に，最初と最後
の深度マップが正しく重ね合わせることができない．こ
れは，１つずつの位置合わせの誤差が積算されるためで
ある．そこで，2 台間の位置合わせの後，全てのカメラ
位置を微調整する．Kinect を N 台用いるとき，隣接する
カメラ座標への変換行列を𝑃𝑛とすると，𝑃1,⋯,𝑃𝑁の変換行
列を掛け合わせると理論上は単位行列になるが，誤差の
積算により差異が生じる．積算誤差行列はすべての変換
行列の積の逆行列で表すことができる．その誤差行列の
回転移動の角度を求め，N 分割し，全ての変換行列に掛
けることで積算誤差の補間を行う．平行移動部分は要素
を N 分割する．誤差行列の移動方向は基準となったカメ
ラ座標系となるため，全ての変換行列に同じ誤差行列を
用いることはできない．そこで，それぞれの Kinect を起
点として周回の積算誤差を算出し，それらの値を用いて
それぞれの補間行列を求める．この補間行列を変換行列
に乗算することで積算誤差を補う． 
任意の RGBD カメラ座標をグローバル座標とすると，
求めた回転行列と併進ベクトルにより，各カメラ座標系
からグローバル座標系への変換が可能となる．グローバ
ル座標系への変換は各カメラと接続しているクライアン
ト PCで行うことにより，サーバ PCの処理を減らすこと
ができる． 
サーフェスモデルでは，RGBD カメラごとにモデルを
生成し重ね合わせているため，僅かな位置合わせの誤差 
がそのまま三次元モデルに反映されてしまう．そのため
フレーム毎に詳細な位置合わせ処理を行う必要があった．
しかし，ボクセルベースでは，深度データは重みを与え
る処理にのみ用いるため，僅かなずれが生じても生成さ
れるモデルへの影響はほとんどない．よってフレームご
との詳細な位置合わせ処理は不要となる． 
図 4 出力結果 
 
図 5  RGBDカメラの配置 
 
  
5.2. データ通信 
本研究で用いる Kinect V2 では単一の PC で複数台を扱
うことができない．そこで，各カメラから取得した深度 
データをサーバに送信することで同時に複数の RGBD カ
メラを扱えるようにする．また，サーバへの接続にはイ
ーサネット，プロトコルはデータの欠落を避けるため
TCP を採用する． 
Kinect V2では 0.8~8.0mの深度を取得することができる
が，スキャンするのは円の中心に配置される被写体のみ 
である．背景の物体など，円周外の深度データについ
ては，送信前に除去することで通信コストの削減を行う．
また，通信処理と以降の三次元モデル生成処理は並列に
行われる． 
 
6. 実験 
提案手法の評価のために，下記の 3 種類の処理速度の
測定を行う． 
 実験 1：RGBDカメラの台数による処理速度 
 実験 2：各処理の実行速度 
 実験 3：表面形状推定を行うボクセル数による処
理速度 
実験 1 では，使用する RGBD カメラを 1~4 台の場合の
処理速度を測定し，サーフェスモデルベースと比較する
ことでボクセルモデルベースの有意差を示す．実験 2 は
4.1 節のボクセルデータ更新，4.2 節の Octree による不要
ボクセルの除去，4.3節の表面形状推定のそれぞれの処理
速度を測定する．また，これらの処理の実行速度がカメ
ラ台数により変動するかを観測するために，1~4 台のカ
メラを用いて実験する．実験 3 では，被写体の大きさが
変われば表面形状推定を行うボクセル数も変わると考え，
被写体の大きさが描画速度に影響するかを検証する．実
験方法は，一定時間スキャンを行っている間に動き回り，
その時のポリゴン数と処理速度を記録する． 
使用する RGBDカメラには Kinect V2を用いた．RGBD
カメラと接続し，データ送信を行うクライアントには
Intel Corei7-4710MQ 2.50GHzを搭載した PCを，受信した
データから三次元モデルを生成するサーバには Intel 
Corei7-7700K 4.20GHz，NVIDIA GeForce GTX 1080Tiを搭
載した PC を用いた．生成した三次元モデルの描画には
OpenGLを用いる．実験環境は 4.2節と同様とする．また，
実験 1 と実験 2 については，被写体は描画面積の違いが
処理速度に影響しないように，静止物体を用いる． 
図 6 に実験 1 の比較結果を示す．破線は 3 節で行った
サーフェスベースの処理速度である．1 台では 17msec で
サーフェスベースの 7msec のほうが早い結果となってい
るが，これは EM-ICPを行っていないためである．2台以
降はサーフェスベースでは詳細な位置合わせに EM-ICP
を行っているためボリュームベースのほうが速くなって
いる．2 台で 18msec，3 台で 21msec，4 台で 24msec とい
う結果になった．カメラが 1 台増加するごとに処理速度
は 1~3msec増している．  
図 7 には実験 2 の結果を示す．ボクセルデータ更新処
理は，1 台で 2msec，2 台で 6msec，3 台で 9msec，4 台で
12msecとなった．各 RGBDカメラから取得した深度デー
タを用いて更新処理を行っているため，カメラの台数が
増加すると処理速度も増加する．しかし，Octree による
不要空間の除去が 9~11msec，表面形状推定が 4~5msecと
なり，カメラの台数に関わらず処理速度はほぼ一定とな
っている． 
 
 
図 6 カメラ台数による処理速度の比較  
図 7 各処理の実行速度 
 
図 8 表面形状推定のボクセル数による処理速度 
 
0
50
100
150
1台 2台 3台 4台
処
理
速
度
(m
se
c)
カメラ台数
voxel surface
0 10 20 30
1台
2台
3台
4台
処理速度(msec)
カ
メ
ラ
台
数
ボクセル更新 Octree 表面形状推定
12
13
14
15
16
17
18
0 100000 200000 300000
処
理
速
度
(m
se
c)
ボクセル数
 図 8 に実験 3 の結果を示す．ボクセル数は約
100000~300000 であったが，いずれも 14~17msec という
結果になった． 
 
7. 考察 
実験 1 より，提案手法のボクセルベースによる三次元
モデル生成では，RGBD カメラの台数が 4 台でも 1 フレ
ームの処理時間が 26msecとなった．これはサーフェスベ
ースでの処理時間の 109msecと比べ，4分の 1の速度とな
っている．また，サーフェスモデルはカメラの台数が増
えるごとに速度の低下がみられたが，提案手法はほぼ一
定の速度での処理が可能である．サーフェスモデルでは
カメラ間の詳細な位置合わせを 1 フレームごとに行って
おり，この処理が約 30msecほどかかっており，また，位
置合わせはカメラ間で行うため，カメラの台数が増える
ごとに処理速度も低下してしまう問題があった．これに
対して提案手法のボクセルモデルは，カメラごとに行う
処理が 3.1 節で述べたボクセルデータの更新のみであり，
その処理速度も 1 台あたり約 3msec となっている．その
ため，カメラ台数が増加しても処理速度は大きく変わる
ことがなかった． 
また，実験 2 では Octree による不要ボクセルの除去と，
表面形状推定処理はどちらもカメラの台数に関わらずほ
ぼ一定の処理時間が測定された．この 2 つの処理は今後
カメラの台数を増やしてもほぼ同じ速度での処理が可能
と考えられる．ボクセルデータの更新処理はカメラの台
数により処理速度が変動したが，1 台増加につき低下し
た速度が 3msecとなった．しかし，30fpsを実現するため
の処理速度は 33msec/frame 以下である必要があり，この
数値と比較すると小さい値とは言えない．しかし，4 台
使用時でも30fps以上の描画が可能な処理速度であり，人
物のリアルタイムモデル生成には実用可能である．また，
更にカメラ台数を増やした時，例えばカメラを 8 台使用
しても処理速度は 39msec程度になると推測できる．フレ
ームレートに換算すると約24fpsであり，アニメ映像のフ
レームレートと同値である．したがって，カメラ台数が
8 台以下であれば，日常で観ている映像作品と同等のフ
レームレートでの三次元描画が可能である． 
実験 3 からは表面形状推定を行うボクセルの数に関わ
らず，ほぼ一定の速度で処理を行えることがわかる．被
写体である人間が動き回ったり，撮影空間内にオブジェ
クトを持ち込んだりと描画面積が変動することが考えら
れるが，実験結果よりフレームレートにばらつきがでる
ことはないと言える． 
本研究では用途をテレイマージョンとして人物のモデ
ル生成を前提としていたが，ボリュームボクセルのサイ
ズを変えることで別の用途への応用が可能と考えられる．
例えば，撮影空間を広げれば，部屋全体のモデルを生成
することができ，仮想空間での部屋の再現や，防犯シス
テムなどに活用できる．また，人物のようなサイズのモ
デル生成でも，ボリュームボクセルの分割数を細かくす
れば，よりリアルで滑らかな三次元モデルの生成も可能
となる．本研究では深度データの精度の問題で細かくす
ることができなかったが，カメラの台数を増やすことで
被写体までの距離を縮めるなどすればモデルの欠落の心
配もなくなる． 
また，本研究では色情報を扱うことができなかったが，
生成した三次元モデルにテクスチャマップを貼ることが
できればよりリアルな三次元モデルとなるため，今後の
課題である． 
 
8. まとめ 
本研究では複数の RGBD カメラを用いた，ボクセルモ
デルベースのリアルタイム三次元モデル生成手法を提案
した．各 RGBD カメラから得られる深度データをボクセ
ルに対する重みとして用いることにより，カメラの台数
が増加しても処理速度が大きく低下しない結果となった．
カメラを 4 台使用時には 26msec/frame で三次元モデルを
リアルタイムに生成することが可能で，既存のサーフェ
スベースのモデル生成手法と処理速度を比較すると約 4
分の 1の速度となった． 
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