We present rotation-vibrational levels of water up to the dissociation limit using two recent, global potential energy surfaces. These calculations are performed using our recently developed discrete variable representation ͑DVR͒ based parallel code ͑PDVR3D͒, which runs on computers with massively parallel processors. Variational tests on the convergence of these results show convergence within 0.5 cm
I. INTRODUCTION
Recently there has been a significant advance in the theoretical interpretation of rotation-vibration spectra of water, based on the use of first principles calculations.
1-3 Even with these new techniques there remain important challenges. For example, the recent analysis of the rotational spectrum of hot water recorded in sunspots resulted in the assignment of 1687 new transitions.
2, 4 These transitions involve energy levels of water which extend halfway to dissociation. So far, however, this analysis has only covered the stronger features in the spectrum and about 85% of the observed lines remain unassigned. It is likely that these weaker transitions will involve states all the way to dissociation.
Performing rotation-vibration calculations which extend all the way to dissociation for a molecule such as water remains a difficult problem; it is the one which we address here. In order to meet this challenge we have adapted methods which have served well at low and medium energy for computers with massively parallel processors ͑MPP͒. 5, 6 Whereas a number of groups have obtained converged energy levels ͑see, for example, Refs. 7-10͒, and, more rarely, wave functions, for the vibrational states of strongly bound molecules up to dissociation, we believe that this is the first study to also obtain all such levels for a rotationally excited molecule.
In the following section, we discuss the potential energy surfaces used in this study. Section III describes the formation of the Hamiltonian matrix and its diagonalization on MPP machines. Section IV presents results of accurate vibrational and rovibrational calculations on H 2
16
O up to dissociation. The article finishes with our concluding remarks.
II. POTENTIAL SURFACES
So far, calculations of rotation-vibration energies of water have concentrated on the ''spectroscopic'' energy region for which a number of accurate potentials, for example, Refs. 1, 11, and 12, are available. Global potential energy surfaces for water are generally less accurate. Recently, however, two reliable if still not spectroscopically accurate, global water potential energy surfaces have been reported. These are due to Varandas, 13 and Ho and co-workers. 14 Varandas' surface is fitted to experimental data while that of Ho et al. is based on ab initio calculations.
Varandas' surface consists of two parts, V 1 (R) and V 2 (R), linked by an energy switching procedure. The low energy behavior is governed by V 2 (R), which is the spectroscopically determined PJT1 ͑Polyansky-Jensen-Tennyson͒ potential, 11 while V 1 (R) is a modified form of the global many body expansion potential of Murrell and Carter. 15 The potential has a dissociation energy of D e ϭ43 866 cm Ϫ1 , which is reduced to D 0 ϭ41 088 cm Ϫ1 when zero point energy effects are taken into account.
The Ho et al. surface, which we used for most of the calculations presented below, is a spline fit to a grid of 1280 ab initio points. The dissociation energy is slightly lower than for Varandas' potential with D e ϭ42 886 cm Ϫ1 and D 0 ϭ40 086 cm
Ϫ1
. For purposes of comparison with previous calculations, some results are also presented for the spectroscopically determined PJT2 potential. 12 This surface is valid at higher energies than its predecessor ͑PJT1͒, but can only be considered reliable up to about halfway to dissociation.
III. THEORY
In this work we use Radau 16 coordinates. For molecules with a heavy central atom, such as water, these coordinates are similar to, but computationally more convenient than coordinates based on OH bond lengths and the HÔ H bond angle. For rotationally excited states we use a body-fixed axis system which places the x axis along the bisector of the Radau angle and the z axis perpendicular to this in the plane of the molecule. 17, 18 This embedding places the z axis close to the A axis of the molecule. This means that for water the projection of the total angular momentum J on the z axis, a͒ Electronic mail: j.tennyson@ucl.ac.uk which we usually denote as k, is close to the approximate, but important rotational quantum number K a .
We use the two-step variational approach of Tennyson and Sutcliffe 19 to treat rotationally excited states. The basic idea of the two-step approach is to first solve a series of problems for which k is assumed to be a good quantum number, i.e., the Coriolis coupling is neglected. There are J ϩ1 (kϭ0,1 . . . ,J) such ''vibrational'' problems. The second step solves the fully coupled rovibrational problem using the eigenstates from the first step as a basis. The rapid convergence shown below ͑Table IV͒ for the second step arises as a result of the similarity between k and K a .
The Jϭ0 and the first step ''vibrational problem'' are solved using a discrete variable representation ͑DVR͒ in each coordinate based on a formulation which is well documented elsewhere. 18, 20 In this formulation, the angular grids are based on the ͑associated͒ Legendre polynomials and the radial grids based on Morse oscillator-like functions. The exchange symmetry between the identical H atoms is introduced by symmetrizing the n r radial grid points, ␣ and ␤, by ͉␣,␤,q͘ϭ2
where q is a symmetry quantum number and takes the value 0 or 1. As discussed elsewhere, 3 this method of symmetrizing the grid is much more convenient for treating the extended range of bond lengths required for studies up to dissociation than the coordinate symmetrization employed by Light and co-workers. 21, 22 The variational parameters of the Morse-like functions, r e , e , and D e , 20 were optimized and set to 3.50a o , 0.0054E h , and 0.25E h , respectively. With one exception noted below, these parameters were used for all calculations reported here. All calculations were performed using atomic masses.
For water, our parallel version of the DVR3D program suite, 20 PDVR3D, 5, 6 maps the vibrational problem onto an MPP machine by placing one of the n active angular grid points onto each node. Some angular grid points, three in all the calculations presented below, closest to the HHO linear geometry are dropped from the calculation as required to avoid problems with singularities at this high energy geometry. 18 Each processor builds and diagonalizes the twodimensional ͑2D͒ radial Hamiltonian. The lowest l eigenstates on each processor are selected and used as the basis for constructing its portion of the full three-dimensional ͑3D͒ Hamiltonian matrix. For reasons of load balancing, the same number of eigenvectors are retained for each angular grid point. This gives a final Hamiltonian size of Nϭlϫn . This algorithm is the sequential diagonalization and truncation approach. 23 Bramley and Carrington 7 suggested that sequential diagonalization and truncation may be unnecessary. Their method, which has been adopted by a number of other groups, exploits iterative procedures to directly diagonalize the sparse but large uncontracted Hamiltonian matrix. Tests by Bramley and Carrington 8 found in practice that the procedure which is better is system dependent. For water, our tests found the Bramley-Carrington procedure to be much slower for water, even when an iterative diagonalizer was used in both methods. 5 In part, this was because we did not exploit symmetry in the nonsequential diagonalization and truncation calculations, as its inclusion leads to the loss of much of the simplicity of the Hamiltonian matrix. This simplicity is an important part of the efficiency of the procedure. As both methods gave very similar results, we only present calculations based on sequential diagonalization and truncation here.
As is usual for calculations on triatomics using standard computer architectures, it is the diagonalization of the final 3D Hamiltonian which dominates the computer time used. Parallel eigensolvers remain something of a problem. In previous work 5, 6 we have tested full matrix diagonalizers such as PeIGS, 24 and the iterative PARPACK diagonalizer. 25 The results below were obtained using PARPACK. Recently, Wu and Hayes 26 have presented results for the HO 2 molecule obtained on a MPP machine. They used an algorithm based on the iterative diagonalization of a Hamiltonian matrix which was obtained from sequential diagonalization and truncation but never explicitly constructed.
For calculations with JϾ0, the ''vibrational,'' i.e, Jϭ0-like, calculations are repeated for each k between 0 and J. The h lowest eigenvectors from each k calculation are chosen as a basis for the second step of the calculation. For reasons of load balancing, h is kept independent of k, giving a final Hamiltonian of dimension Lϭ(kϩ1Ϫ p)ϫh, where the Wang parity is given by (Ϫ1) (Jϩp) , pϭ0,1. In a change from the algorithm used on conventional computers, matrix elements off-diagonal in k are calculated as part of the first step. 6 This procedure reduces both disk storage and I/O. These can become a bottle neck on the MPP machines used here on which disk space is limited and I/O is slow. The final Hamiltonians diagonalized here are relatively small and were diagonalized using PeIGS.
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IV. RESULTS
A. J‫0؍‬
Convergence tests and energy levels
In order to establish the reliability of our results for a given potential we studied the convergence of our calculations with respect to increasing the size of the calculation. For Jϭ0, it is necessary to consider three parameters: n r , the number of radial DVR grid points, n , the number of active angular DVR grid points, and N, the size of the final Hamiltonian matrix. Table I shows the convergence of qϭ0 or even states near dissociation as a function of n . To ensure variations arise solely from the variation in angular grid points, 120 solutions of the 2D ''radial'' Hamilton were used for each bending grid point. This means that N varies with n , as shown in Table I . All the band origins below 38 000 cm Ϫ1 are converged to better than 0.1 cm
Ϫ1
, whereas the states from 38 000 cm Ϫ1 up to the dissociation are converged to within 0.3 cm Ϫ1 . Table II shows the effect of changing n r , keeping N and n fixed. Table II shows that the band origins converged to better than 0.2 cm
, apart from the final seven below disso-ciation, which show considerable sensitivity to the size of the radial grid selected. With the optimal Morse oscillator-like parameters given above, the grids with n r ϭ50, 60, 70 and 78 cover a region of the potential with rϭ0.55-6.28a o , 0.26-6.56a o , 0.01-6.80a o and 0.02-7.18a o , respectively. The range for the n r ϭ78 calculation is shifted to slightly larger r using r e ϭ3.7a o . The relatively poor convergence of the last few states can be attributed to the long-range nature of the potential, which will support weakly bound, and dif- fuse states. We made no special efforts to converge these states. Table III shows the convergence as a function of Hamiltonian size N. Our largest calculation converges all band origins to within 0.1 cm Ϫ1 with respect to increasing N. Our tests show that, with the exception of the final seven states, our calculations are converged to 0.5 cm Ϫ1 or better. In addition to the convergence, a close look at the tables shows different behavior of the DVR representation. Table  III shows that the convergence is coming from above, which suggests the solution is variational. However, convergence in Table I implies the opposite; that convergence is mainly from below. Convergence in Table II is from both above and below. This behavior is just a reflection of the nearvariational form of the DVR representation as discussed by Wei. 27 We list only a selection of the highest even-parity levels to demonstrate convergence. Lower levels show no significant convergence error. Figure 1 presents the cumulative number N(E) of energy levels up to an energy E, as a function of energy for both Ho et al. and Varandas surfaces. A complete list of Jϭ0 vibrational energy levels for both parities for both the Ho et al. and Varandas potential energy surfaces can be obtained from the EPAPS archive. 28 These levels were obtained using n r ϭ70, n ϭ64 and Nϭ17 280. For Jϭ0, the Ho et al. surface supports 1076 states, whereas the Varandas surface supports 1169 states. Of course, our calculation will generally give a lower bound to the actual number of states supported by each potential. In particular, and as discussed below, it is likely that, for Jϭ0, there are further very diffuse and weakly bound states which extend outside the range of our integration grid.
Wave functions
A wave function provides all the knowable information about a state. One way of assessing this information is to try to inspect its nodal structure visually.
To examine the wave function unambiguously it is necessary to inspect it fully, but in practice one cannot view more than two dimensions at a time. Examining 2D cuts by fixing one coordinate is the normal approach. Care must be taken as this procedure can be misleading because the apparent nodal structure depends on the coordinates used and on the particular cut taken. We have inspected many of the wave functions including a systematic study of the 200 highest even-parity states given by the Ho et al. potential. It is only possible to present a few of these here.
More than 75% of the highest 200 wave functions were found to be irregular with no readily identifiable nodal structure. The most common regular states are those showing local mode-type motion. However, even at these high energies quite a few states show clear normal mode behavior, as illustrated in Fig. 2 . States 393, 491 and 541 show asymmetric normal-mode type in varying degrees, while states 452 and 555 can be considered as symmetric normal modes. However, state 415 shows a well-localized motion, which is neither local nor normal-mode type. It seems that the molecule is performing symmetric and asymmetric normal-mode-type motions, in which the two motions are perpendicular to each other. We also found several states which showed strong localization in the bending coordinate and could clearly be assigned as bending overtones. Figures 3 and 4 give plots for the nine highest states. State 581 shows a combination of two local mode O-H stretches. States 583 and 587 show simple local-mode localization. State 587 is the highest even-parity state we found. For this state we present plots in symmetrized coordinates at different angles as well. As the bottom panels of Fig. 4 show, the localization of this state as a local-mode state persists in these representations. This, and a number of other localmode states, sample regions with very large r. It is these states which show the slowest convergence properties in our calculations. All the other states in Figs. 3 and 4 appear to be irregular.
From this small sample, it is clear that even at the brink of dissociation modes can be decoupled and most of the energy can be trapped completely in one degree of freedom.
B. Rotational excitation
Calculations of the rovibrational energy levels were performed for a number of values of the rotational quantum number J. In particular, studies at the dissociation limit for Jϭ2 were performed using the ''vibrational'' basis functions obtained from first step calculations with kϭ0, 1 and 2, and n ϭ64, n r ϭ70, Nϭ7680. Convergence of the rovibrational energy levels was tested by varying h, the number of first step eigenstates. Table IV shows the convergence of the last 100 states below the dissociation limit for Jϭ2, qϭ0, pϭ0. All the energy levels are converged to within at least 0.4 cm
Ϫ1
. A full list of energies calculated with hϭ1152 is available from the EPAPS archive. 28 It should be noted that the Hamiltonian matrix diagonalized in the second step of our calculation is considerably smaller than those treated in the first step. Diagonalization dominates the computer time usage for the first step, whereas construction of the off-diagonal blocks in the second step also uses significant computer time. The size of these blocks is independent of J and their number increases linearly with J. In practice we find that computer time for rotationally To our knowledge this is the first attempt to get all the rovibrational states of any JϾ0 for water. To test previous calculations we have also performed calculations using the PJT2 potential 12 employed by Viti and Tennyson ͑VT͒ for constructing their VT2 water line list. 29 We have compared all the 1334 Jϭ6, pϭ0, qϭ0 states which lie below 30 000 cm Ϫ1 , the limit of the VT2 study. Table V compares a selection of the last 334 states of both calculations. VT also used DVR3D 20 and a two-step procedure for rotational excitation. Their ''vibrational'' calculations used n r ϭ40, n ϭ40 ͑all ''active''͒, and a maximum of hϭ700. For the final Hamiltonian, for which Lϭ2100, basis functions were selected using an energy cutoff procedure. Our results are for n r ϭ40, n ϭ48 ͑plus three inactive points͒, hϭ704, and hence, Lϭ4928.
There are two noticeable differences between the two calculations. The first is a small, systematic difference between the calculations which increases slowly with energy. This difference is caused by the use of slightly different masses in the VT2 calculation. Above 27 000 cm Ϫ1 , many of the states have more marked differences with those of VT2 lying up to 8 cm Ϫ1 higher. This comparison shows that the VT2 results are not completely converged in this region. We note that the recent line list calculations by Partridge and Schwenke 1 showed convergence difficulties for rotationally excited states at even lower energies. 4 
V. CONCLUSIONS
In this paper we have reported rotation-vibration states of water at its dissociation limit. We have shown that by harnessing advances in computer power and methodology it is now possible to tackle and study this challenging problem. Indeed, for Jϭ0 these calculations took less than half-anhour wall-clock time on 64 nodes of a Cray-T3E MPP computer. This means that it is possible to repeat such calculations to test and even improve potential energy surfaces. The linear scaling with rotational excitation, which might not hold at very high J values, suggests that the systematic treatment of rotationally excited states at dissociation is also well within the present capabilities.
Calculations using PDVR3D have been performed on a number of triatomics other than water. These results will be presented elsewhere.
