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Abstract—In this work, we give locally repairable regenerating
code (LRRC) [1]–[3], [5], [6] constructions that can protect the
file size promised by the graph analysis of the modified family
helper selection (MFHS) scheme [1] at the minimum-bandwidth-
regenerating (MBR) point.
I. INTRODUCTION
The aim of this work is to provide code constructions of
locally repairable regenerating codes (LRRCs) [1]–[3], [6] that
achieve the minimum-bandwidth-regenerating (MBR) point of
the modified family helper selection (MFHS) scheme [1]. It is
worth mentioning that related existing works to LRRCs can be
found in [7], [10] and also see the references in our previous
work [1]–[5].
II. RANDOM LINEAR CODE CONSTRUCTION FOR A CLASS
OF (n, k, d, r) PARAMETERS
In this section, we prove the existence and construction
of linear locally repairable regenerating codes (LRRCs) that
achieve the MBR point of the MFHS scheme for (n, k, d, r)
values that satisfy that n−d−r = 2 and n mod (n−d−r) = 0,
i.e., the family size in the MFHS scheme is 2 and there are
no incomplete families. The code existence proof idea and
construction are inspired by the work in [11].
The goal of this section is to prove the existence and
construction of linear codes that can protect a file of size
M =
k∑
i=1
(d− yi(pi
∗
f )) packets (1)
against any (n− k) simultaneous failures.
We start first by describing the notation that will be used
in this section. We represent the original file by an M×W
matrix X defined over finite field GF(q) denoted by F, where
q is a fixed finite field size satisfying q > ndM|H| and H
is a finite set that will be defined shortly. The file is viewed
in the following as containing M packets, where the packet
is thought of as the smallest unit of data. Recall that we are
considering the MBR point in this section. Therefore, the file
size is M packets, the storage-per-node α = d packets and the
repair-bandwidth per-helper β = 1 packet. Now, storage node
i stores α = d packets XTQi, where Qi is an M× d matrix.
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By this definition, matrices Q1,Q2, . . . ,Qn are sufficient to
completely specify a code.
As in [11] and [8], the existence proof is based on applying
the Schwartz-Zippel theorem [9].
Lemma 1: Let Q(x1, . . . , xn) ∈ F[x1, . . . , x2] be a multi-
variate polynomial of total degree d0 (the total degree is the
maximum degree of the additive terms and the degree of a
term is the sum of exponents of the variables). Fix any finite
set S ⊆ F, and let r1, . . . , rn be chosen independently and
uniformly at random from S. Then if Q(x1, . . . , xn) is not
equal to a zero polynomail,
Pr[Q(r1, . . . , rn) = 0] ≤
d0
|S|
. (2)
As in [11] and [8], the core idea of the proof relies on using
induction to represent the dynamics of the storage problem
where the induction invariant is the condition that guarantees
the existence of the code. Then, the induction invariant is
formulated as a product of multivariate polynomials where
each polynomial is shown to be non-zero to complete the proof
by invoking the Schwartz-Zippel theorem. The existence proof
itself implies that we can construct linear codes randomly.
Before we give the induction invariant and show how the
induction process works, we define an important set of vectors
that we call set H. We abuse the above notation and we let
pi be a permutation of the storage node vector (1, 2, . . . , n)
and pi(i) be its i-th coordinate value. Define vector b(pi) such
that its i-th coordinate bi(pi) = (d − zi(pi))+, where zi(·) is
as defined in the proof of [1, Proposition 12]. Moreover, we
define vector c(pi) as the truncated version of b(pi), where by
truncation we mean the following: (ii) we find the smallest
m such that
∑m
i=1 bi(pi) ≥ M; (ii) we set ci(pi) = bi(pi) for
i = 1 to (m−1). We then set cm(pi) =M−
∑m−1
i=1 bi(pi) and
ci(pi) = 0 for i = (m+1) to n. To illustrate the constructions
of b(pi) and c(pi), consider (n, k, d, r) = (6, 4, 3, 1) and
pi = (2, 3, 4, 1, 5, 6). We have by (1) that M = 7 and we
can get that b(pi) = (3, 2, 2, 1, 0, 0) by the definition of
vector b(pi). Truncating b(pi) as described above, we get
c(pi) = (3, 2, 2, 0, 0, 0). Now, we will give an important
property of b(pi) and c(pi) in the following lemma.
Lemma 2: For n−d−r = 2 and n mod (n−d−r) = 0, we
have that for any node permutation pi, b(pi) and c(pi) satisfy
that bi(pi) ≥ bi+1(pi) and ci(pi) ≥ ci+1(pi).
Proof: The proof is divided into two cases.
Case 1: FI(pi(i)) = FI(pi(i + 1)). Since (d − zi(pi)) =
(d− zi+1(pi)), we have that bi(pi) = bi+1(pi).
Case 2: FI(pi(i)) 6= FI(pi(i + 1)). The value (d − zi(pi))
is smallest when all nodes pi(1) to pi(i − 1) are not in the
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family FI(pi(i)). On the other hand, the largest (d−zi+1(pi))
value is when the other node in family FI(pi(i + 1)) is in
the nodes pi(1) to pi(i − 1). Notice, however, that we have
that FI(pi(i)) 6= FI(pi(i + 1)). This fact will decrease (d −
zi+1(pi)) by a value of 1. Therefore, the smallest (d− zi(pi))
still satisfies (d− zi(pi)) ≥ (d− zi+1(pi)). Recall that bi(pi) =
(d − zi(pi))
+ and bi+1(pi) = (d − zi+1(pi))+ by definition.
Therefore, bi(pi) ≥ bi+1(pi).
By the above two cases, we have proved that bi(pi) ≥
bi+1(pi) for any node permutation pi. Since c(pi) is a truncated
version of b(pi), c(pi) also satisfies that ci(pi) ≥ ci+1(pi) for
any permutation pi. Hence, the proof of this lemma is complete.
We are now ready to define set H that will be used to write
the induction invariant. Suppose we have two n-dimensional
vectors a and b. We say that a majorizes b, denoted by a  b,
if
∑m
i=1 a[i] ≥
∑m
i=1 b[i] for all m = 1 to n, where a[i] and
b[i] are the i-th largest values in a and b, respectively.
Now, we define set H as follows. A vector h ∈ H if it
satisfies the following two conditions: (i) it is an n-dimensional
integer vector such that 0 ≤ hi ≤ d for all i = 1 to n and (ii)
there exists a node permutation pi such that hpi(i) ≥ hpi(i+1)
for i = 1 to (n− 1) and c(pi)  h. Using set H, we write the
induction invariant as
∏
h∈H
det([Q1Eh1 , . . . ,QnEhn ]) 6= 0, (3)
where Ex denotes a selection matrix such that QiEx holds the
first x columns of Qi, and recall that hi is the i-th coordinate
of vector h.
In order to prove that there exists a code that can protect
a file of size M, it is sufficient to prove that initially we
can get matrices Qi such that the induction invariant (3) is
satisfied over F and then show that the induction invariant can
be maintained after any node arbitrary failure/repair that can
happen. This is sufficient because the reconstruction (MDS)
property or condition is weaker than the condition in (3).
Specifically, since all possible c(pi) vectors belong to set H,
we have that every subset of k matrices from {Q1, . . . ,Qn}
is full rank or equivalently can recontruct the file.
The first step thus is to prove that (3) is satisfied initially
by Q1, . . . ,Qn over F. Notice, that the left-hand side (LHS)
of (3) can be thought of as a multivariate polynomial, where
the variables are the entries of Q1, . . . ,Qn. Since the size
of set H is finite, the degree of the polynomial in (3) is at
most d1 = ndM|H| and by Schwartz-Zippel theorem we can
find entries of the matrices Q1, . . . ,Qn such that (3) is since
|F| = q > d1.
Now, we suppose that the induction invariant in (3) is
satisfied until stage (t−1) over F. Note that in order to be able
to invoke Schwartz-Zippel theorem, the LHS of (3) has to be a
non-zero polynomial. It is not hard to see that for each vector
h ∈ H, the determinant term in (3) is a non-zero polynomial
by using the column vectors of the M×M identity matrix and
placing them on the first columns of Q1, . . . ,Qn. Specifically,
Q1 takes the first h1 columns of the identity matrix, Q2 takes
the first h2 columns of the remaining columns and so on and
so forth. Since the product of non-zero polynomials is a non-
zero polynomial, the LHS of (3) is a non-zero polynomial.
Without loss of generality, suppose node 1 fails and
a newcomer replacing node 1 communicates with helpers
{x1, . . . , xd} ⊂ D(1) for repair. By the nature of the repair
problem and the fact that we are considering linear codes, we
can write the coding matrix on the newcomer as
Q′1 = [Qx1b1, . . . ,Qxdbd]Z, (4)
where bi is a d × 1 column vector and Z is a d × d matrix
representing the possible linear transformation a newcomer can
apply to the d received repair packets.
In this step, we want to prove that it is possible to find
b1, . . . ,bd vectors and a matrix Z over F that satisfy (3).
In total we have 2d2 variables. Therefore, the degree of the
polynomial on the LHS of the new condition
∏
h∈H
det([Q′1Eh1 ,Q2Eh2 , . . . ,QnEhn ]) 6= 0, (5)
is at most 2d2|H|. Notice that 2d2|H| ≤ ndM|H| since n ≥ 2
and M ≥ d. Therefore, since q > ndM|H|, by Schwartz-
Zippel theorem, we have that we can find b1, . . . ,bn vectors
and matrix Z over F such that (5) is true. Assuming that the
LHS of (5) is non-zero. It turns out that proving this fact
is non-trivial. The remainder of this section is dedicated to
showing that the LHS of (5) is a non-zero polynomial.
The proof idea for proving that the LHS of (5) is a non-
zero polynomial is as follows. We still suppose that node 1
fails without loss of generality and we suppose that node 1
will repair from helpers {x1, . . . , xd} ⊂ D(1). Recall that it
is sufficient to prove that the polynomial of the determinant
for each h ∈ H is non-zero since the product of non-zero
polynomials is a non-zero polynomial. Using this fact, we will
consider any h ∈ H first. Then, we will prove that we can
always find a vector h′ ∈ H such that h′1 = 0, and there exists
a subset of nodes in {x1, . . . , xd} of size h1, {s1, . . . , sh1},
such that h′s1 , . . . , h
′
sh1
satisfy that h′si = hsi +1 for i = 1 to
h1.
Since h′ ∈ H, we have that
det([Q2Eh′2 , . . . ,QnEh′n ]) 6= 0. (6)
Now, we choose the vectors b1, . . . ,bd such that they select
the h′si -th column vector from each of Qs1 , . . . ,Qsh1 and we
choose Z to be the d×d identity matrix. By (6), we have that
det([Q′1Eh1Q2Eh2 , . . . ,QnEhn ]) 6= 0. (7)
Since we have found one combination of the entries in
the vectors b1, . . . ,bd and the matrix Z such that for the
considered h ∈ H the determinant is non-zero, then this
polynomial is non-zero. Notice that we stated that we can
find such h′ ∈ H for any h ∈ H. Therefore, the LHS of (5)
is a non-zero polynomial. Now, we are left with proving the
fact that we can always find such h′ ∈ H. In order to do that,
we will need the following claim.
Claim 1: Consider any vector h ∈ H where n− d− r = 2
and n mod (n − d − r) = 0. Consider a node permutation pi
such that hpi(i) ≥ hpi(i+1). If c(pi)  h and hpi(i) = hpi(i+1) for
some integer i, then c(pi′)  h where pi′ is a node permutation
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such that pi′(i) = pi(i+1), pi′(i+1) = pi(i), and pi′(j) = pi(j)
for j ∈ {1, . . . , i− 1, i+ 2, . . . , n}.
The proof of this claim is relegated to Appendix A.
We now describe procedure CONNECT that takes the
vector h ∈ H as input and outputs a vector h′ ∈ H that
satisfies the properties discussed above. After we describe
procedure CONNECT, we will prove the correctness of the
procedure.
Now, we will define node classes that divide the nodes
according to their values in h. We have (d+1) classes defined
as Ag = {m : 1 ≤ m ≤ n, hm = g} for g = 0 to d. Procedure
CONNECT is as follows:
1) Pick node permutation pi(0) such that (i) hpi(0)(i) ≥
hpi(0)(i+1) and (ii) if n1 ∈ Ag ∩ {x1, . . . , xd} for some
g and n2 ∈ Ag\{x1, . . . , xd}, then p(0)(n1) < p(0)(n2),
where p(0) satisfies p(0)(pi(0)(i)) = i.
2) Let h(0) = h and let D(0) = {x1, . . . , xd}. Let A(0)g =
Ag for g = 0 to d.
Note that jointly Claim 1 and the fact that h ∈ H imply
that c(pi(0))  h(0).
3) Sequentially, do the following for t = 1 to h1:
a) Find x ∈ D(t−1) such that (i) h(t−1)x ≤ h(t−1)y for
all y ∈ D(t−1) and (ii) p(t−1)(x) < p(t−1)(y) for all
y ∈ A
(t−1)
hx
∩D(t−1)\{x}.
b) Let h(t)x = h(t−1)x + 1, h(t)1 = h(t−1)1 − 1, and h(t)i =
h
(t−1)
i for all i ∈ {2, . . . , x− 1, x+ 1, . . . , n}.
c) Let D(t) = D(t−1)\{x} and A(t)g = {m : 1 ≤ m ≤
n, h
(t)
m = g} for g = 0 to d. Let pi(t) such that (i)
p(t)(pi(t−1)(i)) < p(t)(pi(t−1)(j)) whenever i < j and
both pi(t−1)(i) and pi(t−1)(j) are not equal to 1, i.e.,
the order of the nodes in pi(t−1) is preserved for all
nodes except node 1, which can move to later position
in the order (have larger p value), and (ii) pi(t) satisfies
that h(t)
pi(t)(i)
≥ h
(t)
pi(t)(i+1)
. This is always possible by
the construction of pi(0).
4) Return the output h′ = h(h1).
Proposition 1: Procedure CONNECT is correct.
Proof: First, we need to show that the output of CON-
NECT h′ satisfies that h′1 = 0 and |{h′i : h′i = hi +
1, i ∈ {x1, . . . , xd}}| = h1. We can see that by Step 3 of
CONNECT, h1 always decreases by 1 with every iteration
and with every iteration we are always choosing a helper in
{x1, . . . , xd} and adding 1 to its h value. Since Step 3 is
done exactly h1 times, h′ satisfies the properties. The other
important property of h′ that we need to show is that h′ ∈ H.
In order to do that, we need to prove two points (i) 0 ≤ h′i ≤ d
(ii) there exists a node permutation pi such that h′pi(i) ≥ h′pi(i+1)
and c(pi)  h′.
Since 0 ≤ hi ≤ d, then h′i > d is only possible for
i ∈ {x1, . . . , xd}. Since in CONNECT, only h1 (and not
all d nodes) of the helpers x1, . . . , xd will have their h value
incremented by 1, we need to have that at least h1 of the
helpers satisfy that their h value is strictly less than d.
We will first argue that having more than two nodes of
{x1, . . . , xd} with an h value equal to d is not possible. The
reason is as follows. Suppose we have more than two nodes
like that. Let these nodes be xs1 , . . . , xsm . Then, construct
a node permutation pi such that the first m coordinates are
xs1 , . . . , xsm and hpi(i) ≥ hpi(i+1) for i = 2 to (n− 1). Since
n − d − r = 2, the family size is 2 and c3(pi) < d. Thus,
c(pi)  h and this implies that h /∈ H by Claim 1. Therefore,
by contradiction we have proved that we cannot have more
than two nodes of {x1, . . . , xd} with h values equal to d. Now,
if h1 = d, it is not possible to have any node of {x1, . . . , xd}
with h value d since that again means that c(pi)  h, where
pi is the same as the pi we constructed above.
If h1 = d− 1, it is not possible to have more than 1 node
of {x1, . . . , xd} with h value d for the same reason. In both
cases, 0 ≤ h′i ≤ d for i = 1 to n since there are h1 helpers
with h values strictly less than d. For h1 ≤ d − 2, since it is
not possible to have more than 2 nodes of {x1, . . . , xd} with
h values equal to d, then there are always h1 helpers with h
values stricly less than d. Therefore, in all cases h′ satisfies
0 ≤ h′i ≤ d for all i = 1 to n.
At this point, we are left with proving that there exists a
permutation pi such that c(pi)  h′. We will show shortly
that pi(h1) is indeed this permutation. Stronger than that, we
will prove that at the end of each iteration t of CONNECT,
c(pi(t))  h(t). The proof is by contradiction. Suppose that
c(pi(t))  h(t). Let l be the smallest l such that
h
(t)
pi(t)(1)
+ · · ·+ h
(t)
pi(t)(l)
> c1(pi
(t)) + · · ·+ cl(pi
(t)). (8)
Notice that l < k. Let l′ be the largest integer such that
h
(t−1)
pi(t−1)(l′)
= h
(t−1)
pi(t−1)(l)
and pi(t−1)(l′) ∈ D(t−1), i.e., l′ is
the largest integer such that pi(t−1)(l′) is a helper of D(t−1)
in the node class A(t−1)g , where g = h(t−1)pi(t−1)(l). We have the
following claim based on the definition of l′.
Claim 2: h(t)
pi(t)(1)
+· · ·+h
(t)
pi(t)(l′)
> c1(pi
(t))+· · ·+cl′(pi
(t)).
We note that l′ ≤ k.
Proof: By the definition of l, we have that
h
(t)
pi(t)(1)
+ · · ·+ h
(t)
pi(t)(l−1)
≤ c1(pi
(t)) + · · ·+ cl−1(pi
(t)).
(9)
We then get by (8) that h(t)
pi(t)(l)
> cl(pi
(t)). Now, we have
h
(t)
pi(t)(1)
+ · · ·+ h
(t)
pi(t)(l)
+ h
(t)
pi(t)(l+1)
+ · · ·+ h
(t)
pi(t)(l′)
> c1(pi
(t)) + · · ·+ cl(pi
(t)) + (l′ − l)h
(t)
pi(t)(l′)
(10)
> c1(pi
(t)) + · · ·+ cl(pi
(t)) + (l′ − l)cl(pi
(t)) (11)
≥ c1(pi
(t)) + · · ·+ cl(pi
(t)) + cl+1(pi
(t))+
· · ·+ cl′(pi
(t)), (12)
where (10) is by the fact that h(t)
pi(t)(l)
= h
(t)
pi(t)(l+1)
= · · · =
h
(t)
pi(t)(l′)
, (11) by the fact that h(t)
pi(t)(l)
> cl(pi
(t)), and (12) is
by the fact that ci(pi(t)) ≥ ci+1(pi(t)). By (12), the proof of
this claim is complete.
Recall that we are proving that h′(t) ∈ H by contradiction.
We have two cases:
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Case 1: if 1 ∈ {pi(t)(1), . . . , pi(t)(l′)}. We have that
h
(0)
pi(0)(1)
+ · · ·+h
(0)
pi(0)(l′)
≥ h
(0)
pi(t)(1)
+ · · ·+ h
(0)
pi(t)(l′)
≥ h
(t)
pi(t)(1)
+ · · ·+ h
(t)
pi(t)(l′)
(13)
> c1(pi
(t)) + · · ·+ cl′(pi
(t)) (14)
= min{b1(pi
(t)) + · · ·+ bl′(pi
(t)),M} (15)
= min{b1(pi
(0)) + · · ·+ bl′(pi
(0)),M} (16)
= c1(pi
(0)) + · · ·+ cl′(pi
(0)), (17)
where (13) is by the fact that CONNECT may have added 1
to the h value of a node not in {pi(t)(1), . . . , pi(t)(l)}, (14) is
by Claim 2, (15) is by the definition of vector c, (16) is by
the fact that the order of the nodes in the MBR formula does
not change the value when d+ 1 ≥ k (note that l′ ≤ k) (see
the proof of the MBR point of the MFHS scheme).
By (17), we get a contradiction to the fact that c(pi(0)) 
h(0) we have initially.
Case 2: if 1 /∈ {pi(t)(1), . . . , pi(t)(l′)}. Let v =
|{pi(t)(1), . . . , pi(t)(l′)} ∩D(1)|. We have that
h
(0)
pi(0)(1)
+ · · ·+h
(0)
pi(0)(l′)
+ h
(0)
1
≥ h
(0)
pi(t)(1)
+ · · ·+ h
(0)
pi(t)(l′)
+ h
(0)
1 (18)
≥ h
(t)
pi(t)(1)
+ · · ·+ h
(t)
pi(t)(l′)
+ (d− v) (19)
> c1(pi
(t)) + · · ·+ cl′(pi
(t)) + (d− v), (20)
where (18) is by the fact that h(0)
pi(0)(i)
≥ h
(0)
pi(0)(i+1)
, (19)
follows by the fact that all the helper nodes in {pi(t)(l′ +
1), . . . , pi(t)(n)} ∩ D(0) have been incremented by 1 so far
or otherwise helper node l would not have been picked by
CONNECT to be incremented. This means that at least (d−v)
nodes not in {pi(t)(1), . . . , pi(t)(l′)} have been incremented by
1. Now, we have two sub-cases.
Sub-case 2.1: if 1 ∈ {pi(0)(1), . . . , pi(0)(l′ + 1)}. Then, we
have that
c1(pi
(t)) + · · ·+ cl′(pi
(t))+(d− v) =
c1(pi
(0)) + · · ·+ cl′+1(pi
(0)).
(21)
The reason is the following. By the construction of pi(0) (made
possible by Claim 1) in Step 1 of CONNECT, we can see
that the order of the nodes in the node permutation excluding
node 1 does not change. Only node 1 may move to a later
coordinate. This gives us that {pi(0)(1), . . . , pi(0)(l′ + 1)} =
{pi(t)(1), . . . , pi(t)(l′), 1}. Using the fact that the order of the
nodes in the permutation does not change the MBR point, in
a similar fashion to Case 1, we got (21). Therefore, we get
by (20) that c(pi(0))  h(0), i.e., a contradiction with the fact
that h ∈ H.
Sub-case 2.2: if 1 /∈ {pi(0)(1), . . . , pi(0)(l′ + 1)}. We have
that
c1(pi
(t)) + · · ·+ cl′(pi
(t)) = c1(pi
(0)) + · · ·+ cl′(pi
(0)), (22)
by the fact that only node 1 moves in permutation pi(0) as
discussed before. Thus, by (20), we get
h
(0)
pi(0)(1)
+ · · ·+h
(0)
pi(0)(l′)
+ h
(0)
1
> c1(pi
(0)) + · · ·+ cl′(pi
(0)) + (d− v).
(23)
If h(0)
pi(0)(l′+1)
= h
(0)
1 , swap nodes 1 and pi(0)(l+ 1) in pi(0) to
get a new permutaiton pi′, and then using (23) we get
h
(0)
pi(0)(1)
+ · · ·+h
(0)
pi(0)(l′)
+ h
(0)
1
> c1(pi
(0)) + · · ·+ cl′(pi
(0)) + (d− v)
= c1(pi
′) + · · ·+ cl′+1(pi
′), (24)
where we get (24) by the fact that {pi(0)(1), . . . , pi(0)(l′)} =
{pi′(1), . . . , pi′(l′)} and the other fact that cl+1(pi′) = (d− v)
since {pi(t)(1), . . . , pi(t)(l′)} = {pi′(1), . . . , pi′(l′)}.
By Claim 1, equation (24) yields a contradiction.
Now, h(0)
pi(0)(l′+1)
< h
(0)
1 is not possible since
1 /∈ {pi(0)(1), . . . , pi(0)(l′ + 1)}. Therefore we are left
with the case that h(0)
pi(0)(l′+1)
> h
(0)
1 . In this case, we can
write
h
(0)
pi(0)(1)
+ · · ·+ h
(0)
pi(0)(l′+1)
≥ h
(0)
pi(0)(1)
+ · · ·+ h
(0)
pi(0)(l′)
+ h
(0)
1 + 1
≥ h
(0)
pi(t)(1)
+ · · ·+ h
(0)
pi(t)(l)′
+ h
(0)
1 + 1
≥ h
(t)
pi(t)(1)
+ · · ·+ h
(t)
pi(t)(l′)
+ (d− v) + 1
> c1(pi
(t)) + · · ·+ cl′(pi
(t)) + (d− v) + 1
= c1(pi
(0)) + · · ·+ cl′(pi
(0)) + (d− v) + 1 (25)
≥ c1(pi
(0)) + · · ·+ cl′(pi
(0)) + cl′+1(pi
(0))− 1 + 1
(26)
= c1(pi
(0)) + · · ·+ cl′+1(pi
(0)), (27)
where (25) is by (22), (26) is by the fact that (d − v) ≥
cl′+1(pi
(0)) − 1 since the family size is 2. By (27), we get
a contradiction again. Hence, the proof of the correctness of
CONNECT is complete.
III. EXACT REPAIR LINEAR CODE CONSTRUCTION FOR
(n, k, d, r) = (6, 3, 2, 1)
In the following, we present a linear exact repair LRRC
construction that can achieve the MBR point of the MFHS
scheme for (n, k, d, r) = (6, 3, 2, 1). By [1, Proposition 12],
we have that M = 4 packets and α = 2 packets for β = 1
packet. Recall that according to the MFHS scheme, we can
divide the storage nodes into two complete families, family 1
consisting of {1, 2, 3} and family 2 consisting of {4, 5, 6}.
Step 1: Generate a (6, 4) systematic MDS code over a finite
field F. Denote the generating matrix of this MDS code by
G =


1 0 0 0 a1 a1
0 1 0 0 a2 a2
0 0 1 0 b1 b1
0 0 0 1 b2 b2

 . (28)
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Step 2: Using the same coding vector notation as in Sec-
tion II, we store in nodes {1, 2, 3} the packets corresponding
to the coding vectors
Q1 =


1 0
0 1
0 0
0 0

 ,Q2 =


0 0
0 0
1 0
0 1

 (29)
Q3 =


a1 a1
a2 a2
b1 b1
b2 b2

 ,Q4 =


a1 0
a2 0
0 b1
0 b2

 (30)
Q5 =


a1 0
a2 0
0 b1
0 b2

 ,Q6 =


a1 + a1 0
a2 + a2 0
0 b1 + b1
0 b2 + b2

 . (31)
By the above, we have completely described the code
construction. We are left with verifying that the above code can
protect against any (n−k) = 3 simultaneous node failures, and
that the code is exactly repairable using the MFHS scheme.
To that end, observe that any two nodes of family 1, i.e., in
{1, 2, 3}, have together 4 coding vectors that are full rank. It
is not hard to see that we also have that any two nodes of
family 2 have 4 coding vectors that are full rank. Since any
set of 3 nodes must have two nodes from the same family, any
k = 3 nodes can reconstruct the file by the above arguments.
Now, let us look at the repairability of the code. Suppose
we wish to repair node 4 and node 3 is unavialable. We access
node 1 and get the packet (a1P (1)1 +a2P
(1)
2 ), where P
(i)
j is the
j-th packet in node i (the order of the packets in a node is the
same as the order of the coding vectors in the corresponding
Q matrix). The packet we got so far is the first packet of node
4. We then access node 2 and get the packet (b1P (2)1 +b2P
(2)
2 ),
which is the second packet of node 4. We have thus exactly
repaired node 4 by accessing nodes 1 and 2 of family 1 and
communicating no more than one packet from each as we need
to have β = 1.
Suppose we now wish to repair node 4 and node 1 is
unavailable. We get from node 2 the packet (b1P (2)1 +b2P
(2)
2 )
and from node 3 the packet P (3)1 . To get the first packet
of node 4, node 4 has to do the following calculation:
P
(4)
1 = P
(3)
1 −(b1P
(2)
1 +b2P
(2)
2 ). The second packet of node 4,
packet P (4)2 , is exactly the packet (b1P
(2)
1 +b2P
(2)
2 ). Therefore,
we have repaired node 4 exactly. In a similar manner as above,
we can repair node 4 when node 2 is unavailable. The repair
of nodes 5 and 6 given any node unavailability is also similar
to the repair procedure described above.
Let us suppose now that we wish to repair node 1 while
node 5 is unavailable. We access node 4 and get P (4)1 and
we access node 6 and get P (6)1 . Since these communicated
packets are linearly independent, we can reconstruct the two
packets of node 1. In a similar fashion we repair node 1 for any
other given node unavailability. Also, node 2 can be repaired
similarly. The repair of node 3 is not hard, so we leave it for
the reader.
We have therefore proved that the above code construction
can reconstruct the file from any set of k = 3 nodes and is
exactly repairable.
APPENDIX A
PROOF OF CLAIM 1
In this appendix we will prove Claim 1. We begin the proof
by showing that for i > k−1 Claim 1 is trivially true. Consider
i = k first. We have that
c1(pi) + · · ·+ ci−1(pi) = c1(pi
′) + · · ·+ ci−1(pi
′) (32)
and since i = k, we have that
c1(pi) + · · ·+ ci(pi) = c1(pi
′) + · · ·+ ci(pi
′) =M (33)
by the MBR point of the MFHS scheme. By the above facts,
we get that ci(pi) = ci(pi′) which implies that c(pi) = c(pi′).
Then, c(pi)  h implies c(pi′)  h directly.
Now, since ci(pi) is 0 for i > k for any permutation pi due
to truncation, then for i > k, we have that c(pi) = c(pi′) and
again c(pi)  h directly implies c(pi′)  h.
Therefore, we only need to consider the case when i ≤ k−1.
We divide the proof into two cases:
Case 1: hpi(1) + · · · + hpi(i) = c1(pi) + · · · + ci(pi). Since
c(pi)  h, we have that hpi(i+1) ≤ ci+1(pi). Recall that c(pi) is
the truncated version of vector b(pi). If FI(pi(i)) = FI(pi(i+
1)), we have that bi(pi) = bi+1(pi) = bi(pi′) = bi+1(pi′). Thus,
this case is trivial.
If FI(pi(i)) 6= FI(pi(i+1)), we have that bi(pi′) ≥ bi+1(pi)
(by the definition of function zi). Now, if bi(pi′) = ci(pi′),
then we have that bi(pi′) = ci(pi′) ≥ ci+1(pi). If on the other
hand, bi(pi′) > ci(pi′), since
∑i−1
m=1 bm(pi) =
∑i−1
m=1 bm(pi
′),
then ci(pi′) ≥ ci(pi) ≥ ci+1(pi) where the first inequality
follows by the fact that ci(pi) > ci(pi′) is not possible since
that gives
∑n
m=1 cm > M yielding a contradiction, and
the second inequality follows by Lemma 2. By the above
arguments, we get that ci(pi′) ≥ ci+1(pi). Thus, we get that
hpi(i+1) ≤ ci+1(pi) ≤ ci(pi
′). Therefore,
hpi(1) + · · ·+ hpi(i) = hpi′(1) + · · ·+ hpi′(i)
≤ c1(pi
′) + · · ·+ ci(pi
′).
Now, we have that pi′(i + 1) = pi(i). Originally, we had
hpi(1) + · · ·+ hpi(i+1) ≤ c1(pi) + · · ·+ ci+1(pi).
Since
b1(pi) + · · ·+ bi+1(pi) = b1(pi
′) + · · ·+ bi+1(pi
′),
as we saw in the proof of the MBR point in [2, Proposition 7]
when d+ 1 ≥ k, we get
min{b1(pi) + · · ·+bi+1(pi),M} =
min{b1(pi
′) + · · ·+ bi+1(pi
′),M}.
This implies that
c1(pi) + · · ·+ ci+1(pi) = c1(pi
′) + · · ·+ ci+1(pi
′).
Therefore,
hpi(1) + · · ·+ hpi(i+1) ≤ c1(pi
′) + · · ·+ ci+1(pi
′).
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Hence, c(pi′)  h for Case 1.
Case 2: hpi(1) + · · · + hpi(i) < c1(pi) + · · · + ci(pi). We
have bi(pi′) ≥ bi+1(pi′) ≥ bi(pi)− 1, where the first inequality
follows by Lemma 2 and the second inequality by the fact
that FI(pi(i)) 6= FI(pi(i + 1)). We now want to show that
this implies that ci(pi′) ≥ ci(pi)− 1.
• If bi−1(pi) > ci−1(pi), then ci(pi) = 0 and we thus
trivially have ci(pi′) ≥ ci(pi)− 1.
• If bi(pi) > ci(pi), then bi(pi′) ≥ bi(pi) − 1 ≥ ci(pi).
Since
∑i−1
m=1 bm(pi) =
∑i−1
m=1 bm(pi
′), ci(pi
′) = ci(pi) ≥
ci(pi) − 1.
• If bi+1(pi) > ci+1(pi), then we have bi(pi) = ci(pi).
– If bi(pi′) = bi(pi) + 1, then ci(pi) ≤ ci(pi′).
– If bi(pi′) = bi(pi), then ci(pi′) = ci(pi).
– If bi(pi′) = bi(pi) − 1, then ci(pi′) = ci(pi)− 1.
Therefore, we indeed have that ci(pi′) ≥ ci(pi)− 1.
By this fact, we have that
hpi(1) + · · ·+ hpi(i) = hpi′(1) + · · ·+ hpi′(i) (34)
≤ c1(pi
′) + · · ·+ ci(pi
′). (35)
Now, by the same argument as in Case 1, we get that
hpi(1) + · · ·+ hpi(i+1) ≤ c1(pi) + · · ·+ ci+1(pi). (36)
Therefore, we get that c(pi′)  h for Case 2 too. Hence, the
proof of this claim is complete.
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