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OPTIMAL DOMAIN SPACES IN ORLICZ-SOBOLEV EMBEDDINGS
ANDREA CIANCHI AND VI´T MUSIL
Abstract. We deal with Orlicz-Sobolev embeddings in open subsets of Rn. A necessary and sufficient
condition is established for the existence of an optimal, i.e. largest possible, Orlicz-Sobolev space con-
tinuously embedded into a given Orlicz space. Moreover, the optimal Orlicz-Sobolev space is exhibited
whenever it exists. Parallel questions are addressed for Orlicz-Sobolev embeddings into Orlicz spaces
with respect to a Frostman measure, and, in particular, for trace embeddings on the boundary.
1. Introduction
The present paper deals with Orlicz-Sobolev embeddings, namely embeddings of Sobolev type, in-
volving norms in Orlicz spaces. The family of Orlicz spaces includes that of the usual Lebesgue spaces,
and provides a flexible, well suited framework for a unified description of Sobolev embeddings. Orlicz-
Sobolev spaces are an appropriate functional setting for the analysis of nonlinear partial differential
equations and variational problems governed by nonlinearities of non-necessarily polynomial type.
The study of these problems has received an increasing attention over the years – see e.g. [1, 4, 5, 8–
11, 23, 26, 28, 29, 35, 37, 39] – and is motivated, among other reasons, by applications to mathematical
models for physical phenomena, such as nonlinear elasticity and non-Newtonian fluid-mechanics.
A basic version of the Orlicz-Sobolev embeddings to be considered here amounts to
(1.1) Wm,A0 (Ω)→ LB(Ω) ,
where Ω is an open subset of Euclidean space Rn, n ≥ 2, having Lebesgue measure |Ω|, A and B
are Young functions, LB(Ω) is the Orlicz space on Ω built upon B, and Wm,A0 (Ω) is the m-th order
Orlicz-Sobolev space built upon A. The subscript 0 denotes that functions vanishing (in a suitable
sense) on the boundary ∂Ω, together with their derivatives up to the order m − 1, are taken into
account. The arrow “ → ” stands for continuous inclusion. Precise definitions on these topics are
recalled in Section 2.
We are concerned with the optimal form of the relevant embeddings. Given A, we say that LB(Ω)
is the optimal Orlicz target space in (1.1) if it is the smallest Orlicz space on Ω that renders (1.1) true.
The expression “smallest” means that if (1.1) holds with LB(Ω) replaced with another Orlicz space
LB̂(Ω), then LB(Ω) → LB̂(Ω). Analogously, given B, the space Wm,A0 (Ω) is said to be the optimal
Orlicz-Sobolev domain in (1.1) if it is the largest Orlicz-Sobolev space on Ω for which (1.1) holds.
Namely, if, whenever (1.1) holds with Wm,A0 (Ω) replaced by another Orlicz-Sobolev space W
m,Â
0 (Ω),
then Wm,Â0 (Ω)→Wm,A0 (Ω).
The question of best possible Orlicz target spaces in Sobolev type embeddings has attracted the
attention of various authors over the years. In particular, embeddings for the critical Sobolev space
W
m, n
m
0 (Ω), and for special Orlicz-Sobolev spaces “close” to it, have been investigated in several con-
tributions, including [22, 24, 30, 32, 33, 36, 38, 40]. Results for arbitrary Orlicz-Sobolev spaces, which
however need not provide the optimal Orlicz target, can be found in [2, 21].
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The optimal Orlicz target problem has been solved in general in [12] for m = 1 (see also [13] for
an alternate formulation of the solution), and in [14] for arbitrary m ∈ N. As shown in these papers,
given any Orlicz-Sobolev space Wm,A0 (Ω), there always exists an optimal target Orlicz space L
B(Ω)
in (1.1), and the function B admits an explicit expression in terms of A, n and m. Thus, the class of
Orlicz spaces is closed under the operation of associating an optimal target in Sobolev embeddings. By
contrast, this property is not enjoyed by the smaller family of Lebesgue spaces, namely in the context
of classical Sobolev embeddings. Actually, if A(t) = tp for some p ≥ 1, so that Wm,A0 (Ω) agrees with
the usual Sobolev space Wm,p0 (Ω), and |Ω| <∞, one has that
(1.2) Wm,p0 (Ω)→

L
mp
n−mp (Ω) if 1 ≤ m < n and 1 ≤ p < nm ,
expL
n
n−m (Ω) if 1 ≤ m < n and p = nm ,
L∞(Ω) if either 1 ≤ m < n and p > nm , or m ≥ n,
all targets being optimal in the class of Orlicz spaces. Here, expL
n
n−m (Ω) denotes the Orlicz space
associated with the Young function et
n
n−m − 1. The first and the third embedding in (1.2) are nothing
but the classical Sobolev embedding. The second one was independently obtained by Yudovich [40],
Pokhozhaev [32], Strichartz [33], and, for m = 1, by Trudinger [38]. Note that, in the first and third
embedding, the target is a Lebesgue space, and it is hence optimal also in this subclass, but no optimal
Lebesgue target space exists in the second embedding.
The situation is different, and subtler in a sense, when the optimal Orlicz-Sobolev domain space
Wm,A0 (Ω) in (1.1), for a given Young function B, is in question. Actually, the existence of such an
optimal domain is not guaranteed for every B. Testing the problem on the spaces appearing in (1.2)
may help have an idea of the possibilities that may occur. Assume that
LB(Ω) = Lq(Ω)
for some q ∈ [1,∞]. It is well known that, if m ≥ n, thenWm,10 (Ω)→ L∞(Ω), and hence, in particular,
(1.3) Wm,10 (Ω)→ Lq(Ω),
for every q ∈ [1,∞]. Embedding (1.3) continues to hold even if 1 ≤ m < n, provided that q ≤ nn−m .
On the other hand, if 1 ≤ m < n and nn−m < q <∞, then
(1.4) W
m, nq
n+mq
0 (Ω)→ Lq(Ω).
Both domain spaces in (1.3) and (1.4) are optimal among all Orlicz-Sobolev spaces [31, Example 5.2].
Instead, if 1 ≤ m < n,
(1.5) “no optimal Orlicz-Sobolev space”→ expL nn−m (Ω)
and
(1.6) “no optimal Orlicz-Sobolev space”→ L∞(Ω),
see [27, Theorem 4.3] and [16, Theorem 6.4 (ii)], respectively, for the case when m = 1, and [31,
Example 5.1 (b)] for arbitrary m ∈ N. Equation (1.5) means that any Orlicz-Sobolev space that
is continuously embedded into the Orlicz space expL
n
n−m (Ω) can be replaced with a strictly larger
Orlicz-Sobolev space which is still continuously embedded into expL
n
n−m (Ω). Equation (1.6), as well
as similar statements about non-existence of optimal Orlicz-Sobolev domain spaces in what follows,
has to be interpreted in an analogous sense. In particular, interestingly enough, the space W
m, n
m
0 (Ω),
appearing on the left-hand side of (1.2) when p = nm , turns out not to be optimal for Orlicz-Sobolev
embeddings into expL
n
n−m (Ω).
As far as we know, these are the only instances for which the answer to the optimal Orlicz-Sobolev
domain problem is available in the literature. The recent contribution [31] provides a solution to an
analogous problem for Orlicz-Sobolev embeddings of weak type, namely into Marcinkiewicz spaces.
Our aim here is to fill in this gap, and to address this question in full generality. We establish
a necessary and sufficient condition on the Young function B for an optimal Orlicz-Sobolev domain
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Wm,A0 (Ω) to exist in (1.1). Moreover, we exhibit the optimal Young function A when such an optimal
domain does exist. This is the content of Theorem 3.2.
In fact, as mentioned above, our analysis is not confined to (1.1), but also includes other related
embedding problems. A natural variant amounts to
(1.7) Wm,A(Ω)→ LB(Ω),
whereWm,A(Ω) is an Orlicz-Sobolev space of functions that are not subject to any boundary condition.
Under suitable regularity assumptions on Ω, which are indispensable even in the classical Sobolev
embedding, we show that the conclusions are exactly the same as for (1.1) – see Theorem 3.4.
Embeddings of the form (1.7), with Ω = Rn, namely
(1.8) Wm,A(Rn)→ LB(Rn),
are the subject of Theorem 3.9. The point here is that, unlike the case of sets Ω of finite measure, the
behavior of the Young functions A and B near 0 plays a role as well.
Finally, in Theorem 3.10 the more general issue is faced of optimal Orlicz-Sobolev domains for
embeddings into Orlicz spaces with respect to a Frostman measure µ on Ω. These read
(1.9) Wm,A(Ω)→ LB(Ω, µ),
where Ω is a bounded Lipschitz domain, Ω denotes the closure of Ω, and µ is a Borel measure on Ω
such that
(1.10) µ
(
Br(x) ∩Ω
) ≤ Crγ for every x ∈ Rn and r > 0,
for some constants C > 0 and γ ∈ [n − m,n]. Here, Br(x) denotes the ball centered at x, with
radius r. The restriction γ ≥ n−m is imposed to guarantee that a trace operator on Ω, endowed with
the measure µ, be well defined on the space Wm,A(Ω), whatever the Young function A is.
Of course, measures µ supported in Ω, and hence embeddings into Orlicz spaces LB(Ω, µ), are
included as special cases. On the other hand, measures µ supported in ∂Ω correspond to trace
inequalities in a classical sense. In particular, on denoting by Hγ the γ-dimensional Hausdorff measure,
the choice µ = Hn−1|∂Ω turns (1.9) into the boundary trace embedding
(1.11) Wm,A(Ω)→ LB(∂Ω)
enucleated in Corollary 3.13. Another customary specialization of µ amounts to the case when µ =
Hd|Ω∩Nd , where d ∈ N, and Nd denotes a d-dimensional compact submanifold of Rn. Embedding (1.9)
takes the form
(1.12) Wm,A(Ω)→ LB(Ω ∩ Nd)
in this case, with d ∈ [n − m,n], see Corollary 3.14. Clearly, Ω ∩ Nd can, in particular, equal the
intersection of Ω with a d-dimensional affine subspace of Rn.
The results mentioned above are stated in Section 3, that also contains applications to special
instances of Orlicz spaces. The necessary background material is collected in Section 2. Section 4 is
devoted to certain properties and relations among the Boyd indices of the Young functions that play
a role in our analysis. Proofs of the main results are presented in the final Section 5.
2. Background
2.1. Young functions. We call A : [0,∞)→ [0,∞] a Young function if it is convex, left-continuous,
and A(0) = 0. Any function of this kind satisfies, in particular,
(2.1) kA(t) ≤ A(kt) if k ≥ 1 and t ≥ 0.
The Young conjugate A˜ of A is given by
A˜(t) = sup{st−A(s) : s ≥ 0} for t ≥ 0.
The function A˜ is a Young function as well, and its Young conjugate is again A. One has that
(2.2) t ≤ A−1(t) A˜−1(t) ≤ 2t for t ≥ 0,
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where A−1 denotes the generalized right-continuous inverse of A. The function B, defined as B(t) =
cA(bt), where b, c are positive constants, is also a Young function and
(2.3) B˜(t) = cA˜
(
t
bc
)
for t ≥ 0.
A Young function A is said to satisfy the ∆2-condition near infinity [resp. near zero] [resp. globally] if
it is finite-valued and there exist constants c > 0 and t0 > 0 such that
A(2t) ≤ cA(t) for t ≥ t0 [0 ≤ t ≤ t0] [t ≥ 0].
A Young function A is said to dominate another Young function B near infinity [near zero] [globally]
if there exist constants c > 0 and t0 > 0 such that
B(t) ≤ A(ct) for t ≥ t0 [0 ≤ t ≤ t0] [t ≥ 0].
The functions A and B are called equivalent near infinity [near zero] [globally] if they dominate each
other near infinity [near zero] [globally].
More generally, the terminology “near infinity”, “near zero”, “globally” will be adopted to indicate
that some property of a function of t holds for t ≥ t0, for 0 ≤ t ≤ t0 or for t ≥ 0, respectively.
2.2. Boyd indices. Given a Young function A, we define the function h∞A : (0,∞)→ [0,∞) as
h∞A (t) = sup
s>0
A−1(st)
A−1(s)
for t > 0.
The global lower and upper Boyd indices of A are then defined as
(2.4) i∞A = sup
1<t<∞
log t
log h∞A (t)
and I∞A = inf
0<t<1
log t
log h∞A (t)
,
respectively. One has that
(2.5) 1 ≤ i∞A ≤ I∞A ≤ ∞.
It can also be shown that
(2.6) i∞A = limt→∞
log t
log h∞A (t)
and I∞A = lim
t→0+
log t
log h∞A (t)
.
The Boyd indices of A admit an alternate expression, that does not call into play A−1, provided
that A is finite-valued. Define ĥ∞A : (0,∞)→ [0,∞) as
ĥ∞A (t) = sup
s>0
A(st)
A(s)
for t > 0.
Then,
(2.7) i∞A = sup
0<t<1
log ĥ∞A (t)
log t
and I∞A = inf
1<t<∞
log ĥ∞A (t)
log t
.
Furthermore, the supremum and infimum in (2.7) can be replaced with the limits as t → 0+ and
t→∞, respectively.
The local lower and upper Boyd indices iA and IA of A are defined as in (2.4), with h
∞
A replaced by
the function hA : (0,∞)→ [0,∞] given by
hA(t) = lim sup
s→∞
A−1(st)
A−1(s)
for t > 0.
Properties parallel to (2.5) and (2.6) hold, with i∞A and I
∞
A replaced by iA and IA. Moreover, on
defining ĥA : (0,∞)→ [0,∞) as
ĥA(t) = lim sup
s→∞
A(st)
A(s)
for t > 0,
a version of equation (2.7) holds for iA and IA, with proper replacements, namely
(2.8) iA = sup
0<t<1
log ĥA(t)
log t
and IA = inf
1<t<∞
log ĥA(t)
log t
.
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Observe that if the function A−1(t) t−σ is equivalent globally [near infinity], up to multiplicative
positive constants, to a non-decreasing function, for some σ ∈ (0, 1), then I∞A ≤ 1/σ [IA ≤ 1/σ].
Similarly, if the function A−1(t) t−σ is equivalent globally [near infinity] to a non-increasing function,
then i∞A ≥ 1/σ [iA ≥ 1/σ].
In the special case when A(t) = tp for some p ≥ 1, one has that i∞A = I∞A = p; furthermore, if A(t) =∞
for large t, then iA = IA =∞.
We refer the reader to [7] for more details on the material of this subsection.
2.3. Orlicz spaces. Let R be a sigma-finite, non-atomic, measure space endowed with a measure ν.
Denote by M(R) the space of real-valued ν-measurable functions in R, and by M+(R) the set of
nonnegative functions in M(R). Given a Young function A, the Orlicz space LA(R) is the collection
of all functions f ∈ M(R) such that ∫
R
A
( |f(x)|
λ
)
dν(x) <∞
for some λ > 0. The Orlicz space LA(R) is a Banach space endowed with the Luxemburg norm defined
as
‖f‖LA(R) = inf
{
λ > 0 :
∫
R
A
( |f(x)|
λ
)
dν(x) ≤ 1
}
for f ∈ M(R). The choice A(t) = tp, with 1 ≤ p <∞, yields LA(R) = Lp(R), the customary Lebesgue
space. When A(t) = 0 for t ∈ [0, 1] and A(t) =∞ for t ∈ (1,∞), one has that LA(R) = L∞(R).
Let E be a non-negligible measurable subset of R, and let χE denote its characteristic function.
Then
(2.9) ‖χE‖LA(R) =
1
A−1
(
1
|E|
) .
The fundamental function ϕA of L
A(R) is defined as
ϕA(s) =
1
A−1
(
1
s
) for 0 < s < ν(R),
and ϕA(0) = 0. Owing to (2.9),
ϕA(s) = ‖χE‖LA(R)
for every set E ⊂ R such that ν(E) = s. A Ho¨lder type inequality in Orlicz spaces asserts that
(2.10) ‖g‖
LA˜(R) ≤ sup
f∈LA(R)
∫
R f(x)g(x) dν(x)
‖f‖LA(R)
≤ 2‖g‖
LA˜(R)
for every g ∈ LA˜(R).
The inclusion relations between Orlicz spaces can be characterized in terms of the notion of dom-
ination between Young functions. Assume that ν(R) < ∞ [ν(R) = ∞], and let A and B be Young
functions. Then
(2.11) LA(R)→ LB(R) if and only if A dominates B near infinity [globally].
The alternate notation A(L)(R) for the Orlicz space LA(R) will be adopted when convenient. In
particular, if ν(R) <∞, and A(t) is equivalent to tp(log(1+ t))α near infinity, where either p > 1 and
α ∈ R, or p = 1 and α ≥ 0, then the Orlicz space LA(R) is the so-called Zygmund space denoted by
Lp(logL)α(R). Orlicz spaces of exponential type are denoted by expLβ(R), and are built upon the
Young function A(t) = et
β − 1, with β > 0.
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2.4. Marcinkiewicz spaces. We denote byMA(R) the weak Orlicz space associated with A, namely
the Marcinkiewicz type space endowed with the norm obeying
‖f‖MA(R) = sup
0<s<ν(R)
f∗∗(s)
A−1(1s )
for f ∈ M(R). Here, f∗∗ : (0,∞)→ [0,∞] is the function defined as
f∗∗(s) =
1
s
∫ s
0
f∗(r) dr for s > 0,
where f∗ : [0,∞)→ [0,∞] denotes the decreasing rearrangement of f given by
f∗(s) = inf
{
t > 0 :
∣∣{x ∈ R : |f(x)| > t}∣∣ ≤ s} for s ≥ 0.
Since f∗(s) ≤ f∗∗(s) for s > 0,
(2.12) sup
0<s<ν(R)
f∗(s)
A−1(1s )
≤ ‖f‖MA(R)
for every f ∈ R. The associate space to MA(R) is denoted by (MA)′(R), and endowed with the norm
given by
(2.13) ‖f‖(MA)′(R) = sup
g∈MA(R)
∫
R f(x)g(x) dν(x)
‖g‖MA(R)
for f ∈ M(R).
The Orlicz space built upon a Young function A is embedded into the corresponding Marcinkiewicz
space, namely
LA(R)→MA(R)
for every Young function A. Moreover,
(2.14) ‖χE‖MA(R) ≃ ϕA(|E|)
for every measurable set E ⊂ R. Here, and in what follows, the relation ≃ between two expressions
means that they are bounded by each other, up to multiplicative positive constants independent of
the involved relevant variables.
2.5. Orlicz-Sobolev spaces. Let n ∈ N, n ≥ 2, and let Ω be an open subset of Rn. Given m ∈ N
and a Young function A, the m-th order Orlicz-Sobolev space built upon A is defined by
Wm,A(Ω) =
{
u ∈ M(Ω) : u is m-times weakly differentiable in Ω, and
|∇ku| ∈ LA(Ω), k = 0, 1, . . . ,m
}
.
Here, ∇ku denotes the vector of all k-th order weak derivatives of u and ∇0u = u. One has that
Wm,A(Ω) is a Banach space equipped with the norm defined as
‖u‖Wm,A(Ω) =
m∑
k=0
‖∇ku‖LA(Ω)
for u ∈Wm,A(Ω). By Wm,A0 (Ω) we denote the subspace of Wm,A(Ω) of those functions u in Ω whose
continuation by 0 outside Ω belongs toWm,A(Rn). The notationsWmLA(Ω) andWmA(L)(Ω) will also
be occasionally adopted instead of Wm,A(Ω); analogous alternate notations will be used for Wm,A0 (Ω).
If |Ω| <∞, an iterated use of a Poincare´ type inequality in Orlicz spaces [37, Lemma 3] ensures that
the functional
‖∇mu‖LA(Ω)
defines a norm on Wm,A0 (Ω) equivalent to ‖u‖Wm,A(Ω).
As in the case of Orlicz spaces, inclusion relations between Orlicz-Sobolev spaces can be described
in terms of domination between the defining Young functions A and B. If |Ω| <∞, then
(2.15)
Wm,A(Ω)→ Wm,B(Ω) [Wm,A0 (Ω)→Wm,B0 (Ω)] if and only if A dominates B near infinity.
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On the other hand,
(2.16) Wm,A(Rn)→ Wm,B(Rn) if and only if A dominates B globally.
A proof of assertions (2.15) and (2.16) seems not to be available in the literature. We sketch a proof
in Proposition 5.5, Section 5.
Sobolev and trace embeddings for functions with unrestricted boundary values require some regu-
larity on the ground domain. The class of John domains is known to be essentially the largest where
Sobolev type embeddings hold in their strongest form. A bounded open set Ω ⊂ Rn is called a John
domain if there exist a constant c ∈ (0, 1) and a point x0 ∈ Ω such that for every x ∈ Ω there exists a
rectifiable curve ̟ : [0, l]→ Ω, with l > 0, parametrized by arclength, such that ̟(0) = x, ̟(l) = x0,
and
dist
(
̟(r), ∂Ω
) ≥ cr for r ∈ [0, l].
The class of John domains includes classical families of open sets, such as that of bounded Lipschitz
domains, and that of domains with the cone property. Recall that a bounded open set Ω is said to
have the cone property if there exists a finite circular cone Λ such that each point in Ω is the vertex
of a finite cone contained in Ω and congruent to Λ.
2.6. Reduction principles. A key ingredient in our approach is the use of so-called reduction prin-
ciples for Sobolev type embeddings. They assert that a wide class of Sobolev and trace inequalities,
including those considered in this paper, are in fact equivalent to considerably simpler one-dimensional
inequalities for suitable Hardy type operators. The relevant operators are defined as
(2.17) Hα,βf(s) =
∫ 1
sβ
f(r) rα−1 dr for s > 0
for any function f ∈ M(0, 1) making the integral in (2.17) converge. The exponents α and β satisfy
the constraints 0 < α < 1, 0 < β < ∞ and α + 1/β ≥ 1, and depend on the Sobolev inequality in
question.
Given any open set Ω ⊂ Rn with |Ω| <∞, embedding (1.1) is equivalent to the inequality
(2.18) ‖u‖LB(Ω) ≤ C1‖∇mu‖LA(Ω)
for some constant C1 and for every u ∈ Wm,A0 (Ω). The pertinent reduction principle asserts that
inequality (2.18) holds if and only if
(2.19) ‖Hm
n
,1f‖LB(0,1) ≤ C2‖f‖LA(0,1)
for some constant C2, and for every nonnegative f ∈ LA(0, 1). See [12, Proof of Theorem 1] for m = 1,
and [25, Theorem A] and [19, Theorem 6.1] for arbitrary m. Moreover, the constants C1 and C2
depend on each other, and on n, m and |Ω|.
Embedding (1.7) in a John domain Ω amounts to the inequality
(2.20) ‖u‖LB(Ω) ≤ C1‖u‖Wm,A(Ω)
for every u ∈ Wm,A(Ω). Inequality (2.20) is again equivalent to (2.19) ([12, Proof of Theorem 2]
for m = 1, and [19, Theorem 6.1] for any m). However, in this case the mutual dependence of the
constants C1 and C2 involves full information on Ω, and not just on |Ω|.
A characterization of embeddings on the whole Rn requires a combination of the Hardy inequality
(2.19), which only depends on the behavior of the functions A and B near infinity, with a condition
on their decay near zero. Specifically, the inequality
(2.21) ‖u‖LB(Rn) ≤ C‖u‖Wm,A(Rn)
holds for some constant C, and for every u ∈Wm,A(Rn) if and only if inequality (2.19) holds, and
(2.22) A dominates B near zero,
see [3].
The reduction principle for embedding (1.9) into Orlicz spaces, with respect to Frostman measures,
applies to bounded Lipschitz domains Ω in Rn. It provides us with a sufficient condition for the
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validity of (1.9) in terms of an appropriate Hardy type inequality, and it is also necessary if the decay
in (1.10) is sharp, in the sense that there exist x0 ∈ Ω and positive constants c and R > 0 such that
(2.23) µ(Br(x0)) ∩ Ω) ≥ crγ if 0 < r < R.
The relevant principle asserts that, if (1.10) and (2.23) are in force for some γ ∈ [n−m,n], then the
inequality
(2.24) ‖u‖LB(Ω,µ) ≤ C1‖u‖Wm,A(Ω)
holds for some constant C1 and for every u ∈Wm,A(Ω) if and only if
(2.25) ‖Hm
n
,n
γ
f‖LB(0,1) ≤ C2‖f‖LA(0,1)
for some constant C2, and for every nonnegative f ∈ LA(0, 1). The constants C1 and C2 depend on
each other, and on n, m, γ, Ω and on the constants appearing in (1.10) and (2.23). The equivalence
of inequalities (2.24) and (2.25) is established in [18]. Let us mention that the special case when µ is
the (n − 1)-dimensional Hausdorff measure on ∂Ω is treated in [15]. The case when γ ∈ N, and µ is
the γ-dimensional Hausdorff measure restricted to a γ-dimensional affine subspace of Rn is dealt with
in [17].
3. Main results
Let us begin by considering embedding (1.1). As a preliminary observation, note that, when
(3.1) m ≥ n,
the optimal Orlicz-Sobolev domain Wm,A0 (Ω) in (1.1) corresponds to the choice
A(t) = t for t ≥ 0,
namely
Wm,A0 (Ω) =W
m,1
0 (Ω).
Indeed, under assumption (3.1), one classically has
Wm,10 (Ω)→ L∞(Ω),
whence the optimality of Wm,10 (Ω) follows, since
(3.2) Wm,A0 (Ω)→Wm,10 (Ω)→ L∞(Ω)→ LB(Ω)
for any Young functions A and B.
We may thus restrict our attention to the case when
1 ≤ m < n.
In this circumstance, the existence of an optimal Orlicz-Sobolev space Wm,A(Ω) in (1.1) is not guar-
anteed anymore. Our first main result asserts that the existence of such an optimal space depends on
the local upper Boyd index of the Young function Bn given by
(3.3) Bn(t) =
∫ t
0
G−1n (s)
s
ds for t ≥ 0,
where Gn : [0,∞)→ [0,∞) is defined as
Gn(t) = t inf
1≤s≤t
B−1(s) s
m
n
−1 for t ≥ 1.
and Gn(t) = tB
−1(1) for t ∈ [0, 1). Moreover, whenever it exists, the function A in the optimal domain
space in (1.1) equals Bn.
Remark 3.1. Observe that the function Gn is increasing, as shown via the alternate formula
Gn(t) = t
m
n inf
1≤s<∞
B−1(s)max
{
1, ts
}1−m
n for t ≥ 1,
and hence its inverse G−1n is well-defined.
Also, the function Bn is actually a Young function. Indeed, since Gn is increasing, G
−1
n is increasing
OPTIMAL DOMAIN SPACES IN ORLICZ-SOBOLEV EMBEDDINGS 9
as well. Thus, since the function Gn(t)/t is non-increasing, the function G
−1
n (t)/t is non-decreasing.
These facts also ensure that Bn is equivalent to G
−1
n globally.
Theorem 3.2 [Optimal Orlicz-Sobolev domain under vanishing boundary conditions]. Let
n ≥ 2 and 1 ≤ m < n, and let B be a Young function. Let Bn be the Young function defined by (3.3).
Assume that Ω is an open set in Rn with |Ω| <∞. If
(3.4) IBn <
n
m
,
then
(3.5) Wm,Bn0 (Ω)→ LB(Ω),
and Wm,Bn0 (Ω) is the optimal Orlicz-Sobolev domain space in (3.5).
Conversely, if (3.4) fails, then no optimal Orlicz-Sobolev domain space exists in (1.1), in the sense
that any Orlicz-Sobolev space Wm,A0 (Ω) for which embedding (1.1) holds can be replaced with a strictly
larger Orlicz-Sobolev space for which (1.1) is still true.
In particular, if iB >
n
n−m , then condition (3.4) is equivalent to IB <∞, and
(3.6) B−1n (t) ≃ B−1(t) t
m
n near infinity.
Under a mild additional assumption on the decay of B near 0, which reads
(3.7) inf
0<t<1
B(t)
t
n
n−m
> 0 ,
embedding (3.5) is equivalent to a Sobolev inequality in integral form. Inequalities in this form are
usually better suited for applications to the theory of partial differential equations. The relevant
integral inequality requires a slight variant in the definition near 0 of the Young function in the
optimal Orlicz-Sobolev domain. This function will be denoted by B∞n , and is defined as
(3.8) B∞n (t) =
∫ t
0
G∞n
−1(s)
s
ds for t ≥ 0,
where
G∞n (t) = t inf
0<s≤t
B−1(s) s
m
n
−1 for t ≥ 0.
Note that condition (3.4) on the local upper Boyd index of Bn has now to be replaced with a parallel
condition on the global upper Boyd index of B∞n .
Corollary 3.3. Let n, m and Ω be as in Theorem 3.2. Let B be a Young function satisfying (3.7),
and let B∞n be the Young function defined by (3.8). If
(3.9) I∞B∞n <
n
m
,
then there exists a constant C such that
(3.10)
∫
Ω
B
(
|u(x)|
C
(∫
ΩB
∞
n (|∇mu|) dy
)m/n
)
dx ≤
∫
Ω
B∞n (|∇mu|) dx
for every u ∈Wm,B∞n0 (Ω).
In particular, if i∞B >
n
n−m , then condition (3.9) is equivalent to I
∞
B <∞, and
B∞n
−1(t) ≃ B−1(t) tmn for t ≥ 0.
Companion results to Theorem 3.2 and Corollary 3.3 hold for embedding (1.7) between spaces of
functions with unrestricted boundary values, provided that Ω is a John domain. Like for embedding
(1.1), the only non-trivial case is when 1 ≤ m < n. Indeed, if m ≥ n, the same chain as in (3.2) holds
with Wm,A0 (Ω) and W
m,1
0 (Ω) replaced by W
m,A(Ω) and Wm,1(Ω), respectively, and hence Wm,1(Ω) is
the optimal Orlicz-Sobolev domain space in (1.7).
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Theorem 3.4 [Optimal Orlicz-Sobolev domain without boundary conditions]. Let n ≥ 2
and 1 ≤ m < n, and let B be a Young function. Assume that Ω is a John domain in Rn. Let Bn be
the Young function defined by (3.3). If (3.4) holds, then
(3.11) Wm,Bn(Ω)→ LB(Ω),
and Wm,Bn(Ω) is the optimal Orlicz-Sobolev domain space in (3.11).
Conversely, if (3.4) fails, then no optimal Orlicz-Sobolev domain space exists in (1.7), in the sense
that any Orlicz-Sobolev space Wm,A(Ω) for which embedding (1.7) holds can be replaced with a strictly
larger Orlicz-Sobolev space for which (1.7) is still true.
In particular, if iB >
n
n−m , then condition (3.4) is equivalent to IB <∞, and
B−1n (t) ≃ B−1(t) t
m
n near infinity.
Remark 3.5. An integral inequality analogous to (3.10), corresponding to embedding (3.11), holds
under assumption (3.7), and with Bn replaced by B
∞
n .
Example 3.6. Consider the case when LB(Ω) is a Zygmund space of the form Lq(logL)α(Ω), where
either q ∈ (1,∞) and α ∈ R, or q = 1 and α ≥ 0. Assume that 1 ≤ m < n, the only nontrivial case in
view of the discussion above. Computations show that
Bn(t) is equivalent to

t
nq
n+mq (log t)
nα
n+mq if q > nn−m , α ∈ R,
t (log t)α(1−
m
n
) if q = nn−m , α > 0,
t otherwise,
near infinity. Moreover,
IBn =
{
nq
n+mq if q >
n
n−m , α ∈ R,
1 otherwise,
whence IBn < n/m. Therefore, by Theorem 3.2,
(3.12)
if q > nn−m , α ∈ R, Wm0 L
nq
n+mq (logL)
nα
n+mq (Ω)
if q = nn−m , α > 0, W
m
0 L(logL)
α(1−m
n
)(Ω)
otherwise, Wm,10 (Ω)
→ Lq(logL)α(Ω)
for any open set Ω with |Ω| <∞, and the domain spaces are optimal among all Orlicz-Sobolev spaces.
By Theorem 3.4, the same embeddings continue to hold, with optimal domain spaces, for any John
domain Ω, provided that Wm0 is replaced by W
m.
Let us point out that, by [14] (see also [12] for m = 1), the space Lq(logL)α(Ω) is in turn the optimal
Orlicz target space in (3.12). Thus, the domain and target spaces are mutually optimal in (3.12).
Example 3.7. We deal here with the target space Lq exp
√
logL(Ω), with q ∈ [1,∞), namely the Or-
licz space built upon a Young function B(t) = tqe
√
log t near infinity. Assume as above that 1 ≤ m < n.
If q < nn−m , then B(t) t
n
m−n = tq+
n
m−n e
√
log t near infinity, a decreasing function. Thus, B−1(s) s
m
n
−1
is increasing near infinity, and Bn(t) is equivalent to t near infinity.
Suppose next that q ≥ nn−m . Then the function B(t) t
n
m−n is increasing near infinity, so that
B−1(s) s
m
n
−1 is decreasing, and
B−1n (t) ≃ B−1(t) t
m
n
near infinity. One can verify that
B−1(s) ≃ s 1q e−q−
3
2
√
log s
near infinity. Hence,
Bn(t) is equivalent to t
nq
n+mq e
(
n
n+mq
) 3
2√log t
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near infinity. In particular, IBn =
nq
n+mq <
n
m . Altogether, by Theorem 3.2, one has that
if q ≥ nn−m , Wm0 L
nq
n+mq exp
((
n
n+mq
) 3
2
√
logL
)
(Ω)
otherwise, Wm,10 (Ω)
→ Lq exp√logL(Ω)
for any open set Ω with |Ω| <∞, and the domain spaces are optimal among all Orlicz-Sobolev spaces.
A parallel result holds in any John domain Ω, with Wm0 replaced by W
m, owing to Theorem 3.4.
Example 3.8. If the Young function B grows so fast near infinity that iB =∞, then it immediately
follows from Theorems 3.2 and 3.4 that no optimal Orlicz-Sobolev domain space exists in embeddings
(1.1) and (1.7). This is the case, for instance, when LB(Ω) agrees with one of the following spaces:
exp
(
(logL)α
)
(Ω) exp
(
Lq(logL)β
)
(Ω),
or
expLβ(Ω), exp
(
expLβ
)
(Ω), . . . , exp
(· · · (expLβ))(Ω),
or
L∞(Ω) ,
where α > 1, β > 0 and q ∈ [1,∞).
The next result is a counterpart of Theorem 3.4 in the case when Ω = Rn. The decay near zero of
the involved Young functions is also relevant now. A Young function B obeying
(3.13) B(t) =
{
t near infinity,
B(t) near zero,
and a Young function Bn obeying
(3.14) Bn(t) =
{
Bn(t) near infinity,
B(t) near zero
come into play in the present situation.
Let us stress that, if m ≥ n, then the answer to the optimal domain problem is still easier than in the
case when 1 ≤ m < n, but not as trivial as when Ω is a John domain, since the optimal domain space
is not just Wm,1(Rn) in general.
Theorem 3.9 [Optimal Orlicz-Sobolev domain on Rn]. Let n ≥ 2 and m ∈ N, and let B be a
Young function.
(i) Assume that m ≥ n. Let B be a Young function satisfying (3.13). Then
(3.15) Wm,B(Rn)→ LB(Rn) ,
and Wm,B(Rn) is the optimal Orlicz-Sobolev domain space in (3.15).
(ii) Assume that 1 ≤ m < n. Let Bn be the Young function defined by (3.3), and let Bn be a Young
function satisfying (3.14). If (3.4) holds, then
(3.16) Wm,Bn(Rn)→ LB(Rn) ,
and Wm,Bn(Rn) is the optimal Orlicz-Sobolev domain space in (3.16).
Conversely, if (3.4) fails, then no optimal Orlicz-Sobolev domain space exists in (1.8), in the sense
that any Orlicz-Sobolev space Wm,A(Rn) for which embedding (1.8) holds can be replaced with a strictly
larger Orlicz-Sobolev space for which (1.8) is still true.
In particular, if iB >
n
n−m , then condition (3.4) is equivalent to IB <∞, and
B−1n (t) ≃
{
B−1(t) t
m
n near infinity,
B−1(t) near zero.
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Our last main results concern the Orlicz-Sobolev embedding (1.9) with a measure µ satisfying
(1.10) and (2.23). By the same reason as for (1.7), the optimal Orlicz-Sobolev domain space in these
embeddings is Wm,1(Ω), provided that m ≥ n.
If, instead, 1 ≤ m < n, the optimal Orlicz-Sobolev domain in (1.9), when it exists, is built upon
the Young function Bγ defined, for γ ∈ [n−m,n], as
(3.17) Bγ(t) =
∫ t
0
G−1γ (s)
s
ds for t ≥ 0,
where Gγ : [0,∞)→ [0,∞) is given by
Gγ(t) = t inf
1≤s≤t
B−1
(
s
γ
n
)
s
m
n
−1 for t ≥ 1,
and Gγ(t) = tB
−1(1) for t ∈ [0, 1). In particular, if µ is Lebesgue measure, then conditions (1.10) and
(2.23) hold with γ = n, and Bγ agrees with the function Bn given by (3.3).
Theorem 3.10 [Optimal Orlicz-Sobolev domain for embeddings with measure]. Let n ≥ 2,
and let 1 ≤ m < n. Assume that Ω is a bounded Lipschitz domain in Rn, and let µ be a Borel measure
satisfying conditions (1.10) and (2.23) for some γ ∈ [n −m,n]. Let B be a Young function, and let
Bγ be the Young function defined by (3.17). If
(3.18) IBγ <
n
m
,
then
(3.19) Wm,Bγ (Ω)→ LB(Ω, µ) ,
and Wm,Bγ (Ω) is the optimal Orlicz-Sobolev domain space in (3.19).
Conversely, if (3.18) fails, then no optimal Orlicz-Sobolev domain space exists in (1.9), in the sense
that any Orlicz-Sobolev space Wm,A(Ω) for which embedding (1.9) holds can be replaced with a strictly
larger Orlicz-Sobolev space for which (1.9) is still true.
In particular, if iB >
γ
n−m , then condition (3.18) is equivalent to IB <∞, and
B−1γ (t) ≃ B−1
(
t
γ
n
)
t
m
n near infinity.
An integral version of embedding (3.19) holds under the assumption that
(3.20) inf
0<t<1
B(t)
t
γ
n−m
> 0 .
It involves a modified version of the function Bγ given by
(3.21) B∞γ (t) =
∫ t
0
G∞γ
−1(s)
s
ds for t ≥ 0,
where G∞γ : [0,∞)→ [0,∞) is defined by
G∞γ (t) = t inf
0<s≤t
B−1
(
s
γ
n
)
s
m
n
−1 for t ≥ 0.
Corollary 3.11. Let n, m, γ, Ω and µ be as in Theorem 3.10. Let B be a Young function satisfying
(3.20), and let B∞γ be the Young function defined by (3.21). If
(3.22) I∞B∞γ <
n
m
,
then there exists a constant C such that
(3.23)
∫
Ω
B
(
|u(x)|
C
(∑m
k=0
∫
ΩB
∞
γ (|∇ku|) dy
)m/n
)
dµ(x) ≤
( m∑
k=0
∫
Ω
B∞γ (|∇ku|) dx
) γ
n
for every u ∈Wm,B∞γ (Ω).
In particular, if i∞B >
γ
n−m , then condition (3.22) is equivalent to I
∞
B <∞, and
B∞γ
−1(t) ≃ B−1(t γn ) tmn for t ≥ 0.
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Example 3.12. Assume that LB(Ω) = Lq(logL)α(Ω), the same Zygmund space as in Example 3.6,
where either q ∈ (1,∞) and α ∈ R, or q = 1 and α ≥ 0. Assume that 1 ≤ m < n, the case when
m ≥ n being trivial. Let Ω be a bounded Lipschitz domain in Rn, and let µ be a Borel measure
fulfilling conditions (1.10) and (2.23). Then
Bγ(t) is equivalent to

t
nq
γ+mq (log t)
nα
γ+mq if q > γn−m , α ∈ R,
t (log t)
α(n−m)
γ if q = γn−m , α > 0,
t otherwise,
near infinity. Hence,
IBγ =
{
nq
γ+mq if q >
γ
n−m , α ∈ R,
1 otherwise.
Since IBγ < n/m, Theorem 3.10 tells us that
if q > γn−m , α ∈ R, WmL
nq
γ+mq (logL)
nα
γ+mq (Ω)
if q = γn−m , α > 0, W
mL(logL)
α(n−m)
γ (Ω)
otherwise, Wm,1(Ω)
→ Lq(logL)α(Ω, µ) ,
the domain spaces being optimal among all Orlicz-Sobolev spaces.
The optimal Orlicz-Sobolev domain space in (1.11) agrees with that in (1.9), with γ = n − 1.
Namely, it is built upon the Young function Bn−1 defined as in (3.17), with γ = n − 1. This is the
content of Corollary 3.13 below, and follows from Theorem 3.10, and from the fact that, if Ω is a
bounded Lipschitz domain, then the measure µ = Hn−1|∂Ω fulfills conditions (1.10) and (2.23) with
γ = n− 1.
Corollary 3.13 [Optimal Orlicz-Sobolev domain for boundary traces]. Let n ≥ 2 and 1 ≤
m < n. Assume that Ω is a bounded Lipschitz domain in Rn. Let B be a Young function, and let
Bn−1 be the Young function defined by (3.17), with γ = n− 1. If
(3.24) IBn−1 <
n
m
,
then
(3.25) Wm,Bn−1(Ω)→ LB(∂Ω),
and Wm,Bn−1(Ω) is the optimal Orlicz-Sobolev domain space in (3.25).
Conversely, if (3.24) fails, then no optimal Orlicz-Sobolev domain space exists in (1.11), in the sense
that any Orlicz-Sobolev space Wm,A(Ω) for which embedding (1.11) holds can be replaced with a strictly
larger Orlicz-Sobolev space for which (1.11) is still true.
In particular, if iB >
n−1
n−m , then condition (3.24) is equivalent to IB <∞, and
B−1n−1(t) ≃ B−1
(
t
n−1
n
)
t
m
n near infinity.
We conclude this section by specializing Theorem 3.10 to embeddings of the form (1.12) into Orlicz
spaces defined on the intersection of Ω with d-dimensional compact submanifolds Nd of Rn. Since the
measure µ = Hd|Ω∩Nd satisfies conditions (1.10) and (2.23), with γ = d, from Theorem 3.10 we infer
the following corollary.
Corollary 3.14 [Optimal Orlicz-Sobolev domain for traces on submanifolds]. Let n ≥ 2,
1 ≤ m < n, and let d ∈ N, with n−m ≤ d ≤ n. Assume that Ω is a bounded Lipschitz domain in Rn,
and let Nd be a d-dimensional compact submanifold of Rn such that Ω ∩ Nd 6= ∅. Let B be a Young
function, and let Bd be the Young function defined by (3.17), with γ = d. If
(3.26) IBd <
n
m
,
then
(3.27) Wm,Bd(Ω)→ LB(Ω ∩ Nd) ,
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and Wm,Bd(Ω) is the optimal Orlicz-Sobolev domain space in (3.27).
Conversely, if (3.26) fails, then no optimal Orlicz-Sobolev domain space exists in (1.12), in the sense
that any Orlicz-Sobolev space Wm,A(Ω) for which embedding (1.12) holds can be replaced with a strictly
larger Orlicz-Sobolev space for which (1.12) is still true.
In particular, if iB >
d
n−m , then condition (3.26) is equivalent to IB <∞, and
B−1d (t) ≃ B−1
(
t
d
n
)
t
m
n near infinity.
4. Boyd indices and optimal Orlicz domains
This section is devoted to the analysis of certain properties of Young functions in connection with
their Boyd indices. We begin with the following proposition, that collects various characterizations of
pointwise and integral growth conditions of a Young function, and of its conjugate, in terms of their
Boyd indices.
Proposition 4.1. Let E be a finite-valued Young function, and let 0 < α < 1. The following conditions
are equivalent.
(i) There exists a constant k > 1 such that∫ ∞
t
E(s)
s1/α+1
ds ≤ E(kt)
t1/α
globally [near infinity].
(ii) There exists a constant k > 1 such that∫ t
0
E˜(s)
s1/(1−α)+1
ds ≤ E˜(kt)
t1/(1−α)
globally
[∫ t
1
E˜(s)
s1/(1−α)+1
ds ≤ E˜(kt)
t1/(1−α)
near infinity
]
.
(iii) There exist constants σ > 1 and c ∈ (0, 1) such that
E(σt) ≤ cσ 1αE(t) globally [near infinity].
(iv) There exist constants σ > 1 and c > 1 such that
E˜(σt) ≥ cσ 11−α E˜(t) globally [near infinity].
(v) The global [local] upper Boyd index of E satisfies
I∞E < 1/α
[
IE < 1/α
]
.
(vi) The global [local] lower Boyd index of E˜ satisfies
i∞
E˜
> 1/(1 − α) [iE˜ > 1/(1 − α)].
Proof. We shall prove the statement in the form “near infinity”. The proof of the global version is
analogous - even simpler in fact - and will be omitted.
(i) is equivalent to (iii) This equivalence is stated in [34, Lemma 2.3. (ii)], without proof. We provide
a proof here, for completeness. Assume that there exist k > 1 and t0 > 0 such that inequality (i) is
fulfilled for every t > t0. Fix σ > 1 and t > t0k, and let ρ ∈ [1, σ] be such that
(4.1) E(ρt) (ρt)−
1
α = inf
t≤r≤σt
E(r) r−
1
α .
We claim that
(4.2) σ ≥ ρ ≥ e−k
1
α σ.
The former inequality is part of the definition of ρ. As for the latter, we have that
E(ρt) (ρt)−
1
αk
1
α ≥
∫ ∞
ρt/k
E(s)
s1/α+1
ds ≥
∫ σt
ρt
E(s)
s1/α+1
ds ≥ E(ρt) (ρt)− 1α log
(σ
ρ
)
,
whence the claim follows.
Next, we show that E satisfies the ∆2-condition near infinity. Suppose, by contradiction, that for
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every j ∈ N there exists t > t0k such that E(2t) > jE(t). Choosing σ = 2ek
1
α , and ρ defined by (4.1),
ensures that
(4.3) E(t)t−
1
αk
1
α ≥
∫ ∞
t/k
E(s)
s1/α+1
ds ≥
∫ σt
t
E(s)
s1/α+1
ds ≥ E(ρt) (ρt)− 1α log σ .
Hence,
E(2t) k
1
α ≥ jE(ρt) ρ− 1α log σ ≥ jE(2t)σ− 1α log σ,
since σ ≥ ρ ≥ 2, by (4.2). Therefore,
k
1
α ≥ jσ− 1α log σ
for all j ∈ N, which is impossible.
Now suppose that (iii) does not hold. Thus, for every σ > 1 and c ∈ (0, 1) there exists a sequence {tj}
such that tj →∞, and
(4.4) E(σtj) > cσ
1
αE(tj)
for j ∈ N. Let ρ be as in (4.1). By (4.4) and (4.3),
(4.5) E(σtj) (σtj)
− 1
αk
1
α > cE(tj) t
− 1
α
j k
1
α > cE(ρtj) (ρtj)
− 1
α log σ.
From (4.5), (4.2) and the ∆2-condition near infinity for E, we conclude that there exists a positive
constant c1 such that
E(σtj) k
1
α > cE
(
e−k
1
α σtj
)
log σ > c1E(σtj) log σ
for sufficiently large j. Hence,
k
1
α > c1 log σ
for arbitrarily large σ, a contradiction.
(iii) implies (i). Let t0 > 0 be such that inequality (iii) holds for t ≥ t0. Let j ∈ N. An iterative use
of assumption (iii) ensures that
(4.6) E(s) ≤ cjσ jαE(sσ−j) for s ≥ σjt0.
By (4.6), if t ≥ t0, then∫ ∞
t
E(s)
s1/α+1
ds =
∞∑
j=0
∫ tσj+1
tσj
E(s)
s1/α+1
ds ≤
∞∑
j=0
cj
∫ tσj+1
tσj
σj/α
E(sσ−j)
s1/α+1
ds
=
∞∑
j=0
cj
∫ σt
t
E(r)
r1/α+1
dr ≤ 1
1− cE(σt)
∫ σt
t
dr
r1/α+1
= α
1− σ1/α
1− c
E(σt)
t1/α
.
Hence, (i) follows via property (2.1).
(iii) implies (v). Assume that (v) does not hold, i.e. IE ≥ 1/α. By equation (2.8),
1
α
≤ inf
1<σ<∞
log ĥE(σ)
log σ
,
and hence σ1/α ≤ ĥE(σ) for every σ ≥ 1. Owing to the very definition of ĥE ,
σ
1
α ≤ lim sup
t→∞
E(σt)
E(t)
.
Hence, for every c ∈ (0, 1) and t0 > 0, there exists t > t0 such that
cσ
1
α <
E(σt)
E(t)
,
and this contradicts (iii).
(v) implies (iii). Assume, by contradiction, that (iii) fails. Thereby, for every σ > 1 and c ∈ (0, 1)
there exists a sequence tj →∞ satisfying
cσ
1
αE(tj) < E(σtj) for j ∈ N.
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Thus
cσ
1
α ≤ lim sup
j→∞
E(σtj)
E(tj)
≤ lim sup
t→∞
E(σt)
E(t)
= ĥE(σ) ,
whence
log
(
cσ1/α
)
log σ
≤ log ĥE(σ)
log σ
.
Thanks to (2.8), passing to the limit as σ →∞ yields 1/α ≤ IE, thus contradicting (v).
(iii) is equivalent to (iv). Condition (iii) is equivalent to
(4.7) E(σt) ≤ (cσ) 1αE(t)
for some constants c ∈ (0, 1) and σ > 1, and for sufficiently large t. Taking the Young conjugate of
both sides, and making use of (2.3) tell us that (4.7) is in turn equivalent to
(4.8) E˜
(
tσ−1
) ≥ (cσ) 1α E˜(t(cσ)− 1α )
for large t. Setting ̺ = c
1
ασ
1
α
−1, and changing variables, equation (4.8) reads
E˜(̺t) ≥ c 1α−1 ̺ 11−α E˜(t)
for large t. Thus, it suffices to show that ̺ > 1. Combining (2.1) and (4.7) yields
σE(t) ≤ E(σt) ≤ (cσ) 1αE(t)
for large t, whence ̺ ≥ 1. If ̺ > 1 we are done. On the other hand, ̺ = 1 if and only if E(t) = t for
large t, and the latter condition implies that E˜ =∞ near infinity, so that (iv) is trivially satisfied.
The proof of the reverse implication is similar.
(ii) is equivalent to (iv). This is established in [34, Lemma 2.3 (i)].
(iv) is equivalent to (vi). The proof of this fact follows along the same lines as that of the equivalence
of (iii) and (v), and will be omitted, for brevity. 
We next analyze connections between the Boyd indices of a Young function B, and those of the
Young function Bα,β defined, for 0 < α < 1, β > 0 and α+ 1/β ≥ 1, as
(4.9) Bα,β(t) =
∫ t
0
G−1α,β(s)
s
ds for t ≥ 0,
where Gα,β : [0,∞)→ [0,∞) is given by
(4.10) Gα,β(t) =
{
tB−1(1) if 0 ≤ t ≤ 1,
t inf
1≤s≤t
B−1
(
s1/β
)
sα−1 if t > 1.
Note that, by the same argument as in Remark 3.1, Bα,β is actually a Young function, and
B−1α,β(t) ≃ Gα,β(t) for t > 0.
Let us also observe that
1 ≤ IBα,β ≤
1
α
for every B. This follows from the fact that
(4.11) B−1α,β(t) t
−α ≃ inf
1≤s<∞
B−1(s)max
{
1, t/s
}1−α
for t ≥ 1,
and that the right-hand side of (4.11) is a non-decreasing function.
Under the additional assumption that
(4.12) inf
0<t<1
B(t)
t
1
β(1−α)
> 0,
we also define
(4.13) B∞α,β(t) =
∫ t
0
G∞α,β
−1(s)
s
ds for t ≥ 0,
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where G∞α,β : [0,∞)→ [0,∞) is given by
(4.14) G∞α,β(t) = t inf
0<s≤t
B−1
(
s1/β
)
sα−1 for t > 0.
Note that (4.12) guarantees that G∞α,β is positive on (0,∞). Furthermore, by an argument similar to
that of Remark 3.1, B∞α,β is a Young function, and
(4.15) B∞α,β
−1(t) ≃ G∞α,β(t) for t > 0.
The next lemma tells us that, under a suitable lower bound for the lower Boyd index of B, the
infimum on the right-hand side of equations (4.10) and (4.14) can be disregarded.
Lemma 4.2. Let B be a Young function, and let 0 < α < 1, β > 0 and α+ 1/β ≥ 1.
(i) Assume that
(4.16) iB >
1
β(1 − α) .
Then
(4.17) inf
1≤s≤t
B−1
(
s1/β
)
sα−1 ≃ B−1(t1/β) tα−1 near infinity.
Hence,
B−1α,β(t) ≃ B−1
(
t1/β
)
tα near infinity.
Conversely if (4.17) holds, then iB ≥ 1β(1−α) .
(ii) Assume in addition that (4.12) holds. If
(4.18) i∞B >
1
β(1 − α) ,
then
(4.19) inf
0<s≤t
B−1
(
s1/β
)
sα−1 ≃ B−1(t1/β) tα−1 for t > 0.
Hence,
(4.20) B∞α,β
−1(t) ≃ B−1(t1/β) tα for t > 0.
Conversely if (4.19) holds, then i∞B ≥ 1β(1−α) .
Proof. We limit ourselves to proving Part (ii). The proof of Part (i) requires minor modifications.
If B is infinite for large values of its argument, then the its generalized inverse B−1 is constant near
infinity, and equation (4.19) holds trivially.
In the remaining part of this proof, we may thus assume that the function B is finite-valued. Equation
(4.19) is equivalent to
(4.21) inf
0<s≤t
B˜(s) s
1
β(1−α)−1 ≃ B˜(t) t 1β(1−α)−1 for t > 0.
Indeed, owing to (2.2), condition (4.19) is equivalent to
(4.22) inf
0<s≤t
sβ(α−1)+1
B˜−1(s)
≃ t
β(α−1)+1
B˜−1(t)
for t > 0,
and equation (4.22) is in turn equivalent to (4.21). On the other hand, by Proposition 4.1, condition
(4.18) is equivalent to
(4.23) I∞
B˜
< η ,
where we have set η = 1β(α−1)+1 . The same proposition ensures that condition (4.23) is equivalent to
the inequality
(4.24)
∫ ∞
t
B˜(s) s−η−1 ds ≤ B˜(kt) t−η for t > 0,
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for some constant k > 1. Hence it suffices to show that (4.24) implies (4.21). To this purpose, denote
by ρ ∈ [0, t] a number satisfying
inf
0<s≤t
B˜(s) s−η = B˜(ρt) (ρt)−η for t > 0.
By the same argument as in the derivation (iii) from (i) in Proposition 4.1, one has that
B˜(ρt) (ρt)−ηkη ≥
∫ ∞
ρt/k
B˜(s) s−η−1ds ≥
∫ t
ρt
B˜(s) s−η−1ds ≥ B˜(ρt) (ρt)−η log 1
ρ
for t > 0,
whence kη ≥ log 1ρ , and
ρ ≥ e−kη > 0 for t > 0.
In the proof of Proposition 4.1 it is also shown that B˜ satisfies the ∆2-condition. Hence, there exists
a positive constant c such that
B˜(ρt) ≥ B˜(te−kη) ≥ cB˜(t) for t > 0.
Consequently,
inf
0<s≤t
B˜(s) s−η = B˜(ρt) (ρt)−η ≥ cρ−ηB˜(t) t−η for t > 0,
whence (4.21) follows.
Finally, if (4.19) is in force, then B−1(t) tβ(α−1) is equivalent to a non-increasing function, and therefore
i∞B ≥ 1β(1−α) . 
We conclude this section by showing that, under assumption (4.16) or (4.18), the upper Boyd
indices of B and Bα,β, or of B and B
∞
α,β are determined by each other. In what follows, we adopt the
convention that 1∞ = 0.
Lemma 4.3. Let B be a Young function, and let α and β be as in Lemma 4.2.
(i) Assume that condition (4.16) holds. Then
1
IBα,β
= α+
1
βIB
.
In particular, IBα,β < 1/α if and only if IB <∞.
(ii) Assume, in addition, that B satisfies condition (4.12). If (4.18) holds, then
(4.25)
1
I∞B∞α,β
= α+
1
βI∞B
.
In particular, I∞B∞α,β < 1/α if and only if I
∞
B <∞.
Proof. As in Lemma 4.2, we only prove Part (ii). By Lemma 4.2, assumption (4.18) implies equation
(4.20). Thereby,
h∞B∞α,β (t) ≃ sups>0
B∞α,β
−1(st)
B∞α,β
−1(s)
≃ t sup
s>0
B−1
(
(st)1/β
)
(st)α−1
B−1
(
s1/β
)
sα−1
≃ tα h∞B
(
t1/β
)
for t > 0.
Equation (4.25) is therefore a consequence of the definition of global upper Boyd index. 
5. Proof of the main results
A key step in the proof of our main results is the solution of the optimal Orlicz domain space
LA(0, 1) for the boundedness of the Hardy type operator Hα,β in
(5.1) Hα,β : L
A(0, 1)→ LB(0, 1) ,
for a given space LB(0, 1). Indeed, its boundedness properties characterize, via appropriate reduction
principles, the Sobolev type embeddings considered in the present paper. This is the objective of the
following lemma.
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Lemma 5.1. Let 0 < α < 1, β > 0, and α + 1/β ≥ 1. Suppose that B is a Young function and let
Bα,β be the Young function defined by (4.9). If
(5.2) IBα,β <
1
α
,
then
(5.3) Hα,β : L
Bα,β (0, 1)→ LB(0, 1) ,
and LBα,β (0, 1) is the optimal (i.e. largest) Orlicz domain space that renders (5.3) true.
Conversely, if (5.2) is not satisfied, then no optimal Orlicz domain space exists in (5.3), in the sense
that any Orlicz space LA(0, 1) which makes (5.1) true can be replaced with a strictly larger Orlicz space
from which the operator Hα,β is still bounded into L
B(0, 1).
A proof of Lemma 5.1 in turn combines [31, Theorem B], dealing with weak type estimates for
the operator Hα,β in Orlicz spaces, with a result, contained in Lemma 5.3 below and its Corollary
5.4, showing that any weak type estimate for Hα,β in Orlicz spaces is equivalent to a corresponding
strong estimate. In fact, we also need a variant of [31, Theorem B], which is the object of the next
proposition, where the Hardy-type operator Hα,β is replaced with the operator H
∞
α,β, acting on spaces
defined in the entire half-line (0,∞), and defined as
(5.4) H∞α,βf(s) =
∫ ∞
sβ
f(r) rα−1 dr for s > 0,
for any function f ∈ M(0,∞) whenever the integral in (5.4) is defined. Importantly, it is also necessary
to keep track of the dependence of the constants in the inequalities involving H∞α,β.
Proposition 5.2. Let 0 < α < 1, β > 0 and α + 1/β ≥ 1, and let A and B be Young functions.
Assume that B fulfills condition (4.12). Then the following two assertions are equivalent.
(i) There exists a constant C1 > 0 such that
(5.5) ‖H∞α,βf‖MB(0,∞) ≤ C1‖f‖LA(0,∞)
for every f ∈ LA(0,∞).
(ii) There exists a constant C2 such that
(5.6)
∫ t
0
A˜(s)
s1/(1−α)+1
ds ≤ B˜
∞
α,β(C2t)
t1/(1−α)
for t > 0,
where the B∞α,β is the Young function defined in (4.13).
Moreover the constants C1 and C2 only depend on each other and on α.
Proof. A duality argument (see e.g. [19, Lemma 8.1]), combined with equation (2.10), tells us that
inequality (5.5) is equivalent to
(5.7)
∥∥∥∥tα−1 ∫ t
1
β
0
f(s) ds
∥∥∥∥
LA˜(0,∞)
≤ C1‖f‖(MB)′(0,∞)
for every f ∈ (MB)′(0,∞), where (MB)′(0,∞) is defined as in (2.13). We claim that inequality (5.7)
is in turn equivalent to
(5.8)
∥∥∥∥tα−1 ∫ t
1
β
0
f∗(s) ds
∥∥∥∥
LA˜(0,∞)
≤ C1‖f∗‖(MB)′(0,∞)
for every f ∈ (MB)′(0,∞). Indeed, the fact that (5.7) implies (5.8) is trivial, whereas the reverse
implication follows from a basic property of rearrangements [6, Lemma 2.1, Chapter 2]. Next, by [31,
Proposition 3.4], inequality (5.8) is equivalent to the same inequality restricted just to characteristic
functions of the sets of finite measure, namely to the inequality
(5.9)
∥∥∥∥tα−1 ∫ t
1
β
0
χ(0,r)(s) ds
∥∥∥∥
LA˜(0,∞)
≤ C1‖χ(0,r)‖(MB)′(0,∞) for r > 0.
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Owing to the equality
‖χ(0,r)‖MB(0,∞) ‖χ(0,r)‖(MB)′(0,∞) = r for r > 0
(see [6, Theorem 5.2, Chapter 2]), and to equation (2.14) with A replaced by B,
(5.10) ‖χ(0,r)‖(MB)′(0,∞) ≃ r B−1(1/r) for r > 0,
up to absolute equivalence constants. On the other hand, computations show that
(5.11)
∥∥∥∥tα−1 ∫ t
1
β
0
χ(0,r)(s) ds
∥∥∥∥
LA˜(0,∞)
≃ r ‖tα−1χ(rβ ,∞)(t)‖LA˜(0,∞) for r > 0,
up to equivalence constants depending on α. The right-hand side of (5.11) is finite if and only if the
integral on the left-hand side of (5.6) converges. Moreover, if this is the case, then
(5.12) ‖tα−1χ(rβ ,∞)(t)‖LA˜(0,∞) =
rβ(α−1)
F−1(r−β)
for r > 0,
where F : (0,∞)→ [0,∞) is the (increasing) function defined by
F (t) =
1
1− α t
1
1−α
∫ t
0
A˜(s)
s1/(1−α)+1
ds for t > 0.
Combining (5.10), (5.12) and (5.9) tells us that (5.8), and hence (5.5), is equivalent to the existence
of a constant C3, depending on α, such that
(5.13)
1
F−1(t)
≤ C3B−1(t1/β) tα−1 for t > 0.
Since F is increasing, inequality (5.13) is equivalent to
1
F−1(t)
≤ C3
G∞α,β(t)
t
for t > 0.
Finally, by equations (4.15) and (2.2), inequality (5.5) is equivalent to
(5.14) B˜α,β
−1
(t) ≤ C4F−1(t) for t > 0,
for some constant C4 depending on α. Hence, the conclusion follows, on taking inverses of both sides
of (5.14). 
Lemma 5.3. Let α, β, A and B be as in Proposition 5.2. If
(5.15) H∞α,β : L
A(0,∞)→MB(0,∞),
then
(5.16) H∞α,β : L
A(0,∞)→ LB(0,∞).
Moreover, the norms of the operator H∞α,β in (5.15) and (5.16) are equivalent, up to multiplicative
constants independent of A and B.
Proof. Throughout this proof, we adopt the abridged notation H for H∞α,β.
Given N > 0, define the Young functions AN and BN as
(5.17) AN (t) =
A(t)
N
and BN (t) =
1
N1/β
B
(
tN−α
)
for t ≥ 0.
We claim that equation (5.15) implies that
(5.18) H : LAN (0,∞)→MBN (0,∞) ,
with operator norm independent of N . To prove this claim, we make use of Proposition 5.2, which
tells us that (5.15) is equivalent to the existence of a positive constant C such that
(5.19)
∫ t
0
A˜(s)
s1/(1−α)+1
ds ≤ B˜
∞
α,β(Ct)
t1/(1−α)
for t > 0,
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where B∞α,β is the Young function defined by (4.13). One can verify that the function (BN )
∞
α,β,
associated with BN as in (4.13), satisfies
(BN )
∞
α,β =
B∞α,β
N
,
and that inequality (5.19) holds with A and B∞α,β replaced by AN and (BN )
∞
α,β, respectively, with the
same constant C. Proposition 5.2 again tells us that (5.18) holds, with operator norm independent of
N .
Now, given any function f ∈ M+(0,∞) such that
(5.20) 0 <
∫ ∞
0
A
(
f(r)
)
dr ≤ 1 ,
set
N =
∫ ∞
0
A
(
f(r)
)
dr.
Thanks to (5.18), we have that
(5.21) ‖Hf‖MBN (0,∞) ≤ C‖f‖LAN (0,∞) ≤ C ,
for some constant C independent of N and f , since, by the very definition of Luxemburg norm in
Orlicz spaces,
(5.22) ‖f‖LAN (0,∞) ≤ 1.
Equations (5.21)–(5.22), inequality (2.12) and equation (5.17) tell us
C ≥ ‖Hf‖MBN (0,∞) ≥ sup
0<t<∞
t
B−1N
(
1
|{Hf>t}|
) = sup
0<t<∞
t
NαB−1
(
N1/β
|{Hf>t}|
) for t > 0,
namely
(5.23) |{Hf > t}|B
(
t
C
(∫∞
0 A
(
f(r)
)
dr
)α
)
≤
(∫ ∞
0
A
(
f(r)
)
dr
) 1
β
for t > 0.
From inequality (5.23), via assumption (5.20) and property (2.1) applied to B, one can deduce that
(5.24) |{Hf > t}|B
( t
C
)
≤
(∫ ∞
0
A
(
f(r)
)
dr
)α+ 1
β
for t > 0.
Clearly, inequality (5.24) continues to hold even if the integral on the right-hand side vanishes.
Our next task is to derive a strong type inequality from the weak type inequality (5.24). This will be
accomplished via a discretization argument. If the (nonnegative) function Hf is unbounded, denote
by {sk}k∈Z a sequence in (0,∞) such that
(5.25) Hf(sk) = 2
k for k ∈ Z.
In the case when Hf is bounded, we define the sequence {sk} similarly, save that now the index k
ranges from −∞ to the smallest K ∈ Z such that Hf(0) ≤ 2K . We then set sK = 0, and define sk
again by (5.25) for k ≤ K − 1. In what follows, we shall treat these two cases simultaneously, and K
will denote either ∞, or an integer, according to whether Hf is unbounded or bounded, respectively.
Notice that sk is non-increasing, since Hf is non-increasing. Define
fk = fχ[sβk ,s
β
k−1)
for k < K.
If k < K, then
Hf(s) ≤ Hf(sk) = 2k for s ∈ (sk, sk−1) .
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Hence, ∫ ∞
0
B
(
Hf(s)
4C
)
ds =
∑
k<K
∫ sk
sk+1
B
(
Hf(s)
4C
)
ds(5.26)
≤
∑
k<K
∫ sk
sk+1
B
(
2k+1
4C
)
ds =
∑
k<K
(sk − sk+1)B
(
2k−1
C
)
.
Given any k < K,
Hfk(s) ≥
∫ ∞
sβk
fk(r) r
α−1 dr =
∫ ∞
sβk
f(r)χ[
sβk ,s
β
k−1
)(r) rα−1 dr = ∫ sβk−1
sβk
f(r) rα−1 dr
= Hf(sk)−Hf(sk−1) = 2k−1 for s ∈ [sk+1, sk).
Consequently,
(5.27) [sk+1, sk) ⊂
{
Hfk ≥ 2k−1
}
for k < K.
From inclusion (5.27) and inequality (5.24) we obtain that
(sk − sk+1)B
(
2k−1
C
)
≤ ∣∣{Hfk ≥ 2k−1}∣∣B(2k−1
C
)
≤
(∫ ∞
0
A
(
fk(r)
)
dr
)α+ 1
β
(5.28)
for k < K. Coupling (5.26) with (5.28), and exploiting the fact that α+ 1/β ≥ 1 yield∫ ∞
0
B
(
Hf(s)
4C
)
ds ≤
∑
k<K
(∫ ∞
0
A
(
fk(r)
)
dr
)α+ 1
β
(5.29)
≤
(∑
k<K
∫ ∞
0
A
(
fk(r)
)
dr
)α+ 1
β
≤
(∫ ∞
0
A
(
f(r)
)
dr
)α+ 1
β
,
for every function f ∈ M+(0,∞) satisfying the second inequality in (5.20). Inequality (5.29) implies
equation (5.16). 
Corollary 5.4. Let 0 < α < 1, β > 0 and α+ 1/β ≥ 1. Let Hα,β be the Hardy type operator defined
by (2.17). Assume that A and B are Young functions such that
(5.30) Hα,β : L
A(0, 1)→MB(0, 1).
Then
(5.31) Hα,β : L
A(0, 1)→ LB(0, 1).
In particular, the space LA(0, 1) is the optimal Orlicz domain in (5.30) if and only if it is the optimal
Orlicz domain in (5.31).
Proof. Suppose that A and B are Young functions such that (5.30) holds. Let us make some prelimi-
nary reduction. To begin with, we may suppose that both A and B are finite-valued, or, equivalently,
that neither LA(0, 1) nor LB(0, 1) agrees with L∞(0, 1). Indeed, if LA(0, 1) = L∞(0, 1), then (5.31)
holds trivially, since
Hα,β : L
∞(0, 1)→ L∞(0, 1),
and L∞(0, 1) → LB(0, 1) for every Young function B. On the other hand, if LB(0, 1) = L∞(0, 1), then
MB(0, 1) = LB(0, 1), and hence (5.31) is nothing but (5.30).
Next, we may assume, without loss of generality, that
(5.32) sup
1≤t<∞
t1−α
B−1(t1/β)
=∞ .
Actually, if the supremum in (5.32) is finite, then t
1
β(1−α) dominates B(t) near infinity, and hence
L
1
β(1−α) (0, 1)→ LB(0, 1).
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Since LA(0, 1)→ L1(0, 1) for every Young function A and
(5.33) Hα,β : L
1(0, 1) → L 1β(1−α) (0, 1),
equation (5.31) holds also in this case.
We may thus assume that the Young functions A and B are finite-valued, and that (5.32) is in force.
Under these assumptions, [31, Theorem B] tells us that (5.30) implies that∫ t
1
A˜(s)
s1/(1−α)+1
ds ≤ B˜α,β(Ct)
t1/(1−α)
for t ≥ t0,
for some constants C > 0 and t0 > 1. Let us denote by Â and B̂ two Young functions which agree
with A and B near infinity, and are modified near zero in such a way that B̂ satisfies condition (4.12),
and condition (5.6) holds with A and B∞α,β replaced by Â and B̂
∞
α,β. Hence, by Proposition (5.2),
H∞α,β : L
Â(0,∞)→M B̂(0,∞) ,
thus, by Lemma 5.3,
(5.34) H∞α,β : L
Â(0,∞)→ LB̂(0,∞) .
Equation (5.34) implies (5.31) since LÂ(0, 1) = LA(0, 1), and LB̂(0, 1) = LB(0, 1), up to equivalent
norms. 
Proof of Lemma 5.1. Here, we make use of the simplified notation H for the operator Hα,β. The
argument of Remark 3.1, applied with Gn replaced by Gα,β, ensures that Bα,β is actually a Young
function, and
Bα,β
−1(t) ≃ t inf
1≤s≤t
B−1
(
s1/β
)
sα−1 for t ≥ 1.
Let us begin by considering the case when
(5.35) inf
1≤s<∞
B−1
(
s1/β
)
sα−1 > 0.
Under assumption (5.35) the function B−1 cannot be constant near infinity, and hence B is certainly
finite-valued. Also, the function Gα,β(t) is equivalent to t, and hence Bα,β(t) is equivalent to t. Thereby
IBα,β = 1, and
LBα,β(0, 1) = L1(0, 1),
up to equivalent norms. In order to prove (5.3), it remains to show that
(5.36) H : L1(0, 1)→ LB(0, 1) .
To verify (5.36), note that condition (5.35) is equivalent to
sup
1≤t<∞
B(t)
t1/β(1−α)
<∞ ,
whence
L
1
β(1−α) (0, 1)→ LB(0, 1).
This piece of information, combined with (5.33), yields (5.36). Note that the domain space is trivially
optimal in (5.36), since L1(0, 1) is the largest Orlicz space on (0, 1).
Let us next focus on the case when (5.35) fails, namely (5.32) holds. Thanks to Lemma 5.3, an
optimal Orlicz domain LA(0, 1) exists in
(5.37) H : LA(0, 1)→ LB(0, 1)
if and only if it exists in
(5.38) H : LA(0, 1)→MB(0, 1) .
On the other hand, since we are assuming that (5.32) is in force, by [31, Theorem A] an optimal Orlicz
domain LA(0, 1) in (5.38) exists if and only if
(5.39)
∫ t
1
B˜α,β(s)
s1/(1−α)+1
ds ≤ B˜α,β(Ct)
t1/(1−α)
near infinity,
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for some constant C > 1. Condition (5.39) is in turn equivalent to (5.2), thanks to Proposition 4.1.
The fact that, in case of existence, the optimal Orlicz space LA(0, 1) in (5.38), and hence in (5.37), is
actually LBα,β (0, 1) is proved in [31, Theorem A] again. The proof is complete. 
The characterizations (2.15) and (2.16) of the inclusion relations between Orlicz-Sobolev spaces are
established in the following proposition.
Proposition 5.5. Assume that m,n ∈ N. Let A and B be Young functions.
(i) If Ω is an open set in Rn such that |Ω| <∞, then
(5.40) Wm,A(Ω)→Wm,B(Ω) if and only if A dominates B near infinity,
and
(5.41) Wm,A0 (Ω)→Wm,B0 (Ω) if and only if A dominates B near infinity.
(ii)
(5.42) Wm,A(Rn)→Wm,B(Rn) if and only if A dominates B globally.
Proof. The “if” parts of assertions (5.40)–(5.42) are straightforward consequences of (2.11).
The reverse implications in (5.40) and (5.41) can be verified as follows. Assume that |Ω| <∞, and
(5.43) Wm,A(Ω)→Wm,B(Ω) or Wm,A0 (Ω)→Wm,B0 (Ω) .
Suppose, without loss of generality, that 0 ∈ Ω. Let δ > 0 be so small that the cube Q centered at 0,
whose sides are parallel to the coordinates axes and have length 2δ, is contained in Ω. Given any
function f ∈ LA(−δ, δ), define the function v : Q→ R as
v(x) =
∫ x1
0
∫ s1
0
· · ·
∫ sm−1
0
f(sm) dsm dsm−1 . . . ds1 for x ∈ Q,
where we have adopted the notation x = (x1, x2, . . . , xn). The function v is m-times weakly differen-
tiable in Q. Moreover, ∂
kv
∂xk1
∈ L∞(Q) if 1 ≤ k ≤ m − 1, ∂mv∂xm1 (x) = f(x1) for x ∈ Q, and any other
derivative vanishes identically. Hence, v ∈ Wm,A(Q). By [20, Theorem 4.1], there exists a bounded
linear extension operator E : Wm,A(Q) → Wm,A(Rn). Fix any function η ∈ C∞0 (Ω) such that η = 1
in Q. Define u : Ω→ R as
(5.44) u = η E(v) .
Then u ∈Wm,A(Ω), and, in fact, u ∈Wm,A0 (Ω). By either of embeddings (5.43), u ∈Wm,B(Ω) as well,
and hence f ∈ LB(−δ, δ). Owing to the arbitrariness of f , this implies that LA(−δ, δ) ⊂ LB(−δ, δ),
and by [6, Theorem 1.8, Chapter 1], in fact LA(−δ, δ) → LB(−δ, δ). Hence, by (2.11), A dominates B
near infinity.
As far as the “only if” part of assertion (5.42) is concerned, the choice of trial functions u as in (5.44)
implies that A dominates B near infinity also when Ω = Rn. On the other hand, if embedding (5.42)
is in force, then, in particular,
Wm,A(Rn)→ LB(Rn),
whence A dominates B also near zero, by (2.22). Therefore, A dominates B globally. 
We are now in a position to accomplish the proofs of our main results.
Proof of Theorem 3.2. The fact that an optimal Orlicz domain space in (2.18) exists if and only
if (3.4) holds, and that, in the affirmative case, it agrees with Wm,Bn0 (Ω), follows from Lemma 5.1,
via the equivalence of the Sobolev inequality (2.18) and of the Hardy type inequality (2.19). Property
(2.15) also plays a role here.
The assertion about the validity of equation (3.6) is a consequence of Lemma 4.3. 
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Proof of Corollary 3.3. Fix u ∈Wm,B∞n0 (Ω), and assume, without loss of generality, that
∫
ΩB
∞
n (|∇mu|) dy <
∞, otherwise (3.10) is trivially satisfied. By Proposition 4.1, assumption (3.9) is equivalent to the
existence of a constant C1 > 0, such that
(5.45)
∫ t
0
B˜∞n (s)
sn/(n−m)+1
ds ≤ B˜
∞
n (C1t)
tn/(n−m)
for t > 0.
Given N > 0, let BN be the Young function defined as
BN (t) =
B
(
tN−
m
n
)
N
for t ≥ 0.
Then, the Young function (BN )
∞
n associated with BN as in (3.8) satisfies
(BN )
∞
n =
B∞n
N
.
One can thus verify that inequality (5.45) continues to hold with B∞n replaced by (BN )∞n , and with
the same constant C1, whatever N is. Hence, by Proposition 5.2 and Lemma 5.3,
‖H∞m
n
,1f‖LBN (0,∞) ≤ C2‖f‖L(BN )∞n (0,∞)
for every f ∈ L(BN )∞n (0,∞), for some constant for some C2 independent of N . In particular,
‖Hm
n
,1f‖LBN (0,1) ≤ C2‖f‖L(BN )∞n (0,1)
for every f ∈ L(BN )∞n (0, 1). Therefore, owing to the equivalence of inequalities (2.18) and (2.19),
(5.46) ‖u‖LBN (Ω) ≤ C‖∇mu‖L(BN )∞n (Ω)
for every u ∈Wm,(BN )∞n0 (Ω), where the constant C is independent of N . On choosing
N =
∫
Ω
B∞n (|∇mu|) dy ,
and observing that ‖∇mu‖L(BN )∞n (Ω) ≤ 1 with this choice of N , inequality (5.46) yields ‖u‖LBN (Ω) ≤ C.
Therefore ∫
Ω
BN
( |u(x)|
C
)
dx ≤ 1 ,
whence, by the definition of BN , ∫
Ω
B
( |u(x)|
CNm/n
)
dx ≤ N ,
namely (3.10). 
Proof of Theorem 3.4. The proof follows along the same lines as that of Theorem 3.2. Here, the
equivalence of inequalities (2.20) and (2.19) comes into play. 
Proof of Theorem 3.9. The reduction principle for inequality (2.21) is relevant in this proof. Recall
that such a principle asserts that this inequality is equivalent to the simultaneous validity of inequality
(2.19) and of property (2.22). Now, assume that condition (3.4) holds. Then, by Lemma 5.1, inequality
(2.19) holds with either LA(0, 1) = L1(0, 1), or LA(0, 1) = LBn(0, 1), according to whether m ≥ n or
1 ≤ m < n. On the other hand, (2.22) trivially holds by the very definition of B and Bn. Thus,
inequality (2.21), with A = B or A = Bn, holds, and embedding (3.15) or (3.16), respectively, follows.
Moreover, Wm,B(Rn), or Wm,Bn(Rn) is optimal in (3.15) or (3.16). Indeed, if inequality (2.21) holds
for some Young function A, then, by the reduction principle, A has to dominate B near 0, and
inequality (2.19) must hold. By the optimality of the domain space L1(0, 1) or LBn(0, 1) in (2.19), the
function A(t) has to dominate t or Bn(t) near infinity. Thus, A dominates B or Bn globally, whence
Wm,A(Rn)→Wm,B(Rn), or Wm,A(Rn)→Wm,Bn(Rn), thus proving the optimality of Wm,B(Rn), or
Wm,Bn(Rn).
Conversely, suppose that condition (3.4) fails. Then, by Lemma 5.1, there does not exist an optimal
Orlicz space LA(0, 1) in (2.19). As a consequence of the reduction principle, and of (2.11) and (2.16),
there does not exist an optimal domain Orlicz-Sobolev space in embedding (1.8). 
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Proof of Theorem 3.10. This is a consequence of Lemma 5.1 and of the reduction principle for
Sobolev embeddings with measure, which asserts the equivalence of inequalities (2.24) and (2.25). 
Proof of Corollary 3.11. The proof of inequality (3.23) relies upon a scaling argument as in the
proof of Corollary 3.3. Here, B(t) has to be replaced by BN (t) = N
− γ
nB(tN−
m
n ), where
N =
m∑
k=0
∫
Ω
Bγ(|∇ku|) dy .

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