Abstract. The performances of alternative two-stage estimators for the endogenous switching regression model with discrete dependent variables are compared, with regard to their usefulness as starting values for maximum likelihood estimation. This is especially important in the presence of large correlation coe½cients, in which case maximum likelihood procedures have di½culties to converge. Monte-Carlo simulations indicate that an estimator that corrects for conditional heteroskedasticity of the residuals is superior in almost all instances, and especially when maximum likelihood is problematic. This result is also obtained in an empirical example in which o¨-farm work participation equations of farm women are conditional on farm work participation status.
Introduction
This paper deals with estimating a special case of the endogenous switching regression model described by Maddala (1983) , in which all dependent variables are discrete.1 Although writing down the likelihood function for this model is fairly straightforward, empirical applications might fail when using arbitrary starting values in the maximum likelihood estimation, especially when the correlation coe½cients are large in absolute value. In other switching regression models this problem is solved by using a two-stage method to derive consistent starting values. This is not possible when all the dependent variables are discrete.
In the paper, I consider two alternative two-stage procedures for the derivation of starting values to be used in maximum likelihood estimation. Neither procedure provides consistent estimators, but it is shown that at least one of them is preferred to using arbitrary starting values. Arbitrary starting values can be problematic in the presence of large (in absolute value) correlation coe½cients. This statement is illustrated in ®gure 1, in which the likelihood function of the model used in this paper is simulated (for 10,000 observations). The two panels of the ®gure present two examples with di¨erent parameter vectors. It is easily observed that as the correlation coe½cient increases in absolute value, it becomes harder to identify the true parameter.
The ®rst procedure is the one suggested by Maddala (1983, pp. 223) for the traditional switching regression model: the ®rst stage consists of estimating the selection equation, calculating selection correction terms and inserting them into the other equations. When the dependent variables are continuous, the second-stage equations are then consistently estimated by ordinary least squares. When the observed dependent variables are binary, the second stage is a descrete choice model which has to be estimated using maximum likelihood methods.2 The resulting estimator is inconsistent since, by construction, the exact distribution of the stochastic terms is unknown. In addition, the stochastic terms are heteroskedastic (Yatchew and Griliches 1985) , and hence this estimator will be denoted as the``heteroskedastic'' estimator.
The second estimator, which is proposed for the ®rst time in this paper, uses the same ®rst-stage estimators, and makes use of weighted observations in the second stage. Each observation is weighted by the inverse of its calculated standard deviation, which is a function of both ®rst-stage and second-stage parameters. This corrects the heteroskedasticity problem, but the resulting probit model is still misspeci®ed, rendering this estimator inconsistent as well. Nevertheless, according to White (1982) , misspeci®ed likelihood functions yield estimators which posses desirable properties under certain conditions. This estimator will be denoted as the``corrected'' estimator.
The properties of the two alternative procedures are compared by a Monte-Carlo investigation. In particular, the estimators are compared to the maximum likelihood estimators under di¨erent correlation structures. Also, maximum likelihood estimation is performed using the two alternative twostage estimators as starting values, and its performance is compared in the two
