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Abstract
Zero-shot Learning (ZSL) is a transfer learning tech-
nique which aims at transferring knowledge from seen
classes to unseen classes. This knowledge transfer is possi-
ble because of underlying semantic space which is common
to seen and unseen classes. Most existing approaches learn
a projection function using labeled seen class data which
maps visual data to semantic data. In this work, we pro-
pose a shallow but effective neural network-based model for
learning such a projection function which aligns the visual
and semantic data in the latent space while simultaneously
making the latent space embeddings discriminative. As the
above projection function is learned using the seen class
data, the so-called projection domain shift exists. We pro-
pose a transductive approach to reduce the effect of domain
shift, where we utilize unlabeled visual data from unseen
classes to generate corresponding semantic features for un-
seen class visual samples. While these semantic features
are initially generated using a conditional variational auto-
encoder, they are used along with the seen class data to
improve the projection function. We experiment on the both
inductive and transductive setting of ZSL and generalized
ZSL and show superior performance on standard bench-
mark datasets AWA1, AWA2, CUB, SUN, FLO, and APY.
We also show the efficacy of our model in the case of ex-
tremely less labeled data regime on different datasets in the
context of ZSL.
1. Introduction
1 Large annotated data and advances in computing power
have been two agents behind the recent success of deep
learning. Many of the deep learning models have achieved
performance even comparable with the human. However,
collecting such data is a tedious and time-consuming task.
To overcome the challenge of annotating the large data
1Equal contributions
while still acquiring the impressive performance on visual
recognition task, researchers have moved to other methods
such as transfer learning. On the other hand, it is worth
noting that humans tend to learn and recognize objects us-
ing a small amount of training data and in some cases, no
training data as well. The later case of using no training
data to recognize previously unseen object classes is made
possible by associating information from different domains
such as visual and textual. For example, if a child has not
seen a zebra before, he/she can still recognize it when told
about its description that a zebra is a horse-like animal with
black and white stripes. In such scenarios, the child uses
Zero-shot Learning (ZSL) to recognize previously unseen
zebra using potentially already seen animals (such as dog,
cat, elephant, etc.) and textual description of both seen and
unseen animals.
Formally, ZSL aims at identifying previously unseen ob-
ject classes using previously seen object classes and seman-
tic side information. This transfer learning from seen to
unseen is possible because of common semantic space that
can represent both seen and unseen object classes. Exam-
ples of such semantic information can be textual descrip-
tion, attribute vector or word vector representations which
are often called as semantic embeddings, semantic proto-
types, class prototypes or merely prototypes.
A typical ZSL model learns a mapping function from
visual to semantic space using labeled seen class visual-
semantic data during training. During testing, the learned
mapping is applied to a visual sample (e.g., image) to get
its corresponding semantic embedding. This embedding is
then subsequently compared with ground truth prototypes
of unseen classes using nearest neighbor criterion to infer
the class label. While ZSL allows only unseen class samples
during testing, a practical situation would be when seen,
and unseen class samples appear during testing. Such a set-
ting is termed as Generalized Zero-shot Learning (GZSL).
In case of GZSL, seen and unseen class prototypes are made
available with which nearest neighbor comparison of em-
bedding of a test sample is carried out to infer the label.
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Figure 1: Illustrative figure showing the domain shift in
GZSL testing. If a ground truth unseen class of a test sample
is closer to one of the seen classes in embedding space, the
embedding of the test sample can be closer to the seen class
prototype than the actual unseen class prototype resulting in
miss-classification due to nearest neighbor criterion.
Typically, the model performs poorly in case of GZSL due
to inherent bias (domain shift) ([8]) towards seen class data.
This is illustrated in Fig.1. If for a given test sample from
unseen class, its unseen class prototype is closer to the pro-
totype of one of the seen classes, embeddings of the test
sample can likely be closer to the prototype of that seen
class than the actual unseen class prototype. Such a situa-
tion is due to model training on only seen class data which
makes the model biased towards the seen class data.
As aforementioned, early ZSL techniques make use of
regressor mapping from visual to the semantic domain.
Such methods perform poorly due to the unbounded nature
of the embedding/mapping function. Further, as pointed in
([4, 41, 23]) they also suffer from hubness issue. It is to
be noted that visual and semantic spaces are different and
may have different class neighborhood structures as well.
Few ZSL techniques ([8, 16]) use latent space as embed-
ding space in which both visual and semantic data are pro-
jected. Latent space has improved the performance, but a
little attention has been given towards making it discrimi-
native. The discriminative property especially comes handy
in case of fine-grained object classes. A triplet-loss based
metric learning has been explored in ([34]) to improve the
discriminative nature of latent embeddings which requires
appropriate mining of triplets.
Furthermore, a single prototype per class also poses dif-
ficulty in learning mapping function as it does not capture
intra-class variance. As visual and semantic spaces are dif-
ferent, modeling the intra-class variance in semantic space
using corresponding intra-class variance in visual space is
a non-trivial task ([47]). The aforementioned tasks are not
addressed explicitly in (G)ZSL literature. Also note that
occlusion, different lighting conditions, and viewing angles
can result in large intraclass variance for a given class in vi-
sual space in which case, not all the attributes representing
the given class would be present. We address the above
issue using a shallow but effective neural network-based
model. The domain shift or bias in the learned model due
to training on seen class data is further reduced by using
unlabeled visual data from unseen classes in transductive
setting. We harness the power of generative model using
variational auto-encoder (VAE) to generate per sample at-
tributes for unseen classes which address the issue of spar-
sity in semantic space ([8]). Training of proposed model us-
ing labeled seen data and unlabeled unseen class data with
generated unseen class prototypes helps in mitigating the
bias towards seen classes. Overall following are the main
contributions of this work 2.
• We train a shallow neural network-based model to
learn a latent space where visual and semantic class
data is projected. We make use of class-encoder
([40]) and softmax based classifier, which makes la-
tent embeddings to have smaller intra-class variance
and larger inter-class separation, respectively.
• Visual and semantic space are aligned by aligning
visual prototypes and semantic prototypes in the la-
tent space. As the latent space is learned using auto-
encoder like structure, latent visual and semantic em-
beddings perform better than original visual or seman-
tic space features.
• We address the aforementioned issue of prototype
sparsity for unseen classes by generating per sample
semantic features for visual samples of unseen classes.
We train a conditional VAE (CVAE) on labeled seen
class data and use it to generate semantic features for
unlabeled visual data of unseen classes.
• The model bias in the inductive setting is addressed
by augmenting training data in an inductive setting
with i) unlabeled visual data from unseen classes, and
ii) generated per sample semantic features for unseen
classes. In the initial step of model training, unla-
beled visual samples are assigned pseudo-labels using
K-means clustering, which are further pruned by clas-
sifier in each training iterations. We refer the overall
transductive training as the self-taught learning ([35]).
• We experiment in both inductive and transductive set-
ting for ZSL as well as GZSL. Our results on the stan-
dard benchmark datasets AWA1 ([22]), AWA2 ([51]),
CUB ([49]), APY ([5]), FLOWER (FLO) ([27]), and
SUN ([32]) show superior performance compared to
the state of the art methods.
• We also show the superior performance of our model
in extremely less labeled data regime where we train
with very few samples (1%, 5%, 10% etc.) per seen
class.
2The work in the inductive setting has been published in British Ma-
chine Vision Conference, Newcastle upon Tyne, 2018.
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2. Related Work
Inductive ZSL: ZSL methods use semantic side infor-
mation in the form of attributes ([56, 5, 30, 13, 30, 14],
word vector ([25]) representations such as ([56, 43, 2]) and
image sentence descriptions ([36, 55]). Although attributes
require manual annotations, they are more effective than the
other semantic features such as word vector representations.
Most of the (G)ZSL methods learn a high dimension re-
gression function which maps visual data to semantic data
or vice versa as in ([55, 7, 56, 39, 20, 1]). Some meth-
ods learn latent space as embedding space ([8, 11]). Deep
models have been used to realize the embedding function
in ([55, 37]). As semantic space is common to both seen
and unseen classes, ([3, 57, 58, 28]) represent each unseen
class in terms of seen classes. To overcome the model bias
towards seen classes methods in ([21, 52, 59] make use of
generative models to generate unseen class visual features
which are augmented with seen class visual features. They
subsequently train the classifier on seen and generated un-
seen data in a supervised setting. Few non-data augmen-
tation techniques such as in ([24]) calibrate deep network
based on the confidence of seen classes and uncertainty of
unseen classes. Models in ([53, 11, 42, 15]) learn to align
the neighbourhood-class structures in the visual and seman-
tic space while meta-learning strategy ([45]) is also studied
in the context of ZSL. The issues with dataset splits are stud-
ied in detail in ([51]) which also proposes new dataset split
and unified evaluation metric for GZSL which we follow in
our work.
Transductive ZSL: Among the transductive setting, QFSL
([44]) learns the embedding function by mapping visual
data to semantic data using labeled seen data while un-
labeled unseen data is forced to project onto other points
specified by unseen classes. ([8]) Uses Canonical Correla-
tion Analysis to align multi-view embedding in latent space
which is then followed by label propagation in a multi-
view hypergraph. The model in([33]) uses a weak trans-
fer constraint for knowledge transfer from seen to unseen
classes. The problem of ZSL is tackled using dictionary
learning in([19]) which treats the ZSL problem as unsu-
pervised domain adaptation problem. Propagated Semantic
Transfer in ([38]) makes use of the manifold structure of un-
known/novel categories and proposes graph-based knowl-
edge transfer. Shared Model Space ([12]) uses attributes to
allow knowledge transfer between seen and unseen classes.
The proposed technique in this work differs from previous
models in the following aspects. Inductive setting: First, the
class-encoder (a variant of an auto-encoder)([40]) allows to
have a lower intra-class variance in visual space which in
turn makes latent visual embedding compact. Further, it is
well known that auto-encoder provide robust latent space
representations. We make use of the latent space learned by
auto-encoder (class-encoder) to perform (G)ZSL. We also
note that improved performance can also be attributed to
the decoder part which reconstructs back visual samples
from latent space. Unlike most of the existing methods
which learn only forward mapping from visual to seman-
tic or from visual and semantic to latent, we use encoder-
decoder framework which has been proved to be effective
due to cycle consistency ([20, 59]). Second, the classifier in
the latent space which is trained on only seen classes boosts
the performance by making classes in the latent space dis-
criminative. Third, we observe that aligning projections of
visual features with their corresponding class prototypes,
such as in ([7, 55]), alone would not be sufficient. Hence,
we also align embeddings of visual means and class proto-
types in latent space.
Transductive setting: First, we train CVAE using labeled
seen class data by constraining latent codes of seen classes
to come from Gaussian distribution with mean same as the
corresponding class prototype. Unlike other methods in
([44, 33]) we do not use unlabeled unseen class prototypes
but generate them using CVAE trained on seen data. Sec-
ond, we exploit the structure in an unlabeled unseen class
data using K-means clustering and assign pseudo-labels to
the clusters. Third, we train the latent classifiers using data
from seen and unseen classes where seen class samples are
labeled using ground truth labels while unseen class sam-
ples are labeled using pseudo-labels. We iteratively train
the model where pseudo-labels are updated based on the
classifier outputs. We note that only the latent mean con-
straint is imposed on CVAE unlike ([21]) where the supe-
rior performance of our model can be attributed to iterative
pruning of labels of unseen data, latent space classifier, and
a novel constraint for neighborhood alignment in the latent
space. The domain shift issue is addressed by augmenting
the seen data with unlabeled unseen visual data and gener-
ated unseen semantic features. The explicit consideration
of domain shift or model bias and sparsity of prototypes
for unseen classes demonstrates improved performance for
ZSL as well as GZSL in the transductive setting. While
(G)ZSL itself is considered as learning with less data, we
further extend it to extremely less labeled data regime by us-
ing subsets of seen class data for training. We show that our
proposed model outperforms ([45]) in the extremely less la-
beled data regime.
3. Proposed Model
3.1. The problem of ZSL
Consider a dataset D which contains s seen classes and
u unseen classes. Let DS = {xi, yi}nsi=1 ∈ X × Y
denote the seen data with xi ∈ Rd as the visual fea-
ture and yi as the label from YS = {1, 2, · · · , s} Let
DS = Dtr
⋃
D′tr. Here, D
′
tr denotes the held out train-
ing data. Let DU = {xj , yj}nuj=1 be the test data with
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Figure 2: The pipeline of the training workflow for the transductive setting. A black box outlines the NN-based model, which
is used in both inductive and transductive training. The NN-based model consists of the encoder-decoder framework. During
training, visual feature x and semantic feature a are projected onto common latent space. Visual feature is reconstructed
back at the decoder as xˆ. The classifier is learned using the latent layer features to make them discriminative. During ZSL
testing, the learned visual embedding function fv and semantic embedding function fs are used to get visual and semantic
latent embeddings of a test sample and unseen class prototypes. For the transductive training, a VAE is trained on seen class
visual-semantic data by constraining latent distribution for a class to be Gaussian distribution with unit variance and the mean
corresponding to class prototype. This trained conditional VAE is used to extract the semantic feature of unseen class visual
samples. This is followed by initial clustering to assign pseudo-labels to unseen semantic features. The NN-based model is
trained in the transductive setting by sampling labeled data from seen classes and pseudo-labeled data from unseen classes.
Clusters on the right shows the unseen class latent embeddings during transductive training for AWA1 dataset. Best viewed
in colors.
xj ∈ Rd being the jth test sample and yj is the correspond-
ing label from YU = {s + 1, s + 2, · · · , s + u} such that
YS ∩ YU = φ. ZSL allows the knowledge transfer between
seen and unseen classes using semantic space. We denote
by ai ∈ Rk the semantic class prototype for class i. ai can
be attribute vector, word vector representation or sentence
description. Specifically, let AS = {a1,a2, · · · ,as} and
AU = {as+1,as+2, · · · ,as+u} denote the set of seen and
unseen class prototypes, respectively. Let fv(·) and fs(·)
be the embedding functions which separately project the vi-
sual and semantic descriptors, respectively, to the common
latent space. The standard ZSL problem in inductive setting
aims at learning a compatibility function F(fv(x), fs(a))
using DS and AS such that F(·) scores a large value when
x and a belong to the same unseen class otherwise produces
low values. During testing, the label for a test sample xt is
estimated as follows:
ŷt = arg max
y∈YU
F(fv(xt), fs(ay)) (1)
In case of GZSL, a model is trained using Dtr and AS and
during testing a sample can come fromD′tr orDU such that
in Eq(1), y ∈ YS
⋃YU .
3.2. Inductive GZSL
The proposed model for (G)ZSL is shown in Fig.2,
which resembles the auto-encoder structure. While Fig.2
illustrates the transductive workflow, we differ to it until the
next section and concentrate on different losses on which
model is trained in the inductive setting. We aim to learn
fv(·) and fs(·) which project the visual and semantic data
onto the common latent space, respectively, where F(·) is
evaluated to find compatibility between the visual and se-
mantic embeddings. We build upon the encoder-decoder
framework similar to auto-encoder, but the training regime
is inspired by that of class-encoder ([40]) for the visual
branch of the model. On the other hand, we use a separate
encoder network for the semantic prototypes.
We briefly describe the standard auto-encoder (AE)
model and subsequently define our loss function. An AE in
its simplest form is a three-layer neural network whose goal
is to reconstruct the input at the output using an encoder-
decoder framework. Let X = [x1x2 · · ·xns ] ∈ Rd×ns de-
note the input to AE. Here, ns is the number of samples
and d is the feature dimension. The encoder of AE learns
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mapping function fv(·) by projecting X onto l-dimension
latent space (l  d) to learn latent representations H =
[h1h2 · · ·hns ] ∈ Rl×ns . The decoder of AE tries to recon-
struct the input as Xˆ ∈ Rd×ns from their corresponding
latent representations. The encoding (embedding) and de-
coding functions, fv(·) and g(·), respectively, can be real-
ized as follows
hi = fv(xi) = sf (Wxi) (2)
xˆi = g(hi) = sg(W
Thi), (3)
where sf (·) and sg(·) represent non-linear functions such
as ReLu ([26]), W ∈ Rl×d and bias term is neglected for
representation purpose. The following loss is minimized
while learning the AE parameters W:
LAE =
ns∑
i=1
‖xˆi − xi‖22. (4)
Although AE allows learning robust latent space in an
unsupervised way, class embeddings with lower intra-class
variance are given by class-encoder ([40]). Class-encoder
exhibits a similar architecture as AE but differs in training
regime. A class-encoder reconstructs the output from the
different samples belonging to the same class. Let Cx be
the class label of two randomly picked samples x and x˜.
Then the training of class-encoder involves minimizing the
following loss function
LCE =
∑
x∈X
∑
x˜∈Cx
‖xˆ− x˜‖22. (5)
It is shown in ([40]) that compact embeddings are obtained
at the output of class-encoder. We believe that this also
leads to compact embedding in the latent space. We ob-
serve the same experimentally (Please refer to the Experi-
ment section). Every class exhibits intra-class variance due
to factors such as illumination changes, occlusions. In such
scenarios, some of the attributes in the images may not be
visible and hence should be absent from corresponding se-
mantic representation. However, as a single prototype per
class is available, it cannot reveal intra-class variability in
the semantic space. Hence, to align latent embeddings ob-
tained from visual and semantic spaces, the intra-class vari-
ance must be kept low. As aforementioned, we use a class-
encoder to reduce the intra-class variance of the visual fea-
tures in the latent space.
From a different perspective, there is no explicit con-
straint on the learned latent space using fv(·) and fs(·) that
makes latent embeddings discriminative. This can become
severe when dataset consists of fine-grained object classes.
To overcome this issue, we learn a classifier which is trained
on latent visual features to make latent space discriminative.
The classifier is trained by minimizing the standard cross-
entropy loss LCLFR for s seen classes. The cooperative
training by the classifier results in LCLFR to backpropagate
through the encoder of the model and hence also affects the
learning of embedding functions. The overall loss for the
visual - latent - (visual, classifier) branch becomes
LV IS = LCE + LCLFR. (6)
Further, we simultaneously map class prototypes to the
latent space. Given a ∈ AS , fs(a) learns latent semantic
class representations which can better be associated with
the latent visual concepts than the original class prototypes.
As we want latent visual and latent semantic embeddings to
match, the following loss (LLE) is minimized
LLE =
ns∑
i=1
‖hi − fs(ayi)‖22. (7)
Visual space is inherently different from semantic space and
exhibits different class-neighborhood structures. When vi-
sual and semantic samples are projected onto latent space
using non-linear embedding functions, it may be possible
that class-neighborhood structures of latent visual and la-
tent semantic samples may change. We are interested in
aligning the structures in the learned latent space for visual
and semantic data. This can be explained in the following
way. ZSL is based on the assumption that unseen and seen
classes are related. If class-neighborhood structure for seen
classes is altered during training in the latent space, it may
further change the relationship of seen-unseen classes in the
latent space. As we have access to only seen class data, we
believe that aligning structure for seen classes can help in
aligning the seen-unseen class relations. We carry out this
structure aligning by aligning latent representation of visual
means with their corresponding latent representation of the
class prototypes. Let µi denote the latent representation of
the mean of visual features of class i. We define the struc-
ture alignment loss (LSA) as
LSA =
s∑
i=1
‖µi − fs(ai)‖22. (8)
It is to be noted that in Eq(7), we align each latent repre-
sentations of the given class sample with the corresponding
latent representation of the class prototype. Note that fs(·)
and fv(·) are non-linear mappings, and hence aligning the
means of the latent representations of the visual and seman-
tic domain is different than aligning latent representations
of means of visual and semantic domains.
The model is trained to minimize the overall loss L with
the standard `2 regularizationR on the model parameters.
L = α1LCE +α2LLE +α3LSA+α4LCLFR+ βR. (9)
where α1, α2, α3, α4, and β are hyper-parameters to weight
the different losses.
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Training and inference: Due to non-linearity involved in
fv(·) and fs(·), L is a non-convex function. The model is
trained by minimizing L using a mini-batch gradient de-
scent optimization strategy. For LV IS , input-output pairs
are selected randomly from each of the classes inYS in each
iteration of the training. During testing of ZSL, the visual
samples from DU and class prototypes (AU ) of the unseen
classes are projected onto the latent space using fv(·) and
fs(·), respectively, where their projections are matched us-
ing F(·) to assign the final label according to Eq.(1).
In case of GZSL, visual samples (from D′tr
⋃
DU ) and
semantic prototypes from seen and unseen classes (i.e.,
AS
⋃AU ) are projected onto the latent space and subse-
quently matched using nearest neighbor criterion to infer
the final label.
3.3. Transductive GZSL
Any ZSL model exhibits a bias towards seen class data as
it is solely trained on it. Further, such bias poses greater dif-
ficulty in case of GZSL setting as seen class prototypes are
also made available for nearest neighbor comparison with
the embedding of test sample during inference stage (re-
call Fig.1). To illustrate this, consider that cat and tiger are
present in the seen and unseen classes, respectively. During
testing of GZSL cat and tiger prototypes are available for
nearest neighbor comparison with the latent embeddings of
the visual sample. It is likely that as cat and tiger are vi-
sually similar, the embedding of the test sample from tiger
class would be closer to cat prototype than tiger prototype.
This issue is also referred as domain shift ([8]). To alleviate
this issue, we propose to use unlabeled unseen class visual
samples in the transductive setting. Using additional data
during training, although unlabeled, helps in finding better
embedding functions. Further, one prototype per class can
not capture the intra-class variance. We address the issue of
prototype sparsity ([8]) (in fact no prototypes are available
for unseen classes during transductive training) for unseen
classes by generating per sample semantic features for un-
seen class samples during training. For this, we make use
of generative model. The details of this are provided below.
Generative models such as Generative Adversarial Net-
work (GAN) ([9]) and Variational Auto-encoder (VAE)
([18]) have been successfully used in the GZSL. GAN is
used in ([52]) to generate visual features of unseen classes
by training conditional WGAN ([10]) on seen class data.
On the other hand, conditional VAE is used in ([21]) to
generate unseen class visual samples. These methods then
learn a supervised classifier which is trained on seen class
data and synthesized unseen class data. While the afore-
mentioned model synthesize the visual samples, we lever-
age the generating models to generate per instance semantic
features.
Variational Auto-encoder: Variational auto-encoder
Algorithm 1: Training in Transductive GZSL Set-
ting.
1 Train CVAE on seen data (visual-semantic) using
constraint in Eq(11);
2 Generate semantic features for unseen class visual
samples using trained CVAE;
3 Get pseudo-labels for unseen visual data using
K-means clustering;
4 for for the number of training iterations do
5 Sample the batch of labeled seen data
(visual-semantic) ;
6 Sample the batch of pseudo labeled unseen data
(visual-semantic);
7 Update the parameters of the GZSL model by
optimizing the loss in Eq(9);
8 Reassign the pseudo-labels of unseen data using
latent space classifier
9 end
(VAE) is a neural network based generative model which is
capable of generating data x using latent variables z. A typ-
ical VAE consists of an encoder sub-network outputting the
distribution qψ(z|x) and decoder sub network outputting
pθ(x|z) with ψ and θ denoting the encoder and decoder net-
work parameters. VAE aims at generating data x using de-
coder with input z sampled from prior distribution p0(z) by
using encoder to approximate the posterior distribution of z
given by pθ(z|x). This is achieved by training the VAE to
maximize the lower bound on p(x) by optimizing
LV AE = Ez∼qψ(z|x)[log pθ(x|z)]−KL[qψ(z|x)||p0(z)],
(10)
where the first term corresponds to reconstruction error of
decoder and the second term represents the KL-divergence
between the encoder distribution qψ(·) and p0. The en-
coder network is trained to output the latent codes such that
qψ(z|x) is defined as a standard normal distribution. Once
the VAE is trained, by using an input x, latent codes z can
be sampled from the encoder distribution qψ(z|x).
Generating Unseen Semantic Features using Condi-
tional VAE (CVAE): In our case, we denote p(x) by the
distribution of visual samples of seen classes. We fur-
ther incorporate the constraint on the latent space given by
the VAE. We constraint that latent codes for a given input
sample xi are drawn from the Gaussian distribution whose
mean is given by corresponding class prototype. Precisely,
for (xi, yi) pair of seen class data we have
qψ(zi|xi) = N (ai, I), (11)
where ai corresponds to class i prototype. It has been exper-
imentally shown in ([21]) that VAE trained on the seen class
data can generate unseen class samples when its latent code
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z is supplied with unseen class prototypes. We take inspi-
ration from this fact and instead generate latent codes using
unseen visual data. We note that in our model latent codes
are class prototypes unlike in ([21]) where they use unstruc-
tured latent code (sampled from standard Normal distribu-
tion) along with class prototypes. Furthermore, we differ
from ([48]) in the sense that, ([48]) models mean and vari-
ance of latent space Gaussian using additional functions,
uses margin regularizer and additional probability sharpen-
ing criterion for the transductive setting. On the other hand,
our CVAE model constrained only on latent means still
outperform many of the existing models using self-taught
learning during training, as explained in the next section.
After training the CVAE, we use unlabeled visual sam-
ples from the unseen classes as the input to CVAE and ex-
tract latent code for each sample. As latent space is dis-
tributed with mean corresponding to class prototypes, we
expect that latent codes obtained for unseen class samples
are representative of corresponding class semantic repre-
sentations. As semantic representations are generated on
per sample basis, they capture the intra-class variance and
overcomes the issue of prototype sparsity. We call these se-
mantic representations as synthesized semantic features of
unseen classes which are used during training of the pro-
posed model.
Training in Transductive GZSL via Self Taught Learn-
ing: In transductive setting, we leverage the unlabeled un-
seen class visual samples and their synthesized semantic
features along with the labeled seen class data. We note
that for seen class data the reconstruction loss is given by
Eq(5) while for unseen class data we use the reconstruc-
tion loss as given by Eq(4). Although unseen class data
is unlabeled, it is still possible to exploit the structure in
the unseen data ([35]). We use K-means clustering for the
unseen class visual samples. The K-means clustering al-
lows us to give pseudo labels to visual samples of unseen
classes. Note that the number of clusters is equal to the
number of unseen classes. We use pseudo-labels of visual
samples of unseen classes to label corresponding synthe-
sized semantic features of the unseen classes. With unseen
class samples are (pseudo) labeled we make the classifier in
the latent space to have s+u output nodes. During training
in each iteration, we sample a batch of (labeled) seen class
data along with (pseudo-labeled) unseen class data. As the
unseen class labels are not ground truth labels, we update
them based on the classifier prediction. Thus, in every itera-
tion pseudo labels of unseen class samples are pruned using
the labels predicted by the classifier. The unseen class data
labeled using K-means clustering provides a good initializa-
tion. This self-taught learning by classifier helps in learning
discriminative latent representations. The clustering using
pseudo-labels given by the classifier performs better than
clustering in the visual space. This is because compact la-
Table 1: Descriptions of different datasets of (G)ZSL in
terms of number of seen classes |YS |, number of unseen
classes |YU |, dataset size i.e. train and test samples (D) and
attribute dimension (k).
Item AWA1 AWA2 CUB SUN APY FLO
|YS | 40 40 150 645 20 82
|YU | 10 10 50 72 12 20
|D| 30K 37K 11K 14K 12K 8K
k 85 85 312 102 64 1024
tent space clustering can provide better neighborhood struc-
ture than in the visual space as structure aligned constraint
is imposed on latent representations. We further explain be-
low the superior performance of our CVAE coupled with
self-taught learning by drawing an analogy with the pio-
neering work in self-taught learning ([35]).
• It has been shown in ([35]) that unlabeled data can
be used along with labeled data in self-taught learn-
ing way to improve the classification accuracy. In such
case, ([35]) exploits the structure in the unlabeled data
in the sense that unlabeled data is represented using
fewer basis vectors in the sparse coding framework.
These basis vectors or attributes allow a higher-level
representation of given images/visual features. A la-
beled data is represented using these bases and experi-
mentally shown to perform better than the raw labeled
data in the classification task.
• We term our transductive training framework as self-
taught learning as i)we use CVAE latent space to ob-
tain higher-level (attributes) representation of seen and
unseen classes (similar to sparse coding framework
in ([35])) ii) Similar to ([35]) our classifier is trained
on latent space embeddings (seen and unseen classes)
which are modified from their corresponding visual
and semantic features. ([35]) uses a two-step pro-
cess of representation learning and classification. On
the other hand, our iterative pruning of pseudo-labels
of unseen samples during training helps in improving
the recognition performance on seen as well as unseen
classes.
The overall training of the transductive setting is given in
Algorithm 1.
4. Experiments
4.1. Datasets
We consider the following standard datasets for the
evaluation of the proposed inductive as well as transduc-
tive GZSL model: Animals with Attributes (AWA) ([22]),
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Table 2: ZSL classification accuracy (%) comparison on different datasets. Ours-AE: Proposed model with standard AE,
Ours-CE: proposed model with class-encoder. FV : VGG features, FG: GoogleNet features. Sentence description is used in
†. Kernelized prototypes are used in ∗. For CUB we use 500D CBoW word2vec from [47] while ‡ uses 400D word2vec.
Visual AWA CUB SUN
Method Feature Attribute word2vec Attribute word2vec Attribute
ConSE [29] FG 59.0 53.2 33.6 28.8 49.6
SSE [56] FV 76.3 - 30.4 - -
ESZSL [39] FG 76.3 - 47.2 - 59.2
SPLE [42] FG 78.4 66.5 56.7 35.2∗ 69.3
SYNC [3] FG 72.9 - 54.5 - 62.8
RKT [47] FG 71.6 59.1 33.5 23.2 -
ALE [50] FG 71.9 61.1 45.5 31.8‡ 63.7
LAD [16] FV 82.5 - 56.6 - -
SAE [20] FG 84.7 - 61.4 - 65.2
DZSL [55] FG 86.7 78.8 58.3 53.5† -
Ours-AE FG 83.7 79.8 61.2 28.7 69.6
Ours-CE FG 85.0 80.7 62.2 31.0 68.1
Table 3: Inductive ZSL and GZSL. Performance comparison using ZSLAcc and H for ZSL and GZSL, respectively, on
different datasets. Ours-CE: proposed model with class-encoder. ZSLAcc: Average top 1 accuracy per class. S: Accuracy
on seen classes (%), U: Accuracy on unseen classes (%), H: Harmonic mean (Settings followed from ([51]).)
AWA1 AWA2 APY
Method ZSLAcc S U H ZSLAcc S U H ZSLAcc S U H
DeViSE ([7]) 54.2 68.7 13.4 22.4 59.7 74.7 17.1 27.8 39.8 76.9 4.9 9.2
SYNC([3]) 54.0 87.3 8.9 16.2 46.6 90.5 10.0 18.0 23.9 66.3 7.4 13.3
SJE ([2]) - 74.6 11.3 19.6 - 73.9 8.0 14.4 - 55.7 3.7 6.9
ALE ([50]) 59.9 76.1 16.8 27.5 62.5 81.8 14.0 23.9 39.7 73.7 4.6 8.7
SAE ([20]) 53.0 77.1 1.8 3.5 54.1 82.2 1.1 2.2 8.3 80.9 0.4 0.9
DZSL ([55]) 68.4 84.7 32.8 47.3 67.1 86.4 30.5 45.1 35.0 75.1 11.1 19.4
PSR ([53]) - - - - 63.8 73.8 20.7 32.3 38.4 51.4 13.5 21.4
Ours-CE 67.7 85.5 34.7 49.4 67.2 87.1 30.1 44.7 37.1 80.3 20.1 32.2
AWA2 ([51]), Caltech Birds 200-2011 (CUB) ([49]), a Pas-
cal Yahoo (APY) ([5]), FLO ([27]) and, SUN Attributes
(SUN) ([32]). The details of these datasets are given
in Table 1 where AWA1, AWA2, and APY are coarse
grained datasets while CUB, FLO, and SUN are fine-
grained datasets. We use d = 2048-dimension 101-ResNet
([55]) features as visual embeddings for all the datasets. We
use manually annotated attributes for AWA1, AWA2, CUB,
APY, and SUN. For FLO we use fine grained visual de-
scription given by ([51]) using ([36]). We use the evaluation
setting as proposed in ([51]) which is described in the next
section.
4.2. Evaluation Metric
For ZSL, we average the fraction of correct predictions
(top-1) per class denoted as Ai to find average per class
accuracy as given below
ZSLAcc =
1
u
∑
i∈YU
Ai. (12)
For GZSL, we calculate average per class accuracy for seen
and unseen classes, denoted by AccS and AccU , respec-
tively, and find harmonic mean H as proposed in ([51])
H =
2×AccS ×AccU
AccS +AccU
. (13)
4.3. Model Architecture
The proposed model is shown in Fig.2. Although the
proposed model is a shallow network, it achieves the state
of the art performance in most of the experimental settings
due to classifier in the latent space, structure aligning con-
straint, and encoder-decoder framework. We use fully con-
nected neural network to implement the mapping functions
described in section 3. The input and output dimension
of the visual branch is d with latent layer having dimen-
sion as 1000. We use k-dimension (dimension of proto-
type) fully connected layer as a input layer in the semantic
branch and one intermediate layer having 750-dimensions.
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Table 4: Inductive ZSL and GZSL. Performance comparison using ZSLAcc and H for ZSL and GZSL, respectively, on
different datasets. Ours-CE: proposed model with class-encoder. ZSLAcc: Average top 1 accuracy per class. S: Accuracy
on seen classes (%), U: Accuracy on unseen classes(%), H: Harmonic mean (Settings followed from ([51]).)
CUB SUN FLO
Method ZSLAcc S U H ZSLAcc S U H ZSLAcc S U H
DeViSE([7]) 52.0 53.0 23.8 32.8 56.6 27.4 16.9 20.9 45.9 68.7 13.4 22.4
SYNC([3]) 55.6 70.9 11.5 19.8 56.3 43.3 7.9 13.4 - - - -
SJE([2]) - 59.2 23.5 33.6 - 30.5 14.7 19.8 - 74.6 11.3 19.6
ALE([50]) 54.9 62.8 23.7 34.4 58.1 33.1 21.8 26.3 48.5 76.1 16.8 27.5
SAE([20]) 33.3 54.0 7.8 13.6 40.3 18.0 8.8 11.8 - - - -
DZSL([55]) 51.7 57.9 19.6 29.2 61.9 34.3 20.5 25.6 - - - -
PSR([53]) 56.0 54.3 24.6 33.9 61.4 37.2 20.8 26.7 - - - -
Ours-CE 57.6 60.7 30.2 40.3 58.5 41.1 21.2 27.9 55.5 91.2 30.3 45.5
Table 5: Transductive GZSL. Performance comparison of GZSL on different datasets. Ours-CE: proposed model with class-
encoder. S: Accuracy on seen classes (%), U: Accuracy on unseen classes (%), H: Harmonic mean (Settings followed from
([51]).). The results in ∗ are not directly comparable as unlike Ours-CE these methods also use unlabeled unseen class
prototype during training. The results of other methods are as reported by ([33]).
AWA1 AWA2 CUB SUN APY
Method S U H S U H S U H S U H S U H
ALE([50]) - - - - - 21.7 - - 30.4 - - 21.1 - - -
GFZSL([46]) - - - - - 40.0 - - 33.5 - - - - - -
DSRL ([54]) - - - - - 32.2 - - 28.9 - - 20.5 - -
∗ QFSL([44]) - - - 66.2 93.1 77.4 71.5 74.9 73.2 51.3 31.2 38.8 - - -
∗ SABR([33]) - - - 79.7 91.0 85.0 67.2 73.7 70.3 58.8 41.5 48.6 - - -
Ours-CE 87.7 71.2 78.6 86.1 71.3 78.0 65.7 46.4 54.4 37.7 25.8 30.6 76.1 39.3 51.8
This is followed by the fully connected latent layer of 1000-
dimensions. We use ReLu ([26] non-linearity at the la-
tent and intermediate layers. In the inductive setting, the
classifier has s nodes at the output to which softmax func-
tion is applied. The latent visual representations are input
to the classifier. In case of transductive setting, there are
s + u nodes at the output of classifier. We use the same
model architecture for all the dataset but separately tune
the hyper-parameters corresponding to weights of different
loss terms (α1−α4, β). We use stochastic gradient descend
based Adam ([17]) optimizer to train the model with learn-
ing rate of 0.0001 and a batch of 64. We implement the
proposed framework in PyTorch ([31]). We denote the per-
formance of our model by Ours-CE where CE stands for
class-encoder used in our model.
4.4. Performance on ZSL and GZSL
Inductive Setting:3 It is clear from the Table 3 and 4 that
the proposed model outperforms most of the other exist-
ing models in ZSL. Specifically, we outperform in AWA2,
CUB, and FLO while attaining comparable performance for
other datasets. On the other hand, in case of GZSL, our
3The results (Ours-CE) in Table 3 and 4 on AWA1, AWA2, CUB, and
SUN datasets are borrowed from our previous work in ([11]).
Table 6: Transductive ZSL. Average top 1 per class accu-
racy (top-1)(%) comparison on different datasets on the new
split ([51]). Ours-CE: proposed model with class-encoder.
The results in ∗ are not directly comparable as unlike Ours-
CE these methods also use unlabeled unseen class prototype
during training. The results of other methods are as reported
by ([33]).
Method AWA1 AWA2 CUB SUN APY
ALE ([50]) - 70.6 54.4 55.5 -
GFZSL([46]) - 78.3 50.6 63.9 -
DSRL ([54]) - 72.5 48.9 56.1 -
∗QFSL([44]) - 79.7 72.1 58.3 -
∗SABR([33]) - 88.9 74.0 67.5 -
Ours-CE 81.3 80.7 62.4 60.4 49.9
structure aligning constraint helps the model to perform bet-
ter in case of unseen test samples. This can be observed
from the Table 3 and 4 where out model outperforms in
all the datasets except AWA2. Specifically, we consistently
perform better as compared to other methods in case of
coarse-grained as well as fine-grained datasets. In the case
of CUB and FLO, we gain by a large margin of 5.9 and 18,
respectively, in the case of H . We note that the proposed
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model performance is compared with the performance of
existing non-generative models only. This is because most
of the GZSL techniques using generative models make use
of data augmentation technique. They generate unseen class
data and then train supervised classifier over seen and gen-
erated unseen data. Furthermore, the superior performance
exhibited by such models over the non-generative models
can primarily be attributed to an additional supervised clas-
sifier that is trained. While class labels are inferred using
the trained supervised classifier, they differ from the stan-
dard GZSL protocol of predicting the class label using 1-
nearest neighbor (1-NN) criterion. Transductive setting:
The results for transductive setting are given in Table 5 and
6. Methods in QFSL ([44]) and SABR ([33]) although per-
forms better than our model, they are not directly compara-
ble as they use unseen class prototypes (unlabeled) during
the training of the model. On the other hand, we stick to the
standard transductive setting in (G)ZSL, which allows using
only unlabeled unseen class visual features. We achieve the
best performance using class-encoder instead of standard
AE structure in the visual-latent-visual path of our model,
similar to the inductive setting. As fewer training samples
are available for CUB, class-encoder allows capturing bet-
ter intra-class variance (by reconstructing each sample from
every other sample of the same class) as compared to the
standard AE.
For GZSL experiment using attributes, our model achieves
the best performance on AWA2, CUB, and SUN in a sim-
ilar experimental setting. We strongly outperform over the
previous state of the art GFZSL ([46]) by a considerable
margin of around 38, 20 in AWA2 and CUB, respectively.
Although GZSL poses a greater difficulty to model train-
ing due to model bias towards seen classes, using transduc-
tive setting helps in overcoming this bias issue. This can be
observed from the performance on unseen class test sam-
ples given by U in the Table 5 which is comparable with
the performance over seen class test samples given by S.
Furthermore, as compared to the inductive setting, an over-
all boost can be observed in H . From inductive to trans-
ductive H increases by 29.2 (AWA1), 33.3 (AWA2), 14.1
(CUB) and 19.6 (APY) thanks to unlabeled data and our
self taught learning. Fig.3 shows t-SNE plots where the
behavior of unseen class embeddings throughout training
for AWA1 dataset can be observed. As training progresses,
pseudo-labeled clusters in the initial steps get refined as well
as become discriminative. The well clustered as well as dis-
criminative embeddings are result of the self-taught learn-
ing of clusters using latent classifiers.
4.5. Extremely Less Labeled Data Regime
We recall that (G)ZSL comes in the less labeled data
regime setting. It is interesting to evaluate how the proposed
model performs when trained on extremely less labeled data
Table 7: Comparison of the performance in terms of the har-
monic mean H of our method against RN ([45]) for differ-
ent settings of extremely less labeled data regime. Numbers
in the bracket represent the deviation from the average H
reported.
Training Data AWA1 CUB
(%) Ours RN Ours RN
1 44.4 (1.1) 33.4 (4.2) - -
5 46.3 (0.8) 33.8 (5.1) 20.2 (0.7) 12.5 (0.4)
10 49.1 (0.5) 34.8 (5.5) 28.4 (0.3) 20.2 (1.1)
20 49.2 (0.6) 36.4 (5.7) 35.7 (0.6) 28.7 (0.9)
30 49.1 (0.6) 38.1 (6.2) 37.9 (0.6) 32.3 (0.8)
50 49.3 (0.4) 42.7 (4.0) 38.0 (0.2) 37.8 (0.5)
in the inductive setting. To gain an insight into this, we
further extend the less labeled data regime by using very
few samples of seen classes for training the model. Fig.4
shows the performance of our model for subsets of train-
ing data. We experiment on two fine-grained datasets CUB
and FLO and two coarse-grained datasets AWA1 and APY.
We train our model using randomly selected 1%, 5%, 10%,
20%, 30%, and 50% of labeled seen class data samples and
record the harmonic mean H in each case. For consistency
and to avoid data imbalance, we use the same percentage of
samples from each class. We note that for AWA1, the per-
formance gap between 1% and 100% training data is only
5%. In the case of APY, our model behaves better when
using less labeled data which shows the presence of out-
lier samples and suggest the need for outlier removal. In
case of fine-grained FLO dataset, H dips from 45.5 (100%
data) to 38.6 (10% data), 40.6 (20% data), 41.5 (30 % data)
, and 45.2 (50% data). In case of fine-grained CUB dataset,
H dips from 40.3 (100%) to 20.0 (10% data), 28.45 (20%
data), 35.7 (30% data), 37.9 (40% data) and 38.0 (50%
data). We hypothesize that this behavior is due to our class-
encoder based encoder-decoder framework which provides
robust latent codes and structure aligning constraint used
in training. The class-encoder aims to reconstruct a sam-
ple of the given class from a different sample of the same
class. In such a case, even when a few training samples
are available per class, it can generate multiple input-output
pair for class-encoder training. This significantly alleviates
the need for using a large number of training samples. On
the other hand, as we align latent representations of the vi-
sual and semantic mean (Eq.(8)), it eliminates the need for
using a large number of training samples per class as long as
classes are well clustered. While in the case of fine-grained
datasets, training is inherently difficult, the effect of class-
encoder based training on very few sample is not prominent.
We note that we train the model on an average six sam-
ples (1% data in AWA1), three samples (1% data in APY),
three samples (5% data in CUB), and four samples (5%
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Figure 3: AWA1 dataset. t-SNE plots of embeddings of unseen class visual samples in the latent space. As training progresses,
self-taught learning allows forming better clusters as can be observed (from left to right). Best viewed in color.
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Figure 4: Plots showing the effect on harmonic mean (H) when the fraction of labeled seen data is used for training the GZSL
model (in the inductive setting). Vertical axis represents Harmonic mean H . Horizontal axis represents training epochs. It
can be observed that the proposed model performs well, even when using fewer samples per seen class for training. Each
colored blob corresponds to H given by the model trained on fraction (or %) of seen data. Best viewed in color.
data in FLO) per seen class. As the aforementioned ex-
perimental setting can also be treated as a few shot learning
([6]) in the context of ZSL, we compare our model with
the few shot model proposed in ([45]) on coarse-grained
AWA1 dataset and fine-grained CUB dataset. We specifi-
cally choose the model in ([45]) for the comparison as it is
easy to evaluate and gives excellent performance in case of
standard few-shot learning setting and is also used in ZSL.
It can be observed from Table 7 that our model outperforms
model in ([45]) in all the cases from 1% to 50% of seen
data. This could be explained in the following way. The
model in ([45]) learns an embedding function by comparing
samples from different classes. In such a case, any outlier
samples from a randomly selected subset of training data
can have an adverse effect on learning the embedding func-
tion. This can also be observed from the large deviation in
the H in the case of ([45]). While ([45]) uses meta-learning
strategy based on episodic training we follow conventional
regressor-driven ZSL setting. On the other hand, as our
model makes use of encoder-decoder framework, its latent
layer representations are more robust. Further, any outlier
in the randomly selected samples would have little impact
on learning of embedding functions as we try to align the
means of visual and semantic samples. In such cases, out-
lier will have little impact on the mean as long as majority
of the samples are well behaved.
5. Conclusions
In this work, we proposed a shallow, but effective neu-
ral network-based model for (G)ZSL, which aligns class-
neighborhoods in the latent embedding space while simulta-
neously making embedding space discriminative. The pro-
posed model is evaluated in both inductive and transductive
setting for ZSL and GZSL. While our proposed methodol-
ogy to generate and use per sample semantic features using
unseen class visual samples gives superior performance, it
can in principle be used with any of the existing (G)ZSL
models to reduce the model bias. Further, self-taught learn-
ing during the training regime helps in boosting the overall
performance. We also show the superior performance of our
model in case of extremely less labeled data regime where
our model gives consistent recognition performance even
when trained using a very few samples from seen classes.
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