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Abstract
In this thesis we study a nonlocal problem for u(x, t), 0 ≤ x ≤ 1
∂u
∂t
(x, t) = f (uˆ(x, t))− u(x, t). (*)
Here f is a nonlinear function and uˆ is an average of u given by
K(x)uˆ(x, t) =
∫ 1
0
J(x− y)u(y, t)dy
where
K(x) =
∫ 1
0
J(x− y)dy.
We consider three different versions of the averaging function J(x).
Chapter 2 and 3 contain an analytical study of equilibrium solutions to (*). Chapter 4
concentrates on a numerical approximation of the full problem given by (*). Finally, Chapter
5 studies and approximates slowly varying solutions to (*).
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Introduction
1.1 Inroduction
This thesis contains an analytical and numerical study of a nonlocal problem which was
motivated by an example in mathematical biology. There are many examples of nonlo-
cal problems in applications, older examples include the Boltzmann equation in statistical
physics [69] and van der Waals in phase transitions [63]. In recent years many more nonlocal
equations have been derived, especially in material science and biology. In the next section
we briefly discuss some of the biological examples.
1.2 Examples of nonlocal problems
1.2.1 Nonlocal advection equations
In applications, advection is a transport mechanism of a substance carried along by a flow.
We show how a nonlocal advection problem can arise. This example is based on the work
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in [48].
Let u(x, t) be the density of substance in the one dimensional region 0 < x < 1. If q = q(x, t)
is the flux, the basic conservation law is
ut + qx = 0
and the usual assumption is that q = q(u) so that
ut + q
′(u)ux = 0. (1.2.1)
If q(u) is linear with q(u) = cu then the general solution of (1.2.1) is
u(x, t) = f(x− ct)
so that (1.2.1) has travelling wave solutions. If q is nonlinear then in general (1.2.1) will not
have smooth solutions and shocks will occur.
We could assume that the flux depends on the total mass of the system. As an example
of this, suppose we want to model the digestion proceses in an organism. In this case we
might assume that the speed in which food moves through the gut will depend on the quality
of the food in the gut. In particular, in order to get maximum absorbtion of nutrients, the
lower quality food would move quicker than the high quality food. Let u(x, t) be the nutrient
concentraion. The flux would have the form
q = v(t)u(x, t) (1.2.2)
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where the flow rate
v(t) =
∫ 1
0
F (u(x, t))dx
for some nonlinear function F. The resulting equation (1.2.1) will be nonlocal.
1.2.2 Aggregation models
There are many examples of biological aggregation in nature such as insect swarms, fish
schools and colonies of bacteria. The traditional method used to model spatially distributed
populations is to use a partial differential equation with diffusion terms. The idea used to
model a group of individuals migrating together (a flock or swarm) is to think of it as a trav-
elling wave solution which is zero (or very small) outside a finite region. However, it turned
out to be difficult to design models which supported this idea and which were biologically
meaningful. [51] showed that it was not possible to use the usual partial differential equation
models which could describe locust swarm migration.
The models which described the required behaviour [51] were nonlocal and of the form
∂f(x, t)
∂t
=
∂
∂x
(
D
∂f(x, t)
∂t
− (V ∗ f)(x, t))
)
. (1.2.3)
Here, x is one dimensional, f(x, t) is the swarm density and D is the diffusion coefficient.
The second term in the above equation represents the drift of individuals with a nonlocal,
density dependent velocity V. One possible form for V is
(V ∗ f)(x, t) =
∫
K(x− y)f(y, t)dy
3
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where K is an even function with compact support.
1.2.3 Neural networks
Another rich source of examples of nonlocal equations come from neural field models [26].
We describe the standard model for a scalar neural field. Let u(x, t) denote the local activity
of a population of neurons at x ∈ R. The equation for u is
∂u(x, t)
∂t
= −u+
∫ ∞
−∞
f(u(x− y, t))w(y)dy. (1.2.4)
The even function w(y) describes the strength of connections between neurons separated by
a distance y. The output of a neuron is a spike train with firing rate f(u). Equation (1.2.4)
supports many types of solution such as travelling waves and pattern formation [15,30,67,70].
A review of methods for studying such equations is given in [17].
1.2.4 Modelling cell-cell adhesion
How cells organise into structured tissue is a very important area of study in many biological
processes. One important factor in the formation of these aggregates are cell-cell interactions
[2]. Let n(x, t) be the cell density in a one dimensional domain. The dynamics are described
by an equation similar to that given in (1.2.3),
∂n(x, t)
∂t
= g(n(x, t)) +
∂
∂x
(Dn(x, t)− V (n(x, t))) (1.2.5)
4
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where g describes the cell kinetics. The V term describes the adhesive force between cells
and is given by
(V ∗ n)(x, t) =
∫ R
−R
A(n(x+ y, t))w(y)dy.
The function w represents the adhesive force over the sensing region of the cell. The function
A will increase when the cell density n is small but will decrease at larger cell densities because
of cell packing.
1.2.5 Model for cell renewal
Mosaic tissues are composed of two or more cell types and are useful in understanding tissue
growth. We describe a recent model for this [6] which is motivated by the work in the
previous example. In this model the birth of cells replaces those cells lost to death, so that
we only require a single equation. Let a(x, t) be the proportion of cells of a particular type
in two dimension. The equation for a(x, t) is
∂a
∂t
= α(f(Ia)− a) (1.2.6)
where α is the cell replacement rate and
Ia = (1/area)
∫ R
0
∫ 2pi
0
a
(
x+ rη
)
rdθdr.
Two forms of cellular interactions nonbiased and biased (linear and nonlinear f).The non-
linear function f has the property that 0 < f(u) < u for 0 < u < 1/2 and u < f(u) < 1
for 1/2 < u < 1 reflecting the bias that a cell will be replaced by the type of the majority
5
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around it.
They also observed that the changes in the local environment interactions has an implication
on the dynmics. Also, the model has the advantage of reproducing some of the pattern seen
in a realistic tissues.
1.3 A one dimensional nonlocal problem
In this thesis we study a one dimensional equation motivated by the previous example. The
equation for u(x, t) is
ut(x, t) = f
(
J ∗ u
K(x)
)
− u(x, t) (1.3.1)
for 0 ≤ x ≤ 1 and t ≥ 0 with given initial data u(x, 0). The kernel function is symmetric
J(x) = J(−x) ≥ 0 is involved in the convolution
(J ∗ u)(x, t) =
∫ 1
0
J(x− y)u(y, t)dy.
From now on we use the notation
u¯(x, t) = (J ∗ u)(x, t), uˆ(x, t) = J ∗ u
K(x)
. (1.3.2)
The function uˆ is the local kernel of u so that K(x) is given by
K(x) =
∫ 1
0
J(x− y)dy.
The detailed assumptions on f are given in the next chapter. Typical examples of f are
6
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given in Figure 1.1 where c and d are chosen so that f(1) = 1.
0 0.2 0.4 0.6 0.8 1
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
v
f(v
)
 
 
cubic
c tanh(10v−5) + 0.5
d tanh(20v−10) + 0.5
Heaviside H(v−0.5)
v
Figure 1.1: Examples of the function f(v) in (1.3.1). The shape of the function has an
impact on the behaviour of the solution. For oterwise identical problems, the time scale
for evolution with the step function (cut off tail) is larger than the one with small tail. In
general the process for a similar shape of f is similar but the time scales will vary.
In most of this thesis we will use the exponential decay kernel given by
J(x) =
1
2ε
e−|x|/ε, K(x) = 1−
(
1
2
)(
e−x/ε + e−(1−x)/ε
)
. (1.3.3)
In the next section we show how we can transform (1.3.1) into a local equation for u¯(x, t) for
this kernel. Figure 1.2 shows the graphs of J(x− y) for three different values of ε. It shows
how the kernels become concentrated near x = y as ε decreases. Figure 1.2 shows K(x) for
7
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large and small value of ε. For large ε,K(x) is almost constant while for small ε, K(x) is
very close to 1 except near 0 or 1.
0 0.2 0.4 0.6 0.8 1
0
2
4
6
8
10
12
x
J(x−y)
 
 
y=0.3, ε = 0.3
y=0.7, ε = 0.05
y=0.5, ε = 2
0 0.2 0.4 0.6 0.8 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
x
K(x)
 
 
ε = 0.3
 ε = 0.05
ε = 2
Figure 1.2: Graphs of J(x − y) and K(x) for the exponential kernel with three different
values of ε.
We also consider the Gaussian kernel given by
J(x) =
√
1
πε2
exp
(
−x
2
ε2
)
, K(x) =
1
2
(
erf
(x
ε
)
+ erf
(
1− x
ε
))
where
erf (x) =
2√
π
∫ x
0
exp
(−t2) dt.
For small ε the Gausssian kernel decays even faster than the exponential kernel. This has
implications for the slow behaviour of solutions for small ε described in Chapter 5.
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Finally, motivated by the example in 1.2.4 (d) we consider the piecewise kernel
K(x)
∫ 1
0
J(x− y)u(y)dy =


∫ ε
−x
u(x+ y, t) dy
∫ ε
−ε
u(x+ y, t) dy
∫ 1−x
−ε
u(x+ y, t) dy
where
K(x) =


x+ ε when 0 < x < ε
2ε when ε < x < 1− ε,
1− x+ ε when 1− ε < x < 1. (1.3.4)
The piecewise constant kernel is not differentiable in general at x = ε and at x = 1 − ε.
The simplest way to show that is by differentiating uˆ(x) when ε < x < 1− ε and put x = ε
and do the same when 0 < x < ε and compare the both results. We obtain
lim
x→ε+
uˆ′(x) =
(
1
2ε
)
(u(2ε)− u(0)) 6=
(
1
2ε
)
(u(2ε)− uˆ(ε)) = lim
x→ε−
uˆ′(x).
1.4 Derivation of a local equation for the exponential de-
cay kernel
In this section we show that for the exponential kernel given by (1.3.3), we can transform
the nonlocal equation (1.3.1) into a local equation. This works because the kernel in (1.3.3)
is the Green’s function for the differential operator w → w′′. Similar ideas have been used
9
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for other nonlocal equations [7, 8, 18, 40, 47, 65].
Theorem 1.4.1. For the exponential decay kernel given by (1.3.3), equation, u¯(x, t) satisfies
(
u¯− ε2u¯xx
)
t
= − (u¯− ε2u¯xx)+ f
(
u¯
K(x)
)
(1.4.1)
with the boundary conditions
u¯(0, t) = εu¯′(0, t), u¯(1, t) = −εu¯′(1, t). (1.4.2)
In addition, equilibrium solutions satisfy
ε2u¯′′(x) = u¯(x)− f
(
u¯(x)
K(x)
)
(1.4.3)
with the boundary condition
u¯(0) = εu¯′(0), u¯(1) = −εu¯′(1). (1.4.4)
The equilibrium u(x) can be found from (1.3.1) by
u(x) = f
(
u¯(x)
K(x)
)
. (1.4.5)
Proof. From the definition of u¯ and writing
∫ 1
0
=
∫ x
0
+
∫ 1
x
2εu¯(x, t) =
∫ x
0
exp
(
−
(
x− y
ε
))
u(y, t) dy +
∫ 1
x
exp
(
−
(
y − x
ε
))
u(y, t) dy (1.4.6)
Differentiating w.r.t. x
2εu¯x(x, t) = −ε−1
∫ x
0
exp
(
−
(
x− y
ε
))
u(y, t) dy + ε−1
∫ 1
x
exp
(
−
(
y − x
ε
))
u(y, t) dy,
(1.4.7)
and
ε2u¯xx(x, t) = u¯(x, t)− u(x, t). (1.4.8)
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Using (1.4.8) in (1.3.1) gives the partial differential equation (1.4.1).
The boundary conditions (1.4.2) follow from putting x = 0 and x = 1 in (1.4.7). The results
for equilibria follow from these results by putting u¯t = 0 in (1.4.1).
1.5 Outline of thesis
In Chapters 2 and 3 we study equilibrium solutions of (1.3.1) for the exponential kernel. From
Theorem 1.4.1 this reduces to a boundary value problem for the ordinary differential equation
(1.4.3). In Chapter 2 we study properties of equilibria for a general sigmoidal function f
in (1.4.3). We first show that we cannot replace the function K(x) by 1 to approximate
solutions. Further results explore the structure of solutions together with a numerical study.
In Chapter 3 we study the special case when f is step function. We can give a complete
analysis for this case. In particular, we show that nontrivial solutions exist for all ε in
contrast to the results of numerical experiments in Chapter 2. We also give asymptotic
results for large and small ε as well as the behaviour of solutions at the equilibrium which
have a large number of oscillations (where solutions cross (1/2)K(x) exactly m+ 1 times).
In Chapter 4 we start by describing a semidiscrete spatial collocation method using a piece-
wise constant approximation in space for the general time dependent problem (1.3.1). We
then analyse convergence of the approximation. We examine a special 1-periodic, linear
version of the problem which has an exact solution that is reasonably easy to compute in
terms of a Fourier series, and hence serves as a benchmark to measure the accuracy of the
approximation. We use a simple error estimate based on mesh halving to measure the errors
in the other cases. We also present numerical results for the nonlinear problem and give
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a brief investigation of the computational time required using different ODE solvers and
different ways to evaluate the spatial averaging operator, including the FFT. We finish with
a numerical approximation for the full local equation given by (1.4.1).
In Chapter 5 we study the dynamics of solutions which change very slowly. This occurs
when ε is small for both the exponential kernel and the Gaussian kernel although we focus
on the first case. We derive formal asymptotics for the motion of the transition layers and
compare the predictions with those of numerical solutions. There are some issues involved
with the design of numerical methods here and we also include a discussion of these.
12
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Equilibrium solutions with a continuous
nonlinearity
2.1 Introduction
Equilibrium solutions to the nonlocal problem (1.3.1) satisfy
u = f (uˆ) , 0 ≤ x ≤ 1. (2.1.1)
In this chapter we study (2.1.1) when uˆ(x) is given by the exponential decay kernel
uˆ(x) =
1
2εK(x)
∫ 1
0
exp
(
−|x− y
ε
|
)
u(y)dy, (2.1.2)
1− h(x) = K(x) = 1− e
−x/ε + e−(1−x)/ε
2
(2.1.3)
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and the function f is Lipschitz continuous. Writing u¯(x) = uˆ(x)K(x), from (1.4.3), u¯(x)
satisfies the nonautonomous boundary value problem
ε2u¯′′(x) = u¯(x)− f
(
u¯(x)
K(x)
)
, 0 ≤ x ≤ 1, (2.1.4)
u¯(0) = εu¯′(0), u¯(1) = −εu¯′(1), (2.1.5)
with 0 ≤ u¯(x) ≤ K(x) for 0 ≤ x ≤ 1.
In the rest of this chapter we make the following assumptions about the function f :
f(0) = 0, f
(
1
2
)
=
1
2
, f(1) = 1 (2.1.6)
and
f ′(z) ≥ 0 for 0 ≤ z ≤ 1, f(z) < z for 0 < z < 1
2
, f(z) > z for
1
2
< z < 1. (2.1.7)
In addition we will assume that f satisfies the symmetry condition
f(z) + f(1− z) = 1, 0 ≤ z ≤ 1 (2.1.8)
although this is not needed for all our results. Graphs of three examples of an f satisfying
these condition are shown in Figure 2.1.
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−0.2 0 0.2 0.4 0.6 0.8 1 1.2
0
0.2
0.4
0.6
0.8
1
u
f(u
)
 
 
u+1.9u(1−u)(u−0.5)
c tanh(40(u−0.5))
u
Figure 2.1: Typical examples of f(u) that satisfy (2.1.6)-(2.1.7) and (2.1.8).
The equivalent equilibrium equation for uˆ(x) is
ε2K(x)uˆ′′(x) + 2ε2K ′(x)uˆ′(x) = uˆ(x)− f (uˆ(x)) . (2.1.9)
This equation is clearly more complicated than (2.1.4) since the coefficient of the second
derivative is a function of x and there is an additional term involving uˆ′(x). For this reason
it is easier to work with u¯(x).
2.2 Autonomous ODE
If ε is small, then
K(x) = 1− 1
2
(
e−x/ε + e−(1−x)/ε
) ≈ 1
15
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except for x very close to 0 or 1. This suggests that we could replace the K(x) in (2.1.4) by
1 in order to obtain an approximation to the solution. We show that this procedure does
not work, since for any ε there is no solution to the boundary value problem if K(x) ≡ 1 in
(2.1.4).
We scale the boundary value problem by the change of variable εx = w and set K ≡ 1. The
resulting problem is
z′′ = z − f(z) (2.2.1)
with 0 ≤ z ≤ 1 and with the boundary conditions
z(0) = z′(0), z(ε−1) = −z′(ε−1), (2.2.2)
where we use prime for differentiation with respect to w. The boundary value problem has
the solution z ≡ 0, we show that this is the only solution.
Theorem 2.2.1. There is no solution to the boundary value problem (2.2.1)-(2.2.2) with
0 < z(w) ≤ 1 for 0 ≤ w ≤ ε−1.
Proof. We assume that f(0) = 0, f
(
1
2
)
= 1
2
and f(1) = 1 and that z > f(z) > 0 for
0 < z < 1/2 while f(z) > z for 1/2 < z < 1. We also assume the symmetry condition
f(z) + f(1− z) = 1, 0 ≤ z ≤ 1. (2.2.3)
We want a solution of (2.2.1)-(2.2.2) with 0 < z(w) ≤ 1 for 0 ≤ w ≤ ε−1. From (2.2.1), any
solution z(w) of (2.2.1) satisfies
[z′(w)]
2
= H (z(w)) + C, (2.2.4)
16
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where C is a constant and
H (z) = z2 − 2
∫ z
0
f(y)dy = 2
∫ z
0
(y − f(y))dy. (2.2.5)
In order to describe the phase plane for (2.2.1) we need to study the function H(z). From
(2.2.5)
H ′ (z) = 2 (z − f(z)) (2.2.6)
so H ′ (z) > 0 for 0 < z < 1/2 and H ′ (z) < 0 for 1/2 < z < 1. Integrating the symmetry
condition (2.2.3) over the interval [0, 1] we see that H(1) = 0. Since H(0) = 0 it follows that
H(z) > 0 for 0 < z < 1.
If C = 0 in (2.2.4), then the above analysis shows that the solution with z′ ≥ 0 is the
heteroclinic orbit connecting 0 and 1. The solution with z′ ≤ 0 connects 1 and 0. Negative
values of C correspond to periodic solution “inside” these connecting orbits. For solutions z
with 0 < z ≤ 1 and C > 0 the orbits lie outside the connecting orbits. The phase portrait
for the autonomous case is shown in Figure 2.2.
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1 z
z′
1
2
Figure 2.2: Phase portrait for (2.2.1). The heteroclinic orbit is the one connecting 0 and
1 forward and backward. To start with the left boundary condition then the orbit of z
for 0 < z ≤ 1 lies outside the hetroclinic loop so z′(w) > 0. It follows that the boundary
condition z(ε−1) = −z′(ε−1) > 0 can not be satisfied.
We compute the slope of the hetroclinic orbit with z′ > 0 at z = 0. Taking C = 0 in (2.2.4)
and using L’Hopital’s rule
lim
w→−∞
(z′(w))2
z2(w)
= lim
z→0
(
1− f(z)
z
)
= 1− f ′(0),
so that the slope is less than 1.
Suppose now that z(w) is a solution of (2.2.1) with z(0) = z′(0) > 0. It follows that the orbit
of z for 0 < z ≤ 1 lies outside the hetroclinic loop so z′(w) > 0. It follows that the boundary
condition z(ε−1) = −z′(ε−1) > 0 can not be satisfied. This completes the proof.
18
Chapter 2: Equilibrium solutions with a continuous nonlinearity
2.3 Properties of the equilibrium solutions
If f is the linear function f(u) = u then the boundary value problem (2.1.4)-(2.1.5) has
infinitely many solutions given by
u¯(x) =
u¯(0)
K(0)
K(x). (2.3.1)
For a nonlinear function f satisfying the conditions in Section 2.1, the boundary value
problem has the three solutions
0, K(x) and
1
2
K(x). (2.3.2)
In this section we study the properties of all equilibrium solutions. The first result uses the
fact that K(x) = K(1− x) (that inherits from J being symmetric) and (2.1.8) to show that
we can generate additional solutions from a solution u¯(x).
Theorem 2.3.1. Let u¯(x) be a solution of (2.1.4)-(2.1.5).
(a) u¯(1− x), K(x)− u¯(x) and K(x)− u¯(1− x) are solutions of (2.1.4)-(2.1.5).
(b) If u¯(0) = u¯(1), then u¯(x) = u¯(1− x) for all x ∈ [0, 1].
(c) If u¯(0) + u¯(1) = K(0), then u¯(x) + u¯(1− x) = K(x) for all x ∈ [0, 1].
Proof. (a) Let w(x) = u¯(1− x). Then w′′(x) = u¯′′(1− x), and since K(x) = K(1− x), w(x)
satisfies (2.1.4). Also
w(0)− εw′(0) = u¯(1) + εu¯′(1) = 0
and
w(1) + εw′(1) = u¯(0) + εu¯′(0) = 0
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so w(x) is also solution of the boundary value problem.
To prove that K(x)− u¯(x) is a solution let w(x) = K(x)− u¯(x). From the definition of K(x)
in (2.1.3), ε2K ′′(x) = K(x)− 1. Hence
ε2w′′(x) = K(x)− 1− u¯(x) + f
(
K(x)− w(x)
K(x)
)
= w(x)− 1 + f
(
1− w(x)
K(x)
)
.
From (2.1.8),
f
(
1− w(x)
K(x)
)
= 1− f
(
w(x)
K(x)
)
so that w(x) satisfies (2.1.4). Also
K(0) = εK ′(0) =
1− e−1/ε
2
so that
w(0)− εw′(0) = −u¯(0) + εu¯′(0) = 0.
Similarly, w(1) + εw′(1) = 0 and this proves that w(x) satisfies the boundary conditions.
Finally, the above results show that K(x)− u¯(1− x) is also a solution.
(b) Define p(x) = u¯(x) − u¯(1 − x). From u¯(0) = u¯(1) and the boundary conditions, p(0) =
p′(0) = 0. Also, a calculation shows that
ε2p′′(x) = p(x)− f
(
u¯(x)
K(x)
)
+ f
(
u¯(x)− p(x)
K(x)
)
. (2.3.3)
Since f is Lipschitz, the initial value problem for (2.3.3) has a unique solution so that p(x) = 0
for all x as required.
(c) Define p(x) = u¯(x)+ u¯(1−x)−K(x). Similar calculations to part (b) show that p(x) = 0
for all x.
Let u¯(x) be a solution to the boundary value problem. The result above says that we have
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three additional solutions, u¯(1−x), K(x)− u¯(x) and K(x)− u¯(1−x). In the next section we
present some numerical studies of the boundary value problem. These results indicate that
all solutions have one of the following symmetry properties for 0 ≤ x ≤ 1 :
u¯(x) + u¯(1− x) = K(x) (2.3.4)
or
u¯(x) = u¯(1− x). (2.3.5)
We refer to solutions as non-symmetric if they satisfy (2.3.4) and symmetric for (2.3.5).
If we have a non-symmetric solution u¯(x) then u¯(1−x) is a distinct solution but K(x)− u¯(x)
andK(x)−u¯(1−x) give the solutions u¯(x) and u¯(1−x) again. If u¯(x) is a symmetric solution
then K(x)− u¯(x) is a distinct solution but u¯(1− x) and K(x)− u¯(1− x) give the solutions
u¯(x) and K(x)− u¯(x).
In Figures 2.3(a)-(b) and 2.4(a)-(b), solutions of the boundary value problem are shown
with f(u) = u+1.9u(1−u)(u−0.5) and ε = 0.1. Figures 2.3(a)-(b) show the non-symmetric
solutions u¯(x) and K(x)− u¯(x). Note that these two solutions cross the curve 1
2
K(x) at the
same point x = 1
2
. Figures 2.4(a)-(b) show the symmetric solutions u¯(x) and K(x)− u¯(x).
Again note that both of these solutions cross 1
2
K(x) at the same points. Also, the solution
which cross the curve 1
2
K(x) once is a single layer solution and twice is the two layers solution
and so on.
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Figure 2.3: Single layer solutions which cross 1
2
K(x) only once with ε = 0.1.
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Figure 2.4: Two layers solutions which cross 1
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K(x) twice with ε = 0.1.
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Let u¯(x) be a solution of the boundary value problem not equal to any of the three solutions
in (2.3.2). We will prove later that we must have
u¯(c) =
1
2
K(c) (2.3.6)
for some c. Note that we cannot have u¯′(c) = 1
2
K ′(c). Since if this were the case, u¯(x) = 1
2
K(x)
for all x by uniqueness of the initial value problem for (2.1.4). It follows that we can call a
point c which satisfies (2.3.6) a crossing point. Note that we cannot have c equal to 0 or 1
since this would imply u¯(x) = 1
2
K(x).
In Figures 2.3 and 2.4, the solution with an odd number of crossing points (one) is non-
symmetric while the solution with an even number of crossing points (two) is symmetric.
For a solution satisfying either (2.3.4) or (2.3.5) we prove that this is always this the case.
Theorem 2.3.2. Let u¯(x) be a solution to the boundary value problem satisfying either
(2.3.4) or (2.3.5) and not equal to any of the solutions in (2.3.2). Suppose u¯(x) has m
crossing points. Then if m is even u¯(x) is symmetric while if m is odd u¯(x) is non-symmetric.
Proof. If a is a crossing point then from (2.3.4) and (2.3.5), 1 − a is also a crossing point.
Suppose first that m is odd so that c = 1/2 is a crossing point. If u¯(x) is symmetric then
u¯(1/2) = (1/2)K(1/2) and u¯′ (1/2) = 0 = (1/2)K ′ (1/2) so that u¯(x) = (1/2)K(x), a
contradiction. Suppose now that m is even. So that c = 1/2 is not a crossing point. From
(2.3.4), if u¯(x) is non-symmetric, u¯ (1/2) = (1/2)K (1/2) a contradiction.
Theorem 2.3.3. Let u¯(x) be a solution of the boundary value problem not equal to any of
the solutions in (2.3.2). Then u¯(x) has to cross 1
2
K(x) at least once.
Proof. Since u¯(x) and K(x)− u¯(x) are solutions, if we have a solution u¯(x) which does not
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cross 1
2
K(x) then we may assume that for all x ∈ [0, 1],
u¯(x) <
1
2
K(x).
The function K(x) satisfies K(0) = εK ′(0) and K(1) = −εK ′(1) and the equation
ε2K ′′ = K − 1. (2.3.7)
The function u¯ satisfies the same boundary conditions and
ε2u¯′′ = u¯− f
( u¯
K
)
. (2.3.8)
Multiplying (2.3.7) by u¯ and (2.3.8) by K, then substracting we obtain
ε2 (K ′′u¯−Ku¯′′) = Kf
( u¯
K
)
− u¯
= K
[
f
( u¯
K
)
− u¯
K
]
.
Integrating the left hand side of the above we obtain
ε2
∫ 1
0
(K ′′u¯−Ku¯′′) dx = ε2 [K ′(1)u¯(1)− u¯′(1)K(1)]− ε2 [K ′(0)u¯(0)− u¯′(0)K(0)] = 0
using the boundary conditions. It follows that
∫ 1
0
K
[
f
( u¯
K
)
− u¯
K
]
dx = 0. (2.3.9)
Since u¯(x) < 1
2
K(x),
f
( u¯
K
)
<
u¯
K
which contradicts (2.3.9) and this completes the proof.
Let u¯(x) be a solution not equal to any of those in (2.3.2). Using part (a) of Theorem (2.3.1),
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we may assume that
0 < u¯(0) <
1
2
K(0). (2.3.10)
By Theorem (2.3.3), there exists a crossing point c ∈ (0, 1) so that
u¯(c) =
1
2
K(c). (2.3.11)
Using part (a) of Theorem 2.3.1 again, there is always a solution u¯(x) satisfying (2.3.10) such
that one of the crossing points satisfies c ≤ 1/2. Note that if u¯(x) satisfies either (2.3.4) or
(2.3.5) then there is always a crossing point c satisfying c ≤ 1/2. We obtain a lower bound
on u¯(0) for such solutions in the next result.
Theorem 2.3.4. Let u¯(x) be a solution not equal to any of those in (2.3.2). Suppose also
that (2.3.10) and (2.3.11) hold for some c ≤ 1
2
. Then
u¯(0) ≥ 1
2
(
e−1/(2ε) − e−1/ε) . (2.3.12)
Proof. From (1.4.6), u¯(x) = I1(x) + I2(x) where
I1(x) =
1
2ε
∫ x
0
exp
(
−(x− y)
ε
)
u(y)dy, I2(x) =
1
2ε
∫ 1
x
exp
(
−(y − x)
ε
)
u(y)dy.
Then
εu¯′(x) = −I1(x) + I2(x) ≤ u¯(x).
Integrating this inequality gives
u¯(x) ≤ u¯(0)ex/ε. (2.3.13)
If (2.3.12) is not true, we prove that u¯(x) cannot have a crossing point c ≤ 1/2, that is, we
prove that
1
2
K(x)− u¯(x) > 0 for 0 ≤ x ≤ 1
2
(2.3.14)
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From our assumption that (2.3.12) is not true and (2.3.13),
g(x) = 4ex/ε
(
1
2
K(x)− u¯(x)
)
> −1 + 2ex/ε − e2x/ε (2e−1/(2ε) − e−1/ε) = G(x).
Factoring the quadratic polynomial G(x)
G(x) =
(
e1/2ε − ex/ε) (ex/ε (2e−1/(2ε) − e−1/ε)− e−1/(2ε)) .
Then for 0 ≤ x ≤ 1/2,
e1/2ε − ex/ε ≥ 0
and
ex/ε
(
2e−1/(2ε) − e−1/ε)− e−1/(2ε) ≥ e−1/(2ε) − e−1/ε > 0
so that G(x) ≥ 0 and g(x) > 0 as required.
The numerical studies in Section 2.4 look for equilibrium solutions with one or more layers
for 0.01 ≤ ε ≤ 1000. They indicate that for large ε, the only solutions of the boundary value
problem are those listed in (2.3.2). We are not able to prove this, instead we show that any
additional solution must be close to 1
2
K(x).
Theorem 2.3.5. For large ε, any solution u¯(x) other than those in (2.3.2) must satisfy
u¯(x) =
1
2
K(x) +O
(
ε−2
)
, 0 ≤ x ≤ 1. (2.3.15)
Also, for 0 ≤ x ≤ 1,
u¯(x) = u¯(0) + ε−1u¯(0)x− ε−2x
2
4
+O
(
ε−3
)
(2.3.16)
where
u¯(0) =
1
4ε
+O
(
ε−2
)
.
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Proof. A calculation shows that for 0 ≤ x ≤ 1, and large ε,
K(x) =
1
2ε
− x
2 + (1− x)2
4ε2
+O
(
ε−3
)
,
1
K(x)
= 2ε+ x2 + (1− x)2 +O (ε−1) . (2.3.17)
It follows that u¯(0) = O (ε−1) and u¯′(0) = O (ε−2) . Since u¯′′(x) = O (ε−2) it follows that
u¯′(x) = O (ε−2) and
u¯(x) = u¯(0) +O
(
ε−2
)
By Theorem 2.3.3, u¯(x) must cross 1
2
K(x) at least once so
u¯(0) =
1
4ε
+O
(
ε−2
)
and
u¯(x) =
1
4ε
+O
(
ε−2
)
=
1
2
K(x) +O
(
ε−2
)
.
From (2.3.17),
u¯(x)
K(x)
=
1
2
+O
(
ε−1
)
so that
ε2u¯′′(x) = u¯(x)− 1
2
+O
(
ε−1
)
= −1
2
+O
(
ε−1
)
where we have used f
(
1
2
)
= 1
2
. Integrating the above equation leads to (2.3.16).
We can use the result in Theorem 2.3.5 to improve the bound on u¯(0). Suppose that u¯(0) <
1
2
K(0) and that u¯(x) has a crossing point c ≤ 1/2. Then
1
2
(
e−1/(2ε) − e−1/ε) ≤ u¯(0) < 1
2
K(0).
A calculation shows that
1
8ε2
≤ 1
4ε
− u¯(0) ≤ 3
16ε2
.
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2.4 Numerical results
In this section we compute some solutions of (2.1.4)-(2.1.5) in order to demonstrate some of
the results in the previous section. Matlab has a number of codes for solving boundary value
problems. We use them and the package CHEBFUN [57] to compute approximate solutions.
In both methods we set ′RelTol′ = 10−12 and ′AbsTol′ = 10−14. CHEBFUN is a open source
software system written in MATLAB for numerical computation with functions of a real vari-
able. It is based on the idea of overloading MATLAB’s commands for vectors and matrices
to analogous commands for functions and operators. The mathematical basis of Chebfun is
numerical algorithms involving piecewise polynomial interpolants and Chebyshev polynomi-
als, and this is where the name "CHEB" comes from [33,56,66,68]. Another approach based
on the shooting method of solving boundary value problem is through the built in MATLAB
bvp solvers. A list of bvp solvers developed by L. Shampine and J.Kierzenka [45, 64].
For the nonlinear function we use two examples. The cubic
f(u¯) = u¯+ λu¯(1− u¯)(u¯− 1/2) (2.4.1)
satisfies all the conditions in Section 3.1 if 0 < λ < 2. One important property of f that
seems to influence solutions is the steepness of f which we measure as f ′
(
1
2
)
. For (2.4.1) we
have that f ′
(
1
2
)
= 1 + λ
4
. For the examples in this section we always have λ = 1.9.
We also use the example
f(u¯) =
1
2
+
tanh(γ(u¯− 1/2))
2 tanh(γ/2)
(2.4.2)
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which satisfies the conditions in Section 3.1 for all γ > 0. For this example
f ′
(
1
2
)
=
γ
2 tanh(γ/2)
(2.4.3)
which for large γ is approximately γ/2.
Example A. We begin by computing some single layer solutions (one crossing) which will
be non-symmetric. The aim is to show how solutions depend on f ′
(
1
2
)
and ε. We compute
solutions for three functions f : (i) the cubic with λ = 1.9, (ii) example (2.4.2) with γ = 5
(iii) example (2.4.2) with γ = 40. For (i), f ′
(
1
2
)
= 1.475 (ii) f ′
(
1
2
) ≈ 2.5 (iii)f ′ (1
2
) ≈ 20 so
the slopes are increasing. We also compute solutions for three values: ε = 0.05; ε = 0.1; and
ε = 0.15.
Figure 2.5(a) shows u¯(x) for the three functions f when ε = 0.05. As expected all solutions
cross 1
2
K(x) at x = 1
2
. The results show that the slope of the solution u¯(x) at x = 1
2
increases
as f ′
(
1
2
)
increases.
Figure 2.5(b) shows u¯(x) for ε = 0.1. Again the slope of u¯(x) increases at x = 1
2
as f ′
(
1
2
)
increases. In addition, the slope of u¯(x) at x = 1
2
for all three functions is less than the
corresponding values for ε = 0.05.
Figure 2.5(c) shows u¯(x) for ε = 0.15. Identical trends to these demonstrated in (a) and
(b) are repeated here.
For a non-symmetric solution u¯(x),
u¯(0) + u¯(1) = K(0). (2.4.4)
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For all cases above, (2.4.4) holds to seven decimal places.
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 (a) Single layer solution with ε = 0.05
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 (b) Single layer solution with ε = 0.1
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 (c) Single layer solution with ε = 0.15
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Figure 2.5: Single layer solutions. Parameter values given in Example A. 1
2
K(x) also
plotted to show the crossing place. The slope of u¯(x) increases at x = 1
2
as f ′
(
1
2
)
increases
or ε decreases.
Example B. We compute two layer solutions for the three functions in Example A with
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ε = 0.05 and ε = 0.1. Figure 2.6(a) shows the results for ε = 0.05 while Figure 2.6(b) gives
the results for ε = 0.1. All solutions appear to be symmetric with u¯′
(
1
2
)
= 0 as expected.
Increasing f ′
(
1
2
)
leads to an increase in u¯′(x) at the crossing points. Also, increasing ε,
decreases u¯′(x) at the crossing points.
For a symmetric solution u¯(x),
u¯(0) = u¯(1). (2.4.5)
For all cases above, (2.4.5) holds to seven decimal places.
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 (b) Two layers solution with ε = 0.1
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Figure 2.6: Two layer solutions with two crossing of 1/2K(x), also plotted. Parameter values
given in Example B. The slope of u¯(x) increases at the crossing place as f ′
(
1
2
)
increases
or ε decreases.
Before giving our next set of numerical results, we explore how solutions depend on the
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initial value u¯(0). Let u¯(x) be a solution of the initial value problem for (2.1.4) with
u¯(0) = εu¯′(0) = α. (2.4.6)
If
u¯(1) + εu¯′(1) = 0 (2.4.7)
then we have a solution to the boundary value problem corresponding to α. For such a
solution, if in addition we have that u¯(0) = u¯(1), then it must be a symmetric solution.
Any solution u¯(x) must satisfy u¯(x) ≤ K(x) for all x. Since
K(0) =
1− e−1/ε
2
<
1
2
we only consider values of u¯(0) < 1/2. Also, since K(x) − u¯(x) is also a solution then if
α < 1
2
K(0) corresponds to a solution so does K(0)− α.
Example C. For this set of numerical studies, we explore the number of solutions to the
boundary value problem depend on ε and the function f. To do this we solve the initial
value problem for (2.1.4) with data given by (2.4.6), with α < K(0). The resulting solution
u¯(x) will be a solution of the boundary value problem if (2.4.7) holds. We plot the quantity
u¯(1) + εu¯′(1) as a function of α, and note that zeros of it correspond to solutions to the
boundary value problem.
We also plot u¯(0)− u¯(1) as a function of α. From the above,
• If u¯(1) + εu¯′(1) = 0 and u¯(0) − u¯(1) = 0 then α is the initial value of a symmetric
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solution.
• If u¯(1) + εu¯′(1) = 0 and u¯(0)− u¯(1) 6= 0 then α is the initial value of a non-symmetric
solution.
From the above analysis we have that the graphs of u¯(1) + εu¯′(1) and u¯(0) − u¯(1) are
antisymmetric about α = 1
2
K(0). We can also identify the three solutions in (2.3.2) from
these graphs. The solutions 0 and K(x) correspond to α = 0 and α = K(0). The solution
1
2
K(x) is the only solution which is both symmetric and non-symmetric (in the sense of
(2.3.4) and (2.3.5)) and corresponds to α = 1
2
K(0).
In Figure 2.7 we have used the function given by (2.4.2) with γ = 2.5. Note that for this
function
f ′
(
1
2
)
≈ 1.25. (2.4.8)
Figure 2.7(a) shows the graphs of u¯(1) + εu¯′(1) and u¯(0) − u¯(1) as a function of α with
ε = 1.5. The result shows that we only have the three solutions given in (2.3.2).
Figure 2.7(b) shows the graphs for ε = 1. For α < 1
2
K(0) we have two additional solutions,
one symmetric and the other non-symmetric.
In Figure 2.7(c) we have ε = 0.05. We now have gained two symmetric and three non-
symmetric solutions for α < 1
2
K(0). In general, these pictures show that for large enough ε
there are no additional solutions and that the number of solutions increases as ε decreases.
Let αk be the initial values for these solutions with
0 < α1 < α2 < α3 < α4 < α5 <
1
2
K(0).
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The symmetric solutions correspond to the initial values α2 and α4 while the others corre-
spond to non-symmetric solutions.
In Figure 2.8 the function f is given by (2.4.2) with γ = 25. In this case
f ′
(
1
2
)
≈ 12.5 (2.4.9)
which is much larger than the slope in (2.4.8). Compared with results in Figure 2.7 we will
see that this leads to
• more solutions for the same ε .
• larger value of ε needed to only have solutions given by (2.3.2).
Figure 2.8(a) shows that the only solutions are those given by (2.3.2) for ε = 5.5. Figure
2.8(b) shows the results for ε = 1.5 where we have an additional non-symmetric solutions.
Note that there were no additional solutions for the same value of ε in Figure 2.7.
Figures 2.8(c) and 2.8(d) show that as we decrease ε that we increase the number of solu-
tions. We conjecture that as ε→ 0, the number of solutions increase without bound.
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Figure 2.7: Solutions to the boundary value problem with f given by (2.4.2) and γ = 2.5
occur at the values of u¯(0) where u¯(1) + u¯(0) and u¯(1) + εu¯(0) are zero.
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Figure 2.8: Solutions to the boundary value problem with f given by (2.4.2) and γ = 25
occur at the values of u¯(0) where where u¯(1) + u¯(0) and u¯(1) + εu¯(0) are zero.
In this example we let f be given by (2.4.2) with γ = 80. and ε = 0.2. In this case
f ′
(
1
2
)
≈ 40
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so by experience with the previous examples we expect the boundary value problem to have
many solutions.
In Figure 2.9 we have plotted the graph of solutions u¯(x) with n layers for 1 ≤ n ≤ 4. As
expected, all the non-symmetric solutions cross 1
2
K(x) at x = 1/2 while all the symmetric
solutions satisfies u¯′
(
1
2
)
= 0.We also note that the crossing points of solutions are interlaced.
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Figure 2.9: Solutions with 1 ≤ n ≤ 4 layers (one to five crossing for 1
2
K(x)) with ε = 0.2. The
graph of the solutions as expected, all the non-symmetric solutions cross 1
2
K(x) at x = 1/2
while all the symmetric solutions satisfies u¯′
(
1
2
)
= 0. Again 1
2
K(x) and K(x) also plotted to
show the crossing place and the upper bound respectively.
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Equilibrium solutions with a
discontinuous nonlinearity
3.1 Introduction
In this chapter we study solutions of the equilibrium equation (1.3.1-1.3.2) when the function
f is given by
f(u¯) =


1 when u¯ ≥ 1
2
0 when u¯ <
1
2
(3.1.1)
and the kernel is given by the kernel (1.3.3). This f could arise in the simplest on-off switch
mechanism in the original cell renewal model, and also is the limit case as f get steeper. The
resulting system is a non-smooth dynamical system [19,31, 39, 58].
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A solution is a C1 function u¯ : [0, 1]→ R that satisfies
ε2u¯′′(x) = u¯(x)− f
(
u¯(x)
1− h(x)
)
(3.1.2)
where
h(x) =
1
2
(
e−x/ε + e−(1−x)/ε
)
and ε > 0, for all x ∈ (0, 1) except for a finite number of points xk for which 2u¯(xk) =
1− h(xk), together with the boundary conditions
u¯(0) = εu¯′(0), u¯(1) = −εu¯′(1). (3.1.3)
The goal is to give a complete description of all solutions and to classify them according to the
number of points for which 2u¯(xk) = 1−h(xk).We show in the next section that if a solution
hits this switching boundary (where the solution crosses (1/2)K(x)) then it immediately
leaves it; that is, if for some xk we have 2u¯(xk) = 1 − h(xk) then 2u¯′(xk) 6= (1 − h(xk))′.
This will justify looking for solutions with only a finite number of points on the switching
boundary. The solutions of (3.1.2) alternate between solutions of
ε2u¯′′(x) = u¯(x) and ε2u¯′′(x) = u¯(x)− 1
as u¯(x) crosses the switching boundary (1− h(x))/2 and f jumps between 0 and 1.
We can solve each of these equations and construct solutions to the boundary value problem
by gluing the various pieces of solution together. However, the procedure becomes quite
complicated and it is difficult to see the structure of the solutions if we use this method. In
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the next section we show how a change of variables can be used which exposes the structure
of solutions to (3.1.2)-(3.1.3).
In Section 2.2 we considered the approximation K(x) = 1 in (3.1.2) so that
ε2u¯′′(x) = u¯− f(u¯). (3.1.4)
We proved that if f was smooth (C1 suffices) then the boundary value problem (3.1.4)-(3.1.3)
does not have a solution. Below we prove that this result still holds for the discontinuous f
given by (3.1.1).
Theorem 3.1.1. With f given by (3.1.1), the boundary value problem (3.1.4)-(3.1.3) does
not have a solution.
Proof. Without loss of generality we may assume that u¯(0) < 1/2. Solving ε2u¯′′(x) = u¯,
u¯(x) = αex/ε, 0 ≤ x ≤ x1.
At the transition point x1,
u¯ (x1) = αe
x1/ε =
1
2
. (3.1.5)
Solving ε2u¯′′(x) = u¯− 1 for x1 ≤ x ≤ x2,
u¯(x) = Ae−x/ε +Bex/ε + 1
Using continuity of u¯ and u¯′ at x = x1,
αex1/ε = Ae−x1/ε +Bex1/ε + 1
αex1/ε = −Ae−x1/ε +Bex1/ε
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so that A = −1
2
ex1/ε, B = α− 1
2
e−x1/ε, using (3.1.5), B = 0 and A = − 1
4α
and so
u¯(x) = 1− 1
4α
e−x/ε, x1 ≤ x ≤ x2.
Hence for x1 ≤ x ≤ x2, u¯′(x) > 0 so the boundary condition (3.1.3) at x = 1 cannot be
satisfied and u¯(x) > 1
2
. This completes the proof.
As in the continuous case, u¯(x) = 0 and u¯(x) = K(x) = 1 − h(x) are always equilibrium
solutions. Also, Theorem 2.3.1 part (a) holds so that if u¯(x) is an equilibrium solution so
too are u¯(1− x), K(x)− u¯(x) and K(x)− u¯(1− x).
3.2 Existence of solutions
For a solution u¯(x) of (3.1.2)-(3.1.3) we define regions 1 and 2 of [0,1] by
R1 = {x : u¯(x) < 1
2
(1− h (x))}, R2 = {x : u¯(x) > 1
2
(1− h (x))}.
Because of the special nature of the function f(u¯), we have that
ε2u¯′′(x) = u¯(x) for x ∈ R1, ε2u¯′′(x) = u¯(x)− 1 for x ∈ R2.
We change variables so that we have a single equation. For x ∈ R1 define v(x) = v1(x) by
v1(x) =
1
2
(1− h (x))− u¯(x) (3.2.1)
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and for x ∈ R2, v(x) = v2(x) is defined by
v2(x) = u¯(x)− 1
2
(1− h (x)) . (3.2.2)
A calculation shows that in both cases v(x) satisfies
ε2v′′(x) = v(x)− 1
2
(3.2.3)
and the boundary conditions
v(0) = εv′(0), v(1) = −εv′(1). (3.2.4)
The phase portrait for (3.2.3) is shown in Figure 3.1. Note that we are using εv′ for the
vertical axis. Equation (3.2.3) has the equilibrium point v =
1
2
which is a saddle. The stable
and unstable manifolds of this equilibrium are straight lines with slopes ±1 in the v, εv′
plane where the Jacobian is
A =

 0
1
ε
1
ε
0

 .
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εv′ = −v
εv′ = (1
2
− v)
v
εv′ = −(1
2
− v)
εv′ = v
εv′
T1
T2
1
2
Figure 3.1: Phase plane of (3.2.3). A solution of the boundary value problem (3.2.3)-(3.2.4)
starts on the line εv′ = v at x = 0 and finishes at x = 1 on the line εv′ = −v. It follows
the same orbit for equation (3.2.3) with each transition untill it hits v(xk) = 0, v
′(xk) < 0
representing a solution in a particular region or phase.
If u¯ is a solution of the boundary value problem (3.1.2)-(3.1.3) then 1 − h(x)− u¯(x) is also
a solution. Hence to study all solutions we can assume that
0 < u¯(0) = α <
1
2
(1− h (0)) (3.2.5)
for the rest of this chapter. This means that x = 0 is in the R1 and that
v(0) =
1− (4α+ e−1/ε)
4
> 0. (3.2.6)
For solutions to the boundary value problem, we show that the relevant part of the phase
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portrait in Figure 3.1 is the triangle T formed by the the lines εv′ = ±
(
1
2
− v
)
and v = 0.
From (3.2.6) we have that v(0) <
1
4
and that v starts on the line εv′ = v inside the triangle
T. The switching boundary which divides the R1 and R2 is now given by v = 0. The solution
evolves until at some point x1 > 0 we have v(x1) = 0. At this point we have that v
′(x1) < 0
so that the solution will move to R2. From (3.2.2) the new solution v = v2 satisfies
v(x1) = 0, v
′(x1) = −v′1(x1) > 0. (3.2.7)
The solution v2(x) would then be followed untill v2(x2) = 0, v
′
2(x2) < 0 and the solution
would return to R1. We would then follow the solution v = v1 with
v(x2) = 0, v
′(x2) = −v′2(x2) > 0. (3.2.8)
Suppose that at the point x = 1, the solution was on the line εv′ = −v. This would mean
that we had a solution u¯(x) of the boundary value problem which starts and ends in R1 and
is in the R2 for x1 < x < x2.
In general, a solution of the boundary value problem (3.2.3)-(3.2.4) starts on the line εv′ = v
at x = 0 and finishes at x = 1 on te line εv′ = −v. It follows the same orbit for equation
(3.2.3) with each transition untill it hits v(xk) = 0, v
′(xk) < 0 representing a solution in
a particular region or phase. It is convenient to describe solution with m + 2 phases with
m = 0, 1, 2, ... so that there are m + 1 transition points xk. The solution described above
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with three phases has m = 1 and transition points x1, x2. Any solution v of (3.2.3) satisfies
(εv′)
2
=
(
v − 1
2
)2
+ k
where k is constant. The orbits we are interested in have v(0) =
1− (4α + e−1/ε)
4
and
εv′(0) = v(0) so that
(εv′)
2
=
(
v − 1
2
)2
− 1
4
(
4α+ e−1/ε
)
(3.2.9)
To make progress we need to calculate the “time” taken for solutions to go from various
places on the orbits (3.2.9). By summetry, we only need to calculate T1 and T2 where
• T1 is the “time” taken to travel from v = 0 to εv′ = v with v > 0.
• T2 is the “time” to go from from εv′ = v to εv′ = 0.
Lemma 3.2.1. Assume α satisfies (3.2.5) and define q = q(α) by
q = 1− (4α+ e−1/ε)
Then
T1 = ε ln (1 +
√
q) , T2 = −ε
2
ln (1− q) . (3.2.10)
Proof. Since x = 0 is in R1 we have ε
2u¯′′(x) = u¯(x) for small x and the boundary condition
εu¯′ = u¯ at x = 0 implies that u¯(x) = αex/ε. Hence
v(x) =
1
2
− 1
4
e−x/ε − 1
4
ex/ε
(
4α+ e−1/ε
)
. (3.2.11)
In order to calculate T1, we need to find the point x < 0 for which v(x) = 0. We would then
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have T1 = −x. Solving v(x) = 0 gives
e2x/ε
(
4α+ e−1/ε
)− 2ex/ε + 1 = 0
and this leads to
T1 = −x = −ε ln
(
1−
√
1− 4α + e−1/ε
4α + e−1/ε
)
= ε ln(1 +
√
q).
From (3.2.9), if v′(x¯) = 0 and v(x¯) <
1
2
we have that
v(x¯) =
1−
√
4α + e−1/ε
2
.
Solving this equation with v(x) given by (3.2.11) gives
T2 = x¯ = −ε
2
ln(1− q).
and this completes the proof.
We use Lemma 3.2.1 to prove the existence of a unique solution to the boundary value
problem with m+ 2 phases for any m = 0, 1, 2, ... for α satisfying (3.2.5). Before doing this
we study the solution with two phases (m = 0) since we can find an exact expression for α
in this case.
Suppose that we have a solution to the boundary value problem that is in R1 for 0 ≤ x < x¯
and R2 for x¯ < x ≤ 1. For such a solution to exist, we need to find α with
0 < 4α < 1− e−1/ε (3.2.12)
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and
2 (T1 + 2T2) = 1. (3.2.13)
From Lemma 3.2.1, we require
2ε ln
(
1
1−√q
)
= 1.
Hence
α =
e−1/(2ε) − e−1/ε
2
.
Clearly α > 0 and since
1− e−1/ε − 4α = (1− e−1/(2ε))2 > 0
we have that (3.2.12) holds for all ε > 0. This shows that there is a unique solution of this
type. For this solution the transition point is x =
1
2
since v
(
1
2
)
= 0.
We give the details of the representation of solutions to the boundary value problem with
m+ 2 phases. The transition points xk, k = 1, · · · , m+ 1 are given by
xk = T1 + 2T2 + (k − 1) (2T1 + 2T2) , k = 1, · · · , m+ 1.
The solution of (3.2.3) with v(0) given by (3.2.6) is given in equation (3.2.11). Note that
v (−T1) = v (2T2 + T1) = 0
and
v(0) = εv′(0) = v (2T2) = −εv′ (2T2) .
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For the initial portion of the solution
u¯(x) =
1
2
(1− h (x))− v(x), 0 ≤ x ≤ x1
and in the next interval
u¯(x) =
1
2
(1− h (x)) + v (x− x1 − T1) , x1 ≤ x ≤ x2.
The solution continues in this way, alternating between regions 1 and 2. For a solution with
u¯(1) = −εu¯′(1) we must have that
2 (T1 + 2T2) +m (2T1 + 2T2) = xm+1 + T1 + 2T2 = xm+1 + x1 = 1
and in the final interval the solution will be in R1 if m is odd and in R2 if m is even. Hence
u¯(x) =
1
2
(1− h (x)) + (−1)m+1 v (x− xm+1 − T1) , xm+1 ≤ x ≤ 1.
Theorem 3.2.2. For all ε > 0 and m = 0, 1, 2, ... there is a unique solution with m + 2
phases with α satisfying (3.2.12).
Proof. We have a solution with m+ 2 phases if
2 (T1 + 2T2) +m (2T1 + 2T2) = 1.
By Lemma 3.2.1, the equation is
ε ln
[ (
1 +
√
q
)m(
1−√q)m+2
]
= 1.
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Write δ = e−1/ε and z = 1−√q. Then the equation is
H(z) = zm+2 − δ(2− z)m = 0. (3.2.14)
We have H(0) < 0, H(1) > 0 and H ′(z) > 0 for 0 < z < 1. Hence H has a unique zero z¯ in
the interval (0, 1). To complete the proof we need to show that 0 < 4α < 1− δ. Since
q = (1− z¯)2 = 1− 2z¯ + z¯2 = 1− 4α− δ
we have that
4α = 2z¯ − z¯2 − δ
and
1− δ − 4α = (1− z¯)2 > 0.
To prove that α > 0 we need to show that
z¯ > 1−
√
1− δ.
We have H (z¯) = 0 and H ′ (z¯) > 0. Hence if we can show that H
(
1−√1− δ) < 0 then this
will show that α > 0. Now
H
(
1−√1− δ
)
=
(
1−√1− δ
)m+2
− δ
(
2−
(
1−√1− δ
))m
and
−
(
1−√1− δ
)m
H
(
1−√1− δ
)
=
(√
δ
)2(m+1)
−
(
1−√1− δ
)2(m+1)
> 0
since
√
δ +
√
1− δ > 1 for 0 < δ < 1.
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3.3 Structure and asymptotic behaviour of solutions
The change of variables involved in the construction of solutions to the boundary value
problem makes clear the structure of solutions. We recall that we assume (3.2.5) so that
solutions u¯(x) start in R1. For m = 0, 1, · · · we have a solution with m+2 phases with m+1
transition points 0 < x1 < · · · < xk < xm+1 < 1. The transition points satisfy x1 = 1− xm+1
and the spacing between the crossing points is constant, that is xk+1 − xk is a constant for
k = 1, · · · , m. The symmetries enjoyed by u¯(x) depend on the parity of m.
Theorem 3.3.1. For m odd we have that
u¯(x) = u¯(1− x) (3.3.1)
while for m even we have
u¯(x) + u¯(1− x) = 1− h(x) (3.3.2)
Proof. Theorem 2.3.1 about symmetries of solutions of the general boundary value problem
assumed that the nonlinearity was continuous. A simple modification to the proof shows
that Theorem 2.3.1 also holds when f is given by (3.1.1) and we made use of these results.
If m is odd then the final phase is in R1. Hence u¯(0) = u¯(1) so that u¯(x) = u¯(1 − x). If m
is even then the final phase is in R2 and
1
2
(1− h (0))− u¯(0) = u¯(1)− 1
2
(1− h (1)) .
Since h(0) = h(1) we have that
u¯(0) + u¯(1) = 1− h(0)
and so by Theorem 2.3.1, (3.3.2) holds.
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Before studying the general case of the asymptotic behaviour of solutions, it is instructive to
look at the two phase solution (m = 0) for large and small ε. For this solution (3.3.2) holds
and for 0 ≤ x ≤ 1
2
it is given by
u¯(x) = αex/ε =
(
e−1/(2ε) − e−1/ε
2
)
ex/ε (3.3.3)
and for
1
2
≤ x ≤ 1 by
u¯(x) = 1− δ
2
ex/ε − (δ)
−1/2
2
e−x/ε. (3.3.4)
The solution increases on the interval
[
0,
3
4
]
and decreases on
[
3
4
, 1
]
. Also,
u¯
(
1
2
)
=
1− h
(
1
2
)
2
=
1− δ1/2
2
= u¯ (1)
and the maximum value of u¯ is
u¯
(
3
4
)
= 1− δ1/4.
Consider first the case of ε small. For 0 ≤ x < 1
2
with x bounded away from 1/2, the solution
is exponentially close to 0. For x > 1/2 with x bounded away from 1/2 and 1 the solution
is exponentially close to 1. At the transition point x = 1/2 and at x = 1 there are sharp
transition layers. In Figure 3.2(a) we show the exact solution u¯(x) for ε = 0.02. We also
show the solution K(x)− u¯(x). For the general case of fixed m > 0 and small ε we will have
a similar picture. Away from transition points x1, x2, · · · , xm+1 the solution is exponentially
close to either 0 or 1 and near the transition points the solution changes rapidly.
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Figure 3.2: Exact solutions with a single layer (one crossing of
1
2
K(x)) with ε = 0.02 and
1000. For small ε the solution is exponentially close to either 0 or 1 and near the crossing
point the solution changes rapidly. For large ε the solution is exponentially small.
We return to the m = 0 case with ε large. Using (3.3.3) and (3.3.4) we calculate that u¯(x)
is small for all x with maximum value given by
u¯
(
3
4
)
=
1
4ε
− 1
32ε2
+O
(
ε−3
)
and
u¯
(
3
4
)
− u¯(0) = 5
32ε2
+O
(
ε−3
)
.
For 0 ≤ x ≤ 1/2 the solution is approximately linear with
u¯ (x) =
1
4ε
− 3
16ε2
+
x
4ε2
+O
(
ε−3
)
.
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Figure 3.2(b) shows an exact solution u¯(x) with ε = 1000. As predicted, the solution is very
small and is approximately linear for 0 < x < 1/2. We also show the solution K(x) − u¯(x).
For the general case of fixed m > 0 the solutions are all small when ε is large.
In the section that follows, we examine solutions for large and small ε with a fixed number
of transition layers. Figure 3.3 shows the exact solutions for k transition layers (2 ≤ k ≤ 5)
for ε = 0.02 and for ε = 1000. It is clear that for large ε the solution is exponentially small.
For small ε the solution is either 0 or 1 apart from the transition layers.
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Figure 3.3: Exact solutions with two to five layers for small and large ε.
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3.3.1 Asymptotic behaviour for large ε and fixed m
We assume throughout this subsection that u¯ is a solution with m + 2 phases and that ε
is large. Since u¯ is bounded, u¯′′ will be small and the solution will be almost constant for
0 ≤ x ≤ 1. Since u¯ crosses the curve
1
2
(1− h (x)) (3.3.5)
m+1 times we see that u¯(x) will be close to (3.3.5). The minimum and maximum values of
(3.3.5) occur at x = 0 and x = 1/2 with
1
2
(1− h (0)) = 1− δ
4
=
1
4ε
− 1
8ε2
and
1
2
(
1− h
(
1
2
))
=
1− δ1/2
2
=
1
4ε
− 1
16ε2
.
Hence (3.3.5) is very small for 0 ≤ x ≤ 1 and changes by a quantity which is O (ε−2) .
Theorem 3.3.2. For fixed m and large ε,
u¯(x) =
1
2
(1− h (x)) +O (ε−2) , 0 ≤ x ≤ 1.
Proof. We begin by estimating the solution of (3.2.14). Write θ = ε−1 and
H (z, θ) = zm+2 − e−θ (2− z)m = 0. (3.3.6)
Since H(1, 0) = 0 and Hz (1, 0) = 2m + 2 6= 0, by the Implicit Function Theorem, (3.3.6)
has a unique zero z = z(θ) with z(0) = 1 for small θ so that
z = 1 +O (θ) .
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Since q = 1− (4α + δ) = (1− z)2 , we have that
1− (4α+ δ) = O (ε−2) (3.3.7)
and
α =
1
4ε
+O
(
ε−2
)
.
It is interesting to note that the leading order term for α does not depend on m. We use
this information to show that v(x) = O (ε−2) . The maximum value of v is at v′ = 0. From
(3.2.9), the maximum value of v is
v =
1
2
− 1
2
(4α + δ)1/2 = O
(
ε−2
)
by (3.3.7). The result follows.
3.3.2 Asymptotic behaviour for fixed ε and large m
Let ε > 0 be fixed and m be large. Let u¯ be a solution with m + 2 phases. Since u¯ has to
cross the curve (3.3.5) we will have that u¯(x) is close to (3.3.5) for 0 ≤ x ≤ 1. The proof of
this will follow the same ideas as the proof of Theorem 3.3.2.
Theorem 3.3.3. For fixed ε and large m,
u¯(x) =
1
2
(1− h (x)) +O (m−2) , 0 ≤ x ≤ 1.
Proof. Let z = 1 + am−1 + bm−2 + O(m−3) where a and b do not depend on m. Then a
calculation shows that
H (z) = zm+2 − δ (2− z)m = ea
[
1 +
2b− a2 + 4a
2m
]
− e−1/εe−a
[
1− 2b+ a
2
2m
]
+O
(
m−2
)
.
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Let a = −1
2ε
, then
H(z) = ea
(
2b+ 2a
m
+O
(
m−2
))
.
So by considering 4b+ 2a positive and negative we obtain
z = 1− 1
2εm
+O
(
m−2
)
.
Hence
1− (4α + δ) = O (m−2)
and as in the proof of Theorem 3.3.2 we obtain v(x) = O (m−2) which completes the proof.
3.3.3 Asymptotic behaviour for fixed m and small ε
For the m = 0 case in which we have two phases, there is the exact expression for u¯(0) =
α = δ
1/2−δ
2
so that α is exponentially small for ε small. For the case of a general m we obtain
a similar estimate for α. In equation (3.2.14) we change variables via
z = cmδ
1
m+2y, cm = 2
m
m+2 , θ = δ
1
m+2
which leads to the equation
H¯ (y, θ) = ym+2 −
(
1− θcm
2
)m
= 0. (3.3.8)
We have H¯(1, 0) = 0, H¯z(1, 0) 6= 0 so by the Implicit Function Theorem, (3.3.8) has a solution
y = 1+O (θ) for small θ. It follows that for small ε, the solution of (3.2.14) is exponentially
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small with
z = cmδ
1
m+2 +O
(
δ
2
m+2
)
. (3.3.9)
For x in the first interval [0, x1] we have that u¯(x) = αe
x/ε. A similar analysis to the one for
the m = 0 case shows that u¯(x) is exponentially small in this first interval except near x = x1
where there is a sharp transition layer. Next, we study the asymptotic behaviour when x is
in a region [xk, xk+1] which does not contain the points x = 0 or x = 1. The solution in this
interval is given by
u¯(x) =
1− h (x)
2
+ (−1)k+1v (x− xk − T1) , xk ≤ x ≤ xk+1. (3.3.10)
We will show that u¯(x) is exponentially close to either 0 or 1 except near the points xk and
xk+1.
We write Ik for the interval [xk, xk+1] . Since Ik does not contain the points 0 and 1 we have
that
1− h (x)
2
is exponentially close to 1/2 in this interval. Hence
1− h (x)
2
=
1
2
+O
(
e−a/ε
)
, x ∈ Ik (3.3.11)
where a is a constant depending only on m.
From earlier calculations, we have that
v(x) =
1
2
− 1
4
e−x/ε − e
x/ε
4
(4α + δ) , −T1 ≤ x ≤ T1 + 2T2. (3.3.12)
We will show that except for an interval of length order ε at xk and xk+1, the v (x− xk − T1)
term in (3.3.10) is exponentially close to 1/2. This will show that u¯(x) is close to 1 or 0
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depending on the parity of k.
The initial value for v(0) given by (3.2.6) is exponentially close to 1/4. It follows that the
orbit of (3.2.3) is very close to the stable and unstable manifolds for the equilibrium v = 1/2.
The solution will spend most of the time near 1/2 corresponding to 0 ≤ x ≤ 2T2 in (3.3.12).
We will show that T1 = O (ε) and this will correspond to the layers of width O (ε) near xk
and xk+1 in which the solution u¯(x) changes rapidly.
By Lemma 3.2.1,
T1 = ε ln (1 +
√
q) , T2 = −ε
2
ln (1− q)
where q = 1− (4α + δ) . Using z = 1−√q we have that
T1 = ε ln (2− z) , T2 = −ε
2
ln (4α+ δ) = −ε
2
ln
(
2z − z2) . (3.3.13)
Using the estimate for z given by (3.3.9) we have that
T1 = ε ln (2) +O
(
δ
1
m+2
)
, T2 =
1
2 (m+ 2)
+O (ε) . (3.3.14)
Let g(y) = 1
2
− v (x− xk − T1) where y = x− xk − T1. Then
g(y) =
1
4
e−y/ε +
1
4
ey/ε (4α + δ) (3.3.15)
for y in the interval [−T1, T1 + 2T2] .We show that g(y) is exponentially small in a subinterval
which omits the endpoints. From the symmetry of the phase plane for the v equation we
have that
g (y + T2) = g (T2 − y) , 0 ≤ y ≤ T1 + T2.
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It follows that we only need to study g(y) for y in half the interval
J = [T2, T1 + 2T2] .
From the estimate for T2 in (3.3.14) we have that the first term in (3.3.15) is O
(
e−a/ε
)
for
y ∈ J. For the second term in (3.3.15) we first note that by (3.3.13),
4α+ δ = e−2T2/ε
and hence
(4α + δ) ey/ε = e−(2T2−y)/ε. (3.3.16)
For y bounded away from 2T2 the term in (3.3.16) is exponentially small. The remaining
part of the interval J given by [2T2, 2T2 + T1] has length ε ln 2 by (3.3.14) during which the
solution changes rapidly.
Finally, when m is even we need to consider u¯(x) near x = 1. In this case we only need
to study g(y) in the interval [−T1, 2T2] and the function g(y) is small except near 2T2. The
change in the solution u¯(x) in this case comes from the e−(1−x)/ε term in h(x).
3.4 Summary
In this chapter we have given a complete analysis of the equilibrium equation (3.1.2)-(3.1.3)
when f is the step function. This consists of two linear equations. Each of these equations
can be solved analytically and the solution of the boundary value problem can be found by
combining solutions to the two problems. However, this is very complicated to carry out and
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it would be difficult to obtain general results by following this procedure.
In Section 3.2 we show that a change of variables leads to the single equation (3.2.3). This
allows us to clearly understand the structure of solutions to the boundary value problem. We
prove that nontrivial solutions exist for any value of ε. We also derive detailed information
about solutions for large and small ε as well as the behaviour of solutions which intersect the
switching boundary a large number of times. This detailed information about a special case
is useful as framework for understanding the general case. The stability of the equilibrium
will be discussed in details as a future work.
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Numerical approximation of the time
dependent problem
4.1 Introduction
We start in Section 4.2 by describing a semidiscrete spatial collocation method using a piece-
wise constant approximation in space for the general problem (1.3.1). This approximation
is similar to the methods described in [4, 25] for a related nonlocal problem, and it is anal-
ysed for convergence in Section 4.3 in a similar way. In Section 4.4 we examine a special
1-periodic, linear version of the problem which has an exact solution that is reasonably easy
to compute in terms of a Fourier series, and hence serves as a benchmark to measure the
accuracy of the approximation. We use a simple error estimate based on mesh halving to
measure the errors in the other cases. In Section 4.5 we present numerical results for the
nonlinear problem with each kernel. We continue in Section 4.6 with a brief investigation of
the computational time required using different ODE solvers and different ways to evaluate
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the spatial averaging operator, including the FFT. We finish in Section 4.7 with a numerical
approximation for the full local equation given by (1.4.1).
4.2 Piecewise constant spatial collocation approximation
In this section we describe a spatial collocation approximation of the full problem
ut = f(uˆ)− u (4.2.1)
where
uˆ(x, t) =
1
K(x)
∫ 1
0
J(x− y)u(y, t)dy
defined in Section 1.3. We use a piecewise constant approximation in space defined by
u(x, t) ≈ uh(x, t) =
N∑
k=1
uk(t)φk−1/2(x) (4.2.2)
where the basis functions are
φk−1/2(x) =


1, x ∈ (xk−1, xk)
0, otherwise,
and the xk are the node points. We use a uniform grid of width h = 1/N so that xk = kh.
The midpoint values are xk−1/2 = (xk−1 + xk)/2.
The collocation method consists of substituting the approximate solution (4.2.2) into the
full problem equation (4.2.1) above and requiring it to be satisfied at the element midpoints
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x = xj−1/2. This gives a set of equations for the element values uj(t) in the form
duj
dt
= f(uˆh(xj−1/2, t)− uj, for j = 1, . . . , N
where
uˆh(xj−1/2, t) =
(
1
K(xj−1/2)
)∫ 1
0
J(xj−1/2 − y)
N∑
k=1
uk(t)φk−1/2(y) dy.
We can write
uˆh(xj−1/2, t) =
N∑
k=1
Aj,kuk
where
Aj,k =
(
1∫ 1
0
J(xj−1/2 − y)dy
)∫ xk
xk−1
J(xj−1/2 − y)dy ∀j, k = 1, · · · , N.
We finally obtain a system of N first order nonlinear ODEs
duj
dt
=
(
f
(
N∑
k=1
Aj,kuk
)
− uj
)
, j = 1, ..., N (4.2.3)
which can be solved by different ODE solvers in Matlab e.g. ode45 and ode15s. The resulting
nonlinear system of ODEs can be linked to similar system that comes from Hopfield model
in neural networks. In the continuous model,
duj
dt
= γ
(
N∑
j=1
wi,js(uj)− uj
)
, j = 1, ..., N
By scaling gamma and reorganizing the second term in the equation we can see how the
system can be applied to a Hopfield model [1, 50, 62, 71].
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4.3 Convergence analysis
Here we carry out a theortical convergence analysis for the scheme in Section 4.2 and describe
how to verify this prediction by numerical experiment.
In this section we use the definitions
(Lu)(x) =
1
K(x)
∫ 1
0
J(x− y)u(y)dy, x ∈ [0, 1]
(Lhu)(x) =
1
K(xj−1/2)
∫ 1
0
J(xj−1/2 − y)u(y)dy, x ∈ (xj−1, xj)
for j = 1, · · · , N. Also, we use the fact that 0 ≤ u ≤ 1 for all t ≥ 0.
Theorem 4.3.1. If f is Lipshitz, K(x) and J(x) are sufficently smooth, and uh is bounded,
the piecewise constant collocation approximation uh defined in Section 4.2 satisfies
‖u− uh‖ = O(h) ∀t ∈ [0, T ] ,
where u is the exact solution of (1.3.1).
Proof. Define e = u− uh and differentiate with respect to t to get
et = f(Lu)− u+ uh − f(Lhuh)
= −e + f(Lu)− f(Lhuh).
Multiplying by ε and integrating over the domain (notice that f is Lipshitz with constant
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L) gives
(et, e) = −(e, e) + (e, f(Lu)− f(Lhuh))
≤ −‖e‖2 + ‖e‖‖f(Lu)− f(Lhuh)‖
≤ −‖e‖2 + L‖e‖‖Lu− Lhuh‖
≤ −‖e‖2 + L‖e‖(‖L(u− uh)‖+ ‖(L− Lh)uh‖)
≤ −‖e‖2 + LC1‖e‖2 + L‖e‖‖(L− Lh)uh‖
where C1 = ‖L‖. The left hand side (et, e) = 12 ddt‖e‖2 and so after cancelling the common
factor ‖e‖ we have
d
dt
‖e‖ ≤ −‖e‖+ LC1‖e‖+ L‖(L− Lh)uh‖.
Now we consider the last term
‖(L− Lh)uh‖2 =
N∑
j=1
∫ xj
xj−1
(Luh − Lhuh)2 dx
=
N∑
j=1
∫ xj
xj−1
[
1
K(x)
∫ 1
0
J(x− y)uh(y)dy − 1
K(xj−1/2)
∫ 1
0
J(xj−1/2 − y)uh(y)dy
]2
dx.
We obtain
‖(L− Lh)uh‖2 =
N∑
j=1
∫ xj
xj−1
I2j dx (4.3.1)
where
Ij =
1
K(x)K(xj−1/2)
∫ 1
0
(J(x− y)K(xj−1/2)−K(x)J(xj−1/2 − y))uh(y)dy.
We do a Taylor expansion for J(x − y) = J(xj−1/2 − y) +
(
x− xj−1/2
)
J ′(xj−1/2 − y) + · · ·
(avoiding y = xj−1/2 at this stage) and K(x) = K(xj−1/2) +
(
x− xj−1/2
)
K ′(xj−1/2) + · · ·
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and substitute it in Ij
Ij =
x− xj−1/2
K(x)
∫ 1
0
J ′(xj−1/2 − y)uh(y)dy −
(x− xj−1/2)K ′(xj−1/2)
K(x)K(xj−1/2)
∫ 1
0
J(xj−1/2 − y)uh(y)dy + · · ·
The apparent difficulty with J ′(0+) 6= J ′(0−) for the exponential decay kernel is removed on
the process of integration since we have
∫ 1
0
J ′(xj−1/2 − y)uh(y)dy =
∫ xj−1/2
0
J ′(xj−1/2 − y)uh(y)dy +
∫ 1
xj−1/2
J ′(xj−1/2 − y)uh(y)dy
and the integrals on the right hand side are well defined.
Now we can Taylor expand 1
K(x)
= 1
K(xj−1/2)
+ (x− xj−1/2)
(
−K ′
K2
)
+ · · · to get
|Ij| ≤ C2|x− xj−1/2| (4.3.2)
where
C2 =
∫ 1
0
J ′(xj−1/2 − y)
K(xj−1/2)
uh(y)dy −
∫ 1
0
K ′(xj−1/2)J(xj−1/2 − y)
K(xj−1/2)2
uh(y)dy,
and substitute in (4.3.1) to get
‖(L− Lh)uh‖2 ≤ C22
N∑
j=1
∫ xj
xj−1
(x− xj−1/2)2dx = C22
h2
12
(4.3.3)
which implies that
d
dt
‖e‖ ≤ −‖e‖ + LC1‖e‖+ LC2 h√
12
and that can be solved exactly giving
‖e(t)‖ ≤
√
3
6
C2Lh
LC1 − 1
(
e(LC1−1)t − 1)+ ‖e(0)‖e(LC1−1)t. (4.3.4)
Provided the initial approximation is chosen so that uh(x, 0) = u(x, 0) + O(h) the result
follows.
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4.4 A linear test case with an exact solution
Here we introduce a linear problem which has an exact solution defined in terms of Fourier
series and use this as a test for the numerical scheme defined in Section 4.2.
We consider our model problem (1.3.1) in the linear case f(u) = u on a 1-periodic space
domain with the piecewise constant kernel. The periodic linear model problem is then
ut(x, t) = uˆ(x, t)− u(x, t), x ∈ [0, 1], t > 0 (4.4.1)
where
uˆ(x, t) =
1
2ε
∫ ε
−ε
u(x+ y, t)dy
and u(x, t) is 1-periodic in x.
Assuming that u is smooth enough, we write it as the Fourier expansion
u =
∞∑
n=−∞
an(t) exp(2πinx),
and from definition of uˆ we have
uˆ =
∞∑
n=−∞
an(t) exp(2πinx) sinc(2πnε), for n = 0,±1,±2, . . . .
To obtain this we apply the definition of uˆ term by term and get
(
1
2ε
)∫ ε
−ε
exp(2πin(x+ s)) ds =
(
exp(2πinx)
2ε
)∫ ε
−ε
exp(2πins)) ds
= exp(2πinx) sinc(2πnε)
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for n = 0,±1,±2, . . . .
Using the shorthand γn = sinc(2πnε), our model (4.4.1) gives
∞∑
n=−∞
a˙n(t) exp(2πinx) =
∞∑
n=−∞
an(t)(γn − 1) exp(2πinx)
and the orthonormality of the Fourier basis gives the equation for the Fourier amplitudes,
a˙n = an (γn − 1) ∀n ∈ Z. (4.4.2)
Solving these equations we get
an(t) = exp((γn − 1)t)an(0) ∀n ∈ Z
and since γ0 = 1 and γn < 1 for n 6= 0 we have u→ a0(0) as t→∞.
Parameter ε plays an important role in determining the time the solution takes to approach
equilibrium. For all ε > 0 we have
u(x, t)− a0(0) = O
(
e−µt
)
and the rate is determined by the size of µ > 0. When 0 ≤ ε ≤ 1/2 we have
µ = 1− γ1
and for small ε
µ = 1− γ1 = 2
3
π2ε2 +O(ε4).
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As ε increases towards 1/2, µ increases steadily towards 1. For all values ε > 1/2 we have
0.85 < µ ≤ 1. So in summary µ is small and convergence to equilibrium is very slow when
ε is small. It speeds up when ε is bigger, but never converges in less than O(1) time since
µ ≤ 1.
For the numerical experiments we use the method described in Section 4.2 applied with two
different types of initial data: discontinuous layers
u(x, 0) =
1
2
(H (x− 0.1)−H (x− 0.2) +H (x− 0.6)−H (x− 0.9)) , (4.4.3)
and the smooth function
u(x, 0) =
1
π coth (π)
10000∑
n=1
2
1 + n2
cos (2πnx) . (4.4.4)
These are illustrated in Figure 4.1.
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Figure 4.1: The initial conditions (4.4.3) on the left and (4.4.4) on the right.
We test the scheme for each of the kernels defined in Section 1.3. Because we have the exact
solution for the piecewise kernel, we use that to measure the error directly. In other cases we
measure the error by comparing approximate solutions on mesh size h and h/2. So the “exact
error” in the following Figure is ‖uh − u‖L2 while the “L2 error estimate” in the Figures is
‖uh − uh/2‖L2, both at fixed times.
In Figure 4.2 we show results for the smooth initial data and piecewise kernel. We see that
there is very good agreement between the exact and estimated errors in this case. Also,
the error appears to behave like O(h2) as h → 0, although the convergence analysis of the
previous section predicts O(h).
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Figure 4.2: A comparison between the exact error and L2 estimated error at t = 10 (left). The
other picture shows the solution for the linear case with the piecewise kernel at t = [1, 15, 150]
and the exact solution for the same kernel at the same time. In both picures we use ε = 0.1.
In Figure 4.3 we show results for the larger value ε = 0.35 and compare the three different
kernels for both smooth and discontinuous initial data. The discontinuous case (on the right)
appears to converge as expected like O(h). The smooth case converges like O(h2) for larger
values of h, but shows clear evidence of a reduction in order towards O(h) for small values
of h.
The error estimate (4.3.4) contains a term involving the initial error, which in the smooth
case satisfies ‖e(0)‖ = O(h2). It appears that the constants of proportionality involved are
significantly smaller on the first term in (4.3.4) multiplying h and so the O(h2) behaviour
dominates until h gets very small. The constants depend on ε, and this explains the slight
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difference in where the convergence shifts from O(h2) to O(h) between Figure 4.2 and Figure
4.3. In the discontinuous case, the initial error ‖e(0)‖ = 0 and so there is only an O(h)
convergence observed.
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Figure 4.3: We compute the error at t = 10 with ε = 0.35, and the smooth initial data (left)
and the discontinuous one (right).
In Figure 4.4 we show that uh → a0(0) as t → ∞ as expected. We use discontinuous layer
initial data for all three kernels with ε = 0.1. We notice that all the kernels converge to
approximately the same equilibrium although the speed of convergence is different for each
case. From the pictures we see that the exponential decay kernel converged in about 26 time
units but the other kernels need about 150 time units.
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Figure 4.4: With fix ε = 0.1, we show the solution with a discontinuous initial data (4.4.3)
for all the kernels at different time units t = [1, 5, 26, 150].
In Figure 4.5 we show how the solution is influenced by the values of ε.We use discontinuous
layer initial data for all three kernels with two different values ε = 0.01 and ε = 0.08. From
the picture it is clear that for a small values of ε the solution takes longer to converge and
for large ε it quickly converges.
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Figure 4.5: The solution with two different values of ε = 0.01 (top) and ε = 0.08 (bottom)
with a discontinuous initial data for all the kernels.
The computation cost issues will be explored in Section 4.7.
4.5 Numerical approximation for a nonlinear case
The numerics of the nonlinear case is complicated because there are two important param-
eters that form the shape of the solutions and how fast it gets to the equilibrium, namely ε
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and the steepness of f ′(1/2). It is clear that if we start with initial data u(x, 0) > 1/2 then
limt→∞ u(x, t) ≡ 1 and if u(x, 0) ≤ 1/2 for all x then limt→∞ u(x, t) ≡ 0. Figure 4.6 shows
the numerical solution when u(x, 0) < 1/2 for 0 ≤ x ≤ 1 while Figure 4.7 shows the numerics
for u(x, 0) > 1/2.
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Figure 4.6: The numerical approximation when u(x, 0) < 1/2 for 0 ≤ x ≤ 1 with f given by
(4.5.2) and ε = 0.1 at t = 0, 1, 5, 15.
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Figure 4.7: The numerical approximation when u(x, 0) > 1/2 for 0 ≤ x ≤ 1 with f given
by (4.5.2) and ε = 0.1 at t = 0, 1, 5, 15. The convergence in this figure is faster than the
previous one because more of the initial data are already close to 1.
We next study the situation with u(x, 0) > 1/2 for some x and u(x, 0) < 1/2 otherwise. For
simplicity, we stick with a single layer initial data for the experiment and choose different
locations for the jump. Throughout this section we use ε = 0.1. The initial solution is
u(x, 0) = H (x− q) , (4.5.1)
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where q = 0.09, 0.4, 0.65. See Figure 4.8.
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Figure 4.8: Single layer initial data with different jump locations given by (4.5.1).
Also, we use two different functions f for the experiment, a cubic and a Heaviside function.
The functions are
f(v) = v + pv(1− v)(v − 1/2), (4.5.2)
where p = 1.9 and
f(v) = H (v − 1/2) . (4.5.3)
In addition we use the three kernels described in Chapter 1. We first describe the results for
the cubic nonlinearity (4.5.2).
Figure 4.9 shows the solution u(x, t) for the three kernels for f given by (4.5.2) and q = 0.09 in
the initial data (4.5.1). As can be seen, the single layer disappears quickly for all the kernels
with the solution converging to u ≡ 1. In Section 5.7, we show that for the piecewise kernel
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the evolution of the solution depends on the sign of q − ε. For this case, q − ε = −0.01 < 0
so the theory in Section 5.7 predicts that the layer disappears in O(1) time. The numerics
confirm this.
0 0.2 0.4 0.6 0.8 1
−0.2
0
0.2
0.4
0.6
0.8
1
x
u
 (a) Solution at t =0.1
 
 
pwc average
exponential decay average
Gaussian average
0 0.2 0.4 0.6 0.8 1
−0.2
0
0.2
0.4
0.6
0.8
1
x
u
 (b) Solution at t = 1
 
 
pwc average
exponential decay average
Gaussian average
0 0.2 0.4 0.6 0.8 1
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
x
u
 (c) Solution at t = 5
 
 
pwc average
exponential decay average
Gaussian average
0 0.2 0.4 0.6 0.8 1
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
x
u
 (d) Solution at t = 15
 
 
pwc average
exponential decay average
Gaussian average
Figure 4.9: Numerical solution with the scheme defined in Section 4.2 with all the kernels
for jump location q = 0.09. The layer disappears quickly for all the kernels with the solution
converging to u ≡ 1.
79
Chapter 4: Numerical approximation of the time dependent problem
Figure 4.10 shows the solution for f given by (4.5.2) and q = 0.4 in the initial data (4.5.1). For
both the exponential decay kernel and the Gaussian kernel the solution eventually converges
to u ≡ 1. We note the solution for the Gaussian kernels moves slower than the solution for
the exponential decay kernel. The layer position for the piecewise kernel does not move.
We note that q − ε = 0.3 > 0 and q − (1 − ε) < 0 and this important in explaining why
the layer does not move for the piecewise kernel case. Formal asymptotics which explain all
these observations are given in Chapter 5.
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Figure 4.10: Numerical solution with the scheme defined in Section 4.2 with all the kernels
for jump location q = 0.4. For both the exponential decay kernel and the Gaussian kernel
the solution eventually converges to u ≡ 1. We note the solution for the Gaussian kernels
moves slower than the solution for the exponential decay kernel. The layer position for the
piecewise kernel does not move.
Figure 4.11 shows the solution when f is cubic and q = 0.65 in the initial data (4.5.1). The
results are similar to those in Figure 4.10 except that u(x, t) converges to 0 for large t for the
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exponential decay kernel and the Gaussian kernel. This is because more of the initial data is
zero. Also, the convergence is quicker than that in Figure 4.10, because the layer starts out
closer to the boundary. Finally, as in Figure 4.10 the layer does not move for the piecewise
kernel.
We make three further observations about the result in Figure 4.9-4.11.
• If we decrease ε then the same pictures would emerge but the dynamics would be
slower.
• If we decrease p then f ′(1/2) = p/4 decreases. We would get similar pictures but the
dynamics would be faster.
• If we use smooth initial data with a single transition layer then we get similar pictures
and the dynamics is faster.
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Figure 4.11: Numerical solution with the scheme defined in Section 4.2 with all the kernels
for jump location q = 0.65. For both the exponential decay kernel and the Gaussian kernel
the solution eventually converges to u ≡ 0. We note the solution for the Gaussian kernels
moves slower than the solution for the exponential decay kernel. The layer position for the
piecewise kernel does not move.
Figures 4.12-4.14 show the solution u for the Heaviside nonlinearity (4.5.3) for the three sets
of initial data (4.5.1). Figure 4.12 shows the solution for the case q = 0.09. The results are
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the same as those for the cubic.
The numerics for q = 0.4 and q = 0.65 are shown In Figures 4.13-4.14. In both cases the
layer position does not move for any of the kernels. This is not correct for the exponential
and the Gaussian kernels. This is discussed in Section 5.3 where an accurate and correct
numerical method is designed.
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Figure 4.12: Numerical solution with the scheme defined in Section 4.2 with all the kernels
for jump location q = 0.09. and f is step function. The layer disappears quickly for all the
kernels with the solution converging to u ≡ 1.
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Figure 4.13: Numerical solution with the scheme defined in Section 4.2 with all the kernels
for jump location q = 0.4. and f is step function. The layer position does not move for any
of the kernels. This is not correct for the exponential and the Gaussian kernels. This is
discussed in Section 5.3.
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Figure 4.14: Numerical solution with the scheme defined in Section 4.2 with all the kernels
for jump location q = 0.4. and f is step function. The layer position does not move for any
of the kernels. This is not correct for the exponential and the Gaussian kernels. This is
discussed in Section 5.3.
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4.6 Efficient implementation
In this section we consider both the linear and nonlinear cases on a 1-periodic space domain.
We investigate the use of the Fast Fourier Transform (’fft’ in MATLAB) to speed up the
computation of the kernel uˆh. This works because in this case the kernel is a convolution
sum, and standard transform properties reduce it to the product of transforms. We compare
the ODE solvers with and without the use of FFT, and also with the default approximate
Jacobian evaluation or explicit exact Jacobian specification. We show comparison of ODE
solvers in many situations, for the linear case and then for the nonlinear one.
For the linear case, we use two Matlab ODE solvers ode15s (implicit) and ode45 (explicit)
with fft and Jacobian. In the left pictures we plot the CPU time versus N using ode45,
ode45+fft, ode15s, ode15s+fft and ode15s+fft+Jacobian. In the right pictures we plot the
L2 estimated error versus the CPU time using ode45, ode45+fft, ode15s, ode15s+fft and
ode15s+fft+Jacobian to get an estimate of the efficiency. With discontinuous layer initial
data, it seems that for all the kernels ode45+fft is the cheapest and the most efficient while
ode15s with no fft or explicit Jacobian is the most expensive and inefficient one.
The results shown in Figure 4.15 have ε = 0.1 and a calculation of the classical stiffness ratio
S for the underlying problem (4.4.2) gives S ≈ 1
1−γ1
≈ 3
2pi2ε2
= 15.2, so this case is not a stiff
problem and is better suited to explicit solvers like ode45 rather than the implicit stiff solver
ode15s. The top two plots are with the piecewise kernel and it is clear that if we compute
the cost for this kernel it is at its maximum which about O(N3) if we use ode15s only and
the minimum cost is approximately O(N) using ode45 with fft. Also, for the ’CPU vs L2’
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plot the ode45 with fft still acheive the least error compared to the CPU time cost. Identical
trends to these demonstrated in the other subfigures of Figure 4.15.
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Figure 4.15: Linear case computation cost.
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In Figure 4.16 we show the results from Figure 4.15 to compare all the kernels in the same
picture. We see that the exponential decay kernel is the least costly while the piecewise
kernel is the most expensive.
For the same value of ε = 0.1 and f(v) = v + 1.9v(1 − v)(v − 1/2) we plot the CPU time
versus N using ode45, ode45+fft, ode15s, ode15s+fft and ode15s+fft+Jacobian. In the right
pictures we plot the L2 estimated error versus the CPU time using ode45, ode45+fft, ode15s,
ode15s+fft and ode15s+fft+Jacobian for the same reason which is a question of efficiency.
The two top plots (piecewise kernel) and the two in the bottom (Gaussian kernel) are similar
to the linear one Figure 4.15 where ode45 with fft is the best among the others. However,
in the middle where we use the exponential decay kernel there is an oscillation in the ’CPU
vs L′2 plot. The reason for that is the layer with the expnential decay average moves faster
than the others whereas the others are very slow as expected from the discussion in section
5.5 and 5.7.
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Figure 4.16: Linear case for all the kernels.
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Figure 4.17: Nonlinear case computation cost.
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Slowly varying solutions
5.1 Introduction
In this chapter we consider slowly varying solutions to the dynamic problem for u(x, t)
ut = f (uˆ)− u. (5.1.1)
For all of this chapter except the final section we take uˆ(x) to be the exponential decay kernel
given by
uˆ(x, t) =
1
2εK(x)
∫ 1
0
exp
(
−|x− y
ε
|
)
u(y, t)dy, (5.1.2)
with
K(x) = 1− h(x) = 1− e
−x/ε + e−(1−x)/ε
2
. (5.1.3)
We first give the results of a numerical simulation with
f(u) =
1
2
+
tanh(γ(u− 1/2))
2 tanh(γ/2)
(5.1.4)
92
Chapter 5: Slowly varying solutions
where γ = 20, initial solution
u(x, 0) =
1
2
(1 + tanh(40(x− 0.47))) (5.1.5)
and ε = 0.075. The results with the setting ′RelTol′ = 10−8 and ′AbsTol′ = 10−16 are shown
in Figure 5.1. In Figure 5.1(b) nothing has visibly changed at t = 100 from the initial data
in 5.1(a). Figure 5.1(a) shows that at time t = 700 the solution has moved a small amount.
A relatively sudden final convergence to the equilibrium u ≡ 1 occurs at about t = 1300.
Numerical studies show that similar results hold for other small value of ε with the solution
taking longer times to converge as ε decreases.
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(a)  Solution at t = 0 with ε =0.075
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(b)  Solution at t = 100 with ε =0.075
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(c)  Solution at t = 700 with ε =0.075
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(d)  Solution at t = 1300 with ε =0.075
Figure 5.1: Solution moves slowly with time and it takes about 1300 time units to converge
to the equilibrium u ≡ 1.
5.2 Slow motion
In order to explain the slow behaviour observed in Figure 5.1, we first note that u(x, t) ≡ 0
and u(x, t) ≡ 1 are equilibrium solutions to (5.1.1). For ε small the kernel in (5.1.2) is
concentrated near the point x. The initial data (5.1.5) is very close to zero for x < 0.47 and
very close to one for x > 0.47. It follows that for x bounded away from 0.47, ut(x, t) will be
very small.
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We now consider what happens to the solution at x = p = 0.47. Suppose that instead of the
initial data (5.1.5) we approximate it by
u(x, 0) =


0 when x ∈ [0, p)
1 when x ∈ (p, 1] (5.2.1)
The solution u(x, t) will be expected to have a jump discontinuity at x = p but the kernel
uˆ(x, t) will be continuous for all x. Taking limits as x→ p from the left and right in (5.1.1)
and writing
[u] = lim
x→p+
u(x, t)− lim
x→p−
u(x, t)
we obtain
d
dt
[u] = −[u] (5.2.2)
This confirms that u(x, t) remains discontinuous at x = p for t > 0 although the jump gets
smaller as t increases since
[u](t) = e−t[u](0)→ 0 as t→∞. (5.2.3)
The above does not explain the motion when x is not equal to p. To do this we make one
more simplification, we assume that f is the discontinuous function considered in Chapter 3
f(v) =


1 when v >
1
2
0 when v <
1
2
(5.2.4)
Note that for this function f, if p 6= 1/2 then f (uˆ(x, t)) is continuous at x = p. Hence the
result (5.2.3) holds if p 6= 1/2. If p = 1/2 then u(x, 0) given by (5.2.1) is an equilibrium and
95
Chapter 5: Slowly varying solutions
it corresponds to the equilibrium found in Chapter 3 defined by (3.3.3) and (3.3.4). Note
that the solution in Chapter 3 is written for u¯(x) where u¯(x) = K(x)uˆ(x).
We assume that 0 < p < 1/2 for the rest of this section and that ε is small. The aim is to
find ut(x, 0). Clearly uˆ(x, 0) is an increasing function of x with uˆ(1/2, 0) > 1/2 since p < 1/2.
Also, a calculation shows that
uˆ(0, 0) =
e−p/ε − e−1/ε
1− e−1/ε
which is a decreasing function of p which is less than 1/2 if p > ε ln 2. Since p is bounded
away from 0 we have that there is a unique z with uˆ(z, 0) = 1/2. We show that
z ≈ p− ε
2
e−p/ε (5.2.5)
and
ut(x, 0) =


0 if x < z or x > p
1 if z < x < p. (5.2.6)
A calculation shows that if x < p,
2K(x)uˆ(x, 0) = ex/ε[e−p/ε − e−1/ε]
and that if uˆ(z, 0) = 1/2,
e−2z/ε − 2e−z/ε + 2e−p/ε − e−1/ε = 0.
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It follows that
e−z/ε = 1−
√
1− 2e−p/ε +O (e−1/ε)
≈ e−p/ε + e
−2p/ε
2
+O
(
e−1/ε
)
≈ e−p/ε
[
1 +
e−p/ε
2
]
,
and so
z ≈ p− ε ln
(
1 +
e−p/ε
2
)
z ≈ p− ε
2
e−p/ε
as required.
Since uˆ(x, 0) passes through 1/2 at x = z we have that
f (uˆ(x, 0)) =


0 if x < z
1 if x > z.
Using this, it follows that ut(x, 0) is given by (5.2.6).
The table below has p = 0.4 and shows how small p− z is :
ε 0.1 0.05 0.01 0.005
p− z 9.2× 10−4 8.4× 10−6 2.1× 10−20 4.5× 10−38
The above results show that for t = 0, all the motion will take place in an exponentially
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small region near x = p. Hence we expect very small changes for t > 0 until the position of
the transition changes by an O(1) amount. We discuss this further in Section 5.4.
5.3 Numerical difficulties
In this section we consider an experiment to approximate the single layer motion problem
given by (5.1.1), with discontinuous function f (5.2.4) and discontinuous initial data (5.2.1).
We define the location of a layer by z(t) where
uˆ(z(t), t) = 1/2. (5.3.1)
When ε is small enough, then from the previous section we know that all of the action in the
exact solution will take place initially in an exponentially small region between x = p (the
location of the jump in the initial data) and z(0). We will use both the spatial collocation
method discussed in Section 4.2, and then introduce the spatial Galerkin method to try to
resolve some difficulties encountered using collocation.
We first use spatial collocation at the element midpoints with a piecewise constant in space
approximation as described in Section 4.2. The resulting semidiscrete approximation is
u˙j(t) = f(uˆh(xj−1/2, t))− uj(t), j = 1, . . . , N. (5.3.2)
The usual choice of initial data is the midpoint value
uj(0) = u(xj−1/2, 0), j = 1, . . . , N.
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It is interesting to note that this maps all initial data of the form (5.2.1) discontinuous at
x = p = Ph+ µ with |µ| < h/2 onto the same initial values
uj(0) =


0 j ≤ P
1 j > P.
Calculation by Newton’s method for (5.3.1) accurately finds the layer location zh(0) for the
approximate initial data above. Of course zh(0) is very close to Ph when ε is small enough.
If h is too big (specifically |z(0)− Ph| < h/2), and given that we only use midpoint values
of uˆ we find that
f(uˆh(xj−1/2, 0)) = uj(0)
so that u˙j(0) = 0 in (5.3.2) for all j = 1, . . . , N and the semidiscrete approximation is
at equilibrium with this initial data. Nothing can happen in this approximation unless
|z(0)− Ph| ≥ h/2.
This can be seen clearly in Figure 5.2, where p = 0.4, ε = 0.1 and we use a uniform grid
with h = 1/N and N = 100, 200, 400, 800. In this case p − z(0) = 0.00091578 . . ., so when
N ≤ 545 the semi-discrete solution is in equilibrium and nothing happens. In the final
case, N = 800, the approximate solution does start to change, but the ODE solver fails at
t = 1.8797. This failure is caused by the discontinuity in f , which means that the ODE
system (5.3.2) has a discontinuous right hand side and so violates the basic continuity and
smoothness asssumptions for ODE solvers. The local error estimate used in the timestep
control drives the time step size down to zero when the layer location moves to the left,
passes over an element midpoint and causes one of the ODEs to change discontinuously from
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u˙ = −u to u˙ = 1− u.
It may be possible to work around the problem of the discontinous right hand side in the
collocation method by using the “event location” feature built into Matlab ODE solvers.
This stops a calculation when it hits a particular value and restarts with a different ODE
system after that. It would probably add a significant overhead to the calculations. However
the main problem with the collocation method is the requirement to make the mesh size
small enough to resolve the gap between z and p and the impossibly large ODE systems that
would be required if uniform grids are used. e.g. when ε = 0.01 we would need N = 2×1019.
This could probably be worked around by using spatial adaptivity, but the Galerkin method
described next provides a more reliable mehod without the need for these more complicated
approaches.
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Figure 5.2: Numerical solution for (5.1.1) with the scheme defined in Section 4.2 with
the exponential decay kernel for jump location q = 0.4. Layer does not move with
N = 100, 200, 400. We need N=800 for the scheme to get started but it fails again for
the discontinuity reason.
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The formulation of the Galerkin approximation for (5.1.1) can be written as
∫ 1
0
φj+1/2uh,tdx =
∫ 1
0
φj+1/2 (f(uˆh)− uh) dx
for j = 0, · · · , N − 1 where
φk+1/2(x) =


1 when x ∈ (xk, xk+1),
0 otherwise,
and uh is given by (4.2.2). Because the φk+1/2 are piecewise constants, the Galerkin approx-
imation is equivalent to
∫ xj+1
xj
uh,tdx =
∫ xj+1
xj
(f(uˆh)− uh) dx, for j = 0, · · · , N − 1
so the resulting semidiscrete approximation is given by
u˙j =
1
h
∫ xj+1
xj
f(uˆh)dx− uj for j = 0, · · · , N − 1.
The key factor in the Galerkin approximation is the
∫
f(uˆh)dx term. Because of the discon-
tinuous nature of the function f, we have the following exact expression
1
h
∫ xj+1
xj
f(uˆh)dx =


1, xk > zh(t)
0, xk+1 < zh(t),
xk+1−zh(t)
h
otherwise.
However to use this we must solve uˆh(zh(t), t) = 1/2 for zh (locating zh) at each time step
which is expensive. Alternatively, we could approximate this integral using a piecewise linear
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approximation of uˆh,
1
h
∫ xj+1
xj
f(uˆh)dx ≈
∫ 1
0
f((1− s)uˆh(xj) + suˆh(xj+1))ds,
and zh is not explicitly involved which is much cheaper.
For a comparison between the exact and the approximate Galerkin see Figure 5.4. The
test on a relatively coarse mesh with h = 1/100 shows good agreement between the two
approximations up to the time the layer reaches the boundary.
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Figure 5.3: Numerical solution for (5.1.1) with the scheme defined in Section 5.3 (exact
Galerkin and approximate Galerkin) with the exponential decay kernel for jump location
q = 0.4 at t = 0, 4, 32, 100. We can see that for the same data the new scheme work whereas
the old one failed as in Figure 5.2.
In Figure 5.4 we show the L2 error for u and u¯ and the CPU time for the exact and approx-
imate Galerkin methods with discontinuous initial data that jump at p = 0.45 and ε = 0.18.
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Both methods appear to converge like O(h). In this case the two methods take about the
same CPU time, but we would expect the approximate Galerkin to be cheaper when there
are more layers since it does not need to find the locations explicitly. Note that we cannot
use L∞ with discontinuous solutions, since ‖u − uh‖∞ = 1 if there is a slight error in jump
location. We have a theoretical estimate for the L2 error and so we used that.
105
Chapter 5: Slowly varying solutions
10−2 10−1
10−2
10−1
100
step size h
Estimated L2 error in u at t = 10
 
 
Exact Galerkin
Approx Galerkin
2nd order
1st order
10−2 10−1
10−5
10−4
10−3
10−2
10−1
100
step size h
Estimated L2 error in ubar at t = 10
 
 
Exact Galerkin
Approx Galerkin
2nd order
1st order
101 102 103 104
10−2
10−1
100
101
102
103
N
CP
U 
tim
e
 
 
Approx Galerkin
Exact Galerkin
10−2 10−1 100 101
10−5
10−4
10−3
10−2
CPU
L 2
 
e
rr
o
r
 
 
Approx Galerkin
Exact Galerkin
Figure 5.4: For the problem (5.1.1) with the exact and the approximate Galerkin and ε = 0.18
and initial data that jump at x = 0.45 and at t = 10, we show the following: (i) In the two
top pictures we plot the L2 error for u and u¯ with CPU time and both methods appear to
converge like O(h). (ii) The left bottom picture shows the CPU time vs N. (iii) the right
bottom picture shows L2 error vs CPU time. From all the pictures there is no big diffrence
(exact Galerkin perform a bit better) between the method for a single layer case but we
would expect the approximate Galerkin to be cheaper when there are more layers since it
does not need to find the locations explicitly.
Note that from now on the scheme we use for the numerics is the approximate Galerkin.
106
Chapter 5: Slowly varying solutions
5.4 Single layer slow evolution
In this section we use a formal method to describe the slow evolution of a solution with one
transition layer as in Figure 5.1 of Section 5.1. We assume that ε is small and we have a
solution u(x, t) with a transition at x = z(t) where
uˆ(z(t), t) = 1/2 (5.4.1)
as shown in Figure 5.5. We assume that z(t) is bounded away from 0 and 1.
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uhat(x,0)
Figure 5.5: u(x, 0) and uˆ(x, 0) for ε = 0.1.
As an approximation, we assume that
u(x, t) =


0 when x ≤ z
1 when x > z (5.4.2)
The aim is to find an equation for the motion of z(t). The idea of finding an equation for
the movement of the transition layer is motivated by similar questions for partial differential
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equations [10, 13, 14]. Also, the idea is similar to a level set approach [23, 27, 42, 43, 49, 55].
Differentiating (5.4.1)
uˆx(z, t)
dz
dt
+ uˆt(z, t) = 0
we have
dz
dt
=
−uˆt(z, t)
uˆx(z, t)
. (5.4.3)
Averaging the equation (5.1.1) we obtain,
uˆt(x, t) = f̂ (uˆ)− uˆ (5.4.4)
that is
uˆt =
1
2εK(x)
∫ 1
0
exp
(
−|x− y
ε
|
)
f(uˆ(y, t))dy − uˆ(x, t).
At x = z
uˆt(z, t) =
1
2εK(z)
∫ 1
0
exp
(
−|z − y
ε
|
)
f(uˆ(y))dy − 1/2
=
1
2εK(z)
∫ z
0
exp
(
−|z − y
ε
|
)
f(uˆ(y))dy +
1
2εK(z)
∫ 1
z
exp
(
−|z − y
ε
|
)
f(uˆ(y))dy − 1/2
=
1
2εK(z)
∫ z
0
exp
(
−|z − y
ε
|
)
0dy +
1
2εK(z)
∫ 1
z
exp
(
−|z − y
ε
|
)
1dy − 1/2
=
1
2εK(z)
∫ 1
z
exp
(
−|z − y
ε
|
)
dy − 1/2
and so
uˆt(z, t) =
1
4K(z)
(
e−z/ε − e−(1−z)/ε) . (5.4.5)
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From the definition of uˆ and at x = z
uˆx(z, t) = −K
′
K
uˆ+
1
K
∫ 1
0
J ′(x− y)u(y)dy
= −K
′
K
1
2
− 1
εK
∫ 1
0
sign(z − y)J(z − y)u(y)dy
= −K
′
2K
− 1
εK
∫ z
0
J(z − y)u(y)dy+ 1
εK
∫ 1
z
J(z − y)u(y)dy.
Using (5.4.2) and the definition of K
uˆx(z, t) =
e−(1−z)/ε − e−z/ε
4εK
+
1− e−(1−z)/ε
2εK
. (5.4.6)
We use the notation
M(z) = max(e−z/ε, e−(1−z)/ε)
so that
Kuˆx(z, t) =
1
2ε
(1 +O(M(z))). (5.4.7)
Using (5.4.5) and (5.4.7),
dz
dt
=
−ε(e−z/ε − e−(1−z)/ε)
2(1 +O(M(z)))
= −ε
2
(e−z/ε − e−(1−z)/ε)(1 +O(M(z))). (5.4.8)
Ignoring the exponentially small term O(M(z)), in (5.4.8) we have that
dz
dt
=
ε
2
(
e−(1−z)/ε − e−z/ε) = G(z). (5.4.9)
A calculation shows that G(1/2) = 0 and G(z) < 0 if z < 1/2 while G(z) > 0 if z > 1/2.
Equation (5.4.9) has an unstable equilibrium at z = 1/2 because the eigenvalue is λ =
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e−1/(2ε) > 0. As noted in Section 5.2, this corresponds to the equilibrium (3.3.3) and (3.3.4)
described in Chapter 3.
Suppose that z(0) < 1/2 with z(0) bounded away from 0. Equation (5.4.9) shows that z(t)
decreases very slowly towards z = 0. The differential equation (5.4.9) is well approximated
by
dz
dt
≈ −ε
2
e−z/ε. (5.4.10)
The solution of this (approximate) ODE is
z(t) = ε ln
(
ez(0)/ε − t
2
)
. (5.4.11)
The time taken to hit the boundary z = 0 is
t = 2
(
ez(0)/ε − 1) . (5.4.12)
The table below explains the connection between the size of ε and the time in (5.4.12) for
various values of ε where we have z(0) = 0.45.
ε 0.075 0.05 0.01
t 804.9 1.6× 104 6.9× 1019
Figure 5.6 shows the graph of z(t) for various values of ε and z(0) = 0.45. The graphs clearly
show that z(t) is almost constant for long time period.
110
Chapter 5: Slowly varying solutions
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0.6
time t
z
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ε= 0.1
ε= 0.05
ε= 0.035
ε= 0.025
Figure 5.6: For the problem (5.4.11) with the exponential decay kernel we compute the Layer
location from (5.4.11) for z(0) = 0.45 for various values of ε. The graph clearly shows that
z(t) is almost constant for long time period and it quickly changes which means for small ε
you need very large time for the layer to move.
In Figure 5.7 we compare the numerical solution of (5.1.1) with the prediction of z(t) made
by (5.4.11). For the numerical solution we use exact Galerkin with z(t) defined by (5.4.1).
The initial data is
u(x, 0) =


0 when x ≤ z(0)
1 when x > z(0) (5.4.13)
where z(0) = 0.45. Figure 5.7(a) and (b) show that there is excellent agreement.
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Figure 5.7: With the exponential decay kernel we compare the layer location z(t) using
both the numerical solution of (5.1.1) and the prediction of z(t) made by (5.4.11). For the
numerical solution we use exact Galerkin with the initial data defined by (5.4.13) where for
both z(0) = 0.45.
5.5 Analysis on two layer case
In this section we consider the slow evolution of a solution with two transition layers. In
Figure 5.8 we show the numerical solution when the initial data is
u(x, 0) =


0 when x ≤ 0.1
1 when 0.1 < x ≤ 0.4
0 when 0.4 < x ≤ 1 (5.5.1)
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and ε = 0.075. The pictures show u(x, t) and uˆ(x, t). The layer locations are z1(t) and z2(t)
with z1(0) = 0.1, and z2(0) = 0.4. At time t = 38, we only have one transition layer. The
motion shown in (b) and (c) is of the single layer case.
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Figure 5.8: Numerical solution of (5.1.1) with the exact Galerkin scheme and the exponential
decay kernel using initial data that jump at x = 0.1, 0.4. The picture shows the motion of
the two layers where both move to the left which mean u ≡ 0.
Let 0 < z1(0) < z2(0) < 1 with z1(0), z2(0) − z1(0) and 1 − z2(0) bounded away from zero.
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The initial data is
u(x, 0) =


0 when 0 < x ≤ z1(0)
1 when z1(0) < x ≤ z2(0)
0 when z2(0) > x ≤ 1 (5.5.2)
We then define z1(t) and z2(t) with z1(t) < z2(t) by
uˆ(z1(t), t) = uˆ(z2(t), t) = 1/2. (5.5.3)
In addition we assume that
u(x, t) =


0 when x ≤ z1(t) or x ≥ z2(t)
1 when z1(t) < x < z2(t). (5.5.4)
The aim is to find equations of the motion for z1(t) and z2(t).
Differentiating (5.5.3) we obtain
dzk
dt
=
−uˆt(zk, t)
uˆx(zk, t)
(5.5.5)
for k = 1, 2.
Proceeding in a similar way to the single layer case, we first compute uˆt at x = z1.
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At x = z1
uˆt(z1, t) =
1
2εK(z1)
∫ 1
0
exp
(
−|z1 − y
ε
|
)
f(uˆ(y))dy − 1/2
=
1
2εK(z1)
∫ z1
0
exp
(
−|z1 − y
ε
|
)
f(uˆ(y))dy +
1
2εK(z)
∫ z2
z1
exp
(
−|z1 − y
ε
|
)
f(uˆ(y))dy+
1
2εK(z1)
∫ 1
z2
exp
(
−|z1 − y
ε
|
)
f(uˆ(y))dy − 1/2.
Using the properties of f(uˆ) we have
uˆt(z1, t) =
1
2εK(z1)
∫ z1
0
exp
(
−|z1 − y
ε
|
)
0dy +
1
2εK(z1)
∫ z2
z1
exp
(
−|z1 − y
ε
|
)
1dy+
1
2εK(z1)
∫ 1
z2
exp
(
−|z1 − y
ε
|
)
0dy − 1/2
=
1
2εK(z1)
∫ z2
z1
exp
(
−|z1 − y
ε
|
)
dy − 1/2.
It follows that
uˆt(z1, t) =
1
4K(z1)
(−2e−(z2−z1)/ε + e−z1/ε + e−(1−z1)/ε) . (5.5.6)
Similarly,
uˆt(z2, t) =
1
4K(z2)
(−2e−(z2−z1)/ε + e−z2/ε + e−(1−z2)/ε) . (5.5.7)
From the definition of uˆ we can do the same calculation to obtain
uˆx(z1, t) =
e−(1−z1)/ε − e−z1/ε
4εK(z1)
+
1− e−(z2−z1)/ε
2εK(z1)
(5.5.8)
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and
uˆx(z2, t) =
e−(1−z2)/ε − e−z2/ε
4εK(z2)
− 1− e
−(z2−z1)/ε
2εK(z2)
. (5.5.9)
We use the notation
M(z1, z2) = max(e
−z1/ε, e−(1−z2)/ε, e−(z2−z1)/ε)
so that
K(z1)uˆx(z1, t) =
1
2ε
(1 +O(M(z1, z2))) (5.5.10)
and
K(z2)uˆx(z2, t) =
1
2ε
(−1 +O(M(z1, z2))). (5.5.11)
Using (5.5.6) and (5.5.10),
dz1
dt
=
−ε(−2e−(z2−z1)/ε + e−z1/ε + e−(1−z1)/ε)
2(1 +O(M(z1, z2)))
so that
dz1
dt
= −ε
2
(−2e−(z2−z1)/ε + e−z1/ε + e−(1−z1)/ε)(1 +O(M(z1, z2))). (5.5.12)
Using (5.5.7) and (5.5.11),
dz2
dt
= −ε
2
(−2e−(z2−z1)/ε + e−z2/ε + e−(1−z2)/ε)(−1 +O(M(z1, z2))). (5.5.13)
Ignoring the exponentially small term O(M(z1, z2)), in (5.5.12) and (5.5.13) we have that
dz1
dt
= −ε
2
(−2e−(z2−z1)/ε + e−z1/ε) (5.5.14)
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dz2
dt
= −ε
2
(2e−(z2−z1)/ε − e−(1−z2)/ε). (5.5.15)
The above equations are only valid when z1(t), z2(t)−z1(t) and 1−z2(t) bounded away from
zero.
In general, one of the domain lengths z1(t), z2(t)−z1(t) and 1−z2(t) will be the smallest. For
this case the dynamics of the pair of differential equations above is simple. For the numerical
results in 5.8 we had z1(0) = 0.1 and z2(0) = 0.4 so the smallest domain will be z1(t). In this
case, from (5.5.14)
dz1
dt
≈ −ε
2
e−z1/ε. (5.5.16)
This equation will be valid untill z1(T ) = 0 (or z1(t) becomes close to 0). During the time
interval 0 < t < T, z2(t) will be very close to z2(0). This is clearly shown in 5.8(b). For
larger times t > T the two dimensional system will be replaced by
dz2
dt
= −ε
2
(e−z2/ε − e−(1−z2)/ε) (5.5.17)
with z2(0) = 0.4. This is the single layer case as discussed in the previous section.
For the example in Figure 5.8 both z1(t) and z2(t) move to the left as t increases. Other
modes are possible depending on z1(0) and z2(0) as shown in Figure 5.9. Figure 5.10 shows
a situation which both z1(t) and z2(t) move to the right.
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Figure 5.9: Possible motions for the two layer case.
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Figure 5.10: Numerical solution of (5.1.1) with the exact Galerkin scheme and the exponen-
tial decay kernel using initial data that jump at x = 0.6, 0.9. The picture shows the motion
of the two layers where both move to the right which mean u ≡ 0.
The two dimensional equations (5.5.14)-(5.5.15) can be written as a gradient system with
Lyapunov function
W (z1, z2) = W (z) = −ε
2
2
(
e−z1/ε + 2e−(z2−z1)/ε + e−(1−z2)/ε
)
. (5.5.18)
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A calculation shows that for k = 1, 2,
dzk
dt
= −∂W (z)
∂zk
. (5.5.19)
We show in the next section that (5.5.19) has a unique equilibrium z¯ = (z1, z2) where
z¯1 =
1
3
− ε
3
ln 2, z¯2 =
2
3
+
ε
3
ln 2. (5.5.20)
This equilibrium corresponds to the equilibrium found in Chapter 3 for the m = 1 case. A
calculation shows that for the exact equilibrium in Chapter 3, the approximation (5.5.20) is
correct to O(ε2).
The linearised stability matrix for the equilibrium z¯ is
A =


1
2
(
e−z¯1/ε + 2e−(z¯2−z¯1)/ε
) −e−(z¯2−z¯1)/ε
−e−(z¯2−z¯1)/ε 1
2
(
e−(1−z¯2)/ε + 2e−(z¯2−z¯1)/ε
)

 .
Using (5.5.20)
A =

 2
1/3e−1/(3ε) −2−2/3e−1/(3ε)
−2−2/3e−1/(3ε) 21/3e−1/(3ε)

 .
The eigenvalues are
λ1,2 = 2
1/3e−1/(3ε)
[
1± 1
2
]
> 0 (5.5.21)
so z¯ is unstable.
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5.6 The multi-layer case
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Figure 5.11: Numerical solution of (5.1.1) with the exact Galerkin scheme and the exponen-
tial decay kernel using initial data that jump at x = 0.17, 0.4, 0.6, 77. The picture shows the
motion of the four layers and after a while u ≡ 0.
121
Chapter 5: Slowly varying solutions
Figure 5.11 shows the dynamics of a solution with four layers. In this section we obtain
equations for the multi-layer case. Let
0 < z1(0) < z2(0) < · · · < zN(0) < 1
The initial data is either u(x, 0) = 0 or u(x, 0) = 1 with u(x, 0) = 0 for 0 < x < z1(0)
followed by alternating u = 1 and u = 0. We define zk(t) by
uˆ(zk(t), t) = 1/2
for k = 1, · · · , N. Also we assume that in alternate layers u(x, t) = 0 or 1. The aim is to
derive equations for zk(t). In order to write down the equations we introduce extra constants
z0 and zN+1 with z0 = 0 and zN+1 = 1.
Using the same methods as Section 5.5 we obtain the approximate equations
dzk
dt
= −ε
2
(
βke
−(zk−zk−1)/ε − αke−(zk+1−zk)/ε
)
(5.6.1)
for k = 1, · · · , N where
βk = 2, k 6= 1 and β1 = 1
αk = 2, k 6= N and αN = 1.
It is easy to check that these equations agree with those in Section 5.4 and 5.5.
We can write (5.6.1) as a gradient system
dzk
dt
= −∂W (z)
∂zk
(5.6.2)
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where
W (z) = −ε
2
2
[
e−z1/ε + e−(1−zN )/ε + 2
N−1∑
j=1
e−(zk+1−zk)/ε
]
, (5.6.3)
with z = (z1, z2, · · · , zN ).
Lemma 5.6.1. Equation (5.6.1) has a unique equilibrium z¯ given by
z¯k =
k
N + 1
+
ε ln 2
N + 1
(2k −N − 1), k = 1, 2, · · · , N. (5.6.4)
Proof. At equilibrium we have that
e(z1−z2+ε ln 2)/ε = e−z1/ε,
e−(zk+1−zk)/ε = e−(zk−zk−1)/ε for 2 ≤ k ≤ N − 1,
e−(1−zN )/ε = e(zN−1−zN+ε ln 2)/ε.
It follows that
2z1 − z2 + ε ln 2 = 0, (5.6.5)
2zk − zk−1 − zk+1 = 0 for 2 ≤ k ≤ N − 1,
2zN − zN−1 − 1− ε ln 2 = 0.
Adding all the equations we obtain
z1 + zN = 1. (5.6.6)
Also, for 2 ≤ k ≤ N − 1, zk+1 − zk = zk − zk−1 so that
zk+1 = zk + d for 1 ≤ k ≤ N − 1. (5.6.7)
Using z2 = z1 + d in (5.6.5) we obtain
z1 = d− ε ln 2, (5.6.8)
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and combining this with (5.6.7),
zk = kd− ε ln 2
for 1 ≤ k ≤ N. Finally, using (5.6.6)
z1 + zN = d− ε ln 2 +Nd − ε ln 2 = 1
so that
d =
1
N + 1
+
2ε ln 2
N + 1
and the result follows.
We now calculate the linearised matrix A = [aik] at the equilibrium. From the structure of
the equations in (5.6.1) we see that A will be tridiagonal. We have that
a1,1 =
1
2
(
2e−(z2−z1)/ε + e−z1/ε
)
,
a1,2 = −e−(z2−z1)/ε.
Also, for 2 ≤ k ≤ N − 1
ak−1,k = −e−(zk−zk−1)/ε,
ak+1,k = −e−(zk+1−zk)/ε,
ak,k = e
−(zk+1−zk)/ε + e−(zk−zk−1)/ε.
Finally, the elements of the last row are
aN−1,N = −e−(zN−zN−1)/ε,
aN,N =
1
2
(
e−(1−zN )/ε + 2e−(zN−zN−1)/ε
)
.
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Using Lemma (5.6.1), at the equilibrium
a1,1 = e
−z¯1/ε = 2e−d/ε,
a1,2 = −e−d/ε.
Also, for 2 ≤ k ≤ N − 1,
ak−1,k = ak+1,k = −e−d/ε,
ak,k = 2e
−d/ε.
Finally, aN−1,N = −e−d/ε and aN,N = 2e−d/ε.
It follows that the matrix A is given by
A =


p q 0 · · · 0
q p q
...
0
. . .
. . .
. . . 0
... q p q
0 · · · 0 q p


,
where
p = 2e−d/ε,
q = −e−d/ε.
The form of the matrix A appears in many situations in mathematics. The exact eigenvalues
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for A can be found [31] and are given by
λk = p+ 2q cos
(
πk
N + 1
)
, k = 1, · · · , N.
Hence the eigenvalues are
λk = 2e
−d/ε
[
1− cos
(
πk
N + 1
)]
> 0
for all k. It follows that the equilibrium z¯ is unstable.
5.7 Dynamics for other kernels
In this section we derive the equation of motion for the other kernels in a similar way to
Section 5.4. We only consider the one layer case. First consider the Gaussian kernel
uˆ(x, t) =
1
K(x)
∫ 1
0
J(x− y)u(y, t)dy
where
J(x− y) = 1√
πε2
exp
(
−(x− y)
2
ε2
)
,
K(x) =
1
2
(
erf
(x
ε
)
+ erf
(
1− x
ε
))
,
erf (x) =
2√
π
∫ x
0
exp
(−t2) dt.
We proceed as in Section 5.4 with
uˆ(z(t), t) = 1/2. (5.7.1)
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Using the properties of f(uˆ) and u, at x = z
uˆt(z, t) =
1√
πε2K(z)
∫ 1
0
exp
(
−(z − y)
2
ε2
)
f(uˆ(y))dy − 1/2
=
1√
πε2K(z)
∫ z
0
exp
(
−(z − y)
2
ε2
)
f(uˆ(y))dy+
1√
πε2K(z)
∫ 1
z
exp
(
−(z − y)
2
ε2
)
f(uˆ(y))dy − 1/2
so that
uˆt(z, t) =
1√
πε2K(z)
∫ z
0
exp
(
−(z − y)
2
ε2
)
0dy +
1√
πε2K(z)
∫ 1
z
exp
(
−(z − y)
2
ε2
)
1dy − 1/2
=
1√
πε2K(z)
∫ 1
z
exp
(
−(z − y)
2
ε2
)
dy − 1/2
=
1
2K(z)
(
erf
(
1− z
ε
)
−K(z)
)
.
It follows that
uˆt(z, t) =
1
4K(z)
(
erf
(
1− z
ε
)
− erf
(z
ε
))
. (5.7.2)
At x = z
uˆx(z, t) = −K
′
K
uˆ+
1
K
∫ 1
0
J ′(x− y)u(y)dy
= −K
′
K
1
2
− 1
K
∫ 1
z
J ′(z − y)dy
= −K
′
2K
− 2
ε2K
∫ 1
z
(y − z)J(z − y)dy.
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It follows that
uˆx(z, t) =
2ε
√
π
K
(
1 +
1
2
e−(z/ε)
2 − 3
2
e−((1−z)/ε)
2
)
, (5.7.3)
and the motion equation for a single layer is
dz
dt
= −ε
√
π
4
erf
(
1−z
ε
)− erf (z
ε
)
1 + 1
2
e−(z/ε)2 − 3
2
e−((1−z)/ε)2
. (5.7.4)
For small ε this can be approximated by
dz
dt
= −ε
√
π
4
(
erf
(
1− z
ε
)
− erf
(z
ε
))
= G(z) (5.7.5)
Clearly G(1/2) = 0 with G(z) > 0 for z > 1/2 and G(z) < 0 for z < 1/2. Hence as before
the layer moves away from the equilibrium at z = 1/2. In order to understand the speed of
the motion, consider the integral
I =
∫ b
a
e−w
2
dw
where a and b are large. Integrating by parts we have that
I =
e−a
2
2a
− e
−b2
2b
− 1
2
∫ b
a
w−2e−w
2
dw. (5.7.6)
It follows from (5.7.5) and (5.7.6), that 0 < z < 1/2, G(z) is of the order
εe−z
2/ε2 .
This is very small for small z bounded away from zero. This is confirmed in Figure 5.13 where
we have numerically solved (5.1.1) for ε = 0.1 and z(0) = 0.4. This should be compared with
Figure 5.12 where we use the exponential decay kernel (5.1.2) for the same data.
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Figure 5.12: Numerical solution of (5.1.1) with the exact Galerkin scheme and the exponen-
tial decay kernel using initial data that jump at x = 0.4 and ε = 0.1. The picture shows the
motion of a single layer where the solution after a while u ≡ 1.
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Figure 5.13: Numerical solution of (5.1.1) with the exact Galerkin scheme and the Gaussian
kernel using initial data that jump at x = 0.4 and ε = 0.1. The picture shows the motion of
a single layer where the solution after a while u ≡ 1. Note that as predicted, compared with
5.12 the gaussian need larger time for the layer to disappear.
For the rest of this section we consider the piecewise kernel uˆ(x, t) where
uˆ(x, t) =
(
1
x+ ε
)∫ ε
−x
u(x+ y, t) dy, when 0 < x ≤ ε, (5.7.7a)
uˆ(x, t) =
(
1
2ε
)∫ ε
−ε
u(x+ y, t) dy, when ε < x ≤ 1− ε, (5.7.7b)
uˆ(x, t) =
(
1
1− x+ ε
)∫ 1−x
−ε
u(x+ y, t) dy, when 1− ε < x ≤ 1. (5.7.7c)
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We again define z(t) by (5.7.1). It turns out that formally
dz
dt
=


z − ε when 0 < z ≤ ε
0 when ε < z ≤ 1− ε
z − (1− ε) when 1− ε < z < 1 (5.7.8)
To show that we need to compute uˆt(z, t) and uˆx(z, t). We begin with the case 0 < z < ε at
x = z from (5.7.7a),
uˆt =
1
z + ε
∫ z+ε
0
f(uˆ(y))dy − 1/2
=
1
z + ε
∫ z
0
0dy +
1
z + ε
∫ z+ε
z
1dy − 1/2
=
1
z + ε
∫ z+ε
z
dy − 1/2
so that
uˆt(z) =
ε− z
2 (z + ε)
. (5.7.9)
Also, for 0 < x < ε, from (5.7.7a)
uˆx(x, t) =
1
x+ ε
(u(x+ ε)− uˆ(x)) .
Hence at x = z
uˆt(z) =
1− 1
2
z + ε
=
1
2 (z + ε)
. (5.7.10)
131
Chapter 5: Slowly varying solutions
The result (5.7.8) for 0 < z < ε follows.
Suppose now that ε < z ≤ 1 − ε, from (5.7.7b). This means that uˆt is zero which proves
(5.7.8) for this case. The case 1 − ε < z ≤ 1 is similar to the case 0 < z ≤ ε and this
completes the proof of (5.7.8).
From (5.7.8) we see that if ε < z < 1− ε the layer does not move. This is confirmed by the
numerics in Section 4.5 (see Figure 4.10-4.11 ). If 0 < z ≤ ε then from (5.7.8) we see that
z(T ) = 0 for some order one quantity T. This is shown in Figure 4.9. Finally, if 1−ε < z ≤ 1
then z(T ) = 1 for a time T independent of ε.
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