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Resumen
El objetivo principal de este trabajo es generar una medida
de probabilidad a partir de una estructura fractal. Dado que bus-
camos definir una medida, se tendra´n en cuenta los me´todos de
construccio´n de medidas exteriores: Me´todo I y Me´todo II.
En primer lugar, en el Cap´ıtulo 3 se estudian aplicaciones que
conservan la estructura fractal (isomorfismos fractales) y, en base
a ellas, se define el concepto de completacio´n de una estructura
fractal. Adema´s, se prueba que e´sta siempre existe y es u´nica sal-
vo isomorfismos fractales. Mostramos, por ello, co´mo construir la
bicompletacio´n de (X, d) donde d es la casi-me´trica no arquime-
diana inducida por una estructura fractal.
En un cuarto cap´ıtulo se desarrolla la construccio´n de una
medida de probabilidad a partir de una estructura fractal. Para
llevar a cabo dicha construccio´n seguiremos el proceso que se sin-
tetiza a continuacio´n y que se desarrolla en tres etapas. En un
primer paso, consideramos una familia de bolas del l´ımite inverso
sobre la que definimos una premedida ω hasta llegar a definir una
primera medida, µ, en X˜ (la bicompletacio´n de X). Una vez que
la hemos definido, construimos una nueva medida a partir de los
elementos de una estructura fractal teselacio´n. Finalmente, para
poner fin a las construcciones teo´ricas, exploramos condiciones
sobre ω de forma que la restriccio´n de µ a X sea una medida de
probabilidad. Dicho cap´ıtulo culmina con la presentacio´n de algu-
nos ejemplos de construccio´n de medidas a partir de estructuras
fractales concretas y diversas premedidas.
La construccio´n detallada en el Cap´ıtulo 4 sugiere la defini-
cio´n de una funcio´n de distribucio´n. Con dicho objetivo, en el
Cap´ıtulo 5 definiremos un orden sobre los elementos de X˜, or-
den que junto con la medida definida en el cap´ıtulo anterior, nos
proporcionara´ una funcio´n de distribucio´n definida sobre la bi-
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Por otra parte, tratamos de mostrar algunas aplicaciones que
pueden llevarse a cabo a partir de las construcciones anteriores
(Cap´ıtulo 5). Una primera aplicacio´n consiste en generar una
muestra aleatoria de una determinada distribucio´n de probabi-
lidad a partir de una medida de probabilidad, µ, definida sobre
una estructura fractal Γ. Se trata de un proceso iterativo que,
basado en un nu´mero aleatorio entre 0 y 1 asigna un valor de la
funcio´n de distribucio´n de probabilidad a un punto que se obtiene
como interseccio´n de una sucesio´n de conjuntos en la estructura
fractal. Cabe destacar que dicho me´todo resulta de gran utilidad
ya que nos permite generar muestras de una determinada dis-
tribucio´n de probabilidad en el caso n-dimensional, a diferencia
del me´todo de la transformada inversa que solo nos ofrece dicha
posibilidad en el caso de una dimensio´n.
La segunda aplicacio´n presentada consiste en un nuevo me´to-
do de estimacio´n de para´metros de una determinada distribucio´n
a partir de una estructura fractal, la cual consideraremos finita
en un primer caso y uniforme en una segunda prueba, me´todo
que posteriormente compararemos frente al me´todo de ma´xima
verosimilitud. Para poner fin a dicho cap´ıtulo se comprueba la
bondad de cada estimacio´n supuesto que la misma esta sometida
a datos totalmente ajenos a la muestra considerada para abordar
el estudio.
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Cap´ıtulo 1
Introduccio´n
El ana´lisis y estudio de los fractales se ha desarrollado cada vez ma´s en
los u´ltimos an˜os debido a la amplia gama de aplicaciones en diferentes a´reas
donde se han detectado los mismos.
Por su parte, las estructuras fractales fueron introducidas con el objetivo
de estudiar la estructura de conjuntos autosimilares y fractales en general.
Sin embargo, la estructura fractal introducida, adema´s del intere´s en el es-
tudio de fractales, resulto´ una estructura de gran intere´s para el estudio de
propiedades topolo´gicas y en particular se mostro´ que esta´ muy relacionada
con las estructuras propias de la Topolog´ıa Asime´trica, en particular con las
casi me´tricas no arquimedianas (ve´ase [1]).
Un uso interesante de dichas estructuras es un me´todo recursivo para
construir aplicaciones continuas, que puede ser de utilidad para obtener cur-
vas de llenado de espacio u otras transformaciones continuas. Ve´ase [6] para
conocer algunas de sus aplicaciones. Pero, ¿que´ ocurre si esta curva esta´ re-
lacionada con una distribucio´n de probabilidad? En este trabajo trataremos
de definir una medida a partir de una distribucio´n de masa, idea que subyace
en los dos ejemplos que se detallan a continuacio´n.
Un primer ejemplo puede verse en [5], donde se presenta un me´todo cono-
cido para construir la distribucio´n de masas en un subconjunto de Rn. Dicho
me´todo consiste en una subdivisio´n repetitiva de una masa entre diferentes
partes de un conjunto de Borel acotado E. Sea ε0 el conjunto inicial y sea,
para cada k = 1, 2, . . . εk una coleccio´n de conjuntos de Borel disjuntos de E
de manera que cada conjunto U de εk esta´ contenido en uno de los conjuntos
de εk−1 y contiene un nu´mero finito de conjuntos en εk+1. Supongamos que
el ma´ximo dia´metro de los conjuntos de εk tiende a 0 cuando k →∞. Defi-
niremos una distribucio´n de masas en E a trave´s de una subdivisio´n sucesiva
como se muestra en la Figura 1.1. Pongamos µ(E) con 0 < µ(E) < ∞, y
dividamos dicha masa entre los conjuntos U1, . . . , Um en ε1 definiendo µ(Ui)
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de manera que
∑m
i=1 µ(Ui) = µ(E). De manera ana´loga, asignaremos ma-
sas a los conjuntos de ε2 de manera que si U1, . . . , Um son los conjuntos de
ε2 contenidos en un conjunto U de ε1, entonces
∑m
i=1 µ(Ui) = µ(U). Vemos
pues, que, en general asignamos masas de manera que∑
i
µ(Ui) = µ(U)
para cada conjunto U de εk, donde {Ui} son los conjuntos disjuntos de εk+1
contenidos en U . Para cada k, denotemos por Ek a la unio´n de los conjun-
Figura 1.1: Distribucio´n de masa
tos de εk, y pongamos µ(Rn \ Ek) = 0. Denotemos por ε a la coleccio´n de
conjuntos que pertenecen a εk para algu´n k junto con los conjuntos Rn \Ek.
El procedimiento detallado previamente define la masa µ(A) de cada con-
junto A ∈ ε, y parece razonable que, construyendo conjuntos a partir de los
conjuntos de ε, sea suficiente para distribuir la masa µ sobre E con el obje-
tivo de determinar µ(A) para cualquier conjunto de Borel A. La proposicio´n
que se presenta a continuacio´n nos ofrece una medida construida a partir del
proceso seguido previamente.
Proposicio´n 1.0.1. ([5, Prop. 1.7]) Supongamos µ definida en una colec-
cio´n de conjuntos ε como previamente. Entonces la definicio´n de µ puede
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exterior. Adema´s, sera´ una medida en la σ-a´lgebra de Borel. El valor de µ(A)
queda u´nicamente determinado si A es un conjunto de Borel. El soporte de
µ esta´ contenido en
⋂∞
i=1Ek. Si A es cualquier subconjunto de Rn, entonces
µ(A) = inf{∑i µ(Ui) : A ⊂ ⋃i Ui y Ui ∈ ε}.
Como segundo ejemplo en el cual tiene lugar una distribucio´n de masa
cabe destacar la definicio´n de cascadas multiplicativas las cuales se cons-
truyen siguiendo un proceso similar al llevado a cabo anteriormente. Ve´ase,
para conocer co´mo se definen las mismas, [14]. Una cascada multiplicativa
es una distribucio´n fractal o multifractal de puntos a trave´s de un proce-
so aleatorio de cara´cter iterativo y multiplicativo. Los gra´ficos de la Figura
1.2 muestran tres ejemplos de cascadas multiplicativas multifractales. Para
obtener dicha distribucio´n de puntos hay que seguir una serie de pasos. En
primer lugar, debemos crear una maya de puntos que sera´ nuestro campo de
densidad de probabilidad subyacente. A continuacio´n vamos a poblar esta
maya con puntos colocados aleatoriamente, partiendo de que la probabilidad
de que puedan colocarse los puntos es proporcional a la probabilidad de la
celda sobre la que se situ´en.
El fractal se construye como sigue: en primer lugar, dividimos el espa-
cio de partida en partes iguales. En los ejemplos que se muestran de manera
gra´fica, como puede apreciarse, lo dividimos en cuatro partes. A continuacio´n
asignamos una probabilidad del conjunto {p1, p2, p3, p4} a cada subdivisio´n
(el orden respectivo para asignarlas en los gra´ficos mostrados es: parte infe-
rior derecha, parte inferior izquierda, parte superior derecha y parte superior
izquierda), siendo pi ∈ [0, 1]. Cada subespacio se divide de nuevo y se le
asigna una probabilidad al azar del mismo conjunto y esto se repite suce-
sivamente hasta el nivel n-e´simo. Por tanto, la probabilidad de que cierta
celda en el nivel n-e´simo se encuentre ocupada por puntos es el producto
de probabilidades pi asignadas a las celdas que, estando en niveles desde el
n−1-e´simo hasta el nivel 1, contienen al subespacio correspondiente a la cel-
da seleccionada en el nivel n-e´simo por la probabilidad de la celda escogida.
Con objeto de conocer algu´n otro ejemplo de cascada multiplicativa ve´ase
[2].
En este trabajo obtendremos resultados similares en un contexto ma´s
general. Con dicho propo´sito vamos a usar la estructura fractal inducida en
un dominio concreto, Γn, para asignar una probabilidad a cada conjunto
medible asociado a los posibles resultados de un experimento aleatorio o
procedimiento de inferencia estad´ıstica. El eje central en torno al cual se
desarrolla este trabajo es la generacio´n de una probabilidad a partir de ciertas
estructuras conocidas como estructuras fractales, en un dominio concreto de
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(a) {p1, p2, p3, p4} = {1, 1, 1, 0} (b) {p1, p2, p3, p4} = {1, 34 , 34 , 12}
(c) {p1, p2, p3, p4} = {1, 12 , 12 , 14}
Figura 1.2: Cascadas multiplicativas multifractales
manera que se asigna una probabilidad a cada uno de los subconjuntos en los
que quedara´ dividida dicha estructura. Buscaremos, adema´s, extender dicha
definicio´n a todo el espacio en cuestio´n.
Una vez llevada a cabo la construccio´n de cara a la generacio´n de una
probabilidad, esta nos permitira´ realizar diferentes estudios estad´ısticos, en-
tre ellos: me´todos de estimacio´n de para´metros de una distribucio´n, me´todos
para generar muestras asociadas a una distribucio´n de probabilidad y com-
paraciones entre un me´todo de estimacio´n ya conocido y uno nuevo que
disen˜aremos en la subseccio´n 6.2. En definitiva, nuestro objetivo sera´ deter-
minar la distribucio´n de probabilidad del mismo a partir de aproximaciones
realizadas mediante estructuras fractales.
Cap´ıtulo 2
Preliminares
En este cap´ıtulo se presentan una serie de conceptos y resultados que sera´n
de utilidad de cara a la elaboracio´n de resultados en las pro´ximas sesiones. A
continuacio´n se hace una distincio´n de los mismos en subsecciones teniendo
en cuenta el a´mbito en el que se enmarcan.
2.1. Teor´ıa de la medida
Las cuatro referencias principales de los resultados y definiciones presen-
tados a continuacio´n son [9], [10], [12] y [15].
Proposicio´n 2.1.1. Las sucesiones mono´tonas son convergentes.
An ↑
∞⋃
n=1
An An ↓
∞⋂
n=1
An
donde An ↑ denota una sucesio´n mono´tona no decreciente, es decir, An ⊆
An+1, para todo n; mientras que An ↓ denota una sucesio´n mono´tona no
creciente, es decir, An+1 ⊆ An, para todo n.
En cuanto a estructuras de clases de conjuntos vamos a destacar las que
aparecen a continuacio´n. Sea X un conjunto
Definicio´n 2.1.2. Supongamos que R es una coleccio´n no vac´ıa de subcon-
juntos de X. Entonces R es un anillo si es cerrada para la interseccio´n finita
y la diferencia sime´trica.
Definicio´n 2.1.3. Supongamos que Q es una coleccio´n no vac´ıa de conjuntos
de X. Entonces Q es un a´lgebra si es un anillo tal que X ∈ Q.
No obstante, consideraremos las siguiente caracterizacio´n ma´s operativa
que las anteriores:
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Caracterizacio´n 2.1.4. Supongamos que Q es una coleccio´n no vac´ıa de
conjuntos de X. Entonces Q es un a´lgebra si, y solo si es cerrada para la
complementacio´n, para la unio´n finita y X ∈ Q.
Ahora introduciremos los conceptos y resultados relacionados con las me-
didas y su construccio´n:
Definicio´n 2.1.5. Sea (X, τ) un espacio topolo´gico, entonces B = σ(τ) es
la σ-a´lgebra de Borel del espacio X, esto es, es la σ-a´lgebra generada por los
conjuntos abiertos de X.
Definicio´n 2.1.6. Una funcio´n de conjunto ϕ sobre un σ-a´lgebra A es σ-
aditiva si para cualquier clase numerable y disjunta de conjuntos {An} ⊂ A,
es
ϕ
( ∞∑
n=1
An
)
=
∞∑
n=1
ϕ(An)
La definicio´n de medida es la siguiente:
Definicio´n 2.1.7. Dado un espacio medible (Ω,A), se llama medida a toda
funcio´n de conjunto µ σ-aditiva y no negativa sobre A. El sistema (Ω,A, µ)
se conoce como espacio de medida.
y sus propiedades son:
Proposicio´n 2.1.8 (Propiedades de una medida). Dado un espacio medible
(Ω,A, µ), se verifican:
1. Monoton´ıa: Si A ⊂ B entonces µ(A) ≤ µ(B).
2. Es subaditiva: ∀{An} ⊂ A, es µ (
⋃
nAn) ≤
∑
n µ(An).
3. Es continua: Si An → A, entonces l´ımn µ(An) = µ(A).
4. La suma de medidas sobre un mismo σ-a´lgebra es una medida; y el
producto de una medida por un escalar positivo, es una medida.
5. La restriccio´n de una medida a una sub-σ-a´lgebra de A, es una medida.
La definicio´n de medida exterior es la que sigue.
Definicio´n 2.1.9. ([10]) Sea X un conjunto. Una medida exterior en X es
una funcio´n M definida en todos los subconjuntos de X, que toma valores
en los reales no negativos, [0,∞] que es mono´tona, subaditiva y verifica que
M(∅) = 0.
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Y la de medida exterior me´trica es:
Definicio´n 2.1.10. ([10]) Sea (X, d) un espacio me´trico. Diremos que una
medida exterior µ definida en X es medida exterior me´trica si para cada dos
conjuntos A, B ⊂ X tales que d(A,B) > 0 se cumple µ(A∪B) = µ(A)+µ(B).
Recordemos tambie´n la definicio´n de medida de probabilidad:
Definicio´n 2.1.11. Una probabilidad es toda medida P sobre (Ω,A) tal que
P (Ω) = 1. El sistema (Ω,A, P ) se llama espacio de probabilidad.
Definicio´n 2.1.12. Una funcio´n F : R→ R se llama funcio´n de distribucio´n
(f.d.) si es:
Mono´tona no decreciente. Esto significa que si x < y entonces F (x) ≤
F (y).
Continua a la derecha. Esto significa que para todo x ∈ R ese tiene que
l´ıma→x,a≥x F (a) = F (x).
Definicio´n 2.1.13. Una funcio´n F : R→ R se llama funcio´n de distribucio´n
de probabilidad (f.d.p.) si es mono´tona no decreciente, continua a la derecha
y esta´ acotada entre 0 y 1.
De cara a probar la unicidad de la medida en las pro´ximas secciones
emplearemos el
Teorema 2.1.14. ([9, Th. A Chapter III]) Si µ es una medida σ-finita en un
anillo R, entonces existe una u´nica medida µ en el σ-anillo S(R) de forma
que, para E en R, µ(E) = µ(E); siendo la medida µ σ-finita.
Los siguientes dos teoremas nos sera´n de gran utilidad de cara a probar
el Teorema presentado en la siguiente seccio´n. En primer lugar, sea X un
conjunto y sea A una familia de conjuntos de X que recubren X y sea
c : A → [0,∞] cualquier funcio´n. El teorema de construccio´n de medidas
exteriores es el siguiente:
Teorema 2.1.15 (Me´todo I). ([10, Th 5.2.2]) Existe una u´nica medida M
en X tal que
1. M(A) ≤ c(A), para todo A ∈ A.
2. Si N es cualquier medida exterior en X con N (A) ≤ c(A) para todo
A ∈ A, entonces N (B) ≤M(B) para todo B ⊂ X.
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Adema´s, para cualquier subconjunto B de X, se define la medida de B co-
mo M(B) = inf∑A∈D c(A) donde el ı´nfimo es de todos los recubrimientos
numerables D de B por conjuntos de A.
Proposicio´n 2.1.16. ([10, Ex 5.4.1])
Sean A ⊆ B dos recubrimientos de X y sea c : B → [0,∞] una funcio´n de
conjunto. Si M es la medida exterior segu´n el me´todo I definida por c y A,
y si N es la medida exterior segu´n el Me´todo I definida por c y B, entonces
M(A) ≥ N (A) para todo A ⊆ X.
Por otra parte, existe otro teorema que nos proporciona una medida ex-
terior me´trica. Sea A una familia de subconjuntos de un espacio me´trico S,
y supongamos que para cada x ∈ S y ε > 0 existe A ∈ A con x ∈ A y
diamA ≤ ε. Supongamos que c : A → [0,∞] es una funcio´n dada. A partir
de dicha informacio´n es posible construir una medida exterior. Para cada
ε > 0, sea Aε = {A ∈ A : diamA ≤ ε}. Sea Mε la medida exterior propor-
cionada por el teorema anterior determinada a trave´s de c usando la familia
Aε. Entonces, por la Proposicio´n 2.1.16, para un conjunto dado E, cuando ε
decrece, Mε crece. Definamos M = l´ımε→0Mε(E) = supε>0Mε(E).
Esta construccio´n de una medida es conocida como Me´todo II.
Teorema 2.1.17. ([10, Ex 5.4.2]) La funcio´n de conjunto M definida me-
diante el Me´todo II es una medida exterior me´trica.
Definicio´n 2.1.18. ([10]) Sea M una medida exterior definida en un con-
junto X. Un conjunto A ⊆ X es M-medible (en el sentido de Carathe´odory)
si, y solo siM(E) =M(E∩A)+M(E \A) para todos los conjuntos E ⊆ X.
Teorema 2.1.19. ([10, Th. 5.2.3]) La coleccio´n F de conjuntosM-medibles
es un σ-a´lgebra y M es numerable aditiva en F .
Teorema 2.1.20. ([10, Th. 5.2.6]) Sea M una medida exterior me´trica
en un espacio me´trico S. Entonces todo subconjunto de Borel de S es M-
medible.
No´tese que a partir de los dos teoremas anteriores se puede deducir el
siguiente:
Teorema 2.1.21. Toda medida exterior me´trica M es una medida en la
σ-a´lgebra de Borel.
Teorema 2.1.22. ([15, Th A. 81.]) Una funcio´n medible f de un espacio
de medida (S1,A∞, µ1) a un espacio de medida (S2,A∈), f : S1 → S2, in-
duce una medida en el dominio S2. Para cada, A ∈ A∈, definimos µ2(A) =
2.2. ESTADI´STICA 15
µ1(f
−1(A)). Las integrales con respecto a µ2 pueden escribirse como inte-
grales con respecto a µ1 de la siguiente manera: g : S2 → R es integrable,
entonces, ∫
g(y)dµ2(y) =
∫
g(f(x))dµ1(x)
2.2. Estad´ıstica
A continuacio´n se recogen todos los conceptos y resultados relacionados
con la rama de la Estad´ıstica que nos sera´n de gran utilidad de cara al
desarrollo del trabajo:
Definicio´n 2.2.1. Una muestra aleatoria es una sucesio´n de variables alea-
torias independientes e ide´nticamente distribu´ıdas X1, X2, . . . , Xn cuya dis-
tribucio´n viene dada por una familia parame´trica Fθ = {f(x; θ)|θ ∈ Θ}.
Puesto que la muestra es aleatoria, la funcio´n de densidad o masa de
probabilidad conjunta viene dada por la expresio´n
f(x; θ) =
n∏
i=1
f(xi; θ)
En ocasiones, los para´metros son cantidades fijas que desconocemos y la
u´nica informacio´n de la que disponemos acerca de ellos es la presente en la
muestra. La funcio´n de verosimilitud sera´ la que nos proporcionara´ dicha
informacio´n. La necesidad de asignar un valor o conjunto de valores a dicho
para´metro es la responsable del nacimiento de las te´cnicas de estimacio´n
puntual, cuyo objetivo es asignar un cierto valor al para´metro o para´metros
desconocidos a trave´s de algu´n me´todo de bu´squeda de forma que el valor
asignado posea “buenas propiedades”.
Definicio´n 2.2.2. Sea X ∼ f(x; θ) una muestra aleatoria, entonces un es-
tad´ıstico T (X) es una funcio´n medible de las variables que forman la mues-
tra.
Definicio´n 2.2.3. Sea una muestra aleatoria X ∼ f(x; θ) entonces un es-
tad´ıstico T (X) se dice que es suficiente para θ si la distribucio´n de la muestra
condicionada a dicho estad´ıstico es independiente del para´metro desconocido.
Definicio´n 2.2.4. Sea X ∼ f(x; θ) una muestra aleatoria en la que θ ∈
Θ ⊆ R, entonces se define un estimador puntual de θ como un estad´ıstico
que toma valores en el espacio parame´trico Θ y que no puede ser funcio´n de
ningu´n valor desconocido.
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Definicio´n 2.2.5. Sea X ∼ f(x; θ) una muestra aleatoria, entonces la fun-
cio´n de verosimilitud, que denotaremos por l(θ/x), sera´ la funcio´n de den-
sidad o masa de probabilidad considerada como funcio´n del para´metro, es
decir,
l(θ/x) =
n∏
i=1
f(xi; θ)
Definicio´n 2.2.6. Sea X ∼ f(x; θ) una muestra aleatoria, entonces el es-
timador de ma´xima verosimilitud es el valor θˆ que maximiza la funcio´n de
verosimilitud, es decir,
l(θˆ/x) = supθ∈Θl(θ/x)
2.3. Topolog´ıa general
Sea X un conjunto y consideremos la funcio´n d : X ×X → R+0 . A conti-
nuacio´n presentamos algunas propiedades que puede tener d para cualesquie-
ra x, y, z ∈ X con el objetivo de caracterizar diferentes tipos de distancias,
las cuales han sido tomadas de [11].
1. d(x, x) = 0.
2. d(x, z) ≤ d(x, y) + d(y, z).
3. d(x, y) = d(y, x).
4. d(x, y) = 0 implica que x = y.
5. d(x, y) = 0 = d(y, x) implica que x = y.
6. d(x, z) ≤ ma´x{d(x, y), d(y, z)}.
Definicio´n 2.3.1. d es una me´trica en X si se verifican 1, 2, 3 y 4.
d es una pseudo-me´trica en X si se verifican 1, 2 y 3.
d es una casi-me´trica en X si se verifican 1, 2 y 4.
d es una casi-pseudo-me´trica en X si se verifican 1 y 2.
d es una T0-casi-me´trica en X si se verifican 1, 2 y 5.
Adema´s, si alguna de las anteriores verifica la propiedad 6, diremos que
e´sta es no arquimediana.
Recopilamos ahora los conceptos y resultados tomados de [7]:
2.4. ESTRUCTURAS FRACTALES 17
Definicio´n 2.3.2. Una sucesio´n (xn) de un espacio me´trico (X, d) es de
Cauchy si para todo ε > 0 existe n0 ∈ N tal que d(xn, xm) < ε, para todo
n,m ≥ n0.
Definicio´n 2.3.3. Un espacio me´trico se dice completo si toda sucesio´n de
Cauchy es convergente.
Lema 2.3.4. Dado A un subconjunto denso de un espacio me´trico X. Enton-
ces X es completo si, y solo si toda sucesio´n de Cauchy (an)n∈N con an ∈ A
es convergente.
Proposicio´n 2.3.5. Toda sucesio´n de Cauchy con una subsucesio´n conver-
gente es convergente. Adema´s, ambas tienen el mismo l´ımite.
Definicio´n 2.3.6. Sean (X, d1) y (Y, d2) dos espacios me´tricos, una aplica-
cio´n ϕ : X → Y es una isometr´ıa si d1(x, y) = d2(ϕ(x), ϕ(y)) para todo par
de puntos x, y ∈ X.
2.4. Estructuras fractales
Los siguientes conceptos esta´n relacionados con las estructuras que tra-
taremos en las pro´ximas secciones, las estructuras fractales, las cuales fueron
introducidas en [1] para un espacio topolo´gico. La definicio´n que empleare-
mos en este trabajo esta´ hecha sobre un conjunto en lugar de un espacio
topolo´gico.
Usaremos las siguientes notaciones:
UΓ = {(x, y) ∈ X × X : y 6∈
⋃{A ∈ Γ : x 6∈ A}}, donde Γ es un
recubrimiento de un conjunto X.
Un recubrimiento Γ2 es un refinamiento fuerte de otro recubrimiento
Γ1, lo que denotaremos por Γ2 ≺≺ Γ1 si Γ2 es un refinamiento de
Γ1, lo que denotaremos por Γ2 ≺ Γ1 (esto es, cada elemento de Γ2
esta´ contenido en algu´n elemento de Γ1) y para todo B ∈ Γ1 se tiene
que B =
⋃{A ∈ Γ2 : A ⊆ B}.
A continuacio´n se presenta el concepto de estructura fractal as´ı como una
recopilacio´n de propiedades de las mismas. Como referencia de esta teor´ıa
ve´anse, por ejemplo, [1] y [6].
Definicio´n 2.4.1. Una estructura fractal es una familia numerable de re-
cubrimientos Γ = {Γn : n ∈ N} tales que para cada n ∈ N se verifica que
Γn+1 ≺≺ Γn. Llamaremos nivel n de la estructura fractal al recubrimiento
Γn.
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Ejemplo 2.4.2. Una estructura fractal sencilla es la natural.
Si la definimos en [0, 1], los elementos de cada nivel sera´n:
Figura 2.1: Primeros niveles de la estructura fractal natural en [0, 1]
Si la definimos en el cuadrado [0, 1] × [0, 1], los elementos de los tres
primeros niveles sera´n los que aparecen en la figura 2.2.
(a) Γ1 (b) Γ2 (c) Γ3
Figura 2.2: Primeros niveles de la estructura fractal natural en [0, 1]× [0, 1]
Definicio´n 2.4.3. Un recubrimiento Γ de X se dice que es teselacio´n si los
elementos de Γ son regularmente cerrados ( A = A◦ para todo A ∈ Γ) y sus
interiores son disjuntos dos a dos (A◦ ∩ B◦ = ∅ para cada A,B ∈ Γ con
A 6= B).
Una estructura fractal Γ = {Γn : n ∈ N} se dice teselacio´n si Γn es
teselacio´n para todo n ∈ N.
Definicio´n 2.4.4. Dado X un conjunto no vac´ıo y Γ un recubrimiento de
X, definimos St(x,Γ) =
⋃{A ∈ Γ : x ∈ A}.
Definicio´n 2.4.5. Sea Γ = {Γn : n ∈ N} una estructura fractal en un espacio
X, se dice que Γ es Cantor completa si para cada sucesio´n decreciente de
conjuntos (An) de X con An ∈ Γ es
⋂
n∈NAn 6= ∅.
Cap´ıtulo 3
La completacio´n de una
estructura fractal
Una estructura fractal induce una casi-pseudo-me´trica no arquimediana,
la cual definiremos ma´s adelante en esta misma seccio´n, por lo que siem-
pre podremos trabajar con la bicompletacio´n (o cualquier otro tipo de com-
pletacio´n) de la casi-pseudo-me´trica inducida, y entonces podemos tener la
etructura fractal inducida por la casi-pseudo-me´trica (no arquimediana) en
la bicompletacio´n.
Desde el punto de vista de las casi-uniformidades todo funciona bien bajo
este enfoque, pero si necesitamos preservar una estructura ma´s fuerte como
la estuctura fractal necesitaremos una nueva forma de construir una com-
pletacio´n de la misma. De hecho, nos enfrentaremos a este problema en la
pro´xima seccio´n cuando, tratando de definir una medida de probabilidad en
un espacio a partir de una premedida definida en los elementos de cada nivel
de la estructura fractal, necesitaremos definirla primero en la completacio´n
y en la estructuras inducidas por la estructura fractal. Adema´s, con objeto
de preservar la estructura fractal introduciremos las aplicaciones que conser-
van la misma antes de ponernos manos a la obra con la construccio´n de la
completacio´n. Para culminar probamos un resultado sobre la unicidad de la
completacio´n de una estructura fractal.
Por tanto, en esta seccio´n, proporcionamos una construccio´n de manera
que todas las estructuras inducidas por la estructura fractal (casi-pseudo-
me´trica, me´trica, topolog´ıa, la estructura fractal en s´ı misma, etc.) se extien-
dan adecuadamente.
La casi-pseudo-me´trica no arquimediana dΓ inducida por la estructura
fractal Γ se define como
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dΓ(x, y) =

1
2n
si y ∈ Uxn\Uxn+1
1 si y /∈ Ux1
La denotaremos simplemente por d si no hay lugar a confusio´n sobre la
estructura fractal Γ.
No´tese que B(x, 1
2n
) = Uxn+1. Adicionalmente, podemos considerar la
casi-pseudo-me´trica conjugada d−1(x, y) = d(y, x) y la me´trica del supre-
mo d∗(x, y) = max{d(x, y), d(y, x)} que es una me´trica no arquimediana (o
ultrame´trica).
Emplearemos la notacio´n U−1xn = {y ∈ X : x ∈ Uyn} y U∗xn = Uxn ∩ U−1xn .
Cuando trabajamos con estructuras fractales, podemos considerar las to-
polog´ıas inducidas por d, d−1 o d∗. Si nos referimos a una propiedad topolo´gica
en un espacio con una estructura fractal, siempre nos referiremos a la topo-
log´ıa inducida por d (una base de entornos de cada punto x es {Uxn : n ∈ N}),
a menos que indiquemos que la topolog´ıa empleada es otra.
La siguiente proposicio´n reu´ne ciertas propiedades de los conjuntos cita-
dos previamente:
Proposicio´n 3.0.6. Sea Γ una estructura fractal en X, x, y ∈ X y n ∈ N.
Entonces:
1. ([1, Prop 3.2]) U−1xn =
⋂
x∈A,A∈Γn A.
2. ([1, Prop 2.1]) {U∗xn : x ∈ X} es una particio´n de X, esto es, recubre
X y dados x, y ∈ X se tiene que U∗xn = U∗yn o bien que U∗xn ∩ U∗yn = ∅.
3. ([1, Prop 3.5]) Sean x, y ∈ X y n ∈ N. Supongamos que y ∈ Uxn.
Entonces Uyn ⊆ Uxn.
4. ([1, Lemma 3.7]) Uxm ⊆ Uxn para todo m ≥ n. Como consecuencia
U−1xm ⊆ U−1xn y U∗xm ⊆ U∗xn para todo m ≥ n.
5. U∗xn =
⋂
x∈A,A∈Γn A\
⋃
x/∈A,A∈Γn A.
6. U∗xn ∩ U∗yn 6= ∅ ⇔ y ∈ U∗xn ⇔ U∗xn = U∗yn ⇔ x ∈ U∗yn.
No´tese que las dos u´ltimas propiedades son consecuencia directa de las
anteriores.
Ahora recopilamos algunas propiedades ma´s de los mismos conjuntos que
nos sera´n de utilidad.
Proposicio´n 3.0.7. 1. Sean n ∈ N, A ∈ Γn y x ∈ A. Entonces U∗xm ⊆
U−1xm ⊆ A para todo m ≥ n.
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Figura 3.1: U∗xn para n = 1, 2, 3 para la estructura fractal natural en [0, 1]
2. Sean n ∈ N y A ∈ Γn. Entonces A =
⋃
x∈A U
∗
xn y A =
⋃
x∈A U
−1
xn .
3. A es abierto en la topolog´ıa τd−1 y cerrado en τd para todo A ∈ Γn y
todo n ∈ N. En consecuencia, A es abierto y cerrado en τd∗ para todo
A ∈ Γn y todo n ∈ N.
4. U∗xn es abierto y cerrado en (X, d
∗) para todo x ∈ X y n ∈ N.
5. Dados n ∈ N, A ∈ Γn y x ∈ X se tiene que U∗xn ⊆ A o U∗xn ∩ A = ∅.
Como consecuencia de este hecho se obtiene que U∗xn ⊆ A si, y solo si
x ∈ A.
Demostracio´n. 1. Sean n ∈ N, A ∈ Γn y x ∈ A. Por la definicio´n de U∗xm
es claro que U∗xm ⊆ U−1xm y en virtud de la Proposicio´n 3.0.6 se sigue
que U−1xm ⊆ U−1xn =
⋂
x∈B,B∈Γn B ⊆ A.
2. Sean n ∈ N y A ∈ Γn.
Es obvio que A ⊆ ⋃x∈A U∗xn ⊆ ⋃x∈A U−1xn , por lo que vamos a probar
que
⋃
x∈A U
−1
xn ⊆ A.
Sea x ∈ A, entonces U−1xn ⊆ A por la afirmacio´n anterior y, por consi-
guiente,
⋃
x∈A U
−1
xn ⊆ A.
3. Sean n ∈ N y A ∈ Γn. Primero probaremos que A es cerrado en τd.
Consideremos x ∈ ClτdA, entonces Uxn ∩ A 6= ∅. Del hecho de que
Uxn = X\
⋃
B∈Γn;x 6∈B B, se desprende que x ∈ A y por tanto ClτdA = A,
as´ı que A es cerrado en τd.
Lo pro´ximo es probar que A es abierto en τd−1 . Sea x ∈ A, como
U−1xn ⊆ A por el primer apartado, se llega a que A es abierto en τd−1 ,
por ser entorno de todos sus puntos en τd−1 .
Finalmente, como τd ⊆ τd∗ y τd−1 ⊆ τd∗ , se concluye que A es abierto y
cerrado en τd∗ .
4. Sean n ∈ N y x ∈ X. Consideremos y ∈ U∗xn, entonces U∗yn = U∗xn por
la Proposicio´n 3.0.6. En particular, U∗yn ⊆ U∗xn y U∗xn es abierto en τd∗ .
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Por otra parte, si y ∈ Clτd∗ (U∗xn) entonces U∗yn ∩ U∗xn 6= ∅, y por la
Proposicio´n 3.0.6 se sigue que y ∈ U∗xn. Luego Clτd∗ (U∗xn) = U∗xn, y por
consiguiente U∗xn es cerrado en τd∗ .
5. Sean n ∈ N, A ∈ Γn y x ∈ X y supongamos que U∗xn∩A 6= ∅. Entonces
existe y ∈ U∗xn ∩ A y por ello, en virtud del apartado 1, x ∈ U∗yn ⊆ A.
Puesto que U∗xn = U
∗
yn, la Proposicio´n 3.0.6 nos permite concluir que
U∗xn ⊆ A.
Sea Γ una estructura fractal en X. Vamos a introducir algunas caracteri-
zaciones para las propiedades T0, T1 y T2 de X en te´rminos de la estructura
fractal.
Proposicio´n 3.0.8. X es T0 si, y solo si para todo par de puntos x, y ∈ X
con x 6= y, existen n ∈ N y A ∈ Γn de forma que A contiene a uno de los
puntos (x o y) pero no al otro.
Demostracio´n. ⇒) Sea X un espacio T0 y sean x, y ∈ X con x 6= y. Entonces
existe n ∈ N de forma que y /∈ Uxn o x /∈ Uyn. Supongamos que y /∈ Uxn,
en cuyo caso x /∈ U−1yn =
⋂
A∈Γn,y∈AA lo que implica la existencia de A ∈ Γn
de tal manera que y ∈ A y x /∈ A. Ana´logamente, supongamos que x /∈ Uyn,
entonces y /∈ U−1xn lo que implica la existencia de A ∈ Γn tal que x ∈ A e
y /∈ A.
⇐) Rec´ıprocamente, sean x, y ∈ X con x 6= y por hipo´tesis existe A ∈ Γn
de forma que x ∈ A e y /∈ A (o y ∈ A y x /∈ A), lo que implica que
y /∈ ⋂B∈Γn,x∈B B = U−1xn y, por tanto, x /∈ Uyn (ana´logamente se procede
para el otro caso). Se tiene pues que X es T0.
Proposicio´n 3.0.9. X es T1 si, y solo si para todo par de puntos x, y ∈ X
con x 6= y, existen n ∈ N y A ∈ Γn tales que x ∈ A e y /∈ A.
Demostracio´n. ⇒) Sea X un espacio T1 y consideremos x, y ∈ X con x 6= y,
entonces existe n ∈ N de forma que x /∈ Uyn. Dado que x /∈ Uyn, y /∈ U−1xn y
por ello existe A ∈ Γn de manera que x ∈ A e y /∈ A.
⇐) Sean x, y ∈ X con x 6= y, por hipo´tesis existen n ∈ N y A ∈ Γn tales
que x ∈ A e y /∈ A, lo que implica que y /∈ U−1xn y, por tanto, x /∈ Uyn.
Por otra parte, existen m ∈ N y B ∈ Γm de forma que y ∈ B y x /∈ B lo
que conduce a que x /∈ U−1ym y esto a su vez nos lleva a que y /∈ Uxm.
En conclusio´n, X es T1.
La caracterizacio´n de la propiedad de T2 resulta ser un poco ma´s compleja.
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Proposicio´n 3.0.10. X es T2 si, y solo si para todo par de puntos x, y ∈ X
con x 6= y, existe n ∈ N de forma que para cada z ∈ X, existe A ∈ Γn con
z ∈ A que no contiene a x e y simulta´neamente.
Demostracio´n. Como sabemos, Uxn ∩ Uyn = ∅ si, y solo si no existe ningu´n
z ∈ Uxn ∩ Uyn si, y solo si no existe ningu´n z de forma que x, y ∈ U−1zn si, y
solo si no existe ningu´n z tal que para cada A ∈ Γn con z ∈ A se tenga que
A contiene simulta´neamente a x e y.
Una condicio´n suficiente para la propiedad de T2 es la siguiente.
Proposicio´n 3.0.11. X es T2 si para todo par de puntos x, y ∈ X con x 6= y,
existe n ∈ N de forma que no exista ningu´n elemento A ∈ Γn que contenga
simulta´neamente a x e y.
Demostracio´n. Supongamos que X no es T2. Entonces existen x, y ∈ X con
x 6= y y tales que Uxn ∩ Uyn 6= ∅ para todo n ∈ N.
Dado n ∈ N, se sigue que Uxn ∩ Uyn 6= ∅ por lo que existe z ∈ Uxn ∩ Uyn,
y por ello x, y ∈ U−1zn . Por consiguiente, cualquier A ∈ Γn con z ∈ A debe
contener a x e y, pero esto contradice la hipo´tesis. Luego, X es T2.
Obse´rvese que si la estructura fractal es irreducible (esto es, todo nivel
de la misma es un recubrimiento irreducible, lo que significa que no posee
subrecubrimientos propios), entonces el rec´ıproco de la proposicio´n anterior
es cierto. Por tanto, vamos a probar el siguiente resultado:
Proposicio´n 3.0.12. Sean X un espacio T2 y Γ una estructura fractal irre-
ducible en X, entonces para todo par de puntos x, y ∈ X con x 6= y, existe
n ∈ N de forma que no hay ningu´n elemento A ∈ Γn que contenga simulta´nea-
mente a x e y.
Demostracio´n. Supongamos que existen x, y ∈ X con x 6= y y tales que para
todo n ∈ N existe A ∈ Γn con x, y ∈ A. Dado que Γ es irreducible, existe
z ∈ A \⋃B∈Γn,B 6=AB. Por la Proposicio´n 3.0.10 tenemos que X no es T2 lo
que es una contradiccio´n.
Observacio´n 3.0.13. Sea Γ una estructura fractal en X. Obse´rvese que dΓ
es T0 si, y solo si d
∗
Γ es T2.
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3.1. Funciones fractal-preserving
Dada una estructura fractal Γ en un espacio X e Y ⊆ X, la estructura
fractal inducida por Γ en Y se define como Γ|Y = {{A∩Y : A ∈ Γn} : n ∈ N}.
No´tese que Γ|Y es una estructura fractal en virtud de [1, Prop. 3.3].
Por otro lado, dada una estructura fractal Γ en X y f : X → Y . La
estructura fractal inducida por f y Γ en f(X) se define como f(Γ) = {f(Γn) :
n ∈ N}, donde f(Γn) = {f(A) : A ∈ Γn} para todo n ∈ N.
Por falta de referencia probaremos el siguiente resultado.
Proposicio´n 3.1.1. Sea Γ una estructura fractal en X y f : X → Y una
funcio´n. Entonces f(Γ) es una estructura fractal en f(X).
Demostracio´n. Pongamos ∆ = f(Γ). Vamos a probar que ∆n+1 ≺≺ ∆n,
para todo n.
∆n+1 ≺ ∆n.
Sea C ∈ ∆n+1, entonces C = f(A) para algu´n A ∈ Γn+1. Ahora bien,
dado que Γ es una estructura fractal en X, existe B ∈ Γn tal que
A ⊆ B. Por ello f(A) ⊆ f(B) ∈ ∆n.
C = ∪{D ∈ ∆n+1 : D ⊆ C} para todo C ∈ ∆n.
⊆) Sean C ∈ ∆n y x ∈ C, por la definicio´n de ∆ tenemos que C =
f(A) para algu´n A ∈ Γn. Se tiene que x ∈ f(A), lo que implica que
x = f(a) para algu´n a ∈ A. Adema´s, existe B ∈ Γn+1 de manera que
a ∈ B ⊆ A. Eso significa que x ∈ f(B) ⊆ f(A). Se sigue pues que
x ∈ ∪{D ∈ ∆n+1 : D ⊆ C} ya que f(B) ∈ ∆n+1.
⊇) Sea x ∈ ∪{D ∈ ∆n+1 : D ⊆ C}, es claro que x ∈ C.
A continuacio´n vamos a introducir algunos conceptos relacionados con
funciones que conservan la estructura fractal:
Definicio´n 3.1.2. Sean ∆ una estructura fractal en Y , Γ una estructura
fractal en X y f : X → Y una funcio´n. Diremos que f es fractal-preserving
si ∆|f(X) = f(Γ).
Adema´s, si f es inyectiva, diremos que f es un embebimiento fractal. Si
f es biyectiva, diremos que f es un isomorfismo fractal.
Observacio´n 3.1.3. No´tese que si f es un isomorfismo fractal, entonces
f−1 tambie´n lo es.
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Proposicio´n 3.1.4. Sea ∆ una estructura fractal en Y , Γ una estructura
fractal en X y f : X → Y una funcio´n fractal-preserving de forma que el
hecho de que f(x) ∈ f(A) implica que x ∈ A para todo A ∈ Γn y todo n ∈ N,
entonces son ciertas las siguientes afirmaciones:
1. y ∈ Uxn si, y solo si f(y) ∈ Uf(x)n.
2. y ∈ U−1xn si, y solo si f(y) ∈ U−1f(x)n.
3. y ∈ U∗xn si, y solo si f(y) ∈ U∗f(x)n.
4. f es una isometr´ıa con respecto a d. De este hecho se desprende que f
sea una isometr´ıa con respecto a d−1 y d∗.
5. f(Uxn) = Uf(x)n ∩ f(X).
6. f(U−1xn ) = U
−1
f(x)n ∩ f(X).
7. f(U∗xn) = U
∗
f(x)n ∩ f(X).
Demostracio´n. Probemos que y ∈ Uxn si, y solo si f(y) ∈ Uf(x)n, ya que este
hecho implica el resto de apartados previamente citados.
⇒) Sea y ∈ Uxn, entonces x ∈ U−1yn . Sea ahora B ∈ ∆n de manera
que f(y) ∈ B, entonces f(y) ∈ B ∩ f(X) = f(A) para algu´n A ∈ Γn .
Dado que f(y) ∈ f(A), por hipo´tesis se sigue que y ∈ A lo que implica que
x ∈ A (ya que x ∈ U−1yn ). En consecuencia, f(x) ∈ f(A) = B ∩ f(X), por lo
que f(x) ∈ B. Se concluye que f(x) ∈ ⋂B∈∆n,f(y)∈B B = U−1f(y)n lo que nos
garantiza que f(y) ∈ Uf(x)n.
⇐) Sea f(y) ∈ Uf(x)n, entonces f(x) ∈ U−1f(y)n. Sea A ∈ Γn tal que y ∈ A,
entonces f(y) ∈ f(A) = B∩ f(X) para algu´n B ∈ ∆n. Puesto que f(y) ∈ B,
se sigue que f(x) ∈ B (ya que f(x) ∈ U−1f(y)n), lo que significa que f(x) ∈
B ∩ f(X) = f(A). Finalmente, como f(x) ∈ f(A), x ∈ A por hipo´tesis, de
donde x ∈ ⋂A∈Γn,y∈AA = U−1yn . Por tanto, y ∈ Uxn.
En particular, si f es inyectiva, se tiene la siguiente
Observacio´n 3.1.5. No´tese que si f : X → Y es un embebimiento fractal,
entonces las afirmaciones anteriores son ciertas.
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3.2. La construccio´n de la completacio´n de
una estructura fractal
En esta seccio´n recordaremos la construccio´n de X˜ llevada a cabo en [1]
y posteriormente definiremos una estructura fractal en dicho espacio. En lo
que sigue, vamos a asumir que Γ = {Γn : n ∈ N} es una estructura fractal
en un conjunto X.
Para cada n ∈ N, sea Gn = {U∗xn : x ∈ X}. En Gn definimos el orden
parcial U∗xn ≤ U∗yn si, y solo si y ∈ Uxn. Entonces (Gn,≤) es un conjunto
parcialmente ordenado.
Ahora definimos las funciones ρn : X → Gn dada por ρn(x) = U∗xn y
φn : Gn+1 → Gn como la dada por φn(ρn+1(x)) = ρn(x). Finalmente, el
l´ımite inverso l´ım←−Gn se define, como viene siendo habitual, como l´ım←−Gn ={(g1, g2, ...) ∈
∏∞
n=1 Gn : φ(gn+1) = gn,∀n ∈ N}. Emplearemos la notacio´n
X˜ = l´ım←−Gn de ahora en adelante. Para terminar, definimos la aplicacio´n
ρ : X → X˜ como ρ(x) = (ρn(x))n∈N.
A continuacio´n veamos co´mo extender una estructura fractal en X a una
estructura fractal en X˜.
Sea Γ˜ = {Γ˜n : n ∈ N}, donde Γ˜n = {A˜ : A ∈ Γn} y, para cada A ∈ Γn, A˜
se define como A˜ = {(ρn(xn))n∈N ∈ X˜ : xn ∈ A}.
Ejemplo 3.2.1. Sea X = [0, 1]× [0, 1] con la estructura fractal natural. Los
elementos de X˜ son sucesiones de U∗xn encajados como la que se describe en
la Figura 3.2.
Figura 3.2: Elemento de Γ˜
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Los dos lemas siguientes nos ayudara´n a probar que Γ˜ es una estructura
fractal en X˜.
Lema 3.2.2. Sean n ∈ N, A ∈ Γn y a = (ρn(xn))n∈N ∈ X˜ tales que xk ∈ A
para algu´n k ≥ n. Entonces xi ∈ A para todo i ≥ n.
Demostracio´n. Sea i ≥ n, por la definicio´n del l´ımite inverso es U∗xin = U∗xnn
(1). Adema´s, U∗xnn = U
∗
xkn
(2) debido al mismo hecho ya que k ≥ n.
Por otra parte, U∗xkn ⊆ U−1xkn ⊆ A (3). Si juntamos las expresiones (1), (2)
y (3), dado que xi ∈ U∗xin, se tiene que xi ∈ A.
Lema 3.2.3. Sean A ∈ Γn+1 y B ∈ Γn tales que A ⊆ B. Entonces A˜ ⊆ B˜.
Demostracio´n. Sea a ∈ A˜, entonces a = (ρi(xi))i∈N con xn+1 ∈ A, por lo
que xn+1 ∈ A ⊆ B. En virtud del Lema 3.2.2, xn ∈ B. Se sigue pues que
a = (ρi(xi))i∈N ∈ B˜.
Lo siguiente que hacemos es probar que, efectivamente, Γ˜ es una estruc-
tura fractal en X˜.
Proposicio´n 3.2.4. Γ˜ es una estructura fractal en X˜.
Demostracio´n. Es claro que Γ˜n es un recubrimiento de X˜, por ser Γn un
recubrimiento de X. Ahora, sea n ∈ N y probemos que Γ˜n+1 ≺≺ Γ˜n. Esto
sera´ cierto si se verifican las siguientes afirmaciones:
1. Γ˜n+1 ≺ Γ˜n.
Sea A˜ ∈ Γ˜n+1, entonces A ∈ Γn+1 de modo que existe B ∈ Γn tal que
A ⊆ B. En virtud del Lema 3.2.3, concluimos que A˜ ⊆ B˜, y es claro
que B˜ ∈ Γ˜n.
2. B˜ = ∪{A˜ ∈ Γ˜n+1 : A˜ ⊆ B˜} para todo B ∈ Γn.
Sea B ∈ Γn.
⊇) Es obvio.
⊆) Sea b ∈ B˜, entonces b = (ρi(xi))i∈N, con xn ∈ B. Por el Lema
3.2.2, xn+1 ∈ B. Dado que Γn+1 ≺≺ Γn, existe A ∈ Γn+1 de forma que
xn+1 ∈ A ⊆ B. Se sigue que b ∈ A˜. Por tanto b ∈ A˜ ⊆ B˜ en virtud del
Lema 3.2.3 y es claro que A˜ ∈ Γ˜n+1.
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Denotemos por d˜ = dΓ˜ a la casi-pseudo-me´trica no arquimediana inducida
por Γ˜ en X˜, por U˜n a la base transitiva de la casi-uniformidad inducida por
Γ˜ en X˜, por lo que U˜xn = X \
⋃
x 6∈A˜;A˜∈Γ˜n A˜ para todo x ∈ X˜, por τ˜ a la
topolog´ıa inducida por d˜ y por τ˜ ∗ a la topolog´ıa inducida por d˜∗.
La siguiente proposicio´n recoge algunas relaciones existentes entre ele-
mentos de X y sus extensiones a X˜.
Proposicio´n 3.2.5. 1. Consideremos (ρn(xn))n∈N, (ρn(yn))n∈N ∈ X˜ tales
que (ρn(xn))n∈N = (ρn(yn))n∈N, y sean m ∈ Γm y A ∈ Γm. Entonces
xm ∈ A si, y solo si ym ∈ A (intuitivamente, la definicio´n de A˜ no
depende de la sucesio´n xn).
2. Sean x = (ρn(xn)) ∈ X˜ y A ∈ Γk, entonces x ∈ A˜ si, y solo si xk ∈ A.
3. Dado x = (ρn(xn))n∈N ∈ X˜, entonces ρ(xn) ∈ U˜∗xn para todo n ∈ N.
4. Dado x = (ρn(xn))n∈N ∈ X˜, entonces ρ(xn) τ˜
∗−→ x.
5. Sea (xn)n∈N una sucesio´n en X de forma que xn+1 ∈ U∗xn para todo
n ∈ N. Entonces (ρn(xn))n∈N ∈ X˜.
6. Sean x ∈ X, n ∈ N y A ∈ Γn. Entonces ρ(x) ∈ A˜ si, y solo si x ∈ A.
En particular A˜ ∩ ρ(X) = ρ(A), para todo A ∈ Γn, para todo n ∈ N
(intuitivamente, Γ es la restriccio´n de Γ˜ a X), es decir, ρ(Γ) = Γ˜|ρ(X).
Esto significa que ρ es una funcio´n fractal-preserving entre X y X˜.
7. Sean x, y ∈ X y n ∈ N. Entonces ρ(y) ∈ U˜ρ(x)n si, y solo si y ∈ Uxn.
En particular, U˜ρ(x)n ∩ ρ(X) = ρ(Uxn) para todo x ∈ X y n ∈ N
(intuitivamente, Uxn es la restriccio´n de U˜ρ(x)n a X). Se sigue tambie´n
que U˜−1ρ(x)n ∩ ρ(X) = ρ(U−1xn ) y U˜∗ρ(x)n ∩ ρ(X) = ρ(U∗xn) para todo x ∈ X
y n ∈ N.
8. Sea x = (ρn(xn))n∈N ∈ X˜. Entonces U˜∗xn = U˜∗ρ(xn)n.
9. A˜ = Clτ˜∗(ρ(A)), para todo A ∈ Γn.
10. d˜(ρ(x), ρ(y)) = d(x, y) para todo par de puntos x, y ∈ X (esto es, ρ :
(X, d)→ (X˜, d˜) es una isometr´ıa). Se sigue adema´s que ρ : (X, d−1)→
(X˜, d˜−1) y ρ : (X, d∗)→ (X˜, d˜∗) son isometr´ıas.
11. ρ(X) es denso en (X˜, d˜∗).
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12. Si X es T0, entonces ρ es inyectiva y, en consecuencia, ρ es un embe-
bimiento fractal.
13. (X˜, Γ˜) es T0.
14. Si X no es T0, ρ(X) es homeomorfo a la T0-reflexio´n de X.
Demostracio´n. 1. Por hipo´tesis, U∗xnn = U
∗
ynn para todo n ∈ N. Ahora
sean m ∈ N y A ∈ Γm:
⇒) Supongamos que xm ∈ A, en cuyo caso ym ∈ U∗xmm ⊆ U−1xmm =⋂
B∈Γm,xm∈B B lo que implica que ym ∈ A.
⇐) Rec´ıprocamente, supongamos que ym ∈ A, en cuyo caso xm ∈
U∗ymm ⊆ U−1ymm =
⋂
B∈Γm,ym∈B B lo que implica que xm ∈ A.
2. ⇐) Si xk ∈ A, del hecho de que x = (ρn(xn)) tenemos que x ∈ A˜ por
la definicio´n de los elementos de Γ.
⇒) Si x ∈ A˜, existe yn ∈ X tal que x = (ρn(yn)) con yk ∈ A. Por el
apartado anterior, y teniendo en cuenta que yk ∈ A, es xk ∈ A.
3. Sea x = (ρn(xn)) ∈ X˜, tenemos que ρ(xn) ∈ U˜∗xn si, y solo si ρ(xn) ∈ U˜xn
y ρ(xn) ∈ U˜−1xn .
Por una parte, tenemos que ρ(xn) ∈ U˜xn si, y solo si x ∈ U˜−1ρ(xn)n =⋂
A˜∈Γ˜n;ρ(xn)∈A˜ A˜. Sea ahora A˜ ∈ Γ˜n tal que ρ(xn) = (ρk(xn))k∈N ∈
A˜, entonces xn ∈ A por el apartado 2 y por consiguiente x ∈ A˜.
Por otra parte, sea A˜ ∈ Γ˜n de forma que x ∈ A˜ lo que implica,
por el apartado 2, que xn ∈ A lo que significa que ρ(xn) ∈ A˜. Por
tanto, ρ(xn) ∈
⋂
A˜∈Γ˜n;x∈A˜ A˜ = U˜
−1
xn .
4. Sea x = (ρn(xn)) ∈ X˜, por el apartado anterior ρ(xn) ∈ U˜∗xn, por lo que
d˜∗(ρ(xn), x) ≤ 12n para todo n ∈ N, de donde se deduce que ρ(xn)
τd∗−→ x.
5. Por la definicio´n del l´ımite inverso se sigue que (ρn(xn))n∈N ∈ X˜ si
φn(ρn+1(xn+1)) = ρn(xn). Adema´s, φn(ρn+1(xn+1)) = ρn(xn) si, y so-
lo si U∗xn+1n = U
∗
xnn. Si probamos la u´ltima igualdad tendremos que
(ρn(xn))n∈N ∈ X˜.
Dado que xn+1 ∈ U∗xnn es cierto que U∗xn+1n = U∗xnn en virtud de la
Proposicio´n 3.0.6.
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6. Sean x ∈ X, n ∈ N y A ∈ Γn.
Supongamos que x ∈ A, en cuyo caso ρ(x) = (ρi(x))i∈N ∈ X˜ y por ello
ρ(x) ∈ A˜.
Rec´ıprocamente, supongamos que ρ(x) ∈ A˜, de donde ρ(x) = (ρi(x))i∈N,
y por el apartado 2, x ∈ A.
7. Es claro por la Proposicio´n 3.1.4.
8. Por el apartado 3, tenemos que ρ(xn) ∈ U˜∗xn para todo n ∈ N. Adema´s,
por el tercer apartado de la Proposicio´n 3.0.6, se sigue que U˜∗xn =
U˜∗ρ(xn)n.
9. Sea A ∈ Γn.
⊆) Consideremos x ∈ A˜, entonces x = (ρi(xi))i∈N con xn ∈ A. En
virtud del apartado 4, ρ(xi)
τ˜∗−→ x. Por otra parte, y en virtud del
Lema 3.2.2, xm ∈ A para todo m ≥ n. Concluimos que x ∈ Clτ˜∗(ρ(A)).
⊇) ρ(A) = A˜ ∩ ρ(X) por el apartado 6. Luego ρ(A) ⊆ A˜ y por ello
Clτd∗ (ρ(A)) ⊆ Clτd∗ (A˜). Dado que A˜ es un cerrado en τd∗ , Clτd∗ (A˜) = A˜
y, por consiguiente, Clτd∗ (ρ(A)) ⊆ A˜.
10. Se sigue de la Proposicio´n 3.1.4.
11. Sea x = (ρn(xn))n∈N ∈ X˜. Por el punto 4, ρ(xn) τ˜d∗−→ x. Se sigue que
ρ(X) es denso en (X˜, d˜∗).
12. Supongamos que X es T0 y sea ρ(x) = ρ(y), entonces ρn(x) = ρn(y)
para todo n ∈ N, esto es, U∗xn = U∗yn para todo n ∈ N. Supongamos que
x 6= y. Dado que X es T0, por la Proposicio´n 3.0.8 se sigue la existencia
de un n y un A ∈ Γn tales que x ∈ A e y /∈ A (o x /∈ A e y ∈ A). Si
x ∈ A, entonces U∗xn ⊆ A, esto es, U∗yn ⊆ A lo que significa que y ∈ A,
lo que es una contradiccio´n. Por tanto, x = y y ρ es inyectiva.
13. Sean x = (ρn(xn)) e y = (ρn(yn)) con x 6= y, entonces U∗xnn 6= U∗ynn
para algu´n n ∈ N. Se sigue que yn /∈ U∗xnn = Uxnn ∩ U−1xnn. Esto implica
uno de los dos siguientes hechos:
yn /∈ Uxnn de donde se tiene que xn /∈ U−1ynn y por tanto existe
A ∈ Γn tal que yn ∈ A y xn /∈ A. Se sigue, del apartado 2,
que y ∈ A˜ y x /∈ A˜. Por tanto, x /∈ U˜−1yn =
⋂
y∈A˜,A˜∈Γ˜n A˜ y, en
consecuencia, y /∈ U˜xn.
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yn /∈ U−1xnn lo que implica (de manera ana´loga al caso anterior) que
x /∈ U˜yn.
Por ello X˜ es T0.
14. Consideremos la relacio´n de equivalencia x ∼ y si, y solo si {x} = {y},
entonces X/ ∼ es la T0-reflexio´n de X. A continuacio´n probamos que
f : ρ(X)→ X/ ∼ dada por f(ρ(x)) = [x] es un homeomorfismo:
En primer lugar, probaremos que f esta´ bien definida. Sean x, y ∈ X
tales que ρ(x) = ρ(y), entonces, U∗xn = U
∗
yn para todo n ∈ N. Por tanto,
x ∈ U∗yn e y ∈ U∗xn para cada n ∈ N, lo que implica que {x} = {y},
as´ı que [x] = [y] y, por ello, f(ρ(x)) = f(ρ(y)).
En segundo lugar, probaremos que f es continua. Sea G un abierto
en X/ ∼ e y ∈ f−1(G), entonces existe x ∈ X tal que ρ(x) = y.
Adema´s, f(ρ(x)) = [x] ∈ G. Sea Π : X → X/ ∼ la aplicacio´n cociente.
Como Π es continua, Π−1(G) es un abierto. Por tanto, existe n tal que
Uxn ⊆ Π−1(G).
Lo siguiente que hacemos es ver que ρ(X)∩ U˜ρ(x)n ⊆ f−1(G). Sabemos
que ρ(X)∩ U˜ρ(x)n = ρ(Uxn). Sea z ∈ ρ(Uxn), entonces podemos escribir
z = ρ(z′) con z′ ∈ Uxn. Adema´s, z′ ∈ Uxn ⊆ Π−1(G). Por consiguiente,
Π(z′) ∈ G y f(z) = f(ρ(z′)) = Π(z′) ∈ G. Por tanto, z ∈ f−1(G).
Luego, ρ(X)∩ U˜ρ(x)n = ρ(Uxn) ⊆ f−1(G) y, en consecuencia, f−1(G) es
entorno de todos sus puntos, es decir, es abierto. Por ello, f es continua.
Veamos ahora que f es biyectiva.
Por una parte, es claro que f es sobreyectiva. En efecto, sea [x] ∈ X/ ∼,
si consideramos ρ(x), tenemos f(ρ(x)) = [x].
Por otra parte, sean [x] = [y], entonces
y ∈ {x}.
x ∈ {y}.
Por el primer apartado se tiene que Uyn ∩ {x} 6= ∅ y por ello x ∈ Uyn
para todo n ∈ N. Del segundo apartado, se deduce que y ∈ Uxn para
todo n ∈ N. En consecuencia, U∗xn = U∗yn para todo n ∈ N de donde
ρ(x) = ρ(y). Por tanto, f es inyectiva.
Para terminar probemos que f−1 es continua. En primer lugar retomemos
3.2.5.10 con el objetivo de recordar que ρ es una isometr´ıa y, por tanto, es
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continua. Adema´s, Π(x) = Π(y) implica que ρ(x) = ρ(y), como hemos proba-
do previamente. Luego, f−1 es continua en virtud de la propiedad universal
de la topolog´ıa cociente.
3.3. La bicompletacio´n
En primer lugar hemos de destacar que el Lema 2.3.4, nos sera´ de utilidad
en cuanto a probar que un espacio me´trico es completo se refiere.
Ahora demostraremos que nuestra completacio´n es la bicompletacio´n de
la casi-pseudo-me´trica no arquimediana inducida por la estructura fractal.
Proposicio´n 3.3.1. Si (X, d) es T0 entonces (X˜, d˜
∗) es la completacio´n de
(X, d∗).
Demostracio´n. En virtud de la Proposicio´n 3.2.5, solo tenemos que probar
que (X˜, d˜∗) es completo.
Emplearemos el Lema 2.3.4, por lo que consideramos una sucesio´n de
Cauchy (ρ(xn))n∈N en (ρ(X), d˜∗). Dado que ρ es una isometr´ıa por la Propo-
sicio´n 3.2.5, (xn)n∈N es una sucesio´n de Cauchy en (X, d∗). Entonces:
Existe n0 ∈ N tal que d∗(xp, xq) < 12 para todo p, q ≥ n0. Definimos
σ(1) = n0.
Existe n1 ≥ σ(1) de forma que d∗(xp, xq) < 122 , para todo p, q ≥ n1.
Definamos ahora σ(2) = n1.
Por recursividad podemos definir σ : N→ N de forma que d∗(xσ(p), xσ(q)) <
1
2min{p,q} para todo p, q y σ(n + 1) ≥ σ(n). En particular σ es creciente y
d∗(xσ(n+1), xσ(n)) < 12n . Esto implica que xσ(n+1) ∈ U∗xσ(n)n y por la Propo-
sicio´n 3.2.5, z = (ρn(xσ(n))) ∈ X˜. Por la Proposicio´n 3.2.5, ρ(xσ(n)) τ˜
∗−→ z.
Dado que (ρ(xσ(n)))n∈N es convergente, ρ(xn) es tambie´n convergente (toda
sucesio´n de Cauchy (xn) que posee una subsucesio´n convergente (xσ(n))→ x
es convergente y su l´ımite es x). Concluimos que d˜ es completa.
Corolario 3.3.2. Si (X, d) es T0 entonces (X˜, d˜) es la bicompletacio´n de
(X, d).
3.4. Otras propiedades de completitud de la
bicompletacio´n
En esta seccio´n buscaremos condiciones que nos garanticen que la com-
pletacio´n construida en la seccio´n anterior sea Cantor completa. Para ello
necesitamos algunas definiciones que enunciamos a continuacio´n.
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Un recubrimiento Γ de un espacio topolo´gico se dice que es punto finito si
cada punto del mismo pertenece a un nu´mero finito de elementos de Γ. Por
otro lado, se dice que Γ es localmente finito si todo punto posee un entorno
que solo corta a un nu´mero finito de elementos de Γ.
Para nuestros propo´sitos, necesitamos introducir un concepto nuevo el
cual esta´ relacionado con los anteriores. Es el siguiente:
Definicio´n 3.4.1. Sea Γ un recubrimiento de X. Diremos que Γ es cover-
finita si el conjunto {B ∈ Γ : B ∩ A 6= ∅} es finito para cada A ∈ Γ.
No´tese que, por las definiciones anteriores, si Γ es un recubrimiento finito,
entonces Γ es cover-finito. Es ma´s, si Γ es cover-finito, se tiene que Γ es punto
finito.
Definicio´n 3.4.2. Diremos que una estructura fractal Γ = {Γn : n ∈ N} es
localmente finita (resp. finita, cover-finita) si Γn es localmente finito (resp.
finito, cover-finito) para todo n ∈ N.
Obse´rvese que una estructura fractal Γ = {Γn : n ∈ N} cuyos niveles Γn
sean todos punto finitos, es localmente finita, ya que para cada A ∈ Γn se
tiene que un punto x ∈ X pertenece a A si, y solo si Uxn ∩ A 6= ∅ (y por
supuesto Uxn es un entorno de x). Se sigue pues que una estructura fractal
finita es cover-finita y que una estructura fractal cover-finita es localmente
finita.
A partir de la definicio´n de estructura fractal cover-finita se desprende el
siguiente
Lema 3.4.3. Si Γ es una estructura fractal cover-finita, entonces el conjunto
{U∗xn : U∗xn ⊆ A} es finito para todo A ∈ Γn y todo n ∈ N .
Demostracio´n. Sean n ∈ N, A ∈ Γn y x ∈ X. En virtud de la Proposicio´n
3.0.6, U∗xn ⊆ A o U∗xn ∩ A = ∅. Ahora mostraremos co´mo construir una
aplicacio´n inyectiva entre {U∗xn : U∗xn ⊆ A} y P({B ∈ Γn : B ∩ A 6= ∅}) lo
que nos da que {U∗xn : U∗xn ⊆ A} es finito, donde P(Y ) es la familia de todos
los subconjuntos de Y .
No´tese que U∗xn ⊆ A si, y solo si x ∈ A, as´ı que consideremos x ∈ A.
Por ello, U∗xn =
⋂
x∈B,B∈Γn B \
⋃
x/∈B,B∈Γn B. Adema´s, si x ∈ B, entonces
B∩A 6= ∅. Ahora definimos φ : {U∗xn : U∗xn ⊆ A} → P({B ∈ Γn : B∩A 6= ∅})
como la dada por φ(U∗xn) = {B : x ∈ B}. Probemos que e´sta u´ltima es
inyectiva:
Sean U∗xn 6= U∗yn, entonces y /∈ U−1xn =
⋂
x∈B,B∈Γn B o x /∈ U−1yn . Por tanto
existe B ∈ Γn de forma que x ∈ B e y /∈ B, o x /∈ B e y ∈ B. Esto conduce
a que φ(U∗xn) 6= φ(U∗yn) y, por tanto, φ es inyectiva.
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Ya estamos en condicio´n de probar que la completacio´n de una estructura
fractal cover-finita es Cantor completa.
Teorema 3.4.4. Sea Γ una estructura fractal cover-finita. Entonces (X˜, Γ˜)
es Cantor completa.
Demostracio´n. En primer lugar, recordemos que la Proposicio´n 3.0.7 nos
garantiza que para todo n ∈ N, A ∈ Γn y x ∈ X, U∗xn ⊆ A si, y solo si x ∈ A.
Sea (A˜n)n∈N una sucesio´n con A˜n ∈ Γ˜n que verifica A˜n+1 ⊆ A˜n. Probemos
que
⋂
n∈N A˜n 6= ∅. No´tese que An+1 ⊆ An, ya que An = A˜n ∩ ρ(X) en virtud
de la Proposicio´n 3.0.8.
Vamos a construir una sucesio´n de puntos de An de forma que obtengamos
un elemento en
⋂
n∈N A˜n. Consideremos A1, entonces por la Proposicio´n 3.0.7,
A1 =
⋃{U∗x1 : U∗x1 ⊆ A1}. Ahora bien, en virtud del Lema 3.4.3, el conjunto
{U∗x1 : U∗x1 ⊆ A1} es finito, por lo que existe x1 ∈ A tal que U∗x11∩An 6= ∅ para
todo n ∈ N. Ahora, U∗x11∩A2 =
⋃{U∗y2 : y ∈ U∗x11∩A2}. Dado que el conjunto
{U∗y2 : y ∈ U∗x11 ∩A2} ⊆ {U∗y2 : U∗y2 ⊆ A2}, se tiene que el mismo es finito por
el Lema 3.4.3 y no vac´ıo por construccio´n. Luego existe x2 ∈ A2 ∩ U∗x11 tal
que U∗x22 ∩An 6= ∅ para todo n ∈ N. Recursivamente, definamos xn de forma
que xn ∈ An ∩ U∗xn−1,n−1 y U∗xnn ∩ Ak 6= ∅ para todo k ∈ N.
Dado que xn+1 ∈ U∗xnn, se sigue, a partir de la Proposicio´n 3.2.5, que
(ρi(xi)) ∈ X˜ y tambie´n tenemos que (ρi(xi)) ∈ A˜n para cada n ∈ N, puesto
que xn ∈ An para todo n ∈ N. Por consiguiente, (ρi(xi)) ∈
⋂
n∈N A˜n y, por
tanto, Γ˜ es Cantor completa.
El siguiente ejemplo muestra que el hecho de que Γ sea localmente finita
no es suficiente para asegurar que Γ˜ sea Cantor completa.
Ejemplo 3.4.5. Consideremos la estructura fractal Γ = {Γn : n ∈ N},
donde cada nivel, n, viene dado por Γn = {] − ∞,−k] : k ≥ n} ∪ {[k,∞[:
k ≥ n} ∪ {[ i
2n
, i+1
2n
]
: i = −n2n, . . . , n2n − 1}. Entonces Γ es una estructura
fractal localmente finita pero Γ˜ no es Cantor completa.
Probemos, en primer lugar, que Γ es localmente finita. Sean n ∈ N y
x ∈ X, se pueden dar los siguientes casos:
x ∈ [ i
2n
, i+1
2n
]
para algu´n i, por lo que x pertenece, a lo sumo, a dos
elementos de Γn.
x ∈ ∪{[k,∞[; k ≥ n} lo que implica que x solo pueda pertenecer a
[n,∞[, . . . , [bxc,∞[ o [n2n−1
2n
, n
]
si x = n, lo que es un nu´mero finito de
elementos de Γn, donde bac denota el entero ma´s grande que es menor
o igual que x.
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x ∈ ∪{]−∞,−k]; k ≥ n} lo que significa que x solo puede pertenecer
a ] −∞,−n], . . .] −∞,−bxc] o [−n, −n2n+1
2n
]
si x = −n, lo que es un
nu´mero finito de elementos de Γn.
Por tanto, Γn es localmente finita segu´n los comentarios anteriores sobre
la relacio´n entre localmente finito y punto finito para una estructura fractal.
Veamos ahora que Γ˜ no es Cantor completa.
Consideremos la sucesio´n decreciente de elementos An =]−∞,−n] ∈ Γn.
Entonces A˜n ∈ Γ˜n y por el Lema 3.2.3, como An+1 ⊆ An, se sigue que A˜n+1 ⊆
A˜n. Sea x = (ρn(xn)) ∈ X˜ y supongamos que x ∈
⋂
n∈N A˜n, entonces x ∈ A˜n
para todo n ∈ N. Adema´s, por la Proposicio´n 3.2.5 se tiene que xn ∈ An para
todo n ∈ N y, por ello, U∗xnn = {xn} si xn = −n, U∗xnn =]bxnc − 1, bxnc] si
xn ∈ Z o U∗xnn =]bxnc, bxnc + 1] en otro caso. Dado que x = (ρn(xn)) ∈ X˜,
se llega a que xk ∈ U∗xnn para todo k ≥ n. Para k ≥ −bxnc + 1 obtenemos
que xk ∈ Ak =]−∞,−k] ⊆]−∞, bxnc − 1] lo que es una contradiccio´n con
que xk ∈ U∗xnn. en consecuencia,
⋂
A˜n = ∅ y Γ˜ no es Cantor completa.
3.5. Unicidad de la bicompletacio´n
Para poner fin a este cap´ıtulo, en esta seccio´n vamos a dar un teorema
de unicidad relacionado con la bicompletacio´n de una estructura fractal. En
primer lugar, daremos una definicio´n de bicompletacio´n.
Definicio´n 3.5.1. Sean Γ una estructura fractal en X, ∆ una estructura
fractal en Y , i : X → Y un embebimiento fractal y supongamos que d∆ es
bicompleto, i(X) es denso en (Y, d∗∆) e Y es T0. Diremos que, en este caso,
(Y,∆, i) es una bicompletacio´n de (X,Γ).
Corolario 3.5.2. Si (X,Γ) es T0 entonces (X˜, Γ˜, ρ) es una bicompletacio´n
de (X,Γ).
Demostracio´n. Se sigue de las Secciones 4 y 5.
El pro´ximo resultado trata sobre la unicidad de la bicompletacio´n de una
estructura fractal.
Teorema 3.5.3. Si (Y,∆, i) es una bicomplecio´n de (X,Γ), existe I : X˜ →
Y , un isomorfismo fractal tal que I ◦ρ = i. Intuitivamente, la bicompletacio´n
es u´nica salvo isomorfismos fractales.
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Demostracio´n. 1. Definicio´n de I.
Con el objetivo de definir I, sea x = (ρn(xn)) ∈ X˜. Por una parte, dado
que i es fractal preserving e inyectiva, y ∈ Uxn si, y solo si i(y) ∈ Ui(x)n
de acuerdo con la Observacio´n 3.1.5.
Por otra parte, dado que x ∈ X˜, xn+1 ∈ U∗xnn para todo n ∈ N, se
tiene que i(xn+1) ∈ U∗i(xn)n en virtud de la Observacio´n 3.1.5, lo que
significa que (i(xn)) es una sucesio´n de Cauchy en (Y, d
∗
∆). Por tanto,
existe y ∈ Y tal que i(xn) converge a y en (Y, d∗∆).
Ahora podemos definir I(x) = y.
2. I esta´ bien definida.
Sea (ρn(xn)) = (ρn(yn)) ∈ X˜, entonces U∗xnn = U∗ynn para todo n ∈ N y
por tanto yn ∈ U∗xnn para todo n ∈ N.
Por una parte, puesto que (ρn(xn)) ∈ X˜, xn+1 ∈ U∗xnn para todo n ∈ N.
En consecuencia, i(xn+1) ∈ U∗i(xn)n en virtud de la Observacio´n 3.1.5,
lo que implica que (i(xn)) es una sucesio´n de Cauchy en (Y, d
∗
∆). Por
tanto, existe z ∈ Y tal que (i(xn))→ z en (Y, d∗∆) (y su l´ımite es u´nico
ya que (Y, d∗∆) es T2). Por ello I((ρn(xn))) = z.
Por otra parte, dado que yn ∈ U∗xnn, d∗(i(yn), i(xn)) ≤ 12n para todo
n ∈ N y por consiguiente (i(yn))→ z en (Y, d∗∆). Luego, I((ρn(xn))) =
z = I((ρn(yn))).
3. I ◦ ρ = i.
Sea x ∈ X, entonces ρ(x) = (ρn(x)). Ahora bien, dado que x ∈ U∗xn,
i(x) ∈ U∗i(x)n lo que significa que (i(x)) es una sucesio´n de Cauchy en
(Y, d∗∆). Adema´s, i(x)
d∗→ i(x). Por tanto, I ◦ ρ = i.
4. I(Γ˜) = ∆.
Sean n ∈ N y A ∈ Γn, veamos que I(A˜) ∈ ∆n. En efecto, i(A) =
B∩ i(X) para algu´n B ∈ ∆n, por lo que vamos a probar que I(A˜) = B.
⊆) Sea x = (ρk(xk)) ∈ A˜, entonces xn ∈ A, y por el Lema 3.2.2 xk ∈ A
para todo k ≥ n. Se sigue que i(xk) ∈ i(A) ⊆ B para todo k ≥ n. Por
tanto, I(x) ∈ B∗ = B.
⊇) Ahora sea y ∈ B. Por ser i(X) denso, para cada k ∈ N existe yk ∈
i(X) de forma que yk ∈ U∗yk. Se sigue que yk+1 ∈ U∗y,k+1 ⊆ U∗yk = U∗ykk y
tambie´n es claro que yk
d∗∆→ y. Entonces existe xk ∈ X tal que yk = i(xk)
para todo k ∈ N. Se sigue que i(xk+1) ∈ U∗i(xk)k, por lo que en virtud
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de la Observacio´n 3.1.5 tenemos que xk+1 ∈ U∗xkk, y, por la Proposicio´n
3.2.5, x = (ρk(xk)) ∈ X˜. No´tese que de la definicio´n de I se tiene que
I(x) = y.
Puesto que U∗ynn = U
∗
yn ⊆ B, es yn ∈ B y i(xn) = yn ∈ B∩ i(X) = i(A)
de donde xn ∈ A (ya que i es inyectiva) y por tanto x = (ρk(xk)) ∈ A˜.
Por ello y = I(x) ∈ I(A˜).
Rec´ıprocamente, dado B ∈ ∆n, como i es fractal-preserving existe A ∈
Γn de forma que B ∩ i(X) = i(A). Se otiene que B = I(A˜), as´ı que
B ∈ I(Γ˜n). Obse´rvese que, del hecho de que B sea abierto en (Y, d∗) y
i(X) sea denso en (Y, d∗), se desprende que B ∩ i(X) 6= ∅.
5. I es inyectiva.
Sean x = (ρn(xn)) e y = (ρn(yn)) con I(x) = I(y). Entonces i(xn)
d∗∆→
I(x) y i(yn)
d∗∆→ I(y). Dado n ∈ N, existe k ≥ n tal que i(xk) ∈ U∗I(x)n y
i(yk) ∈ U∗I(y)n. Se sigue pues que U∗i(xk)n = U∗I(x)n = U∗I(y)n = U∗i(yk)n. Por
tanto, i(yk) ∈ U∗i(xk)n, y, en virtud de la Observacio´n 3.1.5, yk ∈ U∗xkn,
as´ı que U∗ynn = U
∗
ykn
= U∗xkn = U
∗
xnn. Concluimos que U
∗
ynn = U
∗
xnn para
todo n ∈ N y, por consiguiente ρn(xn) = ρn(yn), para todo n ∈ N, de
donde x = y. Por ello I es inyectiva.
6. I es sobreyectiva.
Sea y ∈ Y . Por ser i(X) denso, para cada k ∈ N existe yk ∈ i(X) tal
que yk ∈ U∗yk. Se sigue que yk+1 ∈ U∗y,k+1 ⊆ U∗yk = U∗ykk y es tambie´n
claro que yk
d∗∆→ y. Entonces existe xk ∈ X de manera que yk = i(xk)
para todo k ∈ N. Se tiene pues que i(xk+1) ∈ U∗i(xk)k, as´ı que por
la Observacio´n 3.1.5 tenemos que xk+1 ∈ U∗xkk, y, por la Proposicio´n
3.2.5, x = (ρk(xk)) ∈ X˜. No´tese que por la definicio´n de I tenemos que
I(x) = y. Por consiguiente, I es sobreyectiva.
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Cap´ıtulo 4
Generacio´n de una medida de
probabilidad
El objetivo principal que perseguimos en este cap´ıtulo es generar una me-
dida de probabilidad a partir de una estructura fractal. Con dicho propo´sito,
tendremos en cuenta dos teoremas de construccio´n de medidas exteriores:
el Me´todo I y el Me´todo II. Adema´s, cabe destacar que dicha construccio´n
sera´ llevada a cabo en tres pasos, partiendo de una estructura fractal Γ en X
que induzca una topolog´ıa T0 en dicho espacio. Ve´ase la caracterizacio´n de
dicha propiedad en te´rminos de la estructura fractal en la Proposicio´n 3.0.8.
En primer lugar trataremos de definir una primera medida en la bicom-
pletacio´n de X a partir de la familia G = {U∗xn : n ∈ N}. Una vez encontradas
las condiciones que garantizan la definicio´n de una probabilidad sobre los con-
juntos U∗xn, en la segunda seccio´n trataremos de definir dicha medida sobre
los conjuntos U∗xn, en este caso partiendo de los elementos de la estructura
fractal y ya, para culminar la construccio´n, en una tercera seccio´n busca-
remos condiciones que nos aseguren que la restriccio´n de dicha medida al
espacio original, X, nos proporciona una medida de probabilidad.
Para culminar con este cap´ıtulo, en la u´ltima seccio´n se presentan una
serie de ejemplos basados en la obtencio´n de una medida de probabilidad
en espacios con una estructura fractal. Dicha seccio´n queda dividida en dos
subsecciones. En la primera de ellas se pretende obtener una medida de pro-
babilidad a partir de la definicio´n de una premedida definida en los elementos
de cada nivel de la estructura fractal conocida una variable aleatoria concreta.
La idea es definir el peso de cada elemento de la estructura fractal hacien-
do uso de la funcio´n de distribucio´n de probabilidad asociada a la variable
aleatoria en cuestio´n. En cuanto a la segunda subseccio´n, la obtencio´n de la
medida de probabilidad se realiza a trave´s de una distribucio´n uniforme de la
masa entre los elementos de cada nivel de la estructura fractal o los elemen-
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tos de la bicompletacio´n, esto es, definiremos una premedida de forma que
el valor de la misma en cada uno de los elementos de un nivel sea la misma.
En definitiva, el objetivo de esta seccio´n es ilustrar una serie de ejemplos que
generalicen los presentados en la introduccio´n del trabajo.
4.1. Definicio´n de una medida en X˜
En esta seccio´n mostraremos como construir una medida en X˜ a partir
de una premedida definida en los conjuntos ρn(x) = U
∗
xn.
Debido a las propiedades de la isometr´ıa ρ que reflejamos en el cap´ıtulo
anterior, con objeto de simplificar la notacio´n, usaremos las identificaciones
x ≡ ρ(x), X ≡ ρ(X), Uxn ≡ ρ(Uxn), etce´tera.
Sea Γ = {Γn : n ∈ N} una estructura fractal en X, y denotemos G =⋃
n∈NGn = {U∗xn : x ∈ X,n ∈ N}. Sea ω una funcio´n ω : G → [0, 1] (una
premedida) tal que:
1.
∑
ρ1(x)∈G1 ω(ρ1(x)) = 1.
2. ω(ρn(x)) =
∑
ρn+1(y)∈Gn+1,ρn(y)=ρn(x) ω(ρn+1(y)) para todo n ∈ N y todo
ρn(x) ∈ Gn.
A partir de ahora nos referiremos a los dos puntos anteriores como las con-
diciones de distribucio´n de masa.
Dichas condiciones podra´n escribirse, alternativamente, como
1.
∑
x∈X ω(U
∗
x1) = 1.
2. ω(U∗xn) =
∑
y∈U∗xn ω(U
∗
yn+1) para todo n ∈ N y todo x ∈ X.
pero teniendo en cuenta que, en dicho caso, estamos empleando el conve-
nio que presentamos en la Observacio´n 4.1.1 y que usaremos con objeto de
simplificar la notacio´n en lo que resta de esta seccio´n.
Observacio´n 4.1.1. La suma
∑
x∈A ω(U
∗
xn) hace referencia a
∑{ω(U∗xn) :
U∗xn ∈ Gn con x ∈ A}. Es decir, con el conjunto de ı´ndices de dicha suma, no
nos referimos a los puntos de A sino a los conjuntos U∗xn, ya que a muchos
puntos de A les corresponde el mismo U∗xn.
Observacio´n 4.1.2. No´tese que las condiciones de distribucio´n de la masa
implican que
∑
ρn(x)∈Gn ω(ρn(x)) = 1 para todo n ∈ N.
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Ahora, sea G˜ = {ρ˜n(x) : x ∈ X˜, n ∈ N} = {U˜∗xn : x ∈ X˜;n ∈ N}, donde
ρ˜n(x) = U˜
∗
xn. No´tese que, por la Proposicio´n 3.2.5.8, G˜ = {U˜∗xn : x ∈ X;n ∈
N}, y consideremos la funcio´n ω˜ : G˜ → [0, 1] definida como ω˜(U˜∗xn) = ω(U∗xn).
Es sencillo comprobar que ω˜ satisface las condiciones de distribucio´n de masa
para ω.
Sea µ la medida exterior en X˜ dada por el Teorema 2.1.15 partiendo
de G˜ y ω˜. Entonces µ se define para un subconjunto A de X˜ como sigue:
µ(A) = inf{∑∞i=1 ω˜(U˜∗xini);A ⊆ ⋃ U˜∗xini}, donde se considera el ı´nfimo sobre
todos los recubrimientos numerables de A por elementos de G˜.
De hecho, por las hipo´tesis sobre ω probaremos en la siguiente proposicio´n
que µ coincide con la medida exterior proporcionada por el Me´todo II.
Proposicio´n 4.1.3. µ es una medida exterior me´trica en (X˜, d˜∗).
Demostracio´n. Dado ε > 0, sea µε la medida exterior proporcionada por el
Me´todo I, determinada por ω˜ usando la familia G˜ε = {A ∈ G˜ : diamA ≤ ε},
donde el dia´metro se ha considerado con respecto a la me´trica d˜∗. Definamos
M(E) = l´ımε→0 µε(E). Por consiguiente, M es la medida exterior propor-
cionada por el Me´todo II, que por el Teorema 2.1.17 es una medida exterior
me´trica. As´ı pues, solo tenemos que probar que M = µ.
Sea 0 < ε ≤ δ. Se tiene que G˜ε ⊆ G˜δ y por la Proposicio´n 2.1.16 tenemos
que µε(E) ≥ µδ(E) para todo E ⊆ X˜.
Por otra parte, si tomamos en consideracio´n las igualdades ω˜(ρ˜n(x)) =∑
φ˜n(ρ˜n+1(y))=ρ˜n(x)
ω˜(ρ˜n+1(y)) y ρ˜n(x) =
⋃
φ˜n(ρ˜n+1(y))=ρ˜n(x)
ρ˜n+1(y) recursiva-
mente, es claro que, dado m de forma que 1
2m
< ε, podemos sustituir los
conjuntos U˜∗xn con ε < diam(U˜
∗
xn) ≤ δ por la familia {U˜∗ym : y ∈ U∗xn} ya que
diam(U˜∗ym) ≤ 12m < ε.
Podemos concluir que µε = µδ y, por tanto, M = µ.
Observemos que τ˜ ⊆ τ˜ ∗, por lo que la σ-a´lgebra de Borel de τ˜ esta´ con-
tenida en la σ-a´lgebra de Borel de τ˜ ∗.
Corolario 4.1.4. µ es una medida en las σ-a´lgebras de Borel de (X˜, τ˜ ∗) y
(X˜, τ˜).
A continuacio´n se prueban algunas propiedades de µ.
Proposicio´n 4.1.5. µ es una extensio´n de ω˜. De hecho, µ(U˜∗xn) = ω(U
∗
xn) =
ω˜(U˜∗xn) para todo x ∈ X, n ∈ N y µ(U˜∗xn) = ω˜(U˜∗xn) para todo x ∈ X˜, n ∈ N.
Demostracio´n. 1. Sean x ∈ X y n ∈ N. En primer lugar, no´tese que
ω˜(U˜∗xn) = ω(U
∗
xn) por la definicio´n de ω˜. As´ı, probemos la igualdad
µ(U˜∗xn) = ω˜(U˜
∗
xn).
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Por una parte, es claro que µ(U˜∗xn) ≤ ω˜(U˜∗xn) usando el primer punto del
Teorema 2.1.15 (recue´rdese que µ es la medida exterior proporcionada
por el Me´todo I).
Por otra parte, supongamos que µ(U˜∗xn) < ω˜(U˜
∗
xn), por lo que, por la
definicio´n de µ, existe un recubrimiento A′ ⊆ G˜ de U˜∗xn de forma que∑
A∈A′ ω˜(A) < ω˜(U˜
∗
xn). Si existe U˜
∗
yk ∈ A′ tal que y 6∈ U˜∗xn entonces
U˜∗yk ∩ U˜∗xn = ∅, as´ı que definiendo A = {U˜∗yk ∈ A′ : y ∈ U˜∗xn}, tenemos
que A ⊆ A′ ⊆ G˜, A es un recubrimiento de U˜∗xn y
∑
A∈A ω˜(A) ≤∑
A∈A′ ω˜(A) < ω˜(U˜
∗
xn).
Debido al hecho de que ω˜(ρ˜n(x)) =
∑
φ˜n(ρ˜n+1(y))=ρ˜n(x)
ω˜(ρ˜n+1(y)) y
ρ˜n(x) =
⋃
φ˜n(ρ˜n+1(y))=ρ˜n(x)
ρ˜n+1(y), existe y ∈ U∗xn tal que
∑{ω˜(U) :
U ∈ A;U ⊆ U˜∗y,n+1} < ω˜(U˜∗y,n+1). Pongamos xn+1 = y. Definiendo
xk = x para cada k ≤ n y xk para k > n + 1 por recursio´n de manera
ana´loga a la definicio´n de xn+1, podemos definir una sucesio´n xk tal que
xk+1 ∈ U∗xkk para todo k ∈ N y
∑{ω˜(U) : U ∈ A;U ⊆ U˜∗xkk} < ω˜(U˜∗xkk)
para todo k ≥ n.
Por la Proposicio´n 3.2.5.5 se sigue que z = (ρn(xn))n∈N ∈ X˜. Por
otra parte, dado que xk ∈ U˜∗xn para cada k ∈ N, U˜∗xn es cerrado en
(X˜, d˜∗) (Proposicio´n 3.0.6) y xk converge a z en (X˜, d˜∗) (Proposicio´n
3.2.5.4), se sigue que z ∈ U˜∗xn. Como A es un recubrimiento de U˜∗xn,
existe U˜∗yk ∈ A (con y ∈ U˜∗xn) tal que z ∈ U˜∗yk. Puesto que y ∈ U˜∗xn
y
∑
A∈A ω(A) < ω˜(U˜
∗
xn), se llega a que k ≥ n + 1. En virtud de la
Proposicio´n 3.0.6, U˜∗zk = U˜
∗
yk, y por la Proposicio´n 3.2.5.8, U˜
∗
zk = U˜
∗
xkk
y entonces U˜∗xkk = U˜
∗
yk ∈ A, pero entonces
∑{ω˜(U) : U ∈ A;U ⊆
U˜∗xkk} ≥ ω˜(U∗xkk), una contradiccio´n con la definicio´n de la sucesio´n xk.
Concluimos que µ(U˜∗xn) = ω˜(U˜
∗
xn).
2. Ahora, sean x = (ρk(xk))k∈N ∈ X˜ y n ∈ N. Obse´rvese que por la Propo-
sicio´n 3.2.5.8, U˜∗xn = U˜
∗
xnn. Por tanto, ω˜(U˜
∗
xn) = ω˜(U˜
∗
xnn) = µ(U˜
∗
xnn) =
µ(U˜∗xn).
Proposicio´n 4.1.6. µ(X˜) = 1 y, por tanto, µ es una medida de probabilidad
en X˜.
Demostracio´n. Es claro que µ(X˜) = µ(
⋃
x∈X˜ U˜
∗
x1) =
∑
µ(U˜∗x1) =
∑
ω˜(U˜∗x1) =∑
ω(U∗x1) = 1.
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Proposicio´n 4.1.7. Sea A ∈ Γn, entonces µ(A˜) =
∑
ω(U∗xn) =
∑
ω˜(U˜∗xn),
donde la primera suma es sobre la familia {U∗xn : x ∈ A} y la segunda es
sobre la familia {U˜∗xn : x ∈ A} = {U˜∗xn : x ∈ A˜}.
Demostracio´n. En efecto, en virtud de la Proposicio´n 3.0.6, para cada m ≥ n,
la familia A = {U˜∗xm : x ∈ A} es una particio´n de A˜, por lo que por la
Proposicio´n 4.1.5 y el Corolario 4.1.4 (no´tese que A˜ es cerrado en d˜∗, por ser
cerrado en d˜), µ(A˜) =
∑
A µ(U˜
∗
xn) =
∑
A ω˜(U˜
∗
xn), y por la definicio´n de ω˜,
ω(U∗xn) = ω˜(U˜
∗
xn).
Busquemos ahora una manera ma´s sencilla de calcular la medida de un
conjunto abierto o cerrado en (X˜, d˜∗).
Lema 4.1.8. Sea F un conjunto cerrado de (X˜, d˜∗). Entonces F =
⋂
n∈N U˜
∗
n(F )
donde U˜∗n(F ) =
⋃
x∈F U˜
∗
xn.
Demostracio´n. ⊆) Es claro que F ⊆ ⋂n∈N U˜∗n(F ).
⊇) Sea ahora x ∈ ⋂n∈N U˜∗n(F ), entonces para todo n ∈ N, existe xn ∈ F
de forma que x ∈ U˜∗xnn y, por tanto, d˜∗(x, xn) ≤ 12n . Luego (xn)n∈N es una
sucesio´n de elementos de F que converge a x en (X˜, d˜∗) y, como F es cerrado
en (X˜, d˜∗), se tiene que x ∈ F .
El siguiente resultado nos permite calcular la medida, por niveles de la
estructura fractal, de un conjunto cerrado en (X˜, d˜∗).
Proposicio´n 4.1.9. Sea F un conjunto cerrado de (X˜, d˜∗). Entonces µ(F ) =
l´ımµn(F ) donde µn(F ) =
∑
ω˜(U˜∗xn) y la suma es sobre la familia {U˜∗xn : x ∈
F}.
Demostracio´n. En virtud del Lema 4.1.8, F =
⋂
n∈N U˜
∗
n(F ), y es claro que
U˜∗n+1(F ) ⊆ U˜∗n(F ). Adema´s, µn(F ) =
∑
A ω˜(U˜
∗
xn) = µ(
⋃
A U˜
∗
xn) = µ(U˜
∗
n(F )),
donde A = {U˜∗xn : x ∈ F}. Dado que µ es una medida (y, por ello, continua),
se tiene que µn(F ) = µ(U˜
∗
n(F ))→ µ(F ).
Ahora introducimos una proposicio´n con el objetivo de obtener la medida,
por niveles de la estructura fractal, de un conjunto abierto en (X˜, d˜∗).
Proposicio´n 4.1.10. Sea G un conjunto abierto de (X˜, d˜∗). Entonces µ(G) =
l´ımµn(G) donde µn(G) =
∑
U˜∗xn∈Gn;x∈Gn ω˜(U˜
∗
xn) y Gn = {x ∈ G : U˜∗xn ⊆ G},
donde {x ∈ G : U˜∗xn ⊆ G} se refiere al conjunto {U˜∗xn : x ∈ G}.
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Demostracio´n. Sea G un conjunto abierto de (X˜, d˜∗), entonces podemos es-
cribir G =
⋃
n∈N U˜
∗
n(Gn) donde Gn = {x ∈ G : U˜∗xn ⊆ G}. Es claro que
U˜n(Gn) ⊆ U˜n+1(Gn+1). Adema´s, µn(G) =
∑
Gn
ω˜(U˜∗xn) = µ(
⋃
Gn
U˜∗xn) =
µ(U˜n(Gn)). Dado que µ es una medida (y, por tanto, continua), se sigue que
µn(G) = µ(U˜n(Gn))→ µ(G).
Lo siguiente que hacemos es probar la unicidad de la medida.
Proposicio´n 4.1.11. Sea δ una medida que verifica δ(U˜∗xn) = ω˜(U˜
∗
xn) para
todo x ∈ X˜ y n ∈ N, entonces δ = µ en la σ-a´lgebra de Borel de (X˜, d˜∗).
Demostracio´n. SeaS = σ(A) donde A = {U˜∗n(F ) : F ⊆ X˜, n ∈ N}. Entonces
A es un a´lgebra. En efecto, para todo F, F ′ ⊆ X˜ y n ≤ m se verifican:
1. U˜∗n(F ) ∪ U˜∗m(F ′) ∈ A. En efecto, esto es cierto debido al hecho de que
U˜∗n(F ) ∪ U˜∗m(F ′) = U˜∗m(U˜∗n(F ) ∪ F ′) ∈ A, ya que U˜∗m(U˜∗n(F )) = U˜∗n(F ).
2. U˜∗n(F ) ∩ U˜∗m(F ′) ∈ A. En efecto, esto es cierto debido al hecho de que
U˜∗n(F ) ∩ U˜∗m(F ′) = U˜∗m(U˜∗n(F ) ∩ U˜∗m(F ′)) ∈ A.
3. X˜\U˜∗n(F ) ∈ A. En efecto, esto es cierto debido a que X˜\U˜∗n(F ) =
U˜∗n(X˜\U˜∗n(F )) ∈ A.
Obse´rvese que cada elemento de A es abierto en (X˜, d˜∗), por lo que S
esta´ contenido en la σ-a´lgebra de Borel de (X˜, d˜∗), y por lo tanto µ y δ son
medidas en S. Adema´s, dados n ∈ N y F ⊆ X˜, µ(U˜∗n(F )) = µ(
⋃
x∈F U˜
∗
xn) =∑
x∈F µ(U˜
∗
xn) =
∑
x∈F ω˜(U˜
∗
xn) =
∑
x∈F δ(U˜
∗
xn) = δ(
⋃
x∈F U˜
∗
xn) = δ(U˜
∗
n(F )),
lo que prueba que µ(A) = δ(A), para todo A ∈ A. Por el Teorema 2.1.14,
concluimos que µ = δ en S.
Finalmente, si G es un abierto de (X˜, d˜∗), entonces G =
⋃
n∈N U˜
∗
n(Gn),
donde Gn = {x ∈ G : U˜∗xn ⊆ G}. En consecuencia, S es la σ-a´lgebra de Borel
de (X˜, d˜∗).
4.2. Definicio´n de una medida en X˜ a partir
de la estructura fractal
En esta seccio´n asumiremos que Γ es una estructura fractal teselacio´n en
X y usaremos la notacio´n y la definicio´n del cap´ıtulo anterior.
Lema 4.2.1. Sea Γ un teselacio´n. Entonces A◦ ∩B = ∅ para todo A,B ∈ Γ
con A 6= B.
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Demostracio´n. Supongamos que existen A,B ∈ Γ con A 6= B tales que
A◦ ∩B 6= ∅, y sea x ∈ A◦ ∩B = A◦ ∩B◦ (puesto que B = B◦). As´ı, x ∈ A◦ y
x ∈ B◦ y por lo tanto A◦ ∩B◦ 6= ∅, lo que es una contradiccio´n con el hecho
de que Γ sea teselacio´n. Se sigue pues que A◦ ∩ B = ∅ para todo A, B ∈ Γ
con A 6= B.
Para cada A ∈ Γn, definamos in(A) = A \
⋃
B∈Γn;B 6=AB. Obse´rvese que,
dado que Γ es teselacio´n, el lema previo nos garantiza que ∅ 6= A◦ ⊆ in(A)
para todo A ∈ Γn y n ∈ N. Adema´s, si x ∈ in(A) entonces U∗xn = in(A).
Sea ω :
⋃
Γn → [0, 1] una funcio´n que verifica las condiciones de distribu-
cio´n de masa, es decir:
1.
∑
A∈Γ1 ω(A) = 1.
2. ω(A) =
∑
B∈Γn+1,B⊆A ω(B), para todo A ∈ Γn.
A partir de ω, podemos definir una funcio´n (a la que llamaremos tambie´n
ω) en G como sigue:
ω(ρn(x)) = ω(U
∗
xn) =

ω(A) si x ∈ in(A)
0 en otro caso
No´tese que dados x ∈ X y n ∈ N, si existe un solo elemento A de Γn
que contenga a x, entonces ω(U∗xn) = ω(A), mientras que si hay ma´s de un
elemento de Γn que contiene a x, entonces ω(U
∗
xn) = 0.
Proposicio´n 4.2.2. ω : G → [0, 1] verifica las condiciones de distribucio´n
de masa, es decir:
1.
∑
ω(U∗xn) = 1 para cada n.
2. ω(U∗xn) =
∑
y∈U∗xn ω(U
∗
y,n+1) para x ∈ X y n ∈ N.
Demostracio´n. Primero no´tese que para cada n ∈ N y A ∈ Γn se tiene que
ω(A) =
∑
x∈A ω(U
∗
xn) = ω(U
∗
zn) para cualquier z ∈ in(A).
1.
∑
ω(U∗xn) = 1 para cada n.∑
x∈X ω(U
∗
x1) =
∑
A∈Γ1;x∈i1(A) ω(U
∗
x1) =
∑
A∈Γ1 ω(A) = 1.
2. ω(U∗xn) =
∑
y∈U∗xn ω(U
∗
y,n+1) para todo x ∈ X y todo n ∈ N.
Sean x ∈ X y n ∈ N.
Por una parte, supongamos que existen A,B ∈ Γn con A 6= B y tales
que x ∈ A ∩B. Entonces ω(U∗xn) = 0.
46 CAPI´TULO 4. GENERACIO´N DE MEDIDA DE PROBABILIDAD
Sea y ∈ U∗xn y supongamos que existe C ∈ Γn+1 de forma que y ∈ in(C).
Dado que y ∈ U∗xn se tiene que y ∈ A ∩ B. Como Γn+1 ≺≺ Γn e
y ∈ in(C) se sigue que y ∈ C ⊆ A e y ∈ C ⊆ B, y por lo tanto
C◦ ⊆ A◦ y C◦ ⊆ B◦, as´ı que ∅ 6= C◦ ⊆ A◦ ∩ B◦, una contradiccio´n.
Concluimos pues que no existe ningu´n C ∈ Γn+1 tal que y ∈ in(C). Por
tanto ω(U∗y,n+1) = 0 para todo y ∈ U∗xn y se tiene la igualdad.
Por otra parte, supongamos que existe A ∈ Γn de manera que x ∈
in(A). Entonces ω(U
∗
xn) = ω(A) =
∑
B∈Γn+1,B⊆A ω(B). Por la observa-
cio´n realizada al principio de la prueba, ω(B) =
∑
y∈B ω(U
∗
y,n+1) y, por
ello,
∑
B∈Γn+1,B⊆A ω(B) =
∑
y∈A ω(U
∗
y,n+1). Puesto que ω(U
∗
y,n+1) = 0 si
y 6∈ in(A) y in(A) = U∗xn entonces
∑
y∈A ω(U
∗
y,n+1) =
∑
y∈U∗xn ω(U
∗
y,n+1).
Por consiguiente, ω(U∗xn) =
∑
y∈U∗xn ω(U
∗
y,n+1).
Segu´n la proposicio´n anterior podemos aplicar las construcciones de la
seccio´n anterior para que podamos definir ω˜, µ, etce´tera.
Proposicio´n 4.2.3. µ(A˜) = ω(A) para todo A ∈ Γn y n ∈ N.
Demostracio´n. Sean n ∈ N, A ∈ Γn y z ∈ in(A). Entonces se tiene que
µ(A˜) = µ(
⋃
x∈A U˜
∗
xn) =
∑
x∈A ω˜(U˜
∗
xn) = ω(U
∗
zn) = ω(A).
4.3. Definicio´n de una medida en X
En las secciones anteriores hemos visto como generar una medida en X˜
a partir de G o de la estructura fractal Γ. En esta seccio´n exploraremos
condiciones sobre ω que nos garanticen que la restriccio´n de µ a X sea una
medida de probabilidad (o lo que es lo mismo µ(X) = 1 o µ(X˜ \X) = 0).
En primer lugar, veremos que si µ(X˜ \X) = 0, entonces µ es una medida
de probabilidad en X y una extensio´n, no solo de ω, sino tambie´n de ω.
Teorema 4.3.1. Supongamos que µ(X˜ \X) = 0. Entonces µ es una medida
en las σ-a´lgebras de Borel de (X, d) y (X, d∗) y µ(X) = 1. Adema´s, µ(U∗xn) =
ω(U∗xn) para todo x ∈ X y todo n ∈ N y si ω esta´ definida a partir de Γ
entonces µ(A) = ω(A) para todo A ∈ Γn y todo n ∈ N. Por tanto, µ es una
extension de ω.
Demostracio´n. En primer lugar vamos a probar que X es µ-medible. Sea
F ⊆ X˜, entonces F = (F ∩ X) ∪ (F \ X). Se sigue que µ(F ) ≤ µ(F ∩
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X) + µ(F \X). Adema´s, µ(X˜ \X) = 0 implica que µ(F \X) = 0 y por lo
tanto µ(F ) ≤ µ(F ∩X). Por una parte, dado que µ(F ∩X) ≤ µ(F ) por la
monoton´ıa de µ se sigue que µ(F ) = µ(F ∩X) = µ(F ∩X) + µ(F \X). Por
tanto, X es µ-medible.
A continuacio´n veamos que µ es una medida en la σ-a´lgebra de Borel de
(X, d). Tal y como sabemos, la topolog´ıa inducida por τd˜∗ en X es τd∗ , esto
es, todo conjunto abierto G′ ∈ τd∗ puede escribirse como G′ = G ∩X donde
G ∈ τd˜∗ . Puesto que G y X son medibles y dado que todos los conjuntos
medibles forman una σ-a´lgebra, su interseccio´n es tambie´n medible. Luego,
G′ es medible. En consecuencia, la σ-a´lgebra generada por los abiertos de τd∗ ,
σ(τd∗) esta´ contenida en la σ-a´lgebra de los conjuntos µ-medibles. Se sigue
que µ es una medida en la σ-a´lgebra de Borel de (X, d∗), y como τd ⊆ τd∗ ,
concluimos que µ es una medida en la σ-a´lgebra de Borel de (X, d).
Ahora veamos que µ es una medida de probabilidad en X. En efecto,
sabemos que µ es una medida de probabilidad en X˜ (ve´ase Seccio´n 4.1) por
lo que 1 = µ(X˜) = µ(X) +µ(X˜ \X) de donde se sigue que µ(X) = 1 ya que,
por hipo´tesis, µ(X˜ \X) = 0.
Finalmente, comprobemos que µ es una extensio´n de ω. Obse´rvese que
µ(U˜∗xn) = µ((U˜
∗
xn ∩X)∪ (U˜∗xn ∩ (X˜ \X)) = µ(U˜∗xn ∩X) = µ(U∗xn) ya que Γ˜ es
una extensio´n de Γ y U˜∗xn∩(X˜ \X) ⊆ X˜ \X implica que µ(U˜∗xn∩(X˜ \X)) = 0
porque µ(X˜ \X) = 0 por hipo´tesis. Adema´s, por la Proposicio´n 4.1.5 se tiene
que µ(U∗xn) = ω˜(U˜
∗
xn) = ω(U
∗
xn).
Para terminar, µ(A˜) = µ((A˜ ∩X) ∪ (A˜ ∩ (X˜ \X)) = µ(A˜ ∩X) = µ(A)
donde hemos usado que Γ˜ es una extensio´n de Γ y que el hecho de que
A˜ ∩ (X˜ \ X) ⊆ X˜ \ X implica que µ(A˜) ∩ (X˜ \ X)) = 0 debido a que
µ(X˜ \X) = 0 por hipo´tesis.
Adema´s, por la Proposicio´n 4.2.3 µ(A˜) = ω(A) y como µ(A˜) = µ(A),
se tiene que µ(A) = ω(A) para todo A ∈ Γn y todo n ∈ N. As´ı, µ es una
extensio´n de ω.
Definicio´n 4.3.2. Para cada n ∈ N definamos Cn =
⋃{A ∩ B : A,B ∈
Γn;A 6= B}.
Lema 4.3.3. Sea Γ una estructura fractal Cantor completa en X. Entonces
X˜ \X ⊆ ⋃n∈N⋂m∈N St(Cn, Γ˜m).
Demostracio´n. Consideremos x = (ρn(xn))n∈N ∈ X˜ \ X y supongamos que
x 6∈ ⋃n∈N⋂m∈N St(Cn, Γ˜m). Entonces para cada n ∈ N existe m ∈ N (pode-
mos suponer que m ≥ n) de forma que x 6∈ St(Cn, Γ˜m).
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Se sigue que xm 6∈ Cn. De hecho, si xm ∈ Cn, sea A ∈ Γm con xm ∈ A.
Entonces x ∈ A˜ y por lo tanto x ∈ St(Cn, Γ˜m), una contradiccio´n.
Probemos ahora que para cada n ∈ N, xn 6∈ Cn, esto, existe un u´nico
elemento An ∈ Γn tal que xn ∈ An. En efecto, sea n ∈ N y supongamos
que existen A 6= B ∈ Γn tales que xn ∈ A ∩ B. Sea m ≥ n de forma que
x 6∈ St(Cn, Γ˜m). Entonces xm 6∈ Cn, pero dado que U∗xnn = U∗xmn, tenemos que
xm ∈ A ∩B, una contradiccio´n.
Lo siguiente es probar que An+1 ⊆ An para todo n ∈ N. De hecho, en
otro caso tenemos que An+1 6⊆ An, por lo que existe B ∈ Γn con B 6= An y
de manera que An+1 ⊆ B, pero entonces xn+1 ∈ B, y como U∗xnn = U∗xn+1n,
llegamos a que xn ∈ An ∩B, de donde xn ∈ Cn, una contradiccio´n.
Del hecho de que Γ sea Cantor completa, y de que (An)n∈N sea una
sucesio´n con An ∈ Γn y An+1 ⊆ An se desprende la existencia de un z ∈ X
tal que z ∈ ⋂n∈NAn. Debido a que x 6∈ X, existe n ∈ N de forma que
U∗xnn 6= U∗zn, y por lo tanto existe Bn ∈ Γn con z ∈ Bn pero xn 6∈ Bn. Por
consiguiente, Bn 6= An y z ∈ An ∩ Bn, por lo que z ∈ Cn. Por una parte,
del hecho de que x, z ∈ ⋂n∈N A˜n se obtiene que x ∈ St(z, Γ˜k) ⊆ St(Cn, Γ˜k)
para cada k ∈ N. Por otro lado, por hipo´tesis, existe m ≥ n de forma que
x 6∈ St(Cn, Γ˜m), una contradiccio´n.
Concluimos pues que x ∈ ⋃n∈N⋂m∈N St(Cn, Γ˜m).
Definicio´n 4.3.4. [10] Sea M una medida exterior definida en un conjunto
X. Un conjunto A ⊆ X es M-medible en el sentido de Carathe´odory) si, y
solo si M(E) =M(E ∩ A) +M(E \ A) para todo conjunto E ⊆ X.
Adema´s, los conjuntosM-medibles forman un σ-a´lgebra yM restringida
a dicho σ-a´lgebra es una medida.
En el siguiente teorema, ω(St(Cn,Γm)) se referira´ a
∑
U∗xm⊆St(Cn,Γm) ω(U
∗
xm).
No´tese que si definimos ω en Γ, entonces la suma anterior queda como∑
U∗xm⊆St(Cn,Γm) ω(U
∗
xm) =
∑
A∈Γm;A∩Cn 6=∅ ω(A).
Teorema 4.3.5. Sea Γ una estructura fractal Cantor completa en X y su-
pongamos que para todo n ∈ N la sucesio´n ω(St(Cn,Γm)) → 0. Entonces µ
es una medida en las σ-a´lgebras de Borel de (X, d) y (X, d∗) y µ(X) = 1.
Demostracio´n. Dado n ∈ N, como St(Cn, Γ˜m+1) ⊆ St(Cn, Γ˜m), por la conti-
nuidad de µ tenemos que µ(St(Cn, Γ˜m))→ µ(
⋂
m∈N St(Cn, Γ˜m)).
Por otra parte,
µ(St(Cn, Γ˜m)) =
∑
U˜∗xm⊆St(Cn,Γ˜m)
ω˜(U˜∗xm) =
∑
U∗xm⊆St(Cn,Γm)
ω(U∗xm) = ω(St(Cn,Γm))
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Por hipo´tesis ω(St(Cn,Γm)) → 0, de donde µ(St(Cn, Γ˜m)) → 0 y, por
tanto, µ(
⋂
m∈N St(Cn, Γ˜m)) = 0 para todo n ∈ N.
Finalmente, por el lema anterior es X˜\X ⊆ ⋃n∈N⋂m∈N St(Cn, Γ˜m), por lo
que µ(X˜\X) ≤ µ(⋃n∈N⋂m∈N St(Cn, Γ˜m)) ≤∑∞n=1 µ(⋂m∈N St(Cn, Γ˜m))) = 0.
Por tanto, µ(X˜ \X) = 0 y, por el Teorema 4.3.1, X es µ-medible y adema´s
µ(X) = 1, esto es, µ es una medida de probabilidad en las σ-a´lgebras de
Borel de (X, d) y (X, d∗).
No´tese que si A ∩ B = ∅ para cualquier par de elementos A,B ∈ Γn y
todo n entonces Cn = ∅ para todo n lo que implica que ω(St(Cn,Γm)) → 0
y, en consecuencia, en virtud del Teorema 4.3.5 queda probado el siguiente
Corolario 4.3.6. Sea Γ una estructura fractal Cantor completa en X de
forma que A∩B = ∅ para cualesquiera A,B ∈ Γn con A 6= B y para todo n,
entonces µ es una medida de probabilidad en X.
Observacio´n 4.3.7. No´tese que el corolario anterior generaliza el prime-
ro de los ejemplos presentados en la introduccio´n con objeto de ilustrar la
distribucio´n de masa entre conjuntos.
A partir del teorema recientemente probado puede obtenerse, adema´s, los
siguientes resultados:
Proposicio´n 4.3.8. Sea Γ una estructura fractal en X, entonces µ es una
extensio´n de ω si, y solo si µ(X˜ \X) = 0.
Demostracio´n. ⇐) Es bien sabido en virtud del Teorema 4.3.1.
⇒) tenemos que distinguir dos casos dependiendo de las estructuras con
respecto a las cuales estemos suponiendo que µ es una extensio´n de ω:
Supongamos que µ(U∗xn) = ω(U
∗
xn). Podemos escribir X =
⋃
x∈X U
∗
x1
donde
⋃
x∈X U
∗
x1 hace referencia al conjunto {
⋃
Ux1 : U
∗
x1 ∈ G1 con x ∈
X}. Luego, µ(X) = µ(⋃x∈X U∗x1) = ∑µ(U∗x1) = ∑ω(U∗x1) = 1.
Supongamos que µ(A) = ω(A), para todo A ∈ Γn. Por una parte,
podemos escribir A ∪ B = i1(A) ∪ i1(B) ∪ U∗x11 ∪ . . . ∪ U∗xn1, donde
xi ∈ C1, lo que implica que µ(A ∪ B) = µ(i1(A)) + µ(i1(B)). Puesto
que µ(A) = ω(A) para todo A ∈ Γn, se sigue que µ(A ∪ B) = µ(A) +
µ(B). Razonando por induccio´n se llega a que µ(A1 ∪ . . . ∪ An) =∑n
i=1 ω(Ai). Si tomamos l´ımite cuando n tiende a infinito, tenemos que∑n
i=1 ω(Ai)→
∑∞
i=1 ω(Ai) = 1. Adema´s, µ(A1∪. . .∪An)→ µ(
⋃∞
i=1Ai).
Por tanto, si juntamos las expresiones obtenidas: µ(A1 ∪ . . . ∪ An) →
µ(
⋃∞
i=1Ai) y µ(A1 ∪ . . . ∪ An)→ 1 concluimos que µ(X) = 1.
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En ambos casos tenemos que µ(X) = 1, por lo que µ(X˜ \X) = 0.
Corolario 4.3.9. Si X es bicompleto, entonces µ es una medida de proba-
bilidad en X.
Demostracio´n. Supongamos que X es bicompleto, entonces X = X˜. Ahora
bien, ya sabemos que µ(X˜) = 1 por lo que µ(X) = 1.
Una condicio´n necesaria para que µ sea una medida de probabilidad en
X queda recogida en el siguiente
Corolario 4.3.10. Supongamos que µ es una medida de probabilidad en X,
entonces ω(U∗xnn)→ 0 para toda sucesio´n decreciente U∗xnn con
⋂
U∗xnn = ∅.
Demostracio´n. Sea U∗xnn una sucesio´n decreciente de forma que
⋂
U∗xnn = ∅,
entonces U∗xn+1n = U
∗
xn, esto es, x˜ = (xn) ∈ X˜. De hecho, x˜ ∈
⋂
U˜∗xnn. Ahora
bien, como U∗xnn es decreciente, su l´ımite es
⋂
U∗xnn. El hecho de que µ sea
continua implica que l´ımµ(U∗xnn) = µ(
⋂
U∗xnn) = µ({x˜}) = 0 ya que µ es una
medida en X.
4.4. Ejemplos
En esta seccio´n introducimos algunos ejemplos de construccio´n de dife-
rentes medidas en espacios con diferentes estructuras fractales de acuerdo
con los estudios llevados a cabo en las secciones anteriores.
Con este propo´sito, vamos a mostrar dos posibles construcciones depen-
diendo de la informacio´n de la que partimos para obtener la medida.
4.4.1. Obtencio´n de una medida a partir de una varia-
ble aleatoria conocida
A continuacio´n proporcionamos un me´todo con el objetivo de obtener, en
dos situaciones diferentes, una estructura fractal, Γ, y una premedida ω de
forma que dicha premedida coincida con la recientemente construida medida
µ, la cual va a estar generada por una variable aleatoria continua y su funcio´n
de distribucio´n de probabilidad correspondiente.
Ejemplo 4.4.1. La estructura fractal natural en el espacio eucl´ıdeo R es la
definida como la familia numerable de recubrimientos Γ = {Γn : n ∈ N},
donde Γn = {[ k2n−1 , k+12n−1 ] : k ∈ Z}, para todo n ∈ N.
Definimos, para esta estructura fractal, ω(A) = ω([a, b]) = F (b) − F (a),
para cada A ∈ Γn y cada n ∈ N. Esto nos proporciona una medida en X de
acuerdo con la construccio´n llevada a cabo previamente.
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...
Figura 4.1: Primeros tres niveles de la estructura fractal natural en R
Vamos a probar que, en efecto, la medida µ obtenida a partir de la pre-
medida ω siguiendo la construccio´n previa es una medida de probabilidad en
X.
No´tese que si definimos C˜n =
⋂
m St(Cn, Γ˜m), dicho conjunto es nume-
rable. En virtud del Lema 4.3.3, X˜ \ X ⊆ ⋃n C˜n, y como dicha unio´n en
numerable y µ es una medida y, por tanto, subaditiva, es µ(X˜ \X) = 0 de
donde se sigue que µ(X) = 1 que es lo que busca´bamos.
Ejemplo 4.4.2. (R,Γ) donde Γ es una estructura fractal cuyos niveles se
definen como Γn = {] −∞,−n]} ∪ {[ k2n−1 , k+12n−1 ] : k = −n2n−1, . . . , n2n−1 −
1} ∪ {[n,+∞[}.
...
Figura 4.2: Tres primeros niveles de la estructura fractal Γ en R
Definimos ω(A) = ω([a, b]) = F (b) − F (a), para todo A ∈ Γn y todo
n ∈ N donde F es la funcio´n de distribucio´n de probabilidad de una variable
aleatoria de tipo continuo.
Vamos a probar que, en efecto, la medida µ obtenida a partir de la pre-
medida ω es, en efecto, una medida de probabilidad es ana´loga a la llevaba
a cabo para el ejemplo anterior.
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Adema´s, podemos definir una estructura fractal, ∆, en X a partir de una
estructura fractal finita, Γ, en [0, 1] de forma que ω(A) sea uniforme para
cada A ∈ ∆n y cada n ∈ N.
A continuacio´n mostramos co´mo construir la estructura fractal ∆ en R
a partir de la estructura fractal natural en [0, 1] y una variable aleatoria
conocida.
Sea F : R → [0, 1] la funcio´n de distribucio´n de probabilidad de una va-
riable aleatoria continua X y consideremos ([0, 1],Γ) donde Γ es la estructura
fractal natural. Los niveles de la nueva estructura fractal, ∆, se determinan
a partir de ∆ como sigue: ∆n = {F−1(A) : A ∈ Γn}, para todo n ∈ N.
Sea B ⊆ R, es claro que podemos escribir B = [F−1 ( k
2n
)
, F−1
(
k+1
2n
)]
=
F−1
([
k
2n
, k+1
2n
])
y, por tanto, ω(B) = 1
2n
para cada nivel n de la estructura
fractal ∆.
Al igual que para los ejemplos anteriores y de manera ana´loga se puede
probar que µ obtenida a partir de ω es una medida de probabilidad en X.
Por otro lado, de manera ana´loga al ejemplo anterior se puede justificar
que µ(X˜ \X) = 0 de donde, en virtud del Teorema 4.3.1 se tiene que µ(X) =
1, es decir, µ es una medida de probabilidad en X.
Ejemplo 4.4.3. Consideremos la variable aleatoria X ∼ ε(1). Su funcio´n
de distribucio´n de probabilidad es F → [0, 1] dada por
FX(x) =

0 x < 0
1− e−x x ≥ 0
Si consideramos la estructura fractal natural en [0, 1], entonces los ele-
mentos de los primeros niveles de la estructura fractal ∆ cuyos niveles ∆n =
{F−1(A) : A ∈ Γn} son:
∆1 = {F−1
([
0, 1
2
])
,
([
1
2
, 1
])} = {]−∞, ln2], [ln2,+∞[}
∆2 = {]−∞, ln43 ], [ln43 , ln2], [ln2, ln4], [ln4,+∞[}
...
Por ello, ω(A) = 1
2n
, para todo A ∈ ∆n y todo n ∈ N.
4.4.2. Obtencio´n de una medida a partir de una defi-
nicio´n uniforme de ω
La idea llevada a cabo en esta subseccio´n consiste en definir una preme-
dida ω a partir de una estructura fractal finita Γ de forma que ω(A) tenga
un valor uniforme para cada A ∈ Γ y para cada nivel n.
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Por un lado, vamos a definir una medida en X. Para el primer nivel
escribimos ω(A) = 1
#Γ1
, para todo A ∈ Γ1 donde #A denota el cardinal de
A. Sea ahora A ∈ Γ2 con A ⊆ B ∈ Γ1, podemos definir ω(A) = ω(B)#{C∈Γ2:C⊆B}
con el objetivo de asegurar que todos los elementos de B tengan asignada la
misma premedida. Ana´logamente, sean A ∈ Γn+1 y B ∈ Γn tales que A ⊆ B,
entonces ω(A) = ω(B)
#{C∈Γn+1:C⊆B} .
En otras palabras, la masa de A ∈ Γn ha sido distribuida entre sus sub-
conjuntos de Γn+1 de manera uniforme.
Ejemplo 4.4.4. Sea X el tria´ngulo de Sierpinski y f1, f2, f3 : X → X las
similaridades que definen dicho fractal.
Dado que estamos tratando con un sistema de funciones iteradas que no
se solapan compuesto por 3 similaridades con factores de contraccio´n c1 =
1
2
, c2 =
1
2
, c3 =
1
2
, entonces la dimensio´n fractal s de dicha figura satisface la
ecuacio´n cs1 + c
s
2 + c
s
3 = 1, esto es, s =
ln3
ln2
.
Por tanto ω(fi1 ◦ . . . ◦ fin(X)) = csi1 . . . csin.
Luego, tenemos una distribucio´n uniforme de ω de acuerdo con la cons-
truccio´n anterior:
ω(f1(X)) = ω(f2(X)) = ω(f3(X)) =
(
1
2
)s
=
1
3
ω(f11(X)) = ω(f12(X)) = . . . = ω(f32(X)) = ω(f33(X)) =
(
1
2
)s(
1
2
)s
=
1
9
...
Por otro lado definimos una medida en X˜ usando los conjuntos U∗xn. La
idea es similar a la anterior. Podemos escribir ω(U∗x1) =
1
#G1
, para todo x ∈ R.
Ahora bien, para el segundo nivel ω(U∗x2) =
ω(U∗x1)
#{U∗x2∈G2:U∗x2⊆U∗x1} . Ana´logamente,
sean U∗xn+1 ∈ Gn+1 y U∗xn ∈ Gn entonces ω(U∗xn+1) = ω(U
∗
xn)
#{U∗xn+1∈Gn+1:U∗xn+1⊆U∗xn} .
Ejemplo 4.4.5. Consideremos ([0, 1],Γ) donde Γ es la estructura fractal
natural. De acuerdo con la construccio´n anterior ω se distribuye como sigue:
Dado que G1 = {U∗1
2
1
, U∗01, U
∗
11}, ω(U∗x1) = 13 para todo x ∈ [0, 1].
De la misma forma, ω(U∗x2) =
1
9
para todo x ∈ [0, 1] \ {1
2
} y ω(U∗1
2
2
) = 1
3
.
ω(U∗x3) =
1
27
para todo x ∈ [0, 1] \ {1
2
, 1
4
, 3
4
}, ω(U∗1
2
2
) = 1
3
y ω(U∗1
4
3
) =
ω(U∗3
4
3
) = 1
9
.
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...
Puede verse la distribucio´n de masa llevaba a cabo de manera gra´fica en
la Figura 4.3.
No´tese que la masa queda distribu´ıda entre los puntos de la forma k
2n
, para
todo k = 1, . . . , 2n−1. De hecho, µ({ k
2n
: k ∈ {1, . . . , 2n−1}) = ∑2n−1i=1 ω( i2n ).
Luego, la medida de X puede escribirse como µ(X) = µ(
⋃
n{ k2n : k =
1, . . . , 2n − 1}) = ∑∞i=1 2i−13i = 1 siendo, por tanto, µ una medida de pro-
babilidad discreta en X.
(a) Distribucio´n para el primer nivel, Γ1
(b) Distribucio´n para el segundo nivel, Γ2
(c) Distribucio´n para el tercer nivel, Γ3
Figura 4.3: Distribucio´n de masa uniforme por niveles
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Obse´rvese que una distribucio´n similar de la masa se lleva a cabo pa-
ra definir cascadas multiplicativas, como puede verse en en Cap´ıtulo 1 del
trabajo.
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Cap´ıtulo 5
Funcio´n de distribucio´n
5.1. Definicio´n de la funcio´n de distribucio´n
En esta seccio´n se pretende definir una funcio´n de distribucio´n a partir
de una medida µ definida sobre la completacio´n de X. Posteriormente, este
concepto se trasladara´ a una funcio´n de distribucio´n que vendra´ dada en
te´rminos de la medida construida en el cap´ıtulo anterior.
Previamente a ponernos manos a la obra con la definicio´n de dicha funcio´n
no´tese que cada punto x ∈ X˜ puede escribirse como una sucesio´n, xw1...wn... de
forma que U˜∗xn = U˜
∗
xw1...wn...n
. Consideremos el siguiente orden en X˜: x ≤ y si,
y solo si w1 . . . wk . . . ≤ u1 . . . uk . . . para todo k donde estamos considerando
el orden lexicogra´fico, esto es, x ≤ y si, y solo si w1 < u1 o w1 = u1∧w2 < u2
o . . .. En definitiva:
Definicio´n 5.1.1. Podemos enumerar G1 = {g1, g2, . . .}. A continuacio´n
enumeramos G2 de forma que gi = gi1 ∪ gi2 ∪ · · · para cada gi ∈ G1, y
definimos el orden lexicogra´fico en G2.
Dicho orden induce un orden en X˜ dado por x ≤ y si, y solo si U˜∗xn ≤ U˜∗yn
para todo n ∈ N.
Una vez considerado un orden en X˜ procedemos a la definicio´n de la
funcio´n de distribucio´n en X˜ para una medida µ:
Definicio´n 5.1.2. La funcio´n de distribucio´n de una medida de probabilidad
µ sobre X˜ es F : X˜ → [0, 1] definida como F (x) = µ(≤ x), donde ≤ x =
{y ∈ X˜ : y ≤ x}.
Adema´s, necesitamos introducir el concepto de l´ımite cuando x → ∞
partiendo del orden definido en X˜ con objeto de ilustrar algunas propiedades
de F posteriormente.
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Definicio´n 5.1.3. Sea F : X˜ → [0, 1], diremos que l´ımx→∞ F (x) = 1 si para
todo ε > 0 y todo x ∈ X˜ existe y ∈ X˜ de forma que y ≥ x y, adema´s,
1− F (y) < ε.
Las propiedades que verifica F quedan recogidas en la siguiente proposi-
cio´n.
Proposicio´n 5.1.4. Sea F una funcio´n de distribucio´n sobre X˜ asociada a
una medida µ, entonces se verifican:
1. F es mono´tona no decreciente.
2. F es continua a la derecha con respecto a la topolog´ıa τd∗.
3. l´ımx→∞ F (x) = 1.
Demostracio´n. 1. Este hecho es obvio si tenemos en cuenta la monoton´ıa
de µ la cual se desprende del hecho de que µ sea una medida.
2. Con objeto de probar la continuidad a la derecha de F sea xn una
sucesio´n de puntos de X˜ convergente a x en la topolog´ıa τd∗ con xn ≥ x
para todo n. Veamos pues que F (xn)→ F (x).
Sea z ≤ xn para todo n, vamos a probar que entonces z ≤ x. En efecto,
sea m ∈ N, entonces de la convergencia de la sucesio´n xn a x en la
topolog´ıa τd∗ se sigue la existencia de n0 ∈ N de forma que xn ∈ U˜∗xm,
para todo n ≥ n0, lo que implica que U˜∗xm = U˜∗xnm, para todo n ≥ n0.
Ahora bien, como z ≤ xn, se llega a que U˜∗zm ≤ U˜∗xm de donde z ≤ x.
Como el hecho de que z ≤ xn implica que z ≤ x, podemos afirmar
que
⋂
n(≤ xn) =≤ x. Adema´s, ≤ xn es una sucesio´n mono´tona decre-
ciente por lo que ≤ xn →
⋂
n(≤ xn) =≤ x. Por tanto, en virtud de la
continuidad de la medida µ, se tiene que µ(≤ xn) → µ(≤ x), esto es,
F (xn)→ F (x).
3. Con objeto de probarlo vamos a distinguir dos casos dependiendo de si
existe el ma´ximo de X˜ o no:
a) Existe ma´x X˜. En este caso F (ma´x X˜) = µ(X˜) = 1, lo que implica
que l´ımx→∞ F (x) = 1. En efecto, sean ε > 0 y x ∈ X˜, entonces
ma´x X˜ ≥ x y 1−ε < F (ma´x X˜). Por consiguiente l´ımx→∞ F (x) =
1.
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b) Supongamos que no existe ma´x X˜, entonces es porque o bien G1
es finito o bien existe un n tal que el u´ltimo elemento de Gi se
descompone en una unio´n finita de elementos en Gi+1, para todo
i < n− 1, pero el u´ltimo elemento de Gn−1 se descompone en una
unio´n infinita de elementos en Gn entonces Gn puede escribirse
como Gn = {g..., . . . , gw1, gw2, . . .} donde gω denota el u´ltimo ele-
mento de Gn−1. Si gwi = U˜∗xin, entonces se tiene que
⋃
(≤ xi) = X˜.
Ahora bien, dado que ≤ xi es una sucesio´n mono´tona creciente, es
≤ xi →
⋃
(≤ xi) = X˜. Por la continuidad de la medida µ se llega
a que µ(≤ xi) → µ(X˜) = 1. Aplicando el razonamiento llevado a
cabo en el apartado anterior se concluye que l´ımx→∞ F (x) = 1.
Definicio´n 5.1.5. Definimos la funcio´n h+n (x) : X˜ → [0, 1] como la dada por
h+n (x) =
∑{ω˜(g) : g ∈ Gn; g ≤ U˜∗xn} para todo n ∈ N. Tambie´n definimos
h−n : X˜ → [0, 1] como la dada por h−n (x) =
∑{ω˜(g) : g ∈ Gn; g < U˜∗xn} para
todo n ∈ N.
Lema 5.1.6. l´ımh+n (x) = l´ımh
−
n (x) + µ({x}).
Demostracio´n. Es claro, teniendo en cuenta la definicio´n de h+n y h
−
n , que
h+n (x) = h
−
n (x)+ ω˜(U˜
∗
xn), para todo n ∈ N y todo x ∈ X˜. Por tanto, tomando
l´ımites en la igualdad anterior tenemos que l´ımh+n (x) = l´ımh
−
n (x)+µ({x}) ya
que {x} = ⋂ U˜∗xn por el hecho de ser X T0 con la topolog´ıa τd (recue´rdese que
se indico´ dicha suposicio´n al comienzo del Cap´ıtulo 4) y µ({x}) = l´ım ω˜(U˜∗xn).
A continuacio´n se presenta la descripcio´n de la funcio´n de distribucio´n que
surge de considerar como medida la construida en el cap´ıtulo anterior, a la
cual nos referiremos como µΓ. En este contexto, el siguiente teorema muestra
que es posible calcular la funcio´n de distribucio´n evaluada en cualquier punto
a partir de la premedida de la que se parte.
Teorema 5.1.7. La funcio´n de distribucio´n asociada a la medida µΓ, Fµ, se
puede calcular como Fµ(x) = l´ımh
+
n (x), donde h
+
n (x) : X˜ → [0, 1] es la dada
por h+n (x) =
∑{ω˜(g) : g ∈ Gn; g ≤ U˜∗xn} para todo n ∈ N.
Demostracio´n. Obse´rvese que 0 ≤ h+n+1(x) ≤ h+n (x) para todo n y todo
x ∈ X˜, de donde se sigue la existencia del l´ımite de h+n (x), ya que h+n (x) es
una sucesio´n decreciente acotada inferiormente.
Vamos a probar este resultado denotando por µ a la medida µΓ y por
F a la funcio´n de distribucio´n Fµ. Hemos de comprobar que µ(≤ x) =
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l´ımh+n (x). Por una parte, sabemos que l´ımh
+
n (x) = l´ım
∑{ω˜(g) : g ∈ Gn; g ≤
U˜∗xn} = l´ım
∑
u≤x µ(U
∗
un) = l´ımµ(
⋃
u≤x U
∗
un). Ahora bien, es claro que ≤ x ⊆⋃
u≤x U
∗
un para todo n. Por la monoton´ıa de la medida µ se tiene entonces
que µ(≤ x) ≤ µ(⋃u≤x U∗un) para todo n. Si tomamos l´ımites se obtiene µ(≤
x) ≤ l´ımµ(⋃u≤x U∗un) = l´ımh+n (x), de donde F (x) = µ(≤ x) ≤ l´ımh+n (x).
Por otro lado, probemos que l´ımh+n (x) ≤ µ(≤ x). Obse´rvese que {x} ∪⋃
u<x U
∗
un ⊆≤ x. Por consiguiente, µ({x}) + µ(
⋃
u<x U
∗
un) ≤ µ(≤ x), es-
to es, µ({x}) + h−n (x) ≤ µ(≤ x). Si tomamos l´ımites, en virtud del Lema
5.1.6, podemos escribir µ({x}) + l´ımh+n (x) − µ({x}) ≤ µ(≤ x) y, por ello,
l´ımh+n (x) ≤ µ(≤ x).
As´ı, F (x) = l´ımh+n (x).
Proposicio´n 5.1.8. F (x) = l´ımh−n (x) + µ({x}).
Demostracio´n. La demostracio´n es inmediata. Se sigue a partir del Lema
5.1.6 y el Teorema 5.1.7.
Observacio´n 5.1.9. Por cuestio´n de notacio´n aclararemos que, a partir de
ahora, nos referiremos a la funcio´n de distribucio´n asociada a µΓ como Fµ o,
alternativamente, como Fω. Tambie´n emplearemos la identificacio´n F ≡ Fµ
en caso de que no quepa lugar a duda en cuanto a la medida µ se refiere.
Observacio´n 5.1.10. No´tese que si definimos la funcio´n h+n sobre los puntos
de X, entonces e´sta queda como h+n (x) =
∑{ω˜(g) : g ∈ Gn; g ≤ U˜∗xn} =∑{ω(g) : g ∈ Gn; g ≤ U∗xn}, para todo n ∈ N.
En vista de la observacio´n anterior surge la siguiente:
Observacio´n 5.1.11. El Teorema 5.1.7 resulta de gran importancia en el
contexto en el que estamos trabajando ya que nos proporciona una forma de
calcular el valor de una funcio´n de distribucio´n en un punto de la comple-
tacio´n X˜, e incluso nos permite obtener el valor de la misma en un punto
cualquier de X, en ambos casos exclusivamente a trave´s de la premedida de
la que se parte. En el primero de los casos se parte de ω˜ y en el segundo de
ω˜ o de ω.
La siguiente proposicio´n nos proporciona una condicio´n necesaria para
que la funcio´n de distribucio´n de la medida construida en la seccio´n anterior
sea continua.
Proposicio´n 5.1.12. Si ω˜(U˜xw1...wnn) → 0 para todo ω = (ω1, ω2, . . .), en-
tonces Fµ es continua en la topolog´ıa τd˜∗.
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Demostracio´n. Supongamos que ω˜(U˜∗xw1...wnn) → 0 cuando n → ∞. Sea
xn
τd∗→ x, entonces para todo m ∈ N existe n0(m) ∈ N tal que xn ∈ U˜∗xm
para todo n ≥ n0(m) lo que implica que F (xn), F (x) ∈ [h−m(x), h+m(x)] y, en
consecuencia, |F (xn)−F (x)| ≤ ω(U∗xm). Por la suposicio´n hecha, si tomamos
l´ımite cuando m → ∞, se tiene que |F (xn) − F (x)| → 0 lo que supone que
F sea continua.
Lo siguiente es definir una premedida a partir de una funcio´n que verifique
las propiedades recogidas en la Proposicio´n 5.1.4, premedida que, a posteriori,
nos proporcionara´ una funcio´n de distribucio´n que coincidira´ con la funcio´n
de partida.
Definicio´n 5.1.13. Sea Γ una estructura fractal y sea F : X˜ → [0, 1] una
funcio´n mono´tona no decreciente, continua a la derecha en la topolog´ıa τd∗
de forma que l´ımx→∞ F (x) = 1. Definimos la premedida ωF como ωF (U∗xn) =
supF (U˜∗xn) − supF (
⋃{U˜∗yn : U˜∗yn ∈ Gn; U˜∗yn < U˜∗xn}) con el convenio de que
supF (∅) = 0.
Teorema 5.1.14. Sea F : X˜ → [0, 1] una funcio´n mono´tona no decreciente,
continua a la derecha en la topolog´ıa τd∗ de forma que l´ımx→∞ F (x) = 1.
Entonces ωF : G → [0, 1] verifica las condiciones de distribucio´n de masa
y F = FωF . En particular, F es la funcio´n de distribucio´n de una medida
definida en X˜.
Demostracio´n. Vamos a probar, en primer lugar, que ωF verifica las condi-
ciones de distribucio´n de masa. Con dicho propo´sito vamos a distinguir dos
casos dependiendo de si Gn es finito o no:
1.
∑
ρ1(x)∈G1 ω(U
∗
x1) = 1.
Supongamos que G1 es infinito. Obse´rvese que
∑
ρ1(x)∈G1 ω(U
∗
x1) =
1 si, y solo si
∑k ω(U∗xi1) = supF (U˜∗xk1) → 1 cuando k → ∞.
No´tese que xk → ∞. Sea ε > 0, entonces existe n0 ∈ N de forma
que xn0 ≥ xk y 1 − ε < F (xn0) (donde hemos tenido en cuenta
que el hecho de que x → ∞ implica que F (x) → 1). Sea ahora
n ≥ n0, entonces 1− ε < F (xn0) ≤ F (xn) ya que F es mono´tona
no decreciente y xi < xi+1 para todo i. Por tanto, 1−ε < F (xn) ≤
supF (U˜∗xn1) lo que significa que supF (U˜
∗
xn1)→ 1.
Supongamos que G1 es finito, entonces podremos escribir G1 =
{ρ1(x1), . . . , ρ1(xk)}. En este caso, la suma
∑
i ω(U
∗
xi1
) es finita
por lo que nuestro objetivo es probar que supF (U˜∗xk1) = 1. Con
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dicho propo´sito vamos a distinguir dos casos dependiendo de si
existe el u´ltimo elemento de Gn para cada n:
 Supongamos que existe el u´ltimo elemento de Gn para cada n.
En este caso, existe ma´x X˜ lo que implica que F (ma´x X˜) = 1.
Adema´s, F (ma´x X˜) = supF (U∗xk1) = 1.
 Supongamos que Gn no posee un u´ltimo elemento pero Gn−1
s´ı. Esto implica que el u´ltimo elemento de Gn−1 puede divi-
dirse en una cantidad numerable de elementos de Gn. Ahora
podemos probar que supF (Uxkn) → 1 de manera ana´loga al
caso en que G1 es infinito.
2. ω(ρn(x)) =
∑
ρn+1(y)∈Gn+1,ρn(y)=ρn(x) ω(ρn+1(y)) para todo n ∈ N y todo
ρn(x) ∈ Gn.
Supongamos queGn+1 es finito. Se tiene entonces que supF (U˜
∗
xn)−
supF (anterior U˜∗xn) = ω(U
∗
xn). Ve´amoslo:
Sea ρn(x) ∈ Gn, entonces U˜∗xn = U˜∗xw1...wnn =
⋃k
i=1 U˜
∗
xw1...wnin+1
, es-
to es, U˜∗xn queda dividido en k elementos. Por tanto, podemos escri-
bir supF (U˜∗xn) = supF (
⋃k
i=1 U˜
∗
xw1...wnin+1
) = supF (U˜∗xw1...wnkn+1).
De la misma forma, si consideramos el elemento anterior a ρn(x) en
Gn, podremos escribirlo como U˜
∗
xu1...unn
=
⋃m
i=1 U˜
∗
xu1...unin+1
por lo
que supF (anterior U∗xn) = supF (U˜
∗
xu1...unmn+1
). Se concluye pues,
que
∑
ρn+1(y)∈Gn+1,ρn(y)=ρn(x) ω(ρn+1(y)) = supF (U˜
∗
xw1...wnkn+1
) −
supF (U˜∗xu1...unmn+1) = supF (U˜
∗
xn)−supF (
⋃{U˜∗yn : U˜∗yn ∈ Gn; U˜∗yn <
U˜∗xn}) = ω(U∗xn).
Supongamos que Gn+1 no es finito (pero Gn s´ı lo es), entonces
existe un elemento en Gn que puede subdividirse en una canti-
dad numerable de elementos de Gn+1. Pongamos que U
∗
xn puede
dividirse en un nu´mero numerable de elementos. Distingamos dos
casos dependiendo de la finitud del conjunto de elementos de Gn+1
contenidos en Gn:
 Si U∗xn descompone en una cantidad finita de elementos de
Gn+1, entonces basta aplicar el razonamiento seguido en el
caso en el que Gn+1 es finito para obtener que ω(U
∗
xn) =∑
ρn+1(y)∈Gn+1,ρn(y)=ρn(x) ω(ρn+1(y)).
 Si U∗xn descompone en una cantidad infinita de elementos de
Gn+1, entonces
∑
ρn+1(y)∈Gn+1,ρn(y)=ρn(x) ω(ρn+1(y)) = ω(ρn(x))
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si, y solo si para k → ∞ se tiene que ∑k ω(Uxw1...wnin+1) =
supF (U˜xw1...wnkn+1)−supF (
⋃
y<xw1...wn1
U˜∗yn+1)→ supF (U˜∗xn)−
supF (
⋃
y<x U˜
∗
yn), donde x = xw1...wn . Debido al hecho de que
supF (
⋃
y<xw1...wn1
U˜∗yn+1) = supF (
⋃
y<x U˜
∗
yn), el problema se
reduce a probar que supF (U˜xw1...wnkn+1) → supF (U˜∗xn) para
k → ∞ lo cual puede justificarse de manera ana´loga a co´mo
se probo´ la primera de las condiciones de la premedida para
el caso en que G1 es infinito.
Probemos ahora la siguiente afirmacio´n, la cual nos es crucial de cara a
la demostracio´n de la parte restante del teorema:
Afirmacio´n 5.1.15. Bajo las condiciones dadas para F se tiene que l´ımh+n (x) =
supF (U˜∗xn).
Demostracio´n. Es suficiente probar que
∑
u≤x ω˜(U˜
∗
un) = supF (U˜
∗
xn). Si tene-
mos en cuenta las condiciones de distribucio´n de masa, podemos escribir la su-
ma
∑
u≤x ω˜(U˜
∗
un) como la que sigue
∑
u1<x
ω˜(U˜∗u11)+
∑
U˜∗u22⊆U˜
∗
x1;u2<x
ω˜(U˜∗u22)+
. . .+
∑
U˜∗unn⊆U˜∗xn−1;un≤x ω˜(U˜
∗
unn). Ahora bien, obse´rvese que la primera de las
sumas de la igualdad anterior queda como el supremo de F aplicada al u´ltimo
elemento de G1 que aparece en la suma ya que, por convenio, hemos tomado
que supF (∅) = 0. Por su parte, la segunda suma sera´ igual al supremo de
F aplicada al u´ltimo elemento de G2 que aparece en la suma menos el su-
premo de F aplicada a la unio´n de todos los anteriores al primer elemento
de G2 que aparece en la suma. Sin embargo, e´ste u´ltimo supremo coincide
con el supremo de F aplicada al u´ltimo elemento de G1 que aparece en la
suma por lo que dichos te´rminos se cancelan. As´ı, aplicando dicho razona-
miento reiteradamente, se llega a que
∑
u≤x ω˜(U˜
∗
un) = supF (U˜
∗
xn) que es lo
que busca´bamos.
Finalmente vamos a probar que FωF = F .
≤) No´tese que F (x) ∈ [supF (⋃{U˜∗yn : U˜∗yn ∈ Gn; U˜∗yn < U˜∗xn}), supF (U˜∗xn)],
por lo que F (x) ≤ supF (U˜∗xn), es decir, F (x) ≤ h+n (x) por la Afirmacio´n
5.1.15 de donde, tomando l´ımites, tenemos que F (x) ≤ FωF (x).
≥) Sea ε > 0 y n ∈ N, existe un elemento del conjunto F (U˜∗xn) que es
mayor o igual que F (U˜∗xn) − ε, es decir, existe xn ∈ U˜∗xn con xn ≥ x de
forma que F (xn) ≥ supF (U˜∗xn) − ε, de donde xn
τd∗→ x. Ahora bien, dado
que F es continua a la derecha, se tiene que F (xn) → F (x). Adema´s, como
F (xn) ≥ supF (U˜∗xn)−ε o, equivalentemente, F (xn) ≥ h+n (x)−ε en virtud de
la Afirmacio´n 5.1.15, tomando l´ımites, se llega a que F (x) ≥ FωF (x)−ε. Dado
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que la u´ltima desigualdad la tenemos para todo ε > 0, podemos concluir que
F (x) ≥ FωF (x).
En otras palabras, cualquier medida sobre X˜ nos define una funcio´n de
distribucio´n y rec´ıprocamente, toda funcio´n de distribucio´n nos proporciona
una medida, es decir, ambas se determinan biun´ıvocamente. Adema´s, la u´lti-
ma medida puede ser construida siguiendo el procedimiento detallado en el
cap´ıtulo anterior. Con lo cual, cualquier medida que se defina sobre X˜ va a
poder construirse segu´n el procedimiento seguido en el cap´ıtulo anterior.
5.2. Generacio´n de muestras
En esta seccio´n mostraremos como generar una muestra aleatoria para
una medida de probabilidad µ definida segu´n la construccio´n de una de las
secciones anteriores. En cualquier caso, tendremos una funcio´n ω definida en
G y ω˜ definida en G˜. Supondremos, adema´s, que la familia G es numerable
(lo que es equivalente a que (X, d∗) sea separable).
Empecemos con G1 y pongamos G1 = {U∗x11, U∗x21, . . .}. Ahora escribamos
G2 = {U∗x112, U∗x122, . . . , U∗x212, U∗x222, . . . , }, donde U∗x11 = U∗x112 ∪ U∗x122 ∪ · · · ;
U∗x21 = U
∗
x212
∪ U∗x222 ∪ · · · , etce´tera. As´ı, en general, podemos escribir Gn =
{U∗xw1...wnn} verificando U∗xw1...wnn ⊆ U∗xw1...wn−1 ,n−1. Consideremos el orden
lexicogra´fico, esto es, w ≤ u⇔ w1 < u1 o w1 = u1 ∧ w2 < u2 o . . .
Definamos ahora f : [0, 1]→ X˜ como sigue:
Sea x ∈ [0, 1[, entonces existe una u´nica sucesio´n (wn) de forma que
ω(U∗xw1...wnn) > 0 y x ∈ [
∑
u<w1···wn ω(U
∗
xun),
∑
u≤w1···wn ω(U
∗
xun)[ para todo
n ∈ N. Obse´rvese que definiendo xn = xw1···wn para cada n ∈ N se sigue por la
construccio´n que U∗xn+1,n+1 ⊆ U∗xnn y, por tanto (ρn(xn))n∈N ∈ X˜. Sea f(x) =
(ρn(xn))n∈N. La definicio´n de f(1) no es demasiado relevante y solo puede
hacerse en el caso en que Γ sea finita. Una manera de definirla es considerar
la u´nica sucesio´n (wn) tal que ω(U
∗
xw1···wnn
) > 0 y 1 =
∑
u≤w1···wn ω(U
∗
xun), y
definir f(1) ana´logamente al caso anterior.
De la misma definicio´n de f podemos deducir fa´cilmente que f−1(U˜∗xwn) =
[
∑
u<w1···wn ω(U
∗
xun),
∑
u≤w1···wn ω(U
∗
xun)[ para todo x ∈ X˜ con ω˜(U˜∗xwn) > 0
y w = w1 · · ·wn y f−1(U˜∗xwn) = ∅ para cada x ∈ X˜ con ω˜(U˜∗xwn) = 0 y
w = w1 · · ·wn. Adema´s, si l es la medida de Lebesgue, no´tese que f−1(U˜∗xwn)
es medible (con respecto a la σ-a´lgebra de Borel de [0, 1]) y l(f−1(U˜∗xwn)) =
ω(U∗xwn) = ω˜(U˜
∗
xwn) = µ(U˜
∗
xwn).
Proposicio´n 5.2.1. f es medible con respecto a las σ-a´lgebras de Borel de
[0, 1] y (X˜, d˜∗).
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Demostracio´n. Sea S = σ(A) donde A = {U˜∗n(F ) : F ⊆ X˜, n ∈ N}, al igual
que en la prueba de la Proposicio´n 4.1.11. En la prueba de dicha proposicio´n
se demostro´ que S es la σ-a´lbebra de Borel de (X˜, d˜∗). Con el objetivo de
probar que f es medible es suficiente demostrar que f−1(U˜∗n(F )) es medible
para cada F ⊆ X˜. Puesto que G es numerable por hipo´tesis, se sigue que
f−1(U˜∗n(F )) es la unio´n numerable de conjuntos de la forma f
−1(U˜∗xwn), y,
por tanto f−1(U˜∗n(F )) es medible. Concluimos que f es medible con respecto
a las σ-a´lgebras de Borel de [0, 1] y (X˜, d˜∗).
Probemos ahora que f es inyectiva.
Proposicio´n 5.2.2. Supongamos que ω(U˜xn)→ 0, para todo x ∈ X˜, enton-
ces f es inyectiva.
Demostracio´n. Sean x, y ∈ [0, 1] con f(x) = f(y), entonces existe una u´ni-
ca sucesio´n (wn) de manera que ω(U
∗
xw1···wnn
) > 0 y de forma que x ∈
[
∑
u<w1···wn ω(U
∗
xun),
∑
u≤w1···wn ω(U
∗
xun)[ para todo n ∈ N y existe otra u´nica
sucesio´n (vn) con ω(U
∗
xv1···vnn
) > 0 y x ∈ [∑u<1···vn ω(U∗xun),∑u≤v1···vn ω(U∗xun)[
para todo n ∈ N. Entonces f(x) = (ρn(xn))n∈N con xn = xw1···wn y f(y) =
(ρn(yn))n∈N con yn = xv1···vn . Se sigue que xn = yn para todo n ∈ N y por lo
tanto wn = vn para todo n ∈ N. Como las sucesiones (wn) y (vn) son u´nicas,
se tiene que x = y.
Proposicio´n 5.2.3. Sea µ la medida obtenida en la Seccio´n 4.3, entonces
µ(A) = l(f−1(A)) para todo conjunto de Borel A.
Demostracio´n. Por el Teorema 2.1.22 se sigue que ν definida como ν(A) =
l(f−1(A)) es una medida en la σ-a´lgebra de Borel de [0, 1]. Por los resultados
previos, ν(U˜∗xwn) = l(f
−1(U˜∗xwn)) = µ(U˜
∗
xwn) y por tanto, por la Proposicio´n
4.1.11 ν = µ en la σ-a´lgebra de Borel de (X˜, d˜∗).
Finalmente, si rn es una muestra en el espacio de probabilidad ([0, 1], l)
(esto es, una muestra uniforme en [0, 1]), entonces f(rn) es una muestra en
el espacio de probabilidad (X˜, d˜∗). Si µ es una medida de probabilidad en
X, entonces f(rn) pertenece a X con probabilidad uno. Esto nos permite
generar muestras aleatorias con respecto a la medida de probabilidad µ.
Observacio´n 5.2.4. Podemos tambie´n calcular integrales con respecto a µ
usando el Teorema 2.1.22, as´ı que para g : X → R,∫
g(x)dµ(x) =
∫
g(f(t))dt
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Cap´ıtulo 6
Aplicaciones
6.1. Generacio´n de muestras
En primer lugar, veremos co´mo obtener de manera pra´ctica los pesos
asociados a cada elemento de una estructura fractal considerada haciendo
uso de la funcio´n de distribucio´n de probabilidad de una variable aleatoria,
tal y como se detalla en la Seccio´n 5.1:
Consideremos la estructura fractal de tipo finito que ha sido descrita en
el Ejemplo 4.4.2. Con ayuda de un script en MATLAB vamos a generar una
muestra aleatoria de taman˜o m de una determinada distribucio´n, por ejemplo
N (0, 1).
Comenzamos generando m nu´meros aleatorios en [0, 1]. Dado un nivel
concreto de la estructura fractal escogida, determinamos cada uno de los
elementos que componen dicho nivel y hallamos el valor de ω correspondiente
a cada uno de ellos; ω(Ai) = ω([ai, bi]) = F (bi)− F (ai).
Realizamos una suma acumulativa de valores de ω(Ai) para 1 ≤ i ≤ ln
donde ln denota el nu´mero de elementos en el nivel n escogido. Hacemos
corresponder a cada uno de los nu´meros generados entre 0 y 1 el valor de un
representante en cada elemento de la estructura fractal segu´n el valor de ω
para cada elemento. Dicho representante sera´ un nu´mero aleatorio entre ai y
bi.
As´ı, aproximamos el valor de F evaluada en dicho representante por el
nu´mero aleatorio generado en [0, 1]. Veamos a trave´s de los esquemas pre-
sentados en la Figura 6.1 co´mo hacer corresponder a un nu´mero aleatorio en
[0, 1], al que denotaremos por x, su representante, al que denotaremos por
y, segu´n el proceso descrito previamente para el caso de los tres primeros
niveles de la estructura fractal:
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(a) Aproximacio´n para el primer nivel, Γ1
(b) Aproximacio´n para el segundo nivel, Γ2
(c) Aproximacio´n para el tercer nivel, Γ3
Figura 6.1: F (y) ≈ x segu´n el me´todo de generacio´n de muestras
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El co´digo implementado es el siguiente:
f unc t i on [ e l , w]= generac ion muest ras ( n ive l , fdp , m)
% Generacion de una muestra de m datos
A=elementos gamma ( n i v e l ) ;
e l=ze ro s (1 ,m) ;
fx=fdp ;
pesos=fx (A(2 , : ) )− fx (A( 1 , : ) ) ;
a=cumsum( pesos ) ;
w=rand (1 ,m) ;
f o r j =1:m
f o r i =1: l ength ( a)−1
i f (w( j )<a ( 1 ) )
e l 1=A( : , 1 ) ;
e l ( j )= e l 1 (1)+( e l 1 (2)− e l 1 ( 1 ) )* rand ( 1 , 1 ) ;
% Elegimos como rep r e s en tan t e un numero
% a l e a t o r i o ent r e e l 1 (1 ) y e l 1 ( 2 ) , F( e l )=x
e l s e i f ( a ( i )< w( j ) & w( j ) < a ( i +1))
e l 1=A( : , i +1);
e l ( j )= e l 1 (1)+( e l 1 (2)− e l 1 ( 1 ) )* rand ( 1 , 1 ) ;
% Elegimos como rep r e s en tan t e un numero
% a l e a t o r i o ent r e e l 1 (1 ) y e l 1 ( 2 ) , F( e l )=x
end
end
end
end
end
Una vez obtenidos m datos con sus respectivas ima´genes segu´n la funcio´n
de distribucio´n de probabilidad correspondiente, pasamos a realizar un his-
tograma normalizado para los datos generados. Consideremos el caso de una
variable aleatoria X ∼ N (0, 1); la distribucio´n de probabilidad ma´s famosa.
Si hacemos una representacio´n de dicho histograma junto con la funcio´n de
densidad de la misma variable aleatoria tendremos, considerando el se´ptimo
nivel de la estructura fractal, los resultados que ofrece la Figura 6.2.
A la vista esta´, de dichos gra´ficos, que a mayor taman˜o de la muestra
considerada mayor proximidad del histograma generado a la funcio´n de den-
sidad de la distribucio´n normal. As´ı pues, a mayor taman˜o de la muestra ma´s
fa´cil resulta ver co´mo los datos generados se ajustan a la distribucio´n de una
normal N (0, 1).
Cabe destacar que el proceso descrito anteriormente se asemeja bastante
al me´todo de la transformada inversa, procedimiento que, como es bien sabi-
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(a) m = 100 (b) m = 1000
(c) m = 10000 (d) m = 100000
Figura 6.2: Histogramas para el nivel 7
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do, consiste en la generacio´n de nu´meros aleatorios de cualquier distribucio´n
de probabilidad cuando es conocida la inversa de la funcio´n de distribucio´n
de probabilidad en cuestio´n.
Sin embargo, el nuevo me´todo introducido en esta seccio´n nos permite
ir ma´s alla´. Resulta que no solo nos permite generar una muestra de una
distribucio´n unidimensional, sino que extiende dicho procedimiento al caso
n-dimensional. Basta tomar como punto de partida una estructura fractal en
Rn y una definicio´n de ω de forma que la medida obtenida, µ, sea una medida
en Rn. En este sentido, y manteniendo la idea del ejemplo de generacio´n
de muestras desarrollado previamente para el caso unidimensional, podemos
definir una estructura fractal finita en Rn definida como producto cartesiano
de n estructuras fractales como la del Ejemplo 4.4.2. Con el fin de ilustrar
gra´ficamente los resultados nos cen˜iremos al caso bidimensional. En este caso,
dado un nivel n, ω(Ai) = ω({(x, y) ∈ R2 : ai ≤ x ≤ bi, ci ≤ y ≤ di}) =
F (bi, di) + F (ai, ci) − F (ai, di) − F (bi, ci), para todo A ∈ Γn y para todo
i = 1, . . . , (2nn+2)2. La prueba de que la medida µ que se construye a partir
de ω es una medida de probabilidad en R2 es ana´loga a la del ejemplo 4.4.2.
Una representacio´n gra´fica de los dos primeros niveles de esta estructura
fractal pueden observarse en la Figura 6.3.
(a) Γ1 (b) Γ2
Figura 6.3: Estructura fractal finita bidimensional
Vamos a generar una muestra aleatoria de taman˜o m para la distribucio´n
normal bidimensional cuya funcio´n de densidad sea:
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f(x, y) =
1
2pi
e−
1
2
(x2+y2), (x, y) ∈ R2 (6.1)
Si la escribimos de la forma
f(x) =
1
2pi
exp
{
−1
2
(x− µ)Σ−1(x− µ)T
}
,x = (x, y) ∈ R2
donde µ denota el vector de medias y Σ la matriz de covarianzas llegamos a
que en este caso ambos son, respectivamente,
(µX , µY ) = (0, 0), Σ =
(
σ2X σX,Y
σX,Y σ
2
Y
)
=
(
1 0
0 1
)
El script elementos gamma 2d.m nos permite obtener cada uno de los ele-
mentos que componen cierto nivel de la estructura fractal. A partir de ah´ı,
obtenemos la premedida asociada a cada uno de dichos elementos y realiza-
mos una suma acumulativa de valores ω(Ai) para 1 ≤ i ≤ n2n + 2. A cada
uno de los elementos generados en la muestra aleatoria considerada en [0, 1] le
hacemos corresponder el valor de un representante escogido como un nu´mero
aleatorio dentro del elemento Ai correspondiente. As´ı, el valor de la funcio´n
de distribucio´n bidimensional evaluada en dicho representante queda apro-
ximado por el nu´mero aleatorio generado en [0, 1]. El co´digo implementado
para ello es el siguiente:
f unc t i on [ e l , w]= generac ion muest ras 2d ( n ive l , fdp , m)
% Generacion de una muestra de m datos
% Como fdp hay que p a s a r l e @(x , y ) mvncdf ( [ x , y ] )
A=elementos gamma 2d ( n i v e l ) ;
% %e l=ze ro s (1 ,m) ;
fxy=fdp ;
pesos=ze ro s (1 , l ength (A( 1 , : ) ) ) ;
con=1;
f o r i =1: l ength (A( 1 , : ) )
pesos (1 , con)=fxy (A(2 , i ) ,A(4 , i ))+ fxy (A(1 , i ) ,A(3 , i ) )
−fxy (A(2 , i ) ,A(3 , i ))− fxy (A(1 , i ) ,A(4 , i ) ) ;
con=con+1;
end
pesos ;
a=cumsum( pesos ) ;
w=rand (1 ,m) ;
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e l=ze ro s (2 ,m) ;
f o r j =1:m
f o r i =1: l ength ( a)−1
i f (w( j )<a ( 1 ) )
e l 1=A( : , 1 ) ;
e l ( : , j )=[ e l 1 (1)+( e l 1 (2)− e l 1 ( 1 ) )* rand ( 1 , 1 ) ;
e l 1 (3)+( e l 1 (4)− e l 1 ( 3 ) )* rand ( 1 , 1 ) ] ; %Elegimos como
% repr e s en tan t e un numero a l e a t o r i o ent r e e l 1 ( 1 ) , e l 1 ( 2 ) ,
e11 (3 ) y e l 1 (4 )
% F( e l )=(x , y )
e l s e i f ( a ( i )< w( j ) & w( j ) < a ( i +1))
e l 1=A( : , i +1);
e l ( : , j )=[ e l 1 (1)+( e l 1 (2)− e l 1 ( 1 ) )* rand ( 1 , 1 ) ;
e l 1 (3)+( e l 1 (4)− e l 1 ( 3 ) )* rand ( 1 , 1 ) ] ; %Elegimos como
% repr e s en tan t e un numero a l e a t o r i o ent r e e l 1 ( 1 ) , e l 1 ( 2 ) ,
e11 (3 ) y e l 1 (4 )
% F( e l )=(x , y )
end
end
end
end
end
Una vez generados m datos, cada uno con su respectiva preimagen me-
diante F , la funcio´n de distribucio´n de probabilidad conjunta del vector nor-
mal bidimensional (X, Y ), pasamos a la realizacio´n de un histograma para los
datos generados segu´n el valor de m considerado. Dichos histogramas pueden
verse en la Figura 6.4.
A la vista esta´, de dichos gra´ficos, que a mayor taman˜o de la muestra
considerada mayor parecido del histograma generado a la funcio´n de densidad
de la distribucio´n normal, la cual puede verse en la Figura 6.5. As´ı pues, a
mayor taman˜o de la muestra ma´s fa´cil resulta ver co´mo los datos generados
se ajustan a la distribucio´n de una normal bidimensional con funcio´n de
densidad 6.1.
6.2. Un nuevo me´todo de estimacio´n
Sabemos que el estimador por excelencia es el obtenido por el me´todo de
ma´xima verosimilitud, conocido como estimador ma´ximo veros´ımil. Veamos
un ejemplo de obtencio´n del mismo que nos sera´ de utilidad de cara a futuras
comparaciones junto con otro estimador que sera´ disen˜ado en la siguiente
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(a) m = 100 (b) m = 1000
(c) m = 10000 (d) m = 100000
Figura 6.4: Histogramas para el nivel 3
Figura 6.5: Funcio´n de densidad 6.1
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subseccio´n.
Obtengamos un estimador, segu´n el me´todo de ma´xima verosimilitud,
para la desviacio´n t´ıpica de una muestra aleatoria simple de una variable
aleatoria N (0, σ) de taman˜o n:
La funcio´n de verosimilitud para una muestra x = (x1, . . . , xn) es:
l(σ/x) = f(x;σ) =
n∏
i=1
f(xi;σ) =
n∏
i=1
1
σ
√
2pi
e−
x2i
2σ2 =
1(
σ
√
2pi
)n e−∑ni=1 x2i2σ2
Luego,
ln[l(σ/x)] = ln
(
1
σ
√
2pi
)n
− 1
2σ2
n∑
i=1
x2i = −nln
(
σ
√
2pi
)
− 1
2σ2
n∑
i=1
x2i
Ahora bien,
∂
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−n
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+
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2
i
σ3
= 0,
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= 0,
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Comprobemos que, efectivamente σˆ maximiza la funcio´n ln[l(σ/x)]:
∂2
∂σ2
ln[l(σ/x)] =
n
σ2
− 3
∑n
i=1 x
2
i
σ4
=
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Ahora bien, si sustitu´ımos el valor del candidato a estimador en la funcio´n
anterior tendremos que:
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para todo n ∈ N lo que prueba que, efectivamente, se trata de un ma´ximo
y, por tanto, σˆ es el estimador ma´ximo veros´ımil.
Ahora bien, puesto que ya sabemos como obtener el valor del estimador
ma´ximo veros´ımil para una muestra de una distribucio´n N (0, 1), el siguiente
paso es implementar una funcio´n en MATLAB que devuelva todos los valores
de dicho estimador para distintas muestras generadas de manera aleatoria.
La media de todos los valores obtenidos deber´ıa aproximarse al verdadero
valor del para´metro (desviacio´n t´ıpica de la distribucio´n), σ = 1, mientras
que la desviacio´n t´ıpica deber´ıa ser cercana a 0 para garantizar la similitud
entre el estimador y el verdadero valor del para´metro. Pero, ¿Y si probamos
con otro me´todo de estimacio´n y comparamos?
6.2.1. Estimacio´n a partir de una definicio´n de ω ba-
sada en una variable aleatoria conocida
Consideremos una estructura fractal finita en R como la descrita en el
Ejemplo 4.4.2.
Si generamos una muestra aleatoria de n datos segu´n una normal N (0, σ),
la probabilidad de que r de los n datos generados se situ´en en un cierto
elemento de un nivel concreto de la estructura fractal vendra´ dada por una
binomial B(n, p ≡ p(σ)) donde p(σ) = ω(Ai) donde Ai es el elemento donde
se encuentran los r datos.
En un primer script, elementos gamma.m, creamos la funcio´n de nombre
ana´logo con el objetivo de obtener, en una matriz de dos filas, los extremos
de cada elemento de cierto nivel de la estructura fractal por columnas. El
co´digo implementado puede verse a continuacio´n:
% Vamos a generar l o s e lementos de cada n i v e l de
% l a e s t r u c t u r a f r a c t a l usando una matr iz
func t i on [ e l emento s e f ]=elementos gamma (n)
x=−n : 1 / ( 2 ˆ ( n−1)) :n ;
u=[− I n f x ] ; % Generamos l o s extremos i n f e r i o r e s de cada
% elemento de l a e f
v=[x I n f ] ; % Generamos l o s extremos s u p e r i o r e s de cada
%elemento de l a e f
e l emento s e f =[u ; v ] ; % Esta matr iz almacena , por columnas ,
% l o s e lementos de l a e f de l n i v e l n
Posteriormente, pasamos a crear el script contar2.m con el fin de deter-
minar el nu´mero de elementos de la muestra generada aleatoriamente que
hay en un cierto elemento de la estructura fractal. El co´digo para ello es el
siguiente:
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func t i on [ hay]= contar2 ( muestra , e l emento e f )
a=e l emento e f ( 1 ) ;
b=e l emento e f ( 2 ) ;
hay=sum(a<=muestra & muestra<b ) ;
Ahora bien, para cada nivel i con 1 ≤ i ≤ nmax donde nmax es el
ma´ximo nivel considerado, definamos la funcio´n:
hi(σ) = P [X = r1|X ∼ B(n, p1(σ))] . . . P [X = rli |X ∼ B(n, pli(σ))]
donde li es el nu´mero de elementos del nivel i
Fijando ahora un nivel ma´ximo de la estructura fractal, nmax definimos
la funcio´n
h(σ) =
nmax∏
i=1
hi(σ)
A continuacio´n se detalla el co´digo empleado para definir la funcio´n lo-
garitmo neperiano de la anterior en MATLAB:
func t i on [ p]= h sigma ( sigma , muestra , nmax)
% sigma es e l va l o r de l a desv . t i p i c a ,
% muestra es l a func ion normrnd (mu, sigma , datos , 1 )
% nmax es e l n i v e l maximo alcanzado
p=0;
f o r i =1:nmax
n i v e l=elementos gamma ( i ) ;
% Genera l o s e lementos de l n i v e l i de Gamma
f o r j =1: l ength ( n i v e l )
e lementos=contar2 ( muestra , n i v e l ( : , j ) ) ;
n iv=n i v e l ( : , j ) ;
a=niv ( 1 ) ;
b=niv ( 2 ) ;
p=p+log ( binomia l ( l ength ( muestra ) , elementos , a , b , sigma ) ) ;
end
end
end
Nos marcamos como objetivo ahora obtener el ma´ximo de dicha funcio´n
para obtener un candidato a estimador de σ. Al igual que se procede para
obtener el estimador ma´ximo veros´ımil, maximizaremos ln(h(σ)) lo que es
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equivalente a lo deseado. Adema´s, puesto que maximizar ln(h(σ)) es equi-
valente a minimizar −ln(h(σ)), vamos a buscar una manera de hacer esto
u´ltimo con MATLAB. Si hacemos una representacio´n de h(σ) para un rango
de valores del para´metro en un entorno del verdadero valor del para´metro
considerado, observamos que la funcio´n presenta un claro ma´ximo, o, equi-
valentemente, −h(σ) un claro mı´nimo.
Una de las funciones proporcionadas por MATLAB y cuyo fin es la ob-
tencio´n del valor mı´nimo de una funcio´n sobre un dominio acotado, fminbnd
no proporciona un valor exacto del mismo en este caso tras probarlo para
el caso en el que el verdadero valor del para´metro sea 1. Para comprobarlo
basta obtener la imagen del mı´nimo mediante h y la imagen del valor 1 me-
diante la misma funcio´n. En la mayor´ıa de los casos se tendra´ que la primera
supera en gran medida a la segunda. Debido a ello se procede a la creacio´n de
una funcio´n de minimizacio´n con el objetivo de obtener un valor ma´s apro-
ximado del mismo en un dominio acotado de extremos a y b que contenga al
verdadero valor del para´metro, siguiendo el proceso siguiente:
Dada una funcio´n a minimizar:
1. Elegimos un dominio acotado donde se encuentre el verdadero valor
del para´metro, [a, b] (en vista al para´metro considerado para generar la
muestra aleatoria). Tomando como valor del paso 0,1 entre a y b vamos
recorriendo todos los valores del vector correspondiente, calculando las
ima´genes de cada uno de ellos. Comparando la monoton´ıa de la funcio´n
entre tres nodos consecutivos a trave´s del valor de la imagen de la
funcio´n en cada uno de ellos, elegimos el primer punto de forma que la
imagen del nodo anterior y del nodo siguiente queden por encima del
nodo central. Nos quedamos con el valor del nodo central, xk.
2. En un segundo paso, consideramos un entorno del nodo obtenido en el
paso 1 de la forma [xk−0.1, xk+0.1]. Tomando como valor del paso 0,01
ahora, recorremos los nodos generados en el intervalo [xk−0.1, xk+0.1],
y buscamos aquel de forma que se verifiquen las mismas condiciones que
el punto anterior en cuanto a las ima´genes de la funcio´n en los nodos
anterior y siguiente se refiere. Denotemos por xkl a dicho nodo.
3. En un tercer y u´ltimo paso, consideramos un entorno del nodo obtenido
en el paso 1 de la forma [xkl − 0.01, xkl + 0.01]. Tomando como valor
del paso 0,001 ahora, recorremos los nodos generados en el intervalo
[xkl − 0.01, xkl + 0.01], y buscamos aquel de forma que se verifiquen las
mismas condiciones que el punto primero en cuanto a las ima´genes de
la funcio´n en los nodos anterior y siguiente se refiere. Denotemos por
xklm a dicho nodo.
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Observacio´n 6.2.1. Obse´rvese que para que esto funcione, la funcio´n debe
tener un mı´nimo local en el intervalo [a, b].
El punto donde de alcanza el mı´nimo sera´, por tanto, xklm y su imagen
mediante la funcio´n a minimizar sera´ el valor del mismo.
A continuacio´n se detalla el co´digo empleado para el disen˜o de la funcio´n
descrita anteriormente:
f unc t i on [ min , fmin ]=minimo ( fun , a , b )
x=a : 0 . 1 : b ;
fun1=fun ( x ) ;
f o r k=2: l ength ( fun1)−1
i f ( fun1 ( k)< fun1 (k−1) && fun1 ( k)< fun1 ( k+1))
y=x (k−1 ) : 0 . 01 : x ( k+1)+0.01;
fun2=fun ( y ) ;
f o r j =2: l ength ( fun2)−1
i f ( fun2 ( j )< fun2 ( j−1) && fun2 ( j )< fun2 ( j +1))
z=y ( j −1 ) : 0 . 001 : y ( j +1)+0.001;
fun3=fun ( z ) ;
f o r l =2: l ength ( fun3)−1
i f ( fun3 ( l )< fun3 ( l −1) && fun3 ( l )< fun3 ( l +1))
min=z ( l ) ;
fmin=fun3 ( l ) ;
break
end
end
break
end
end
break
end
end
Una vez llegados a este punto nos preguntamos, ¿que diferencias existen
con el estimador obtenido mediante ma´xima verosimilitud?
Para dar respuesta a esta pregunta, vamos a comenzar disen˜ando la
funcio´n estimadores normales.m que, echando mano de la funcio´n estima-
dor normal.m -la que para una muestra aleatoria de una distribucio´nN (0, σ),
determina el valor de σˆ segu´n el me´todo de ma´xima verosimilitud y segu´n
el detallado previamente- que nos devolvera´ una matriz columna de forma
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que en la primera columna quedara´n recogidos cada uno de los valores de
σˆ segu´n el me´todo de ma´xima verosimilitud y del mismo segu´n el me´todo
descrito previamente en el caso de la segunda columna de la matriz para m
muestras aleatorias generadas previamente. A su vez, dicho script nos pro-
porcionara´ la media y la desviacio´n t´ıpica de los elementos recogidos en cada
una de las columnas de la matriz anterior.
Partimos del script:
f unc t i on [ est imador ]= est imador normal ( sigma2 , l , n i v e l e s )
% Funcion para obtener e l va l o r de l est imador en func ion
% de sigma y de l a dimension de l a muestra
muestra=normrnd (0 , sigma2 , l , 1 ) ;
f o r j =1: n i v e l e s
fun=@( sigma ) −h sigma ( sigma , muestra , j ) ;
new( j )=minimo ( fun , 0 , 3 ) ;
end
new ;
% Devuelve e l va l o r segun e l nuevo est imador
muestra 2=muestra . ˆ 2 ;
ver=s q r t (sum( muestra 2 ) . / l ) ;
est imador =[ver , new ] ;
% Devuelve e l va l o r segun e l est imador maximo v e r o s i m i l
% y e l nuevo para v a l o r e s de l n i v e l maximo que vayan
% desde 1 hasta n i v e l e s
end
para crear la funcio´n que nos devolvera´ los valores de ambos estimadores
segu´n el me´todo de ma´xima verosimilitud y segu´n el nuevo me´todo de esti-
macio´n, e´ste u´ltimo para diferentes niveles ma´ximos de la estructura fractal,
as´ı como las medias y las desviaciones t´ıpicas de cada uno de los conjuntos
de valores obtenidos:
f unc t i on [A, media , d e s t i p ]=
est imadores normale s ( sigma2 , l , n i v e l e s ,m)
Devuelve una matr iz cuya primera f i l a son l o s v a l o r e s
de l est imador segun maximo v e r o s i m i l y l a segunda
segun e l nuevo est imador a s i como e l va l o r de l a
media y l a de sv i a c i on t i p i c a de l o s v a l o r e s obten idos
f o r i =1:m
[ est imador ]= est imador normal ( sigma2 , l , n i v e l e s ) ;
A( i , : )= est imador ;
end
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A;
f o r k=1: n i v e l e s+1
media ( k)=mean(A( : , k ) ) ;
d e s t i p ( k)=std (A( : , k ) ) ;
end
media ;
d e s t i p ;
end
Una tabla comparativa de las medias y las desviaciones t´ıpicas obtenidas
para los diferentes valores obtenidos de σˆ segu´n ambos me´todos, repetido el
proceso 100 veces, y segu´n el nivel ma´ximo alcanzado en la estructura fractal
para el caso del nuevo estimador, al que nos referimos como Nuevo:
Para una muestra de 100 datos segu´n una normal N (0, 1):
Taman˜o muestra=100
Estimador σˆ N. ma´x. Media Desv. t´ıpica
Ma´x. veros´ımil 0,9994 0,0685
Nuevo
1 1,0119 0,0880
2 1,0072 0,0727
3 1,0042 0,0699
4 1,0030 0,0690
5 1,0021 0,0685
A la vista esta´, de la tabla anterior, la estrecha relacio´n que guardan am-
bos estimadores en cuanto a los resultados obtenidos. Notemos que cuanto
mayor es el nivel ma´ximo considerado, mayor proximidad hay entre el valor
del nuevo estimador y el verdadero valor del para´metro σ. A su vez, la simi-
litud entre los valores obtenidos segu´n cada estimador es clara. De hecho la
desviaciones t´ıpicas son iguales, aunque la media para el caso del estimador
ma´ximo veros´ımil sigue siendo ma´s exacta que la del nuevo estimador.
Creamos ahora otra tabla para realizar comparaciones entre ambos me´to-
dos de estimacio´n para una distribucio´n N (0, 1), en este caso, tomando como
taman˜o de la muestra 1000:
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Taman˜o muestra=1000
Estimador σˆ N. ma´x. Media Desv. t´ıpica
Ma´x. veros´ımil 1,0027 0,0228
Nuevo
1 1,0016 0,0281
2 1,0030 0,0230
3 1,0031 0,0221
4 1,0030 0,0220
5 1,0030 0,0219
Al aumentar el taman˜o de la muestra mejora la desviacio´n t´ıpica au´n ma´s
en el sentido de que se aproxima ma´s a 0 estando por debajo de la obtenida
para valores segu´n el estimador ma´ximo veros´ımil (a partir de 3 como nivel
ma´ximo). En cuanto a las medias, vemos que son bastante similares aun-
que se sigue aproximando ma´s al verdadero valor del para´metro la obtenida
mediante el me´todo de ma´xima verosimilitud.
Finalmente, si el taman˜o de la muestra se amplia hasta 10000 datos:
Taman˜o muestra=10000
Estimador σˆ N. ma´x. Media Desv. t´ıpica
Ma´x. veros´ımil 0,9996 0,0069
Nuevo
1 0,9998 0,0098
2 0,9995 0,0077
3 0,9996 0,0074
4 0,9996 0,0071
5 0,9996 0,0071
Podemos concluir, pues, que a mayor nivel ma´ximo considerado y mayor
taman˜o de la muestra generada, mayor exactitud ofrece el estimador crea-
do si lo comparamos con el verdadero valor del para´metro e incluso ofrece
resultados muy similares al estimador ma´ximo veros´ımil.
6.2.2. Estimacio´n a partir de una definicio´n uniforme
de ω
En esta subseccio´n vamos a llevar a cabo una estimacio´n similar a la
presentada en la subseccio´n anterior pero, en este caso, partiendo de una
estructura fractal que sea el resultado de distribuir la premedida ω de una
manera uniforme entre los elementos de la misma. Para definir dicha estruc-
tura fractal vamos a seguir un procedimiento ana´logo al detallado al final
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de la Subseccio´n 4.4.1. Para ello vamos a comenzar definiendo la estructura
fractal natural en [0, 1]. Con objeto de comparar los dos nuevos me´todos de
estimacio´n desarrollados vamos a continuar tratando de estimar la desvia-
cio´n t´ıpica para una distribucio´n N (0, 1). La imagen mediante la inversa de
la funcio´n de distribucio´n de una normal de media 0 y desviacio´n t´ıpica 1
nos proporcionara´, para cada nivel de la estructura fractal natural en [0, 1]
un nivel de la estructura fractal uniforme en R. Con objeto de determinar
los elementos de la u´ltima hemos creado el script elementos gamma unif.m
el cual nos proporciona para cada nivel n y la inversa de una funcio´n de dis-
tribucio´n de probabilidad, en una matriz de dos filas, los extremos de cada
elemento de dicho nivel de la estructura fractal en cuestio´n por columnas.
% Vamos a generar l o s e lementos de cada n i v e l de l a
% e s t r u c t u r a f r a c t a l uniforme usando una matr iz a p a r t i r
% de l a i nve r s a de l a fdp de una v a r i a b l e a l e a t o r i a .
f unc t i on [ e l emento s e f ]=
elementos gamma unif (n , d i s t r i n v e r s a )
x=d i s t r i n v e r s a (0 :1/2ˆ n : 1 ) ;
e l emento s e f =[x ( 1 : end−1);x ( 2 : end ) ] ;
El script contar2.m nos vuelve a ser de utilidad para saber el nu´mero de
elementos de la muestra aleatoria generada que hay en un cierto elemento de
la estructura fractal.
Ahora bien, para cada nivel 1 ≤ i ≤ nmax donde nmax es el ma´ximo
nivel considerado volvemos a considerar la funcio´n hi(σ). A diferencia de la
estimacio´n desarrollada en la subseccio´n anterior, en este caso consideraremos
la funcio´n producto h(σ) de las anteriores para cada valor de σ. El co´digo
empleado para definir la funcio´n h en este caso es:
% Creamos l a func ion h producto de h i co r r e spond i en t e a
% cada n i v e l i de l a e f
f unc t i on [ pp]= h s i gma un i f ( sigma , muestra , nmax)
% sigma es e l va l o r de l a desv t i p i c a ,
% muestra es l a func ion normrnd (mu, sigma , datos , 1 )
% nmax es e l n i v e l maximo alcanzado
pp=ze ro s ( l ength ( sigma ) , 1 ) ;
f o r i =1: l ength ( sigma )
p=0;
f o r j =1:nmax
n i v e l=elementos gamma unif ( j , @( x ) norminv (x , 0 , sigma ( i ) ) ) ;
% Genera l o s e lementos de l n i v e l i de Gamma
f o r k=1: l ength ( n i v e l )
84 CAPI´TULO 6. APLICACIONES
e lementos=contar2 ( muestra , n i v e l ( : , k ) ) ;
n iv=n i v e l ( : , k ) ;
a=niv ( 1 ) ;
b=niv ( 2 ) ;
p=
p+log ( binomial ( l ength ( muestra ) , elementos , a , b , sigma ( i ) ) ) ;
end
end
pp( i )=p ;
end
end
Una tabla comparativa de las medias y las desviaciones t´ıpicas obtenidas
para los diferentes valores obtenidos de σˆ segu´n ambos me´todos, repetido el
proceso 100 veces, y segu´n el nivel ma´ximo alcanzado en la estructura fractal
para el caso del nuevo estimador, al que nos referimos como Nuevo.
Para una muestra de 100 datos segu´n una normal N (0, 1):
Taman˜o muestra=100
Estimador σˆ N. ma´x. Media Desv. t´ıpica
Ma´x. veros´ımil 0,9890 0,0693
Nuevo
1 2,0000 0,0000
2 0,9928 0,1194
3 1,0046 1,1077
4 1,0159 0,1115
5 1,0272 0,0980
Para una muestra de 1000 datos:
Taman˜o muestra=1000
Estimador σˆ N. ma´x. Media Desv. t´ıpica
Ma´x. veros´ımil 0,9984 0,0251
Nuevo
1 2,0000 0,0000
2 1,0063 0,0419
3 1,0052 0,0351
4 1,0101 0,0319
5 1,0136 0,0316
Para una muestra de 10000 datos:
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Taman˜o muestra=10000
Estimador σˆ N. ma´x. Media Desv. t´ıpica
Ma´x. veros´ımil 1,0005 0,0076
Nuevo
1 2,0000 0,0000
2 1,0018 0,0119
3 1,0011 0,0100
4 1,0014 0,0081
5 1,0006 0,0094
A la vista esta´, de los resultados obtenidos, que dicha estimacio´m, al
igual que la presentada en la subseccio´n anterior, se aproxima bastante a la
obtenida a trave´s del me´todo de ma´xima verosimilitud aunque en ningu´n caso
los resultados son mejores que los obtenidos mediante e´ste u´ltimo me´todo.
Por otro lado, cabe destacar que la estimacio´n mejora conforme aumentamos
el taman˜o de la muestra considerada. Adema´s, si comparamos los resultados
obtenidos para el nuevo estimador en cada una de las dos subsecciones es
obvio que la llevada a cabo a partir de una definicio´n de ω basada en una
variable aleatoria conocida es mejor que la llevada a cabo en base a una
definicio´n uniforme de ω. Por u´ltimo destacaremos que el hecho de que el valor
del nuevo estimador segu´n este me´todo sea 2 para el primer nivel siempre
se debe a que, en ese caso, la estructura fractal dispone u´nicamente de dos
elementos los cuales son sime´tricos con respecto a la media. Esto supone que
se imposible estimar el valor de σ en dicho caso.
6.3. La nueva estimacio´n frente a ruidos
Tal y como hemos visto en la seccio´n anterior, el nuevo estimador no pre-
senta resultados mejores con respecto al estimador ma´ximo veros´ımil, aunque
s´ı muy pro´ximos al mismo. Es por ello que nos planteamos si existe alguna
situacio´n en la que el estimador segu´n el me´todo de ma´xima verosimilitud
quede ma´s atra´s que el estimador recie´n disen˜ado.
El eje en torno al cual gira esta seccio´n es la generacio´n de valores de cada
uno de los estimadores al igual que en la seccio´n anterior, segu´n los primeros
niveles de la estructura fractal pero, en este caso, introduciendo datos ajenos
a la distribucio´n cuyo para´metro queremos estimar, es decir, vamos a estudiar
cua´l de los dos estimadores es menos sensible a ruidos.
El co´digo implementado para llevar a cabo las pruebas posteriores se di-
vide en dos scripts. Una primera funcio´n sera´ la que nos devolvera´ los valores
de ambos estimadores -el primero segu´n el me´todo de ma´xima verosimilitud y
el segundo segu´n el nuevo me´todo- supuesto que hemos introducido un vector
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de ruidos. Estudiaremos el funcionamiento de cada una de las estimaciones
presentadas en las Subsecciones 6.2.1 y 6.2.2 cuando e´stas son sometidas a
ruidos.
Comenzaremos con la estimacio´n realizada a partir de una definicio´n de
la premedida ω basada en una variable aleatoria conocida, esto es, la desa-
rrollada en la Subseccio´n 6.2.1.
El primer script es:
% Estimacion sometida a ru idos
func t i on [ est imador ]
=est imador normal ru ido ( sigma2 , l , n i v e l e s , ru ido )
% Funcion para obtener e l va l o r de l est imador en func ion
% de sigma y e l tamano de l a muestra
muestra=[normrnd (0 , sigma2 , l , 1 ) ; ru ido ] ;
muestra 2=muestra . ˆ 2 ;
ver=s q r t (sum( muestra 2 ) . / ( l+length ( ru ido ) ) ) ;
% Incrementamos e l tamano de l a muestra l ength ( ru ido )
% unidades por haber in t roduc ido un vec to r de ru ido s
f o r j =1: n i v e l e s
fun=@( sigma ) −h sigma ( sigma , muestra , j ) ;
new( j )=minimo ( fun , 0 , 2 ) ;
end
new ;
% Devuelve e l va l o r segun e l nuevo est imador
est imador =[ver , new ] ;
% Devuelve e l va l o r segun e l est imador maximo v e r o s i m i l
% y e l nuevo para v a l o r e s de l n i v e l maximo que vayan
% desde 1 hasta n i v e l e s
end
Ahora bien, el segundo script consiste en una funcio´n que genera una
matriz con m valores segu´n cada uno de los estimadores. Una vez obtenidos
dichos valores se hace la media y la desviacio´n t´ıpica, la cual sera´ mostrada
por pantalla una vez llamemos a la funcio´n.
El co´digo es el siguiente:
% Estimacion sometida a ru idos
func t i on [A, media , d e s t i p ]=
es t imadore s no rma l e s ru ido ( sigma2 , l , n i v e l e s , m, ru ido )
% sigma2 es e l verdadero va l o r de l a de sv i a c i on t i p i c a ,
% l es e l numero de e lementos generados en l a muestra ,
% n i v e l e s es e l maximo de n i v e l e s a lcanzados y ru ido
% un vecto r con l o s datos a j enos a l a d i s t r i b u c i o n con
6.3. LA NUEVA ESTIMACIO´N FRENTE A RUIDOS 87
% l a que se genera l a muestra .
% Devuelve una matr iz cuya primera f i l a son l o s v a l o r e s
% de l est imador segun max ver y l a segunda segun e l
% nuevo est imador a s i como e l va l o r de l a media y l a
% de sv i a c i on t i p i c a de l o s v a l o r e s obten idos
f o r i =1:m
est imador=
est imador normal ru ido ( sigma2 , l , n i v e l e s , ru ido ) ;
A( i , : )= est imador ;
end
A;
f o r k=1: n i v e l e s+1
media ( k)=mean(A( : , k ) ) ;
d e s t i p ( k)=std (A( : , k ) ) ;
end
A continuacio´n, y previamente a presentar unas tablas de datos com-
parativas segu´n la estimacio´n llevada a cabo, vamos a presentar el co´digo
implementado para abordar la estimacio´n realizada a partir de una defini-
cio´n uniforme de la premedida ω, esto es, la desarrollada en la Subseccio´n
6.2.1.
El primer script es:
f unc t i on [ est imador ]=
e s t imador no rma l un i f ru ido ( sigma2 , l , n i v e l e s , ru ido )
% Funcion para obtener e l va l o r de l est imador en
% func ion de sigma y e l tamano de l a muestra .
% Int roduzcase vec to r de ru ido como ’ ruido ’ .
muestra=[normrnd (0 , sigma2 , l , 1 ) ; ru ido ] ;
muestra 2=muestra . ˆ 2 ;
ver=s q r t (sum( muestra 2 ) . / ( l+length ( ru ido ) ) ) ;
new=ze ro s ( l ength ( n i v e l e s ) , 1 ) ;
f o r j =1: n i v e l e s
fun=@( sigma ) −h s i gma un i f ( sigma , muestra , j ) ;
new( j )=fminbnd ( fun , 0 , 2 ) ;
end
% Devuelve e l va l o r segun e l nuevo est imador
est imador =[ver , new ] ;
% Devuelve e l va l o r segun e l est imador maximo v e r o s i m i l
% y e l nuevo para v a l o r e s de l n i v e l maximo que vayan
% desde 1 hasta n i v e l e s
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end
Ahora bien, el segundo script consiste en una funcio´n que genera una
matriz con m valores segu´n cada uno de los estimadores. Una vez obtenidos
dichos valores se hace la media y la desviacio´n t´ıpica, la cual sera´ mostrada
por pantalla una vez llamemos a la funcio´n.
El co´digo es el siguiente:
f unc t i on [A, media , d e s t i p ]=
e s t i m a d o r e s n o r m a l e s u n i f r u i d o ( sigma2 , l , n i v e l e s ,m, ru ido )
% Devuelve una matr iz cuya primera f i l a son l o s v a l o r e s
% de l est imador segun max ver y l a segunda segun e l
% nuevo est imador a s i como e l va l o r de l a media y l a
% de sv i a c i on t i p i c a de l o s v a l o r e s obten idos .
% Int roduzcase e l vec to r de ru idos como ’ ruido ’
media=ze ro s ( n i v e l e s +1 ,1) ;
d e s t i p=ze ro s ( n i v e l e s +1 ,1) ;
f o r i =1:m
est imador=
es t imador no rma l un i f ru ido ( sigma2 , l , n i v e l e s , ru ido ) ;
A( i , : )= est imador ;
end
A;
f o r k=1: n i v e l e s+1
media ( k)=mean(A( : , k ) ) ;
d e s t i p ( k)=std (A( : , k ) ) ;
end
Realicemos pues varias pruebas de estimacio´n (tomaremos m = 100) para
una variable aleatoria N (0, 1) para un taman˜o de 1000 datos para muestra
considerada y los cinco primeros niveles de la estructura fractal finita y uni-
forme a trave´s de las cuales se ha mostrado la estimacio´n en la seccio´n anterior
y cuya construccio´n puede verse en los ejemplos de la subseccio´n 4.4.1.
1. Los ruidos introducidos provienen de una distribucio´n N (0, σ) donde
σ 6= 1. Pongamos, por ejemplo, σ = 5 y generemos 10 ruidos. Los
resultados obtenidos quedan recogidos en la siguiente tabla:
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Estimador σˆ N. ma´x. Media Desv. t´ıpica
Ma´x. veros´ımil 1,1351 0,0169
Nuevo (Γ
finita)
1 1,0114 0,3331
2 1,0163 0,0251
3 1,0212 0,0223
4 1,0268 0,0210
5 1,0337 0,0204
Estimador σˆ N. ma´x. Media Desv. t´ıpica
Ma´x. veros´ımil 1,0696 0,0230
Nuevo (ω
uniforme)
1 2,0000 0,0000
2 1,0183 0,0419
3 1,0188 0,0348
4 1,0238 0,0345
5 1,0290 0,0319
2. Los ruidos introducidos provienen de una distribucio´n N (µ, σ) donde
µ 6= 0 y σ 6= 1. Pongamos, por ejemplo, µ = 3 y σ = 5 y generemos 10
ruidos. Los resultados obtenidos quedan recogidos en la siguiente tabla:
Estimador σˆ N. ma´x. Media Desv. t´ıpica
Ma´x. veros´ımil 1,2965 0,0176
Nuevo (Γ
finita)
1 1,0112 0,0291
2 1,0154 0,0254
3 1,0234 0,0240
4 1,0330 0,0232
5 1,0440 0,0228
Estimador σˆ N. ma´x. Media Desv. t´ıpica
Ma´x. veros´ımil 1,0779 0,0212
Nuevo (ω
uniforme)
1 2,0000 0,0000
2 1,0099 0,0352
3 1,0149 0,0293
4 1,0173 0,0295
5 1,0236 0,0305
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3. Los ruidos introducidos provienen de una distribucio´n totalmente dis-
tinta a la normal. Consideremos por ejemplo X ∼ ε(10). Generemos 10
ruidos como valores aleatorios de la variable aleatoria X. Los resultados
de la estimacio´n por ambos me´todos quedan recogidos en la siguiente
tabla:
Estimador σˆ N. ma´x. Media Desv. t´ıpica
Ma´x. veros´ımil 1,4481 0,0163
Nuevo (Γ
finita)
1 1,0172 0,0319
2 1,0223 0,0271
3 1,0316 0,0253
4 1,0439 0,0243
5 1,0575 0,0237
Estimador σˆ N. ma´x. Media Desv. t´ıpica
Ma´x. veros´ımil 1,5395 0,0141
Nuevo (ω
uniforme)
1 2,0000 0,0000
2 1,0178 0,0386
3 1,0200 0,0327
4 1,0238 0,0347
5 1,0271 0,0345
A la vista esta´, de los resultados recogidos en las tablas anteriores, la
considerable mejora en cuanto a la aproximacio´n realizada por el nuevo es-
timador frente al de ma´xima verosimilitud. Adema´s, puede apreciarse que a
medida que aumenta el nivel considerado la estimacio´n empeora ligeramente.
Cap´ıtulo 7
Conclusiones
El objetivo principal del trabajo, tal y como se describio´ en el primero
de los cap´ıtulos, es la construccio´n de una medida de probabilidad a partir
de una estructura fractal. Para ello hacemos uso de los dos conocidos me´to-
dos de construccio´n de medidas exteriores, presentados en el segundo de los
cap´ıtulos. Una estructura fractal no es ma´s que una descomposicio´n de un
espacio de forma iterativa por niveles.
Previamente a ponernos manos a la obra con dicha construccio´n comen-
zamos describiendo la bicompletacio´n de una estructura fractal a trave´s de
un l´ımite inverso. A la vista de e´sta u´ltima esta´ la gran similitud con la com-
pletacio´n de un espacio me´trico en general que presenta, aunque resulta ser
de cara´cter ma´s geome´trico en este caso. Adema´s antes de ello, describimos
unas aplicaciones que conservan la estructura fractal. Culminamos el cap´ıtu-
lo probando la unicidad de la completacio´n as´ı como algunas propiedades de
completitud de la misma.
Una vez llevada a cabo la construccio´n de la completacio´n pasamos a la
construccio´n de la medida. Como primer paso de cara a realizar dicha cons-
truccio´n, tal y como se indica en la Seccio´n 4.1, se ha visto como definir una
medida en la bicompletacio´n, X˜, a partir de una premedida definida sobre
las bolas de dicho espacio. Una vez encontradas las condiciones que garanti-
zan la definicio´n de una probabilidad sobre dichos conjuntos, en la siguiente
seccio´n hemos tratado una nueva definicio´n de una medida de probabilidad a
partir de una premedida definida sobre los elementos de la estructura fractal
considerada.
Para poner fin a las construcciones de medidas se han buscado condicio-
nes con el objetivo de definir una medida de probabilidad sobre un espacio
X, llegando a la conclusio´n de que las condiciones clave para ello quedan
recogidas en el Teorema 4.3.5.
Para zanjar dicho cap´ıtulo, se dan una serie de ejemplos que resultan
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cruciales para ilustrar la distribucio´n de una masa entre los elementos de
una estructura fractal, siguiendo un procedimiento parecido a los ilustrados
en el primer cap´ıtulo, de forma que obtengamos una medida de probabilidad
sobre el espacio en el que consideramos la estructura fractal.
En un quinto cap´ıtulo, puede verse co´mo definir una funcio´n de distri-
bucio´n en la completacio´n de X a partir de una medida. Para ello, primero
hemos de definir un orden y, una vez que lo hemos hecho, extendemos el
concepto de funcio´n de distribucio´n. Surgen a partir de ah´ı una serie de re-
sultados que resultan ser ana´logos al caso cla´sico en cuanto a la funcio´n de
distribucio´n se refiere, en el sentido de que hemos conseguido construir una
funcio´n de distribucio´n a partir de una medida y que toda medida puede
describirse a partir de una funcio´n de distribucio´n. Existe pues una relacio´n
biun´ıvoca entre las medidas definidas en X˜ y su correspondiente funcio´n de
distribucio´n. Es ma´s, cualquier medida que se defina sobre X˜ va a poder
construirse siguiendo el procedimiento llevado a cabo en el Cap´ıtulo 5. Ve-
mos adema´s, como se puede obtener la funcio´n de distribucio´n asociada a las
medidas que construimos en los cap´ıtulos anteriores e incluso probamos un
resultado que nos muestra que una funcio´n de distribucio´n puede obtenerse
a partir de una premedida definida sobre los elementos de una estructura
fractal. Adema´s, para poner fin a dicho cap´ıtulo, se propone un me´todo de
generacio´n de muestras de una determinada distribucio´n de probabilidad de
manera teo´rica, procedimiento que posteriormente sera´ ilustrado de manera
gra´fica en el Cap´ıtulo 6.
Para culminar, se detalla en el Cap´ıtulo 6, no solo la generacio´n de mues-
tras de una determinada distribucio´n de probabilidad como se ha indicado
previamente, sino un nuevo me´todo de estimacio´n de para´metros para una
determinada distribucio´n.
En cuanto a la primera de las aplicaciones, se trata de un proceso iterativo
que, partiendo de una estructura fractal concreta en un espacio X, un nu´mero
aleatorio generado en [0, 1], x, una distribucio´n de masa sobre los elementos
de la estructura fractal escogida y un nivel de la misma, nos proporciona un
nu´mero y ∈ X de forma que F (y) es, aproximadamente x.
Cabe destacar la gran relevancia de dicho me´todo ya que nos ofrece la
posibilidad de generar muestras de una determinada distribucio´n de proba-
bilidad en el caso n-dimensional, a diferencia del me´todo de la transformada
inversa que solo nos ofrece dicha posibilidad en el caso de una dimensio´n.
La segunda de las aplicaciones parte de una definicio´n de la funcio´n ω
hasta llegar a la creacio´n de un nuevo me´todo de estimacio´n. Si partimos
de una muestra aleatoria generada segu´n una determinada distribucio´n de
probabilidad, dicho me´todo consiste en maximizar la probabilidad de que en
cada elemento de la estructura fractal considerada caigan tantos elementos de
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la muestra generada como verdaderamente han ca´ıdo. La variable aleatoria
que nos es fundamental de cara a contabilizar dicha cantidad es la binomial.
Una vez realizadas numerosas pruebas con el fin de comparar la bondad de la
estimacio´n que resulta de aplicar el me´todo de ma´xima verosimilitud frente a
nuestra estimacio´n partiendo de dos posibles estructuras fractales -una finita
y otra segu´n una distribucio´n uniforme de la masa- las conclusiones obtenidas
son las que figuran a continuacio´n.
El nuevo estimador resulta ser muy similar al proporcionado por el me´to-
do de ma´xima verosimilitud en cuanto a la estimacio´n que proporciona. Se
concluye, tras realizar las pruebas pertinentes, que a mayor taman˜o de la
muestra y mayor nivel ma´ximo considerados, ma´s pro´ximos se encuentran
los valores de ambos estimadores, llegando a ser muy cercano, en cuanto a
exactitud se refiere, el estimador disen˜ado al de ma´xima verosimilitud. Es
por ello, que en la Seccio´n 6.3 sometemos ambas estimaciones tratadas a rui-
dos llegando a la conclusio´n de que nuestro me´todo de estimacio´n es mejor
que el de ma´xima verosimilitud en dicha situacio´n. Para realizar las pruebas
correspondientes se ha empleado MATLAB, al igual que para la aplicacio´n
anterior. La creacio´n de funciones en dicho programa nos permiten obtener
los resultados descritos previamente.
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