Abstract. Let s := (s 1 , s 2 , . . . , sm) with s 1 < · · · < sm being positive integers. Let A( s) be the space of all 1-variable polynomials f (x) = m ℓ=1 a ℓ x s ℓ parametered by coefficients a = (a 1 , . . . , am) with am = 0. We study the p-adic valuation of the roots of the L-function of exponential sum of f for mod p reduction of any closed point f ∈ A( s)(Q). Let NP(f ) be the normalized p-adic Newton polygon of the L function of exponential sums of f . Let GNP(A( s), Fp) be the generic Newton polygon for A( s) over Fp, and let Our method applies to compute the generic Newton polygon of ArtinSchreier family y p − y = x d + ax s parametered by a for p large enough.
NP(f ) = HP(A(s, d)).
Our method applies to compute the generic Newton polygon of ArtinSchreier family y p − y = x d + ax s parametered by a for p large enough.
Introduction
Let s := (s 1 , s 2 , . . . , s m ) with s 1 < · · · < s m being positive integers. Let A( s) be the space of all 1-variable polynomials f (x) = m ℓ=1 a ℓ x s ℓ parametered by coefficients a = (a 1 , . . . , a m ) with a m = 0. Without loss of generality we set a m = 1. Fix a primitive p-th root of unity ζ p . Let f = m ℓ=1 a ℓ x s ℓ ∈ A( s)(Q) be a closed point, that is, a ∈ Q m . Let ℘ be a prime ideal in the number field Q(a 1 , . . . , a m ) lying over p, suppose its residue field is F q for some p-power q. For any k ∈ Z ≥1 let the k-th exponential sum of f := f mod ℘ in and let the L function of the exponential sum of f /F q to be L(f /F q ; T ) = exp
It is known that L(f /F q ; T ) =
[T ] with c 0 = 1. The (normalized) p-adic Newton polygon of L(f /F q ; T ) denoted by NP(f ) := NP q (L(f /F q ; T )). that is, the lower convex hull of the points (i, ord p c i /(log p q)) for i = 0, 1, . . . , d − 1 in the real plane R 2 . In other words, it is the q-adic Newton polygon as for any c ∈ Q we write ord q (c) = ord p (c)/(log p q). Consider all Newton polygons with the same domain as piece-wise linear functions, we define an order NP 1 ≺ NP 2 if NP 1 lies over NP 2 . For each prime p, there exists a lower bound for NP(f ) by the Grothendieck-Katz specialization theorem (see [Katz] ) for all such Newton polygons, namely GNP(A( s); F p ) := inf f ∈A( s) (Fp) NP (f ) exists. The infimum is taken over all Newton polygons NP(f ) as f ∈ A( s)(F p ) with the partial order described above.
In this paper we shall always represent a Newton polygon by its breaking points coordinates in R 2 after origin. Let
In the literature HP(A( s)) is often called the Hodge polygon of A( s), and its breaking points after origin are (n,
and their endpoints coincide (see [AS89] ). In fact this inequality holds for more general families of Laurent polynomials in multivariables (see for instance [AS89] ). For p ≡ 1 mod d we have all three polygons coincide, but it is not the case for other residue classes of the prime p. In fact, GNP generally depends on not only the residue class of p but also p itself, and from experimental data for lower degree cases one observes that GNP has a formula for certain residue families, and we prove this in this paper and give explicit formulas.
For s = (1, 2, . . . , d), Wan has conjectured that a generic polynomial of degree d in A( s)(Q) has its Newton polygon at each mod p reduction approaching to the absolute lower bound HP(A( s)) as p goes to infinity. This conjecture was proved in [Zhu03] where it is also proved that Wan's conjecture applies to a 1-parameter family A(1, d). In this paper we generalize a main theorem of [Zhu03] from A(1, d) to A(s, d). Our major contribution of the current paper is to provide an explicit method allowing one to compute GNP(A(s, d), F p ) for every prime p large enough, we are also developing this method for more general families in the future paper. We prove in this paper the generic Newton polygon at each prime p may be computed globally over Q instead, and for p large enough it has a formula depending only on the residue of p mod d.
For any a in Q we use MaxPrime(a) to denote the maximal prime factor of N Q(a)/Q (a) in Q. Let MaxPrime(a 1 , a 2 , . . .) be the maximum of these MaxPrime(a i )'s.
For any 2 ≤ r ≤ d − 1 coprime to d, we construct a generating polynomial H r ∈ Q[X r,1 , . . . , X r,d−1 ] for GNP(A(s, d), F p ) in Section 2, see (8). Key result of this paper lies in the following theorem: Theorem 1.1. Let s < d be coprime positive integers. Suppose H r = 0 with lowest degree (nonzero) terms
MaxPrime n (h r,n,kr,n )). Then for every prime p ≡ r mod d and p > N s,d,r , we have GNP(A(s, d), F p ) with breaking points after the origin at (n,
has its breaking points after the origin (n,
and we write f its reduction mod a prime in Q(a) over p. Suppose a = 0. Then for all prime p ≡ r mod d and p > max(N s,d,r , MaxPrime(a)) we have
If s < d are not coprime, then the statements relating to HP(A(s, d)) in Theorem 1.1 are false. However, there exists GNP(A(s, d), F p ) in that case and the situation was carried out in [BFZ08] .
As a byproduct we show that the generic Newton polygon GNP(A(s, d), F p ) for p ≡ r mod d and p is large enough has a formula. We shall also see that each of these generic Newton polygons can be achieved over F p .
For our family A(s, d) we construct a semi-linear Fredholm A-matrix M ′ which represents Dwork's Frobenius matrix over F p . The L function of a closed special point f ∈ A(s, d)(F q ) with q = p c is determined by the Fredholm A-matrix M
where τ is the Frobenius map. However, this infinite matrix is notoriously messy to compute if one ever can, and furthermore c can be arbitrarily large and this changes the corresponding L-function fundamentally. Meanwhile, the Fredholm determinant of M ′ c also depends on the prime p intricately. Our method here is: we first work out complete solution set to the Frobenius problem in 2-dimensional case (it is not yet known one can explicitly compute all such complete solution set for > 2-dimensional cases). Then for p large enough we approximate our Fredholm A-matrix by a finite one. This finite Fredholm A-matrix can be explicitly written down, and most remarkably its p-adic order has a formula for each residue of p mod d. We prove in this paper that the generic A-families over F p for p large enough are all the imagines of a global generic object over Q.
Our theorem has application to Artin-Schreier families. For any
mod ℘ be the corresponding mod p reduction over some finite field F q . It is known that the Zeta function Zeta(X f /F q ; T ) of X f /F q in variable T lies in Q[T ] and its numerator (as the core factor) is a polynomial of degree (d − 1)(p − 1). In fact it is known that
where the norm being defined as the product of all Galois conjugates of the poly-
where the automorphism of Q(ζ p )/Q acts trivially on the variable T . Let the Newton polygon NP(X f /F q ) of X f /F q be the q-adic Newton polygon of the numerator of Zeta(X f /F q ; T ). Thus NP(f /F q ) is precisely equal to NP(X f /F q ) shunk by a factor of p − 1 horizontally and vertically, that we denote this by NP(f /F q ) = NP(X f /F q )/(p − 1). Then the following geometric application is an immediate corollary of Theorem 1. 
points after origin are (n,
This paper is organized as follows. We first have some preliminary preparation in Section 2 and define generating polynomials H r for every 2 ≤ r ≤ d − 1. These polynomials in Q[X r,1 , . . . , X r,d−1 ] depend only on s, d and r essentially. In fact, the most technical procedure in this paper is the construction of these global (pfree!) generating polynomials that are linked to p-adic Fredholm determinant of the Frobenius for all primes p large enough. Section 3 provides the bridges between these global polynomials H r over Q and the p-adic local analysis, especially under the condition that p is large enough. Section 4 develops Dwork theory for our 1-parameter a-family A(s, d)(F p ) for p large enough. We prove our main result Theorem 1.1 in Section 4.
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2. Frobenius problem and generating polynomials for GNP 2.1. Preliminaries. In this section we develop combinatorial and number theoretic preparations for our main theorem. These two lemmas are elementary yet essential in the arguments of this paper. Proof. For all prime p large enough we have
we have the following lemma that yields an effective bound for p.
(1) Without loss of generality we assume h(z) has its leading coefficient > 0.
with leading coefficient > 0. Suppose for z 0 ∈ Z >0 we have h(z 0 ) = (dz 0 + r)C for some nonzero integer C depending on z 0 of course. Then we have
Since the left-hand-side is a fixed integer, and the factor
Assume that prime p = dz 0 + r is coprime to c with
Since the left-hand-side is a fixed integer, and the factor . The following lemma should be known in the literature but we provide its statement and proof here for the paper to be self-contained.
(1) Then the minimum is achieved uniquely The case for r = 1 is known hence we will omit it entirely, in fact one can also write H 1 = 1 for completeness. The idea is that the generic A-determinant in the focus of our study depends only on the residue r = (p mod d), not on p itself. There is a generating polynomial for the generic A-family whose lowest degree terms encode the information of GNP (A(s, d), F p ) .
From now we fix r, s with 2 ≤ r ≤ d − 1 is coprime to d and 1 
Suppose S(k) is not empty, then for each (σ, ℓ i,σ(i) ) lies in S(k) we define
Then we define a polynomial in variable z:
We remark that in practise it is not necessary to compute k o r,n as one can replace Θ n by
and define the h ′ r,n,k (z) as in (5) accordingly. The following proposition shows that this replacement only change the function upto a constant factor. Its proof follows immediately from the very definition in (5) and hence we omit.
Proposition 2.4. Let notation be as above. Then
By Proposition 2.4 this function is well defined, independent of the choice of Θ n .
Lemma 2.5. Let notation be as above. Fix 2 ≤ r ≤ d − 1 coprime to d and 
This proves that
by Lemma 2.3 and part (1) above. Hence Θ n is just the product of δ i,σ(i) -th falling factorial power of (d − 1 + b)
It is clear that this is an integer depending only on d, s, r and b.
On the other hand, the t i,σ(i) -th falling factoring power of n r,i, 
Let
Notice that these two generating polynomials with coefficient in Q, where H r depends only on d, s, r and k.
We are able to explicitly construct nonzero H r for all d ≤ 5, namely the following conjecture is verified for all d ≤ 5. (1) Define
Then we have κ r,n,k ∈ Z; and κ r,n,k ∈ (Z ∩ Z *
We have α r,n,k ∈ Q ∩ Z p for all prime p ≡ r mod d and p ≥ d + b. Furthermore, we have
Proof.
(1) It is clear that κ r,n,k ∈ Z. Since n ≤ d − 1 we have ⌊pi/d⌋ ≤ p − 1 and hence
On the other hand, d − 1 + b < p by our hypothesis and
Secondly we notice that for all i, j
iσ(i) ! which proves our statement.
Since n 
Proposition 2.8. Fix r, n as above.
(1) Then H r,n = h r,n,k X k + (higher terms) if and only if k ≥ 0 is the least such (4) If H r,n = h r,n,k X k +(higher terms) then k ≥ 0 is the least such that α r,n,k ∈ Z * p for all prime p ≡ r mod d and p > d + k. Conversely, if k ≥ 0 is the least such that α r,n,k ∈ Z * p for all prime p ≡ r mod d and p > max(d + k, MaxPrime(h r,n,k )) then we have H r,n = h r,n,k X k + (higher terms).
Proof. Part (1) follows from the definition of H r,n in (7). Part (2) follows from Lemma 2.2. Part (3) follows from Lemma 2.7: since for p > d+k we have κ r,n,k ∈ Z * p and by Lemma 2.7 α r,n,k = h r,n,k (⌊ 
Tame A-determinant
This section completely determines the p-adic order of certain finite tame Adeterminant. These tame A-determinants will be used to approximate our Fredholm A-determinant in Section 4. They are the bridge connecting the generating polynomials to the actually p-adic Fredholm determinant in Dwork theory.
Let E p (−) be the p-adic Artin-Hasse exponential function (see [Kob84] ). We pick a root γ of
is the same primitive p-th root of unity as in the beginning and throughout of this paper. For any integer pi − j with 1 ≤ i, j ≤ d − 1 we define and polynomial in
Define the n-th tame A-determinant 
for p > d + k r,n then H r,n = h r,n,kr,n X kr,n + (higher terms).
(3) Let a ∈ Q * and let a be its residue reduction over p. Let a be the Teichmüller
n=1 h r,n,k X kr,n r,n + (higher terms) then for all prime p ≡ r mod d and p > max(d+max n (k r,n ), MaxPrime n (h r,n,kr,n ), MaxPrime(a)), we have for all n
for all n and all prime
n=1 h r,n,k X kr,n r,n + (higher terms).
(1) By the formal expansion of determinant and the above identity, we have
Notice that by Lemma 2.3 for any ℓ i,σ(i)
Then there are w k ∈ Z * p such that
(2) Fix n. By Proposition 2.8 our hypothesis implies k r,n is the least k such that α r,n,kr,n ∈ Q ∩ Z * p for p ≡ r mod d and p > N r . For all k o r,n ≤ k < k r,n we have α r,n,kr,n ∈ Q ∩ pZ p . Hence ord p α r,n,kr,n ≥ 1. Thus the p-adic valuations are precisely as displayed by our part (1).
(3) Fix n. Since a = 0 we have for p > MaxPrime(a) then a ∈ Z * . Consider the formula in Part (1)
Then applying an analogous argument of Part (2) we conclude that H r,n has lowest degree term h r,n,kr,n X kr,n if and only if k r,n is the least k such that α r,n,k a k ∈ Z * p ;
and hence it is equivalent to
This proves our statements.
Asymptotic Dwork theory for A-families
In this section we approximate Fredholm A-determinant by those tame determinants defined in Section 3. To keep the paper short we refer the reader to [AS89] , [Wan93] and [Wan04] for more thorough treatment of classical Dwork theorem. Let f (x) = x d + ax s be a polynomial with a ∈ Q and d > s ≥ 1 are coprime integers. Namely, f (x) ∈ A(s, d)(Q). Let a be the reduction mod ℘ of a for a prime ideal ℘ in the number field Q(a). Let a be the p-adic Teichmüller lifting of a in Z p . We recall the Dwork trace formula for the L function of exponential sum of f = f (x) mod ℘, assuming ℘ has residue field F q for some p-power q. Let ζ p be the primitive p-th root of unity fixed since the first section of this paper. Let γ ∈ Q p be the root
. Then we have λ t = γ t /t! for all 0 ≤ t ≤ p − 1, and ord p λ t ≥ t/(p − 1) for all t ≥ 0. For any integer v ≥ 0 let Then we have n=1 h r,n,kr,n X kr,n r,n + (higher terms), we write N r := max(s(d − 1), d + max n (k r,n ), MaxPrime n (h r,n,kr,n )), then for all n for all prime p ≡ r mod d with p > N r we have
n=1 h r,n,kr,n X kr,n r,n + (higher terms) then for all prime p ≡ r mod d and p > max(N r , MaxPrime(a)) for all 1 ≤ n ≤ d − 1 we have
Conversely, if for all n and all prime p ≡ r mod d and p > max(
then the generating function is of the form H r = d−1 n=1 h r,n,kr,n X kr,n r,n + (higher terms).
Using the same computational argument as that of Lemma 3.1 we get
. By Lemma 2.7 we can write
. Since H r = 0 we have a minimal such k, denoted by k r,n , such that h r,n,k (− r d ) = 0 and 0 ≤ k − k o r,n < b. By Proposition 2.8 for p ≡ r mod d with p > max(d+max n (k r,n ), MaxPrime n (h r,n,kr,n )) we have α r,n,k ∈ Z * p and hence
Comparing with Lemma 3.1
The converse direction follows by applying Proposition 2.8 again with analogous argument as that of Lemma 3.1.
(2) The proof here is analog to that of Lemma 3.1 by applying Proposition 2.8 by applying the extra condition that p > s(d − 1) on top of both direction.
Then we prove Theorem 1.1 below by applying the p-adic Dwork theory and transformation theorem we developed in [Zhu12] . A(s, d) , F p ) with breaking points after origin (n, n(n + 1) 2d
Conversely, suppose for all prime p ≡ r mod d and p > max( (A(s, d) , F p ) is of the above form (it necessarily breaks at each point), then H r = d−1 n=1 h r,n,kr,n X kr,n r,n + (higher terms).
then for all prime p ≡ r mod d and p > max(N s,d,r , MaxPrime(a)) we have
Furthermore, we have
Proof. Let a = 0. We define a twisted matrix
, notice this is the matrix representing the Dwork operator with respect to a weighted monomial basis. For q = p c for write
where τ is the Frobenius map on Q q (ζ p ) that fixes Q p (ζ p ) that lifts the Frobenius map x → x p over its residue field extension, and τ (A) = A p . Then Dwork theory states that
and it is of the form 1
we have ord p (F for n = 1, . . . , d − 1. Conversely, suppose we know for such prime p ≡ r mod d the breaking points of GNP (A(s, d) , F p ) are as given. Then we may apply the transform lemma of [Zhu12] and conclude that it is equal to NP p ( Then we apply Lemma 4.1 and find that H r has its lowest degree terms in the given form. The last statement follows by taking limit. and r = 3 one can show directly that H 3 has its least degree monomial of strictly higher degree then k o r,n for at least one n.
