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Abstract
Graph clustering is a fundamental computational problem with a number of applications
in algorithm design, machine learning, data mining, and analysis of social networks. Over the
past decades, researchers have proposed a number of algorithmic design methods for graph
clustering. Most of these methods, however, are based on complicated spectral techniques or
convex optimisation, and cannot be directly applied for clustering many networks that occur
in practice, whose information is often collected on different sites. Designing a simple and
distributed clustering algorithm is of great interest, and has wide applications for processing
big datasets.
In this paper we present a simple and distributed algorithm for graph clustering: for
a wide class of graphs that are characterised by a strong cluster-structure, our algorithm
finishes in a poly-logarithmic number of rounds, and recovers a partition of the graph close
to optimal. One of the main components behind our algorithm is a sampling scheme that,
given a dense graph as input, produces a sparse subgraph that provably preserves the cluster-
structure of the input. Compared with previous sparsification algorithms that require Lapla-
cian solvers or involve combinatorial constructions, this component is easy to implement in
a distributed way and runs fast in practice.
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1 Introduction
Analysis of large-scale networks has brought significant advances to our understanding of com-
plex systems. One of the most relevant features of the networks occurring in practice is their
structure of clusters, i.e., an organisation of nodes into clusters such that nodes within the
same cluster are highly connected in contrast to nodes from different clusters. Graph clus-
tering is an important research topic in many disciplines, including computer science, biology,
and sociology. For instance, graph clustering is widely used in finding communities in social
networks, webpages dealing with similar topics, and proteins having the same specific function
within the cell in protein-protein interaction networks [For10]. However, despite extensive stud-
ies on efficient methods for graph clustering, many approximation algorithms for this problem
requires advanced algorithm design techniques, e.g., spectral methods, or convex optimisation,
which make the algorithms difficult to be implemented in the distributed setting, where graphs
are allocated in sites which are physically remote. Designing a simple and distributed algo-
rithm is of important interest in practice, and has received considerable attention in recent
years [HYCC07, CSWZ16, YX15].
1.1 Structure of Clusters
Let G = (V,E,w) be an undirected graph with n nodes and weight function w : V × V → R>0.
For any set S, let the conductance of S be
φG(S) ,
w(S, V \ S)
vol(S)
,
where w(S, V \ S) , ∑u∈S∑v∈V \S w(u, v) is the total weight of edges between S and V \ S,
and vol(S) ,
∑
u∈S
∑
u∼v w(u, v) is the volume of S. Intuitively, nodes in S form a cluster if
φG(S) is small, i.e. there are fewer connections between the nodes of S to the nodes in V \ S.
We call subsets of nodes (i.e. clusters) A1, . . . , Ak a k-way partition of G if Ai ∩ Aj = ∅ for
different i and j, and
⋃k
i=1Ai = V . Moreover, we define the k-way expansion constant by
ρ(k) , min
partition A1,...,Ak
max
16i6k
φG(Ai).
Computing the exact value of ρ(k) is coNP-hard, and a sequence of results show that ρ(k) can
be approximated by algebraic quantities relating to the matrices of G. For instance, Lee et
al. [LGT14] shows the following high-order Cheeger inequality:
λk
2
6 ρ(k) 6 O
(
k2
)√
λk, (1.1)
where 0 = λ1 6 · · · 6 λn 6 2 are the eigenvalues of the normalised Laplacian matrix of G.
Based on (1.1), we know that a large gap between λk+1 and ρ(k) guarantees (i) existence of
a k-way partition S1, . . . Sk with bounded φG(Si) 6 ρ(k), and (ii) any (k + 1)-way partition
A1, . . . , Ak+1 of G contains a subset Ai with significantly higher conductance ρ(k+ 1) > λk+1/2
compared with ρ(k). Peng et al. [PSZ15] formalises these observations by defining the parameter
ΥG(k) ,
λk+1
ρ(k)
,
and shows that a suitable lower bound on the gap for ΥG(k) implies that G has k well-defined
clusters.
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1.2 Our Results
The first result of our paper is a simple algorithm that, given as input any graph G with
a well-defined cluster-structure, produces a sparse subgraph H of G that preserves the same
cluster-structure of G, but has an almost-linear number of edges. The result is summarised as
follows:
Theorem 1.1. There exists an algorithm that, receiving as input a graph G = (V,E,w) with
k clusters and a parameter τ such that τ > C/λk+1 for a large enough constant C > 0, with
probability greater than 0.99, computes a sparsifier H = (V, F ⊂ E, w˜) with |F | = O(nτ · log n)
edges such that the following holds:
1. ΥH(k) = Ω(ΥG(k)/k);
2. It holds for any 1 6 i 6 k that φH(Si) = O(k · φG(Si)).
Moreover, this algorithm can be implemented in O(1) rounds in the distributed setting, and the
total information exchanged among all nodes is O(nτ · log n) words.
The first property ΥH = Ω(ΥG(k)/k) of the theorem ensures that the gap in H is preserved
as long as ΥG(k)  k. The second property further shows that the conductance of each
optimal cluster Si in G is approximately preserved in H up to a factor of k, therefore Si is
a low-conductance subset in H as well. We remark that these k clusters S1, . . . , Sk might not
form an optimal clustering in H anymore. However, this is not an issue, since every cluster with
low conductance in H has high overlap with its optimal correspondence. Hence, any algorithm
that recovers a clustering close to the optimal one in H will recover a clustering close to the
optimal one in G. Moreover, since λk+1 represents the inner-connectivity of the clusters, it is
usually quite high: for most interesting cases we can assume λk+1 = Ω (1/ poly(log n)). Indeed,
the experiments described in Section 5 show τ 6 2 works for all the tested datasets.
The second result of the paper is a distributed algorithm to partition a graphG that possesses
a cluster-structure with clusters of balanced size. The result is summarised as follows:
Theorem 1.2. There is a distributed algorithm that, given as input a graph G = (V,E,w) with
n nodes, m edges, and k optimal clusters S1, . . . , Sk with vol(Si) > β vol(V ) for any 1 6 i 6 k
and
ΥG(k) = ω
(
k4 log2
1
β
+ log n
)
, (1.2)
finishes in
T , Θ
(
log n
λk+1
)
rounds, and with probability greater than 0.99 the following statements hold:
1. Each node v receives a label `v such that the total volume of misclassified nodes is o(vol(V )),
i.e., under a possible permutation of the labels σ, it holds that
vol
(
k⋃
i=1
{v|v ∈ Si and `v 6= σ(i)}
)
= o(vol(V ));
2. The total information exchanged among these n nodes, i.e., the message complexity, is
O
(
T ·m · 1β log 1β
)
words.
As a direct application of the two theorems above, we look at the graph G that consists of
k = O(1) expander graphs of almost balanced size connected by sparse cuts. By first applying
the sparsification algorithm from Theorem 1.1, we obtain a sparse subgraph H of G that has a
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very similar cluster-structure to G, and this graph H is obtained with total communication cost
O(n log n) words. Then, we apply the distributed clustering algorithm (Theorem 1.2) on H,
which has O(n log n) edges. The distributed clustering algorithm finishes in O(log n) rounds,
has total communication cost O(n·poly log n) words, and the volume of the misclassified nodes is
o(vol(V )). Notice that the communication cost of the two algorithms together is O(n·poly log n)
words, which is sublinear in the size of G for a dense input graph.
1.3 Related Work
There is a large amount of literature on graph clustering, and our work is most closely related to
efficient algorithms for graph clustering under different formulations of clusters. Oveis Gharan
and Trevisan [OGT14] formulate the notion of clusters with respect to the inner and outer
conductance: a cluster S should have low outer conductance, and the conductance of the
induced subgraph by S should be high. Under a gap assumption between λk+1 and λk, they
present a polynomial-time algorithm which finds a k-way partition {Ai}ki=1 that satisfies the
inner and outer conductance condition.
Allen Zhu et al. [AZLM13] studies graph clustering with a gap assumption similar to ours,
and presents a local algorithm with better approximation guarantee under the gap assumption.
However, the setup of our algorithms differs significantly from most local graph clustering algo-
rithms [GT12, AZLM13, ST13] for the following reasons: (1) We need to run a local algorithm
k times in order to find k clusters. However, as the output of each execution of a local algorithm
only returns an approximate cluster, the approximation ratio of the final output cluster might
not be guaranteed when the value of k is large. (2) For many instances, our algorithm requires
only a poly-logarithmic number of rounds, while local algorithms run in time proportional to the
volume of the output set. It is unclear how these algorithms could finish in a poly-logarithmic
number of rounds, even if we were able to implement them in the distributed setting.
Becchetti et al. [BCN+17] studies a distributed process to partition an almost-regular graph
into clusters, and their analysis focuses mostly on graphs generated randomly from stochastic
block models. In contrast to ours, their algorithm requires every node to exchange informa-
tion with all of its neighbours in each round, and thus has significantly higher communication
cost. Moreover, the design and analysis of our algorithm succeeds to overcome their regularity
constraint as well by an alternative averaging rule.
We notice that the distributed algorithm presented in Kempe et al. [KM04] for computing
the top k eigenvectors of the adjacency matrix of a graph can be applied for graph clustering.
Their algorithm, however, is much more involved than ours. Moreover, for an input graph G of
n nodes, the number of rounds required in their algorithm is proportional to the mixing time of
a random walk in G. For a graph consisting of multiple expanders connected by very few edges,
their algorithm requires O(poly(n)) rounds, which is much higher than O(poly log n) rounds
needed for our algorithm.
Another line of research closely related to our work is graph sparsification, including both
cut sparsification [BK96] and spectral sparsification [BSS12, LS15, LS17, SS11, ST11]. The
constructions of both cut and spectral sparsifiers, however, are quite complicated or require
solving Laplacian systems, while our algorithm is simply based on sampling and easy to imple-
ment. The idea of using sparsification to reduce the communication complexity for clustering
a graph in the distributed setting is first proposed by [CSWZ16]. They assume the graph is
distributed across s servers, while our work considers more extreme distributed settings: each
node of the graph is a computational unit. Our algorithms, however, work in their distributed
model as well. Furthermore, we emphasise that the sparsification schemes of [CSWZ16] require
the computation of effective resistances, which is very expensive in practice, while our scheme
is much simpler and faster.
3
1.4 Organisation
The remaining part of the paper is organised as follows: Section 2 lists the notations used
in the paper. We present and analyse the sparsification algorithm in Section 3, and prove
Theorem 1.1. Section 4 is to present the distributed algorithm for graph clustering, which
corresponds to Theorem 1.2. We report the experimental results of our sparsification algorithm
in Section 5.
2 Preliminaries
Let G = (V,E,w) be an undirected weighted graph with n nodes and weight function w : E →
R>0. For any node u, the degree du of u is defined as du ,
∑
u∼v w(u, v), where we write u ∼ v
if {u, v} ∈ E[G]. For any set S ⊆ V , the volume of S is defined by volG(S) ,
∑
v∈S dv. The
(normalised) indicator vector of a set S ⊂ V is defined by χS ∈ Rn, where χS(v) =
√
dv/ vol(S)
if v ∈ S, and χS(v) = 0 otherwise.
We work with algebraic objects related to G. Let AG be the adjacency matrix of G defined
by (AG)u,v = w(u, v) if {u, v} ∈ E(G), and (AG)u,v = 0 otherwise. The degree matrix DG
of G is a diagonal matrix defined by (DG)u,u = du, and the normalised Laplacian of G is
defined by LG , I − D−1/2G AGD−1/2G . Alternatively, we can write the normalised Laplacian
with respect to the indicator vectors of nodes: for each node v, we define an indicator vector
χv ∈ Rn by χv(u) = 1/
√
dv if u = v, and χv(u) = 0 otherwise. We further define be , χu − χv
for each edge e = {u, v}, where the orientation of e is chosen arbitrarily. Then, we can write
LG =
∑
e={u,v}∈E w(u, v) ·bebᵀe . We always use 0 = λ1 6 · · · 6 λn 6 2 to express the eigenvalues
of LG, with their corresponding orthonormal eigenvectors f1, . . . , fn. With a slight abuse of
notation, we use L−1G for the pseudoinverse of L, i.e., L−1G ,
∑n
i=2
1
λi
fif
ᵀ
i . When G is connected,
it holds that λ2 > 0 and the matrix L−1G is well-defined. Sometimes we drop the subscript G
when it is clear from the context.
Remember that the Euclidean norm of any vector x ∈ Rn is defined as ‖x‖ ,
√∑n
i=1 x
2
i ,
and the spectral norm of any matrix M ∈ Rn×n is defined as
‖M‖ , max
x∈Rn\{0}
‖Mx‖
‖x‖ .
3 Cluster-Preserving Sparsifiers
In this section we present an algorithm for constructing a cluster-preserving sparsifier that can
be easily implemented in the distributed setting. Our algorithm is based on sampling edges with
respect to the degrees of their endpoints, which was originally introduced in [ST11] as a way to
construct spectral sparsifiers for graphs with high spectral expansion. To sketch the intuition
behind our algorithm, let us look at the following toy example illustrated in Figure 1, i.e., the
graph G consisting of two complete graphs of n nodes connected by a single edge. It is easy
to see that, when we sample O(n log n) edges uniformly at random from G to form a graph H,
with high probability the middle edge will not be sampled and H will consists of two isolated
expander graphs, each of which has constant spectral expansion. Although our sampled graph
H does not preserve the spectral and cut structure of G, it does preserve its cluster-structure:
every reasonable clustering algorithm will recover these two disjoint components of H, which
correspond exactly to the two clusters in G. We will show that this sampling scheme can
be generalised, and sampling every edge u ∼ v with probability depending only on du and dv
suffices to construct a sparse subgraph that preserves the cluster-structure of the original graph.
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Figure 1: The graph G consists of two complete subgraphs of n nodes connected by an edge.
It is easy to see that sampling O(n log n) edges uniformly at random suffices to construct a
subgraph having the same cluster-structure of G.
3.1 Algorithm Description
In our algorithm every node u checks every edge e = {u, v} adjacent to u itself, and samples
edge e with probability
pu(v) , min
{
w(u, v) · τ log n
du
, 1
}
(3.1)
for some parameter τ satisfying τ > C/λk+1 for a large enough constant C ∈ R>0. The
algorithm uses a set F to maintain all the sampled edges, where F is initially set to be empty.
Finally, the algorithm returns a weighted graph H = (V, F,wH), where the weight wH(u, v) of
every edge e = {u, v} ∈ F is defined as
wH(u, v) ,
w(u, v)
pe
,
and
pe , pu(v) + pv(u)− pu(v) · pv(u)
is the probability that e is sampled by at least one of its endpoints. Notice that our algorithm
can be easily implemented in a distributed setting: any node u chooses to retain (or not) an
edge u ∼ v independently from any other node, and communication between u and v is needed
only if u ∼ v is sampled by one of its two endpoints. Therefore, the total communication cost
of the algorithm is proportional to the number of edges in H.
3.2 Analysis of the Algorithm
Now we analyse the algorithm, and prove Theorem 1.1. At a high level, our proof consists of
the following two steps:
1. We analyse the intra-connectivity of the clusters in the returned graph H: we show that
the top n−k eigenspaces of LG are preserved in LH , and hence λk+1(LH) = Θ(λk+1(LG)).
2. We show that the conductance of S1, . . . , Sk are low in H, i.e.,
φH(Si) = O (k · φG(Si)) for any i = 1, . . . , k. (3.2)
Combining these two steps, we will prove that ΥH(k) = Ω(ΥG(k)/k), which proves the approx-
imation guarantees of Theorem 1.1. The bound on the number of edges in H follows from the
definition of the sampling scheme of our algorithm.
The following concentration inequalities will be used in our proof.
Lemma 3.1 (Problem 1.9, [DP09]). Let X1, . . . , Xn be independent random variables such that
for each i ∈ [n], xi ∈ [ai, bi] for some reals ai and bi. Then it holds that
P [ |X −E[X]| > t ] 6 2exp
(
− 2t
2∑
i(bi − ai)2
)
.
5
Lemma 3.2 (Matrix Chernoff Bound, [Tro12]). Consider a finite sequence {Xi} of independent,
random, PSD matrices of dimension d that satisfy ‖Xi‖ 6 R. Let µmin , λmin (E [
∑
iXi ]) and
µmax , λmax (E [
∑
iXi ]). Then it holds that
P
[
λmin
(∑
i
Xi
)
6 (1− δ)µmin
]
6 d ·
(
e−δ
(1− δ)1−δ
)µmin/R
for δ ∈ [0, 1], and
P
[
λmax
(∑
i
Xi
)
> (1 + δ)µmax
]
6 d ·
(
eδ
(1 + δ)1+δ
)µmax/R
for δ > 0.
Proof of Theorem 1.1. Without loss of generality we assume within the proof that it holds for
any edge u ∼ v that
w(u, v) · τ · log n
du
< 1.
Otherwise, edge u ∼ v is always added into H by Algorithm 1, and this will not affect our
analysis, as there are O(nτ log n) such edges.
Let LG be the projection of LG on its top n− k eigenspaces, i.e.,
LG =
n∑
i=k+1
λifif
ᵀ
i .
With a slight abuse of notation we call L−1/2G the square root of the pseudoinverse of LG, i.e.,
L−1/2G =
∑n
i=k+1(λi)
−1/2fif
ᵀ
i . Analogously, we call I the projection on span{fk+1, . . . , fn}, i.e.,
I ,
n∑
i=k+1
fif
ᵀ
i .
We will first prove that the top n − k eigenspaces of LG are preserved, which implies that
λk+1(LG) = Θ(λk+1(LH)). To prove this statement, we examine the properties of the graph H
constructed by the algorithm. Remember that for any e = {u, v} we have that
pe = pu(v) + pv(u)− pu(v) · pv(u),
and it holds that 12(pu(v) + pv(u)) 6 pe 6 pu(v) + pv(u). Now fo each edge e = {u, v} of G we
define a random matrix Xe ∈ Rn×n by
Xe =
{
wH(u, v) · L−1/2G bebᵀeL−1/2G if u ∼ v is sampled by the algorithm,
0 otherwise.
Notice that∑
e∈E[G]
Xe =
∑
sampled edges e={u,v}
wH(u, v) · L−1/2G bebᵀeL−1/2G = L−1/2G LHL−1/2G ,
and
E
[∑
e∈E
Xe
]
=
∑
e={u,v}∈E[G]
p(e) · wH(u, v) · L−1/2G bebᵀeL−1/2G = L−1/2G LGL−1/2G = I.
Moreover, for any sampled e = {u, v} ∈ E we have that
‖Xe‖ 6 wH(u, v) · bᵀeL−1/2G L−1/2G be =
w(u, v)
pe
· bᵀeL−1G be 6
w(u, v)
pe
∥∥∥L−1G ∥∥∥ ‖be‖2
6 2
τ log n ·
(
1
du
+ 1dv
) · 1
λk+1
(
1
du
+
1
dv
)
6 2
C log n
,
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where the last inequality follows by the fact that τ > C/λk+1. To apply the matrix Cher-
noff bound, since we work on the top (n − k) eigenspaces, we can assume for simplicity that
µmin = 1. Therefore, by setting R =
2
C logn , δ = 1/2, µmin = µmax = 1, the matrix Chernoff
bound (Lemma 3.2) gives us that
P
λmin
 ∑
e∈E[G]
Xe
 > 1/2
 = 1−O(1/nc),
and
P
λmax
 ∑
e∈E[G]
Xe
 6 3/2
 = 1−O(1/nc),
for some constant c. Combining this with the Courant-Fischer theorem and
dim(span{fk+1, . . . , fn}) = n− k,
we have that λk+1(L) = Θ(λk+1(LG)).
Now we analyse the conductance of every cluster Si in H. For any edge e = {u, v} we define
a random variable such that
Ye =
{
w(u,v)
pe
with probability pe,
0 otherwise.
Hence, it holds for any 1 6 i 6 k that
E [wH(Si, V \ Si) ] = E
 ∑
e={u,v},
u∈Si,v 6∈Si
Y{u,v}
 = w(Si, V \ Si).
Hence, by Markov’s inequality and the union bound, with constant probability it holds for all
i = 1, . . . , k that
wH(Si, V \ Si) = O (k · δG(Si)) . (3.3)
We further analyse volH(Si). For any u ∈ Si, let
d?G(u) =
∑
u∼v,v∈Si
du6dv
w(u, v),
and
vol?G(Si) =
∑
u∈Si
d?G(u).
Since w(u, v) for any internal edge u ∼ v in Si contributes only twice to volG(Si) and φG(Si) 6
1/2, it always holds that vol?G(Si) > volG(Si)/4. We define random variables
d?H(u) =
∑
u∼v,v∈Si
du6dv
Ye,
and
vol?H(Si) =
∑
u∈Si
d?H(u).
7
By definition, we have that E [ vol?H(Si) ] = vol
?
G(Si). Since it holds for any e = {u, v} that
0 6 w(u, v)
pe
6 2w(u, v)
pu + pv
=
2
τ log n · (1/du + 1/dv) ,
we can apply Lemma 3.1 and obtain that
P [ |vol?H(Si)− vol?G(Si)| > 1/2 · vol?G(Si) ]
= 2 · exp
− 1/2 · (vol?G(Si))2∑
u∈Si
∑
u∼v,v∈Si,du6dv
(
2
τ logn·(1/du+1/dv)
)2

6 2 · exp
− τ2 log2 n · (∑u∈Si du)2/100∑
u∈Si
∑
u∼v,v∈Si,du6dv
(
dudv
du+dv
)2

6 2 · exp
(
− τ
2 log2 n · (∑u∈Si du)2/100∑
u∈Si
∑
u∼v,v∈Si,du6dv dudv
)
= O(1/nc)
for some constant c > 10. Hence, with probability 1−O(1/nc) it holds that
vol?H(Si) >
1
2
· vol?G(Si) >
1
8
· volG(Si). (3.4)
By the union bound, (3.4) holds for all the k clusters. Combining this with (3.3) shows that
φH(Si) = O(k · φG(Si)) for any 1 6 i 6 k, and ΥH(k) = Ω(ΥG(k)/k).
4 Distributed Graph Clustering
In this section we present and analyse a distributed algorithm to partition a graph G that
possesses a cluster-structure with clusters of balanced size, and prove Theorem 1.2.
4.1 Algorithm
Our algorithm consists of Seeding, Averaging, and Query steps, which are described as
follows.
The Seeding step: The algorithm sets
s¯ = Θ
(
1
β
· log 1
β
)
,
and each node v chooses to be active with probability s¯ · dv/ vol(V ). For simplicity, we assume
that v1, · · · , vs are the active nodes, for some s ∈ N. The algorithm associates each active node
with a vector x(0,i) = χvi , and these vectors x
(0,1), . . . , x(0,s) represent the initial state (round 0)
of the graph, where each node v only maintains the values x(0,1)(v), . . . , x(0,s)(v). Notice that
the information about which nodes are active doesn’t need to be broadcasted during the seeding
step of the algorithm.
The Averaging step: This step consists of T rounds, and in each round every node v
updates its state based on the states of its neighbours from the previous round. Namely, for
any 1 6 i 6 s, the values x(t,i)(v) maintained by node v in round t are computed according to
x(t,i)(v) =
1
2
x(t−1,i)(v) +
1
2
∑
{u,v}∈E
w(u, v)√
dudv
x(t−1,i)(u). (4.1)
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The Query step: Every node v computes the label `v of the cluster that it belongs to by
the formula
`v = min
{
i | x(t,i)(v) >
√
dv
2β vol(V )
}
. (4.2)
Notice that the execution of the algorithm requires each node to know certain parameters
about the graph, including the number of nodes n, the volume of the graph vol(V ), a bound
β on the size of the clusters, and the value of T . However, nodes do not need to know the
exact values of these parameters, but only a reasonable approximation. Moreover, although the
value of T is application-dependent, for graphs with clusters that have strong intra-connectivity
properties, we can set T ≈ log n in practice.
4.2 Analysis of the Algorithm
In this section we analyse the distributed clustering algorithm, and prove Theorem 1.2. Re-
member that we assume that G has an optimal clustering S1, . . . , Sk with vol(Si) > β vol(V )
for any 1 6 i 6 k, and G satisfies the following gap assumption:
ΥG(k) = ω
(
k4 log2
1
β
+ log n
)
. (4.3)
Before analysing the algorithm, we first discuss some intuitions behind the proof. Remember
that the configuration of the network in round t of the averaging step is expressed by s vectors
x(t,1), . . . , x(t,s), and these vectors are updated according to (4.1). For the sake of intuition, we
assume that G is regular, and then the vector x(t,i) corresponds to the probability distribution of
a t-step lazy random walk in G. It is well-known that the vector x(t,i) converges to the uniform
distribution as t tends to infinity. The time T = Θ(log n/λk+1), instead, corresponds to the
local mixing time of the clusters: if a random walk starts with vi ∈ Si, then the probability
distribution of this T -step random walk will be mixed (uniform) inside Si, conditioned on the
fact that the random walk never leaves that cluster. Our analysis shows that, when picking
vi at random from Si, with high probability the distribution of the random walk after T steps
is concentrated on Si. In other words, after T rounds, each vector x
(T,1), . . . , x(T,s) is almost
uniform on one of the clusters, and close to zero everywhere else. Hence, as long as we hit all
the clusters with at least one initial active node, the query step will assign the same label to
two nodes if and only if they belong to the same cluster (for most pairs of nodes).
When G is not regular, (4.1) suggests that the averaging step can be thought as a power
iteration method to approximate (k linearly independent combination of) the bottom eigenvec-
tors of LG. We will show that these eigenvectors contain all the information needed to obtain
a good partitioning of the graph.
To formalise the intuitions before, similar with the definition of I, let
I =
k∑
i=1
fif
ᵀ
i
be the projection on the bottom k eigenspaces. We first prove that, starting the process with a
single initial vector x(0), x(T ) is close to Ix(0).
Lemma 4.1. For a large constant c > 0, it holds∥∥∥x(T ) − Ix(0)∥∥∥ = O( log n
ΥG(k)
·
∥∥∥Ix(0)∥∥∥+ n−c) .
Proof. By the update rule of the algorithm, we have that x(T ) = PTx(0), where
P =
1
2
· I+ 1
2
·D−1/2AD−1/2 = I− 1
2
LG.
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Hence, it holds that
PT =
(
I− 1
2
LG
)T
=
n∑
i=1
(
1− λi
2
)T
fif
ᵀ
i .
Notice that for i > k it holds that(
1− λi
2
)T
6
(
1− λk+1
2
)2c·logn/λk+1
6 e−c logn 6 n−c,
while for i = 1, . . . , k it holds that(
1− λi
2
)T
> 1− T · λi
2
> 1−O
(
log n · λi
λk+1
)
> 1−O
(
log n · λk
λk+1
)
.
Hence,∥∥∥x(T ) − Ix(0)∥∥∥2 = ∥∥∥(PT − I)x(0)∥∥∥2
=
k∑
i=1
(
1−
(
1− λi
2
)T)2 〈
fi, x
(0)
〉2
+
n∑
i=k+1
(
1− λi
2
)2T 〈
fi, x
(0)
〉2
= O
((
log n · λk
λk+1
)2 k∑
i=1
〈
fi, x
(0)
〉2
+ n−2c
)
= O
((
log n · λk
λk+1
∥∥∥Ix(0)∥∥∥)2 + n−2c)
= O
((
log n
ΥG(k)
∥∥∥Ix(0)∥∥∥)2 + n−2c) ,
where the last inequality follows from the higher-order Cheeger inequality. Then, taking the
square root on both sides of the equality above proves the lemma.
As the goal is to use x(T ) to recover the clusters, we need to relate I to their indicator
vectors. The following result proves that the bottom k eigenvectors of LG are close to a linear
combination of the indicator vectors of S1, . . . , Sk.
Lemma 4.2. Let ΥG(k) = Ω
(
k2
)
. For any 1 6 i 6 k there exists χ̂i ∈ span{χS1 , . . . , χSk}
such that ‖χ̂i − fi‖ = O
(
k
√
k
ΥG(k)
)
. Moreover {χ̂i}ki=1 form an orthonormal set.
To prove Lemma 4.2, we need the following lemma:
Lemma 4.3 ([PSZ15]). Let {Si}ki=1 be a k-way partition of G achieving ρ(k), and let ΥG(k) =
Ω
(
k2
)
. Assume that χ˜i is the projection of fi in the span of {χS1 , . . . , χSk}. Then, it holds for
any 1 6 i 6 k that
‖χ˜i − fi‖ = O
(√
k
ΥG(k)
)
.
Proof of Lemma 4.2. Since {fi}ki=1 is an orthonormal set, it holds by Lemma 4.3 that {χ˜i}ki=1
are almost orthonormal. Hence, our task is to construct an orthonormal set {χ̂i}ki=1 based on
{χ˜i}ki=1, which can be achieved by applying the Gram-Schmidt orthonormalisation procedure.
The error bound follows from the fact that
〈χ˜i, χ˜j〉 = 1
2
· (‖χ˜i‖2 + ‖χ˜j‖2 − ‖χ˜i − χ˜j‖2) = O(
√
k
ΥG(k)
)
holds for i 6= j.
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Based on Lemma 4.2, we will prove in the next lemma that, for any cluster S1, . . . , Sk and
for most starting nodes v ∈ Sj , x(T ) is close to χSj .
Lemma 4.4. Let A ⊆ V be the subset of nodes such that, for any j = 1, . . . , k and any
v ∈ A ∩ Sj, setting x(0) = χv we have that∥∥∥∥∥x(T ) − 1√vol(Sj)χSj
∥∥∥∥∥ = O
(√
k4 log (1/β)
ΥG(k)β vol(V )
)
.
Then, it holds that
vol(A) > vol(V )
(
1− β
C log(1/β)
)
,
for some constant C.
Proof. Without loss of generality we assume v ∈ Sj , and let {χ̂i}ki=1 be the set of vectors
defined in Lemma 4.2. We show that the projection of χv on span{χ̂1, . . . , χ̂k} is exactly equal
to 1√
vol(Sj)
χSj . To this end, first notice that span{χ̂1, . . . , χ̂k} = span{χS1 , . . . , χSk}, since each
χ̂i is by definition a linear combination of vectors in {χSi}ki=1 and
dim (span{χ̂1, . . . , χ̂k}) = dim (span{χS1 , . . . , χSk}) = k.
Then,
k∑
i=1
〈χv, χ̂i〉 χ̂i =
k∑
i=1
〈χv, χSi〉χSi =
〈
χv, χSj
〉
χSj =
1√
vol(Sj)
χSj . (4.4)
where the first equality holds by the fact that span {χ̂1, . . . , χ̂k} = span {χS1 , . . . , χSk} and the
orthonormality of the two sets of vectors, and the second holds because χv is orthogonal to
every χS` with ` 6= j.
By the triangle inequality we have∥∥∥∥∥x(T ) − 1√vol(Sj)χSj
∥∥∥∥∥ 6 ∥∥∥x(T ) − Iχv∥∥∥+
∥∥∥∥∥Iχv − 1√vol(Sj)χSj
∥∥∥∥∥ . (4.5)
By Lemma 4.1 we have ∥∥∥x(T ) − Iχv∥∥∥ = O( log n · ‖Iχv‖
ΥG(k)
+ n−c
)
. (4.6)
For any v ∈ V , let
αv ,
√√√√ 1
dv
k∑
i=1
(fi(v)− χ̂i(v))2.
Then it holds that
‖Iχv‖2 =
k∑
i=1
〈χv, fi〉2 =
k∑
i=1
〈χv, χ̂i − (χ̂i − fi)〉2
=
k∑
i=1
(〈χv, χ̂i〉 − 〈χv, χ̂i − fi〉)2
6
k∑
i=1
2
(
〈χv, χ̂i〉2 + 〈χv, χ̂i − fi〉2
)
(4.7)
=
2
vol(Si)
+ 2
k∑
i=1
〈χv, χ̂i − fi〉2 (4.8)
6 2
vol(Si)
+ 2α2v (4.9)
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where (4.7) follows from the inequality (a− b)2 6 2(a2 + b2), (4.8) follows from (4.4), and (4.9)
follows from the definition of αv. Hence, it holds that
‖Iχv‖ = O
(
1√
vol(Si)
+ αv
)
. (4.10)
For the second term in the right hand side of (4.5), by (4.4) and the triangle inequality we
have that ∥∥∥∥∥Iχv − 1√vol(Sj)χSj
∥∥∥∥∥
=
∥∥∥∥∥
k∑
i=1
〈χv, fi〉fi −
k∑
i=1
〈χv, fi〉χ̂i +
k∑
i=1
〈χv, fi〉χ̂i −
k∑
i=1
〈χv, χ̂i〉χ̂i
∥∥∥∥∥
6
∥∥∥∥∥
k∑
i=1
〈χv, fi〉fi −
k∑
i=1
〈χv, fi〉χ̂i
∥∥∥∥∥+
∥∥∥∥∥
k∑
i=1
〈χv, fi〉χ̂i −
k∑
i=1
〈χv, χ̂i〉χ̂i
∥∥∥∥∥ (4.11)
Let’s now analyse the two terms in (4.11) separately. For the first term, it holds that∥∥∥∥∥
k∑
i=1
〈χv, fi〉fi −
k∑
i=1
〈χv, fi〉χ̂i
∥∥∥∥∥ 6
k∑
i=1
|〈χv, fi〉| ‖fi − χ̂i‖
6 O
(√
k3
ΥG(k)
)
·
k∑
i=1
|〈χv, fi〉| 6
√
k4
ΥG(k)
‖Iχv‖
= O
(√
k4
ΥG(k)β vol(V )
+ αv
)
(4.12)
where the first inequality follows from the triangle inequality, the second by Lemma 4.2 and
the Cauchy-Schwarz inequality, and the last inequality follows by (4.10). For the second term
of (4.11), we have∥∥∥∥∥
k∑
i=1
(〈χv, fi〉 − 〈χv, χ̂i〉) χ̂i
∥∥∥∥∥ =
∥∥∥∥∥
k∑
i=1
1√
dv
(fi(v)− χ̂i(v)) χ̂i
∥∥∥∥∥ =
√√√√ k∑
i=1
1
dv
(fi(v)− χ̂i(v))2 = αv,
(4.13)
where the second equality follows from the orthonormality of {χ̂i}i. Putting all these inequalities
above together, we have∥∥∥∥∥x(T ) − 1√vol(Sj)χSj
∥∥∥∥∥ = O
(
log n
ΥG(k) ·
√
β vol(V )
+ n−c +
√
k4
ΥG(k)β vol(V )
+ αv
)
. (4.14)
Let’s define the set
B ,
{
v|αv >
√
Ck4 log (1/β)
ΥG(k)β vol(V )
}
,
for some constant C. Let us look at vol(B) now. By Lemma 4.2 we know that
∑
v∈V
dvα
2
v =
k∑
i=1
∑
v∈V
(fi(v)− χ̂i(v))2 =
k∑
i=1
‖fi − χ̂i(v)‖2 6 k
4
ΥG(k)
.
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It follows that
vol(B) 6 k
4
ΥG(k)
· ΥG(k)β vol(V )
Ck4 log (1/β)
=
β vol(V )
C log(1/β)
. (4.15)
By (4.14), and the definition of B, we have that for all v 6∈ B, by setting x(0) = χv we have that∥∥∥∥∥x(T ) − 1√vol(Sj)χSj
∥∥∥∥∥ = O
(
log n
ΥG(k) ·
√
β vol(V )
+
√
k4
ΥG(k)β vol(V )
+
√
Ck4 log (1/β)
ΥG(k)β vol(V )
)
= O
(√
k4 log (1/β)
ΥG(k)β vol(V )
)
,
since it holds by (4.3) that log n/Υ = o(1). This implies that V \ B ⊆ A, yielding the claimed
statement.
So far we analysed the case for a single initial vector. To identify all the k clusters simulta-
neously in T rounds, we repeat this process multiple times with carefully chosen initial vectors.
In particular, we need to ensure that we start the averaging process from at least one node in
each cluster. This is the reason for us to introduce the Seeding step. By setting the probability
s¯ · dv/ vol(V ) for every node v to be active, it is easy to prove that with constant probability
there is at least an active node in each cluster.
Our analysis for the Query step is based on the relation between our averaging procedure
and lazy random walks: since any single random walk gets well mixed inside a cluster after T
steps, we expect that the states of the nodes inside a cluster are similar. Namely, for the cluster
Sj to which the initial node of the ith vector belongs to, we expect that x
(T,i)(v) ≈ 1/vol(Sj)
for most v ∈ Sj and x(T,i)(v) ≈ 0 otherwise. Hence, nodes from the same cluster will choose the
same label based on (4.2), while nodes from different clusters will have different labels.
Proof of Theorem 1.2. For each node v, the probability that we start an averaging process with
initial vector χv is equal to s¯ · dv/vol(V ), where s¯ = Θ
(
1
β log
1
β
)
. Hence, the probability that
there exists a j such that no node from Sj is chosen as initial node is at most∏
v∈Sj
(
1− s¯ · dv
vol(V )
)
6
∏
v∈Sj
e−s¯·dv/vol(V ) = e−s¯
∑
v∈Sj dv/ vol(V ) 6 1
200k
,
where we used the inequality 1− x 6 e−x for x 6 1, the assumption on the size of the clusters,
i.e., vol(Sj) > β vol(V ), and the trivial fact that β 6 1/k. As a consequence, with probability
greater than 1/200, for each cluster Sj , at least one node v ∈ Sj is chosen as a starting node of
the averaging process.
Next, we bound the probability that all the starting nodes belong to the set A defined
in Lemma 4.4. By the algorithm description, the actual number of active nodes s satisfies
E [ s ] = s¯. Therefore, it holds with probability 1−O(1) that s = O
(
1
β log
1
β
)
. We assume that
this event occurs in the rest of the proof. Let v1, . . . , vs be the starting nodes. By Lemma 4.4,
the probability that there exists a starting node vi not belonging to A is at most
P [ there is some starting node vi 6∈ A ] 6 O(s¯) · (vol(V )− vol(A))
vol(V )
6 O(s¯) · β
C log(1/β)
6 1
200
.
Hence, with probability 1 − O(1) every starting node belongs to A. For the rest of the proof
we assume this is the case. For any node v, let S(v) be the cluster v belongs to. Then, by the
definition of the set A, it holds for any starting node vi that∥∥∥∥∥x(T,i) − χS(vi)√vol(S(vi))
∥∥∥∥∥ = O
(√
k4 log (1/β)
ΥG(k)β vol(V )
)
. (4.16)
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Observe that a node v is misclassified by the algorithm only if there exists i ∈ {1, . . . , s} such
that ∣∣∣∣∣x(T,i)(v)√dv − χS(vi)(v)√dv · vol(S(vi))
∣∣∣∣∣
2
>
1
4β2 vol(V )2
. (4.17)
Then, by (4.16) the total volume of misclassified nodes is at most
O(s¯) ·
∥∥∥∥∥x(T,i) − 1√vol(S(vi))χS(vi)
∥∥∥∥∥
2
· 4β2 vol(V )2
= O
(
1
β
log
1
β
· k
4
ΥG(k)
· log (1/β)
β vol(V )
· β2 vol(V )2
)
= O
(
k4
ΥG(k)
log2
1
β
)
vol(V ).
Combining this with the assumption (4.3) proves the first statement. The second statement
follows by the fact that the total communication among all nodes in each round is O(m ·
(1/β) log(1/β)) words.
5 Experiments
Now we present experimental results for our sparsification algorithm on both synthetic and real-
world datasets. To report a detailed and quantitive result, we will compare the clustering results
of the following two approaches: (1) apply spectral clustering on the original input dataset; (2)
apply spectral clustering on the graph returned by our sparsification algorithm.
Besides giving the visualised results of our algorithm on various datasets, we use two func-
tions to measure the quality of the above-mentioned two approaches: (1) For the synthetic
datasets for which the underlying ground-truth clustering is known, the quality of a clustering
algorithm is measured by the ratio of misclassified points, i.e.,
err(A1, . . . , Ak) ,
1
n
·
k∑
i=1
|{v ∈ Ai : v 6∈ Si}|,
where {S1, · · · , Sk} is the underlying ground-truth clustering and {A1, . . . , Ak} is the one re-
turned by the clustering algorithm. (2) For datasets for which a ground-truth clustering is not
well-defined, the quality of a clustering is measured by the normalised cut value defined by
ncut(A1, . . . , Ak) ,
k∑
i=1
w(Ai, V \Ai)
vol(Ai)
,
which is a standard objective function to be minimised for spectral clustering algorithms [SM00,
VL07]. All the experiments are conducted with Matlab and we use an implementation of the
classical spectral clustering algorithm described in [NJW01].
5.1 Datasets
We test the algorithms in the following three synthetic and real-world datasets, which are
visualised in Figure 2.
• Twomoons: this dataset consists of n points in R2, where n is chosen between 1, 000 and
15, 000. We consider each point to be a node. For any two nodes u, v, we add an edge
with weight w(u, v) = exp(−‖u− v‖2/2σ2), where σ = 0.1.
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• Gaussians: this dataset consists of n points in R2, where n is chosen between 1, 000 and
15, 000. Each point is sampled from a uniform mixture of 3 isotropic Gaussians of variance
0.04. The similarity graph is constructed in the same way as Twomoons, and we set σ = 1
here.
• Sculpture: we use a 73× 160 version of a photo of The Greek Slave1 where each pixel is
viewed as a node. To construct a similarity graph, we map each pixel to a point in R5,
i.e., (x, y, r, g, b), where the last three coordinates are the RGB values. For any two nodes
u, v, we put an edge between u and v with weight w(u, v) = exp(−‖u − v‖2/2σ2), where
σ = 20. This results in a graph with about 11, 000 nodes and k = 3 clusters.
These datasets are essentially the ones used in [CSWZ16], which studies the effects of spectral
sparsification on clustering. This makes it possible to easily compare our results with the state-
of-the-art. The choice of σ varies for different datasets, since they have in general different
intra-cluster variance. There are several heuristics to choose the “correct” value of σ (see, e.g.,
the classical reference [NJW01]). In our case the value of σ is chosen so that the spectral gap of
the original similarity graph is large. This ensures that the clusters in the graph are well-defined,
and spectral clustering outputs a meaningful clustering.
(a) Twomoons (b) Gaussians (c) Sculpture
Figure 2: Visualisation of the datasets used in our experiments.
5.2 Results on Clustering Quality
We test the performance of our algorithm on the three datasets. Notice that the sampling
probability of the edges in our sparsification algorithm involves the factor τ > C/λk+1. To find
a desired value of τ , we use the following doubling method: starting with τ = 0.1, we double
the value of τ each time, until the spectral gap |λk+1 − λk| of the resulting matrices doesn’t
change significantly. Remarkably, for all the datasets considered in the paper, τ = 1.6 always
suffices for our purposes. Notice that this method will only increase the time complexity of our
algorithm by at most a poly-logarithmic factor of n.
For the Twomoons and Gaussians datasets, for all the tested graphs with size ranging from
1, 000 to 15, 000 points, our sparsified graphs require only about 0.14% ∼ 3.13% of the total
edges. The error ratios of spectral clustering on the original datasets and our sparsified graphs
are listed respectively as err1 and err2, and are always very close. See Table 1 and Table 2 for
details.
The Sculpture dataset corresponds to a similarity graph of n = 11, 680 nodes and 68 million
edges. We run spectral clustering on both the input graph and our sparsified one, and compute
the normalised cut values of each clustering in the original input graph. By setting τ = 1.6, our
algorithm samples only 0.37% of the edges (320, 000) from the input graph. The normalised
cut value of spectral clustering on the original dataset is 0.0938, while the normalised cut value
1http://artgallery.yale.edu/collections/objects/14794
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Table 1: Experimental results for the Twomoons dataset, where τ = 0.8.
n # edges (%) err1 (%) err2 (%)
1, 000 1.56 0.900 0.600
2, 000 0.86 0.150 0.100
4, 000 0.48 0.150 0.175
8, 000 0.26 0.086 0.088
10, 000 0.22 0.120 0.150
15, 000 0.14 0.080 0.100
Table 2: Experimental results for the Gaussians dataset, where τ = 1.6.
n # edges (%) err1 (%) err2 (%)
1, 000 3.13 1.700 1.900
2, 000 1.75 1.350 1.650
4, 000 0.96 0.400 0.417
8, 000 0.66 0.128 0.140
10, 000 0.42 0.113 0.119
15, 000 0.29 0.125 0.148
of spectral clustering on our sparsified graph is 0.0935. The visualisation of the two clustering
results are almost identical, as shown in Figure 3.
Figure 3: Visualisation of the results on Sculpture. The left-side picture is the original input
dataset, the middle one is the outcome of spectral clustering on the original input dataset, while
the right-side picture is the outcome of spectral clustering on our sparsified graph.
Acknowledgement: We would like to thank Dr. Emanuele Natale and Prof. Luca Trevisan
who found a gap in the analysis of the algorithm in an earlier version of our paper. We present an
improved algorithm to avoid the issues occurring in the previous version of our paper. Moreover,
compared with the previous one, our improved algorithm does not require the input graph to
be regular.
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