It is shown that the fundamental eigenvalue ratio λ 2 λ 1 of the p-Laplacian is bounded by a quantity depending only on the dimension N and p.
I. Introduction
The linear Laplacian on a domain or a manifold can be realized as a self-adjoint operator, and the theory of its spectrum is a well developed subject [4, 5] . For the pLaplacian on a domain Ω, with vanishing Dirichlet boundary conditions, it has been known since the work of Anane and Tsouli [1] that a sequence of real eigenvalues can be defined by a variational procedure analogous to the min-max principle for the linear case p = 2, but many rather basic questions about the spectrum remain to be addressed. For background on the p-Laplacian, which arrives from the first variation of the functional
we refer to [8, 9, 16] . In this article Ω will be a smooth, bounded Euclidean domain, and u will vary in the Sobolev space W 1,p 0 (Ω), corresponding to Dirichlet conditions on the boundary.
Several useful estimates are available in the linear case for the lowest two eigenvalues, especially the lowest, or fundamental, eigenvalue, and some of these have been extended to the nonlinear cases. For instance, see [16, 17, 18] . In this article we seek information on the ratio of the first two eigenvalues, which to our knowledge has not been much studied except when p = 2, for which case it is known, for example, that the ratio is bounded universally above by the ratio attained when Ω is a ball [2] .
We are guided by some earlier analysis of the case p = 2 in [11, 12, 13] as well as [2, 3] , but the unavailability of the spectral theorem eliminates some essential parts of the analysis. Therefore we attempt to rely instead on certain integral inequalities as in [10] . always equip the p-Laplacian with zero Dirichlet boundary conditions.) 2. It is then natural to define an eigenvalue λ j as a value of λ for which the eigenvalue problem
has a nontrivial solution. 3. It is not, however, known whether every such quantity is a variational eigenvalue as for the case p = 2. Of course it is also possible to consider the "variational eigenvalues" but it is not known in general whether these numbers coincide. Nevertheless, it has long been known that the first eigenvalue λ 1 , which is isolated and simple, is the infimum, for u ∈ W 
where γ denotes the Krasnosel'skii genus [14] . (By definition, the Krasnosel'skii genus of a subset A of a Banach space B is the smallest integer j for which there exists a nontrivial continuous odd mapping A → B.) 6. Finally, it was proved by Anane and Tsouli that λ 2 defined by (3) is effectively the second eigenvalue of the Dirichlet p-Laplacian defined on Ω, in the sense that the eigenvalue problem (2) has no other eigenvalue between λ 1 and λ 2 . Hence the ratio λ 2 /λ 1 is well defined and amenable to variational analysis.
Upper bounds on the fundamental eigenvalue ratio When p = 2, bounds on λ 2 /λ 1 can be derived from variational estimates of the gap λ 2 − λ 1 . When p ≤ 2, the same will be true here in certain situations, but for p > 2 we are led by Lemma 3.1 in [10] to consider instead the difference λ 2 −kλ 1 with a suitable constantk ≥ 1. In [10] constants (depending on p and the dimension N ) were defined as:
and
Our main result is Theorem 1. Let Ω be a smooth, N -dimensional bounded Euclidean domain, and denote the two lowest Dirichlet eigenvalues for the p-Laplacian by λ 1 , λ 2 .
If p ≤ 2 and N > p, then
or, equivalently,
For p ≥ 2,
We prepare the proof with two estimates. The first is a standard (and known) uncertainty-principle inequality:
where x = (x 1 , . . . , x N ) are the Cartesian coordinates and where
This follows easily from an inequality of Boggio, as shown in [10] .
with p ′ = p p−1 as usual, by Hölder's inequality. Therefore
If p = 2, this establishes the claim. Otherwise, p > 2, that is, p ′ < p, and by Hölder's inequality,
Proof of Theorem 1. For a unified treatment, we write Γ := λ 2 −kλ 1 , noting that for p ≤ 2,k = 1. Let δ be a given real constant and set ω := {x = (x 1 , . . . , x N ) ∈ Ω, with x k < δ}. Assume that δ is chosen so that meas(ω) > 0 and meas(Ω \ ω) > 0. In other words δ min < δ < δ max . Now choose g ∈ C 1 0 (Ω) such that g(x) x k =δ = 0. We define
where
It is easy to see that the set C has the following properties;
(1) C = −C (change α to −α and β to −β).
From the variational characterization (4), for any k, any δ, and any function g ∈ C 1 0 (Ω) satisfying g(x)| x k =δ = 0, it follows that
From Lemma 3.1 in [10] , it follows that
Therefore:
supposing that G α,β = 0 on {x j = δ}. The maximization in this expression is elementary: writing t for |α| p , the problem is to maximize an expression of the form Combining (17) with (15), we derive (6) and (7) for p ≤ 2. In case p ≥ 2, a tighter bound can be derived. Since for p ≥ 2,
, we deduce from Inequality (15) that
Combining (18) with Lemma 3, we derive Inequalities (8) and (9) . It is reasonable to ask how sharp is this bound. Unfortunately, other than in the onedimensional (or radial) case, eigenvalues of the p-Laplacian are only known numerically, and then essentially only the principal eigenvalue [15] . A comparison is possible in onedimension, where the eigenvalues are known explicitly [6, 7] for p ≥ 2. For p = 2 it is reasonably sharp (5 rather than 4), but for higher values of p it is less so.
As a final remark, we observe that it has been shown recently in [14] that for the first two eigenvalues Λ 1 , Λ 2 of the Lindqvist ∞-eigenvalue problem, Λ k = lim p→∞ λ k (p) 1/p . As a direct consequence of Theorem 1, we therefore have:
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