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Zusammenfassung:
Mit Fluoreszenzkernspurdetektoren (FKSD) auf der Basis von Al2O3:C,Mg-
Einkristallen steht der Hadronentherapie eine neuartige Technologie zur Ver-
fügung, um hochaufgelöst Teilchenﬂuenz zu bestimmen und Aussagen über
die Strahlqualität zu treﬀen. Fluoreszenz (750 nm) von Fehlstellenkomplexen,
proportional zur lokalen Energiedosis, wird hierbei mittels konfokaler Laser-
mikroskopie erfasst. Die Aufgabenstellung dieser Arbeit war die Integra-
tion von FKSD-Technologie in ein Medizinforschungsumfeld, weshalb erstma-
lig das Auslesen mittels eines kommerziellen Konfokal-Lasermikroskops (Zeiss
LSM 710)  statt des speziell angefertigten Aufbaus der Herstellerﬁrma (Lan-
dauer, Inc., USA)  durchgeführt und standardisiert wurde. Auf Grund örtlicher
Schwankungen (1520 %) der Mikroskopempﬁndlichkeit wurde ein Korrektur-
protokoll für die angestrebten quantitativen Messungen etabliert. Ein Sät-
tigungseﬀekt konnte hierbei für Gammastrahlung bis 20 Gy in Wasser nicht
beobachtet werden. Die Empﬁndlichkeit der Methode wurde bis hin zum Nach-
weis einzelner Sekundärelektronenspuren (270 MeV/u C-12) demonstriert. Zu-
dem konnten Unterschiede im Projektilfragmentspektrum lateral einer 270 MeV/u
Kohlenstoﬃon-Strahlachse aufgelöst werden. Messungen der radialen Bahnspur-
Fluoreszenzverteilungen zeigten die durch Beugungsgrenze und Sättigungsef-
fekte zu erwartenden Beschränkungen. Trotz der exzellenten Sensitivität er-
gaben Fluenzmessungen mit Hilfe automatischer Zählroutinen für Protonen und
Kohlenstoﬃonen Abweichungen von bis zu 11.7 % vom Erwartungswert. Mach-
barkeitsstudien zur Messung der Strahlqualität wurden durchgeführt und der Ein-
ﬂuss unterschiedlicher Geometrien auf die Neutronenﬂuenz im Strahlhalo konnte
festgestellt werden.
Abstract:
Fluorescent nuclear track detectors (FNTD) based on Al2O3:C,Mg single crystals
are a novel technology for high spatial resolution ﬂuence determination and radia-
tion quality monitoring in hadron therapy. 750 nm ﬂuorescence from lattice defect
clusters proportional to the absorbed dose is detected by confocal laser scanning
microscopy. The task of this thesis was the integration of FNTD technology into a
medical research environment. Therefore, the ﬁrst step was to investigate FNTD
readoutpreviously only reported for the manufacturer's (Landauer, Inc. USA)
dedicated systemwith a commercial confocal laser scanning microscope (Zeiss
LSM 710). In order to enable quantitative measurements, a correction protocol
was established to account for spatial variations of the microscope sensitivity (15
20 %). Using this, no saturation eﬀects for 20 Gy gamma irradiation was observed.
Sensitivity was demonstrated by even imaging single secondary electron tracks for
270 MeV/u C-12 and suﬃcient resolution of changes in the projectile fragment
spectra lateral to the beam axis was shown. Boundary conditions imposed by
diﬀraction and possible saturation eﬀects were demonstrated for a radial track
proﬁle measurement. In spite of the excellent sensitivity, ﬂuence measurements
for protons and carbon ions using automatic track counting still yielded up to 11.7
% deviation from the expectation value. Feasibility studies on radiation quality
monitoring were conducted and the inﬂuence of the setup geometry on neutron
ﬂuence in the beam halo could be detected.
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Besides medical oncology and surgery, radiation oncology is one of the pillars of the
treatment of cancer. Especially patients with located, inoperable tumors beneﬁt
from radiotherapy. The rationale behind radiotherapy is to use the energy depo-
sition of ionizing radiation for the inactivation of tumor cells. This is primarily
achieved when the genetic code in the cell nucleus is damaged beyond repair by the
destruction of atomic bonds in ionizations.
Over the last decades, the beneﬁts of external radiotherapy with heavy charged
particles (HCPs) such as protons or carbon ions were explored. In contrast to
photons commonly used, HCPs traversing matter continuously slow down due to
momentum transfers. This yields a so-called inverse dose proﬁle (Figure 1.1) as the
energy deposition per unit length increases with decreasing velocity.
Besides the maximum energy deposition being at the end of the particle trajectory,
the sharply deﬁned range is an asset for hadron therapy. Thereby enabling superior
dose conformation to the target volume and sparing of the surrounding healthy
tissue, it is anticipated to be particularly suited for the treatment of deep-seated
tumors in the vincinity of organs-at-risk.
Figure 1.1: Depth dose curve of a 270 MeV/u carbon ion beam (black), relative to
the entrance dose. Contribution of the primary HCP is red, respectively
blue for secondary fragments (Schardt 2009)
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However, when traversing matter, HCPs can undergo nuclear reactions (Figure
1.1). Two major issues caused hereof in therapy beams is the production of fast
neutrons (Gunzert-Marx et al. 2004) and the accumulation of projectile fragments
in the beam (Haettner 2006).
Even if the neutron contribution to the total energy deposition is small, it is
unfavorable because neutrons are radiobiologically highly eﬀective and are known
to cause severe side eﬀects. Unfortunately, neutron dosimetry is a challenge not
managable with ordinary ion dosimetry technology such as ionization chambers or
diodes.
Projectile fragments, on the other hand, have a larger penetration depth than the
primary HCPs and show an increase in lateral scattering. Thus, they can compro-
mise dose conformity, especially as they tend to exhibit an enhanced radiobiological
eﬀectiveness as well. At the same time, fragmentation yields mixed particle ﬁelds
whose composition has to be known in order to predict the radiobiological eﬀect
in treatment planning systems. It is, therefore, highly desirable to have an instru-
ment to quantify the abundance of fragments and neutrons in clinical beams while
allowing identiﬁcation of diﬀerent particle types.
Especially nuclear track detectors (Fleischer et al. 1965) made of plastics like CR-
39 (Cartwright et al. 1978) and LR-115 (Benton 1968) have been used to estimate
neutron dose. Track detectors (for neutrons equipped with radiators) do not mea-
sure dose, but detect the number of particle traversals per area, preferably with
the additional ability to discriminate between tracks of diﬀerent particle type, i.e.
spectroscopy.
Even though plastic nuclear track detectors (PNTDs) combine ﬂuence detection
with spectroscopic capabilites (Fews and Henshaw 1982), their use in hadron therapy
is hampered by the need for extensive etching and their non-reusability after the
etching.
Therefore, the possible use of novel ﬂuorescent nuclear track detector (FNTD)
technology was investigated in this thesis.
Introduced as volumetric optical data storage medium in 2003 (Akselrod et al.
2003), Al2O3:C,Mg was soon proposed as track detector for HCPs (Akselrod et al.
2006a).
In contrast to optically stimulated luminescence (OSL) dosimetry where light is
emitted in electron-hole recombinations, FNTD read-out technology is based on the
ﬂuorescence from the deexcitation of electrons in elevated intra-defect (i.e. non-
continuum) energy levels. Recombination-free ﬂuorescence allows for multiple read-
outs without bleaching (Sykora et al. 2008b). Because the deexcitation after stimu-
lation with 620 nm light takes 75± 5 ns (Akselrod and Akselrod 2006)in contrast
to lifetimes in the order of 10−2 s even in prompt, pulsed OSL (POSL, see Ak-
selrod et al. (1998))read-out can be performed using a confocal laser scanning
microscope.
Up to now, processing of FNTDs was limited to a dedicated laser scanning sys-
tem, available only to the FNTDs' manufacturer. To enable a reasonable workﬂow
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in a life science environment, the ﬁrst task of this thesis was to investigate the read-
ing capabilities of and to establish a read-out protocol for a commercial confocal
laser scanning microscope allowing on-site measurements. With read-out parameter
settings optimized (section 4.1), the detector reading had to be investigated and
characterized (section 4.2). From this, a correction procedure for inhomogeneities
and background was derived (section 4.3). Then, the response of FNTDs to gamma
radiation was characterized (section 4.4).
Qualitative analysis of particle track imaging capabilities was conducted in ﬁrst
ion beam measurements, using grazing tracks of carbon ions and antiprotons (section
4.5). Subsequently, the resolution of the radiation quality change lateral from the
beam axis was investigated (section 4.6). To show the limits imposed by diﬀraction
and saturation, a carbon ion radial track proﬁle was quantitatively evaluated in
section 4.7. Fluence measurements were conducted in order give an estimation of
the track counting eﬃciency (section 4.8). In a ﬁrst spectroscopic measurement, the
signal distribution of particle radiation was investigated in section 4.9. The impact
of setup geometry in oﬀ-beam neutron experiments was studied in section 4.10.
Fundamental concepts and quantities with relevance to the measurements con-
ducted are described in section 2.1. Read-out of irradiated FNTDs is done by the
application of confocal microscopy (section 2.2) to the radiation sensitive material
Al2O3:C,Mg (section 3.1). Irradiated at diﬀerent facilities (section 3.2) FNTDs were
read-out using a Zeiss LSM 710 (section 3.3). After data acquisition, processing tools
were applied (section 3.4). Experimental setups and the obtained results are given





This chapter explaining the theoretical background is divided into two major parts.
Section 2.1 introduces concepts and notations in dosimetry relevant for this the-
sis. The role of section 2.2 is is to introduce into the theoretical basis of confocal
microscopy which is the technology necessary for FNTD read-out.
2.1 Dosimetric concepts
Dosimetry is the science of measuring (ancient greek: µε´τ%oν) quantities trans-
ferred (ancient greek for donation, gift: δo´σις) by radiation. This section explains
what radiation is (subsection 2.1.1) and introduces fundamental dosimetric quan-
tities: Fluence (subsection 2.1.2) is necessary to quantify the density of particle
tracks, dose (subsection 2.1.3) is the fundamental measure of the absorbed energy.
The concept of LET (subsection 2.1.4) is a measure for the local energy deposition
of a particle, enabling diﬀerentiation of diﬀerent beam qualities. With increasing
penetration depth, HCP beams change their quality not only via LET but also via
particle spectrum alterations due to fragmentations. Therefore, the problem of frag-
mentation is outlined in subsection 2.1.5. The fragmentation process of target nuclei
hit by an antiproton is explained in an extra paragraph.
Of clinical importance is the radiobiological outcome of diﬀerent beam qualities
(subsection 2.1.6), usually quantiﬁed with the relative biological eﬀectiveness (RBE).
This concept is fundamental for the motivation to investigate detector response to
radiation of diﬀerent beam qualities.
2.1.1 Radiation, particle radiation, ionizing radiation
In general, radiation is transport of energy and/or mass where the transport is not
bound to a medium (as e.g. is the case for diﬀusion). Although in certain situations
photon quanta may behave as particles, the terminology of this thesis reserves the
term particle to corpuscular, i.e. massive, carriers of energy. Radiation that de-
posits locally enough energy to ionize traversed matter such as in radiotherapy, is
called ionizing radiation.
In radiation therapy, tumor cell inactivation is primarily achieved by destruction of
the deoxyribonucleic acid (DNA) in the cell nucleus, where the genetic information
5
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is encoded. Breaking of atomic bonds is done directly by ionization of the DNA
or indirectly by radiation-induced radicals. In particle therapy, direct ionization
is outranking the indirect radiochemical process where radiolyzed water molecules
oxidate the DNA.
2.1.2 Fluence
The International Commission on Radiation Units and Measurements (ICRU) de-
ﬁnes the particle ﬂuence Φ at a point ~r in (ICRU 1998) as the number dN of incident








In hadron therapy, the ﬂuence of a particle beam is simpliﬁed due to the unidi-
rectionality of the beam particles. Under these conditions, ﬂuence also denotes the
mean ﬂuence of particles penetrating a ﬁnite area and is usually given in cm-2.
2.1.3 Physical dose
Physical dose or absorbed dose is deﬁned (ICRU 1998) as the mean energy imparted
d¯ by ionizing radiation to a certain volume dV divided by the mass dm of the









While the energy imparted  and the speciﬁc energy z = 
m
are stochastic quantities,






are not. Originally, taking the mean of  or z was meant
to be in the probability distribution domain for a certain macroscopic absorbed
dose. To avoid this circular deﬁnition, one can also comprehend the averaging in
the spatial domain: this way, one can have volume elements that are large enough
to speak usefully of a medium i.e. neglecting structures of subatomic, atomic or
molecular lengthscale.
In particular, the concept of dose as used in clinical contexts comprises a typical
volume such that one can reasonably speak of secondary electron equilibrium or in-
equilibrium (about 1 mm3). On the contrary, the typical volume of microdosimetry
is 1 µm3. FNTD read-out is diﬀraction-limited (discussed en détail in section 2.2),
hence allowing for sub-micrometer resolved dose-eﬀect detection.
Dose deposition of particle radiation
Directly ionizing heavy charged particle radiation of clinical energies (from 30 MeV
for protons in eye cancer treatment up to 430 MeV per nucleon carbon ions for deep
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seated tumors) imparts energy to the irradiated medium by exciting and ionizing
the medium's atoms. Several mechanisms play a role in the energy transfer, inelastic
collisions with electrons being the most important one. Charged particles traversing
a medium exert Coulomb forces to the electrons, thus releasing kinetic energy. This
energy transfer is at the cost of the primary particle which slows down in conse-
quence.
A charged particle's slowing down due to collisions with electrons is described
by the Bethe formula (Bethe 1930, 1932). It calculates quantum mechanically the
electronic stopping power S(E)electr. = −dE
dx
in a homogeneous medium in ﬁrst-order
Born approximation. While the electron density of the medium enters the equation
linearly, the relative velocity β = v/c enters ≈ β−2 which means an increasing energy
loss during slowing down named Bragg curve (see Figure 1.1). Its maximum is called
the Bragg peak. The primary particle's charge enters in a squared fashion as well.
Neglecting eﬀects of mass defect, particles with the same kinetic energy per nucleon
exhibit the same velocity. This means that fragments with diﬀerent Z2/A ratios
exhibit another stopping power function than the primary particle and hence a












Here, E is the kinetic energy. The integration implies the so-called continuous-
slowing-down-approximation (CSDA) which neglects the stochasticity of the energy
transfer while not projecting the zigzag path of the projectile on the trajectorial
axis. For a 100 MeV proton in liquid water, the diﬀerence between CSDA and
projected range is ≈ .1 mm (Berger et al.). Because the stopping power enters the
range inversely and S(E) ∝ Z2/A for the Bethe equation without terms of higher
order, range for non-proton ions as a function of kinetic energy per nucleon can
be estimated by scaling the proton range with A/Z2. For protons in water, the
rangeenergy relation is well described by a power law (Bortfeld 1997) with
R = αEp
where α = 0.0022 and p = 1.77. E is the initial kinetic energy of the proton in MeV
and R is the range in cm.
The energy transferred by a heavy charged particle with kinetic energy less than
its rest-mass energy to an electron is limited to ' 2mec2β2/(1 − β2) by kinemat-
ics (Attix 1986; ICRU 1993), the average transferred energy is about 1 keV per
electron. Angular deﬂections of the primary particle due to scattering on the elec-
tron's Coulomb potential are only small. Coulomb scattering on the atomic nuclei
on the other hand contributes signiﬁcantly to lateral beam spreadening, but this is
only relevant for kinetic energies < 1 MeV/u. The contribution of nuclear Coulomb
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interactions to the total stopping power can be neglected throughout most of the
depth: For protons, only at a kinetic energy of about 10 keV (corresponding to
sub-mm residual range) is the impact of the nuclear stopping power comparable to
the electronic one.
The energy transferred to an electron may be suﬃciently large for the electron to
ionize further atoms on its path. Long-range secondary electrons with a high energy
transferred to and able to ionize further atoms are called δ-electrons.
Nuclear reactions involving hadronic interaction are responsible for loss of primary
particle ﬂuence. Byproducts are fragments and neutrons.
For clinical energies, bremsstrahlungsmechanisms and convoy electrons can be
neglected. However, pick-up and stripping of electrons by the projectile leading to
screening of the primary particle's charge can not be neglected and are essential near
the bragg peak because just before coming to rest, the projectile charge is almost
completely screened. This eﬀect is empirically described by the Barkas formula







When considering beams instead of single particles, the diﬀerent angular deﬂec-
tions at the scatter events of the projectiles and the stochasticity of the ionization
events lead to a broadening and a drop of the beam's Bragg peak due to small de-
viations from monoenergeticity known as straggeling. Due to the random nature
of the ionization events, the energy distribution of the primary particles is expected
to be gaussian-shaped. In 1915, a formula for the distribution of the energy loss
of an initially monoenergetic particle beam traversing a target with thickness ∆x,
density of atoms N and atomic number Z was found by Bohr (Bohr 1915); here,














Straggeling has to be kept in mind in FNTD spectroscopy experiments, because
initially monoenergetic HCPs slowed down in matter do not have the same LET but
are rather distributed around some expectation value.
Lateral scattering due to the momentum transfers result in a broadening of the
particle beam. A very precise calculation can be done using Molière theory (Molière
1948). For thin targets, Highland's formula gives a good approximation. It gives


















where p is the momentum of the projectile, d the thickness of the scatterer and
Lrad the radiation length of the scattering material, given in g/cm
2. Lrad values are
tabulated for many materials and can be found in (Tsai 1974).
In this thesis, however, a more convenient approximation for the rms lateral scat-
tering radius σ for a pencil beam at the end of the pentration depth R is used for
calculations. Chu et al. (1993) gives
σ = 0.00294R0.896Z−0.207A−0.396
where Z and A are the atomic and the mass number, respectively, of the projectile
particle and both R and σ are in cm.
2.1.4 Linear energy transfer - LET
Deﬁnition
In the context of radiooncology and track detectors, one is interested in the ionization
density along the particle trajectory: In the former, because of DNA lesion cluster-
ings, in the latter because of track formation along the particle path. High-energetic
δ-electrons carry a signiﬁcant amount of energy away from the trajectory of the pri-
mary particle. To account only for the energy transfers contributing to the ionization
density in the core of the HCP track, the linear energy transfer LET∆ was introduced
(ICRU 1970). Here, the collision stopping power Scoll = Selectr. + Snuclear,Coulomb
of the energy transfered to secondary particles is taken into account only up to a
certain upper limit ∆ of transferred energy in a single ionization event. For example,
LET100eV is the collision stopping power excluding all energy transfers exceeding 100
eV in a single event. In general, LET∆ ≤ S(E)coll and LET∞ = S(E)coll.
Cum grano salis, the energy cut-oﬀ can be regarded as a pipe around the particle
track, and only energy transfered to secondary particles not leaving the pipe is taken
into account. As usual, LET without a subscript refers to the LET∞.
Limitations of the LET concept
Particles with diﬀerent charge and velocity can exhibit the same LET. Yet, the en-
ergy distribution of the δ-electrons primarily depends on the velocity of the particle.
Also, the LET concept neglects the stochasticity of the energy transfer. In addi-
tion, arbitrary cut-oﬀ energies may not be useful: If the LET changes signiﬁcantly
within the reference volume or a large amount of energy transfer is carried out by
δ-electrons exceeding the cut-oﬀ, the applicability of the LET concept is question-
able. For a deeper discussion on the regimes of applicability, the interested reader
is referred to (Schlegel and Bille 2002).
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2.1.5 Fragmentation and neutron production
When traversing a medium, heavy charged particles may interact with the nuclei of
the medium hadronically. Since hadronic interactions involve momentum transfer
to the nucleonic substructure, they are inelastic and lead to a decrease in ﬂuence
along the central beam axis. In general, a target nucleus is in an elevated excitation
state after being hit by a hadronic projectile. Deexcitation may happen via gamma,
nucleon or alpha particle emission from the possibly unstable compound nucleus.
More frequent than a full-on hit of a projectile particle with a target nucleus is a
partial, peripheral hit. A simple model of what happens at such a partial hit is
the abrasion-ablation model (Bowman et al. 1973). In its simplest form, projectile
and target are considered sharp spheres; with an impact parameter smaller than
the sum of the radii, there is a region of geometrical overlapping. The collision
takes only about 10−23 s which is about the time the projectile needs for passing the
target nucleus. Because the projectile energy is much larger than the Fermi energy
of the nucleons in the target nucleus, one can assume that only nucleons from the
overlap zone contribute to the reaction (Gunzert-Marx 2004). In the ﬁrst step, the
projectile particle is considered to be abrased where the overlap zone is. This means
the remaining, not abrased projectile part continues to propagate with the same
kinetic energy per nucleon as the whole projectile did before the hit. In the second
step, ablation is taken into account: As Bowman et al. pointed out the nucleus
after the abrasion looks very funny, with a concave cylindrical surface where used
to be a convex spherical surface. Its surface energy is not what a healthy ground-
state conﬁguration ... would like, but quite a few MeV higher. Again, deexcitation
may happen by gamma, nucleon or alpha particle emission. While the deexcitation
of the target nuclei happens in an isotropic manner, projectile fragments have a
highly anisotropic momentum distribution, namely being forward scattered, i.e. in
direction of the primary particle beam.
Antiproton annihilation
Fast antiprotons traversing matter feature the same stopping power as protons be-
cause the electromagnetic interaction with the electrons transfers the same amount
of energy for both attracting and repulsing projectiles as indicated by the squared
charge of the projectile in the Bethe formula (there is, however, a higher-order
correction term ∝ z3  the Barkas-Andersen correction). Fluence reduction of an-
tiprotons along the beam axis is only slightly larger than for protons and is less than
for carbon ions (Bassler et al. 2005). In the Bragg peak region, however, antiprotons
are captured by atomic nuclei, preferably to high-Z nuclei: In a polysterene target,
99 % of the antiprotons annihilate on carbon nuclei (Ponomarev 1973). When reach-
ing the surface of the nucleus, antiprotons annihilate by emission of on average 4 or
5 pions (Agnew et al. 1960; Mitio 1989). pi0 particles are highly unstable (τ in the
order of 10−16 s (Nakamura K. et al. (Particle Data Group) 2010)) and decay into
high energy gamma rays with roughly 70300 MeV (Agnew et al. 1960). Because
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of the solid angle covered by it, 1 or 2 of the charged pions are likely to penentrate
the nucleus, inducing an intra-nuclear cascade that causes the nucleus to break into
fragments (Markiel et al. 1988; Cugnon et al. 2001; Polster et al. 1995). Charged
fragments have only little kinetic energy and thus a short range but a high LET.
Only ≈ 30 MeV is deposited in the last .5 g
cm2
(Gray and Kalogeropoulos 1984;
Sullivan 1985) but this is still an increase of dose in the peak of a factor of 2 in
comparison to protons.
Readers interested in antiproton radiobiology which is beyond the scope of this thesis
are referred to (Holzscheiter et al. 2009).
2.1.6 Beam quality
For diﬀerent radiation types, the local ionization density is diﬀerent. Gamma radia-
tion ionization density in an arbitrary medium is considered spatially homogeneous
when applying clinical doses. In contrast, the local ionization density of particle ra-
diation is highly heterogeneous: Each particle traversing the medium leaves a track
with a highly ionized core and a penumbra of decreasing ionization density with
increasing distance to the track central axis. Track structure measurements give an
upper limit of 0.3 nm for the core radius of 2.57 MeV/u oxygen ion tracks (Varma
et al. 1977). This magnitude has to be set in a relation to the size of the DNA
double strand with a diameter of about 2 nm. Nucleosomes, the basic packaging
unit of the DNA have a diameter of approx. 10 nm and chromatin ﬁbers in which
the DNA is condensed have a typical diameter of approx. 25 nm. Hence it is self-
evident that diﬀerent radiation types yield diﬀerent cell kill fractions when applying
the same dose. To quantify and compare this radiation dependent killing potential,
the quantity of relative biological eﬀectiveness (RBE) was introduced (Lea (1946),




The RBE is deﬁned as the quotient of the amount of dose of some well-deﬁned
reference radiation necessary to achieve a certain, well-deﬁned eﬀect and the dose of
the radiation under respect necessary to achieve the same eﬀect. Predominant ref-
erence radiation is the gamma radiation of the Co-60 decay into Ni-60. As isoeﬀect,
often a cell survival fraction of 10 % is used, but other numbers (1 %, 50%, ...) are
used as well. Also, a certain amount of chromosome aberrations or quantities like
certain tumor control probability (TCP) or normal tissue compication probability
(NTCP) values are used, especially in animal experiments. In respect to diﬀerent
endpoints, the RBE of the same radiation is generally also diﬀerent.
The RBE-weighted dose DRBE is deﬁned as the product of absorbed dose times
the RBE. By deﬁnition the RBE is a dimensionless pure number, thus the unit of
the RBE-weighted dose is also gray (Gy). To account for the possible confusion, it
is recommended to express DRBE in Gy followed by a space and the parenthetical
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descriptor (RBE) (ICRU 2007).
The variation of RBE due to diﬀerences in the ionization density is an expression of
diﬀerent beam quality. For the same delivered dose, beam quality is dependent on
LET and particle species: Both quantities shape the radial dose proﬁle of a particle
track, the LET gives the energy transfered while the range of the δ-electrons depends
only on the kinetic energy per nucleon of the projectile. A common parameterization






,where r is given in nm and E/m is the kinetic energy divided by the ion mass in
atomic mass units (Kiefer and Straaten 1986). For a 270 MeV/u carbon ion this
means a maximum secondary electron range of 840 µm.
2.2 Confocal microscopy
A schematic of the light path in confocal microscopy is shown in Figure 2.1.
Figure 2.1: Confocal setup after (Fischer 1996)
The essence of confocal laser scanning microscopy is point illumination and point
detection. In contrast to ordinary (wideﬁeld) microscopy, this allows for diﬀraction-
limited resolution. Fluorescence inducing stimulation light from a laser source is
reﬂected from a beamsplitter through the objective lense, focused in the specimen.
Although ﬂuorescence is stimulated not only in the focal spot, but also the light
cone in front of and behind the focal plane, this is called point illumination because
in contrast to ordinary wideﬁeld microscopy, illumination is not homogeneous on
the whole specimen but on the contrary highly focused.
Fluorescence light passing through the objective lense and the beamsplitter is then
detected. So stimulation and ﬂuorescence light use temporarily the same lightpath.
After the beamsplitter, the ﬂuorescence light is focused again by the tube lense. A
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circular aperture (commonly referred to as the pinhole) positioned at the focus of
the tube lense and thus at optically conjugate point to the focus in the specimen
obstructing all light rays oﬀ focus eﬀectively limits the volume of detection in ax-
ial direction. This way, depth resolution is achieved. Attached to piezo crystals,
scanning mirrors in the lightpath deﬂect the stimulation/detection focus in lateral
dimension. In combination with a motor enabling movements of the specimen in
z-direction (i.e. axially), three-dimensional imaging is realized.
The signal of a delta-distributed region, commonly referred to as point spread
function (PSF ), is the product of the point spread illumination function (PSFill)
and the point spread detection (PSFdect).
PSF = PSFill · PSFdect
It has to be kept in mind that the point spread illumination is not the illumina-
tion of a ﬂuorescent delta-distribution, but the illumination of a ﬂuorescent medium
when reading a delta-distribution.
In axial direction, both PSFs fall oﬀ with z−2 with increasing distance from the
focal plane so the overall PSF falls oﬀ with z−4 with increasing distance from the
focal plane. Laterally, spatial resolution is limited by diﬀraction. In contrast to ray-
geometric optics, a monochromatic light beam of uniform intensity (a ﬂat top beam)
and suﬃcient coherence length transmissing a circular aperture does not result in
a sharp circular spot but a diﬀraction pattern called Airy pattern yielded by the
Frauenhofer approximated Fresnel diﬀraction integral and described by the Bessel
function of the ﬁrst kind of order one. The Fresnel diﬀraction integral is given by








where the integration takes place over the aperture plane and E(x′, y′, 0) is 6= 0 for
x′, y′ in the aperture. r is deﬁned as
√
(x− x′)2 + (y − y′)2 + z2. In the Frauenhofer
approximation, the integral looks as follows:












Frauenhofer approximation is a far-ﬁeld approximation valid e.g. for microscope-
like optical setups. The diﬀraction pattern consists of a spot in the middle (the
so-called Airy disc) together with concentric circles separated by minima of zero
intensity.














Γ(n+ r + 1)r!
where k is the wave number λ
2pi
, a the radius of the aperture and θ the angle from
the beam axis. J1 is the mentioned order one Bessel function of the ﬁrst kind and I0
is the intensity in the maximum. In Figure 2.2, I(x)/I0 is plotted against ka sin(θ).
Figure 2.2: Airy pattern, (Wikimedia Commons 2009)
The ﬁrst minimum is located at ≈ 3.8317. This leads to the angular radius of
the Airy disc satisfying sin(θ) ≈ 0.61 λ
NA
or spatially r ≈ 0.61 λ
NA
in the focal plane
of a microscope, where NA is the numerical aperture of the setup. According to
the Rayleigh-criterion, two points can be considered resolved when their angular
separation is equal to the Airy disc radius.
Due to the combination of PSFill and PSFdect, the Rayleigh-criterion for diﬀraction-
limited resolution is reduced about 30% to r ≈ 0.4 λ
NA
.
Under ordinary conditions, a pinhole size equal to the Airy disc is the optimal
trade-oﬀ between depth resolution, lateral resolution and ﬂuorescence photon shot




In this chapter, ﬁrstly the properties of the detector material are adressed in section
3.1. The irradiation modalities and the read-out technique are explained in section
3.2 and 3.3. The last section 3.4 is about the techniques and technologies used for
data processing.
3.1 Al2O3:C,Mg
Also known as sapphire or corund, α-Al2O3 comes with a Mohs-hardness of 99.5
and is the second hardest natural material. Its density is 3.97 g
cm3
and the eﬀective
charge Zeff is ≈ 11.
Since it is a wide gap insulator (Eg = 9.5 eV), the possibility is given to engineer
deep and thermally stable electron and hole trapping centers. Doped with carbon,
Al2O3:C is a material widely used in luminescence dosimetry for radiation protec-
tion (Bøtter-Jensen et al. 2003). There, stimulation with light induces radiative
recombination of trapped secondary electrons released there by ionizing radiation.
Additionally doped with Magnesium (Al2O3:C,Mg), this material oﬀers unique prop-
erties: In 2003, it has been introduced as optical data storage medium (Akselrod
et al. 2003). Use as ﬂuorescent nuclear track detector (FNTD, Figure 3.1) was pro-
posed in 2006 (Akselrod et al. 2006a). A more detailed review over the literature is
given in the discussion (section 5.1).
3.1.1 Crystal lattice structure of α-Al2O3:C,Mg
The structure of Al2O3:C,Mg is a rhombohedral lattice with a rigid, slightly dis-
torted hexagonal-close-packed O2− sublattice, Al3+ ions occupying two out of three
octahedral interstices.
Crystals are grown from the melt using the Czochralski method (Arendt and Hullinger
1989) in a highly reducing atmosphere with a low partial pressure of oxygen in
the presence of carbon which causes aggregation of oxygen vacancies in the crystal
lattice. The additional presence of magnesium during the crystal growth process
promotes the substitution of Al3+ with Mg2+. After the growth process, FNTD
chips are cut with the long side along to the c-axisi.e. the body diagonal of the
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Figure 3.1: The FNTDs used in this thesis had dimensions of 4 × 6 mm2 and a
thickness of .5 mm
rhombohedral unit cellbecause of anisotropies (Sanyal and Akselrod 2005) and
afterwards polished on one side using diamond and silica suspensions.
3.1.2 The F 2+2 (2Mg) cluster defect
F -centers, also known as farb-centers, are anion deﬁciencies in a crystal where elec-
trons are captured in the potential well of the vacancy, causing otherwise colorless
crystals to become colorful because of the visible excitation/emission spectra of the
electrons in these potential wells. Crystal growth in a highly reducing atmosphere
thus promotes aggregation of F -centers. Each O2− ion in the crystal lattice is sur-
rounded by four nearest-neighbor Al3+ ions. If two nearby F+-centers (F -centers
where the amount of charge of the electrons is one elementary charge below the
respective anion, in this case the O2−) are accompanied by two Mg2+ ions that
charge-compensatethen the F -centers can associate and build a neutral, stable
cluster called F 2+2 (2Mg). An illustration can be seen in Figure 3.2. Association is
realized by distributing the wave function of the two (quantum mechanically indis-
tinguishable) aﬀected electrons over both defects, hence leading to a lowering of the
energy.
3.1.3 Radiochromic transformation
Secondary electrons released by ionizing radiation may get captured by cluster de-
fects (see Figure 3.3 for competing electron avenues). In consequence, these clus-
ters undergo a change called radiochromic transformation: the additional electron
repells the other electrons while the neighboring lattice atoms feel enhanced attrac-
tion (anions) or repulsion (kations). Both eﬀects lead to a (further) deformation of
the crystal lattice and thus the electrostatic potential within the cluster in which
the electrons are caught is alterated. This, then, results in a change of the excita-
tion states of the cluster and consequently in a change of the excitation and emission
spectraand hence, the coloring (ancient greek: χ%ω´µα). For read-out of FNTDs,
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Table 3.1: Excitation/emission bands of Al2O3:C,Mg
excitation wavelength emission wavelength crystal defect
255 nm 325 nm F+(Mg)
240 nm 325 nm F+(Mg)
300 nm 500 nm F2
435 nm 510 nm F 2+2 (2Mg)
350 nm 385 nm F+2 (Mg)
620 nm 750 nm F+2 (2Mg)
335 nm 750 nm F+2 (2Mg)
260 nm 750 nm F+2 (2Mg)
the F 2+2 (2Mg) clusters radiochromically transformed to F
+
2 (2Mg) are used.
As a rule of thumb, the average energy spent in an ionization event is 23 times
the band gap Eg. For Al2O3:C,Mg, this adds up to about 24 eV per ionization




or 1.82 keV/µm (lib). A simple estimation how many ionizations per
voxel occur uses the thickness of the illuminated section around the focal plane of
the out-reading laser scanning microscope (1 µm): 1.82 keV
µm
· 1 µm / 24 eV ≈ 76.




to 1900 ionizations. In the bragg peak, a carbon ion has an LET of 2100 keV
µm
,
corresponding to 88500 ionizations orunder the assumption, the ionizations take
place in a volume of 1 µm3ionization of one atom out of 1.3 106. The concentration
of Mg in the FNTD crystal has been determined by spectral analysis to be 27 ppm
(Akselrod and Akselrod 2006).
3.1.4 Excitation/emission spectra of Al2O3:C,Mg
Al2O3:C,Mg's doping with Mg and crystal growth in a highly reducing atmosphere
result in a variety of excitation/emission bands. Assignment of bands to crystal
defects was done by Sykora and Akselrod (2010a) and is given in table 3.1. In
Figure 3.4, the excitation/emission spectra of Al2O3:C,Mg can be seen after each
step of a sequence of treatment steps: a) as-grown, b) thermally annealed for 17 h at
600 °C, c) optically bleached with 260 nm and 325 nm light and d) irradiated with
100 Gy of x-ray radiation. As the Mg impurities stimulate formation of F+ defects
by charge-compensation, the as-grown photoluminescence (PL) spectrum shows a
large concentration of F+(Mg). After annealing, the intensity of the F 2+2 (2Mg)
emission is increased by a factor of 1.8. At the same time, the intensity of the
F+(Mg) luminescence decreases by 10 %. Optical bleaching even more decreases
the concentration of F+(Mg). The irradiation with x-rays leads to a decrease in the
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Figure 3.2: Illustration of the F 2+2 (2Mg) defect, (Sanyal and Akselrod 2005)
Figure 3.3: Electron avenues in Al2O3:C,Mg: Electrons can recombinate with
electron-holes, get captured by deep traps, F 2+2 (2Mg), F
+
2 (2Mg) or F
+
defects (from the left to the right), (Sykora and Akselrod 2010a)
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Figure 3.4: Photoluminescence emission / excitation spectra of the same
Al2O3:C,Mg crystal a) as-grown, b) thermally annealed for 17 h at 600
°C, c) optically bleached with 260 nm and 325 nm light and d) irradiated
with 100 Gy of x-ray radiation, (Sykora and Akselrod 2010a)
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3.2 Irradiation
In this chapter, the irradiation facilities used in this thesis and their relevant speci-
ﬁcations are described.
3.2.1 Siemens Gammatron S
The Siemens Gammatron S is the DKFZ in-house Co-60 gamma radiation device.
Its source is a rod of the size in the magnitude of some cubic centimeters. The
isotope of cobalt with mass number 60 (Co-60) in the source is instable and decays
by beta emission to Ni-60 with a halﬂife of 5.27 years. This is the reason for the
sequential emission of two gamma photonsone with an energy of 1.17 MeV and the
other one with 1.33 MeV. Only the photons are used in irradiations. The source is
shielded with tungsten inside the gantry. For irradiation, the radioactive material is
moved from the heavyly shielded rest position to the beam window position, where
collimators shape the beam to a rectangular ﬁeld of desired dimensions.
3.2.2 Siemens Primus
The Siemens Primus is a linear accelerator for electrons, designed for clinical use
in radiation oncology. In photon mode, the acceleration voltage is 6 MV. Under
reference conditions, the dose-rate is about 2 Gy/min. On the principle of operation,
the reader is referred to (Schlegel and Bille 2002, pages 373393)
3.2.3 Sr/Y-90 source
Sr-90 has a half-life of 28.8 a and decays by β−-emission with a decay energy of 0.546
MeV into the radioactive yttrium isotope Y-90. This, in turn, β−-decays with a half-
life of 64 h and a decay energy of 2.28 MeV into Zr-90, which is stable. According
to (ICRU 1970), the LET of 0.5 MeV electrons is 0.206 keV/µm and 0.186 keV/µm
for 2 MeV electrons. The Sr/Y-90 beta source used in the thesis was located at the
luminescence lab of the University of Heidelberg at the department of geography.
3.2.4 Am-241 source
A source of alpha-radiation was accessible at the luminescence laboratory of the
department of geography at the University of Heidelberg. The source was made of
AmO2, where the radioactive Americium-241 decays via alpha emission to Neptu-
nium:
241
95Am −→ 23793Np + 42He + γ
The kinetic energy of alpha particles (42He) emitted from Am-241 is about 5.11 MeV
= 1.28 MeV/u.
Am-241 has a halﬂife of 241 a, doserate of the source was ≈ .70 mGy/s. Irradiation
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was done moving the radioactive material mechanically to the detectors. Prior to
irradiation, the device where the detectors were placed was evacuated so that the
short-range alpha particles can reach the detector.
3.2.5 Heidelberg Ion-beam Therapy center (HIT)
The Heidelberg Ion-beam Therapy Center (HIT) is the ﬁrst radiotherapy treatment
facility dedicated to carbon ions in Europe and the ﬁrst dedicated facility worldwide
to apply the rasterscanning approach (Haberer et al. 1993) of dose delivery to carbon
ions in combination with active energy variation. To achieve this, a synchrotron is
used for acceleration. Particle species used at HIT for radiotherapy are protons and
carbon ions. Beam spots have an approximately gaussian-shaped lateral proﬁle. The
beam is deﬂected by dipole magnets to cover an area of 20 × 20 cm2 by scanning the
spot on a 2 mm grid. Available ranges cover the depth in water from 2 cm up to 31
cm in 255 steps for all particles, corresponding to the energy range from 48 to 221
MeV for protons and 89 to 430 MeV/u for carbon ions. In the carbon ion beam, a
thin polymethylmethacrylate (PMMA) plate with a ripple structure can be inserted
in the beamline in order to spread the very narrow Bragg peak of carbon ions to
≈ 3 mm (Weber 1996). Traversal of the ripple structure means a diﬀerent residual
penetration depth while scattering causes to smear out the range diﬀerences. In
radiotherapy treatments, the ripple ﬁlter is inserted in the beam in order to reduce
the number of beam spots necessary to cover the tumor volume and, hence, the
irradiation time for the patient, but also the calculation time for the treatment plan
optimization.
3.2.6 AD-4/ACE
The AD-4/antiproton cell experiment examines the eﬀects of antiproton irradiation
to cells, investigating the potential for a future antiproton radiotherapy. Being lo-
cated at CERN, it is the smallest experiment at the antiproton decelerator (AD)
(Baird et al. 1997).
The AD is run parasitically to the large hadron collider (LHC). Protons from the
proton synchrotron are extracted every 90 s at a momentum of 26 GeV/c, then being
directed onto an iridium target where kinetic energy is used for antiproton produc-
tion. The antiprotons created have a broad momentum spread, whereas the peak of
the production yield is for antiprotons with a momentum of 3.2 GeV/c. Decelerated
by the AD, the antiprotons are bunched in pulses of 500 ns with each bunch having
about 23 107 particles, the momentum being 502 MeV/c corresponding to 127 MeV
of kinetic energy or a Bragg peak position at 103.5 mm depth in water. Exiting the
beamline through a thin titanium window, the spill ﬂuctuations are monitored by
an advanced Roos ion chamber connected to a PTW UNIDOS electrometer.
The beam proﬁle was approximately 2D-gaussian shaped with a σ of about 67
mm. Supportive for positioning in z-direction, a calliper was attached to the water
phantom. To the coordinate of the calliper, however, a length of 4.675 mm has to
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be added due to the geometry of the phantom.
In relation to the middle axis of the phantom, the beam was slightly displaced.
In direction of the beam, the diplacement added up to 1.5 to 1.7 mm to the right.
Because the last dipole magnet was 5 m upstream, angular deﬂection was neglegible.
3.3 Microscopy
Confocal laser scanning microscopes are a common tool for cell imaging in biology.
One exemplary application in radiobiology is the imaging of DNA double strand
breaks by immunoﬂuorescence.
For this thesis, confocal laser scanning microscopy was used as read-out technique of
ﬂuorescent nuclear track detectors. Radiation induced increase in the local density
of certain ﬂuorescence centers allows for detection of single particle tracks. The
underlying theoretical foundations of confocal microscopy have been discussed in
section 2.2, the necessary material properties in section 3.1. Now, abilities and
limitations of the actually used microscope are adressed in subsection 3.3.1. Tools
necessary for the read-out are discussed in subsection 3.3.2.
3.3.1 Zeiss LSM 710 Confocor 3
The microscope used for this thesis is a Zeiss LSM 710 Confocor 3 (Car 2008) pro-
vided by the light microscopy facility (LMF) of the DKFZ. Among others, it oﬀers a
633 nm from a Helium-Neon laser line. The objective oﬀering the largest numerical
aperture (NA) is a 63× / 1.4 Oil DIC III objective. A large NA is favorable, because
of the comparable small numbers of ﬂuorescence photons emitted during FNTD
read-out. Plane-apochromatic design of the lenses corrects for chromatic aberra-
tions and distortions in the border region of images. There are two transmission
photomultipliers and one reﬂection photomultiplier, also two avalanche photodiodes
(APDs) are included. These APDs are operated at a sampling rate of 20 MHz,
yet the software limits the maximum counts to 4 MHzat a higher exposure level,
shutters cut oﬀ the light and the detector voltage is shut oﬀ to protect the APD
from destruction.
11 scanning speeds corrsponding to diﬀerent pixel dwell times are available, ranging
from 1 to 177.32 µs. Acquisition of images can be done in 8, 12 or 16 bit color depth.
3.3.2 Auxiliary tools
Advantageous for biological cell experiments, the LSM 710 is a realization of an
inverted setup which means that the stimulation/detection lightpath is penetrating
the specimen from below and notas usualfrom above. This required the detec-
tors to be glued to microscope slides. Slides used were standard ones as used by
biologists (76 × 26 mm2 with frosted end and cut edges by R. Langenbrink, D-
79312, Emmingen); as glue, Fluoromount Gby SouthernBiotech was used. This
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clear liquidous glue is optimized for ﬂuorescence microscopy by virtue of its reduced
autoﬂuorescence. A small drop creating a puddle of 34 mm diameter on the slide is
suﬃcient. Air bubbles in the glue can be avoided if the detector is placed carefully
with tweezers. Gentle tocking with the tweezers on the middle of the detector right
after glueing before the hardening takes place, spreads the glue under the detector
so that the surface is even. Hardening takes about 5 minutes.
As immersion medium, Zeiss immersol 518Fwas used. Air bubbles in the im-
mersion medium are created by wiping oﬀ spilled oil from the objective. Wiping
oﬀ oil may be indicated when changing slides. Because some oil stays on the slide,
additional immersion has to be applied to the objective when slides are changed.
After read-out of the detectors, cleaning of the objective is done by tissues of lense
paper soaked with ethanol.
3.4 Data processing
Microscope control and data acquisition was carried out using the microscope soft-
ware ZEN 2009 developed by Zeiss. Images were processed using ImageJ, a public
domain Java program developed by Wayne Rasband (Rasband 1997-2009; Abramoﬀ
et al. 2004). The version used in this thesis is 1.43u.
ImageJ was equipped with the plugin LSM toolbox, version 4.0g in order to be
capable of reading .lsm ﬁles, the output format of ZEN. LSM toolbox can convert
.lsm ﬁles to other formats. This feature was used to convert obtained images to
.tiﬀ ﬁles. ImageJ is able to save .tiﬀ ﬁles as .txt ﬁles. In these text ﬁles, images
are represented as matrices, whereas one pixel of the image is corresponding to one
matrix entry. Converted text image ﬁles were analyzed using R (R Development
Core Team 2010), a free software program for statistical computation. R versions
used in this thesis were 2.8 and later. The R add-on package lattice (Sarkar 2008)





Prior to data acquisition and processing, the microscope parameters had to be ad-
justed. The demands to the settings of the microscope are diﬀerent for FNTD read-
out in comparsion to ordinary life science use. Optimized parameters are presented
in section 4.1. Even with optimized settings, local variations of the APD reading
can be observed and are analyzed in section 4.2. The background signal is studied
in section 4.3. The background-subtracted signal of a gamma irradiated detector is
presented in section 4.4. After this, the results of exposing the detectors to particle
radiation are given, beginning with a qualitative look at particle track images (sec-
tion 4.5) ongoing to an investigation concerning the feasibility of radiation quality
measurements in the beam penumbra (section 4.6). Quantitive measurements of
single tracks (section 4.7) and track ensembles are presented in section 4.8 (ﬂuence)
and 4.9 (ﬂuorescence frequency distribution). At last, an experiment regarding the
detection of neutrons is described in section 4.10.
4.1 Microscope settings
In comparison to biological specimens, FNTDs emit only little ﬂuorescence. Thus,
reasonable signal strength can only be attained by the use of avanlanche photo diodes
(APDs) which have a greater quantum eﬃcieny than ordinary photomultiplier tubes
(PMTs). To exploit the superior spatial resolution of the FNTDs in comparsion
to PNTDs, read-out is required to be performed under conditions of diﬀraction-
limitedness in the red to near-IR regime. While this means a small pixel size, the
imaged detail must be suﬃciently large so that the number of particle tracks is
high enough to have a reliable dataset. The number of particle tracks is chosen
so that there is no overlap (see section 4.8.1). Concerning pixel dwell time, there
a trade-oﬀ has to be made for the tests conducted in this thesis between a high
enough signal and a reduction of the photon noise (see subsection 4.2.1) on one side
and a reasonable over-all read-out time, especially when acquiring image stacks (i.e.
subsecquent image acquisition at varying depth) on the other side. Also, limitations
to the access of the microscope have to be taken into account. The resolution of 512
× 512 pixels displaying an area of about 100 × 100 µm2 was chosen to be at the
physical limiti.e. a pixel size smaller than the focal spot size. The exact edgelength
of the square imaged was 103.81 µm due to discrete steps of the zoom factor. The
25
Chapter 4 Experiments & Results
laser line of the 633 nm HeNe laser was used at 100 % power corresponding to 5
mW in order to maximize the ﬂuorescence yield. Dwell time of each pixel was set to
50.42 µs. A longpass 655 nm ﬁlter was placed before the APD in order to ﬁlter out
light of too short wavelengths. Obtained signal was stored in 16 bit because 8 bit
was checked to be cutting oﬀ the dynamic range of the measured signal and 12 bit
were regarded to be unfavorable due to known issues with some image processing
programs. Pinhole size was set to 1 Airy unit (AU) corresponding to a diameter of
45 µm. 1 AU is deﬁned as the diameter of the Airy disc in the focal plane which is
the position of the pinhole aperture. A pinhole of 1 AU diameter yields an optimal
trade-oﬀ between resolution and signal. Smaller pinhole diameters lead to improved
resolution but a sharp loss in signal intensity.
Ampliﬁer gain and oﬀset are parameters that operate purely in the software domain
and do not have an impact on the physical content of aquired datasets. Default
values of zero oﬀset and 0.2 ampliﬁer gain were used.
4.2 Sources of variation of the APD reading
The APD reading can vary from pixel to pixel for the same microscopic dose and
from read-out to read-out for the same pixel. APD reading includes both signal due
to exposure of the FNTD to radiation and the ﬂuorescence background independent
from any irradiation. There are several contributions to the variation of the APD
reading. An overview over the diﬀerent sources is given in Table 4.1.
4.2.1 Photon shot noise
The ﬂuorescence photon noise obeys the poisson distribution and averaging N im-
ages reduces the relative error ∆µ/µ by a factor of 1/
√
N .
Taking into account the temporal stability shown in subsection 4.3.2, i.e. partic-
ularly the capability of the FNTDs to be read-out multiple times, one can use the
measurement of the time series as independent measurements and thus show the
photon noise by paying attention to single pixels only. Photon noise will be shown
in Figure 4.17 and quantiﬁed in Figure 4.16.
4.2.2 Relative density of F-center clusters
Structures of the order of 1 µm are visible in the APD reading (Figure 4.1). Ori-
gin of these structures was suspected either in variations in the relative density
%(F+2 (2Mg))/%(F
2+
2 (2Mg)) prior to any irradiation or in variations due to doping
inhomogeneities. The structures are still visible both after the FNTD is thermally
annealed for 10-15 min at 680°C (Figure 4.2) and additional treatment with 405
nm laser irradiation that causes photochromic transformation of F 2+2 (2Mg) (Figure
4.3a). This observation means that the structures in the order of 1 µm do not orig-
inate from ﬂuctuations of the initial variation of the relative density of the involved
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Table 4.1: Sources and relevance of signal variations
origin lengthscale eﬀect size subsection
photon shot noise 1 pixel ∆ =
√
µ 4.2.1
relative density of F-
center clusters
? < 1 % 4.2.2
ethanol bubbles in im-
mersion oil
≈ 1 µm < limit of detection 4.2.3
doping inhomogeneity 1 µm ∆/µ ≈ 7− 8% 4.2.4








< 1 µ 10 µ neglegibel for planes in ≥
7 µm depth from the sur-
face
4.2.6
dust on FNTD surface 10− 20 µm signiﬁcant attenuation of
light up to full absorption
4.2.7
air bubbles in immersion
oil
10− 40 µm signiﬁcant lensing of
light, both focusing and
defocusing

microscope sensitivity 50 µm ∆/µ ≈ 15 to > 20 % 4.2.8
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F-center clusters and that these ﬂuctuations can be neglected in the presence of
the structures dominating at lengthscales of 1 µm. Otherwise, the variations would
diminish in consequence of the thermal and optical treatment.
4.2.3 Ethanol bubbles in immersion oil
Cleaning of microscope lenses designed for use with immersion media is done with
lense paper tissues soaked with ethanol. Subsequent application of immersion oil
can result in ethanol bubbles in the immersion oil. Ethanol bubbles are in general
smaller than air bubbles and have a neglegible capability to distort light rays by
lensing. Ethanol bubbles can only be seen through the ocular, when the focal plane
is in the immersion medium. This is on the one hand true because ethanol is non-
ﬂuorescent and on the other hand because of the reduced optical density diﬀerence
in comparison to air bubbles.
4.2.4 Doping inhomogeneities
Magnesium doping is responsible for the clustering of the F-centers (see section
3.1). The more Mg atoms, the more F+2 (2Mg)s (background signal) but also more
F 2+2 (2Mg)s (radiation sensitivity) are present. Inhomogeneities in the doping density
therefore cause variations in the APD reading.
(a) 25.4 × 25.4 µm2, mean pixel value
= 105.9 ± 10.4. The dimensions are
chosen so that illumination variations
can be neglected. To cancel out vari-
ations due to photon shot noise, the
average of 8 read-outs was taken.




4.2 Sources of variation of the APD reading
(a) FNTD annealed for 1015 min at 680
°C. Variations of the APD reading
due to doping inhomogeneities are
still visible.
(b) A proﬁle plot from left to right of Fig-
ure 4.2a
Figure 4.2
(a) FNTD annealed for 10-15 min at 680
°C, photochromic transformation suc-
cessively induced by a 405 nm laser.
(b) A proﬁle plot from left to right of
the optically most treated square in
the middle of Figure 4.3a. Although
inhomogeneities due to local relative
density ﬂuctuations should be dimin-
ished, variations are still observable.
Figure 4.3
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4.2.5 Environmental radiation
Radon daughter products, terrestric radiation and cosmic rays make up the natural
radiation background (Bundesamt für Strahlenschutz 2009). Exposed FNTDs record
tracks of particles from this radiation background. Measurements concerning the
beneﬁts of FNTDs in environmental radiation dosimetry are not in the scope of this
thesis. However, environmental particle tracks have to be taken into account when
comparing dark images to FNTDs irradiated in ion beams. A ﬁt to the ﬂuorescence
frequency histogram, for example, yields more reasonable values than the mean
ormost distinctlythe maximal pixel value.
4.2.6 Fluorescent cleaning residues
After the removal of adhesives from experimental setups or spilled Fluoromount (see
subsection 3.3.2) or cleaning of dust contaminated immersion oil from FNTDs to be
re-readout, ﬂuorescent residues can remain. As any ﬂuorescent signal, it is occluded
by the pinhole if the microscope's focal plane is set suﬃciently far away. Typical
bright spots on the surface originating from cleaning residues can be seen in Figure
4.4.
Figure 4.4: Fluorescent cleaning residues on the FNTD surface
4.2.7 Dust
Dust on the FNTD's surface in the read-out light path can attenuate both illumi-
nation and ﬂuorescence light leading to a local decrease of the signal. An example
can be seen in Figure 4.5.
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Figure 4.5: Dirt on the FNTD surface absorbs light
4.2.8 Microscope sensitivity
In Figure 4.6, one can see a scan of 4 × 4 tiles (each 103.81 × 103.81 µm2, 512 ×
512 pixels). Tile scans leave the optical coordinates of the detail images ﬁxed while
using the stage's motor to change the position of the slide. The discontinuity of
the background signal and the correlation to the tile grid are visible and indicate
thus a variation of the local sensitivity. Most of the area reachable by the scanning
optics can be seen in Figure 4.7a. A proﬁle plot along the diagonal of Figure 4.7a
can be seen in Figure 4.7b. This way, the need for correction of the sensitivity
change is evident as variation is larger than ±20%. While ﬂuctuations in the relative
density are expected to be local, variations in the doping can be of large spatial
frequency. However, both signal and background scale equally to doping density.
Since illumination variations also scale both signal and background, these two eﬀects
can be corrected for with a combined pixelwise correction factor.
4.3 Background
The Al2O3:C,Mg FTNDs show a signiﬁcant ﬂuorescence which is independent from
any irradiation. For quantitative analysis, this background has to be removed. This
section describes the characteristics (subsection 4.3.1) and the constancy (subsection
4.3.2) of the background signal. From these ﬁndings, diﬀerent correction procedures
are presented in subsection 4.3.3.
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Figure 4.6: Proton irradiated FNTD; 4 × 4 tiles, each with 103.81 × 103.81 µm2,
512 × 512 pixels; the tile grid is visible in the discontinuous pattern
which indicates a sensitivity variation of the microscope
(a) Average of 100 images obtained from
an unirradiated FNTD; 224 × 224
µm2, 256 × 256 pixels and 50.42 µs
dwell time





4.3.1 Nature of the background signal
The background signal is the APD reading of an unirradiated FNTD. Origin of the
background signal is the distribution of F+2 (2Mg) prior to any irradiation. Variation
of the background can generally be caused both by properties of the FNTD and by
properties of the read-out process (see section 4.2).
In Figure 4.8, a typical background signal of a standard size image is shown. Photon
noise is suspended by averaging over 35 images. The position was about the central
optical axis.
A typical example of a non-averaged background signal including laser noise and
deviations from counting statistics is shown in Figure 4.9. The mean signal of
Figure 4.9 is 102.6 counts with a standard deviation of 13.9.
Figure 4.8: Average of 35 images ob-
tained from an unirradiated
FNTD; 103.81 × 103.81 µm2,
512 × 512 pixels and 50.42 µs
dwell time
Figure 4.9: Typical dark image from an
unirradiated FNTD; 103.81
× 103.81 µm2, 512 × 512 pix-
els and 50.42 µs dwell time.
The mean value is 102.6 ±
13.9.
In Figure 4.10, the logarithmic ﬂuorescence frequency distribution is displayed.
The background can appropriately be described by a gaussian bell curve (Figure
4.11). Start value for the ﬁt was the position of the maximum for the mean µ, start
value of σ was the square root of the position of the maximum. Found values are
µ = 101.7 counts and σ = 13.8 counts.
Inhomogeneities caused by the optics not only lead to a diﬀerence in the signal,
but also to a diﬀerence in the ﬂuorescence yield. To measure deviations in the
ﬂuorescence yield, the central 20 × 20 µm2 detail of a standard size image of 107
carbon ions per cm2 was moved on a 20 µm grid while the optically scanned region
was ﬁxed. This way, a map of the ﬂuorescence yield or eﬃciency was obtained.
Normalized to the central tile, the map of the means µ of gaussian ﬁts to the
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Figure 4.10: Fluorescence frequency dis-
tribution of Figure 4.9: how
many pixels with a given sig-
nal are in the image
Figure 4.11: Fit of a gaussian bell curve
to the background signal
histograms of the respective detail is shown in Figure 4.12. In comparison, Figure
4.13 shows the map for the relative ﬂuorescence yield of the pixels with the upper
0.38 % pixel values corresponding to 39 pixels. This value was chosen because 107
cm-2 are 1000/(100 × 100 µm2) and 1000 divided by 25 tiles is 40.
Figure 4.12: Map of the relative back-
ground ﬂuorescence
Figure 4.13: Map of the relative track ﬂu-
orescence
4.3.2 Behavior of the background signal
The background signal changes with depth. This is shown in Figure 4.14, where the
background signal peak is plotted against depth. The left slope of the peak in Figure
4.14 is due to intrusion of the focal spot into the crystal, leading to an increase of the
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illuminated and read-out volume. With increasing z corresponding to larger depth,
a decrease of the signal can be observed. This is caused by the additional amount
of material in the lightpath, which causes attentuation due to light scattering and
ﬂuorescence being emitted out of the original lightpath.
Figure 4.14: Background peak depth proﬁle of an unirradiated FNTD
In Figure 4.15, the background signal near to the FNTD surface is plotted against
depth for pinhole sizes of 0.23, 1.07 and 2.26 AU. Comparing the absolute with the
relative numbers, one can see the increase in absolute signal for large pinholes but
on the other hand an increase in depth resolution for smaller pinholes due to the
smaller focus. In addition, the reﬂection of the stimulation light was detected. A
sharp peak at the surface can be seen, enabling precise knowledge of the readout
depth.
In order to study temporal stability, a times series of 120 subsequent images was
taken. The series was taken with no delay between sequent images, revealing tempo-
ral stability and giving a measure of the ﬂuctuations of the stimulation laser and the
microscope in the time interval of ≈ 4 minutes. For the time series, only 128 × 128
pixels were read-out while keeping the pixel size ﬁxed, resulting in a 25.46 × 25.46
µm2 square. Figure 4.16 shows the impact of the photon shot noise in the upper two
histograms. In contrast to the histogram of the average image (sum image) of the
120 images with a standard deviation of 9.4, the distribution of all pixel values of
all images has a the standard deviation of 13.7 counts. In the lower two histograms
one can see how much separated the distributions of the pixel with the minimal and
the maximal mean pixel value are. A comparison of the pixels with the minimal
and the maximal average pixel value is shown in Figure 4.17. The green and red
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(a) Mean values of Gaussian ﬁts to the
background at diﬀerent depth for sev-
eral pinhole sizes. In addition, the re-
ﬂection of the stimulation light from
the FNTD surface is shown.
(b) Data from Figure 4.15a, normalized
to the values at the depth where the
reﬂection is maximal.
Figure 4.15: Depth proﬁle at the FNTD surface for diﬀerent pinhole sizes.
horizontal lines correspond to the average values and do not represent a linear ﬁt.
The diﬀerence of the mean values is about 4.5 σ, which is to be considered signiﬁ-
cant ( > 3σ). Because of this, either a smaller detail has to be chosen so that the
variations due to illumination become small or an illumination distribution has to
be extracted and corrected for. The former method is used for gamma irradiations
(section 4.4) because their relative homogeneity makes substraction of the mean
pixel value an unsuitable choice. The latter method is used for particle irradiations
because the background signal between the particle tracks allows for substraction
after the sensitivity correction. Although the background for particle irradiations is
merely calculated, it has some advantages, namely that no error due to environmen-
tal radiation tracks corrupts the correction procedure. For particle irradiations on
the other hand, choosing a smaller detail is often not an option because this would
mean a drawback in track statistics and an increase in relative track shot noise.
4.3.3 Signal correction
While signal from environmental radiation can be reduced by appropriate shielding,
photon shot noise is reduced by averaging several images or increasing the pixel
dwell time. Signal distortions by dust and bubbles can be avoided with suﬃcient
care. Still, doping inhomogeneities and the change of the microscope sensitivity
in the xy-plane remain. Doping inhomogeneities have a size of the same order
as particle tracks, thus making a correction pixel-by-pixel impossible. However,
statistical methods can be applied as will be done in section 4.7.
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Figure 4.16: Histograms of a time series. From bottom to top: Histogram of the
ﬂuorescence of the pixel with the minimal average signal, histogram of
the pixel with the maximal average signal, histogram of all images of
the series and the histogram of the summed up and normalized image
of the series
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To correct for the microscope sensitivity, the substract background routine of Im-
ageJ (Rasband 1997-2009; Abramoﬀ et al. 2004) was applied using the rolling ball
algorithm (Sternberg 1983). Here, a ball of deﬁned radius is rolled underneath the
surface obtained from understanding the pixel values as height. Prior to the rolling,
the surface is automatically smoothed by averaging over 3 × 3 pixels. The optimal
ball radius of 1700 pixels was obtained by minimizing the root mean square pixel-
wise diﬀerence of a normalized interpolated background and the normalized image
of an unirradiated FNTD with the same microscope position (see Figure 4.18).
Figure 4.18: The root mean square pixel-wise diﬀerence of a standard carbon ion im-
age and the interpolated background against the ball radius parameter
in pixel
The rolling ball correction was applied to both proton and carbon ion images.
To check the validity of this method, the residual variation in the sensitivity was
investigated. To make sure that the reference background shows the same behavior
than the images corrected for, images were taken at the border of the area reachable
by the microscope optics. Thus, a clear sensitivity gradient was gained.
In Figures 4.19 and 4.20, the diﬀerence of the relative interpolated background
to the relative measured background normalized pixel-wise to the relative measured
background can be seen for protons and carbon ions, respectively. Because here
only the large-scale background variations due to the microscope sensitvity are of
interest, the two Figures were downsampled. It can be seen that there are still
variations after the correction of up to 8 %. In conclusion, this approach fails to
reliably extract the background from a given image of particle tracks.
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Figure 4.19: Downsampled relative dif-
ference of relative interpo-
lated and relative measured
background for protons
Figure 4.20: Downsampled relative dif-
ference of relative interpo-
lated and relative measured
background for carbon ions
Fourier band pass ﬁlter
Another method to correct for the variation in the microscope sensitivity is to apply
a band pass ﬁlter in Fourier space, suspending low spatial frequencies. The optimal
value of to what size structures should be ﬁltered was estimated as illustrated in
Figure 4.21. On the one hand, if the cut-oﬀ value too large, distortions occur while
on the other hand information gets lost for a cut-oﬀ value too small. A value be-
tween 200 and 300 pixels seems adequate which corresponds to the half edge length
of a standard image.
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Figure 4.21: Relative background obtained from Fourier band pass ﬁlter with sus-
pension of structures larger than a) 64 pixels, b) 100 pixels, c) 200
pixels, d) 256 pixels, e) 300 pixels or f) 400 pixels. Data is correspond-
ing to Figure 4.12
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Local background assessment
The background has been shown to be appropriately described by a Gaussian curve
in 4.11. This can be exploited for the assessment of the microscope sensitivity. The
image to be corrected is dissected in subareas, then for each subarea a ﬂuorescence
frequency histogram is evaluated and subsequently, a Gaussian curve is ﬁtted to the
ﬂuorescence frequency distribution. The mean µ of the Gaussian is extracted and
assigned to the subarea as local background signal. In Figure 4.22, the result of this
method can be seen for subareas of 20 × 20 µm2. Deviations from Figure 4.12 can
be explained by the fact that here no microscope movements were involved. Because
a ﬂuence of 107 cm-2 was applied, an increase of the dissection resolution leads to
an overestimation of the background.
Figure 4.22: Map of the signal variation, obtained by local ﬁts to Gaussian curves
Conclusion and procedure
The rolling ball algorithm has been shown to fail to correct reliably for a FNTD
background signal. Because it is easy to use, fast and reliable, the FFT band pass
ﬁlter is proposed as correction method. When applied as correction, the free param-
eter is chosen to suspend structures larger than 256 pixels which is the edgelength
images with standard settings. The local assessment of the background signal is yet
instable for high resolutions as the ﬁt routine has to converge for every detail while
the data for the routine to ﬁt to decreases with increasing resolution.
In order to correct for the variation of the ﬂuorescence yield, the low spatial
frequency parts are suspended from the original image by the ﬁlter. Then, the
ﬁltered image is substracted from the original to get the low spatial frequency part
alone. To this low frequency part, then, the mean of the original image is added. The
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result is normalized and can then be used as a pixelwise correction to the original
image. After the correction, the mean value is substracted.
4.4 Response to gamma radiation
In order to quantify the response of FNTDs to ionizing radiation of diﬀerent beam
quality, ﬁrst the response to a reference radiation has to be known. Therefore,
measurements were conducted to investigate the response of FNTDs to gamma
radiation. For low doses, a Co-60 source (subsection 3.2.1) was used. Because of
the low doserate, datapoints for the higher doses where acquired at a clinical linear
accelerator (linac, subsection 3.2.2).
4.4.1 Setup
Irradiation at the Siemens Gammatron S with Co-60 gamma radiation was done
with detectors being placed in a 0.5 mm deepening of a 30 × 30 cm2 polymethyl-
methacrylate (PMMA) plate with 1 cm thickness. The plate was placed on top of a
4 cm high stack of 30 × 30 cm2 plates from the PTW RW3 slab phantom 29672 as
backscatter material and under 3 cm of RW3 as built-up material (see Figure 4.23).
The irradiation ﬁeld size was 10 × 10 cm2, the source-to-surface distance (SSD) was
80 cm. Irradiation times were calculated from a reference measurement under the
same conditions except for the plate containing the ionization chamber not being
made of PMMA but RW3.
Figure 4.23: Setup of the irradiation at the Siemens Gammatron S
The irradiation at the linac Siemens Primus was conducted under reference con-
ditions: As both build-up and back-scatter material, 10 cm of polystyrol was used.
Lateral dimensions of the plates were 30 × 30 cm2, the irradiation ﬁeld was 10 ×
10 cm2 and SSD was 100 cm. A photo of the setup can be seen in Figure 4.24.
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Figure 4.24: Setup of the irradiation at the Siemens Primus
4.4.2 Results
In Figure 4.25, the background-corrected mean pixel value of the inner 20 × 20 µm2
detail of standard sized images is displayed as a function of absorbed gamma dose.
This area was chosen in order to minimize the eﬀect of diﬀerent illumination inten-
sities while at the same time providing suﬃcient data. Images were chosen from
a stack around the peak background signal in regard to the highest mean signal.
The same 103.81 × 103.81 µm2 lateral dimensions were used for every stack. For
the whole data acquisition of this measurement, the pinhole size was set to .29 AU.
This was done because of the APD shutdown when high-dose irradiated FNTDs
were read out. Pixel dwell time was adjusted to get suﬃcient high counts to get
a pronounced background peak yet inhibiting the APD from shutting down. For
background correction, a dark image was taken with the same procedure and sub-
stracted. In contrast to the situation when detecting non-overlapping HCP tracks,
no background value can be extracted from images when detecting high gamma
doses.
Figure 4.26 shows the corrected 103.81 × 103.81 µm2 images used for 4.25. Images
a)  e) corresponding to 0.01 Gy  1 Gy are from the irradiations conducted at the
Gammatron (see 3.2.1), images f) to h) are from the irradiation at the Siemens
Primus (see 3.2.2).
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Figure 4.25: Gamma response corrected
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Figure 4.26: FNTD after gamma irradiation with a) 0.01 Gy, b) 0.03 Gy, c) 0.1 Gy,
d) 0.3 Gy and e) 1 Gy from the Siemens Gammatron S and f) 3 Gy, g)
10 Gy and h) 20 Gy from the Siemens Primus
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4.5 Imaging of particle tracks
4.5.1 Beta particles
FNTDs irradiated with HCPs show secondary particles emanating from the pri-
mary particle tracks (see section 4.5.3). Because of the morphology (low LET,
curling trajectories), these secondary particles are believed to be δ-electrons. To
investigate this, a FNTD was irradiated with Beta-particles from a Sr/Y-90 source
(see subsection 3.2.3). The ﬂuence was in the order of 7 107 cm-2.An image of the
Beta-irradiated FNTD with standard microscope settings can be seen in Figure 4.27.
Primary electrons are hard to identify because they have a LET too low to leave dis-
tinct tracks and large angular deﬂections handicap the tracking of electrons through
the FNTD. However, secondary electrons with a higher LET are clearly visible.
Figure 4.27: FNTD irradiated with Beta-particles from a Sr/Y-90 source. Though
hard to track because of the low LET and the curling trajectories, single
electron pathways can be seen.
4.5.2 Alpha particles
Alpha particles emitted from a Americium-241 source (see subsection 3.2.4) can be
seen in Figure 4.28. Because the dimensions of the source are ﬁnite, the alpha tracks
exhibit an angular spread and are not colinear. Although the space between source
and FNTD was evacuated, the geometry of source size, FNTD size and the distance
between did not allow for collimation. Non-colinearity causes the tracks to look
ellipsoidal due to the non-pointlike focal spot of the microscope (see section 2.2).
The divergence is made evident in Figure 4.29, where a 3D view of an image stack
is presented.
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Figure 4.28: Alpha particles. Ellipsiodity of the tracks is due to the divergence of
the particles.
Figure 4.29: Non-colinearity of alpha particles emitted from a ﬁnite source in 3d
view of an image stack
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4.5.3 Carbon ions
Setup: grazing carbon ion tracks
To produce grazing tracks of carbon ions, FNTDs were lied ﬂat on a PMMA plate
of .5 cm thickness. One detector was placed in the entrance channel, another one
behind 12 cm of PMMA (density: % = 1.19 g/cm3) corresponding to 12 cm · 1.19
= 14.28 cm (neglecting stopping power ratio eﬀects). This is about the Bragg peak
region of the carbon ions initially accelerated to 270.55 MeV/u. A schematic of the
setup can be seen in Figure 4.30.
Figure 4.30: Setup for the imaging of grazing carbon ion tracks
Results: grazing carbon ion tracks
Here, FNTD imaging capabilities are used to point out qualitative features of irra-
diation with heavy charged particles. A stopping carbon ion can be seen in Figure
4.31a. Because of the sharp stop, it can be excluded that the ion merely leaves the
focal plane of the microscope. In Figure 4.31b, a stack around the plane of Figure
4.31a is maximum projected to show how misleading images can be. One can see
in the images, how the range of the secondary electrons is reduced for lower kinetic
energies of the HCP projectiles. The stopping ion track shows no release of distinct
electron tracks and the carbon ion tracks at the left and right border of Figure 4.31b
show only short range δ-electrons. A fragmentation can be seen in Figure 4.32. The
direction of the projectile can easily be deduced from the forward scattering of the
fragments. Light fragments and the deﬂected remainder of the projectile HCP can
be diﬀerentiated by the ionization density in the tracks. Also clearly visible are the
stochastic nature of the energy transfer of the primary particle and the δ-electrons
emitted from the HCP tracks. The Bragg peaks of the δ-electrons can also be
observed, as blobs at the end of the electron trajectories.
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Figure 4.31: a) Image of a stopping carbon ion. b) Maximum projected image stack
of 52 slices over 12.48 µm of the same stopping carbon ion
Setup: carbon ions, frontal irradiation
Detectors were attached to a 30 × 30 cm2, 1 cm thick PMMA plate using double-
sided adhesive tape. Positions were chosen on a 5 cm grid, avoiding direct neigh-
borhood resulting in a minimal distance of the positions of about
√
52 + 52 ≈ 7 cm.
A sheet of paper was attached over the detectors as protective cover. Single spots
of carbon ions were shot at the detectors. Kinetic energy of the carbon ions was
270.55 MeV per nucleon. From the available spot sizes, the largest one was chosen
in order to have a suﬃcient homogeneity. The number of particles per spot were
calculated to yield 106 particles per cm2 which is equal to 100 tracks per 100 × 100
µm2, resulting in a suﬃcient density of tracks while averting track overlapping. The
carbon ion beam had a full width half maximum (FWHM, equal to 2
√
2 ln 2 σ for
Gaussian distributions) of 10.1 mm. Assumption for the calculation of the particle
number per spot was a perfectly symmetric 2D-Gaussian distribution. Calculation
lead to 1.16 106 carbon ions per spot. Irradiation was performed without the use of
a ripple ﬁlter, in the lowest intensity available, i.e. 5 106 carbon ions per second.
Results: carbon ions, frontal irradiation
By maximum projecting a stack of images with 270 MeV/u carbon ions, the thin
curling tracks of secondary electrons are made visible in Figure 4.33b.
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Figure 4.32: 270 MeV/u carbon ion fragmentation. Also, δ-electrons are clearly
visible. Image is a maximum projected stack of 13 slices, 67.48 × 67.48
µm2
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(a) 270 MeV/u carbon ions. 103.81 ×
103.81 µm2.
(b) Maximum projection of a 12.454 µm
stack with 26 images, each 103.81
× 103.81 µm2. Zigzag trajectories
emanating from the primary particle




The setup for the proton irradiation is described in subsection 4.5.3. Kinetic energy
of the protons was 142.66 MeV, the focus size of the proton beam was 15.2 mm
FWHM. Calculation yielded 2.62 106 protons per spot. The intensity used was
2 108 protons per second.
Figure 4.34: 142 MeV protons
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4.5.5 Antiprotons
Setup: antiprotons
Detectors were attached to a PMMA holding device using Scotchadhesive tape.
Orientation was chosen so that for each position (bragg peak and entrance chan-
nel) one detector's front surface was placed parallel and one perpendicular to the
beam. Because neither spot size nor the number of particles per spot could be
adjusted, the detectors had to be positioned oﬀ-axis in order to have low enough
ﬂuence to reduce track overlapping. In Figure 4.35, one can see the setup of attach-
ment: FNTDs were placed ≈ 2 cm apart, the beam was directed between them.
This distance was calculated based on the assumption of 2.5 · 107 particles per spot
and a σ of 7 mm. The displacement of the beam in y-direction was not corrected for.
Figure 4.35: FNTDs attached to a holding device for irradiation with antiprotons
For the detectors parallel to the beam, the 6 mm long side was oriented along the
beam axis in order to have a longer range to follow tracks. This lead to the fact
that the middle of the detectors for one beam position (peak/entrance channel) was
displaced around half of the length of a FNTD, that is 3 mm.
Results: antiprotons
In Figure 4.36, antiproton tracks from the entrance channel can be seen, recorded
perpendicular to the beam. Stray shots, not observable to this extend in proton
beams can be seen. Because the diﬀerence in the kinetic energy between protons
and antiprotons gives no explanation, it is suggested that the stray shots are tracks
of pions produced mostly in the Bragg peak or in in-ﬂight annihiliations. In the
Bragg peak (Figure 4.37), the abundance of stray shot particle tracks is considerately
increased, presumably due to the vincinity of the annihilation vertices.
An antiproton coming to rest in the Bragg peak region and annihilating in the
FNTD can be seen in Figure 4.38. Due to the evasion of annihilation products in
all three dimensions, an image stack was maximum projected.
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Figure 4.36: 127 MeV antiprotons. Stray shots from pions can be seen. Pions are
produced both in the Bragg peak andto less extendin in-ﬂight an-
nihilations. Standard microscope settings.
Figure 4.37: Image of antiproton tracks in the Bragg peak. In comparison to the
entrance channel, the abundance of stray shots is increased.
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4.6 Lateral beam quality change
4.6.1 Setup: lateral beam quality change
Light nuclear fragments and protons produced in nuclear reactions exhibit an in-
creased lateral spreading in comparison to the primary particle beam due to the
smaller mass. Proximal to the Bragg peak, in the central beam axis, the abun-
dance of nuclear fragments is small in comparison to the primary particles. In order
to investigate beam quality changes in lateral distance from the beam axis, a 430
MeV/u carbon ion beam was slowed down to 89 MeV/u by traversal of 24.8 cm of
PMMA. The beam focus size was 3.4 mm FWHM. A single spot was delivered to
the isocenter and FNTDs were attached to a 30 × 30 cm2, 1 cm thick PMMA plate
by adhesive tape. Position of the FNTDs was 0, 6, 12 and 18 mm of the beam axis.
The measurements were conducted for 106, 107 and 108 particles per cm2 in the spot
peak to ensure enough tracks at the oﬀ-beam positions.
To estimate the spread of the carbon ion beam and of the protons produced in
collisions a simple, analytical simulation was written in R (11 - halo simulation.R).
For the carbon beam simulation, the initial beam was taken as monoenergetic and
laterally perfectly gaussian. The rangeenergy relation was approximated by the
power law for protons (see subsection 2.1.3) and the A/Z2 scaling. The power law
is valid only for waterhowever, the α coeﬃcent has a known rough dependency on
the material (α ∝
√
A/%, where A is the mean atomic number and % the density).
For PMMA, the diﬀerence in the coeﬃcent adds up to 3.3 %. Fluence reduction with
increasing penetration depth was approximated to be linear and not exponential.
This approximation is motivated by the linear ﬂuence reduction approximation done
by Bortfeld (1997) for protons. It is ok for 270 MeV/u carbon ions but is a rough
estimation for 430 MeV/u carbon ions. The coeﬃent for the linear ﬂuence reduction
was taken from TRiP data. Lateral beam spread was approximated as widening of a
2D-gaussian with standard deviation taken from the formula of the lateral scattering
radius given in subsection 2.1.3. Because this formula gives only the spread at the
end of the range for a given initial energy, a simple calculation was necessary to get
the spread as a function of depth for a given initial energy. In this relation, again,
the A/Z2-scaled power law was used. The simulation of the relative ﬂuence of a
carbon ion beam can be seen in Figure 4.39a and logarithmically in Figure 4.39b.
The normalization is such that the 2D integral over the initial beam proﬁle is 1
(carbon ion).
For the proton beam halo, every node on the primary beam axis contributes a
kernel. Each kernel is calculated with the same approximations as the carbon ion
beam. The lateral width of each kernel consists of a pencil beam spreadening and the
spread of the carbon ion beam at the corresponding node. Convolution of the two
gaussian bell curves is done by σ2 = σ2pencil+σ
2
primary. After calculation, the kernel is
weighted with the ﬂuence of the carbon ion beam at the corresponding node in order
to take into account the ﬂuence reduction of the primary beam. Only ﬁrst generation
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Figure 4.38: Antiproton annihilation event
(a) Simulated carbon ion beam in water,
430 MeV/u
(b) Simulated carbon ion beam in wa-
ter, 430MeV/u, logarithmic. Note
that log(0) is displayed as blank and
should not be confused with the white
from the color key.
Figure 4.39
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protons are simulated and their ﬂuence reduction is neglected. Another neglection is
that the crosssection for proton production is independent of the primary particle's
energy. The normalization of the simulated proton halo is again such that the
primary beam is normalized to 1.
(a) Simulated proton halo of a 430
MeV/u carbon ion beam in water
with FWHM = 3.4 mm
(b) Simulated proton halo of a 430
MeV/u carbon ion beam in water
with FWHM = 3.4 mm, logarithmic.
Figure 4.40
4.6.2 Results: lateral beam quality change
Images of the particle tracks from the diﬀerent lateral positions can be seen in Figure
4.41. An image of the particle tracks on the on-axis position is shown in Figure 4.41a.
Figures 4.41b to 4.41d show the tracks corresponding to the particle spectrum at
618 mm oﬀ-axis position. It can be seen that the particle tracks show a variation
of size and ﬂuorescence. At the outer positions, the particle spectrum seems to be
dominated by low-LET radiation like protons.
4.7 Radial track proﬁle
In order to investigate the track structure of carbon ions, the regions around the
ﬂuorescence maxima of a 103.81 × 103.81 µm2, 2048 × 2048 pixels image were av-
eraged. Tracks too near to the image border were omitted. In Figure 4.42, the
corresponding surface plot is shown. Correction for intensity variations and back-
ground signal were adjusted to the image size by scaling the size of the structures
to be ﬁltered by the Fourier band pass ﬁlter. Structures of 256 pixels in 512 × 512
pixels images correspond to structures of 1024 pixels in 2048 × 2048 pixels images.
The radial ﬂuorescence distribution is shown in Figure 4.43.
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(a) The FNTD was placed on the beam
axis. Fluence of 106 cm-2 in the mid-
dle of the spot.
(b) FNTD position: 6 mm oﬀ the beam
axis. Fluence of 107 cm-2 in the mid-
dle of the spot.
(c) FNTD position: 12 mm oﬀ the beam
axis. Fluence of 108 cm-2 in the mid-
dle of the spot.
(d) FNTD position: 18 mm oﬀ the beam
axis. Fluence of 108 cm-2 in the mid-
dle of the spot.
Figure 4.41: Tracks of the particle spectrum of a 430 MeV/u carbon ion beam after
traversal of 24.8 cm PMMA for diﬀerent lateral distances from the beam
axis. FWHM of the beam was 3.4 mm. Standard microscope settings.
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Figure 4.42: Carbon ion track, 270 MeV/u, average from 60 tracks
Figure 4.43: Radial ﬂuorescence signal obtained from the data of Figure 4.42. For
comparison, a Geiss model 270 MeV/u carbon ion track with rcore = 50
nm is displayed. The datapoint from r = 0 is put to a quarter of the
pixel size, i.e. half the distance from the middle to the boundary of the
r = 0 pixel.
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4.8 Fluence measurements
4.8.1 Setup: ﬂuence measurements
Fluence measurements were conducted using the PTW PMMA slab phantom T2967.
FNTDs were attached to to a 30 × 30 cm2 PMMA plate of 1.0 cm thickness with a
horizontal deepening of .5 mm depth and 4 mm width using scotchtape. Orienta-
tion lines engraved into the holding plate helped to align the setup to the positioning
laser. For the ﬂuence measurements, no slabs were inserted into the beam upstream
of the detector. The setup can be seen in Figure 4.44.
Figure 4.44: Setup of the ﬂuence measurement. FNTD attached by adhesive tape
to a PMMA plate.
Radiation ﬁelds included
 a 4 × 4 cm2, 142.66 MeV proton ﬁeld with 2 mm spacing between 15.2 mm
FWHM spots of 40086 protons each
 a 4 × 4 cm2, 270.55 MeV carbon ion ﬁeld with 5 mm spacing between 10.1
mm FWHM spots of 500088 carbon ions each
 a 4 × 4 cm2, 430.10 MeV carbon ion ﬁeld with 4 mm spacing between 9.8 mm
FWHM spots of 319976 carbon ions each
The amount of particles per spot was calculated to yield a ﬂuence of 106 cm-2 for
protons and 2 ·106 cm-2 for carbon ions. Also, simulations using R, superpositioning
analytical Gaussian functions parameterized to represent the beam spots showed
good homogeneity. These numbers were used as input for irradiation plans. For the
carbon ion measurement, a ripple ﬁlter was inserted in the beam.
4.8.2 Results: ﬂuence measurements
Fluence measurements were carried out using the ﬁnd maxima routine included in
ImageJ. The routine has a free parameter noise tolerance which enables the user to
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Table 4.2: Fluence measurements. Measured number of local maxima vs. the num-
ber of tracks expected from the accelerator input ± the poisson error and
the deviation of the measurement in relation to the expectation.
particle type kinetic energy measured expected deviation
p 142.66 MeV/u 1588 1724 ± 42 -7.9 %
C-12 270.55 MeV/u 3282 3448 ± 59 -4.8 %
C-12 430.10 MeV/u 3046 3448 ± 59 -11.7 %
deﬁne how much the peaks counted as local maxima have to tower above the noise.
4 % inhomogeneity is guaranteed from HIT. The expectation value µ of a Poisson
distribution with ∆µ/µ = 4% error can be calculated via 0.04−2 = 625. To have the
error contribution from track counting smaller than the error contribution from the
accelerator output, an area of 4 × 4 tiles of 103.81 × 103.81 µm2, in the case of 106
cm-2 particles corresponding to ≈ 170000 tracks was imaged.
First, an additionally acquired single 103.81 × 103.81 µm2 image was subjected to
the ﬁnd maxima routine. The noise tolerance parameter was manually adjusted
to just barely assign a local maximum to each track visible on the single image.
Manual adjustment is relatively easy due to the preview option, marking each found
local maximum in the image for a given noise tolerance value. Then the found noise
parameter was applied to the 4 × 4 tiles. The results can be seen in table 4.2.
Deviations were calculated from ideally expected ﬂuences of 106 cm-2 for protons
and 2 ·106 cm-2 for carbon ions, corresponding to 1724 maxima for protons and 3448
maxima for carbon ions within an area of 16 · 103.81× 103.81 µm2.
4.9 Beam quality measurement by ﬂuorescence
frequency distribution
A proton, a carbon ion and an alpha particle image corrected with the procedure
described above is shown in Figure 4.46, 4.48 and 4.50, respectively. The corre-
sponding background signals are displayed in Figures 4.47, 4.49 and 4.51. In Figure
4.45, the ﬂuorescence frequency distribution is shown, a binned version is shown
in Figure 4.52. The images used have a diﬀerent number of particle tracks, Figure
4.53 shows the ﬂuence corrected histogram. Both histograms are binned with a bin
width of 5 counts for improved clarity. Fluence was obtained by the ﬁnd maxima
routine of ImageJ using the preview option.
It has to be kept in mind that the alpha particles were emitted from a source of ﬁnite
dimensions which leads to non-colinear particle tracks, i.e. the particle traversals
through the detector are not perpendicular to the surface and the focal plane of
the microscope. Thus, ﬁrstly the alpha particle tracks imaged are not circular but
ellipsoid and secondly the amount of Al2O3:C,Mg traversed up to the read-out plane
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diﬀers from track to track depending on the angle from the z-axis. Non-colinearity
matters due to the non-sphericality of the microscope focal spot. The amount of
traversed Al2O3:C,Mg matters because the plane read-out in is only a small margin
away from the range of the alpha particles, and hence LET changes are large. The
non-colinearity of the alpha particle tracks is demonstated in Figure 4.29.
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Figure 4.45: Fluorescence frequency distribution. Images background corrected.
Figure 4.46: 142.66 MeV proton tracks,
103.81 × 103.81 µm2
Figure 4.47: Background signal distribu-
tion of Figure 4.46
4.10 Neutron measurements
Neutron dosimetry has been a major application of track detector technology. In
order to investigate the potential of FNTDs for neutron dose estimation, oﬀ-beam
measurements were conducted.
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Figure 4.48: 270.55 MeV/u carbon ion
tracks, 103.81 × 103.81 µm2
Figure 4.49: Background signal distribu-
tion of Figure 4.48
Figure 4.50: 0.7 MeV/u alpha particle
tracks, 103.81 × 103.81 µm2
Figure 4.51: Background signal distribu-
tion of Figure 4.50
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Figure 4.52: Fluorescence frequency distribution of background corrected 142 MeV
protons, 270 MeV/u carbon ions, 1.4 MeV alpha particles, bin width of
5 counts
Figure 4.53: Fluence normalized ﬂuorescence frequency distribution of background
corrected 142 MeV protons, 270 MeV/u carbon ions, 1.4 MeV alpha
particles, bin width of 5 counts
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Table 4.3: Oﬀ-beam measurement. 430.10 MeV/u carbon ions sent through 24.8
cm PMMA and 88.83 MeV/u carbon ions free in air. The automatically
counted ﬂuorescence maxima are listed for diﬀerent noise tolerance (nt)
parameter settings of the counting routine.
Initial energy radiator nt = 80 nt = 100 nt = 120
430.10 MeV/u y 77 53 46
430.10 MeV/u n 84 58 49
88.83 MeV/u y 250 144 92
88.83 MeV/u n 176 104 57
4.10.1 Setup: neutron measurements
To realize suﬃcient neutron production, a 430.10 MeV/u carbon ion beam with
FWHM = 3.4 mm was sent through 24.8 cm of PMMA. For comparison, also a
88.83 MeV/u carbon ion beam with FWHM = 9.8 mm free in air was delivered.
For both modalities, the a spot of 109 carbon ions was directed 10 cm away from
the isocenter so that no primary particles or charged fragments reach the FNTDs.
These were placed in the isocenter, attached to a 30 × 30 cm2 PMMA plate of 1.0 cm
thickness using adhesive tape. For each modality, one measurement was conducted
with the FNTD covered only by the attaching adhesive tape and another one with
an additional polyethylen (PE) foil placed before the FNTD as a radiatior. PE is
rich in hydrogen and recoil protons released by neutron radiation cause tracks in
FNTDs (Sykora et al. 2007, 2008b).
4.10.2 Results: neutron measurements
Because of the low ﬂuence, 4 × 4 tiles each with 103.81 × 103.81 µm2, 512 ×
512 pixels were imaged. For diﬀerent noise tolerance (nt) parameter values, local
maxima were counted automatically (see Table 4.3). The parameter setting was
varied due to the diﬀerences in the LET of the oﬀ-beam mixed particle ﬁeld which
inhibits an optimized adjustment. Variation of the nt parameter was in the region
suitable for 142 MeV proton ﬂuorescence maxima.
In the case of 430.10 MeV/u, our measurement yielded no diﬀerence in the oﬀ-
beam particle ﬂuence between use and non-use of the radiator. Poissonian error
estimation of the ﬂuence shot noise gives e.g. 77 +
√
77 > 84 for the noise tolerance
= 80 case. For 88.83 MeV/u on the other hand, there are consistently more local
maxima counted with the radiator than without. Also consistently with and without






After Al2O3:C,Mg was introduced as volumetric optical data storage (Akselrod et al.
2003) and its optical properties (absorption and excitation/emission spectra, ﬂuores-
cence quantum yield, anisotropy and emission polarization) were thoroughly inves-
tigated (Sanyal and Akselrod 2005), application as nuclear track detector was pro-
posed (Akselrod et al. 2006a). In this proposal, a confocal setup was presented and
dependence on the doping concentration of the track ﬂuorescence (290 MeV/u car-
bon ions) was shown as well as diﬀerent peak ﬂuorescence for diﬀerent LETs (down
to LET∞ in water 0.5 keV/µm). Nearly 100 % ﬂuence detection was reported for
31 keV/µm Ne-20 ions. Thermal stability up to 600 °C and the non-destructiveness
of the readout were shown in (Akselrod and Akselrod 2006). Detection of thermal
neutrons using radiators made from 6LiF and 7LiF TLDs yielded a track density of
6100 vs. 670 mm-2 mSv-1 whereas detection of fast neutrons from a AmBe source
with a PE radiator yielded 21 tracks mm-2 mSv-1 (Akselrod et al. 2006b). This was
conﬁrmed in (Sykora et al. 2007) where a comparison with CR-39 plastic nuclear
tracks detectors (12.1 tracks mm-2 mSv-1) was done and diﬀerent radiators were
tested (LiF, PE, 10B-loaded Teﬂon; in air and albedo conﬁguration). The depen-
dence of the fast neutron response on the incident angle and the reusability after
thermal annealing to 680 °C was investigated in (Sykora et al. 2008b). No saturation
in the track ﬂuorescence amplitude plotted against Z/β was observed for a LET∞
in water of 8767 keV/µm (Sykora et al. 2008a). Here, Z is the eﬀective charge of
the HCP. In (Sykora and Akselrod 2010b), a data processing method was developed
to increase the dynamic range of gamma/x-ray response which is desirable for neu-
tron/gamma separation at high gamma doses. Accounting for overlapping tracks,
they extend the linear neutron dose response by two orders of magnitude, making
the saturation dose 1000 times larger than for CR-39.
67
Chapter 5 Discussion & Outlook
5.2 Background
5.2.1 Nature of the background signal
The investigation of the ﬂuorescence measured from an unirradiated FNTD was cru-
cial for establishing a correction protocol dealing with microscope-caused variations
in the signal.
Large-scale variations can be seen in Figure 4.7a. This is due to spatial inhomo-
geneities in the read-out process caused by the scanning optics. Within the area
reachable by the scanning mirrors, the detected background signal decreases with
increasing distance from the central optical axis.
Track-shaped maxima visible in Figures 4.8, 4.7a and 4.9 might be caused by envi-
ronmental radiation.
As can be seen in Figure 4.11, the shape of the frequency distribution is well de-
scribed by a Gaussian. This allows for the deﬁnition of a mean background signal
being useful and applicable for substraction. The background signal being ﬁtted
to is not corrected for illumination variations because the background itself is the
illumination correction for the particle irradiations.
The measurements of the relative background signal in Figure 4.12 and the relative
track signal in Figure 4.13 show very similar patterns and values. This justiﬁes the
pixelwise scaling of images as used in the correction applied in sections 4.7 and 4.9.
5.2.2 Behavior of the background signal
The background signal as a function of depth and time was investigated in section
4.3.2. A peak in the ﬂuorescence yield about ≈ 15 µm from the FNTD surface is
observed and proposed for optimal readout depth.
Temporal stability was demonstrated with a series of subsequent images for a
timeframe of 4 min. This stability and the constancy of the signal after 120 readouts
allows to regard the subsequent readouts independent from each other (i.e. optical
bleaching by 2-photon absorptions is neglegible), so that the dataset of the image
series can be used to show signiﬁcant deviations between diﬀerent pixels. Because of
this, the correction procedure for the microscope sensitivity as the largest contributor
to signal variations (1520 %, see section 4.2) has to be applied. However, there is
no correction for doping inhomogeneities available yet.
5.2.3 Signal correction
Three signal correction methods have been presented. The most reliable and easy to
use method of FFT band pass ﬁltering is proposed. The local background assessment
method, however, has potential superiority. Its resolution can be increased if the
tiling is not done seamlessly but staggered. Pitch of 1 pixel is possible. The size of
the detail being histogrammed and ﬁtted to can be adjusted to the particle ﬂuence
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delivered. This means that for low ﬂuences, smaller details could be used and for
high ﬂuences the detail size can be chosen to gather enough data for the ﬁt routine.
After the sensitivity correction, the background substraction of particle radiation
images can be further improved, if not the mean value is substracted but the back-
ground peak obtained from a ﬁt. For low count numbers however, the procedure
of infering from the APD reading to the actual photon counts collapses and yields
negative count values. A more appropriatehowever time consumingscheme that
could be used employing Bayesian statistics was presented in (Greilich et al. 2006).
5.3 Response to gamma radiation
A FNTD x-ray response curve has been published by Sykora and Akselrod (2010b),
showing saturation for 40 kV x-rays at Hp(10) ≈ 20-30 Sv. In Figure 4.25 no satu-
rating behavior was observed for 20 Gy in water from 6 MV photons. The saturation
limit for the microscope used in this thesis may be higher due to the higher spatial
resolution. Still, saturation at higher doses cannot be ruled out from the data.
Sykora and Akselrod stated that Tracks of individual secondary (or delta) electrons
are in general invisible because of their low ionization density. In this thesis, how-
ever, an increase of the densitiy of single, small maxima of ﬂuorescence can be seen
(Figure 4.26). Because the density is steadily increasing with increasing absorbed
dose, single secondary electrons are assumed to cause the maxima thus identiﬁed as
electron tracks.
5.4 Imaging of particle tracks
The aim of the qualitative imaging was to illustrate the sensitivity and the possibili-
ties for particle spectroscopy by demonstrating diﬀerent particle track morphologies.
In comparison to Figure 4.27, morphologically similar tracks are visible in Figure
4.33b. The curling and deﬂections of the electrons visible in Figures 4.33b and 4.32
cannot be seen in Figure 4.27, because Figures 4.33b and 4.32 are both projections
of several images of a stack, whereas Figure 4.27 is a single image and thus only tra-
jectories, deﬂections taking place in this plane are observable. The reported FNTD
threshold for track detection is a LET in water of 0.5 keV/µm (Akselrod et al.
2006a). However, the LET100eV in water of 2 MeV electrons is 0.102 keV/µm and
of 0.5 MeV electrons 0.117 keV/µm. This means either a signiﬁcant improvement
of the LET sensitivity range with our setup or that the tracks visible after Sr/Y-90
beta irradiation are not the primary tracks but the secondary knock-out electrons
that exhibit a larger LET.
In Figure 4.31a, HCP tracks seem to be originating in the stopping carbon ion's
trajectory. However, as can be seen from Figure 4.31b, there is no fragmentation ver-
tex observable. To the contrary, the tracks are from particles produced or deﬂected
more upstream.
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An actual fragmentation vertex can be seen in Figure 4.32. Furthermore, this
ﬁgure features imaging of secondary electron Bragg peaks.
5.5 Lateral beam quality change
First investigations on lateral beam quality change show the potential of FNTDs
to resolve the increased out-scattering of light fragments from the beam axis. Size
and ﬂuorescence amplitude indicate the particle spectrum in the penumbra to be
dominated by low-LET particles like protons. Thorough evaluation would include
a normalization concerning the number of primary particles in the beam spot, an
application of the correction procedure established in subsection 4.3.3 and a nor-
malization of the measured ﬂuence.
5.6 Radial track proﬁles
The radial ﬂuorescence signal of a mean carbon ion track in Figure 4.43 shows about
the expected r−2 behavior for r > 10−6.5 m = 320 nm. The signal for radial distances
under this limit is blurred due to the size of the focal spot and also quenched.
For comparison, a simulated radial dose distribution (RDD) is plotted. 640 nm
corresponding to the diameter for the radial distance limit is almost the wavelength
of the illumination laser, so blurring due to the ﬁnite illumination and detection is
very plausible. However, microscopy techniques that overcome the resolution limit
imposed by diﬀraction (e.g. stimulated emission depletion microscopy, STED) are
anticipated to give improved results (cf. Rittweger et al. 2009).
5.7 Fluence measurements
The ﬂuence measurements of FNTDs in combination with automatic track counting
showed deviations of up to 11 % from the expectation value. The Poisson error of
the expectation value was about 2.4 % for all particle energies. Homogeneity up
to deviations of 4 % is guaranteed from the beam delivery system. The sensitivity
of FNTDs shown in particle track imaging, however, makes it hard to believe that
HCPs might traverse FNTDs without leaving a track. Also, nearly 100 % detection
eﬃciecy was reported for for 31 keV/µm Ne-20 ions (Akselrod et al. 2006a). There-
fore, we think that deviations originate from beam spots being too far from each
other. The spacing of the beam spots was chosen under the boundary condition of
a ﬂuence low enough to prevent overlapping tracks, and at the same time ≥ par-
ticles per spot than the minimum number. Although simulations with analytical
Gaussian ﬂuence distributions for the beam spots indicated the distance between
spots to be small enough for the measurement, we conclude with the advise that a
future experiment on ﬂuence detection makes use of the possibility to circumvent
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the boundary condition on the minimum particle number per spot which is set in
place for patient service.
5.8 Beam quality measurement by ﬂuorescence
frequency distribution
Beam quality measurements were conducted by evaluating the diﬀerent ﬂuorescence
frequency distributions. It was conﬁrmed that high-LET radiation yields a higher
local ﬂuorescence signal than low-LET radiation. Diﬀerent ﬂuences, however, make
direct comparison diﬃcult. The down-scaling of the background signal peak in the
normalization of the ﬂuorescence frequency distribution to ﬂuence, on the other
hand, internalizes this information on ﬂuence. This side-eﬀect of ﬂuence normaliza-
tion has not been exploited yet.
A further extraction of information from an image is to double-normalize the ﬂu-
orescence frequency distribution. In this approach, information on the size of the
particle tracks is gathered by thresholding and track counting. For diﬀerent thresh-
olds, the ﬂuorescence distribution per particle track is normalized to the average
track size. Because the behavior of the average track size with varying thresh-
old value is based on the radial ﬂuorescence signal, diﬀerential eﬀects for diﬀerent
beam qualities are anticipated and were conﬁrmed in preliminary investigations (not
shown).
Variation of the stimulation laser intensity might oﬀer another possibility for beam
quality determiantion: Similar to the idea of high dynamic range (HDR) images in
photography, were a combination of the information from images with diﬀerent
illumination enhances the dynamic range, here ﬂuorescence yield saturation eﬀects
in high local dose regions might result in non-linearities. This non-linear behavior
would be dependent on the LET and the radial dose deposition and thus imply
information valuable for a future track to particle assignment.
The possibility to readout FNTDs in three dimensions could be of use to extract
information on the radiation quality spectrum of mixed particle ﬁelds. Fluence aver-
aged LET values could be calculated from images with particle tracks perpendicular
to the focal plane and track length averaged LET values from image stacks of the
same detector. The assumption that the beam quality does not change within a
single focal plane can be considered valid. However, the evaluation of image stacks
only yields truly track length averaged LET values for the case that the depth di-
mension of the stack is much larger than the dimensions of the track segments in
which LET variations occur. If this condition is given at all, it would be around the
Bragg peak. Still, the measurement of both track length and ﬂuence averaged LET
at the same time would be a feature unique to FNTDs with application especially
in a future LET-painting hadron therapy.
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5.9 Neutron measurements
The diﬀerence in the particle ﬂuence 10 cm oﬀ the beam spot was measured for a 430
MeV/u carbon ion beam traversing 24.8 cm PMMA and a 88.83 MeV/u carbon ion
beam traversing air both with and without a PE radiator. The reason why the setup
without the range-shifting PMMA yielded more local ﬂuorescence maximawhich
are interpreted as particle tracksis most probably the geometry of the setup: fast
neutrons are moderated by the hydrogen-rich PMMA while thermal neutrons are
screened.
For the 430 MeV/u setup, no diﬀerence was seen with radiator compared to the
same setup without a radiator. The radiator consisted of a simple sheet of PE
foilit is possible that several layers or a thicker piece of PE have to be used. Use
of high-density PE (HDPE) might additionally improve the setup. And, of course,
the number of primary particles can be increased to have more statistically reliable
results. The attachment of the FNTDs should preferably not counter the diﬀerential
eﬀect of radiator use/non-use by adhesive tape covering FNTDs. Furthermore it is
possible that the result would be more meaningful if the number of primary particles
actually delivered to the beam spot was ﬁxed and not, as done so far, the number
of primary particles exiting the beamline.
5.10 Summary and suggestions for further
investigations
The task of this thesis was to integrate FNTD technology in a life science environ-
ment. A readout and correction protocol was established and issues of relevance were
adressed: The response to gamma radiation up to 20 Gy in water was measured and
no quenching was observed. Sensitivity was shown to be high enough to image sin-
gle δ-electrons from 270 MeV/u carbon ions and the change in beam quality lateral
from the beam axis was resolved and qualitatively shown. Fluence measurements
were conducted yielding satisfactory results and feasibility studies on beam quality
monitoring and neutron halo measurements were conducted. With these investiga-
tions, the framework for the application of FNTDs in a medical research ﬁeld was set.
In the following, an outline for possible further studies is given.
a) based on already acquired image data
 automatization of correction procedures (see section 4.3.3), improvement by
using a ﬁt to yield the value to substract.
 automated correction on image data sets with diﬀerent illumination power
(e.g. comparison of background vs. track ﬂuorescence).
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 automated correction on image data sets with diﬀerent pinhole size (e.g. com-
parison of background vs. track ﬂuorescence).
 automated correction on image data sets that are double-normalized as de-
scribed in section 5.8.
b) based on already conducted irradiations
 application of non-diﬀraction-limited microscopy, in particular for imaging of
electron Bragg peaks and radial ﬂuorescence distributions
 readout of FNTDs used in the neutron experiment at shallow depths
c) continuing the work with data from additional irradiations
 saturation with higher gamma doses
 ﬂuence measurement without patient service boundary conditions to allow
fewer particles per spot in order to decrease the spot distance for the same 106
cm2 ﬂuence.
 oﬀ-beam measurements of neutrons with more primary particles in the spot
and with a dedicated radiator
 direct colocalisation radiobiology experiments with cells grown on FNTDs (see
Figure 5.1)
Figure 5.1: Human prostate carcinoma cells grown on a FNTD, imaged through a










P, 142.66, FWHM=15.2 mm, N=2.62E6
particles/spot, no ripple ﬁlter
E41-1406
C, 270.55, FWHM=10.1 mm, N=1.16E6,
no ripple ﬁlter
E41-1409
Co-60, 0.5 Gy in H2O, no built-up mate-




C, 270.55, FWHM=10.1 mm, N=1.16E6,
no ripple ﬁlter, parallel to surface
E41-1411
C, 270.55, FWHM=10.1 mm, N=1.16E6,
no ripple ﬁlter, parallel to surface, behind
12 cm PMMA
E41-1412
Antiprotons, 126 MeV, sigma 67 mm,
23 107 particles/spill, oﬀ-axis, entrance
channel
E41-1416
Antiprotons, 126 MeV, sigma 67 mm, 2
3 107 particles/spill, oﬀ-axis, parallel to
surface, entrance channel
E41-1417
Antiprotons, 126 MeV, sigma 67 mm,
23 107 particles/spill, oﬀ-axis, at Bragg
peak
E41-1418
Antiprotons, 126 MeV, sigma 67 mm, 2




Co-60, 0.01 Gy γ-1
Co-60, 0.03 Gy γ-2
Co-60, 0.1 Gy γ-3
Co-60, 0.3 Gy γ-4
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Co-60, 1 Gy γ-5
6 MV photons, 0.3 Gy γ-6
6 MV photons, 1 Gy γ-7
6 MV photons, 3 Gy γ-8
6 MV photons, 10 Gy γ-9
6 MV photons, 20 Gy γ-10




P, 142.66, FWHM=15.2 mm, 4 × 4 cm2
ﬁeld, 2 mm spacing, N=40086 (1E6 cm-2),
intens. 2E8 /s
9
P, 221.06, FWHM=12.6 mm, 3 × 3 cm2
ﬁeld, 4 mm spacing, N=15998 (1E6 cm-2),
intens. 2E8 /s
Fluence 10
C, 270.55, FWHM=10.1mm, 4 × 4 cm2
ﬁeld, 5 mm spacing, N=500088 (2E6
cm-2), with ripple ﬁlter
11
C, 430.10, FWHM=9.8 mm 4 × 4 cm2
ﬁeld, 4 mm spacing, N=319976 (2E6
cm-2), with ripple ﬁlter
12
C, 88.83, FWHM=9.8 mm, N=5.44E6, no
ripple ﬁlter, 0 cm PMMA
C, 178.01, FWHM=10.8 mm, N=5.44E6,
no ripple ﬁlter, 4.3 cm PMMA
31
C, 301.00, FWHM=10.0 mm, N=5.44E6,
no ripple ﬁlter, 13.1 cm PMMA
Beam quality 33
C, 359.58, FWHM=9.8 mm, N=5.44E6,
no ripple ﬁlter, 18.2 cm PMMA
35
C, 430.10, FWHM=9.8 mm, N=5.44E6,
no ripple ﬁlter, 24.8 cm PMMA
8
P, 48.12, FWHM=32.7 mm, N=8.99E6,
no ripple ﬁlter, 0 cm PMMA
13
P, 95.30, FWHM=19.1 mm, N=8.99E6,
no ripple ﬁlter, 4.3 cm PMMA
30
P, 157.96, FWHM=14.4 mm, N=8.99E6,
no ripple ﬁlter, 13.1 cm PMMA
Beam quality 32
P, 186.95, FWHM=13.2 mm, N=8.99E6,
no ripple ﬁlter, 18.2 cm PMMA
34
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P, 221.06, FWHM=12.6 mm, N=8.99E6,
no ripple ﬁlter, 24.8 cm PMMA
6
C, 430.10, FWHM=3.4 mm, N= 654926,
24.8 cm PMMA, no ripple ﬁlter, at 0, 6,
12, 18 mm lateral
Lateral proﬁle
14, 15, 16, 17
C, 430.10, FWHM=3.4 mm, N= 6549260,
24.8 cm PMMA, no ripple ﬁlter, at 0, 6,
12, 18 mm lateral
18, 19, 20, 21
C, 430.10, FWHM=3.4 mm, N=
65492600, 24.8 cm PMMA, no ripple
ﬁlter, at 0, 6, 12, 18 mm lateral
22, 23, 24, 25
C, 430.10, FWHM=3.4 mm, N=1E9, 24.8




C, 430.10, FWHM=3.4 mm, N=1E9, 24.8
cm PMMA, without PE foil, spot at (-
100mm,0)
27
C, 88.83, FWHM=9.8 mm, N=1E9, 0 cm
PMMA, with PE foil, spot at (-100mm,0)
28
C, 88.83, FWHM=9.8 mm, N=1E9, 0
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