Two characterizations of intersection graphs of vertex disjoint paths in a tree, one in terms of maximal clique separator and the other in terms of minimal forbidden subgraphs, are presented. A polynomial recognition algorithm for this class is suggested.
Introduction
Let F be a finite family of non-empty sets. An undirected graph G is an intersection graph for F if there is a one-to-one correspondence between the vertices of G and the sets in F such that two vertices in G are adjacent if the two corresponding sets have a non-empty intersection. Intersection graphs have applications in different domains such as genetics, scheduling, archaeology, ecology, and relational database system. We refer to [7, 11] for problems and applications of different intersection graphs.
The intersection graph of a family of subtrees in a tree is called a subtree graph. A graph G is said to be chordal if every cycle in G of length at least four has a chord, i.e. an edge joining two non-consecutive vertices of the cycle. Walter [15] , Gavril [2] and Buneman [11 have shown that the subtree graphs are exactly the chordal graphs.
A path is said to be a vertex (edge) path if the path is considered to be the set of vertices (edges) making up the path. A graph G is an undirected vertex (edge) path graph or UV(UE) graph if it is the intersection graph of a family of undirected vertex (edge) paths in an undirected tree. There is an analogous concept like DV (DE) for directed tree. A DV(DE) graph with a rooted tree representation is called a rooted directed vertex (edge) path graph or RDV(RDE) graph. Renz [101 introduced the notion of UV graphs. Gavril [2] [3] [4] has extensively studied RDV, UV and chordal graphs. The UE graphs have been studied by Golumbic and Jamison [51, Lobb [81, Syslo [13] and Tarjan [141. Monma and Wei [9] have surveyed several intersection graphs which include UV, UE, DV, DE, RDV and RDE graphs. They have suggested a unified approach to study all these graphs. Their framework has lead to an efficient algorithm for recognizing DV, DE, and chordal graphs.
Two paths P1 and P2 are said to be vertex disjoint if either V(P~)c~ V(P2) = 0, or v E V(PI ) c~ V(P2) implies v is an end vertex of at least one of the paths PI and P2. The intersection graph of a family of vertex disjoint paths in a tree T is said to be a perfect vertex graph or PV-graph. Samy et al. [12] introduced the notion of PV-graphs and characterized these graphs following the framework of Monma and Wei [9] . Unfortunately their characterization for PV-graphs is not correct (see Section 3) .
In this paper we give two characterizations of PV-graphs. One in terms of clique separator following the framework of Monma and Wei [9] , and the other in terms of minimal forbidden subgraphs. A polynomial recognition algorithm for PV-graphs is presented.
Definition and preliminaries
Throughout the paper we use 'iff' for if and only if, 'w.r.t.' for with respect to, and 'wig' for without loss of generality. Throughout the discussion, our graph G = (V, E) is assumed to be finite, undirected, simple, and connected. A subset C of V is said to be a clique of G if the induced subgraph G(C] is a maximal complete subgraph of G. If G -C is disconnected for a clique C with components Hi = (V~, El) , 1 <~ i ~ r, r >~ 2, then C is said to be a separating clique and Gi = G [(V~ w C)], 1 ~ i ~< r, r ~> 2, is said to be a separated graph of G w.r.t.C. A graph with no separating clique is called an 'Atom'. Let C be a separating clique of G. Cliques which intersect C but not equal to C are called relevant. In the following only relevant cliques are considered.
Let C1 and C2 be two cliques of G. We say that (1) C1 and C2 are unattached, (CtIC2) if (Cl c~ C) n (C2 c~ C) = 0, (2) C1 dominates C2 (C1/> C2) if C1 n C ___ C2 c~ C, (3) Ca properly dominates C2 (C~ > C2) if C~ c~ C = C2 c~ C, (4) C1 and C2 are congruent (C1 ~ C2) if they are attached (i.e. not unattached) and (C c~ C1) = (C n C2) and (5) C~ and C2 are antipodal (C~ ¢~ C2) if they are attached and neither dominates the other.
Let G1 and G2 be two separated graphs ofG w,r.t.C. We say that (1) Gx and G2 are unattached, (G1 [G2), if C1 [C2 for every clique C1 in G~ and every clique C2 in G2, (2) GI dominates G2 (G~ /> G2) if they are attached, and for every clique C~ in G~, either C1 /> C2 for all cliques C2 in G2, or C11C2 for all cliques C2 in G2, (3) GI properly dominates G2, (G~ > G2), if G~/> G2 but not G2 >/G~, (4) GI is congruent to G2 (G1 ~ G2) if G~ dominates G2 and G2 dominates G~; in this case C1 ~ C2 for every C1 in G~ and every C2 in G2, and (5) G1 and G2 are antipodal (GI ¢~-G2) if they are attached and neither dominates the other. The relation 'congruent to' is an equivalence relation on the set S' (G) of separated graphs of G w.r.t. C (see [9] ). The equivalence classes of S' (G) under this relation are called congruence classes. The above concepts were introduced by Monma and Wei [9] . We refer to Golumbic [6] for graph theoretic concepts not defined here.
A vertex ve V(G) is said to be simplicial vertex of G if G[N(v) ] is a complete subgraph of G, where N(v) 
A proof of the following theorem can be found in [6] . For any separated subgraph G, let W(G~) be the set of ve C such that there is a vertex we(V(Gi) -C) for which the edge vweE (Gi) . An antipodal pair Gi ¢~ G~, w.r.t, C is said to be relevant to x ifxe W(G~) ~ W(Gj). We let C(G) denote the set of all cliques of G, and Cv(G) denote the set of all cliques containing ve I/". Relevant cliques of G~ which contain W (G~) Proof. We induct on k, where k= IV(G~)-CI. If k= 1, then clearly (W (Gi) 
is a principal clique of G. Assume that k > 1. Clearly Gi is a noncomplete chordal graph. So by Theorem 2.1, G~ has two non-adjacent simplicial vertices. Let w be a simplicial vertex of G~ such that w ¢ C. Then G~ -w is again a separated subgraph of G-w w.r.t.C. So by induction hypothesis G~-w has a principal clique, say C~. If {w} w Cj is a clique of G i then take C; ---C[ w {w}, otherwise take Ci = C[. Then Ci is a principal clique of G~. Hence the proposition is proved by induction. [] Let T be a tree such that V(T)= C (G) . By T[Cv (G) ], we mean the induced subgraph of T by Cv (G) .
Characterization of PV-Graphs
The following theorem characterizes PV-graphs in terms of clique tree representation.
Since every PV-graph is chordal, throughout our discussion let G be a chordal graph, C be a separating clique of G and G~ = G[V~wC] , 1 ~< i~< r, r~> 2 be the separated subgraphs.
Samy et al. [12] introduced the notion of PV-graphs. There, they proved the following results.
Proposition 3.2 [12] . If G is a P V-graph, then (a) the intersection of any three cliques of G is at most a singleton set; (b) there does not exist more than one pair of antipodal subgraphs w.r.t, any separating clique C of G.
Theorem 3.3 [12] (Separator theorem for PV-graphs). Let C be a separating clique of G and Gx, G2 ..... G, , r >>, 2 We first prove some results on PV-graphs.
Proposition 3.5. Let G be a PV-graph Proof. Assume that there is a PV-clique tree T for G such that the subtrees corresponding to GI and G2 lie in the same branch of C. Since G~ ~ G2, by Proposition 3.5 there exist C1 in G1 and C2 in G 2 such that C~ ¢~ C2. Let veC~ c~ C2 c~ C. Now the path ~(v) in T contains C, C~, and C2. Wlg, let C~ lie in the unique path from C to C2 in T. Let we(C2c~C) -C~ Now ~(w) contains C and C2 but not C1, which is impossible because the unique path from C to C2 passes through C~. The following results due to Monma and Wei [9] will be used in the later part of the paper.
Proposition 3.12 [9] . A collection of pair wise non-antipodal subgraphs Gi's of a (general) graph G can be arranged in such a way that Gi > Gj implies i < j. Let G~ be a separated subgraph of a chordal graph G w.r.t. C such that G~ is a PV-graph. G~ is said to be incompatible w.r.t, a vertex ve W (G~) if for every PV-clique tree Ti for G~, IT,(Ci) = 1, where C~ # C is an end vertex of the path r~(v) in T~. A pair (G~, Gj) is said to be an incompatible pair ifl W (Gi) (Gi, G j) 
lie in different branches of C in any P V-clique tree T for G.
Proof. Let T be a PV-clique tree for G and (Gi, G j) be an incompatible pair w.r.t.C.
Assume that the subtrees corresponding to Gi and Gj lie in the same branch of C in T. Construct T~ and Tj from T as in Proposition 3.7. Let {vj} = W(G~) n W(Gj). We consider two cases separately.
Case 1: G~ > Gj.
Let Ci :/: C be an end vertex of n(vj) in Tg. Since (Gi, Gj) is an incompatible pair, l r,(C~) = 1. Since by Proposition 3.9, C~ ~ n(C, C j), where Cj is a relevant clique of G j, C~ is an internal vertex of the path n(vj) in T. So lr(Ci) >/2, which is a contradiction to the fact that T is a PV-clique tree for G.
Case 2: Gi ~ Gj. By Proposition 3.9, either C'~n(C, C") or C"~n(C, C'), where C' and C" are any principal clique of Gg and G~, respectively. Wlg, let C'~n (C, C") . Then using the similar argument as in case 1, we can show that lr(C~) >/2, where C~ is as in case 1. Hence the proposition is proved. E] For any separated graph G~, let D(G~) = {Gj such that G~ > Gi}. Define a relation R on D (Gi) by GiR Gj, for Gj, Gj E D(G~), iff G i -~ Gj. Note that R is an equivalence relation on D (Gi) . Let N(D(Gi) ) denote the number of equivalence classes of D (Gi) under the relation R.
We next present some necessary conditions for a PV-graph G.
Proposition 3.14. For a PV-graph G, the following conditions hold: (G~, Gj) such that Gi, Gj E D(G~) and W (G;) v~ W(Gj) . (4) If N(D(Gi))= 2, then there does not exist an incompatible pair (G~, Gj) of separated graphs.
Then W(G~) is a singleton set, and there is no incompatible pair
Proof.
(1) First we show that Gi > G~ implies W(Gi) is a singleton set. Let Ci and C~ be some principal cliques of Gi and G j, respectively. If W(Gj) contains at least two vertices, then the intersection of Ci, C j, and C will contain at least two vertices, which contradicts Proposition 3.2(a).
Suppose there exists some G i (Gi) be such that {vj} = W(Gj), {vj} = W(Gj), and {vj'} = W(Gj'). So vj, v) , and vj' are all distinct. Since C and C~ lie on each of the paths zt (v~), n (v)), and ~ (vj') of length two or more, either C or C~ will be an internal vertex of at least two of them. and G~, G] e D(G2) be such that va :~ v2 and V 3 ~;~ V4, where {Vl} -~-W(G~), {v2} = W(G~), {v3} = W (G'z) , and {v4} = w (G'~) . We consider two cases separately.
Case 1: There exist i and j, 1 ~< i < j ~< 4, such that v~ = vj.
Wlg, let v2 = v3. Let C1 and C2 be some principal cliques of Ga and G2, respectively.
, otherwise the intersection of C, C1, and C2 will contain at least two vertices, a contradiction to Proposition 3.2(a). Since v2 = v3, GI "~ G2.
Let Tbe a PV-clique tree for G. So C will be an internal vertex of the path n(v2). Again C~ or C2 will be an internal vertex of the path n (vz). Wig, let Ca be an internal vertex of the path rr (v z). Now either C or Ca will be an internal vertex of the path n (v a), since n(vl) contains C, Ca, and C~, where C'I is a principal clique of G[, and C1 > C'1. So either It(C) >/2 or It(C1) >>-2, a contradiction to the fact that Tis a PV-clique tree for G.
Case 2: vl, v2, v3 and v, are all distinct. Let T be a PV-clique tree for G. Then n(vl) and n(v2) will contain C and C1, where C1 is a principal clique of G~. Since each of n(v~) and n(v2) contains at least three vertices of T, C will be an internal vertex of either n(vl) or n(v2). By the similar argument C will be an internal vertex of either x(v3) or ~(v4). So lr(C)>/2, a contradiction.
(3) Let G~ > Gj. We have proved in Proposition 3.14 (1) that W(Gj) is a singleton set. Assume that there exists an incompatible pair (Gi, Gj) such that Gi, G~ ~ D(G~) , and v~ 4: vj, where {v~} = W (G~) and {vj} = W(Gj). Since by Proposition 3.13, the subtrees corresponding to an incompatible pair lie in different branches of C, C will be an internal vertex of rc(v~). Since Ci > C;, where Ci and Cj are principal cliques of Gi and G~, respectively, C~ is an internal vertex of n(v~). Since Ci > Cj, either C or C~ will be an internal vertex of n(vj). Then either It(C)/> 2 or Ir(Ci)~> 2, which is not true for a PV-clique tree T for G.
(4) Let T be a PV-clique tree for G. Let G~ > G2, G~ > G3, and x2 # x3, where {x2 } = W(G2), and {x3 } = I,V(G3). Assume that (G4, Gs)is an incompatible pair and {x,} = w (6,) 
c~ w(65).
Case 1: x, 4:x2 and x4 4: x3. Then by Proposition 3.13, C will be an internal vertex of u(x4). Again C will be an internal vertex of either u(x2) or n(x3). So a contradiction arises.
Case 2: Either x4 = x2 or x4 = x3. Wig, x4 = x2. If G, ~ Gs, then this case reduces to Proposition 3.14(3). Assume that G4 > Gs. Then by Proposition 3.13, and by Proposition 3.9, C and C1 will be internal vertices of u(x4), where C1 is a principal clique of Gt. Again either C or Ct will be an internal vertex of u (x3) Gi ",, Gj and Gj is incompatible w.r.t, xj, where {xj} = W(Gj}, then i < j. Proof. If there are no Gi ~" G j, i 4:j, then by Proposition 3.12, we are through. If there are congruent subgraphs Gi ~ Gj. We take one subgraph from each congruence class, arrange them using Proposition 3.12 and obtain a sequence ct. Since there is no incompatible pair of separated graphs, there is at most one graph Gi in a congruence class such that G~ is incompatible with respect to x~, where {x,-} = W (G~) . So each congruence class can be arranged as stated in the lemma. We replace each element G; of the sequence ct by the sequence of the congruence class corresponding to G[ and obtain the sequence fl, which is a desired arrangement. [] We now characterize PV-graphs in terms of separated subgraphs. Ci, C i and C) be some principal cliques of Gi, Gj and G j, respectively. Since C~ > Cj and Ci > Cj, Ci will be an internal vertex of one of the paths n(vj) and n(vj), say of n(vi). Again Ci or C will be an internal vertex of the path n(vj). So either It(C)/> 2 or Ir(C~) >1 2, which is a contradiction.
(vi) Assume that (vi) is not true. Let T be a PV-clique tree for G. By Proposition 3.13, the subtrees corresponding to an incompatible pair (G~, G~) lie in different branches of C in T. If there exist Gi, G j, and G k such that they are pairwise congruent, and pairwise incompatible, then n(v) is not a path in T, where v • W(G~); a contradiction to the fact that G is a PV-graph. In other cases it can be seen easily that C will be an internal vertex of more than one paths; a contradiction.
Sufficiency. Let X = {GI, G2, G3 .... , G,} be the separated subgraphs. By assumption there is at most one pair of antipodal subgraphs.
Case I: There is one antipodal pair, say (GI, G2). Let Y = {Gj such that G2 ~> G~} and Z = X -Y. Now Y and Z are collection of separated graphs satisfying the assumption of Lemma 3.15. Let {G~, G~, G~ ..... G~ 1 } and {G~', G~, G~ ..... Gt", } be arrangements of Z and Y according to Lemma 3.15 . We now give a method to construct a tree T1 for the collection Z and a tree T2 for the collection Y and combine these two trees suitably to obtain a PV-clique tree T for G.
Let T~ be a PV-clique tree for Gi, 1 ~< i ~< tl such that if(i) either G~ > Gj or G~ ,--Gj and i <j, and (ii) ifCi is an end vertex of the path n(v~), where {vj} = W(G;) c~ W(Gj), then IT~(C~) = 0. We construct T1 iteratively. be the tree obtained from T~, T) ..... T~_ 1, k ~< t. We construct T~ k) as follows. For the collection Y, Subcase (a) will not occur. Construct a tree 7"2 for Ut~L2 G" using the similar procedure as above.
Now merge the vertex Cof T1 and the vertex C of 7"2 to obtain the tree T. Let G~,G;,...,G" be an ordering of the separated graphs of G according to the Lemma 3.15. Construct a tree T for this ordering using the technique as in case 1.
Next we prove that the tree T so obtained is a PV-clique tree for G. We consider cases 1 and 2 separately.
Assume that case 1 is true. To show that the tree T1 is a PV-clique tree for U~'= 1 Gi, it is enough to show that T~ k) is a PV-clique tree for k It(C) = 1. Thus T is a PV-clique tree for G.
We next consider case 2. Assume that Subcase (c) is true. Since Proposition 3.14 (3) and (4) are true, and 7"1 is constructed as in the construction of the T1 in case l, TI is a PV-clique tree for U~=l G*. Now in both T1 and Ti*, C is a leaf vertex. Since I W(Gj)I = 1, C will be an internal vertex of the path n(vj) in 7", where {vj} = W(Gj). So It(C) = 1. Hence T is a PV-clique tree for G.
In subcase (d), the tree T is constructed following the technique for the construction of the T~ in case 1. So the tree Tconstructed in this subcase is PV-clique tree for G. So G is a PV-graph. []
Forbidden subgraph characterization
In this section we provide the forbidden subgraph characterization for PV-graphs. To this end we need some lemmas.
Lemma 4.1. Let G1 be a separated graph of a chordal graph G w.r.t. C such that G~ is a PV-graph. Then G1 is incompatible w.r.t, v, v • W(Ga) iffat least one of the following conditions holds. (l) There exists a pair (C~, CI') of antipodal cliques w.r.t, a relevant clique C1 of Gx containing v, relevant to a vertex Vl # v. (2) There exists a separated graph G[ w.r.t, a relevant clique Ca of Ga containing v such that N(D(G[)) = 2. (3) There exists an incompatible pair (G~, G~') of separated graph w.r.t, a relevant clique Ca Of Gl containing v such that v'a q: v.
Proof(necessity). Let T1 be a PV-clique tree for G1, and Ca 4: C be an end vertex of the path n(v) in Ta. Since G~ is incompatible w.r.t, v, Iri (Ca) = I. So Ca is a separating clique of Ga. If possible, let none of the conditions (1)-(3) of Lemma 4.1 hold for C1. Since the intersection of any three cliques of G1 is at most a singleton set, and Condition (1) is violated, there exists no antipodal pair (G'I, GI') of separated graphs w.r.t. Ca. So the collection of all separated graphs w.r.t. C1 satisfies the condition of Lemma 3.15. Now as in case 1 of the sufficiency of Theorem 3.16, we can construct a PV-clique tree T* such that lrr(Ca) = 0. This is a contradiction as Ga is incompatible w.r.t.v. So atleast one of the conditions (1)- (3) (G[, vj) ; otherwise depth(G, v) = 1 + max {depth (G/, vj) , depth (G~, vj) }.
Let (G~, Gj) be an incompatible pair w.r.t.C. Then height(G~, G j) = depth(G, vj) if G~ > Gj, otherwise height(G. Gj) = max{depth (G, vj) , depth (Gi, v~) }, where {v;} = v,: (G,) 
n W(Gj).
Let 3vy = {H such that H is a minimal forbidden subgraph for PV-graph}. Let ~-s'l = {He~-~, and H has a separating clique C such that if (Gt, G2) is any incompatible pair w.r.t. C, then height(Gt, G2) = 1}. Lemma Fig. 2 
The intersection of any three cliques in a chordal graph G is at most a singleton set iff G does not contain HI and H2 in

as induced subgraphs.
Proof (necessity). If possible, let G contain Hi(H2) as an induced subgraph. Let CI,C2 and C3 be any ordering of the cliques of HI(H2). Let C] ,C~,C~ be some cliques of G containing C1,C2 and C3 of HI(H2), respectively. Now IC] n C~ n C~I/> 2, as IC1 n C2 n C31 >/2, contrary to our assumption, Sufficiency. Let G be free from H1 and H2. If possible, intersection of some three cliques in G contains at least two vertices. Choose such a graph G with minimum number of vertices. Since G is chordal, and G has at least three cliques, G has a separating clique. Let C be a separating clique of G, and G~, 1 ~< i ~< r, r >t 2, be the separated graphs of G w.r.t.C. Let C~ be a principal clique of Gi, 1 ~< i ~< r. By the choice of G, there exists C,, C,, and C~ 3 such that I C, n C~ 2 n C~31 >/2, C~j e {CI, C 2 ..... Cr, C} for 1 ~< j ~< 3. If Cij :# C for 1 ~< j ~< 3, then I C n C~2 n C~ 31/> 2. So wig, assume that [Ct n C2 n C] >/2. Let {x, y} __G C1 n C2 n C.
Case 1: (Ct n C) u (C2 n C) = C. Clearly Ct'~C2. Let xle(ClnC)-C2, Yt~CI-C, x2e(C2nC)-Cl, Y2 e C2 -C. Then G[{x, y, x~, x2, Yl, Y2}] will be isomorphic to H2. This contradicts our assumption that G is free from H 2.
Case 2:(C1 n C) u (C2 n C) # C. Fig. 3 as an induced subgraph.
Proof (sufficiency).
It is easy to verify that each of the graphs in Fig. 3 When 1C1 c~ C2 c~ Ca[ = 1, let IC1 c~ C2 c~ C31 ---{x}, and let {x, Yi} c C~ c~ C be such that y~ ¢ C~, with i #j and 1 ~< i, j ~< 3. Let xi be in C~\C, 1 ~< i ~< 3. Then G[{x, Xl, x2, x3, y, Yl, Y2, Ya}] is isomorphic to H4. If IC~ r~ C2 c~ C31 = 0, let x, y, z, xl, x2 and x3 be in C1 c~ C2, C2 c~ C3, C3 c~ C~, CI \ C, C2\C and C3\C, respectively. Then G[{x, y, z, xl, x2, x3} ] is isomorphic to H3. Case II: There exist G1, G2 and G3 satisfying G1 ¢*" G2, GI <:*" G3, but G2 is not antipodal to Ga. By Proposition 3.5, there exists Ci in G~, i = 1, 2, 3 such that C1 ¢~ C2, C1 ¢~ C3, but C2 is not antipodal to C3. As G is free from HI and H2, we have C2 c~ C3 = 0, ICl n C21 = 1 and ICI c~ C3[ = 1. Taking v • C1 n C2, w • C1 c~ C3, {/3, /3'} C C ~ C2, {w, w'} c Cr~ C3, x~ in Ci\C, 1 ~< i ~< 3, we get G[{xl, x2, x3, v,/3', w, w'}] which is isomorphic to Hs.
Case III: There exist G1, G2, G3 and G4 all distinct such that GI ¢~" G2 and G 3 <:*. G 4 .
By Proposition 3.5, there exists C~ in G~, i = l, 2, 3, 4 such that Ct ~ C2 and C3 ¢~ C,. Now G being free from H1 and H2, we have [C1 c~C21 = 1 and ICanC,~[=I. Let {x}=Clc~C2, {y}=Cac~C, , {y, y'}~C3nC, {x, x'}c CI~C, {x, x"}~C2t~C{y, y"}~C4nC, and z~eCAC, i=1, 2, 3, 4. Then G[{x, x', x", y, y', y", zl, z2, za, z, ~}] Fig. 4 .
(b) If I W(GI)I i> 2, then G1-(C-W(G1)) contains a subgraph isomorphic to one of the graphs Hi to H~ in
Proof. Let Then G [ {v, w, vl, Yl, Y2 } ] is isomorphic to Hi. If G~ contains neither C[ nor C", then clearly Ci and C~" are unattached to C~_ 1, otherwise (C~_ 1, C~), where wig, C[ is attached to C~_ 1 is an antipodal pair w.r.t. Ci. ), and y3eC ['-(Ci"nC~) . Then G[{v,y, yl,y2, Y3}] is isomorphic to H~. If G[ contains neither C~ nor Ci', Y3 e (C i n C~ n C~'), Yl, Y2, Ya, Y4, Ys}] is isomorphic to H i.
Case 2: There exists a separated graph G~ w.r.t. Ci such that N(D(G~)) = 2. Let G~ > Gj, and Gi > G~' be such that vj ~ vj', where {vj} = I4,'(Gj), and {vj'} = W(Gj'). Let Yl e C~ -Ci, Y2 e Cj -Ci, and y3 e C~' -Ci where C~, C~, and C~' are principal cliques of G~, G~, and Gj', respectively. If I W(G1)I = l, then G ['{V, Yl, Y2, Y3, Vj, /; ~' }] is isomorphic to H~. If I WIG1 )l t> 2, then let w e W w, Yl, Y2, Y3, vj, vj', vl Then G[{v, w, v l, Y l, Y2}] is isomorphic to Hi. If [W(G1)I = 1, then let y3eCi-1 -Ci. Then G[{v, yl, y2, Y3, H:, Hi, Hi, HI) , where 1 ~< i,j, k, I ~< 4 , and i,j k, and I need not be distinct, be the graph H which is obtained as follows: (1 Let $1 = {H such that n =fl (nl, Hi, Hi, Hi) , 1 <~ i, j, k, I <~ 4}. Let $2 = {n such that H=f2(H[, Hj, H~), 5<~i<~9, l<~j, k<<, 4) . Let S3={H such that H= f3 (G[, Gj 2, 3 and 6 or a member of $1, $2, $3, or $4. Proof. It is a routine exercise to check using Theorem 3.16 that each of graphs mentioned in Theorem 4.5 belongs to ~a~-s-1.
fl [
f3¢%'
f4 ¢%' % 1 Fig. 5 . An illustration of the operations of the functions fl to f4.
Necessity. Let G be in ary,. If G is not chordal, then G contains C,, n >/4, i.e. H7 as an induced subgraph. Since H 7 6 ~'~q, G will be isomorphic to H 7 . Assume that G is a chordal graph. Clearly G has a separating clique. Let C be a separating clique of G satisfying the property in the definition of ~-yl-Let Gi, 1 ~< i ~ r, r >1 2 be the separated graphs of Gw.r.t.C. Since G is not a PV-graph, Theorem 3.16 will not hold for G. Clearly each Gi is a PV-graph.
Case 1: Theorem 3.16 (2) is not true. Then by Lemma 4.2, G will contain a subgraph isomorphic to HI or to H2. Since both H1 and H2 are in ~ar~r,, G itself will be isomorphic to H~ or to H2.
Case 2: Theorem 3.16 (3) is not true. Then by Lemma 4.3 and by the fact that Hi E ~-~, 3 ~< i ~< 6, G will be isomorphic to one of H3 to H6. Then clearly G2 -(C -W(G2) ) will be isomorphic to the complete graph on two vertices. Again using the similar argument as in Lemma 4.4, we can get the structure of
Case 2:G1 ~ G2. Wig, let depth(G1, v) >/depth(G2, v). So it is enough to describe the structure of G~. Using a similar argument as in Lemma 4.4, we can get the structure of GI. Similarly we can get the structure of G2, and hence that of G [ V(G~) 
u V(G2) -(C -W(G1)).
So we have a method to construct
) is an incompatible pair of arbitrary height. Now along the same lines of Theorem 4.5, we can find out ~s. So we have the forbidden subgraph characterization for PV-graphs, namely the following theorem. 
Recognition algorithm
In this section, we present a polynomial time recognition algorithm for PV-graphs. Moreover, if the input graph is a PV-graph, then our algorithm constructs a PVclique tree T in polynomial time.
Since every chordal graph having at least three cliques has a separating clique, we have the following result. Let X = (Gt, G2 ..... Gr) be an ordered set of separated graphs of G w.r.t. C, and Y = (T1, T2 .... , T,) be such that Ti is a PV-clique tree for Gi, 1 ~< i ~< r. (X, Y) is said to be perfect w.r.t. C if (1) X contains neither an antipodal pair (G~, Gj) , nor an incompatible pair (G~, G j) of separated graphs; (2) there exists no G~ in X such that N (D (Gi)) >1 2; (3) the ordering G1, G2 ..... G, satisfies the property of Lemma 3.15, and (4) if (G~, Gj) is a congruent pair with i <j, and Ci :~ C is an end vertex of n(v~) in T~, where {vj} = W (Gi) , then IT,(Ci) = 0.
Let T and T' be any two trees such that v e V(T), and w e V(T'). Define f by f (T, v, T', w, x 
) = T", where V(T") = ((V(T)u V(T')~ {x}) -{v, w}), and E(T") = (E(T)w E(T')) -({vv'
such that vv'e E(T)} u {ww' such that ww'e E(T')})u {xx' such that either vx' e E(T) or wx' e E(T')}. In other wordsf (T, v, T', w, x) is the tree T" obtained by merging the vertex v of T with the vertex w of T', and naming the merged vertex x.
Next we present a procedure 'CONSTRUCT TREE' to construct a tree from a certain collection of trees. Note that the correctness of the above procedure follows from the proof of the suffiiency of the Theorem 3.16. Since, given a PV-clique tree T' for a graph G', and a vertex v e V (G'), g(v) can be constructed in O(I V (G') ] + ]E(G')]) time, and since r = O(n), the procedure 'CONSTRUCT TREE' takes O(n(n + m)) time, where n and m are the number of vertices and edges, respectively of (U~= i Gi).
We next suggest a procedure to test whether a given separated graph is incompatible w.r.t, a prescribed vertex. Let max{d(C, C') such that C' is not a pendant vertex of T ~s~} = k, where d(C, C') is the distance from C to C' in TtS~; Let Sj = {C" e V(T ts~) and C" is not a pendant vertex such that d (C, C") The correctness of ALGORITHM A follows from the correctness of the procedure TREE, Theorem 3.16, and Theorem 5.1. Since the number of separating clique of G in O(n), ALGORITHM A takes O(nam) time.
From the above we have the following theorem.
Theorem 5.4. P V-graphs can be recognized in 0 (n* m) time. Moreover, a P V-clique tree T for a PV-graph G can be constructed in O(n4m) time.
Although we have a polynomial recognition algorithm for PV-graphs, it would be interesting to design a more efficient recognition algorithm for PV-graphs.
