Decision making is a challenging task in online recommender systems. The decision maker often needs to choose a contextual item at each step from a set of candidates. Contextual bandit algorithms have been successfully deployed to such applications, for the tradeoff between exploration and exploitation and the state-of-art performance on minimizing online costs. However, the applicability of existing contextual bandit methods is limited by the over-simplified assumptions of the problem, such as assuming a simple form of the reward function or assuming a static environment where the states are not affected by previous actions.
INTRODUCTION
Decision making in online recommender systems and advertising systems are challenging because the recommender needs to find the policy that maximizes its revenue by interacting with the world. A typical decision-making problem is to select a featured item from a finite set of candidates, for example, to select an advertisement from a set of ads that relate to the user's query in a search engine, or to recommend a song from the user's playlist in a music streaming service. After making the decision, the recommender will receive a reward together with some state transition. In such settings, each item has a so-called context (which includes features and attributes) that carries all the necessary information for making the choice. Since it is often the case that the reward, as well as the state dynamic of choosing each item, are related to its context, the recommender system must try to learn how to make the choice given the contexts of all the candidates.
To solve such contextual recommendation problems, algorithms based on contextual-bandits have been successfully deployed in a number of industrial level applications over the past decade, such as personalized recommender systems [17, 27, 28] , advertisement personalization [6, 29] , and learning-to-rank [22] . Contextual-bandit algorithms are preferred if one needs to minimize the cumulative cost during online-learning because they aim to address the tradeoff between exploitation and exploration.
The standard contextual bandit problem can be seen as a repeated game between nature and the player [16] . Nature defines a reward function mapping contexts (a set of features) to real-valued rewards, which is unknown to the player. At each step, nature gives a set of items, each with a context. The player observes the contextual items, selects one, and then receives a reward. The payoff of the player is to minimize the cumulative regret or to maximize the cumulative reward.
The main challenge of solving contextual bandits lies in the trade-off between exploration and exploitation. The most wellknown approaches are arguably value-based methods including Upper Confidence Bounds (UCB) [5] , Thompson Sampling (TS) [30] , and their variants. These value-based methods try to estimate the expected reward of choosing each item, so they are especially effective when the form of reward function is known explicitly. For example, when the expected reward is linear in the context, [1, 9, 17] proposed Lin-UCB, which is applied successfully to the online news recommendation of Yahoo, and [4, 8, 19] also proposed TS to solve the linear contextual bandits. Similarly, [10] proposed GLM-UCB using generalized linear models, [15, 23] used Gaussian Processes, to model the reward functions. These variants of UCB and TS have been known to achieve sub-linear regrets [1, 2, 4, 5, 8-10, 15, 17, 23] . Similar ideas have also been applied to reinforcement learning algorithm such as the UCRL algorithm with regret bounds [13] .
However, the applicability of these approaches in real-world applications is heavily limited, especially for large-scale and highdimensional problems, due to the following reasons:
• First, these methods tend to over-simplify the form of the reward function, which is unrealistic in real-world cases. For example, for sponsored search advertising via real-time bidding, the reward of showing an ad (cost per click) is often the click-through rate multiplied by the bidding price, so it can be understood as a mixture of binary and linear outcomes. Moreover, the reward can often be a high-order non-linear function of features in the contexts. • Second, the overall formulations of contextual-bandit problems are sometimes over-simplified comparing to real-world applications. It is often assumed that the reward is determined by the context of the currently chosen item, and the distribution of contexts is independent of the agent's action. However, it may not be true in real-world recommender systems where the behaviors of users heavily depend on not only the current contexts but the history, i.e., the items that he/she viewed in previous rounds. Also, the set of candidate items can relate to the user's previous preferences as well. These dependencies are not well exploited in existing models. • Last but not least, these methods are value-based, so they are meant to find deterministic policies. A subtle change in the value estimation may cause a discontinuous jump in the resulting policy, which makes convergence difficult for these [25] . On the other hand, stochastic policies are sometimes preferred in online recommender systems.
In light of these observations, we propose Policy Gradients for Contextual Recommendations (PGCR), which uses the policy gradient method to solve general contextual recommendations. Our approach model the contextual recommendation problem without unrealistic assumptions or prior knowledge. By optimizing directly over the parameters of stochastic policies, it naturally fits the problems that require randomized actions as well as addresses the trade-off between exploration and exploitation.
Since we design PGCR specifically for contextual recommendations, we would like to specify the performance objective first and see if it is different from the one in standard reinforcement learning.
We find that the objective over policies depends on the marginal expected probability of choosing each item (in expectation of other items). So PGCR restricts the search space to a class of policies in which the expected probabilities of choosing an item has a simple closed form and can be estimated efficiently. Therefore, the search space for PGCR is dramatically reduced.
Then, in order to estimate the marginal probability of choosing each item, we extend Experience Replay, the popular technique in off-policy reinforcement learning [3, 12] , to a finer-grained sampling procedure. By doing so, the variance of estimating policy gradients can be much smaller than the variance of the vanilla policy gradient algorithm. The resulted algorithm is also computationally efficient by stochastic gradient descent with mini-batch training.
To address the trade-off of exploration and exploitation, our proposed PGCR empirically has the property of Greedy in the Limit with Infinite Exploration (GLIE), which is an essential property for contextual bandits [19] . The property is guaranteed by two useful heuristics named Time-Dependent Greed and Actor-Dropout. Time-Dependent Greed is to schedule the level of greed to increase over time, so the resulted stochastic policy will explore a lot in the early stage and then gradually converge to a greedy policy. Actor-Dropout is to use dropout on the policy network while training and inferring, thus the feed-forward network outputs policies with randomness. It has been known that such a stochastic feed-forward neural network can be seen as a Bayesian approximation [11] , so it can provide with directed exploration for PGCR. Furthermore, with the mentioned techniques, PGCR can directly apply to contextual recommendations in a Markov Decision Process (MDP) setting, i.e. with states and state transitions. We propose this generalized setting for the reason that the i.i.d. assumption on contexts in the standard contextual bandit setting is unrealistic for real-world applications. On the other hand, we suppose that at each step, the contexts are drawn i.i.d. from a distribution conditional on the current state. Furthermore, when an item is chosen, the immediate reward is determined by both the state and the selected item. The state is then transitioned into the next state. Such a model is tailored for a wide range of important realistic applications such as personalized recommender systems where users' preferences are regarded as states and items are regarded as items with contexts [20, 26] , and e-commerce where the private information (e.g., cost, reputation) of sellers can be viewed as states and different commercial strategies are regarded as contexts [7] .
We evaluate PGCR on toy datasets and a real-world dataset of music recommendation. By comparing with several common baselines including Lin-UCB, GLM-UCB, Thompson Sampling, ϵgreedy, and vanilla policy gradients, it shows that PGCR converges quickly and achieves the lowest cumulative regret and the highest average reward in various standard contextual-bandits settings. Moreover, when state dynamics are included in the real-world recommendation environments, we find that GLM-UCB and TS fail to incorporate information from the states, while PGCR consistently outperforms other baselines.
PROBLEM FORMULATION 2.1 One-step Contextual Recommendations
We first introduce the simplified setting of contextual recommendation as a standard contextual-bandits problem. At each step, we have a set of contexts c = (c 1 , . . . , c m ) T that corresponds to m items, where c i is the context of the i t h item. The contexts c 1 , . . . , c m are independently and identically distributed random variables with outcome space C. The action is to select an item from the candidates, a ∈ {1, ..., m}.
For the ease of notation, we use c to denote the concatenation of all m contexts and use c a to denote the context of the selected item a. We write the random variable of immediate reward as R(c a ) to note that in this setting it depends only on the chosen context vector c a . The dependency is not known to the decision-maker. So the target is to learn the dependency and choose the item with the largest expected reward.
A stochastic policy π is a function that maps the observations (the set of contexts c) to a distribution of actions. Let the random variable a ∼ π (c) denote the action determined by policy π . The performance of a policy is measured as the expected reward of the chosen item over all possible contexts, i.e.,
where c a is short for the context of the chosen action a.
When the policy π is parameterized as π θ where θ is the trainable parameters, our goal is to find the optimal choice of θ that maximizes the objective J (π θ ).
However, there is an obvious drawback for this simplified setting: in real-world recommendations, it cannot be assumed that the contexts are always drawn i.i.d from some global probability distribution. For example, when recommending items (goods) to a customer given the searching query in an e-commerce platform, we can only select items from a candidate pool related to the query. This non-i.i.d nature motivates us to put forward a more general setting, which involves the states.
Sequential State-aware Contextual Recommendations
In this part, we introduce the generalized setting as a Markov Decision Process (MDP) with states and state transitions for contextual recommendations, which is referred to as MDP-CR. At each step t, the decision maker observes its state s t as well as a set of contexts correlated to that state c t = {c t 1 , . . . , c tm }. When an action (one of the items) a t = π (s t , c t ) is selected, a reward R(s t , c t a t ) is received, and the state is transitioned to the next state by a Markovian state transition probability s t +1 ∼ T (s t +1 | s t , c t a t ). Note that the setting in this paper is different from other existing generalized bandits with transitions such as Restless bandits [31] .
In this setting, we assume that the contexts are independently distributed conditioning on the state: c t i ∼ д s t (c) for all i, where д s t (c) is the probability density of contexts given state s t . For example, if the state is the search query or the attribute vector of a user, we assume that the contexts of items in the candidate pool are drawn from a distribution that reflects the search query or the user preference.
The goal is to find a policy that maximizes the expected cumulative discounted reward, so the objective is
where 0 < γ < 1 is a discount factor that balances short and long term rewards, just like in standard reinforcement learning. We also define the action value function
Same as previous works [21, 25] on policy gradients, we denote the discounted state density by
is the probability density of initial states, and P (s → s ′ , t, π ) is the probability density at state s ′ after transitioning for t time steps from state s.
Thus we can rewrite the objective as
POLICY GRADIENTS FOR ONE-STEP CONTEXTUAL RECOMMENDATIONS
In this section we investigate several key features of our purposed PGCR method. For readability, we first discuss the one-step contextual recommendation case (corresponding to section 2.1), which can be modeled as the standard contextual-bandits. Later in the next section, we will show how to extend to the generalized multi-step recommendation which can be modeled as MDP-CR.
Marginal probability for choosing an item
Due to the assumption of the problem setting that the reward only depends on the selected context, we claim that for any policy π , there exists a permutation invariant policy that obtains at least its performance.
Definition 1 (Permutation invariant policy).
A policy π (c) is said to be permutation invariant if for all c ∈ C m and any its permutation
where a ′ ∼ π (c ′ ) and a ∼ π (c) denote for the actions chosen by the policy π , c ′ a ′ and c a is the their corresponding contexts respectively, and dist = means the probability distribution of the expressions on two sides are the same.
Proof. Let us suppose, for the sake of contradiction, that there exists a policy π such that (i) it is not permutation invariant, i.e. there exists c ∈ C m and some permutation operator P ∈ P that c a c ′ a ′ where c ′ = P (c) and a ′ ∼ π (c ′ );
(ii) The expected reward following π is larger than all permutation invariant policiesπ that J (π ) > J (π ).
Then it follows that E c R(c π (c) ) > E c R(cπ (c) ) for all permutation invariantπ , where the expectation is over all sets of contexts.
Recall that the contexts are drawn i.i.d. from the same distribution, so we have
so there exists at least one c that 1 |P | P ∈ P R(P (c) π (P (c)) ) > R(cπ (c ) ) for allπ .
But because π is not permutation invariant, we find a policy π * (P (c)) = π ((P * P T P )(c)) that is permutation invariant, where
which leads to a contradictory to (6) and (7) . So it must be that Lemma 1 holds. □ Lemma 1 states that, without loss of generality, we can focus on permutation invariant policies. The objective in then becomes
where p(c) is the marginal probability of choosing an item with context c (in expectation of randomness of the other m − 1 items, denoted as c −1 ), by a permutation invariant policy:
Suppose we have a score function µ θ which takes the context as inputs and outputs a score, where θ are the parameters. We can construct a class M of permutation invariant policies with the score function:
where д is an operator that satisfies permutation invariance, for example, a family of probability distributions, and dist = means the two sides are equivalent in the sense of probability distribution. Note that this class of policies include policies of most wellknown value-based bandit algorithms. For example, if the score function is the estimation of the reward, and the operator д(·) chooses the item with the maximum estimated reward with probability 1 − ϵ and chooses randomly with probability ϵ, the policy is exactly the well-known ϵ-greedy policy [24] . If the score function is a summation of the reward estimation and the upper confidence bound, and д(·) chooses the item with the maximum score, it results in a similar policy to the upper confidence bound (UCB) policy [5, 17] .
The policy gradient ∇ θ J (π θ ) for the standard one-step recommendations can be directly derived from (9)
So it involves computing the marginal probabilities of choosing an item p(c) which is not explicitly parameterized or tractable given an arbitrary policy π θ . To this end, we put forward a restricted family of stochastic policies that allows us to have p(c) in closed-form so as to estimate the gradient of J (π θ ) efficiently.
A simple but powerful class of policies
Now we propose a class of policies for our PGCR algorithm. For the standard one-step contextual-bandits, following the form of a policy described in (11), we define a class of stochastic policies denoted by N as
where µ θ (c) is any positive continuous function of c and θ , σ is a normalization σ (x) := x 1 i x i , . . . , x m i x i and Multinoulli(·) returns a multinoulli random variable (the multinoulli distribution is also known as categorical distribution).
The form of our policy (13) generalizes several important policies in reinforcement learning. For example, when µ θ (c i ) is an exponential function e −β f θ (c i ) , it reduces to the well-known softmax policy. If β approaches to infinity, it converges to the greedy policy that chooses the item with highest score.
For any policy π θ ∈ N , the marginal probability of choosing an item can be easily derived as
which is a continuous and positive function of parameters θ . So it is straightforward to estimate p θ (c) by sampling c −i from the contexts that the player have seen before. We denote by D t the contexts that have appeared up to step t. The estimation of p(c) is unbiased because as assumed all contexts in D t are i.i.d from the context space.
POLICY GRADIENTS FOR SEQUENTIAL CONTEXTUAL RECOMMENDATIONS
In this section we extend this approach to MDP-CR. We first usec to denote the augmented context by pairing together a state s and the context c for a certain item, i.e.,c = (s, c). For example, in a personalized recommender system, the state s consists of the user feature, c contains the item feature. Their concatenationc = (s, c) is often used in ordinary tasks such as the prediction of click-through rate. Given a policy π , the states can be roughly thought of as drawn from the discounted stationary distribution ρ π (s). As we already defined the density of contexts given the state as д s (c), we have the discounted density of the augmented contextc by the axiom of probability ξ π (c) = ρ π (s) д s (c).
Since we assume the state distribution ρ π (s) is stationary, it is natural that ξ π (c) is also stationary.
Then by applying the same technique as we derive the marginal probability, we derive the performance objective as follows:
where p(c) = E c −1 ∼д s [I (a = 1) | π ] is the marginal probability of choosing c given s. Now we derive the gradients of J (π ) similar to the result in [25] . Surprisingly, it only replaces R(c) in (12) by Q (c).
Theorem 2. Assuming the policy π leads to stationary distributions for states and contexts, the unbiased policy gradient is
where Q π (c) := Q π (s, c) as defined in (3), and ξ π (c) is the discounted density ofc.
Proof. We denote the state-value for state s under policy π as
By repeatedly unrolling the equation, we have
Integrating both side over the start-state and recalling the discounted state density ρ π (s) and discounted augmented context density ξ π (c), we get the policy gradient as
□ Again we can find the restricted class of policies to perform efficient estimation of the gradient. For MDP-CR, it is straightforward to extend (13) to introduce states by replacing c as the augmented contextc.
ACTOR-CRITIC WITH FUNCTION APPROXIMATIONS
In this section, we deliver the practical algorithm to estimate the policy gradient using function approximations. In the sample-based approximations, we write collected the reward feedback as r (c) for the one-step recommendation case, and r (c) for the sequential recommendation case, as the realizations of the reward random variable R(·).
In conventional methods based on contextual-bandits, the most direct way to estimate the reward function is to directly apply supervised learning methods to find an estimator f ϕ with parameter ϕ minimizing the mean squared error, i.e.,
where D
(1) t ⊂ D t is the set of chosen contexts and r (c) is the received reward for choosing context c. It is common for most value-based contextual bandit algorithms, such as ϵ-greedy, Lin-UCB and Thompson Sampling.
However, we argue that in a policy-based perspective, this kind of off-policy supervised learning brings bias. Since our goal is to maximize the expected reward J (π θ ) rather than minimizing the empirical loss as in supervised learning, the marginal probabilities of choosing an item must be taken into consideration, and the form of f ϕ (c) cannot be chosen arbitrarily.
Similarly, when states and state transitions are involved in MDP-CR, we also need to find an approriate f ϕ (c) to approximate Q (c).
Since we have noted that the standard one-step contextual-bandits can be seen as a special case of the generalized MDP-CR, from now we will use the notations of MDP-CR by default to deliver the main results and algorithms.
We take similar spirit to [21, 25] and define the following compatible conditions, to assure that the policy gradient is orthogonal to the error in value approximation. Theorem 3. The policy gradient using function approximation
is unbiased to (16) if the following conditions are satisfied: (i) the gradients for the value function and the policy are compatible,
(ii) the value function parameters ϕ reach a local minimum of the mean squared error over the stationary context distribution such that
Proof. By condition (ii), as we assumed the distribution of contexts ξ π is stationary with respect to the policy π , it is easy to see when the conditions hold,
Then by condition (i) we have
which is the difference between (16) and (18) . □
The basic PGCR algorithm
We now formally propose the policy gradients algorithm for general contextual recommendations, coined by PGCR. Recall that our policy returns a Multinoulli random variable that chooses a t by a t ∼ Multinoulli σ µ θ (s t , c t 1 ), . . . , µ θ (s t , c tm ) .
The key is to estimate the marginal expected probabilities for each item. When estimating it for some context, say c t i , at some state s t ,
we resample from all the previously observed contexts at the same state to get another m − 1 contexts.
where N (N ≥ 1) is the number of resampling times, and c in the denominator are another m − 1 sampled contexts from the same state to s t .
Similar to previous actor-critic algorithms [18] , we can use Sarsa updates [24] to estimate the action-value function and then update the policy parameters respectively by the following policy gradients for contextual-bandits algorithm,
In practice, the gradients can be updated on mini-batches by modern optimizers such as the Adam optimizer [14] which we already used for experiments. PGCR naturally fits to deep Reinforcement Learning and Online Learning, and techniques from these area may also be applied. Note that the algorithm can also be apply to the standard contextual bandit setting without states. GLIE is to explore all the actions infinite times and then to converge to a greedy policy that reaches the global optimal reward if it runs for enough time. Value-based methods can satisfy GLIE if a positive but diminishing exploration value is given to all the actions. But for policy-based methods, it is not straightforward, because one cannot explicitly show the exploration level of a stochastic policy. For PGCR, on the contrary, it is easy to have GLIE by Time-Dependent Greed, which applies a Time-Dependent Greed factor to the scoring function µ (c). A straightforward usage is to let µ greedy (c; t ) := µ α t (c) where α is a pre-determined positive constant value and t is the current time-step. When t → ∞, the policy tends to choose only the item with the largest score. Also the marginal probability p greedy (c; t ) remains positive with the assumption that µ (c) ∈ (0, +∞) for all context c, so any item gets an infinite chance to be explored if it runs for enough time. This technique can also apply to other policy-based RL methods as well.
Two useful heuristics

Actor-Dropout.
Directed exploration is also desired. UCB and TS methods are well-known to have directed exploration so that they automatically trade-offs between exploration and exploitation and get sub-linear total regrets. The basic insight of UCB and TS is to learn the model uncertainty during the online decisionmaking process and to explore the items with larger uncertainty (or higher potential to get a large reward). Often a Bayesian framework is used to model the uncertainty by estimating the posterior.
However, the limitation of these methods is that assumptions and prior knowledge of reward functions are required, otherwise the posterior cannot be estimated correctly.
In light of these observations, we propose Actor-Dropout for PGCR to achieve directed exploration. The method is simple: to use dropout on the policy network while training and inferring. We do so because it has been theoretically and empirically justified that a neural network with dropout is mathematically equivalent to a Bayesian approximation [11] . So Actor-Dropout naturally learns the uncertainty of policies and does Monte Carlo sampling when making decisions. Since Actor-Dropout needs no prior knowledge, it can apply to more general and complex cases than UCB and TS.
To use Actor-Dropout, in practice it is good enough for exploration to add dropout to just one layer of weights. For example, for a fully-connected actor-network, one can use dropout to the weights before the output layer, with a dropout ratio of 0.5 or 0.67. It can be understood as to train several actors and to randomly pick one at each step, so it trade-offs between exploration and exploitation since each actor learns something different from each other. We also found Actor-Dropout worth trying for other RL or Online Learning tasks in the exploration phase.
Lower variance of the gradients of PGCR than vanilla PG
We prove that the variance of updating the actor and the critic of PGCR is less than that of vanilla PG.
Since the concept of context does not exist in the classic formulation of reinforcement learning, it is often regarded as part of the state. Given a stochastic policy π θ (s, c), PG has policy gradients
where e i denotes a unit vector and e T i π θ (s, c) is the probability for choosing the i th item. For simplicity, we write ν i := e T i π θ (s, c). Since we focus on policy gradients, we assume that PG has a critic function f ϕ (c) with the same form as PGCR. The corresponding update steps for PG is
Our PGCR can achieve lower estimation variance comparing to classic stochastic policy gradient methods such as [25] , the reasons are two-fold. Firstly, by Lemma 1 we know permutation invariant policies are sufficient for contextual-bandits problems, so PGCR adopts the restricted class of policies. On the contrary, in vanilla policy gradients, one should treat a state s and the whole contexts c altogether as the input of the policy function, so the sample space can be much larger, which results in lower sample efficiency. Secondly, even if with the same form of policy, vanilla policy gradients tend to converge slower than PGCR because they do not take the marginal expected probabilities of choosing an item into consideration.
In a formal way, we can have the following conclusion. 
(30)
Additionally if PGCR uses a fixed N , as t → +∞, with probability 1 we have
Proof. It is obvious that both ν t a in ∆ PG are unbiased to ∆ ϕ t . To analyze the variance, we focus on the estimations of the probability of choosing an item: ν t a andp(s t , c t a ). Let V := Var ν t a . Then for PGCR,
where ν (n) t a denotes the probability of choosing c t a at the n th time of sampling. In the worst case, it samples exactly the same set of m − 1 items every time, then Var p(s t , c t a ) = V . Otherwise if there exists n 1 and n 2 that the samples are different such that ν
t a , then the correlation is strictly less than 1 and we have Var ∆ PGC R ϕ t < Var ∆ PG ϕ t in this case. Finally when enough time steps passed, for N is a fixed positive integer, the probability of each item being sampled at most once is mt (m − 1)N (mt ) −(m−1)N → 1 as t → +∞.
So with probability 1 the sampled contexts are all different to each other so the estimated probabilities of choosing an item are i.i.d.,
We get the following theorem applying the similar technique to Lemma 4. We claim that Policy gradients (18) has no higher variance than gradients in PG.
Proof. Similar to the proof of Lemma 4, we denote the variance of ∆ PG θ by V θ .
By the update rules (25) of PGCR, the variance of ∆ PGCR
Because of the assumption that the sampled contexts in each sampling procedure are independent and identical distributed, we have
. . , N and the theorem is proved. □ Note that, in practice, PGCR does not necessarily set N to a large integer since it is naturally a finer-grained experience replay [3] . Surprisingly, when N = 1, PGCR can have a better performance than PG even in the simplest setting. In the next section, we will demonstrate experimental results that show that PGCR with N = 1 achieves better performance in various settings compared to other baseline methods including PG.
The results can be interpreted as follows. From a statistical point of view, PGCR takes advantage from a resampling technique so the estimations have lower variances. From an optimization perspective, PGCR reduces the correlation of estimating probabilities of choosing the m items within the same time step, so it has less chance to suffer from exploiting and over-fitting, while vanilla PG cannot. For example, when the estimated values of m contexts are given, an optimizer for PG would simultaneously increase one item's chosen probability and reduce other m − 1 ones', which results in training the policy into a deterministic one: the item with the largest estimated value will get a chosen probability close to 1, and others get arbitrary small probabilities close to 0. Afterward, the items with 0 chosen probabilities will hardly have any influence to further updates. So eventually, vanilla PG is likely to over-fit the existing data. On the contrary, when PGCR estimates the gradients, even if an item cannot beat against the other m − 1 competitors at its own time step, it can still help because it outranked some items from other time steps. Therefore, PGCR tends to be more robust and explores better than vanilla PG.
EXPERIMENTS 6.1 Datasets and simulation details
We test our proposed PGCR and other baseline methods on several simulated contextual recommendation environments. To start with, we would like to describe the details of our simulations.
• Toy environments: The first set of experiments are done with a generated toy dataset to simulate the standard contextual bandit settings. We simulate a contextual bandit environment with 5 items at each step, where each item is represented by a 40-dimensional context vector that is i.i.d. sampled from a uniform distribution in a unit cube c ∼ U(C), C = (0, 1) 40 . Once an item with context c is chosen by the player, the environment returns a random reward R(c). We test three types of reward functions: Testing PGCR with different level of Actor-Dropout. It shows that, without Actor-Dropout, PGCR tends to have linear regret like ϵ-greedy and fail to converge. But when using Actor-Dropout, PGCR empirically converges which is similar to UCB, yet gets even lower regret than UCB.
• Music recommendation environments: We use a realworld dataset of music recommendation provided by KKBox and open-sourced on Kaggle.com 1 . The challenge is to predict the chances of a user listening to a song repeatedly. So we construct simulation environments to simulate the online contextual recommendations to test our methods. We construct two simulators based on the distributions of the dataset with different settings: one simplified setting without explicit states and one general setting with states and state transitions. At each round, a user comes, which is randomly picked from the users in the dataset. For the state-aware setting, the state is set as the last 3 songs the system recommended previously to this user, together with the corresponding feedbacks (listened or not). Then the simulator randomly samples a set of 10 candidate songs from the user's listening history. Finally, the recommender makes a decision to recommends one to the user. If the user listens to it again (which is the original target for the supervised learning dataset), the system gets a reward of 1, otherwise, 1 https://www.kaggle.com/c/kkbox-music-recommendation-challenge/ it gets 0. Each song has 94 fields of features in the context vector, including discrete attributes and numerical features about the song's genre, artists, composers, language, etc. The simulation consists of 5 million time steps and is repeated for 5 runs. Since the optimal policy is unknown in this problem, we will use the average reward as the performance metric.
Experiments on toy datasets
For the three standard contextual-bandit problems, we use the cumulative regret as the evaluation metric. The cumulative regret is defined as the cumulative difference between the received reward and the reward of the optimal item. For PGCR, we use the multi-layer perceptron (MLP) as the policy and value networks. The MLPs have one fully-connected hidden layer with 10 units and the ReLU activation. As for the training details, at each step, we sample a batch of 64 history samples for efficient experience replay. The loss is minimized by the gradientbased Adam optimizer [14] .
We compare PGCR with the following algorithms:
• ϵ-greedy: It chooses the item with the largest estimated value with a probability of 1 − ϵ and chooses randomly otherwise. Specifically, it estimates the expected reward by a value network with the same structure of PGCR. • Lin-UCB: The widely studied version of UCB for contextual bandits with linear rewards [1, 9, 17] , which uses a linear function to approximate the reward, and chooses the item with the maximum sum of the estimated reward and the estimated confidence bound. • GLM-UCB: The UCB method for generalized linear rewards, proposed in [10] , which can solve non-linear rewards if the reward function can be fitted by a generalized linear model of contexts, such as Bernoulli rewards and Poisson rewards. • Thompson Sampling: It samples from the posterior distribution of parameters, estimates each item's value, and chooses the item with the maximum estimation [4, 8] . Specifically, it uses the same function approximation as Lin-UCB or GLM-UCB for linear and non-linear rewards.
For Lin-UCB, GLM-UCB and Thompson Sampling, we use the same training procedures as suggested in [17] . For ϵ-greedy, ϵ is set as a constant value, e.g. 0.1 or 0.3. For each method, in order to reduce the randomness of experiments, we run the simulation for 20 times and report their averaged cumulative regrets. The results are shown in Figure 1 .
From Figure 1(a) , (b) and (c), it sees that PGCR converges more quickly and has lower regrets in most cases. For the linear bandits, Lin-UCB is, theoretically, one of the best choice if the linearity is known. Even though PGCR does not know the form of reward function apriori, the performance is comparable with Lin-UCB. Thompson Sampling converges slower and ϵ-greedy obviously fails to converge. For the generalized linear case, PGCR achieves much lower regret than other baselines. For the mixed reward case, we see that PGCR learns faster than GLM-UCB and empirically converges after a long run.
We further did an ablation study to test the improvements induced by the proposed heuristic, Actor-Dropout. See Figure 1(d) for the comparisons. It shows that Actor-Dropout significantly helps PGCR to converge. The growth rate of cumulative regret for PGCR without Actor-Dropout is similar to ϵ-greedy, indicating that the original algorithm fails to converge and has linear regrets. But when equipped with Actor-Dropout, the regrets are smaller. When the dropout rate is set to 0.67, the growth rate of PGCR's regret is similar to that of GLM-UCB which can theoretically achieve sub-linear regrets. So empirically we remark that Actor-Dropout is a strong weapon for PGCR in order to get a convergence guarantee, even with almost no assumptions on the problem.
Experiments on music recommendations
6.3.1 Simplified setting without explicit states. The experimental setup in the setting without states is as follows: PGCR uses MLPs as policy and value networks. Each MLP has two hidden layers of sizes 60 and 20 respectively and uses the ReLU nonlinearity. ϵ-greedy has exactly the same value network like the one in PGCR. All these methods are trained with Adam algorithm with the same learning rates. The batch-size is set as 256. We also test GLM-UCB here as another baseline because the reward is binary thus can be learned by a logistic regression model.
As is shown in Figure 2(a) , PGCR performs the best. It is interesting to see that traditional contextual-bandits methods learn fast from the beginning, which indicates that they are good at exploration, but their average rewards stop increasing rapidly due to the limitation of the fitting power of general linear models. ϵ-greedy learns slowly at the early stage, but it outperforms GLM-UCB and TS after a long run. Comparing with these algorithms, PGCR has the best performance from the beginning to the end of the learning process. 6.3.2 Simulation with states and transitions. The experimental setup for this experiment with states is as follows. We enlarge the size of the first hidden layer of the MLPs from 60 to 90 because there are more inputs (including the contexts and the states). UCB and TS here take the augmented contexts as input. They keep the same general linear modeled priors as the previous part. The result of the experiment is shown in figure 2(b) . PGCR outperforms other algorithms with larger map comparing with the previous experiment. An interesting fact is that both UCB and TS can only get almost the same return as in the previous experiment, which indicates that they can hardly make any use of the information from the states. PGCR learns faster and gets state-of-the-art performance in this task.
Since there are states and transitions, we also test the vanilla Policy Gradient method [25] as another baseline, with the same MLP neural networks as actor and critic as PGCR. From the result, it shows that vanilla PG can outperform classic bandits methods, which is not surprising because it can make use of the state dynamics and maximize the long-term return. However, it is still much worse than our purposed PGCR, for the reason that PGCR has a smaller search space and smaller variance when estimating the policy gradients. So the experimental results verified that PGCR is more sample efficient than the vanilla policy gradient method.
These simulation experiment results indicate that PGCR provides an alternative to conventional methods by using stochastic policies which can address the trade-off between exploration and exploitation well. The fast learning in the beginning phase and the stable performance over the entire training period of PGCR show that it is reliable to apply for real-world recommender systems.
CONCLUSION AND DISCUSSION
This paper has studied how to use the actor-critic algorithm with neural networks for general contextual recommendations, without unrealistic assumptions or prior knowledge to the problem. We first show that the class of permutation invariant policies is sufficient for this problem, and then derive the expected return of a policy which depends on its marginal expected probability of choosing each item. We next propose a restricted class of policies in which the objective has a simple closed form and is differentiable to parameters. When using such policies, the gradient can be computed in closed-form. Furthermore, we propose Time-Dependent Greed and Actor-Dropout to improve the performance and to guarantee the convergence. Eventually, it comes to our proposed PGCR algorithm. It can be applied to standard contextual bandits as well as generalized sequential decision-making problems with state dynamics.
By testing on a toy dataset and a recommendation dataset, we showed that PGCR indeed achieves state-of-the-art performance for both classic one-step recommendations and MDP-CR with state transitions in a real-world scenario.
It is a promising direction to extend our results to a variant of realistic recommendation settings, i.e, online advertising systems that choose multiple items at each round, or learning-to-rank that carries out diverse recommendation.
