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Abstract—This work presents a new multi-chemical experi-
mental platform for molecular communication where the trans-
mitter can release different chemicals. This platform is designed
to be inexpensive and accessible, and it can be expanded to
simulate different environments including the cardiovascular
system and complex network of pipes in industrial complexes
and city infrastructures. To demonstrate the capabilities of the
platform, we implement a time-slotted binary communication
system where a bit-0 is represented by an acid pulse, a bit-1 by a
base pulse, and information is carried via pH signals. The channel
model for this system, which is nonlinear and has long memories,
is unknown. Therefore, we devise novel detection algorithms that
use techniques from machine learning and deep learning to train
a maximum-likelihood detector. Using these algorithms the bit
error rate improves by an order of magnitude relative to the
approach used in previous works. Moreover, our system achieves
a data rate that is an order of magnitude higher than any of the
previous molecular communication platforms.
Index Terms—Experimental Platforms, Molecular Communi-
cation, Communication Systems, Machine Learning, Deep Learn-
ing, Detection.
I. INTRODUCTION
In molecular communication, chemical signals are used to
transfer information at various length scales from micro and
nano meters to a few meters [1], [2]. Information can be
modulated on different properties of information particles that
are released by the transmitter. These include the concentra-
tion/number [3], [4], the type [5], or the time of release [6].
Information particles can be transported from the transmitter
to the receiver using diffusion, active transport, bacteria, and
flow (see [2] and the references therein).
One of the main challenges in molecular communication is
the lack of experimental data to validate the models. To bridge
this gap between theory and practice, several previous works
have focused on building experimental platforms for molecular
communication. In [7], a molecular communication platform
is developed using a electronically controllable spray for
transmission, aerosolized alcohol for carrying information, and
a metal-oxide sensor, used in breathalyzers, for detection at the
receiver. It was shown that data rates of 0.3 bits per second
(bps) could be obtained on this platform. Using experimental
data, it was demonstrated that this system’s response does not
match the accepted mathematical models, and corrections to
the models were proposed [8]. This platform was expanded
into a multiple-input multiple-output (MIMO) setup, where it
was shown that the data rate can increase using MIMO [9].
In this work, we focus on molecular communication systems
where there are multiple chemical interactions in the environ-
ment, and present a novel experimental platform where the
transmitter can release different types of chemicals. Although
it is difficult to find analytical models for these systems [10],
the inherent nonlinearities can result in interesting effects such
as pattern formation and chemical oscillator [11]. Moreover,
multiple chemicals can be used to reduce the intersymbol
interference (ISI) as was shown in [12].
Our platform uses peristaltic pumps to inject different chem-
icals into a main fluid flow in a small silicon tube. The tubes
can be networked in branches to replicate a more complex
environment such as the cardiovascular system in the body or
complex networks of pipes in industrial complexes and city
infrastructures. This platform is deliberately designed to be
inexpensive and easy to build so that other researchers can
replicate it without having access to wet labs. Our platform
can be used to by-pass computer simulations, which can be
computationally-complex, by providing actual measurements
relatively quickly. It can also be automated to run many
experiments with minimum supervision.
To test our platform, we use acids and bases as transmission
signals, and the pH value as the information bearing signal. As
was discussed in [12], using this setup, the pH signal can both
be decreased or increased through transmitting acids or bases.
This resembles having negative and positive signals, which is
something that was lacking in concentration-based molecular
communication. Since analytical models for this system are
nonexistent, a natural question to ask is the following: how
can we do detection given the system’s nonlinearity and long
memory? Note that both of these characteristics of this system
makes detection very difficult. Since an acid transmission
would decrease the pH level in the environment and a base
pulse would increase the pH level, one approach is to use the
rate of change of pH. However, it is not clear if this approach,
which we refer to as the slope detector, is optimal.
One solution to this problem is using detection algorithms
inspired by machine learning [13]. In this work we present
two such algorithms: one based on support vector machines
(SVM) [14], and one based on recurrent neural networks
(RNN) [15]. In both cases, the detection algorithms have to
go through a training phase based on known transmission
sequences to “learn” the parameters of detection. At first
glance, this may seem like extra overhead. However, if we
consider the fact that there are no known models for multi-
chemical communication channels, experimentation to validate
any model would become inevitable. In fact, even in wireless
radio communication many experimental data are used to
“train” and “learn” (i.e., validate and revise) the models. This
results in standardized models such as the Rayleigh fading
channel and the corresponding detection algorithms. Note that
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Fig. 1: The multi-chemical molecular communication platform.
the detection algorithms we present in this work can be used as
part of any communication system (not necessarily molecular).
They are especially useful when the underlying analytical
channel model is unknown.
Based on experimental data collected on our platform, we
show that both the SVM based detector and the RNN based
detector perform significantly better than the slope detection
approach. We also demonstrate that the RNN detector behaves
similar to a maximum likelihood detector, which maximizes
the likelihood of the current symbol given the previously
received signals and the current signal. Therefore, the RNN
learns to do detection and equalization. This property is
validated using experimental data, where for short symbol
intervals, which result in severe ISI, the RNN’s bit-error
rate (BER) is about 10 times lower than the slope detection
approach and about two times lower than the SVM detector.
We demonstrate that data rates up to 4 bps are achievable on
this platform, which is about 10 times better than any previous
works [7], [9].
The rest of this paper is organized as follows. In Section II,
we present our multi-chemical communication platform. Then
the modulation scheme, the communication protocols, and the
detection algorithms necessary to implement a communication
system on our platform are discussed in Section III. Numerical
BER evaluations of the proposed detection algorithms are
presented in Section IV, and Section V concludes the paper.
II. MULTI-CHEMICAL EXPERIMENTAL PLATFORM
In this section, we describe the construction of our experi-
mental platform. To decide what type of chemicals are released
by the transmitter, we need to decide what type of sensor(s)
will be available at the receiver. In this paper, we assume that
the information carrying particles are hydrogen ions and we
use a pH sensor to detect their concentration. The transmitter
can release acids and bases to decrease and increase the pH.
Note that although we consider this specific setup, the same
general platform can be used with other types of chemicals.
For example, instead of a pH sensor, a sensor that can detect
glucose or proteins can be used. The transmitter can then
release any number of chemicals including glucose, proteins or
enzymes that degrade them. We now describe the transmitter,
the propagation channel, and the receiver.
A. The Transmitter
The transmitter consists of a set of peristaltic pumps that
can be used to pump different liquids. Peristaltic pumps use
rotary motors attached to “rollers” to compress a flexible tube
and generate flow. As the rotary motor turns, the part of the
tube under the rollers is pinched and almost closed, which
forces the liquid in the tube to move and generate flow as the
rollers turn. This process, which is called peristalsis, is used
in many biological systems such as the gastrointestinal system
in the body.
Peristaltic pumps are used in a wide variety of industries
such as food, agriculture, medicine, engineering, and water
and waste management. For example, they are used in dialysis
machines to pump the blood in and out of the body and
help patients with kidney failure. The peristaltic pumps we
chose for our setup are aquarium dosing pumps, which can
be purchased for as low as $15 per pump. We use a custom
metal-oxide semiconductor field-effect transistor (MOSFET)
switch board to control the pumps through an Arduino Uno
microcontroller.
The transmitter also has containers for the chemicals that
can be released by the transmitter. Fig. 1 shows a transmitter
that can release acids and bases. Note that this architecture
can be easily extended to use more chemicals by adding extra
pumps and containers.
B. The Propagation Channel
The propagation channel is a silicon tube with a diameter
of 2.5 mm. We use these small tubings since they are inex-
pensive and can be easily connected together to form complex
networks that may resemble the cardiovascular system in the
body. Fig. 1 shows the propagation channel through a single
tube. The single tube can resembles a vein in the body.
The liquid that constantly flows in the tube is filtered water.
The flow is generated by a peristaltic pump that is always on.
The volumetric flow generated by the pump has been measured
to be about 1.3 mL/s. Interestingly, the pH of the water has
been measured to vary from pH 7 to pH 8.5 during different
months. Note that instead of water, any other liquid can be
easily substituted to be the main liquid flow in the channel.
For example, it is possible to pump blood instead of water.
The acid and the base are injected into the main water
flow by the transmitter. The water flow would then carry
these chemical signals to the receiver (i.e., the pH probe) and
then a waste container. The system can be modified such that
the flow would circulate back instead of being removed to a
waste container. Note that such a closed loop system can be
a more accurate representation of an in-body communication
system. One benefit of using chemicals that react and cancel
out, such as acids and bases, is that in closed loops the
average concentration of these chemicals (e.g., pH) would
remain constant. This is especially of interest for in-body
communication.
C. The Receiver
The receiver in our multi-chemical platform may have mul-
tiple detectors. However, for the acid-base system, information
is encoded in the pH values. Therefore, a pH probe is used,
where the pH value is converted into an electric potential.
Particularly, the pH probe is connected to a pH meter, which
is connected to an Arduino Uno microcontroller. The 10 bit
analog-to-digital converter (ADC) on the Arduino is used to
digitize the pH readings. The Arduino is then connected to a
computer for display and potential processing and detection.
Fig. 1 shows the receiver and all its components.
One of the benefits of using a pH probe is that the rela-
tionship between the output electric potential and the pH level
is linear under normal conditions (i.e., when the probe has
not aged or is not damaged). Particularly, for the neutral pH,
the output of the probe is zero volts, for the basic solutions,
the output is negative voltage, and for acidic solutions, it
is a positive voltage. Therefore, we can have positive and
negative signals. This is because the positive and negative
“chemical signals” (i.e., acids and bases) can cancel out just
like positive and negative numbers. For example, an acidic
signal with pH 4 would cancel out a basic signal of pH 10. This
property can be beneficial in many applications by allowing
us to create different chemical patterns at the receiver and
potentially create chemical beamforming.
In the next section, we describe how a communication
system can be implemented on this platform.
III. IMPLEMENTING A COMMUNICATION
SYSTEM ON THE PLATFORM
The communication implementation can be divided into two
parts. In the first part we describe the modulation scheme
and the communication protocols, and in the second part we
describe the detection process at the receiver.
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Fig. 2: The received pH signal for the transmission of the bit
sequence 110011010001001.
A. Modulation and Protocol
Time-slotted communication is employed where the trans-
mitter modulates information on acid and base signals by
injecting these chemicals into the channel during each symbol
duration. We use a simple binary modulation in this work
where the bit-0 is transmitted by pumping acid into the
environment for 30 ms at the beginning of the symbol interval,
and bit-1 is represented by pumping base into the environment
for 30 ms at the beginning of the symbol interval. The symbol
interval then depends on the period of silence that follows the
30 ms chemical injection. In particular, three different pause
durations of 220 ms, 304 ms, 350 ms, and 470 ms are used
in this work to represent bit rates of 4, 3, 2.6, and 2 bps.
To synchronize the transmitter and the receiver, every
message sequence starts with one initial injection of acid
into the environment for 100 ms followed by 900 ms of
silence. The receiver then detects the starting point of this
pulse and uses it to synchronize itself with the transmitter.
Fig. 2 shows the received pH signal for the transmission
sequence “110011010001001”. The start of the initial acid
pulse detected by the receiver is shown using the red line.
This detected time is used for synchronization and all the
subsequent symbol intervals are shown by the green dashed
and dotted lines. The dashed lines are used to indicate a
bit-1 transmission and dotted lines to indicate a bit-0. A
special termination sequence can be used to indicate the end
of transmission. For example, if 5-bit encoded letters are
transmitted [7], the all zero sequence can be used to signal
the end of transmission.
B. Symbol Detection Based on Rate of Change
To design a detection algorithm for a communication sys-
tem, the traditional approach is to develop analytical models
for signal transmission, propagation and reception processes
and then use these models to develop optimal or good de-
tection algorithms. It is difficult, however, to obtain analytical
models for multi-chemical communication systems, even when
the average system behavior is considered instead of its
stochastic nature [11]. This is especially difficult when the
chemicals react, which may result in nonlinearities and long
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Fig. 3: Rate of change eye diagram at 2 bps.
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Fig. 4: Rate of change eye diagram at 4 bps.
system memory. Furthermore, it is difficult to model the noise
introduced by the pumps and the sensor. Therefore, it is
not immediately clear how to design detection algorithms for
multi-chemical molecular communication systems.
For our acid-base system, it is expected that when an acid
pulse is transmitted, the pH should drop, and when a base
pulse is injected into the environment, the pH should increase.
Therefore, one approach to signal detection is to use the rate
of change of pH to detect the symbols. To remove the noise
from the raw pH signal, we divide the symbol interval into 8
bins by dividing the time into 8 equal subintervals. Then the
pH values inside each bin are averaged to represent the pH
value in the corresponding bit. Taking the difference of the
pH of each bin would result in 7 rates of change of pH.
Figs. 3 and 4 show the “eye diagram” of the rate of change
of pH at 2 bps and 4 bps for many randomly transmitted
bit sequences. As can be seen from the plots, the 7th rate of
change is the best metric for detection of bits using a threshold
based approach. Furthermore, as the data rate increases from 2
bps to 4 bps, the ISI increases, and it would be more difficult to
detect the bits using this approach. This begs the question: can
we do any better in terms of signal detection for our system
given that we lack an analytical model for the channel?
C. Symbol Detection Using Machine Learning
When analytical channel models are unknown, one approach
to detection is to train a detector using machine learning [13].
In this section, we describe two detection mechanisms based
on machine learning: one based on support vector machines
(SVM) [14] for symbol-by-symbol detection, and one using
recurrent neural networks (RNN) [15] for detection of the
current symbol based on the current and previous received
signals.
Let x be the transmitted bit, and let s be a d-dimensional
received signal vector. Let y be a length-m feature vector that
is extracted from the vector of received signal samples using
ϕ : Rd 7→ Rm. Note that the features could potentially be the
received signal itself.
A detection algorithm is trained by using a known sequence
of transmissions and the corresponding features extracted from
the received signals. We use two different techniques: one
based on symbol-by-symbol detection, which detects each
symbol independent of the other symbols, and one that con-
siders ISI and uses the features from the previous symbols as
well as the features from the current symbol for detection. In
the rest of this section, we use the term received features to
indicate the features extracted from the received signals during
the symbol interval.
1) Support Vector Machine Detector: The first detector is
trained using SVM [14]. To understand SVM, we first consider
linear regression where a linear relationship is used to estimate
the transmitted symbol from the received features as follows:
xˆ = w>y + b, (1)
where xˆ is the estimated symbol, w are the weights, and b the
bias. To find the optimal weights and bias, a set of training data
{(x1,y1), (x2,y2), · · · , (xn,yn)} with n samples of known
transmission bits and corresponding received features are used.
Particularly, the weights and bias that minimize the mean
square error in the training set are used for detection.
In multi-chemical communication systems the relationship
between the received signal and the transmitted signal is
nonlinear. Therefore using SVM, the feature space is first
mapped into a different and typically larger dimensional space
using a function φ(y). A kernel function between two samples
is defined to be the dot product:
k
(
yi,yj
)
= φ
(
yi
)>
φ
(
yj
)
. (2)
Let x′i = 2xi−1. Using the kernel function, the corresponding
φ function, and x′i, (1) is transformed into [14]
xˆ′ = sgn(w>φ(y) + b) = sgn
(
b+
n∑
i=1
αix
′
ik(y,yi)
)
, (3)
where i is the index of each sample in the training dataset,
and αi is a weight associated with that sample. Therefore to
detect the symbols, the training dataset is used directly in the
decision process.
Using the kernel function and the training dataset, the
optimal αi wights and the bias can be found through convex
optimization [14]. Note that in SVM, most αi weights in (3)
will be zero, which means only a small fraction of the training
samples are actually used during detection. The term support
vector stems from this property and is used to indicate the
training samples with nonzero weight.
We use the Gaussian kernel, which is also known as the
radial basis function (RBF) kernel. This kernel is given by
k(yi,yj) = exp
(
−‖yi − yj‖
2
2
2σ2
)
, (4)
where σ2 is the parameter of the model and can be optimized
numerically using the training data. This kernel is employed
since it uses the Euclidean distance between the features as
a figure of merit, maps the feature space into an infinite
dimensional space, and performs linear regression in that
space.
2) Recurrent Neural Network Detector: Although the SVM
detector presented in the previous section can capture some of
the nonlinearities of the communication system, it does not
capture the ISI and the system memory. Therefore, in this
section we propose a detector based on RNNs that captures
these effects by training on sequential data [15].
Let x¯(i) = P (x(i)) be the probability mass function (PMF)
corresponding to the ith transmission in a sequence of K
consecutive transmissions. In the training dataset, since it is
known exactly which symbol is transmitted, all the elements
of x¯(i) are zero except the element corresponding to x(i)
(which is equal to 1). Let X(K) = [x¯(1), x¯(2), · · · , x¯(K)]
be a sequence of consecutively transmitted symbols, and
Y(K) = [y(1),y(2), · · · ,y(K)] the corresponding sequence
of received feature vectors. Note that instead of the symbols
we are using their PMF indicator vector. In the machine
learning literature this is known as the one-hot representation,
where the location of the element which equals 1 indicates
the transmitted symbol. To train the RNN, we use a training
dataset {(X(K)1 ,Y(K)1 ), (X(K)2 ,Y(K)2 ), · · · , (X(K)n ,Y(K)n )},
which consists of n samples of length-K sequences.
In RNNs, a hidden layer is used to keep an internal state that
depends on previous inputs to the system (i.e., the received
features corresponding to previous symbol intervals). The
current symbol is then estimated based on the internal state of
the RNN and the features extracted from the current received
signal. Let h(k) be the hidden state of the RNN at the end of
the kthtransmission. Then, a simple generic RNN architecture
can be represented by [15]
a(k) = b + Wh(k−1) + Uy(k), (5)
h(k) = tanh
(
a(k)
)
, (6)
o(k) = c + Vh(k), (7)
xˆ(k) = softmax(o(k)), (8)
where b and c are bias parameters of the RNN, and W,U,
and V are the weight parameters of the RNN. The auxiliary
variable a(k) is updated based on the previous hidden state
h(k−1), and the feature vector y(k) extracted from the signal
observed during the current symbol interval. The hidden state
and the estimated output are then updated based on a(k).
The final softmax operation in (8) converts the output
into a PMF form where the output vector sums up to one
[15]. Particularly, because the hidden state of the RNN stores
information about the received features from the previous
symbol intervals, the output can be thought of as a conditional
distribution:
xˆ(i) = P (x(i) | h(i−1),y(i)) ≈ P (x(i) | Y(i)). (9)
From this conditional PMF, the index of the element with the
highest probability is selected as the transmitted symbol. To
find the optimal weight and bias parameters of the RNN using
the training dataset, a loss function L is defined using cross
entropy as
L =
K∑
i=1
H(x¯(i), xˆ(i)) =
K∑
i=1
H(x¯(i)) +DKL
(
x¯(i) ‖ xˆ(i)
)
,
(10)
where H(x¯(i), xˆ(i)) is the cross entropy between the correct
PMF and the estimated PMF by the RNN, and DKL (. ‖ .)
is the Kullback-Leibler divergence. During the training the
weights and biases of the RNN are adjusted iteratively using
techniques such as the stochastic gradient descent algorithm to
minimize this loss. Note that minimizing the loss is equivalent
to minimizing the cross-entropy or the Kullback-Leibler diver-
gence distance between the true PMF and the RNN estimated
PMF.
Alternatively, using (9) it can be shown that (10) can be
written as
L = −
K∑
i=1
log
(
xˆ(i)[x(i)]
)
= −
K∑
i=1
logPmodel(x
(i) | Y(i)),
(11)
where xˆ(i)[x(i)] indicates the element of xˆ(i) corresponding
to symbol x(i), and Pmodel(x(i) | Y(i)) is the probability
of symbol x(i) given the received features from the current
and previous symbol intervals, which is obtained by the RNN
model. Note that minimizing (11) is equivalent to maximiz-
ing the log expression in the summations, which essentially
maximizes the log-likelihoods. Therefore, during the training,
known transmission data are used to train a detector that
maximizes log-likelihoods. The detector is in essence similar
to a maximum-likelihood (ML) detector, where the structure
of the neural network effects the complexity of the underlying
model that relates the transmitted and the received signal, and
the training data is used to tune the parameters of this model.
Although here we have presented a generic RNN architec-
ture due to lack of space, more complex networks and multi-
layer architectures can be used in practice to capture a wide
class of linear and nonlinear channel models. Particularly, in
our platform we use the long short-term memory (LSTM)
networks, which have more nodes compared to the generic
model presented here and have a better training performance.
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Fig. 5: Performance of the different detection algorithms.
In the next section, we compare the performance of all these
detectors using experimental data.
IV. RESULTS
We use the experimental data collected on our platform to
compare the performance of each detector. In particular, 194
experimental data are collected, where for each experiment,
120 random bits are transmitted using the acid-base modu-
lation scheme discussed in Section III-A. This results in a
total of more than 23 thousand transmitted bits. The symbol
intervals in these experiments are 250 ms, 334 ms, 380 ms,
and 500 ms, respectively, which results in data rates ranging
from 4 bps to 2 bps.
From the data, 20 percent of the experiments with symbol
intervals of 250 ms, 334 ms, and 380 ms are used as test
datasets. The rest of the data is used for training and tuning
the parameters of the detection algorithm. The first detection
algorithm, which we refer to as the baseline algorithm, is the
slope detector presented in Section III-B. Using the training
data we find that the rate of change in the last bin is best for
detection, and the optimal decision threshold is 0.
The features used for the SVM detection algorithm are the
8 pH values corresponding to each bin, which was explained
in Section III-B, the mean and the variance of the 8 values,
the 7 rates of change of pH between bins, and the mean and
the variance of the 7 rates of changes. We found that this set
of features resulted in the best detection performance. Using
hyper parameter tuning, σ2 = 5 yielded the best results for
the RBF kernel in (4). For the RNN detector, we use a single
layer LSTM cell with an internal state size of 16. We use the
average pH value of the 8 bins and the 7 rate of pH changes
as the input features to the RNN, which resulted in the best
performance.
Fig. 5 shows the bit error rate (BER) of each detection
algorithm for different symbol intervals. The number of bits in
the test data for each symbol interval is 1080. the performance
of all detectors improves with the symbol interval since the
intersymbol interference is reduced. Both detection techniques
based on machine learning significantly outperform the base-
line slope detector. The RNN detector performs better than
the SVM detector, especially at smaller symbol intervals (i.e.,
higher data rates), where ISI is severe. At 250 ms (4 bps), the
RNN detector’s BER is almost half that of the SVM detector
and about 10 times better than the baseline detector. This is
because the RNN detector captures the ISI in the channel
by design and “equalizes” its effects. This demonstrates the
significant impact machine learning techniques could have
in designing molecular communication systems and more
broadly in many other areas in communications.
V. CONCLUSIONS
We presented a new multi-chemical molecular communica-
tion platform for chemical communication inside small tubes.
This system can be expanded to simulate different environ-
ments including the cardiovascular system and complex net-
work of pipes in industrial complexes and city infrastructures.
A chemical communication system was implemented on this
platform where acids and bases are used as transmission
chemicals, using the pH as the information carrying signals.
Novel detection algorithms, inspired by machine learning
and deep learning, were proposed and implemented on the
system. These algorithms showed 10 times improvement in
performance compared to a slope-based detection used in
previous works, and the system was shown to achieve data
rates that are 10 time better than any previous platforms.
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