Sistema de pruebas de servicios REST mediante análisis de esquemas inferidos by Navas Baltasar, Alvaro et al.
Sistema de pruebas de servicios REST mediante
ana´lisis de esquemas inferidos
Alvaro Navas, Pedro Capelastegui, Francisco Huertas, Pablo Alonso-Rodriguez, Juan Carlos Duen˜as
Center por Open Middleware
Universidad Polite´cnica de Madrid
Campus de Montegancedo, E-28223 Pozuelo de Alarco´n, Madrid, Espan˜a
{alvaro.navas, pedro.capelastegui, francisco.huertas, pablo.alonso, juancarlos.duenas}@centeropenmiddleware.com
Resumen—
Palabras Clave—jitel, telema´tica
I. INTRODUCCIO´N
A lo largo de los u´ltimos an˜os, el paradigma de la arquitec-
tura orientada a servicios ha tenido una gran expansio´n gracias
a la expansio´n de las tecnologı´as web e internet. Las ventajas
de esta arquitectura se basan en ofrecer disen˜os modulares
con poco acoplamiento entre sı´, lo que permite la creacio´n
eficiente y sistema´tica de sistemas distribuidos.
Para que este tipo de arquitectura sea posible, es necesario
dotar a los servicios de interfaces de interconexio´n que per-
mitan encapsular los servicios al mismo tiempo que faciliten
el uso de los mismos. Existen varias tecnologı´as para definir
estos interfaces. Entre ellas, los servicios REST, o REpresen-
tional State Transfer, esta´n logrando cada vez ma´s aceptacio´n.
Esto se debe principalmente a su capacidad de escalabilidad
y la uniformidad de sus interfaces, que permite una mayor
separacio´n entre los consumidores y los servicios. De hecho,
compan˜ı´as como Yahoo, Google o Twitter definen interfaces
REST de acceso a sus servicios, ya se para consultar mapas
(GoogleMaps), ima´genes (Flickr) o el correo, permitiendo a
terceros desarrollar clientes para sus servicios sin tener que
involucrarse en su produccio´n.
Sin embargo, los servicios REST poseen ciertas limita-
ciones que en ocasiones pueden complicar el desarrollo tanto
del propio servicio como de clientes para el mismo. Entre
estas limitaciones, destacan la falta de transparencia de la
estructura y del co´digo de los servicios, la incertidumbre
sobre los componentes invocados durante la ejecucio´n de
un servicio, la falta de control sobre la infraestructura y
los costes de invocacio´n de servicio. Existen mecanismos
para definir formalmente el interfaz del servicio para intentan
aliviar algunas de estas limitaciones. Lamentablemente, o bien
no son utilizados, o se trata de desarrollos ajenos al co´digo
del servicio y mantenidos de forma paralela, por lo que en
ocasiones se pierde la sincronizacio´n entre el servicio y su
descripcio´n.
Esta falta de transparencia se traduce en que el proceso
de creacio´n de un cliente se convierta en un proceso manual
que a veces incluso requiere cierto conocimiento interno del
funcionamiento del servicio, que no siempre esta´ disponible.
Adema´s de dificultar el acceso de futuros clientes a nuestro
servicio, esto tambie´n dificulta la realizacio´n de pruebas sobre
el mismo. Los sistemas actuales de prueba para servicios
REST centran sus esfuerzos en la creacio´n por parte del
usuario de casos de prueba, tanto la llamada al servicio
como la respuesta esperada, que permitan verificar el correcto
funcionamiento del servicio. Dada la falta de transparencia
inherente a los servicios REST, esto suele obligar a que sea
el propio desarrollador del servicio el que realice las pruebas.
Adema´s, debido a que es el desarrollador el que decide que´
se debe probar y que´ es correcto, no se realizan pruebas
sistema´ticas, sino que so´lo se escogen los casos que e´l opina
que son susceptibles de producir error.
En este artı´culo proponemos una solucio´n para la real-
izacio´n automa´tica de pruebas de caja negra a servicios REST,
lo que no so´lo facilitarı´a la creacio´n de casos de prueba,
sino incluso la creacio´n de clientes para servicios REST de
forma automa´tica y sin necesidad de conocer los mecanismos
internos del servicio. Esta solucio´n esta´ basada en el ana´lisis
estadı´stico de las respuestas ofrecidas por el servicio al ser
invocado. Este ana´lisis se realiza en dos niveles: sinta´ctico y
sema´ntico. Es decir, el ana´lisis de la estructura de la respuesta
y del contenido de la misma.
Aunque el ana´lisis estadı´stico de los contenidos de la re-
spuesta podrı´a haberse realizado sobre cualquier formato mul-
timedia, hemos decidido centrar nuestras investigaciones en el
estudio de servicios que proporcionen respuestas en formato
XML. Las ventajas de esta decisio´n son que XML, adema´s
de ser un formato muy extendido, impone una estructura
estricta y que existe abundante literatura sobre como inferirla
a partir de muestras de documentos, facilitando enormemente
el ana´lisis sinta´ctico de las respuestas. Ambas ventajas no son
necesariamente ciertas para el resto de formatos soportados
por REST, por lo que XML es el candidato ideal.
El artı´culo sigue la siguiente estructura. La seccio´n II
ofrece una visio´n completa de las tecnologı´as usadas para
realizar pruebas a servicios REST ası´ como una visio´n de los
diferentes tipos de inferidores de esquemas XSD existentes.
La seccio´n III muestra la arquitectura de la solucio´n propuesta.
En la seccio´n IV describimos una serie de experimentos
llevados a cabo para demostrar la validez de nuestra solucio´n.
Finalmente, la seccio´n V contiene las conclusiones extraı´das
del desarrollo de este trabajo y las vı´as de investigacio´n que
se nos plantean de cara al futuro.
II. TRABAJOS RELACIONADOS
En esta seccio´n vamos a revisar el estado actual de los
sistemas y herramientas que permiten desarrollar pruebas para
servicios REST. Ası´ mismo, y ya que el nu´cleo de nuestra
propuesta esta´ basado en la inferencia de la estructura de los
archivos XML, hemos considerado oportuno revisar tambie´n
en que´ punto de evolucio´n se encuentran estas tecnologı´as.
A. Pruebas de servicios REST
Segu´n un estudio reciente [1] , las pruebas de sistemas
orientados a servicios son un tema de investigacio´n que ha
experimentado un fuerte crecimiento en los u´ltimos an˜os. Sin
embargo, el trabajo en este a´rea se ha centrado principalmente
en servicios web basados en SOAP, mientras que las pruebas
de servicios REST cuentan con un nu´mero relativamente
escaso de publicaciones.
SoapUI [2] es una herramienta multiplataforma en co´digo
abierto para realizar pruebas de servicios web y servicios
REST. Soporta pruebas funcionales, de regresio´n y de carga,
e incluye funciones para pruebas de seguridad y simulacio´n
de servicios. Adema´s, permite la generacio´n automa´tica de
documentos WADL para la descripcio´n de servicios REST, y
la inferencia de esquemas XSD partir de las respuestas de un
servicio.
TTR [3] es una herramienta de pruebas para servicios
REST con soporte para pruebas funcionales y no funcionales.
Se compone de un entorno extensible mediante plug-ins, un
lenguaje de especificacio´n para casos de prueba basado en
XML, y un me´todo para la composicio´n de casos de prueba.
TTR sigue un enfoque de caja negra para las pruebas, y
requiere que los servicios a probar se encuentren en entornos
controlados.
REST Assured [4] es un lenguaje especı´fico de dominio
para Java, desarrollado para simplificar las pruebas de servi-
cios basados en REST. Facilita la construccio´n de peticiones
REST, y permite validar y verificar las respuestas, con her-
ramientas para interpretar documentos JSON y XML, soporte
para autenticacio´n, generacio´n de trazas y mapeo de objetos.
[5] describe un entorno para pruebas automatizadas de
coreografı´as de servicios web, que tambien es compatible con
servicios REST. Se compone de un mecanismo para la ab-
straccio´n de coreografı´as en objetos Java, clientes dina´micos
para servicios web (incluyendo un cliente REST basado en
REST Assured), y soporte para la intercepcio´n de ensajes y
servicios simulados.
[6] presenta un entorno software para la simulacio´n de
servicios REST en escenarios de pruebas. Para cada servicio
simulado, permite la especificacio´n de interfaces, y para´metros
de entrada en forma de documentos XML. Los servicios
verifican los para´metros de entrada, y generan respuestas a
partir de una combinacio´n de datos pre-grabados, lo´gicas
definidas para el caso de prueba, y perturbacio´n de datos.
En general, las soluciones existentes para pruebas REST
presuponen un conocimiento detallado de la especificacio´n
del servicio a probar: para´metros de entrada, formato de
la respuesta y valores de respuesta esperados. La necesidad
de tener este conocimiento presenta varias desventajas ya
comentadas en la seccio´n anterior. Dado que la motivacio´n del
presente trabajo nace de la necesidad, en algunas ocasiones,
de llevar a cabo pruebas de caja negra sobre servicios para
los que se carece de esta informacio´n y de reducir el esfuerzo
requerido para realizarlas, podemos concluir que ninguno de
los sistemas actuales cubre estas necesidades.
B. Inferidor de esquemas XSD
Como ya hemos explicado, el ana´lisis sinta´ctico de las
respuestas producidas al invocar el servicio nos obliga a inferir
la estructura de las mismas o, en el caso del formato XML,
de su esquema. El problema de la inferencia de esquemas a
partir de documentos XML se ha tratado en varios estudios
a lo largo de los u´ltimos an˜os. Los trabajos iniciales en este
a´rea se centraban en la inferencia de esquemas de tipo DTD
[7], pero en la actualidad el formato predominante es el XSD,
ma´s expresivo, y complejo.
Comparado con DTD, el lenguaje de XSD introduce
propiedades como la definicio´n de tipos o el uso de espa-
cios de nombres que le dan mayor riqueza, pero tambie´n
complican notablemente el proceso de inferencia. A grandes
rasgos, mientras que en DTD el modelo de contenido de cada
elemento depende u´nicamente de su nombre, en XSD puede
depender tambie´n del contexto de uso de dicho elemento.
Ası´, el proceso de inferencia, que en DTD se reduce a la
obtencio´n de expresiones regulares a partir de conjuntos de
cadenas de elementos, requiere con XSD identificar en que´
contextos se asocian diferentes modelos de contenido a cada
elemento, a partir de un corpus de documentos [8]. En esta
seccio´n, resumimos los principales me´todos de inferencia que
han servido de referencia para el presente trabajo, y los
requisitos que deberı´a cumplir un motor de inferencia de
XSD, y estudiamos las herramientas de inferencia XML ma´s
destacables.
[8] observa que los sistemas de inferencia XSD que existı´an
previamente no tienen en cuenta el contexto de los elementos
XML, lo que resulta en esquemas con sintaxis XSD, pero
estructuralmente equivalentes a DTDs. Define el concepto
de k-localidad, para referirse a modelos de contenido que
dependen de hasta k ancestros de un elemento: ası´, los
esquemas DTD tienen k=0, y el 99% de los XSD encontrados
en la pra´ctica tienen k=2. Adema´s, y para simplificar el
problema de inferencia, introduce una restriccio´n adicional:
usar u´nicamente expresiones regulares en las que cada nombre
de elemento aparece una u´nica vez, ya que el 99% de XSDs
encontrados en la pra´ctica se componen u´nicamente de estas
expresiones regulares, a las que denomina SOREs (Single
Occurrence Regular Expressions). Finalmente, propone un
algoritmo de inferencia llamado iXSD, basado en SOREs y
va´lido para cualquier k-localidad. iXSD usa auto´matas de es-
tados finitos (llamados SOA, Single Occurrence Automatons)
como paso intermedio entre las cadenas de caracteres del
XML y las SORE, y convierte estas u´ltimas en el esquema
deseado. Adema´s, integra una etapa de postprocesado para
unificar tipos similares en el XSD obtenido.
[9] utiliza un subconjunto de SORE ma´s restrictivo de-
nominado CHARE (Chain Regular Expression), que abarca
la mayorı´a de expresiones usadas en esquemas en la pra´ctica,
e introduce un algoritmo llamado REWRITE para la trans-
formacio´n de auto´matas en SOREs, y otro algoritmo llamado
CRX, que permite inferir directamente CHAREs sin recurrir a
auto´matas. CRX es especialmente apropiado para escenarios
con conjuntos muy reducidos de datos XML disponibles.
Continuando en la misma lı´nea, [10] propone mejoras a los
algoritmos REWRITE y CRX, y un nuevo mecanismo de mez-
clado de tipos, que permiten inferir esquemas con el elemento
sinta´ctico <all>, y con tipos asociados a mu´ltiples nombre de
etiqueta, respectivamente. Estos algoritmos extendidos esta´n
implementados en la herramienta Schema learner [11].
La caracterı´stica principal que debemos buscar en un sis-
tema de inferencia de esquemas XML es la capacidad de
obtener esquemas va´lidos, precisos y compactos para tantos
tipos de documento XML como sea posible, identificando
correctamente los elementos, atributos y tipos del XSD, sin
introducir duplicados. Para ello, el sistema de inferencia debe
soportar esquemas con k-localidad de uno o mayor (para tener
en cuenta el contexto de los elementos), y tener en cuenta
la multitud de opciones que permite el lenguaje XSD: tipos
asociados a mu´ltiples nombres de etiqueta, identificacio´n de
elementos y atributos obligatorios, espacios de nombre, y
localidad en la declaracio´n de tipos y elementos, etc. Adema´s,
es deseable permitir inferir esquemas a partir de conjuntos
numerosos de documentos XML, puesto que la cantidad de
datos de entrada influye favorablemente en la calidad del
esquema generado. Tambie´n es importante el rendimiento,
para mantener tiempos de inferencia razonablemente bajos
incluso al procesar documentos XML muy abundantes y
complejos.
En la actualidad, existen numerosas herramientas capaces
de inferir esquemas a partir de XMLs, con diferentes niveles
de prestaciones y madurez. Trang [12] es una herramienta
Java con licencia New BSD capaz de inferir esquemas de
distintos formatos, incluyendo DTD y XSD, ası´ como de
convertir esquemas de un tipo a otro. Como puntos negativos,
so´lo considera una k-localidad de cero (es decir, sus XSD son
equivalentes a DTD), y los esquemas generados se desvı´an en
ocasiones de la especificacio´n de XSD.
El entorno .NET de Microsoft incluye desde su versio´n 2.0
una API de manejo de XMLs, con una clase, XmlSchemaIn-
ference [13] para la inferencia de esquemas XSD. Adema´s, el
kit de desarrollo de .NET incluye una utilidad de inferencia
construida sobre esta API, llamada xsd.exe. La API toma
como entrada un u´nico documento XML y, opcionalmente,
un esquema preexistente en el que integrar dicho documento,
lo que permite procesar incrementalmente grupos de docu-
mentos. Sin embargo, esta aproximacio´n supone una pe´rdida
de informacio´n frente al procesado simulta´neo de mu´ltiples
documentos, lo que resulta ocasionalmente en resultados
ano´malos. En nuestras pruebas de esta API, hemos observado
errores moderadamente graves en ciertos escenarios, como
casos en los que un ancestro comparte nombre de etiqueta
con un elemento.
SoapUI [2] es una herramienta de pruebas de servicios
web que, entre otras funciones, permite la inferencia de
esquemas XSD a partir de las respuestas de un servicio REST.
Lleva a cabo inferencias con una k-localidad de uno, y es
capaz de gestionar correctamente los espacios de nombres del
esquema. Al igual que .NET, permite inferir incrementalmente
a partir de grupos de documentos, lo que en ocasiones
produce errores. Tambie´n hemos identificado algunos fallos de
inferencia, por ejemplo en casos con elementos desordenados.
SoapUI es el unico ejemplo previo que hemos encontrado de
inferencia de XML aplicada a pruebas REST.
XML Schema Learner, cuya base teo´rica ya se menciono´
ma´s arriba, es una herramienta PHP en co´digo abierto con ca-
pacidad para inferir esquemas DTD y XSD, basada en los al-
goritmos iXSD y REWRITE. De las herramientas estudiadas,
es la que produce los esquemas ma´s compactos y especı´ficos.
:Usuario Principal Extractor Mezclador Conversor Resultados
inferXSD(List<Document>) getInitialSchema(
List<Document>)
Schema
mergeTypes(Schema)
convertTypes(Schema)
generateResults(Schema)
Results
Results
Fig. 1. Diagrama de secuencia de una inferencia de un esquema XSD
Sin embargo, la implementacio´n ofrecida difiere enormemente
de la descrita en la literatura, pudie´ndose considerar incluso
incompleta.
En general, las herramientas observadas sufren o bien
de capacidad de inferencia limitada, o bien de errores de
inferencia notables en determinados escenarios. Por esto,
unido a la dificultad de integrar un mo´dulo de obtencio´n
de estadı´sticas en los sistemas existentes, hemos optado por
desarrollar un sistema de inferencia propio, que describimos
en los siguientes apartados.
III. ARQUITECTURA DEL SISTEMA
En esta seccio´n describiremos la arquitectura de la solucio´n
propuesta, empezando por una breve descripcio´n del elemento
principal, el inferidor de esquemas XSD, para pasar a describir
la arquitectura global del sistema.
A. El inferidor de esquemas XSD
El inferidor de esquemas XSD es el corazo´n del sistema de
deteccio´n de anomalı´as. Este componente es el encargado de
reconstruir un esquema XSD contra el que todo el conjunto
de documentos sea capaz de validar, ası´ como de generar
un conjunto de estadı´sticas que ma´s tarde nos permitira´n
detectar anomalı´as tanto en la sintaxis de los archivos como
en la sema´ntica. Es por ello por lo que antes de explicar
la arquitectura global del sistema, debemos describir primero
co´mo funciona este mo´dulo, sin cuyo crucial trabajo no se
entenderı´an el resto de componentes.
Como ya hemos mencionado anteriormente, despue´s de
estudiar en profundidad las diferentes aproximaciones rela-
tivas a la inferencia de esquemas, llegamos a la conclusio´n
de que hay pocas herramientas que aprovechen la capacidad
descriptiva de XSD para inferir esquemas a partir de un con-
junto de documentos. Entre las que lo hacen, la herramienta
ma´s completa es la disen˜ada por Kore Nordmann, XML
Schema Learner. Es por ello que el disen˜o de nuestro inferidor
esta´ fuertemente basado en el disen˜o de su herramienta.
Sin embargo, y dado que hemos an˜adido el soporte para
la extraccio´n de estadı´sticas y modificado algunos de sus
algoritmos para introducir algunas mejoras, conviene revisar
la arquitectura de la herramienta.
El inferidor esta´ disen˜ado como una herramienta modular
independiente del resto del sistema. La Figura 1 muestra un
diagrama de secuencia en el que se muestra la interaccio´n
entre los diferentes mo´dulos y los valores que devuelve cada
uno cuando se realiza una inferencia. El mo´dulo Principal
es el componente coordinador del inferidor. Su funcio´n es
la de controlar el flujo de datos entre los diferentes mo´dulo.
El disen˜o de Kore Nordmann estaba orientado a tener una
serie de fases concretas: un extractor, un mezclador y un
conversor de tipos y el mo´dulo que crea el esquema XSD. Tras
analizarlo detenidamente, nos dimos cuenta de que se podrı´an
usar diferentes aproximaciones para resolver cada fase. Es por
ello que el mo´dulo Coordinador presenta cuatro interfaces a
los que se pueden conectar diferentes mo´dulos que pueden
proveer diferentes implementaciones de los mismos. Adema´s,
tambie´n contiene la definicio´n de las clases del modelo que
se ira´n manipulando durante todo el proceso, como la clase
Schema que contendra´ la estructura de datos necesaria para
inferir el esquema XSD y que se ira´ modificando en cada fase.
La primera fase es la extraccio´n de tipos que realiza el
mo´dulo Extractor. El objetivo de este mo´dulo es transformar
el conjunto de documentos XML de entrada a la herramienta
en una estructura de objetos que simule la estructura de
tipos XSD tanto simples como complejos que debe ser capaz
de contener todos los documentos. Nuestra implementacio´n
procesa los archivos XML uno a uno. Tras analizar el primer
archivo, se crea un objeto Schema que contiene la estructura
de elementos detectada, que incluye todos los tipos, simples
y complejos, listas de atributos y su pertenencia a un deter-
minado espacio de nombres.
El tratamiento de la mayorı´a de los tipos es relativamente
sencilla, salvo en el caso de los tipos complejos. Estos tipos
deben contener la lista de atributos correspondiente a ese
tipo, el tipo simple del texto que contengan, de existir, y una
representacio´n de la estructura de sus hijos. Debido a que
la estructura de estos tipos complejos no tiene por que´ ser
esta´tica, por ejemplo puede haber elementos o atributos que
existan en unos documentos pero no en otros, esta estructura
se refleja utilizando auto´matas. Con el uso de estos auto´matas
podemos reflejar en una estructura de objetos Java que´ hijos
pueden o deben aparecer en el documento y en que´ orden.
Adema´s, los tipos complejos definen tambie´n que´ atributos
esta´n asociados a cada elemento, incluyendo el tipo simple
del atributo y si su aparicio´n es obligatoria o no.
La estructura de elementos almacenada en el objeto Schema
hace uso de estos tipos complejos a la hora de definir la
secuencia de elementos. Los archivos sucesivos se utilizan
para refinar los elementos ya presentes o crear nuevos en caso
de ser necesario y para modificar la estructura del documento.
El resultado final es un objeto Schema que contiene una
versio´n primitiva del esquema XSD final que contiene una
lista de todos los tipos simples y complejos detectados y la
lista de los diferentes espacios de nombre encontrados, con
todos los prefijos con los que han aparecido.
Una mejora incluida en esta implementacio´n frente a la de
Kore Nordmann es que somos capaces de detectar un nu´mero
mayor de tipos simples que su herramienta, que clasificaba
todos los tipos como xs:string. Adema´s, podemos tambie´n
determinar cuando un tipo XSD tiene una restriccio´n asociada
de tipo Enumeration. Adema´s, tambie´n hemos introducido una
modificacio´n que nos permite trabajar con diferentes espacios
de nombre. Finalmente, debemos mencionar que en cada
ana´lisis se extrae informacio´n relativa a la aparicio´n de cada
elemento y los diferentes valores que puede tomar, que se
almacena en una estructura de objetos Java auxiliar dentro
del objeto Schema y que nos servira´ para elaborar un informe
con las estadı´sticas extraı´das del cuerpo de documentos al
final del proceso.
El siguiente paso es la mezcla de tipos que realiza el
mo´dulo Mezclador. La salida del Extractor es un conjunto
de objetos Java interrelacionados que conforman un esquema
XSD primitivo. El objetivo de este mo´dulo es analizar este
esquema y unificar aquellos tipos que son lo suficientemente
parecidos como para ser considerados un u´nico tipo XSD,
reduciendo enormemente el taman˜o del esquema. Este proceso
es bastante complejo ya que requiere la comparacio´n de todos
los tipos. Para los tipos simples eso significa comparar todas
las listas de valores. Para los complejos, hay que comparar
las estructuras de sus auto´matas y las listas de atributos.
Adema´s, el proceso debe ser especialmente cuidadoso para
poder preservar los datos estadı´sticos extraı´dos durante la fase
anterior y que no se pierdan durante la mezcla.
El siguiente paso para transformar la estructura de objetos
Java en un esquema XSD es convertir nuestra estructura de
tipos en un una serie de expresiones regulares a partir de
las cuales se puede construir el esquema XSD definitivo.
Esta tarea corre a cargo del mo´dulo Conversor. Este mo´dulo
se compone de dos partes diferenciadas. La primera esta´
destinada a crear las expresiones regulares. Para ello se pueden
utilizar varios me´todos de extraccio´n, principalmente basados
en la extraccio´n de SOREs o CHAREs. Ambos tipos de
expresiones regulares garantizan una estructura no ambigua
y sin dependencias cı´clicas, usa´ndose las SOREs por defecto,
ya que son ma´s restrictivas, y las CHAREs en caso de que
el proceso de creacio´n de la SORE no se pueda completar o
cuando se defina ası´ en la configuracio´n de la herramienta.
De esta forma nos aseguramos de que el esquema esta´ lo ma´s
restringido posible a la estructura de los documentos anal-
izados, evitando dar como va´lidos documentos que pudieran
tener una estructura parecida, pero que no fuera va´lida.
Las expresiones regulares resultado de extraer utilizando
cualquiera de los dos me´todos suelen contener informacio´n
redundante o innecesaria, por lo que la segunda parte de este
mo´dulo esta´ dedicada a optimizar las expresiones regulares
resultantes hasta que contengan so´lo la informacio´n mı´nima
necesaria. En concreto, se utilizan optimizadores para eliminar
elementos vacı´os, para reducir la nomenclatura producida (en
especial la concatenacio´n de dos multiplicadores) e incluso
para reducir la longitud de algunas secuencias. En la figura
2 se puede observar un ejemplo de auto´mata convertido a
expresio´n regular siguiendo este me´todo.
Finalmente, el mo´dulo Resultados se encarga de generar
los documentos de salida de la herramienta. En concreto,
genera un esquema XSD por cada namespace diferente que
se haya encontrado dentro del cuerpo de documentos ası´
como un informe estadı´stico separado en el que se analizan
diferentes datos sobre cada elemento. Por cada elemento u´nico
encontrado en todo el cuerpo de documentos se calcula su
nu´mero total de apariciones diferentes, ası´ como su media,
ma´xima y mı´nima por archivo. Sobre estos datos se puede
calcular adema´s la moda y la varianza dependiendo de si el
tipo de datos de ese nodo lo admite. Por ejemplo, si es un nodo
de tipo XSD Integer, podemos averiguar cual es el valor ma´s
comu´n a partir de estos datos y cual es el rango de variacio´n
a partir de la desviacio´n.
0 A B
C
D E F
G
H 1
A(BC)*D+E(F|G)?H
Fig. 2. Conversio´n de un auto´mata a expresio´n regular
B. Arquitectura global
Una vez explicada la pieza central del sistema y co´mo
genera las estadı´sticas, podemos pasar a explicar la arqui-
tectura global del mismo. Recordemos que el objetivo de la
herramienta es la de poder realizar pruebas de caja negra sobre
servicios Rest, basada en la deteccio´n estadı´stica de elementos
ano´malos. Es por ello que el sistema debe componerse de tres
mo´dulos: uno capaz de realizar llamadas a un servicio REST
cualquiera y procesar las respuestas; el inferidor, que analiza
las respuestas y calcula las estadı´sticas de cada elemento; y
un mo´dulo final que analice las estadı´sticas extraı´das para de-
tectar aquellos elementos, tanto sinta´cticos como sema´nticos,
que destaquen respecto al resto. La Figura 3 presenta la visio´n
global del sistema ası´ como la secuencia de acciones que se
llevan a cabo cuando se quiere ejecutar un ana´lisis de un
servicio REST.
El primer paso es la introduccio´n por parte del usuario de
un conjunto de datos de prueba. Este conjunto de datos de
prueba consiste simplemente en la URL y el me´todo HTTP
del servicio que se quiere probar ası´ como un conjunto de
para´metros que permitan variar la peticio´n. Cuanto mayor sea
este conjunto de para´metros, mejor sera´n tanto la deteccio´n
de anomalı´as como el XSD inferido.
Los datos de entrada llegan al mo´dulo Cliente REST.
Este mo´dulo lee estos datos y genera peticiones REST al
servicio especificado. Por cada respuesta que recibe, crea un
documento XML que asocia esa respuesta a los para´metros
utilizados que generaron esa respuesta y almacena ambos en
la base de datos del sistema. Para el almacenamiento temporal
de los datos hemos utilizado una base de datos orientada a
documentos XML llamada BaseX [14], dado que queremos
poder realizar bu´squedas sobre el cuerpo de documentos sin
tener que adaptarlos a un esquema SQL.
Cuando se han finalizado todas las peticiones y todos los
resultados se encuentran almacenados en la base de datos, el
Cliente REST procede a decirle al Inferidor en que parte de la
base de datos puede encontrar el cuerpo de documentos que
debe analizar. El funcionamiento del Inferidor ya fue detallado
en la seccio´n anterior, por lo que no volveremos a explicar
su funcionamiento. So´lo an˜adiremos que recoge el conjunto
de documentos de entrada de la base de datos y almacena los
resultados en la misma.
Finalmente, el mo´dulo Generador de Informes procede a
analizar los resultados estadı´sticos recogidos por el Inferidor
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Fig. 3. Arquitectura global de la herramienta
para detectar anomalı´as. Para ello se sirve de un conjunto
de reglas que aplica a nivel sinta´ctico y sema´ntico. A nivel
sinta´ctico recorre el esquema XSD para detectar aquellos
tipos que tienen un nu´mero de apariciones mucho menor que
el del resto de elementos. Por ejemplo, si tras analizar 20
documentos encontra´semos un tipo que so´lo ha aparecido dos
veces, se podrı´a tratar de un error, especialmente si se detecta
que es un tipo que existe en otra parte del esquema, lo que
indicarı´a un error humano al crear el documento. A nivel
sema´ntico, el descubrimiento de anomalı´as sigue reglas algo
ma´s complejas en las que se comparan diversas estadı´sticas de
los valores que toma cada elemento, tales como la varianza,
la moda, el ma´ximo y el mı´nimo nu´mero de apariciones
por archivo... Una vez tenemos esos valores, se procede a
comparar los mismos entre sı´, como en el caso de la varianza
y los ma´ximos y mı´nimos para saber si existe duplicidad de
algu´n valor, o con los de sus valores hermanos, por ejemplo
cuando en la lista de valores de un elemento tiene un valor
muy distinto al de sus hermanos, ya sea superior o inferior.
Tras descubrir las posibles anomalı´as, se escribe un informe
en el que se recogen todas las anomalı´as detectadas y su
relacio´n con los para´metros de entrada que los produjeron.
Para ello se hace uso de las funcionalidades de bu´squeda que
ofrece BaseX basados en XQuery, un lenguaje de consultas
especı´fico para archivos XML. El mo´dulo recoge la ruta
XML que genero´ la anomalı´a y realiza una bu´squeda sobre el
conjunto de documentos almacenados en la base de datos. Con
los archivos que generaron la anomalı´a identificados, procede
a leer la informacio´n introducida por el mo´dulo Cliente REST
que ataba esos archivos a para´metros de entrada para reflejar
dicha relacio´n en el informe final. Cuando todas las anomalı´as
han sido procesadas, devuelve al usuario tanto el informe
como los esquemas XSD que se hayan generado. El motivo
de devolver los esquemas XSD no es meramente informativo,
ya que al usuario podrı´a usarlos para crear un cliente REST
capaz de validar e interpretar todas las respuestas del servidor
a partir de los mismos si ası´ lo desea.
IV. VALIDACIO´N
En esta seccio´n describiremos las pruebas realizadas para
comprobar la validez de la solucio´n propuesta. Para ello, se
han realizado dos tipos de pruebas. Las primeras se han cen-
Tabla I
CARACTERI´STICAS DE LOS SERVICIOS REST UTILIZADOS
Servicio Google Places Servicio REST propio
Proveedor Google Propio
Funcionalidad Encontrar puntos de
intere´s pro´ximos a una
posicio´n facilitada
Obtener informacio´n de
configuracio´n de un servi-
dor web
Tipo de re-
spuesta
corta y homoge´nea larga y homoge´nea
Estado del
servicio
Muy estable En fase de pruebas
Tabla II
PARAMETROS PARA EL SERVICIO REST GOOGLE PLACES
Nombre Valor
Location Localizacio´n aleatoria dentro
de la penı´nsula ibe´rica
Radius Radio entre los para´metros permitidos
por el servicio (10-50000 m.)
Languaje Idioma de respuesta aleatorio entre
los admitidos por el servicio.
Type tipo de local buscado aleatorio entre
el conjunto tipos soportados.
Query spain
Sensor false
trado en validar el funcionamiento del inferidor de esquemas,
ya que al ser la pieza central del sistema debemos asegurar
su correcto funcionamiento. Estas pruebas han sido realizadas
tanto sobre nuestros sistema como sobre la herramienta de
co´digo libre SoapUI, que como ya hemos mencionado permite
la inferencia de esquemas a partir de las respuestas de un
servicio REST. Las pruebas pertenecientes al segundo tipo
se han centrado en probar la validez del sistema completo,
estudiando las anomalı´as detectadas en servicios REST reales.
Estas pruebas se han realizado so´lo sobre nuestra herramienta
al ser una funcionalidad que no posee ningu´n otro sistema.
A. Escenario
Para la realizacio´n de las pruebas se han definido dos
escenarios diferentes. Para el primero hemos seleccionado un
servicio REST pu´blico que nos permitira´ comprobar co´mo
se comporta la herramienta cuando el usuario desconoce el
funcionamiento interno del servicio. Sin embargo, dado que se
trata de un servicio pu´blico en funcionamiento, no esperamos
poder encontrar errores en su funcionamiento, por lo que
para el segundo escenario hemos decidido utilizar un servicio
REST propio que se encuentra actualmente en desarrollo y
puede contener errores. En ambos casos, se han realizado 50
peticiones diferentes a cada servicio.
1) Google Places: Como primer servicio REST se ha
tomado el servicio pu´blico ofrecido por Google, Google
Places [15], cuyas caracterı´sticas vienen indicadas en la tabla
I.
En este escenario se han realizado varias consultas al
servicio para intentar encontrar diferentes tipos de locales en
situaciones aleatorias a lo largo de la penı´nsula ibe´rica. Los
para´metros de entrada al servicio esta´n indicados en la tabla
II.
2) Servicio REST propio: Para el segundo escenario hemos
elegido un servicio REST desarrollado por nosotros que
se encuentra ahora mismo en fase de pruebas. El servicio
permite consultar la configuracio´n de diversos servidores de
aplicacio´n distribuidos en nuestra nube privada formada por
seis ma´quinas fı´sicas con capacidad para contener hasta 10
ma´quinas virtuales cada una. Las caracterı´sticas del servicio
se pueden consultar en la u´ltima columna de la tabla ??. El
u´nico para´metro de entrada requerido por el servicio es la
direccio´n del servidor cuya configuracio´n se desea consultar.
B. Validacio´n de la inferencia
Los objetivos fijados para estas pruebas son conocer el
nu´mero mı´nimo de respuestas necesarias para generar un
esquema y comparar los esquemas obtenidos por las dos
herramientas.
1) :: Google Places
Nuestra herramienta obtiene un esquema que valida la
mayor parte de las respuestas con el conjunto inicial de
respuestas. Las respuestas que no validan el esquema son
respuestas poco usuales, concretamente respuestas sin resul-
tados y, al incluir una de estas respuestas al conjunto de
respuestas, el esquema generado valida todas las respuestas.
SoapUI es capaz de generar un esquema que valida la mayor
parte de las respuestas con una u´nica respuesta, es necesario
an˜adir informacio´n de 5 respuestas adicionales que an˜aden
informacio´n referente al nu´mero de apariciones posibles de
elementos. Nuestra herramienta necesita por tanto ma´s re-
spuestas que SoapUI para crear un esquema valido, debido
principalmente a la capacidad de identificar enumeraciones,
sin embargo esta necesidad esta cubierta en gran parte por
el grupo inicial y, en este caso, solo es necesario incluir la
informacio´n de una respuesta adicional. SoapUI sin embargo,
necesita un grupo de respuestas menor para crear un esquema
que valide todas las respuestas, 11 contra 6, necesita realizar
ma´s iteraciones, una por cada respuesta adicional, para obtener
el esquema valido.
Si comparamos los esquemas XSD resultantes podemos
observar que son muy similares, nuestra herramienta tiene
informacio´n adicional de enumeraciones, en concreto ha iden-
tificado un elemento que puede puede tener dos valores que
indican si la bu´squeda ha obtenido resultados o no.
2) :: Servicio REST propio
Nuestra herramienta obtiene, a partir de el grupo inicial
de respuestas, un esquema XSD que valida la mayorı´a de
las respuestas, en concreto no valida dos de las respuestas
y la causa de que no validen es que poseen elementos que
descolocados en la estructura XML. SoapUI no es capaz de
generar ningu´n esquema a partir de las respuestas obtenidas
debido a que es incapaz de inferir esquemas cuando se
encuentran elementos hermanos del mismo tipo intercalados.
En este servicio SoapUI es incapaz de generar un esquema
y, por lo tanto, no se pueden comparar los esquemas. Au´n
ası´ hay que sen˜alar que nuestra herramienta ha sido capaz de
extraer 16 enumeraciones distintas de la respuesta del servicio.
C. Ana´lisis de anomalı´as
En estas pruebas hemos decidido comprobar la funcionali-
dad principal del sistema, la obtencio´n de anomalı´as a partir
de informacio´n estadı´stica extraı´da de las respuestas del
servicio. Para validar esta funcionalidad se han obtenido de
la herramienta los informes de anomalı´as correspondientes a
analizar las 50 peticiones. Posteriormente, se ha analizado
Fig. 4. Extracto de las estadı´sticas obtenidas de las respuestas de Google
Places.
Fig. 5. Elemento repetido.
cada anomalı´a para determinar su origen y si se trata de un
fallo del servicio o no.
1) Google places: En el ana´lisis de las respuestas del
servicio REST se ha observado que existe una anomalı´a. Esta
anomalı´a, figura 4, consiste en un ı´ndice de aparicio´n bajo
de un valor en un campo en donde existen pocos valores,
en concreto una aparicio´n de 5 ocurrencias sobre 50 con 2
posibles valores para este campo de la respuesta en el servicio
REST. Un ana´lisis de las respuestas que generan la anomalı´a
revela que esta se trata de un falso positivo causado por una
respuesta poco comu´n, pero va´lida, del servicio.
2) Servicio REST propio: En este servicio REST se es-
peraba que la herramienta obtenga anomalı´as a partir de
las respuestas obtenidas. Como resultado de ana´lisis de la
herramienta se han obtenido tres tipos de anomalı´as.
En el primer tipo de anomalı´a, figura 5, la frecuencia
ma´s comu´n del elemento que produce la anomalı´a es una
Fig. 6. Elemento incorrecto
u´nica aparicio´n; sin embargo, una de las respuestas tiene dos
elementos. Tras estudiar la anomalı´a se han determinado que
en todos los casos el elemento estaba duplicado y, por lo tanto,
era necesario eliminarlo de la respuesta. El valor estadı´stico
que ha identificado esta anomalı´a ha sido la varianza, la cual
tiene un valor muy bajo, sin ser 0.
En la segunda anomalı´a, se puede observar como existe un
elemento en casi todas las respuestas del servicio REST y la
frecuencia de aparicio´n en estos casos es siempre uno. Tras
el estudio de la anomalı´a se ha observado que este elemento
deberı´a estar en todas las respuestas. El valor estadı´stico que
ha identificado esta anomalı´a ha sido la varianza la cual tiene
un valor muy bajo, sin ser 0.
En el u´ltimo tipo de anomalı´a, figura 6, se presenta en
un elemento que aparece solo en un nu´mero muy pequen˜o
de resultados del servicio. Cuando se analiza las respuestas
se ha identificado que existen varias razones que ocasionan
esta anomalı´a. Una de ellas corresponde a un falso positivo,
ya que al igual que ocurrio´ en el ana´lisis del servicio REST
Google Places, se trata de respuestas atı´picas. Otra razo´n ha
sido que el elemento no deberı´a existir y, por lo tanto, se
ha obtenido una respuesta incorrecta del servicio REST. La
u´ltima de las razones que ha causado una anomalı´a ha sido un
elemento mal situado dentro de la respuesta o un nombre de
un elemento incorrecto; en este caso, pese a ser una repuesta
incorrecta, ya ha sido detectado en el anterior tipo de anomalı´a
y era producido por elementos que faltaban en las respuestas
del servicio. Este tipo de anomalı´a se ha identificado gracias
al conjunto de las variables estadı´sticas que indican el valor
ma´ximo y mı´nimo de apariciones de los elementos.
Como resultado del ana´lisis de las anomalı´as se han detec-
tado:
• Tres elementos duplicados en diferentes respuestas XML
del servicio REST analizado.
• Cinco elementos descolocados en varias de las respuestas
XML del servicio REST analizado.
• Un elemento correctamente colocado pero que el nombre
se encuentra modificado en una de las respuestas XML
del servicio REST analizado.
• Dos elementos que no deberı´an aparecer en las respuestas
XML del servicio REST analizado.
• Siete casos en los que la anomalı´a se debı´a a un falso
positivo.
V. CONCLUSIONES Y TRABAJOS FUTUROS
Como hemos visto en la seccio´n anterior, nuestra solucio´n
es capaz de descubrir anomalı´as que otros sistemas de pruebas
no son capaces de detectar con la ventaja de que no se necesita
especificar la respuesta esperada para cada peticio´n. Adema´s,
obtenemos un esquema XSD de forma ma´s consistente y ma´s
especı´fica que otras herramientas de inferencia disponibles en
el mercado, lo que permitira´ en un futuro generar de forma
automa´tica la especificacio´n WADL del servicio o incluso
crear de forma automa´tica las clases de un cliente especı´fico
para ese servicio, reduciendo enormemente el tiempo de desar-
rollo. Tambie´n hemos podido comprobar que la herramienta
es capaz de detectar anomalı´as que, si bien no son errores,
pueden determinar casos especiales, ofreciendo la posibilidad
de utilizar el sistema para detectar cuales son esos casos
especiales. Por ejemplo, en el caso de estudio sobre Google
Places, podrı´a ser interesante encontrar esos lugares en los
que no hay locales alrededor. Esto nos lleva a pensar que se
podrı´an explorar otras funcionalidades para la herramienta.
Sin embargo, este sistema presenta algunas desventajas.
Debido a que el ana´lisis es estadı´stico, no se puede utilizar
para realizar pruebas simples, con pocas peticiones al servicio,
ni para detectar errores que no destaquen del funcionamiento
normal, es decir, errores que sucedan siempre o en una
proporcio´n igual a la de otros errores. Una posible solucio´n a
este problema serı´a la posibilidad de incluir como para´metro
de entrada el esquema XSD esperado y compararlo con el
obtenido para detectar los elementos ano´malos.
Para que esta solucio´n fuese posible, habrı´a que asegurar
que el esquema inferido es lo ma´s fiel posible a la realidad.
Aunque nuestro inferidor ofrece esquemas muy definidos y
atados a los documentos de entrada, se podrı´a mejorar. Por
ejemplo, el algoritmo que calcula la distancia entre elementos
XML que se utiliza para calcular los elementos que pertenecen
a un tipo complejo podrı´a ser sustituida por nuevos algoritmos
como el calculo de la distancia pq-gram [16]. Cambios de este
tipo deberı´an ser estudiados para cada uno de los mo´dulos
que componen el inferidor para ası´ mejorar en la medida de
lo posible el esquema resultante del proceso.
La otra principal desventaja que presenta el sistema es que
su funcionalidad se limita al estudio de las respuestas XML
de un servicio REST. Otra vı´a de evolucio´n consistirı´a en
estudiar la forma de aplicar el mismo tratamiento a respuestas
JSON o en otros formatos. Tanto la solucio´n a esta desventaja
como a la anterior representan vı´as de investigacio´n que nos
gustarı´a abordar en un futuro, ahora que hemos determinado
la viabilidad de la solucio´n, para ası´ poder generalizar el uso
de la herramienta.
Otra vı´a de investigacio´n a considerar serı´a la mejora del
mo´dulo detector de anomalı´as. El estudio de reglas ma´s
complejas y de nuevos mecanismos de deteccio´n, como al-
goritmos de aprendizaje automatizado tales como algoritmos
de clasificacio´n o de deteccio´n de grupos, supondrı´an una
mejora de la calidad de los resultados ofrecidos. Estos nuevos
mecanismos permitirı´an detectar ma´s errores reduciendo al
mismo tiempo el nu´mero de falsos positivos. Tambie´n serı´a
interesante investigar la forma de transmitir de forma ma´s
concisa el diagno´stico de una anomalı´a, ya que ahora tan
so´lo sen˜ala los elementos ano´malos, dejando al usuario la
responsabilidad de averiguar por que´ destaca ese elemento.
Para finalizar, pensamos que este sistema es so´lo el primer
paso para crear un entorno de soporte al desarrollo de servi-
cios REST, ofreciendo la posibilidad no so´lo de depurar el ser-
vicio sino adema´s ofrecer funcionalidades adicionales como
la generacio´n de la definicio´n del servicio o la generacio´n de
un cliente.
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