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p−1-LINEAR MAPS IN ALGEBRA AND GEOMETRY
MANUEL BLICKLE AND KARL SCHWEDE
Abstract. In this article we survey the basic properties of p−e-linear endomorphisms of coher-
ent OX -modules, i.e. of OX -linear maps F∗F −→ G where F ,G are OX -modules and F is the
Frobenius of a variety of finite type over a perfect field of characteristic p > 0. We emphasize
their relevance to commutative algebra, local cohomology and the theory of test ideals on the
one hand, and global geometric applications to vanishing theorems and lifting of sections on
the other.
Contents
1. Introduction 1
2. Preliminaries on Frobenius 3
3. p−e-linear maps: definition and examples 5
4. Connections with divisors 11
5. Frobenius splittings 16
6. Frobenius non-splittings 23
7. Change of variety 31
8. Cartier modules 36
9. Applications to local cohomology and test ideals 45
Appendix A. Reflexification of sheaves and Weil divisors 56
References 59
1. Introduction
In this survey we study the basic properties of p−1-linear morphisms between coherent sheaves
on a scheme X over a perfect field of positive characteristic p. If F : X −→ X is the Frobenius
morphism (i.e. the pth power map on the structure sheaf) we denote by F∗ the restriction
functor along F (cf. Section 2.2). A p−1-linear map is then an OX-linear map ϕ : F∗F −→ G
for two OX -modules F and G . The name stems from the fact that if we view ϕ as a map on
the underlying sheaves of Abelian groups, ϕ satisfies the condition ϕ(rpf) = rϕ(f) for local
sections r ∈ OX and f ∈ F . In particular, if r has a p
th root, then we may write this relation
as ϕ(rf) = rp
−1
ϕ(f).
As an example for a p−1-linear map, we start with a splitting of the Frobenius map, that is
an OX -linear map ϕ : F∗OX −→ OX such that the composition
OX
F
−−→ F∗OX
ϕ
−−→ OX
is equal to the identity. The mere existence of such a ϕ has strong implications for the local
geometry ofX (it is reduced, for example). Furthermore, it immediately implies a highly effective
version of Serre vanishing: the higher cohomology of any ample line bundle vanishes. In the light
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of such strong implications, it is somewhat surprising that there are varieties of interest that are
Frobenius split. For example, regular affine varieties, projective spaces, normal toric varieties,
and most prominently flag- and Schubert varieties are Frobenius split. And it was precisely
for the latter varieties where the above vanishing yields a simple proof of Kempf’s vanishing
theorem [MR85], see also [Hab80]. Frobenius split varieties have been extensively studied [BK05]
and in Section 5 we give a detailed account of their theory, explaining some of the more delicate
vanishing and extension results, and discussing criteria to decide if a given variety is Frobenius
split.
In Section 6 we show how some of the results and techniques for Frobenius splittings can be
extended to more general contexts (where the variety is not F -split) to derive similar conclusions
(vanishing and extension results). For example, a systematic use of certain p−1-linear maps can
replace Kodaira and Kawamata-Viehweg vanishing theorems [Kaw82, Vie82] in some applica-
tions, see Section 6.1. These techniques rely on an explicit connection between p−e-linear maps
ϕ ∈ HomOX (F
e
∗L ,OX) and Q-divisors ∆ such that OX((p
e − 1)(KX + ∆)) ∼= L
−1 which is
explained in detail in Section 4. Indeed, this correspondence between p−e-maps and Q-divisors
pervades much of the paper. This correspondence also provides us with valuable geometric
intuition in working with p−e-linear maps.
In Section 7 we state a number of general results on the behavior of p−e-linear maps under
certain functorial operations, such as pullback along closed immersions, localization, pushfor-
ward along a birational map, and finally pullback along a finite map. In all these cases, viewing
p−e-linear maps as Q-divisors and performing operations on divisors is the guiding principle.
A second key example of a p−1-linear map is the classical Cartier operator C : F∗ωX −→ ωX
introduced in [Car57]. There are various guises in which this operator on the dualizing sheaf
appears, but most generally one may view it as the trace of Frobenius under the duality for finite
morphisms, see Section 3.1. The Cartier operator has been extensively studied in connection to
residues of differentials in positive characteristic, and plays a crucial role in Deligne and Illusie’s
[DI87] algebraic proof of Kodaira vanishing.
In the final two Sections 8 and 9 we describe the category of Cartier modules introduced in
[BB11]. This category consists of coherent OX -modules F equipped with a p
−e-linear endomor-
phism, i.e. a OX -linear map F
e
∗F −→ F . We show that the Abelian category of Cartier modules
satisfies some remarkable properties. Most importantly, Cartier modules have finite length up
to nilpotence1. Furthermore, Cartier modules are related to a number of other categories which
have been extensively used in the study of local cohomology in positive characteristic. Hence the
finiteness results about Cartier modules imply and generalize previous finiteness results about
local cohomology, see Section 9.1 where we indicate how results of Hartshorne-Speiser [HS77],
Lyubeznik [Lyu97] and Enescu and Hochster [EH08] can be derived easily.
In the final section we explain a certain degree-reducing property of pe-linear maps and
show how this property yields a completely elementary approach to the above mentioned
finiteness result. In the last subsection we finally close the gap to the theory of tight closure
[HH90, Hun96, Hoc07a], which im- and explicitly heavily relied on p−e-linear maps since its be-
ginnings, in showing how the test ideals of Hara and Yoshida [HY03] are obtained from certain
generalizations of Cartier modules. We include as another demonstration of the utility of this
viewpoint a quick proof of the discreteness of the jumping numbers of the test ideal.
The target audience for this article is a researcher or student who is familiar with commuta-
tive algebra and algebraic geometry and who wishes to learn how to use p−1-linear maps in a
wide variety of contexts. We do not assume the reader has one particular background (i.e. rep-
resentation theory/Frobenius splitting, tight closure theory, D-modules, or higher dimensional
complex algebraic geometry). Because we view this article as a place where material can be
1A coherent Cartier module F is nilpotent is some power of the structural map is zero.
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learned, at the end of each section there are many many exercises. The more difficult exercises
are decorated with a *. The exercises are a fundamental part of this document.
Acknowledgements. The authors are deeply indebted to Alberto Fernandez Boix, Lance
Miller, Claudiu Raicu, Kevin Tucker, Wenliang Zhang and the referee for innumerable valu-
able comments on previous drafts of this paper.
2. Preliminaries on Frobenius
In this section we introduce our conventions on notation – in particular with regards to the
Frobenius morphism.
2.1. Prerequisites and Notation. We assume that the reader is familiar with the basics
of commutative algebra and algebraic geometry, all of which is covered in the standard refer-
ence works [Har77] and [Mat80]. Beyond this, a familiarity with Grothendieck duality, [Har66b,
Con00], will be particularly helpful. Explicitly, Serre vanishing, canonical modules, dualizing and
Serre duality, and the connection between divisors and line bundles, will appear frequently, see
also [BH93]. The notion of Q-divisors will be used extensively (see [KM98] or [Laz04a, Laz04b]).
The process of reflexification of sheaves on normal varieties and its relation to Weil divisors will
be recalled in Appendix A for the convenience of the reader, also see [Har94] where the same
theory is worked out in substantially greater generality.
Throughout this paper all rings and schemes are assumed to be of finite type over a perfect
field k of characteristic p > 0, or they are a localization or completion of such at a prime. This
implies that our schemes are excellent and possess canonical modules and dualizing complexes
[Mat80, Har66b]. We further assume that all schemes are separated.
2.2. Frobenius and push-forward. We begin by reviewing the most basic notation (since it
varies wildly in the literature).
The key structure in algebra and geometry over a field of positive characteristic p > 0 is the
(absolute) Frobenius endomorphism. For a ring R this is just the pth power ring endomorphism
F = FR : R −→ R
given by sending r ∈ R to rp.
Since the Frobenius is canonical it induces a morphism for any scheme X over a field k of
characteristic p > 0, also called the Frobenius endomorphism and also denoted by
F = FX : X −→ X.
Supposing that k is perfect and X is a k-variety (or a scheme according to our convention) then
FX is a finite map
2 by Exercise 2.2. Note that FX is in general not a morphism of k-schemes –
however this point can be rectified by changing the k-structure on the first copy of X, if desired.
We denote by F e the e-fold self composition of Frobenius.
Even in the affine situation X = SpecR we use geometric notation and denote the Frobenius
on R by F : R −→ F∗R to remind us that it is not R-linear. This has the added benefit that we
now can distinguish the source and target of F = FR.
Given an ideal I = 〈f1, . . . , fm〉 ⊆ R, we define its p
eth Frobenius power to be I [p
e] =
〈fp
e
1 , . . . , f
pe
m 〉. This is independent of the choice of generators fj, see Exercise 2.3. The formation
of I [p
e] commutes with localization and so for any ideal sheaf I ⊆ OX , we can define I
[pe] in
the obvious way.
Note F e∗OX is isomorphic to OX as a sheaf of rings – but as OX-modules they are distinct:
namely, OX acts on F
e
∗OX via p
eth powers. More generally, for any OX -module M , one observes
that F e∗M is isomorphic to M as a sheaf of Abelian groups but the OX -module structure is
2An abstract scheme with a finite Frobenius is called F -finite.
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given by r.m = rp
e
m for a local section r ∈ OX and m ∈ F
e
∗M . Of course, F
e
∗M also has
an F e∗OX -module structure, which coincides with M ’s original OX-module structure. We also
use the notation F e∗M in the affine case X = SpecR to denote an R-module with the twisted
(restriction of scalars) Frobenius structure.
One immediately verifies that F∗M˜ coincides with F˜∗M as OX -modules, where M˜ denotes
the OX -module associated to the R-module M . However, we caution the reader that the same
identification does not hold in the graded case with respect to Proj, see for example [SS10,
Lemma 5.6] and Exercise 2.7.
Notation 2.2.1. Given an element m ∈ M , we will sometimes use F e∗m to denote the corre-
sponding element of F e∗M . Likewise for sheaves of OX-modules M on X.
2.3. Frobenius pull-back and the projection formula. Let X be a scheme over a perfect
field k of characteristic p > 0 and let F be a coherent sheaf and L a line bundle on X. Since
the Frobenius is an isomorphism on the underlying topological space, the pullback F e∗F (as an
OX -module) can be identified with F ⊗OX F
e
∗OX as an F
e
∗OX -module, again using that F
e
∗OX
is isomorphic with OX as sheaves of rings. If the line bundle L is given by the datum of a local
trivialization and transition functions, then the line bundle F e∗L is given by the peth powers
of the transition functions in that datum for L . This shows that
(1) (F e)∗L ∼= L p
e
,
i.e. the pullback along the Frobenius of a line bundle just raises that line bundle to the peth tensor
power. Combining this observation with the projection formula [Har77, Chapter II, Exercise
5.1(d)] we obtain
(2) (F e∗F )⊗OX L
∼= F e∗ (F ⊗OX F
e∗
L ) ∼= F e∗ (F ⊗OX L
pe) .
This basic equality is used frequently throughout the theory and will be referred to as the
projection formula.
2.4. Exercises.
Exercise 2.1. Set X = Speck[x1, . . . , xn] for some perfect field k. Show that F
e
∗OX is a free
OX -module with basis F
e
∗x
λ1
1 · · · x
λn
n where 0 ≤ λi ≤ p
e − 1. Show that the same result also
holds for power series Spec kJx1, . . . , xnK.
Exercise 2.2. Suppose that k is a perfect field and that X is scheme of (essentially) finite type
over k. Prove that the Frobenius map on X is a finite map.
Exercise 2.3. Suppose that I ⊆ R is an ideal in a ring R of characteristic p > 0. Show that
I [p
e] can be identified with Image(F e∗I −→ F e∗R) ⊆ F e∗R ∼= R where the last isomorphism is
the canonical one identifying R with F e∗R sending r to F
e
∗ r. Conclude that I
[pe], the Frobenius
power of I, is independent of the choice of generators of I.
Exercise 2.4. Suppose that X is a smooth d-dimensional variety and L is a vector bundle of
rank m on X. Prove that F∗L is also a vector bundle and find its rank.
Hint: Complete, use Cohen structure theorem [Mat89, Theorem 28.3], and use Exercise 2.1.
Exercise 2.5. Suppose that E is a locally free sheaf of finite rank on X. Is E ⊗p
e
isomorphic to
(F e)∗E ?
Exercise 2.6. Suppose that R is (essentially) of finite type over a perfect field.
(a) If W ⊆ R is any multiplicatively closed set, then show that W−1(F e∗R)
∼= F e∗ (W
−1R).
Here the first F e∗R means as an R-module, and the second is as an W
−1R-module.
(b) If m ⊆ R is a maximal ideal, prove that F e∗ R̂
∼= F̂ e∗R where ˆ denotes completion along
m. Again, the first F e∗ is the Frobenius for Rˆ, and the second is that of R-modules.
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Exercise 2.7. Suppose that X is a projective variety with ample line bundle L and suppose
that F is a coherent sheaf on X. Set S =
⊕
i∈ZH
0(X,L i) to be the section ring with respect
to L and set M =
⊕
i∈ZH
0(X,F ⊗L i) to be the saturated graded S-module corresponding
to F . Verify that F e∗S is a (
1
pe ·Z)-graded ring
3, the natural map S −→ F e∗S is graded, and F
e
∗M
is a graded F e∗S-module. Of course, F
e
∗M is also a graded S-module.
Show that F e∗M is not in general isomorphic to
⊕
i∈ZH
0(X, (F e∗F )⊗L
i). Instead, prove that⊕
i∈ZH
0(X, (F e∗F )⊗L
i) is isomorphic to a (graded) direct summand of F e∗M . The summand
whose terms have integral gradings.
Exercise 2.8. A ring R (or scheme X) such that the Frobenius map F : R −→ F∗R is a finite
map is called F -finite. Essentially all rings considered in this paper are F -finite but not all rings
are. Find an example of a field which is not F -finite.
If X is a smooth variety, then we have already seen that F∗OX is a locally free (in other words
flat) OX -module. In this exercise, you will prove the converse. First we introduce a definition.
Definition 2.4.1. Suppose that (R,m) is a local ring. A sequence of elements f1, . . . , fn ∈ m ⊆
R is called Lech-independent if for any a1, . . . , an ∈ R such that a1f1 + · · · + anfn = 0, then
each ai ∈ 〈f1, . . . , fn〉.
Now we come to the exercise.
Exercise* 2.9 (Kunz’s regularity criterion [Kun69]). Suppose that (R,m) is a local ring. We
will show that if F∗R is flat, then R is regular. We need some Lemmas due to Lech [Lec64].
(i) [Lec64, Lemma 3]. If f1, . . . , fn are Lech-independent elements and f1 ∈ gR for some
g ∈ R, then g, f2, . . . , fn is also Lech-independent. Furthermore, 〈f2, . . . , fn〉 : g ⊆
〈f1, . . . , fn〉.
(ii) [Lec64, Lemma 4]. If f1, . . . , fn are Lech-independent and f1 = gh. Then
lR (R/〈f1, . . . , fn〉) = lR (R/〈g, f2, . . . , fn〉) + lR (R/〈h, f2, . . . , fn〉) .
(iii) Now we return to the proof of the theorem of Kunz. Show that m[p
e]/(m[p
e])2 is a free
R/m[p
e]-module. Conclude that if m = 〈x1, . . . , xn〉 is generated by a minimal set of
generators, then xp
e
1 , . . . , x
pe
n is Lech-independent.
(iv) Use the previous parts of the exercise to conclude that lR(R/m
[pe]) = pne.
(v) Reduce to the case that R is complete and write R = S/a = k[[x1, . . . , xn]]/a using
the Cohen structure theorem [Mat89, Theorem 28.3] where k = R/m. Then notice that
lS(S/m
[pe]
S ) = p
ne for all e ≥ 0. Complete the proof of Kunz’ regularity criterion.
Remark 2.4.2. A simpler proof of Kunz’ result using the Buchsbaum-Eisenbud acyclicity crite-
rion can be found on page 12 of [Hun96]. Alberto Fernandez Boix pointed out to us that another
short proof can be found in [MR10, Theorem 4.4.2].
3. p−e-linear maps: definition and examples
In this section we introduce p−e-linear maps and give a number of examples which will be
discussed in more detail throughout the rest of the paper.
Definition 3.0.3 (p−e-linear map). Suppose that X is a scheme and M and N are OX -
modules. A p−e-linear map is an additive map ϕ : M −→ N such that
(3) ϕ(rp
e
m) = rϕ(m)
for all local sections r ∈ OX and m ∈ M .
3Here 1
pe
· Z is the subgroup of Q generated by 1
pe
.
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Equivalently, we may specify a p−e-linear map by the data of an OX -linear map
ϕ : F e∗M −→ N .
We will frequently and freely switch between these two points of view, depending on the context.
If R is a ring, then a p−e-linear map between R-modules M and N is simply an additive
map between them satisfying the rule from (3). If k is a perfect field, then p−e-linearity for an
additive map ϕ : k −→ k just means ϕ(λx) = λ1/p
e
ϕ(x) for all x, λ ∈ k. In particular, such a
map is completely determined by where it sends any nonzero element.
Example 3.0.4. Consider R = k[x]. Then F∗R is a free module with basis
{F∗1, F∗x, F∗x
2, . . . , F∗x
p−1},
see Exercise 2.1 above. Therefore any p−1-linear map from k[x] to any other R-module N is
simply a choice of where to send these basis elements.
Example 3.0.5. Consider R = k[x1, . . . , xn] then as we saw in Exercise 2.1, F∗R is a free R-
module with basis F∗x
λ1
1 · · · x
λn
n for 0 ≤ λi ≤ p − 1. A map F∗R −→ R is uniquely determined
by where it sends the elements of this basis.
Consider the R-linear map Φ : F∗R −→ R which sends F∗x
p−1
1 · · · x
p−1
n to 1 and all other basis
elements to zero. In other words:
Φ
(
F∗(x
λ1
1 · · · x
λn
n )
)
=
 x
λ1−(p−1)
p
1 · · · x
λn−(p−1)
p
n , if all
λi−(p−1)
p ∈ Z
0, otherwise
For each tuple λ = (λ1, . . . , λn) ∈ {0, 1, . . . , p − 1}
n, consider the map ϕλ : F∗R −→ R defined
by the rule ϕλ(F∗ ) = Φ(F∗(x
p−1−λ1
1 · · · x
p−1−λn
n · )). It is easy to see that ϕλ sends x
λ to 1
and all other basis monomials to zero.
Because we can thus obtain all of the projections this way, it follows that the map F∗R −→
HomR(F∗R,R) which sends F∗z to the map ϕz(F∗ ) = Φ(F∗(z · )) is surjective as a map of
F∗R-modules. On the other hand, it is clearly injective as well and so it is an isomorphism. In
other words, we just showed that HomR(F∗R,R) is a free F∗R–module generated by Φ. In other
words, Φ generates HomR(F∗R,R) as an F∗R-module.
The most pervasive type of p−1-linear maps are maps ϕ : R −→ R. Of course, for fixed e, the
set of p−e-linear maps {ϕ : R −→ R |ϕ is p−e-linear} form a group under addition. However, as
we vary e, we have a multiplication of these maps as well. Indeed, suppose that ϕ : R −→ R is
p−e-linear and ψ : R −→ R is p−d-linear. Then both ϕ ◦ ψ and ψ ◦ ϕ are p−e−d-linear. However,
they need not be equal as the following example shows. It follows that⊕
e≥0
{
ϕ : R −→ R |ϕ is p−e-linear
}
forms a noncommutative graded ring. This graded ring will be studied more in Section 9.3.
Example 3.0.6. Suppose that R = Fp[x]. We will describe two p−1-linear maps, ϕ,ψ presented
as in Example 3.0.4.
◦ ϕ : R −→ R satisfies ϕ(xp−1) = 1 and ϕ(xi) = 0 for 0 ≤ i < p− 1.
◦ ψ : R −→ R satisfies ψ(1) = 1 and ψ(xi) = 0 for 0 < i ≤ p− 1.
Then ψ ◦ ϕ and ϕ ◦ ψ are p−2-linear maps. However, notice that
ϕ(ψ(xp−1)) = ϕ(0) = 0
but that
ψ(ϕ(xp−1)) = ψ(1) = 1.
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In particular, ψ ◦ ϕ 6= ϕ ◦ ψ.
An important class of examples of p−1-linear maps are the splittings of Frobenius.
Example 3.0.7. [MR85, RR85] Let X be a scheme. A Frobenius splitting is any p−1-linear map
ϕ : OX −→ OX that sends 1 to 1. Equivalently, it is an OX -linear map ϕ : F∗OX −→ OX that
sends F∗1 to 1. This, in particular, implies that the composition
(4) OX
F
−→ F∗OX
ϕ
−→ OX
is an isomorphism, hence ϕ “splits” the Frobenius.
If X has a Frobenius splitting, then it satisfies many remarkable properties as we shall discuss
in detail in Section 5. Let us just mention two of them to taste.
IfX is a scheme that has some Frobenius splitting ϕ : F∗OX −→ OX (we call suchX Frobenius
split), then X is reduced: Indeed, if x ∈ Γ(U,OX ) is such that 0 = x
pe = F e(x) for some e ≥ 0,
then 0 = ϕe(F e(x)) = x, simply by that fact that ϕ ◦ F = id. This is a simple but important
local property of Frobenius split varieties.
A similarly fundamental global result is the following vanishing theorem: Suppose that L
is a line bundle and that H i(X,L p) = 0 for some i > 0 (for example, H i(X,L p
e
) = 0 holds
for e ≫ 0 for ample L by Serre vanishing), then H i(X,L ) = 0 as well since we have the
following isomorphism obtained by tensoring (4) by L , using the projection formula and taking
cohomology:
H i(X,L )
F
−→ H i(X,F∗L
p) = 0
ϕ
−→ H i(X,L ).
If e > 1, rinse and repeat. We will study vanishing theorems for Frobenius split varieties in
much greater detail in Theorem 5.2.4.
3.1. The Cartier isomorphism. We now come to the most important example of a p−1-linear
map, coming from the Cartier operator. Suppose that X is a smooth variety over a perfect field
k of characteristic p > 0. Consider the de-Rham complex, Ω
q
X . This is not a complex of OX -
modules (the differentials are not OX-linear). However, the complex
F∗Ω
q
X
is a complex of OX -modules (notice that d(x
p) = 0). We now state the Cartier isomorphism.
We take this presentation from [Car57], [Kat70], [EV92], and [BK05].
Definition-Proposition 3.1.1. There is a natural isomorphism (of OX -modules):
C−1 : ΩiX → h
i(F∗Ω
q
X)
Remark 3.1.2. It might strike the reader as odd that we put an inverse on C. This is because
the isomorphism in the other direction is called the Cartier operator and represented by C. It
is just more convenient for us to define C−1 than it is to define C.
We will not use the details of this isomorphism later in the paper. However, the map T we
obtain from it below in Section 3.2 will be indispensable.
Let us explain how to construct this isomorphism C−1. We follow [EV92, 9.13] and [Kat70].
We begin with C−1 in the case that i = 1. We work locally on X (which we assume is affine)
and we define C−1 by its action on dx ∈ ΩiX , x ∈ OX ;
C−1(dx) := F∗x
p−1dx,
or rather, the image of F∗x
p−1dx in cohomology. In order for this to make sense, we observe
that d(xp−1dx) = 0, in other words, that C−1(dx) is in the kernel of d. We now must show that
C−1 is additive.
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Now C−1(d(x) + d(y)) = C−1(d(x+ y)) = F∗(x+ y)
p−1d(x+ y), we need to compare this to
F∗x
p−1dx+ F∗y
p−1dy = C−1(dx) +C−1(dy). Write f = 1p ((x+ y)
p − xp − yp). Here the 1p· is a
formal operation that simply cancels ps from the binomial coefficients. Then
df = d
(
p−1∑
i=1
γix
iyp−i
)
=
(
p−1∑
i=1
γiix
i−1yp−i
)
dx+
(
p−1∑
i=1
γi(p − i)x
iyp−i−1
)
dy
=
(
p−1∑
i=1
γiix
(p−1)−(p−i)yp−i
)
dx+
(
p−1∑
i=1
γi(p− i)x
iy(p−1)−i
)
dy
where γi =
1
p
(p
i
)
= (p−1)(p−2)···1i!(p−i)! =
1
i
(p−1
p−i
)
= 1p−i
(p−1
i
)
. Thus
df = (x+ y)p−1(dx+ dy)− xp−1dx− yp−1dy.
Therefore, xp−1dx + yp−1dy and (x + y)p−1d(x + y) are the same in Ω1X
/
d
(
Ω0X
)
. This proves
that C−1 is additive. Finally, we extend by p-linearity to obtain that
C−1(fdx) = F∗f
pxp−1dx.
We should also show that C−1 is an isomorphism. We only show that this initial C−1 is
injective – in a special case. Set X = SpecFp[x, y] (see for example [EV92, Theorem 9.14] for
how to reduce to the polynomial ring case in general).
Suppose that C−1(fdx+ gdy) = 0. Let h ∈ OX be such that we have f
pxp−1dx+ gpyp−1dy =
dh = ∂h∂xdx+
∂h
∂ydy. Therefore if f =
∑
λi,jy
ixj we see that∑
λi,jy
ipxjp+p−1 = fpxp−1 =
∂h
∂x
.
However, this is ridiculous unless fdx + gdy = 0. If you take a derivative of some non-zero
polynomial in x with respect to x, no output can ever have xjp+p−1 in it. This completes the
proof of injectivity of C−1 : Ω1X → h
1(F∗Ω
q
X) in the case that X = SpecFp[x, y]. The general
case is similar.
The surjectivity of C−1 is more involved. See for example, [EV92, Theorem 9.14(d)] or [BK05,
Theorem 1.3.4] or do Exercise* 3.1.
At this point, we have only defined
Ω1X → h
1(F∗Ω
q
X).
We define C−1 : ΩiX → h
i(F∗Ω
q
X) for i > 1 using wedge powers of C
−1 for i = 1. We make this
definition for any X.
Example 3.1.3 (Cartier isomorphism A2). Returning again to X = A2 = Fp[x, y], we explicitly
compute C−1 : Ω2X → h
2(F∗Ω
q
X) at the top cohomology.
By definition
C−1(fdxdy) = C−1(fdx ∧ dy) := F∗
(
fp(xp−1dx) ∧ (yp−1dy)
)
= F∗f
pxp−1yp−1dxdy
or rather its image in cohomology. Again, this map is an isomorphism, Exercise 3.2.
3.2. Grothendieck-trace of Frobenius. Suppose that X is a smooth n-dimensional variety
over a perfect field k of characteristic p > 0. Then coming from the Cartier isomorphism,
Theorem 3.1.1, we have an exact sequence:
F∗Ω
n−1
X/k
d
−→ F∗Ω
n
X/k
T
−→ ΩnX/k −→ 0
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The surjective map T : F∗Ω
n
X/k =: F∗ωX → ωX := Ω
n
X/k is often called the trace map or Cartier
map/operator.
This map can be constructed in other ways. With X as above, again set ωX = Ω
n
X/k. Then ωX
is a dualizing/canonical module in the sense of [Har77, Chapter III, Section 7] or more generally,
[Har66b, Chapter V].
For any finite dominant map π : Y −→ X with Y and X smooth, it is a fact (black-
boxed for now [Har66b, Chapter V, Proposition 2.4], [KM98, Proposition 5.68]) that π∗ωY ∼=
H omOY (π∗OY , ωX) as a π∗OY -module. This is described in greater generality on the next page,
see the diagram (7). Note that this completely determines ωY as well, since π is finite and so
the data of a coherent π∗OY -module on X is equivalent to the data of a coherent OY -module
on Y . Now, we also have the following map:
(5) π∗ωY ∼= H omOX (π∗OY , ωX)
eval @ 1
−−−−−→ ωX
This is the map which sends a section ϕ ∈ ωY ∼= Γ(U,H omOY (π∗OY , ωX)) to the element
ϕ(1) ∈ Γ(U,ωX).
Now we specialize to the case that Y = X and π = F the Frobenius map.
Theorem 3.2.1. The map described in (5) is the map T described above (up to choice of
isomorphism).
Sketch of proof. We only show this for X = SpecFp[x, y] = A2. By considering Example 3.1.3,
we see that the map T sends
F∗f
pxp−1yp−1dxdy 7→ fdxdy
and everything not of that form to zero.
So we then consider
H omOX (F∗OX , ωX)
oo
≃
// F∗ωX oo
≃
// F∗OX .
F∗dxdy oo // F∗1
Now, we identify the Φ ∈ HomOX (F∗OX , ωX) which generates H omOX (F∗OX , ωX) as an F∗OX -
module just as in Example 3.0.5. Since ωX = OX · (dxdy) ∼= OX , we notice that Φ sends
F∗f
pxp−1yp−1 7→ fdxdy and Φ sends things not of this form, to zero.
Choosing then ϕ(F∗ ) = Φ(F∗c · ) ∈ H omOX (F∗OX , ωX), we see that the evaluation-at-1
map (5) sends ϕ to Φ(F e∗ c). Making the identification
(F∗OX) · (F∗dxdy) = F∗ωX ∼= H omOX (F∗OX , ωX) = (F∗OX) · Φ
we immediately observe that T and the evaluation-at-1 map (5) coincide.
The general case for X 6= A2 is similar but slightly more technical to write down. Both
the map T and the evaluation-at-1 map can be shown to be a local generator of the same
H om-sheaf. Thus they coincide up to multiplication by a unit of Γ(X,OX). 
3.3. The Trace map for singular varieties. Suppose that X is a normal variety with U ⊆ X
the regular locus. Consider the map T : F e∗ωU −→ ωU as described above. This is an element of
HomU (F
e
∗ωU , ωU ). However, there is an isomorphism HomOU (F
e
∗ωU , ωU )
∼= HomOX (F
e
∗ωX , ωX)
since X \ U is a codimension 2 subset of X and X is normal, see Appendix A. Therefore we
obtain the following proposition.
Proposition 3.3.1. Given any normal variety X there is a trace map T : F e∗ωX −→ ωX
which agrees with, and is completely determined by the map T described in terms of the Cartier
isomorphism on the regular locus U ⊆ X.
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Even for non-normal schemes, we can do something similar, we need to work in the derived
category. Suppose that X and Y are schemes of finite type over a field k with a map f : X −→ Y .
Then there is functor f ! from D+coh(Y ) to D
+
coh(X) (bounded below complexes of OY -modules,
respectively OX -modules, with coherent cohomology). For a precise definition of f
!, please see
[Har66b]. Its abstract existence can nowadays be shown quite formally from general principles,
cf. [Lip06]. Its key property is that it is right adjoint to Rf∗ in the case that f is proper, see
Exercise* 3.5. We will define f ! in two cases which will suffice for our purposes.
Finite: If f is finite (for example, Frobenius or a closed immersion), then F ∈ Dbcoh(X)
we have an isomorphism of f∗OX -complexes
(6) f∗f
!
F = RH om
q
OY (f∗OX ,F ).
where RH om
q
OY (f∗OX ,F ) is the complex obtained by taking an injective resolution
of F and applying H om
q
OY (f∗OX , ). Note that this completely describes f
! since f is
finite so that f∗ is harmless.
Smooth: If f is smooth of relative dimension n, the for any F ∈ Dbcoh(X) we have an
isomorphism
f !F = (Lf∗F )⊗ (∧nΩ1Y/X)[n].
If f : X −→ Speck is itself the structural map, then we define the dualizing complex of X,
denoted ω
q
X as follows. View k ∈ D
b
coh(Spec k) as the complex which is trivial except in degree
zero where it is k. Then we define ω
q
X := f
!k to be the dualizing complex on X.
Consider the following diagram
(7) X
f

F e
// X
f

Speck
F e
// Speck
where the top row is the absolute e-iterated Frobenius on X and the bottom row is the e-iterated
Frobenius on k. Notice that the bottom row is an isomorphism (although not the identity) and
so (F e)!k ∼= k. The fact that (f ◦ g)! = f ! ◦ g! then implies that ω
q
X is independent of the choice
of Frobenius-variant of the k-structure on X. In particular, we see that
(8) ω
q
X
∼= f !k ∼= (f ◦ F e)!k ∼= (F e ◦ f)!k ∼= (F e)!ω
q
X .
Now we will apply the duality functor RH om
q
OX ( , ω
q
X) to the Frobenius map OX −→
F e∗OX . This operation yields
ω
q
X
∼= RH om
q
OX (OX , ω
q
X)← RH om
q
OX (F
e
∗OX , ω
q
X)
∼= F e∗ (F
e)!ω
q
X
∼= F e∗ω
q
X
where the isomorphisms are in the derived category and the final two isomorphisms are due to
Equations (8) and (6) respectively. Taking cohomology of this map of complexes gives us maps
(9) hiω
q
X ← F
e
∗h
iω
q
X
∼= hiF e∗ω
q
X
for each integer i ∈ Z.
For any equidimensional scheme X over k with dualizing complex ω
q
X := f
!k, we define
ωX = h
− dimX(ω
q
X) and call it the canonical module of X. It follows that (9) induces a map
F e∗ωX −→ ωX . As expected, we then have:
Proposition 3.3.2. The map F e∗ωX −→ ωX coincides with the map T defined previously on the
regular locus of X.
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3.4. Exercises.
Exercise* 3.1. Suppose that k is a perfect field and that X = Speck[x, y] = A2, prove that
C−1 : Ω1X → h
1(F∗Ω
q
X) is surjective.
Hint: First prove the result for A1 = SpecFp[x]. Now consider
∑
j y
j(αj+βjx
bjdy) = α ∈ Ω1X
such that dα = 0 where αj ∈ Ω
1
A1 and βj ∈ Fp[x]. Deduce that y
j+1αj+1+y
jβjdy ∈ dΩ
0
X if j+1
is not divisible by p. Use this to rewrite α and then use the result for A1.
This method can be used to do the general proof by induction, see [BK05, Theorem 1.3.4].
Exercise 3.2. Suppose that k is a perfect field and that X = Spec k[x, y] = A2, prove that
C−1 : Ω2X → h
2(F∗Ω
q
X) is an isomorphism.
Exercise 3.3. Suppose that R is a regular local ring. We have seen that F∗R is a flat R-module
by Exercise* 2.9. Consider the evaluation-at-1 map
HomR(F∗R,R)
e
// R
ϕ ✤ // ϕ(F∗1)
Fix an isomorphism γ : F∗R −→ HomR(F∗R,R) and consider the composition
e ◦ γ : F∗R −→ R.
Prove that (e ◦ γ) generates HomR(F∗R,R) as an F∗R-module.
Exercise 3.4. A varietyX is called Cohen-Macaulay if ω
q
X
∼= ωX [dimX] is a complex with coho-
mology only in degree− dimX. Suppose thatH is a Cartier divisor on a Cohen-Macaulay scheme
X. Prove that H is also Cohen-Macaulay. Conversely, suppose that H is Cohen-Macaulay, prove
that X is Cohen-Macaulay in a neighborhood of H.
Hint: Apply the duality functor to the short exact sequence 0 −→ OX(−H) −→ OX −→
OH −→ 0 and observe that RH om
q
OX
(OH , ω
q
X)
∼= ω
q
H by (6). For the converse statement, use
Nakayama’s Lemma.
Exercise* 3.5 (Grothendieck duality). (For those who wish to learn some homological algebra)
Grothendieck duality says the following:
Theorem. If f : X −→ Y is a proper map of schemes of finite type over a field k, then we have
an isomorphism in Dbcoh(Y )
RH om
q
OY
(Rf∗F ,G ) ∼= Rf∗RH om
q
OX
(F , f !G )
for F ∈ Dbcoh(X) and G ∈ D
b
coh(Y ).
Set Y = Speck and learn enough about the symbols above to deduce the variant of Serre
duality found in Hartshorne, [Har77, Chapter III, Section 7].
4. Connections with divisors
In this section we explain why maps ϕ ∈ HomOX (F
e
∗OX ,OX) contain roughly the same
information as a Q-divisor ∆ such that KX + ∆ is Q-Cartier (i.e., such that there exists an
integer n such that n∆ is integral and nKX + n∆ is Cartier). These ideas go back at least to
the original papers on Frobenius splittings [MR85, RR85]. The difference between this section
and those original papers is that we normalize our divisors with respect to iterates of Frobenius
and thus obtain Q-divisors.4 The statements in this section are somewhat technical. Therefore,
the reader may wish to skim this section for the main idea, and refer back to the numbered
bijections as needed throughout the remainder of the article.
4Formal sums of codimension 1 subvarieties with rational coefficients.
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Fix X to be a smooth variety of finite type over a perfect field. Consider an element ϕ ∈
HomOX (F
e
∗OX ,OX ). We claim that
(10) HomOX (F
e
∗OX ,OX)
∼= F e∗OX((1− p
e)KX).
Let us prove this claim. By applying the projection formula as in Equation (2), taking global
sections and using the fact that H omOX (F
e
∗OX ,OX(KX))
∼= F e∗OX(KX), we have
(11)
HomOX (F
e
∗OX ,OX )
∼= HomOX ((F
e
∗OX)⊗OX(KX),OX(KX))
∼= HomOX (F
e
∗ (OX(p
eKX)),OX (KX))
∼= HomF e∗OX (F
e
∗ (OX(p
eKX)),H omOX (F
e
∗OX ,OX (KX)))
∼= F e∗ HomOX ((OX (p
eKX)),OX (KX))
∼= F e∗OX((1 − p
e)KX).
See (8), [KM98, Proposition 5.68] or [Har66b]. Alternately, it follows from Grothendieck duality
for the finite map F : X −→ X (see Exercise 4.1 below).
Therefore, any nonzero map ϕ : F e∗OX −→ OX induces a nonzero global section of F
e
∗OX((1−
pe)KX). By using the fact that F
e
∗ does not change the underlying structure of sheaves of Abelian
groups, we see that there is a bijective correspondence:{
nonzero elements
ϕ ∈ HomOX (F
e
∗OX ,OX)
}
←→
{
nonzero elements
z ∈ Γ
(
X,OX ((1− p
e)KX)
) } .
Note every nonzero global section of OX((1− p
e)KX) induces an effective Weil divisor 0 ≤ D ∼
(1− pe)KX , see Theorem A.2.6.
We notice also that two non-zero elements z1, z2 ∈ Γ
(
X,OX((1 − p
e)KX)
)
induce the same
divisor if and only if there exists a unit u ∈ Γ
(
U,OX
)
such that uz1 = z2. Therefore, we have
the following bijection:
(12)
{
nonzero ϕ ∈
HomOX (F
e
∗OX ,OX)
}/ multiplicationby units in
Γ(X,OX )
←→
 effective divisorslinearly equivalent
to (1− pe)KX
 .
Now suppose that X is normal but not necessarily smooth. Of course, the previous argument
works fine on U = Xreg ⊆ X. However, Weil divisors are determined off a set of codimension 2.
Likewise Γ
(
X,OX((1− p
e)KX)
)
= Γ
(
U,OX((1− p
e)KX)
)
since X \U has codimension ≥ 2 cf.
[Har94, Proposition 2.9]. In particular, we see that
(12) holds on normal varieties.
We continue now to work with normal X. Given an effective Weil divisor D = Dϕ ∼ (1 −
pe)KX corresponding to ϕ, set ∆ = ∆ϕ =
1
pe−1Dϕ. This is an effective Q-divisor. Notice that
KX +∆ = KX +
1
pe − 1
D ∼ KX +
1
pe − 1
(1− pe)KX = KX −KX = 0
In particular, we obtain a bijective correspondence:
(13)
{
nonzero ϕ ∈
HomOX (F
e
∗OX ,OX)
}/ multiplicationby units in
Γ(X,OX )
←→

Q-divisors
∆ ≥ 0 such that
(pe − 1)(KX +∆) is
an integral Weil
divisor linearly
equivalent to 0

At this point, it is natural to ask why should one divide by pe−1. This division is a normalizing
factor as described below.
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Suppose that ϕ : F e∗OX −→ OX is an OX -linear map. We apply the functor F
e
∗ and obtain:
F e∗ϕ : F
2e
∗ OX
F e∗OX−−−−→ F e∗OX . Composing this with ϕ we obtain ϕ ◦ (F
e
∗ϕ) : F
2e
∗ OX −→ OX . We
use ϕ2 to denote this map (note if we view ϕ as an honest p−e linear map, then this is really
just ϕ composed with itself). More generally, for each n ≥ 1, we obtain maps
(14) ϕn : Fne∗ OX −→ OX
in the same way.
Lemma 4.0.1. [Sch09, Theorem 3.11(e)] Suppose that X is a normal variety. Then the map
ϕ ∈ HomOX (F
e
∗OX ,OX) induces the same Q-divisor ∆ via (13) as does the map
ϕn ∈ HomOX (F
ne
∗ OX ,OX)
for any n ≥ 1.
Proof. The divisor section correspondence is determined in codimension 1, and so we may assume
that X = SpecR where (R,m) is a DVR with m = 〈r〉. We will simply verify the claim in the
Lemma for n = 2 and leave the general case to the reader Exercise 4.3. Now, since R is regular
(and so Gorenstein) and local, KX ∼ 0. Thus
HomOX (F
e
∗OX ,OX)
∼= Γ(X,F e∗OX((1− p
e)KX)) ∼= F
e
∗R,
we fix Φ ∈ HomOX (F
e
∗OX ,OX) corresponding to F
e
∗ 1. In other words we pick Φ such that,
DΦ = 0 (note that the section 1 doesn’t vanish anywhere).
It is an exercise left to the reader that Φ2 = Φ ◦ (F e∗Φ) generates HomR(F
2e
∗ R,R) as an
F 2e∗ -module, Exercise 4.2. This is the key point though!
Now consider ϕ(F e∗ ) = Φ(F
e
∗ur
a · ) for some unit u ∈ R and integer a ≥ 0. It follows
immediately that Dϕ = adiv(r) and so ∆ϕ =
a
pe−1 div(r).
Now we consider ϕ2. We observe that
ϕ2(F 2e∗ ) = Φ(F
e
∗ur
aΦ(F e∗ur
a · )) = Φ(F e∗Φ(F
e
∗u
pe+1ra(p
e+1) · )) = Φ2(F 2e∗ u
pe+1ra(p
e+1) · ).
ThusDϕ2 = a(p
e+1) div(r) and so that ∆ϕ2 =
a(pe+1)
p2e−1 div(r) =
a
pe−1 div(r) = ∆ϕ as desired. 
Therefore, we obtain a bijection:
(15)
 nonzero ϕ ∈HomOX (F e∗OX ,OX)
as e ≥ 0 varies

/
relation generated
by multiplication
by units in
Γ(X,OX) and by
composition in (14)
←→

Q-divisors
∆ ≥ 0 such that
n(KX +∆) ∼ 0
for some n > 0
with p not
dividing n.

Here we notice that (pe − 1)(KX + ∆) ∼ 0 for some e > 0 is equivalent to requiring that
n(KX +∆) ∼ 0 for some n > 0 which is not divisible by p, Exercise 4.5.
Example 4.0.2. Consider X = An = Spec k[x1, . . . , xn] = SpecR over a perfect field k. Con-
sider Φ : F e∗R −→ R defined by the following action on monomials
Φ
(
F e∗ (x
λ1
1 · · · x
λn
n )
)
=
 x
λ1−(p
e
−1)
pe
1 · · · x
λn−(p
e
−1)
pe
n , if all
λi−(p
e−1)
pe ∈ Z
0, otherwise
In other words, Φ sends F e∗ (x
pe−1
1 · · · x
pe−1
n ) to 1 and all other elements of the obvious ba-
sis of F e∗R over R to zero. We already saw in Example 3.0.5 that Φ : F
e
∗R −→ R generates
HomR(F
e
∗R,R) as an F
e
∗R-module (at least when e = 1, but the general case is no different).
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But then it immediately follows that the divisor DΦ is the zero divisor. In particular, DΦ
corresponds to the element in HomR(F
e
∗R,R)
∼= F e∗R that doesn’t vanish anywhere.
4.1. A generalization with line bundles. Previously we considered nonzero maps ϕ ∈
HomOX (F
e
∗OX ,OX ). In this subsection, we generalize this to maps ϕ ∈ HomOX (F
e
∗L ,OX )
where L is a line bundle on X. This generality actually simplifies some of the statements con-
sidered in the previous section. Indeed, just as in (11), it is easy to see that for a smooth variety
X
HomOX (F
e
∗L ,OX)
∼= F e∗L
−1((1− pe)KX)
Just as before, this extends to normal varieties as well. Therefore for any line bundle on a normal
variety X, we have a bijection of sets.
(16)
{
nonzero ϕ ∈
HomOX (F
e
∗L ,OX)
}/ multiplicationby units in
Γ(X,OX )
←→

effective Weil
divisors D such
that OX(D) ∼=
L −1((1− pe)KX)
 .
Thus just as before, ϕ ∈ HomOX (F
e
∗L ,OX) induce Q-divisors ∆ϕ =
1
pe−1D such that OX((p
e−
1)(KX +∆)) ∼= L
−1.
Definition 4.1.1. Given ϕ : F e∗L −→ OX , we use ∆ϕ to denote the Q-divisor associated to ϕ
as above.
Finally, consider the data of a line bundle L and an OX-linear map ϕ : F
e
∗L −→ OX . We
will compose ϕ with itself in the following way. We tensor ϕ with L and use the projection
formula to obtain:
F e∗ (L
pe+1) −→ L
pushing forward by F e∗ we obtain
F 2e∗ (L
pe+1) −→ F e∗L .
Composing with ϕ again we obtain a map
F 2e∗ (L
pe+1) −→ OX
which we denote by ϕ2. Continuing in this way, we obtain maps
(17) ϕn : Fne∗ (L
p(n−1)e+···+pe+1) −→ OX
for all n ≥ 1.
It is then straightforward to verify that:
Lemma 4.1.2. The Q-divisor ∆ϕ induced by ϕ : F e∗L −→ OX is equal to the Q-divisor ∆ϕn
induced by ϕn : Fne∗ (L
p(n−1)e+···+pe+1) −→ OX .
Proof. Left as an exercise to the reader Exercise 4.7. 
In other words, forming the Q-divisor ∆ = 1pe−1D normalizes the divisor with respect to self
composition just as in the case that L = OX .
Given two line bundles L ,M , we declare maps ϕ : F e∗L −→ OX and ψ : F
e
∗M −→ OX
equivalent if there exists a commutative diagram:
F e∗L
ϕ

α
// F e∗M
ψ

OX
id
// OX
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where α is an isomorphism. We also declare ϕ and ϕn to be equivalent. These relations generate
an equivalence relation ∼ on pairs (L , ϕ : F e∗L −→ OX).
Theorem 4.1.3. For a normal variety X over a field of characteristic p > 0, there is a bijection
of sets  Line bundles L andmaps ϕ : F e∗L −→ OX
modulo equivalence
←→
 Effective Q-divisors ∆such that
OX((p
e − 1)(KX +∆)) ∼= L
−1
 .
Proof. Left to the reader Exercise* 4.8. 
We compute a final example.
Example 4.1.4. Set X = Pnk and consider the line bundle L = OX((1 − p)KX) = OX((n +
1)(p − 1)). Then
H omOX (F∗L ,OX)
= H omOX (F∗OX((1− p)KX),OX)
= H omOX (F∗OX(KX),OX(KX))
= F∗ H omOX (OX(KX),OX(KX))
= F∗OX .
In particular, there is only one non-zero element ϕ ∈ HomOX (F∗L ,OX) up to scaling by
elements of k. In particular, it follows that Dϕ = ∆ϕ = 0 since a non-zero global section of
F∗OX doesn’t vanish anywhere. On the affine charts, this element is easily seen to coincide with
the map described in Example 4.0.2 (at least for e = 1).
On the other hand, there is an obvious map
ψ : F∗OX −→ OX
defined by the rule ψ(F∗y) = y
1/p, for y ∈ Γ(U,OX), if y
1/p ∈ Γ(U,OX) and ψ(F∗y) = 0
otherwise.
It is an exercise left to the reader that Dψ = (p − 1)F where F is the union of the various
coordinate axes in Pn. For example, if n = 2 and X = Proj k[x, y, z], then F = V (xyz).
4.2. Exercises.
Exercise 4.1 (Grothendieck duality for a finite map). Suppose that R ⊆ S is a finite inclusion
of Cohen-Macaulay local rings and M is an S-module. Grothendieck duality for this inclusion
says that there is an isomorphism of S-modules:
HomR(M,ωR) ∼= HomS(M,ωS).
Here ωR and ωS are canonical modules for R and S respectively. Verify that this is an easy
consequence of the formula HomR(S, ωR) = ωS , a formula which was given to you (8).
Exercise 4.2. Suppose that R is a ring and S is an R-algebra such that HomR(S,R) ∼= S as
S-modules. Suppose that M is any S-module and prove that the natural map:
HomS(M,S)×HomR(S,R) −→ HomR(M,R)
defined by (ψ,ϕ) 7→ ϕ ◦ ψ is surjective.
In particular, every map in HomR(M,R) can be factored through a map in HomR(S,R). A
solution can be found in [Kun86, Appendix F]
Exercise 4.3. Prove the general case of Lemma 4.0.1.
Exercise 4.4. Suppose that R ⊆ S is a finite extension of Gorenstein local rings. Prove that
HomR(S,R) is a rank-1 free S-module. Conclude that ifR is Gorenstein and local, HomR(F
e
∗R,R)
is isomorphic to F e∗R as an F
e
∗R-module.
Hint: Since R is Gorenstein and local (semi-local is good enough), ωR ∼= R.
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Exercise 4.5. Suppose we are given an integer n > 0 such that p does not divide n, prove that
n|(pe − 1) for some integer e > 0. Conclude that (pe − 1)(KX +∆) ∼ 0 for some e > 0 if and
only if n(KX +∆) ∼ 0 for some n > 0 which is not divisible by p.
Exercise 4.6. Compute Dψ and ∆ψ where ψ is as in Example 4.1.4.
Exercise 4.7. Prove Lemma 4.1.2. See [Sch09, Theorem 3.11(e)].
Exercise* 4.8. Prove Theorem 4.1.3.
Exercise 4.9. Suppose that X is a smooth (or Gorenstein) variety and T : F∗ωX −→ ωX is the
trace map as described in Section 3.3. By twisting by −KX and reflexifying, we obtain a map
Φ : F∗OX((1− p)KX) −→ OX . Prove that Φ corresponds to the zero divisor by (16).
Exercise 4.10. A normal variety X is called Q-Gorenstein if OX(nKX) is a line bundle for
some n > 0 (in other words, nKX is Cartier). Note that we do not require Q-Gorenstein varieties
to be Cohen-Macaulay. In this case, the index of KX is the smallest n > 0 such that nKX is a
Cartier divisor.
Suppose that X is Q-Gorenstein with index not divisible by p. Suppose that R = OX,x
is the stalk of R at some point x ∈ X. Prove that we have an isomorphism of R-modules,
F e∗R
∼= HomR(F
e
∗R,R), for all sufficiently divisible e.
Exercise 4.11. Suppose that R is a normal domain and that ϕ : F e∗R −→ R is an R-linear map
corresponding to a divisor ∆ϕ as in Definition 4.1.1. Fix a non-zero g ∈ R. Form a new map
ψ(F e∗ ) = ϕ(F
e
∗ (g · )).
Prove that ∆ψ = ∆ϕ +
1
pe−1 div(g).
Exercise* 4.12. Suppose that ϕ : F e∗L −→ OX and ψ : F
f
∗ M −→ OX are two OX -linear maps.
Form the twisted composition ϕ◦ (F e∗ψ
′) as follows. Twist ψ by L to get ψ′ : F f∗ (M ⊗L
pf ) −→
L . Now pushforward by F e∗ and compose with ϕ and obtain:
ϕ ◦ (F e∗ψ
′) : F f+e∗ (M ⊗L
pf )
F e∗ψ
′
−−−→ F e∗L
ϕ
−→ OX .
Find a relation between ∆ϕ, ∆ψ and ∆ϕ◦(F e∗ψ′) where the ∆ are Q-divisors defined as in
Definition 4.1.1. For a solution, see the proof of [SS10, Lemma 4.9(i)].
Exercise* 4.13 (Non-effective divisors). Fix a line bundleL on a varietyX. There is a bijection
between non-zero elements of HomOX (F
e
∗L ,K (X)) and (not necessarily effective) Weil divisors
D such that OX(D) ∼= L
−1((1− pe)KX).
Indeed, suppose that ϕ ∈ HomOX (F
e
∗L ,K (X)). Then, working locally if needed, for some
sufficiently large Cartier divisor E ≥ 0, we have that ϕ(F e∗L ((1 − p
e)E)) ⊆ OX . Set ψ :
F e∗L ((1 − p
e)E) −→ OX to be the restriction map. Then ψ induces a divisor Dψ > 0. Set
Dϕ = Dψ + (1− p
e)E and prove that Dϕ is independent of the choice of E.
5. Frobenius splittings
In this section we give a brief introduction to Frobenius splittings. A more complete treatment
can be found in [BK05, Chapter 1].
Suppose that X is a scheme over a perfect field of characteristic p > 0.
Definition 5.0.1. We say that X is Frobenius split (or F -split) if the map
OX −→ F∗OX
splits as a map of OX -modules. In this case the splitting map ϕ : F∗OX −→ OX is called
a Frobenius splitting. Of course, there may be multiple different Frobenius splittings ϕ ∈
HomOX (F∗OX ,OX).
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Likewise, we say that a ring R is Frobenius split (or F -pure) if the map
R −→ F∗R
splits as a map of R-modules.
A scheme X is said to be F -pure (or locally F -split) if every point x ∈ X has a neighborhood
which is F -split.
Remark 5.0.2. Frobenius split varieties were formally introduced in [MR85] (also see [RR85]),
although very closely related concepts were studied in [PS73, HR76, HS77, Hab80]. Indeed,
Frobenius split affine varieties (i.e. rings) had been heavily studied by Hochster and his students
in the 1970s and 1980s cf. [Fed83].
We shall see below that every regular variety is F -pure Proposition 5.1.2 but not every regular
variety is F -split Lemma 5.2.2.
Lemma 5.0.3. A variety X is Frobenius split if and only if
(a) the e-iterated Frobenius OX −→ F
e
∗OX splits for some e, or
(b) the e-iterated Frobenius OX −→ F
e
∗OX splits for all e.
Proof. This is left as an exercise to the reader, see Exercise 5.1. 
Suppose that X is a variety, we will look for Frobenius splittings inside HomOX (F
e
∗OX ,OX).
Indeed, notice that for any c ∈ Γ(X,OX ), we have a map HomOX (F
e
∗OX ,OX) −→ Γ(X,OX )
defined by evaluation at c, in other words, ϕ 7→ ϕ(F e∗ c). Now we observe that:
Lemma 5.0.4. A variety X is Frobenius split if and only if the evaluation-at-1 map
HomOX (F
e
∗OX ,OX) −→ Γ(X,OX)
is surjective.
Proof. Left as an exercise to the reader in Exercise 5.2 below. 
Finally, we observe that a normal X is Frobenius split if and only if the regular locus of X is
Frobenius split.
Lemma 5.0.5. Suppose that X is normal and U ⊆ X is the regular locus. Then X is Frobenius
split if and only if U is Frobenius split.
Proof. The natural restriction map HomOX (F
e
∗OX ,OX) −→ HomOU (F
e
∗OU ,OU ) is an isomor-
phism since X \ U has codimension ≥ 2 and the H om sheaves are reflexive. See Appendix A
and [BK05, Lemma 1.1.7] for additional discussion. 
5.1. Local properties of Frobenius split varieties. The easiest property to prove about
Frobenius split varieties is that they are reduced.
Lemma 5.1.1. Suppose that a scheme X is F -pure, then X is reduced.
Proof. Without loss of generality we may assume that X = SpecR is affine and Frobenius
split. Suppose that x ∈ R is such that xn = 0. Then xp
e
= 0 for some e > 0 (where p is the
characteristic of R). Therefore x = xϕ(F e∗ 1) = ϕ(F
e
∗ x
pe) = ϕ(F e∗ 0) = 0. 
First we identify some Frobenius split varieties.
Proposition 5.1.2 (Regular affine varieties are Frobenius split). Suppose that X = SpecR is
a regular affine variety. Then X is Frobenius split.
18 MANUEL BLICKLE AND KARL SCHWEDE
Proof. We prove the result for Rm = OX,x, the stalk of X at a closed point x ∈ X. The global
case is Exercise 5.6. Let Rˆ denote the completion of Rm at the maximal ideal m. Now consider
the evaluation-at-1 map Φ : HomRm(F
e
∗Rm, Rm) −→ Rm. Tensoring with Rˆ gives us a map
Φˆ : HomRˆ(F
e
∗ Rˆ, Rˆ)
∼= HomRm(F
e
∗Rm, Rm)⊗Rm Rˆ −→ Rm ⊗Rm Rˆ
∼= Rˆ.
Here we have used Exercise 2.6. Note that by the Cohen-structure theorem, [Mat89, Theorem
28.3], we have that Rˆ = kJx1, . . . , xnK. It follows then from the argument of Exercise 2.1 that
F e∗ Rˆ is free as an Rˆ-module and in particular, that there is a splitting of Rˆ −→ F
e
∗ Rˆ. In particular,
Φˆ is surjective. But therefore Φ is surjective as well since tensoring with Rˆ is faithfully flat. Thus
by Lemma 5.0.4, we are done. 
Of course, not all Frobenius split varieties are regular.
Lemma 5.1.3 (Simple normal crossings are F -split). The ring
R = k[x1, . . . , xn]/〈x1 · x2 · · · xn〉 = S/J
is Frobenius split.
Proof. Observe we have an “obvious” Frobenius splitting ϕ : F e∗ k[x1, . . . , xn] −→ k[x1, . . . , xn]
coming from Exercise 2.1, which sends the basis element corresponding to F e∗ 1 to 1 and sends
all the other basis elements xλ11 . . . x
λn
n to 0. We want to consider what this map does to the
ideal 〈x1 ·x2 · · · xn〉 = J . Consider any monomial in x
α = xα11 · · · x
αn
n ∈ 〈x1 ·x2 · · · xn〉 = J . Then
ϕ(F e∗x
α) 6= 0 if and only if pe|αi for each i. In particular, this means that ϕ(F
e
∗x
α) = xβ11 · · · x
βn
n
with each βi ≥ 1. Therefore, ϕ(F
e
∗x
α) ∈ J . Since every element of J is a sum of such monomials,
we have that ϕ(F e∗ J) ⊆ J .
But now consider the commutative diagram:
(18) F e∗J
ϕ|J
//
 _

J _

F e∗R

ϕ
// R

F e∗ (R/J) ϕ/J
// R/J
Since ϕ sends 1 to 1, so does ϕ/J . 
In the next section, we will introduce a highly effective tool, based upon similar analysis,
which can be used to test whether an affine variety is Frobenius split – Fedder’s criterion.
Definition 5.1.4. Suppose that ϕ : F e∗OX −→ OX is a Frobenius splitting, then an ideal sheaf
J ⊆ OX is called compatibly (ϕ-)split if ϕ(F
e
∗J) ⊆ J . If the subscheme Y = V (J) ⊆ X, then we
also say that Y is compatibly (ϕ-)split.
Note that in Lemma 5.1.3, we showed that the coordinate hyperplanes were compatibly split
with the obvious Frobenius splitting on X = Spec k[x1, . . . , xn]. Indeed, consider the following
proposition:
Proposition 5.1.5 (Properties of compatibly split varieties). Suppose that ϕ : F e∗OX −→ OX
is a Frobenius splitting. Then:
(a) If J ⊆ OX is compatibly ϕ-split, then V (J) is Frobenius split as well. In particular, J is
a radical ideal.
(b) If J ⊆ OX is compatibly ϕ-split, then ϕ(F
e
∗ J) = J (instead of just contained in).
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(c) If I, J ⊆ OX is compatibly ϕ-split, then so are I + J and I ∩ J .
(d) If Q is a minimal prime over J , then Q is also compatibly ϕ-split.
(e) If I ⊆ OX is compatibly ϕ-split, then so is I : K for any ideal sheaf K ⊆ OX .
(f) A prime ideal sheaf Q is compatibly ϕ-split if and only if Q · OX,Q is compatibly ϕQ split
where ϕQ is the map induced on the stalk ϕQ : F
e
∗OX,Q −→ OX,Q.
Proof. This is left as an exercise to the reader in Exercise 5.9. 
Remark 5.1.6. Suppose that ϕ : F e∗OX −→ OX is a Frobenius splitting. It is easy to see that
a sort of converse to Proposition 5.1.5(a) holds. In particular, suppose there is a commutative
diagram
F e∗OX

ϕ
// OX

F e∗ (OX/J) ϕ/J
// OX/J
then J is ϕ-compatibly split (simply take the kernel of the vertical arrows).
One important point about Frobenius splittings are that compatibly split subvarieties inter-
sect normally. In particular:
Corollary 5.1.7. If ϕ : F e∗OX −→ OX is a Frobenius splitting, if I and J are compatibly ϕ-split,
then I + J is a radical ideal.
Proof. Combine properties (a) and (c) from Proposition 5.1.5. 
Also see Exercise 5.3 below.
5.2. Global properties of Frobenius split varieties. Now we turn to projective (or more
generally complete) Frobenius split varieties. First we introduce another definition.
Definition 5.2.1. Suppose that D is an effective Weil divisor on a normal variety X. Then we
say that X is e-Frobenius split relative to D if the composition:
OX −→ F
e
∗OX →֒ F
e
∗ (OX(D))
is split.
Notice that if X is e-iterated Frobenius split relative to D, then X is Frobenius split. We
mentioned earlier that regular affine varieties are Frobenius split Proposition 5.1.2, but not every
smooth projective variety is Frobenius split. We prove that now.
Lemma 5.2.2. If X is proper, Frobenius split and normal, then H0(X,OX(−nKX)) 6= 0 for
some n > 0. In particular X is not of general type. Even more, if X is e-Frobenius split relative
to an ample divisor A, then −KX is big.
Proof. The fact that X is Frobenius split implies that there is some non-zero element ϕ ∈
HomX(F
e
∗OX ,OX)
∼= H0(X,F e∗OX((1−p
e)KX)) by Section 4. In particular, H
0(X,F e∗OX((1−
pe)KX)) 6= 0. But F
e
∗OX((1 − p
e)KX) is isomorphic to OX((1 − p
e)KX) as an Abelian group
and so the result follows for n = (pe − 1).
For the second statement, we notice that we have a section ϕ ∈ HomX(F
e
∗OX(D),OX )
∼=
H0(X,F e∗OX((1 − p
e)KX − A)) and so there is an effective divisor H ∼ (1 − p
e)KX − A and
thus (1− pe)KX ∼ A+H = “ample + effective” and so KX is big
5. 
5On a projective variety X, you can take the definition of big to be a divisor which has a multiple which is
linearly equivalent to an ample divisor plus an effective divisor [Laz04a, Corollary 2.2.7].
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Our next goal is to prove vanishing theorems for Frobenius split varieties. First however, we
need the following Lemma.
Lemma 5.2.3. If X is e-Frobenius split relative to D, then for any integer n > 0, X is ne-
Frobenius split relative to (p(n−1)e + · · ·+ pe + 1)D.
Proof. Suppose that OX −→ F
e
∗OX −→ F
e
∗OX(D)
ϕ
−→ OX is the Frobenius splitting. By tensoring
this with D, taking the reflexification of the sheaves, and applying the functor F e∗ , we obtain a
splitting
F e∗ (OX(D)) −→ F
e
∗ (OX(p
eD)) −→ F 2e∗ (OX(D + p
eD))
F e∗ϕ(D)−−−−−→ F e∗ (OX(D)).
But now composing with Frobenius and ϕ on the left and right sides respectively, we obtain our
desired splitting
OX −→ F
e
∗ (OX(D)) −→ F
e
∗ (OX(p
eD)) −→ F 2e∗ (OX(D + p
eD))
F e∗ϕ(D)−−−−−→ F e∗ (OX(D))
ϕ
−→ OX .
Continuing in this way yields the desired result. 
Theorem 5.2.4 (Vanishing Theorems for Frobenius split varieties). Suppose that X is a pro-
jective Frobenius split variety. Then:
(a) H i(X,L ) = 0 for any ample line bundle L and any i > 0.
(b) H i(X,L ⊗ ωX) = 0 for any ample line bundle L and any i > 0.
(c) If X is normal and e-Frobenius split relative to an ample Cartier divisor D, then we
have H i(X,L ) = 0 for any nef line bundle L and any i > 0.
(d) If X is normal and e-Frobenius split relative to an ample Cartier divisor D such that
X \D is regular, then H i(X,L ⊗ ωX) = 0 for any big and nef line bundle L and any
i > 0.
Proof. For (a), notice that we have a splitting of L ∼= OX ⊗ L −→ (F
e
∗OX) ⊗ L
∼= F e∗L
pe .
Thus H i(X,L ) →֒ H i(X,F e∗L
pe) injects. On the other hand H i(X,F e∗L
pe) ∼= H i(X,L p
e
) as
Abelian groups, and the latter vanishes for i > 0 and e≫ 0 by Serre vanishing.
For (b), notice that an application of H omOX ( , ωX) to the splitting OX −→ F
e
∗OX −→ OX
induces a splitting:
ωX
T
←− F e∗ωX ←֓ ωX .
Twisting by L and applying the projection formula gives us
ωX ⊗L
T
←− F e∗ (ωX ⊗L
pe) ←֓ ωX ⊗L .
Taking cohomology for i > 0 we obtain maps
H i(X,ωX ⊗L )
T
←− H i(X,F e∗ (ωX ⊗L
pe)) ←֓ H i(X,ωX ⊗L )
whose composition is an isomorphism. But the middle term vanishes by Serre vanishing since
we may take e≫ 0.
For (c), we first notice that by using Lemma 5.2.3 we may assume that D is as ample as we
wish (at the expense of increasing e). Thus, using the same strategy as in (a), it is sufficient
to prove that H i(X,OX (D) ⊗L
pe) = 0 for all i > 0. But this follows from Fujita’s vanishing
theorem [Fuj83].
Part (d) is left as a somewhat involved exercise to the reader Exercise* 5.10. 
Finally, we notice that sections on Frobenius split subvarieties often extend to sections on the
ambient spaces.
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Theorem 5.2.5. Suppose that Y ⊆ X is compatibly Frobenius split. Then the natural maps:
H0(X,L ) −→ H0(Y,L |Y )
are surjective for any ample line bundle L .
Proof. By composition of the Frobenius splitting with itself, we have the following diagram for
any e > 0.
H0(X,F e∗ (L
pe))

β
// // H0(X,F e∗ (L
pe |Y )) //

H1(X,F e∗ (IY ⊗L
pe)) = 0
H0(X,L ) α
// H0(X,L |Y )
Note we have the top-right vanishing by Serre vanishing which implies that β is surjective. The
vertical maps are surjective because they are obtained from twisting the Frobenius splitting
F e∗OX −→ OX by L . The diagram then implies that α is surjective, this completes the proof. 
5.3. Tools for proving proper varieties are Frobenius split. There are two common tools
for proving that proper varieties are Frobenius split. The first involves a study of the singularities
of sections of H0(X,OX ((1 − p
e)KX)). The second is a general fact that images of Frobenius
split varieties often remain Frobenius split. In many applications, these tools are combined.
Theorem 5.3.1. [MR85] [BK05, Section 1.3] Suppose X is a proper normal d-dimensional
variety of finite type over an algebraically closed field of characteristic p > 0. Further suppose
that there is an effective divisor D, linearly equivalent to (1 − pe)KX for some e, that satisfies
the following condition:
◦ There exists a smooth point x ∈ X and divisors D1,D2, . . . ,Dd intersecting in a simple
normal crossings divisor at x ∈ X such that D = (pe − 1)D1 + · · ·+ (p
e − 1)Dd +G for
some effective divisor G not passing through x ∈ X.
Then X is Frobenius split by a map ϕ : F e∗OX −→ OX which corresponds to D as in (12).
Proof. There are two main ideas in this proof.
(a) D corresponds to some map, ϕ : F e∗OX −→ OX by (12). Thus ϕ(F
e
∗ 1) = λ ∈ H
0(X,OX ) =
k is a constant. If we can show that λ 6= 0, then by rescaling ϕ we are done.
(b) The value of ϕ(F e∗ 1) can be detected at any point. In particular, we can try to compute
it at the stalk of x ∈ X.
For simplicity, we denote the stalk at x by R := OX,x and we use m to denote the maximal
ideal.
Fix ϕ corresponding to D as in (12) and consider ϕx : F
e
∗R −→ R. Suppose that
D|SpecR = V (f
pe−1
1 · · · f
pe−1
d ) = V (f)
where the fi are the local equations for Di near x.
Set R̂ to be the completion of R = OX,x. We know that ϕ corresponds to D, so it can be
factored as:
F e∗OX((1− p
e)KX −D) →֒ F
e
∗OX((1 − p
e)KX) −→ OX .
Taking the completion of this factorization, we obtain:
F e∗ R̂
ϕ̂
77 77
 
·(F e∗ f)
// F e∗ R̂
ψ
// R̂
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By construction, ψ, viewed as an element ofM = Hom(F e∗ R̂, R̂), generatesM as an F
e
∗ R̂-module
(use Exercise 4.9).
On the other hand, R̂ = kJf1, . . . , fdK and so the map Ψ : F
e
∗ R̂ −→ R̂ which sends f =
fp
e−1
1 · · · f
pe−1
d to 1 and the other basis monomials {f
a1
1 · · · f
ad
d 6= f | 0 ≤ ai ≤ p
e − 1} to zero
also generates M as an F e∗ R̂-module by Example 4.0.2.
It follows that ψ(F e∗ ) = Ψ(F
e
∗ (c · )) for some invertible element c ∈ R̂. But notice that c is
invertible, so it has a non-zero constant term c0 ∈ k where c = c0 + c
′, c′ ∈ 〈f1, . . . , fd〉R̂. Thus
λ = ϕx(F
e
∗ 1)
= ϕ̂(F e∗ 1)
= ψ(F e∗ f)
= Ψ(F e∗ (c · f))
= Ψ(F e∗ (c0 · f)) + Ψ(F
e
∗ (c
′ · f))
= c
1/pe
0 +Ψ(F
e
∗ (c
′ · f)).
But Ψ(F e∗ (c
′ · f)) ∈ 〈f1, . . . , fd〉R̂ by our choice of Ψ (note that c
′ · f ∈ 〈fp
e
1 , . . . , f
pe
d 〉). Since
c
1/pe
0 +Ψ(F
e
∗ (c
′ · f)) = λ ∈ k is a constant, we see that Ψ(F e∗ (c
′ · f)) = 0. Thus λ = c
1/pe
0 6= 0 as
desired. 
Remark 5.3.2. A more general, simpler and more conceptual version of the above result is
described in Exercise 6.12 in the next section. We lack the language to describe it here however.
Now we study the behavior of Frobenius splittings under maps between varieties. We will
study some complementary constructions later in Section 7.
Theorem 5.3.3. [HR76, MR85] Suppose that π : Y −→ X is a map of varieties such that
OX −→ π∗OY splits as a map of OX -modules (for example, if π∗OY = OX). Then if Y is
Frobenius split, so is X.
Before proving the theorem, we point out just how common the condition that OX −→ π∗OY
splits is. Indeed, if π : Y −→ X is a proper surjective map between normal varieties with
connected fibers, then π∗OY = OX . Alternately, if π : Y −→ X is proper, dominant, generically
finite, Y and X are normal, and p does not divide [K (Y ) : K (X)] = n, then the normalized
field trace 1n Tr : K (Y ) −→ K (X) restricts to a map π∗OY −→ OX which sends 1 to 1.
Proof of Theorem 5.3.3. Set ϕ : F e∗OY −→ OY to be the Frobenius splitting of Y and fix α :
π∗OY −→ OX to be the splitting of i : OX −→ π∗OY . Pushing down ϕ we obtain:
(π∗ϕ) : π∗F
e
∗OY −→ π∗OY
Now, we simply form the composition:
F e∗OX
F e∗ i
−֒−→ F e∗π∗OY = π∗F
e
∗OY
π∗ϕ
−−→ π∗OY
α
−→ OX .
By chasing through the composition, we see that F e∗ 1 is sent to 1 and that X is F -split. 
5.4. Exercises.
Exercise 5.1. Prove Lemma 5.0.3.
Hint: Compose Frobenius and Frobenius splittings by using the functor F e∗ .
Exercise 5.2. Prove Lemma 5.0.4.
Exercise 5.3. A domain R containing a field of characteristic p > 0 is said to be weakly normal
if any r ∈ K(R) satisfying rp ∈ R also satisfies r ∈ R as well, see [Yan85, Lemma 3] and [Vit11,
Section 3]. Show that any F -pure/split R is weakly normal. You can find a solution in [BK05,
Proposition 1.2.5], cf. [HR76, Proposition 5.31].
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Exercise 5.4. Suppose that X is Frobenius split relative to a Cartier divisor D such that X \D
is Cohen-Macaulay. Prove that X is Cohen-Macaulay.
Hint: Working locally we may assume that X = SpecR and D = V (f). Fix a maximal ideal
m ∈ SpecR and consider the composition H im(R) −→ H
i
m(F
e
∗R)
·(F e∗ f)−−−−→ H im(F
e
∗R) recalling that
a variety can be proven to be Cohen-Macaulay by examining its local cohomology modules as
in [Har77, Chapter III, Exercises 3.3 and 3.4].
Exercise 5.5. Suppose that F e∗R
∼= R⊕M as R-modules whereM is some arbitrary R-module.
Prove that R is Frobenius split. More generally, prove the same result if there is any surjective
map F e∗R −→ R.
Exercise 5.6. Suppose that X = SpecR is an affine variety and suppose that for every maximal
ideal m ∈ SpecR, we have that Rm is F -split. Prove that X is F -split.
Hint: The given splittings definitely do not glue. However consider the evaluation-at-1 map
HomR(F∗R,R) −→ R.
Exercise 5.7 (Toric varieties). Suppose that X is a normal toric variety. Consider the map
Ψ : F∗OX −→ OX defined as follows. We define
Ψ(F∗x
λ) =
{
xλ/p if λ/p has integer entries
0 otherwise
acting on each affine toric chart (where xλ is a monomial). Show that this induces a Frobenius
splitting on X which compatibly splits all the torus invariant divisors. What is the ∆Ψ (as
defined as in (13))?
Exercise 5.8 (Affine section rings). Suppose that X is a projective algebraic variety with ample
line bundle A . Consider
S :=
⊕
i∈Z
H0(X,A i),
the section right with respect to A . Prove that X is Frobenius split if and only if S is Frobenius
split. For additional discussion of related topics, see [Smi00].
Exercise 5.9. Prove Proposition 5.1.5.
Hint: For part (a), use a diagram similar to the one in Lemma 5.1.3. For solutions, see [BK05,
Chapter 1].
Exercise* 5.10. Prove Theorem 5.2.4(d).
Hint: This is somewhat involved. There exists a Cartier divisor B such that L n(−B) is
ample for all n≫ 0 since L is big and nef. For some m≫ 0, we also know that mD+B is still
ample. First show that X is r-Frobenius split relative to mD + B for some integer r ≫ 0 (this
is hard). Then notice we have a composition
ωX ⊗L
T
←− F r∗ (ωX ⊗L ) ←֓ F
r
∗ (ωX(−B)⊗L ) ←֓ F
r
∗ (ωX(−mD −B)⊗L )← ωX
which is an isomorphism (we type this with the arrows going backwards to suggest that this
arises by duality). Now, by composing the map ωX ← F
r
∗ (ωX(−B)⊗L ) with itself as in (17),
we can obtain the desired vanishing. For a solution, see [SS10, Theorem 6.8].
6. Frobenius non-splittings
Our goal in this section is to develop a theory for p−1-linear maps generalizing the theory of
Frobenius split varieties demonstrated in the previous section. First we start with a definition.
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Definition 6.0.1. Suppose that we are given a line bundle L on a variety X. Consider an
OX -linear map ϕ : F
e
∗L −→ OX . We say that an ideal J is ϕ-compatible if we have that
ϕ(F e∗ (J ·L )) ⊆ J . If Y = V (J) ⊆ X, then we say that Y is ϕ-compatible if J is.
For example, if L = OX and ϕ is a Frobenius splitting, then any ϕ-compatibly split ideal is
ϕ-compatible. We also have a slight variation on this definition.
Definition 6.0.2. Given ∆ corresponding to ϕ : F e∗L −→ OX as in (16). A subvariety Y ⊆ X
is called an F -pure center of (X,∆) if Y is ϕ-compatible and ϕη is surjective where η is the
generic point of Y .
Lemma 6.0.3. If J ⊆ OX is an ideal sheaf, then J is ϕ : F
e
∗L −→ OX compatible if and only
if ϕ induces a map ϕY : F
e
∗ (L |Y ) −→ OY .
Proof. Left as an exercise to the reader Exercise 6.1. 
We explore compatibility after composing maps as in (17).
Lemma 6.0.4. Suppose that J ⊆ OX is ϕ : F
e
∗L −→ OX -compatible. Then J is
ϕn : Fne∗ L
pe(n−1)+···+1 −→ OX
compatible for all n > 0. Conversely, suppose that ϕ is surjective. If J is ϕn-compatible then J
is also ϕ-compatible.
Proof. The statement is local so we may as well only check this at the stalks OX,x and in
particular assume that L ∼= OX,x. The first statement is obvious and will be left to the reader.
For the second statement, we sketch the idea of the proof.
The first step is to show that any J ⊆ OX,x which is ϕ : F
e
∗OX,x ։ OX,x-compatible is
also radical, see Exercise* 6.3. One can then show it is sufficient to verify the statement at
the minimal primes of J . In particular, we can assume that J is the maximal ideal of OX,x by
localizing.
Now then, suppose that J is ϕn compatible but not ϕ-compatible. Then ϕ(F e∗ J) = OX,x
(since otherwise, it would be in the maximal ideal, which coincides with J). But then it is easy
to see that ϕ2(F 2e∗ J) = ϕ(F
e
∗ϕ(F
e
∗J)) = OX,x as well. Continuing in this way, we obtain a
contradiction. 
We also generalize the notion of F -pure to non-Frobenius splittings and to pairs.
Definition 6.0.5. Suppose that X is a normal variety and that ∆ is a Q-divisor such that
(†) KX +∆ is a Q-Cartier divisor with index not divisible by p.
We say that (X,∆) is sharply F -pure if the map ϕ : F e∗L −→ OX , corresponding to ∆ as in
(15) is surjective as a map of OX-modules.
If we do not satisfy (†), then we say that (X,∆) is sharply F -pure if for every point x ∈ X,
there exists a neighborhood U of x ∈ X and a divisor ∆U on U such that ∆U ≥ ∆|U and such
that (U,∆U ) is sharply F -pure in the above sense.
It is an exercise below, Exercise 6.5, that the definition of sharply F -pure above and the
definition given in Definition 5.0.1 coincide.
6.1. Global considerations. In this subsection, we briefly demonstrate that some of the global
methods from the Frobenius splitting section can still bear fruit, even if the actual vanishing
theorems do not hold.
Our first goal is to consider a generalization of a proof due to D. Keeler [Kee08] (also inde-
pendently obtained by N. Hara [unpublished]). Related results were first proven by [Smi97] and
also [Har05]. Before doing that, we recall a Definition and a Lemma.
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Definition 6.1.1 (Castelnuovo-Mumford Regularity). [Laz04a, Section 1.8] Suppose that F is
a coherent sheaf on a projective variety X and that A is a globally generated ample divisor on
X. Then F is called 0-regular (with respect to A ) if H i(X,F ⊗A −i) = 0 for all i > 0.
Lemma 6.1.2 (Mumford’s Theorem). [Laz04a, Theorem 1.8.5] If F is 0-regular with respect
to a globally generated ample line bundle A , then F is globally generated.
Now we are in a position to prove that certain sheaves are globally generated.
Theorem 6.1.3. [Kee08, Sch11a] Suppose that ϕ : F e∗L −→ OX is a surjective OX-linear map
and L is a line bundle. Additionally suppose that A is a globally generated ample line bundle
and that M is any other line bundle such that L ⊗M p
e−1 is ample (for example, if L is itself
ample, then we may take M = OX). In this case, the line bundle
M ⊗A dimX
is globally generated.
Proof. Choose n≫ 0. Then we have a surjective map:
ϕn : Fne∗ L
p(n−1)e+···+pe+1 −→ OX
from (17). Twisting by M ⊗A dimX we obtain a surjective map:
Fne∗ (L
p(n−1)e+···+pe+1 ⊗M p
ne
⊗A p
ne dimX)→ M ⊗A dimX .
It is sufficient to show that the left side is globally generated as an OX -module since then the
right side is a quotient of a globally generated module and thus globally generated itself. Note it
is definitely not sufficient to show that the left side is globally generated as an Fne∗ OX -module.
We will proceed by proving that the left side is 0-regular as an OX -module. Note
L
p(n−1)e+···+pe+1 ⊗M p
ne
= (L ⊗M p
e−1)p
(n−1)e+···+pe+1 ⊗M .
But now we have
H i
(
X,Fne∗
(
(L ⊗M p
e−1)p
(n−1)e+···+pe+1 ⊗M ⊗A p
ne dimX
)
⊗A −i
)
= H i
(
X,Fne∗
(
(L ⊗M p
e−1)p
(n−1)e+···+pe+1 ⊗M ⊗A p
ne(dimX−i)
))
= H i
(
X,Fne∗
(
(L ⊗M p
e−1 ⊗A (dimX−i)(p
e−1))p
(n−1)e+···+pe+1 ⊗ (M ⊗A dimX−i)
))
.
We already have the vanishing for i > dimX. Now the Fne∗ does not effect the vanishing
or non-vanishing of the cohomology since it doesn’t change the underlying sheaf of Abelian
groups. Therefore, the above cohomology groups vanish by Serre vanishing, since L ⊗M p
e−1⊗
A (dimX−i)(p
e−1) is ample and each of the finitely many M ⊗A dimX−i are coherent sheaves. 
Example 6.1.4. If X is smooth (or even F -pure), then there is always a surjective map
F e∗OX((1 − p
e)KX) −→ OX . It follows that if M is a divisor such that M −KX is ample, and
A is any globally generated ample line bundle, then OX(M)⊗A
dimX is globally generated.
Remark 6.1.5. It is worth pointing out that not only is M ⊗ A dimX globally generated, one
even has that it is globally generated by the image of the map
H0
(
X,Fne∗
(
L
p(n−1)e+···+pe+1 ⊗M p
ne
⊗A p
ne dimX
))
→ H0
(
X,M ⊗A dimX
)
.
This special sub-vector space of global sections also behaves well with respect to restriction to
compatible subvarieties as we shall see shortly.
Similar arguments to those in the proof Theorem 6.1.3 also yield the following result.
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Proposition 6.1.6. [Smi97, Har05, Kee08] If X is any F -pure variety, A is a globally generated
ample line bundle and M is any other ample line bundle then
ωX ⊗A
dimX ⊗M
is globally generated.
Proof. The proof is left to the reader in Exercise 6.7. 
Finally, we also remark that compatible ideals also play a special role with regards to lifting
of sections.
Theorem 6.1.7. Suppose that ϕ : F e∗L −→ OX is an OX -linear map and that J ⊆ OX is
ϕ-compatible. Set Y = V (J) and set ϕY : F
e
∗ (L |Y ) −→ OY to be the map ϕ restricted to Y as
in Lemma 6.0.3. Suppose that H is a line bundle on X such that H p
e−1 ⊗ L is ample and
also such that the map induced by ϕY
(19) H0
(
Y, Fne∗ ((L
p(n−1)e+···+pe+1 ⊗H p
ne
)|Y )
) γ
−→ H0(Y,H |Y )
is non-zero for some n≫ 0. Then H0(X,H ) 6= 0 as well. Even more, the sections in the image
of γ all extend to sections on H0(X,H ).
Before starting the proof, let us note some conditions under which the map γ is non-zero. For
example, if L |Y = OY and ϕY is a Frobenius splitting, then γ is in fact surjective (for example,
if Y is a point and ϕY is non-zero). Alternately, if ϕY is surjective and also H |Y = A
dimY ⊗M
where A is a globally generated ample line bundle on Y and M p
e−1⊗L |Y is ample on Y , then
we can apply Theorem 6.1.3. In the case that Y is a curve, see Exercise 6.2
Proof. We fix n ≫ 0, for simplicity of notation set η = p(n−1)e + · · · + pe + 1 and consider the
following diagram.
H0
(
X,Fne∗ (L
η ⊗H p
ne)
ϕ

// H0
(
Y, Fne∗ ((L
η ⊗H p
ne
)|Y )
)
ϕY

// H1
(
X,Fne∗ (J ⊗L
η ⊗H p
ne
)
)

H0
(
X,H ) // H0(Y,H |Y ) // H
1(X,J ⊗H ).
However, note that
H1
(
X,Fne∗ (J ⊗L
η ⊗H p
ne
)
)
= H1
(
X,Fne∗ (J ⊗H ⊗ (L ⊗H
pe−1)η
)
= 0
by Serre vanishing since the Fne∗ does not effect the underlying sheaf of Abelian groups. 
6.2. Fedder’s Lemma. We now delve into the local theory of p−e-linear maps and in particular
state Fedder’s Lemma. This is a particularly effective tool for explicitly writing down these maps
and also for identifying which of them are surjective.
Suppose that S = k[x1, . . . , xn] and R = S/I for some ideal I ⊆ R. The point is that if
R = S/I, then maps ϕ¯ : F e∗R −→ R come from maps ϕ : F
e
∗S −→ S, which Fedder’s Lemma
precisely identifies. Set ΦS : F
e
∗S −→ S to be the map which generates HomS(F
e
∗S, S) as an F
e
∗S-
module as identified in Example 4.0.2. Recall that ΦS sends the monomial F
e
∗ (x
pe−1
1 . . . x
pe−1
n )
to 1 and all other basis monomials to zero.
Lemma 6.2.1 (Fedder’s Lemma). [Fed83, Lemma 1.6] With S ⊇ I, R and ΦS as above, then{
Maps ϕ ∈ HomS(F
e
∗S, S)
compatible with I
}
=
{
ϕ | ϕ(F e∗ ) = ΦS(F
e
∗ (z · )), for some z ∈ I
[pe] : I
}
.
More generally, there is an isomorphism of S-modules:
HomR(F
e
∗R,R)←→
(
F e∗ (I
[pe] : I)
)
· ΦS(
F e∗ I
[pe]
)
· ΦS
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induced by restricting ψ ∈ (F e∗ (I
[pe] : I)) · ΦS ⊆ HomS(F
e
∗S, S) to R = S/I as in Lemma 6.0.3.
Finally, for any point q ∈ V (I) ⊆ SpecS, there exists a map ϕ ∈ HomR(F
e
∗R,R) which is
surjective at q/I ∈ SpecR if and only if I [p
e] : I * q[p
e]. In other words, R is F -pure in a
neighborhood of q if and only if I [p] : I * q[p].
Proof. There are a lot of statements here. First we notice that any map of the form ϕ(F e∗ ) =
ΦS(F
e
∗ (z · )) for some z ∈ I
[pe] : I is clearly compatible with I since
ΦS(F
e
∗ (z · I)) ⊆ ΦS(F
e
∗ (I
[pe] : I) · I) ⊆ ΦS(F
e
∗ I
[pe]) = I · ΦS(F
e
∗S) = I.
This gives us the containment ⊇ in the first equality. For the other containment, we first prove
the following claim.
Claim 6.2.2. For ideals I, J ⊆ S we have
ΦS(F
e
∗J) ⊆ I
if and only if J ⊆ I [p
e].
Proof of claim. Certainly the if direction is obvious, so suppose then that ΦS(F
e
∗J) ⊆ I. This
implies that ϕ(F e∗ J) ⊆ I for every ϕ ∈ HomS(F
e
∗S, S) since ΦS generates that set as an F
e
∗S-
module. But F e∗S is a free S-module of rank p
en, so we see that
F e∗J ⊆ I ⊕ · · · ⊕ I︸ ︷︷ ︸
pne−times
since we could take the ϕ as the various projections. Now, I ⊕ · · · ⊕ I = I · (F e∗S) = F
e
∗ I
[pe].
This proves the claim. 
Now we return to the proof of Fedder’s Lemma. We observe that if ϕ(F e∗ ) = ΦS(F
e
∗ (z · ))
is I-compatible, then z ·I ⊆ I [p
e] by the claim, which proves that z ∈ I [p
e] : I and so the equality
is proven.
Now we come to the bijection. We certainly have a natural map
Λ : (F e∗ (I
[pe] : I)) · ΦS −→ HomR(F
e
∗R,R)
induced by sending F e∗ z first to (F
e
∗ z) · ΦS( ) = ΦS((F
e
∗ z) · )) and then second, inducing a
map in HomR(F
e
∗R,R) as in Lemma 6.0.3. The kernel of Λ is (F
e
∗ I
[pe]) · ΦS by the claim, and
so we only need to show that this map is surjective.
Given ϕ ∈ HomR(F
e
∗R,R) = HomS(F
e
∗R,R), consider the following diagram of S-linear maps
where the horizontal maps are the canonical surjections:
F e∗S
∃ψ

// // F e∗ (R/I)
ϕ

S // // (R/I)
Because F e∗S is a free (and so projective) S-module, the dotted map ψ exists. By construction,
ψ is compatible with I. By the earlier parts of the theorem, ψ corresponds to a z ∈ I [p
e] : I
which restricts to ϕ, completing the proof of the bijection.
The last part of the theorem is left as an exercise to the reader. 
Remark 6.2.3 (Regular local rings are fine). The proof given above goes through without change
if one assumes that S is a regular local6 ring instead of assuming that S is a polynomial ring.
One of the most important corollaries of this is the following.
6or even semilocal
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Corollary 6.2.4. Given f ∈ k[x1, . . . , xn] = S, then S/〈f〉 is F -split in a neighborhood of the
origin if and only if fp−1 /∈ 〈xp1, . . . , x
p
n〉.
Proof. Note that S/〈f〉 = R is F -split if and only if there exists a surjective map ϕ ∈ HomR(F
e
∗R,R)
by Exercise 5.5. The result then follows from Fedder’s Lemma since 〈fp〉 : 〈f〉 = 〈fp−1〉. 
We now apply Fedder’s Lemma in a number of examples of hypersurface singularities:
Example 6.2.5. We consider S to be a polynomial ring in the following examples.
Node: Consider the ring S = k[x, y] and R = k[x, y]/〈xy〉. Then R is F -split near the
origin since
(xy)p−1 = xp−1yp−1 /∈ 〈xp, yp〉.
Cusp: Consider the ring S = k[x, y] and R = k[x, y]/〈x3 − y2〉. Then we claim that R
is not F -split near the origin since (for odd primes). To see this observe that for some
constant c
(x3 − y2)p−1 = x3(p−1) + · · ·+ cx3(p−1)/2yp−1 + · · · + x2(p−1) ∈ 〈xp, yp〉.
The computation for p = 2 is similar (or follows from the work below).
Pinch point: Consider the ring S = k[x, y, z] and R = k[x, y, z]/〈xy2 − z2〉. If p 6= 2, this
is F -split near the origin since
(xy2 − z2)p−1
= xp−1y2(p−1) + · · ·+
( p−1
(p−1)/2
)
(−1)(p−1)/2x(p−1)/2yp−1zp−1 + · · ·+ z(p−1)/2
/∈ 〈xp, yp, zp〉,
noting that p does not divide
( p−1
(p−1)/2
)
.
Characteristic 2: If R = k[x1, . . . , xn]/〈f〉 and char k = 2, then R is F -split near the
origin if and only if f /∈ 〈x21, . . . , x
2
n〉. In particular, it is immediate that the cusp and the
pinch point are also not F -split near the origin in characteristic 2.
Characteristic 3: Just like characteristic 2, if R = k[x1, . . . , xn]/〈f〉 and char k = 3, then
R is F -split near the origin if and only if f2 /∈ 〈x31, . . . , x
3
n〉.
Finally, we point out that complete intersection singularities are nearly as easy to compute
as hypersurfaces.
Proposition 6.2.6. Suppose that f1, . . . , fm ⊆ 〈x1, . . . , xn〉 ⊆ k[x1, . . . , xn] = S is a regular
sequence.7 Set I = 〈f1, . . . , fm〉. Then
(I [p
e] : I) = 〈fp
e−1
1 · · · f
pe−1
n 〉+ I
[pe]
In particular, S/I is F -split near the origin m = 〈x1, . . . , xn〉 if and only if the product
fp
e−1
1 · · · f
pe−1
n /∈ m
[pe]
for some e > 0.
Proof. The containment ⊇ is trivial. The converse direction is left as Exercise 6.15. 
7This means that fi is not a zero divisor in S/〈f1, . . . , fi−1〉 for all i > 0.
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6.3. Exercises.
Exercise 6.1. Prove Lemma 6.0.3.
Exercise 6.2. Suppose that C is a smooth curve and that L is a line bundle of degree ≥ 2.
Prove that the image of the map
H0
(
X,F e∗ (ωX ⊗L
pe)
)
−→ H0(X,ωX ⊗L )
globally generates ωX ⊗L for any e≫ 0.
Hint: Mimic the proof in [Har77, Chapter IV, Proposition 3.1]. For a solution, see [Sch11a,
Theorem 3.3].
Exercise* 6.3. Consider a map ϕ : F e∗L −→ OX for some line bundle L and e > 0. Formulate
analogs of the properties from Proposition 5.1.5 and Corollary 5.1.7 for such a map (and ϕ-
compatible ideals / subvarieties). Which of these properties hold for all ϕ? Which hold for
surjective ϕ? Prove those that do and give counterexamples to those that do not. Some of the
answers can be found in [Sch10, Sch09].
Exercise* 6.4. Suppose that X is a Frobenius split normal variety. Suppose that X embeds
into Pn as a closed subvariety. Prove that X is compatibly F -split by a Frobenius splitting of
Pn if and only if the embedding X ⊆ Pn is projectively normal, cf. [Har77, Chapter II, Exercise
5.14].
Hint: Projective normality can be detected by the difference between the affine cone and the
section ring as in Exercise 5.8. Develop then a “graded variant” of Fedder’s Lemma that will
allow you to prove the result.
Exercise 6.5. We can define X to be F -pure if (X, 0) is sharply F -pure in the sense of
Definition 6.0.5. Show that this coincides with the definition of F -pure given in Definition 5.0.1.
Exercise 6.6. Suppose that L is an ample line bundle on a smooth variety X. Prove that
H0(X,F e∗ (ωX ⊗L
mpe)) −→ H0(X,ωX ⊗L
m) is surjective for all m≫ 0. For one solution, see
[Sch11a, Lemma 3.1].
Exercise 6.7. Use the method of Theorem 6.1.3 to prove Proposition 6.1.6.
Hint: Dualize a local splitting OU −→ F∗OU −→ OU to obtain a surjective map T : F∗ωU −→
ωU . Use T instead of ϕ in the proof of Theorem 6.1.3.
Exercise 6.8. Consider F5[x, y, z] = S and f = x4+ y4 + z4. Consider the map ΦS : F∗S −→ S
which sends F∗x
4y4z4 to 1 and sends all the other monomials xiyjzk to 0 for 0 ≤ i, j, k ≤ 4 as
in Example 4.0.2. Consider the map ϕ : F∗S −→ S defined by
ϕ(F∗ ) = ΦS(F∗(f
4 · )).
(a) Prove that 〈f〉 is ϕ-compatible and let ϕ : F∗R −→ R be the induced map on R = S/〈f〉
as in Lemma 6.0.3.
(b)* Set m = 〈x, y, z〉 ∈ S. Fix a, b, c ∈ F52 \ F5. Show that J = m
2 + 〈ax + by + cz〉 is
ϕ2-compatible. However, show that J is not ϕ-compatible.
Exercise 6.9. With ΦS as in Section 6.2, fix f ∈ S and consider the map ϕ defined by the
rule ϕ(F e∗ ) = ΦS(F
e
∗ (f · )). Show that ϕ is compatible with an ideal J ⊆ S if and only if
f ∈ J [p
e] : J .
Exercise 6.10. Complete the proof of Fedder’s Lemma by proving the following. For any point
q ∈ V (I) ⊆ SpecS, there exists a map ϕ ∈ HomR(F
e
∗R,R) which is surjective at q/I ∈ SpecR
if and only if I [p
e] : I * q[p
e]. In other words, R is F -pure in a neighborhood of q if and only if
I [p
e] : I * q[p
e].
Hint: Note that a map ϕq : F
e
∗ (Rq) −→ Rq is surjective if and only if Image(ϕq) * qRq.
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Exercise 6.11. Suppose that X = SpecR is a regular ring and ∆ = 1pe−1 divX(f) is a Q-
divisor on X. Show that (X,∆) is sharply F -pure near a point m ∈ SpecR = X if and only if
fp
e−1 /∈ m[p
e].
Hint: Use Fedder’s lemma in the form of Remark 6.2.3.
Exercise 6.12. Suppose that X is a proper variety and that ϕ : F e∗OX −→ OX is a map that is
compatible with m, the ideal of a closed point x ∈ X. Further suppose that (X,∆ϕ) is sharply
F -pure in a neighborhood of m. Prove that 0 6= ϕ(F e∗ 1) ∈ k and so in particular X is F -split.
This generalizes Theorem 5.3.1 by the following argument.
Given a D = (pe − 1)D1 + · · ·+ (p
e − 1)Dd +G and ϕ as in Theorem 5.3.1, set ∆ =
1
pe−1D.
Observe that mx, the maximal ideal of x is ϕ-compatible since each Di is ϕ-compatible, cf.
Lemma 5.1.3. Use exercise Exercise 6.11 to conclude that ϕ is surjective in a neighborhood of
x ∈ X.
Obtain a new proof of Theorem 5.3.1 by combining the above.
Exercise 6.13. Suppose that X = SpeckJx, yK where k has characteristic 7 and that ∆ =
1
2 divX(y
2 − x3) + 13 divX(x) +
1
2 divX(y). Prove that (X,∆) is sharply F -pure at the origin m
and also that if ϕ corresponds to ∆, then m is ϕ-compatible.
Now suppose that Y is a smooth projective variety with a Q-divisor Θ ≥ 0 such that
◦ (p− 1)(KY +Θ) ∼ 0 and,
◦ (Y,Θ) has a point y ∈ Y analytically isomorphic to (X,∆) above.
Show that Y is Frobenius split using Exercise 6.12.
Exercise 6.14. Suppose that R is an integral domain with normalization RN in K(R), the
field of fractions of R. In this exercise, we will prove that every map ϕ : F e∗R −→ R induces an
RN-linear map ϕN : F e∗R
N −→ RN which is compatible with the conductor ideal c := AnnR(R
N),
an ideal in both R and RN. We do this in two steps.
(a) Prove that ϕ is compatible with c (when viewed as an ideal in R).
(b) Notice that ϕ induces a map ϕ0 : F
e
∗K(R) −→ K(R) by localization. Prove that ϕ0(R
N) ⊆
RN which proves that we can take ϕN = ϕ0|RN .
Hint: Recall that x ∈ K(R) is integral over R if there exists a non-zero c ∈ R such
that cxn ∈ R for all n≫ 0, see [HS06, Exercise 2.26].
Exercise 6.15. Prove Proposition 6.2.6.
Hint: A very easy proof (pointed out to us by Alberto Fernandez Boix), follows from [Har66a,
Corollary 1]. Alternately, the ⊇ containment is easy. For the reverse proceed by induction on
the number of fi. Notice that HomS/I(F
e
∗S/I, S/I) is a free F
e
∗S/I-module of rank 1. Thus a
generator of that module corresponds to an element h ∈ I [p
e] : I.
For a generalization to Gorenstein rings (instead of just complete intersections), see [Sch09,
Corollary 7.5].
Exercise 6.16 (Macaulay2 Fedder’s criterion). The following Macaulay2 code, written by
Mordechai Katzman and available at
http://katzman.staff.shef.ac.uk/FSplitting/
can be quite useful.
frobeniusPower=method();
frobeniusPower(Ideal,ZZ) := (I,e) ->(
R:=ring I;
p:=char R;
p−1-LINEAR MAPS IN ALGEBRA AND GEOMETRY 31
local u;
local answer;
G:=first entries gens I;
if (#G==0) then answer=ideal(0 R) else answer=ideal(apply(G, u->u^(p^e)));
answer
);
This takes an ideal I and raises it to the peth Frobenius power, I 7→ I [p
e]. Using this as a starting
place, implement within Macaulay2 a method which determines whether a given ring is F -pure
near the origin. Check your method against the following examples:
(a) R = k[x, y, z]/〈xy, xz, yz〉 in whatever characteristics you feel like.
(b) R = k[w, x, y, z]/〈xy, z2 + wx2, yz〉 in characteristic 2 and 3.
(c) R = k[x, y, z]/〈x3 + y3 + z3〉 in characteristics 7, 11 and 13.
(d) R = k[x, y, z]/〈x2 + y3 + z5〉 in characteristics 2, 3, 5, 7 and 11.
Exercise* 6.17. Use Fedder’s criterion to determine for which p > 0, the ring k[x, y, z]/〈x3 +
y3+z3〉 is F -pure near the origin. For some related computations, see [Sil09, Chapter V, Section
4].
Exercise* 6.18. If (R,m) is a regular local ring and 0 6= f ∈ m, then the F -pure threshold
cm(f) of f ∈ k[x1, . . . , xn], at the origin m = 〈x1, . . . , xn〉, is defined as follows:
lim
e−→∞
max{l | f l /∈ m[p
e]}
pe
.
Prove that this limit exists in general and then show that cm(x
3−y2) = 56 if p = 7. See [MTW05]
for solutions, cf. [TW04] .
7. Change of variety
In this section, we describe how p−e-linear maps change under common change of variety
operations.
7.1. Closed subschemes. We have already studied the behavior of p−e-linear maps for sub-
schemes extensively. Indeed, suppose that ϕ : F e∗R −→ R is an R-linear map which is compatible
with an ideal I ⊆ R. Then we have an induced map ϕR/I : F
e
∗ (R/I) −→ (R/I). It is natural to
ask what the divisor associated to R/I is.
Lemma 7.1.1. Suppose that R is a normal Gorenstein local ring, and that D = V (f) is a
normal Cartier divisor on X = SpecR. Fix Φ : F e∗R −→ R to be map generating HomR(F
e
∗R,R)
as an F e∗R-module as in Exercise 4.4. Set ϕ(F
e
∗ ) = Φ(F
e
∗ (f
pe−1 · )). Then ϕ is compatible
with D and furthermore, ϕD generates HomR/〈f〉(F
e
∗ (R/〈f〉), R/〈f〉) as an F
e
∗R/〈f〉-module. It
follows that the Q-divisor ∆ on D associated to ϕD, as in (13) is the zero divisor.
Proof. See Exercise* 7.2. 
However, things are not always nearly so nice. In particular the divisor associated to ϕD need
not always be zero.
Example 7.1.2. Consider S = k[x, y, z] with p = chark 6= 2, set R := k[x, y, z]/〈xy−z2〉 and fix
D = V (〈x, z〉). Set ΦS ∈ HomS(F
e
∗S, S) to be the F
e
∗S-module generator as in Example 4.0.2.
We notice that by Fedder’s Lemma, Lemma 6.2.1, that Ψ(F e∗ ) = Φ(F
e
∗ ((xy − z
2)p
e−1 · ))
induces the generator of HomR(F
e
∗R,R) by restriction. Notice that OX(−2nD) = 〈x
n〉 and
consider the map
ϕ(F e∗ ) = Ψ(F
e
∗ (x
pe−1
2 · )) = Φ(F e∗ (x
pe−1
2 (xy − z2)p
e−1 · )).
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If we set X = SpecR, then the induced map ϕX ∈ HomR(F
e
∗R,R) corresponds to the divisor
(pe − 1)D.
However, it is easy to see that ϕX also is compatible with D. Thus we obtain ϕD. To compute
the divisor associated to D, we need only read off the term containing xp
e−1zp
e−1 in
(x
pe−1
2 )(xy − z2)p
e−1 = x
3(pe−1)
2 yp
e−1 + · · ·+
(
pe − 1
pe−1
2
)
xp
e−1y
pe−1
2 zp
e−1 + · · ·+ z2(p
e−1)
Again, the reason this works is because the map ΦS(F
e
∗ (x
pe−1zp
e−1 · )) induces the generator on
HomOD(F
e
∗OD,OD). But
(pe−1
pe−1
2
)
6= 0 mod p and so if ΦD : F
e
∗ k[y] −→ k[y] is the map generating
HomOD(F
e
∗OD,OD), then ϕD (which is just ϕX restricted to D) is defined by the rule
ϕD(F
e
∗ ) = ΦD(F
e
∗ y
pe−1
2 · )
at least up to multiplication by an element of k. Thus, in the terminology of (13),
∆ϕD =
1
pe − 1
div(y
pe−1
2 ) =
1
2
div(y).
In particular, in contrast with Lemma 7.1.1, ∆ϕD 6= 0.
Theorem 7.1.3 (F -adjunction). If X is a normal variety, ∆ ≥ 0 is a Q-divisor on X such
that KX + ∆ is Q-Cartier with index not divisible by p. Suppose that Y is an F -pure center
(see Definition 6.0.2) of (X,∆) and that ϕ corresponds to ∆ as in (15). Then there exists a
canonically determined Q-divisor ∆Y ≥ 0 such that:
(a) (KY +∆)|Y ∼Q KY +∆Y
(b) (X,∆) is sharply F -pure near Y if and only if (Y,∆Y ) is sharply F -pure.
Proof. Set ϕY to be the restriction of ϕ to Y as in Lemma 6.0.3. Set ∆Y to be the Q-divisor
associated to ϕY as in (15). The first result then follows easily. The second follows since ϕ is
surjective near Y if and only if ϕY is surjective. 
Remark 7.1.4. The previous result should be compared with subadjunction and inversion of
adjunction in birational geometry. See for example [Kaw98, Kaw07, Hac12] and [KM98, Chapter
5, Section 4].
7.2. Birational maps. Suppose that X is a normal variety, L is a line bundle on X and
ϕ : F e∗L −→ OX is an OX -linear map corresponding to the Q-divisor ∆ as in (15). Suppose
π : X˜ −→ X is a birational map with X˜ normal. Fix K
X˜
and KX which agree wherever π is an
isomorphism. We can write
K
X˜
+∆
X˜
= π∗(KX +∆)
where now ∆X˜ is uniquely determined. Notice that ∆X˜ need not be effective. The main result
of this section is the following:
Lemma 7.2.1. The map ϕ : F e∗L −→ OX induces a map ϕ˜ : F
e
∗ (π
∗L ) −→ K (X˜) where K (X˜)
is the fraction field sheaf of X˜ (which we can also identify with the fraction field on X since π
is birational). Furthermore, ϕ˜ agrees with ϕ wherever π is an isomorphism.
Even more, using the fact that maps to the fraction field correspond to possibly non-effective
divisors via Exercise* 4.13, we have that ∆ϕ˜ = ∆X˜ .
Proof. We construct ϕ˜ as follows. We note that L = OX((1 − p
e)(KX + ∆)) by (15), and so
after fixing KX , we obtain an embedding of L ⊆ K (X). In particular, for each affine open set
U , we have an embedding Γ(U,L ) ⊆ K(X). But then we also obtain for each affine open set
V ⊆ X˜ , an embedding Γ(V, π∗L ) ⊆ K(X˜) = K(X).
Now, by taking the map F e∗L −→ OX at the generic point η of X, we obtain ϕη : F
e
∗K(X) −→
K(X) (note that our embedding of L ⊆ K (X) fixes the isomorphism Lη ∼= K(X)). But we
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identify η with the generic point η˜ of X˜ (since they have isomorphic neighborhoods) and so we
have a map ϕη˜ : F
e
∗K(X˜) −→ K(X˜). By restricting ϕη˜ to Γ(V, π
∗L ) for each open set V , we
obtain a map ϕ˜ : F e∗π
∗L −→ K (X˜).
By construction, ϕ˜ agrees with ϕ wherever π is an isomorphism. For the statement ∆ϕ˜ = ∆X˜
we proceed as follows. We notice that ∆ϕ˜ and ∆X˜ already agree wherever π is an isomorphism
so that ∆ϕ˜ − ∆X˜ is π-exceptional. Furthermore, by the construction done in Exercise* 4.13
OX˜((1− p
e)(KX˜ +∆ϕ˜))
∼= π∗L ∼= π∗OX((1− p
e)(KX +∆)). Thus ∆ϕ˜ ∼Q ∆X˜ and so
∆ϕ˜ −∆X˜ ∼Q 0
is π-exceptional. Therefore ∆ϕ˜ = ∆X˜ as desired, cf. [KM98]. 
We now come to the definition of log canonical singularities (in arbitrary characteristic).
Definition 7.2.2. Suppose that X is a normal variety and that ∆ is a Q-divisor such that
KX +∆ is Q-Cartier. Then we say that (X,∆) is log canonical if the following condition holds.
For every proper birational map π : X˜ −→ X with X˜ normal, when we write∑
aiEi = KX˜ − π
∗(KX +∆)
each ai is ≥ −1.
Theorem 7.2.3. [HW02, Main Theorem] If (X,∆) is sharply F -pure, then (X,∆) is log canon-
ical.
Proof. The statement is local on X and so we may assume that L = OX and that X = SpecR
is affine. We only prove the case where the index of KX + ∆ is not divisible by p. To reduce
to this case, use Exercise 7.6 below. Set ϕ : F e∗R −→ R to be a map corresponding to ∆. Thus
there exists an element c ∈ R = Γ(X,L ) such that ϕ(F e∗ c) = 1 since (X,∆) is sharply F -pure.
Set π : X˜ −→ X a proper birational map with X˜ normal and write
∑
aiEi = KX˜−π
∗(KX+∆).
Suppose that some ai < −1 (with corresponding fixed Ei). Then in particular ai ≤ 0. Set ηi to
be the generic point of Ei. It follows that −ai, the Ei-coefficient of ∆ϕ˜, is positive and so we
have a factorization:
F e∗OX˜,ηi ⊆ F
e
∗OX˜,ηi((1− p
e)aiEi)
ϕ˜
−→ OX˜,ηi ,
where ϕ˜ is as in Lemma 7.2.1. But now it is easy to see that if ai < −1, then (1− p
e)ai ≥ p
e so
that we have the factorization
F e∗OX˜,ηi ⊆ F
e
∗OX˜,ηi(p
eEi)
ϕ˜|Fe∗OX˜,ηi
(peEi)
−−−−−−−−−−→ OX˜,ηi .
which sends F e∗ c ∈ F
e
∗R ⊆ F
e
∗OX˜,ηi to 1. But that is impossible since if d ∈ OX˜,ηi is the local
parameter for Ei, then ϕ˜ sends F
e
∗ (c/d
pe) ∈ F e∗OX˜,ηi(p
eEi) to 1/d /∈ OX˜,ηi . 
7.3. Finite maps. Finally, suppose that π : Y −→ X is a finite surjective map of normal
varieties. Then there is an inclusion OX ⊆ π∗OY . Given a line bundle L on X and a map
ϕ : F e∗L −→ OX , it is natural to ask when ϕ can be extended to a map F
e
∗π∗(π
∗L ) −→ π∗OY .
Since π is finite, the π∗ is harmless and so we can ask when ϕ can be extended to a map
ϕY : F
e
∗π
∗L −→ OY .
The local version of this statement is as follows. Suppose that R ⊆ S is a finite extension of
semi-local normal rings and suppose that ϕ : F e∗R −→ R is a finite map. Then when does there
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exist a commutative diagram as follows?
F e∗S
ϕS
// S
F e∗R
?
OO
ϕ
// R
?
OO
It is easy to see that the answer is not always.
Example 7.3.1. Consider k[x2] ⊆ k[x] with p = chark 6= 2. Consider the map ϕ : F∗k[x
2] −→
k[x2] which sends F∗x
2(p−1) to 1 and other monomials F∗x
2i, for 0 ≤ i < p − 1 to zero. Note
∆ϕ = 0.
Suppose this map extended to a map ψ : F∗k[x] −→ k[x]. Then ϕ(F∗x
2(p−1)) = 1 and so since
ϕ and ψ are the same on k[x2], we have
1 = ψ(F∗x
2(p−1)) = ψ(F∗x
pxp−2) = xψ(F∗x
p−2)
which implies that x is a unit. But that is a contradiction.
On the other hand, consider the map α : F∗k[x
2] −→ k[x2] which sends F∗x
2(p−1)/2 = F∗x
p−1
to 1 and the other monomials F∗x
2i to 0 for 0 ≤ i ≤ p− 1 to zero. Note ∆α =
1
2 div(x
2).
We will show that α extends to a map β : F∗k[x] −→ k[x]. It is in fact easy to show that
α extends to a map on the fraction field β : F∗k(x) −→ k(x), see Exercise 7.7. Therefore, it is
enough to show that β(F∗x
j) ∈ k[x] for each 0 ≤ j ≤ p− 1. Fix such a j. If j is even, then there
is nothing to do since β(F∗x
j) = α(F∗x
j) ∈ k[x2] ⊆ k[x]. Therefore, we may suppose that j is
odd. But then j + p is even and p ≤ j + p ≤ 2(p − 1). Thus
β(F∗x
j) =
1
x
β(F∗x
j+p) =
1
x
α(F∗x
j+p) =
1
x
· 0 = 0 ∈ k[x].
This proves that β exists and is well defined.
Theorem 7.3.2. [ST10a] Fix π : Y −→ X as above. Fix a nonzero map ϕ : F e∗L −→ OX as
above. If π is inseparable then ϕ never extends to ϕY . If π is separable, then there exists a map
ϕY : F
e
∗π
∗L −→ OY extending ϕ if and only if ∆ϕ is bigger than or equal to the ramification
divisor of π : Y −→ X.
Proof. We won’t prove this but we will sketch the main steps and leave the details as an exercise.
We first work in the separable case.
Step 1: The statement is local on X and so we may suppose that X = SpecR, Y = SpecS
and L = OX . In fact, we may even assume that R is a DVR and that S is a Dedekind
domain.
Step 2: There is a map ϕS and a commutative diagram:
F e∗S
ϕS
// S
F e∗R
?
OO
ϕ
// R
?
OO
if and only if there exists a map ϕS and a commutative diagram.
F e∗S
F e∗ Tr

ϕS
// S
Tr

F e∗R ϕ
// R
where Tr : S −→ R is simply the restriction of the field trace Tr : K(S) −→ K(R) to S.
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Step 3: HomR(S,R) is isomorphic to S as an S-module. The map Tr : S −→ R is a section
of this and so corresponds to a divisor D on SpecR. This divisor is the ramification
divisor Ramπ of π : SpecS −→ SpecR.
Step 4: Supposing ϕS exists, compute the divisor corresponding to Tr ◦ϕS = ϕ ◦ (F
e
∗ Tr).
This gives one direction of the if and only if. Working with the fraction fields, as in
Exercise* 4.13, yields the other direction.
For the inseparable case, it turns out that the only map that can extend is the zero map, see
Exercise 7.9. 
7.4. Exercises.
Exercise 7.1. In the setting of Lemma 7.1.1, prove that the divisor D is F -pure (as a variety)
if and only if ϕ is surjective.
Exercise* 7.2. Prove Lemma 7.1.1.
Hint: Consider the map 〈ϕ〉F e∗R −→ HomR/〈f〉(F
e
∗R/〈f〉, R/〈f〉) and prove it is surjective at
the codimension 1 points of R/〈f〉. For a solution, see [Sch09, Proposition 7.2].
Exercise** 7.3 (The F -different). Suppose that X is a normal variety and D is an effective
normal Weil divisor such that KX +D is Q-Cartier with index not divisible by p. Thus there
exists a map ϕD : F
e
∗L −→ OX as in (15) corresponding toD for any e such that (p
e−1)(KX+D)
is Cartier. It is easy to see that this map is compatible with D and so it induces a map:
ϕD : F
e
∗L |D −→ OD.
This map corresponds to a Q-divisor ∆D on D, again by (15), which is called the F -different.
Verify all the statements made above.
It is an open question whether or not the F -different always coincides with the different, as
described in [Kc92, Chapter 17] or [Sho92, 10.6]. Prove that it either does or does not and write
a paper about it, and then tell the authors of this survey paper what you found (this is why the
problem gets ∗∗). For more discussion see [Sch09, Remark 7.6].
Exercise* 7.4. Consider the family of cones over elliptic curves:
X = Speck[x, y, z, t]/〈y2 − x(x− 1)(x− t)〉 −→ A1 = Speck[t]
Set Φ ∈ HomX(F∗OX ,OX) to be the map generating HomX(F∗OX ,OX) as an F∗OX -module.
Show that Φ is compatible with the ideal J = 〈x, y, z〉. Consider ΦJ = Φ/J , the map obtained
by restricting Φ to V (J) ∼= A1. Show that ∆ΦJ is supported exactly at those points whose fibers
correspond to supersingular elliptic curves.
Exercise 7.5. Using the notation of Lemma 7.2.1, suppose that ∆ϕ is the effective divisor
associated to ϕ. Show that there is a map
ϕ′ : F e∗
(
(π∗L )(⌈KX˜ − π
∗(KX +∆ϕ)⌉)
)
−→ OX˜(⌈KX˜ − π
∗(KX +∆ϕ)⌉)
that agrees with ϕ wherever π is an isomorphism.
H int: It is sufficient to show that there is a map ϕ′′ : F e∗
(
(π∗L )(⌈K
X˜
− π∗(KX + ∆ϕ)⌉ −
pe⌈K
X˜
− π∗(KX +∆ϕ)⌉)
)
−→ O
X˜
. Now, use the roundings to your advantage and the fact that
π∗L = O
X˜
(π∗(1− pe)(KX +∆ϕ)).
Exercise 7.6. Suppose that (X,∆) is sharply F -pure. Prove that for every point x ∈ X there
exists a divisor ∆U on a neighborhood U of x such that ∆U ≥ ∆|U , such that (U,∆U ) is sharply
F -pure and such that KU +∆U has index not divisible by p. Conclude that Theorem 7.2.3 holds
in full generality. For a solution, see [SS10, Theorem 4.3(ii)].
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Exercise 7.7. Suppose that R ⊆ S is an extension of integral domains with induced separable
extension of fraction fields K(R) ⊆ K(S). Fix ϕ : F e∗R −→ R to be an R-linear map. Prove that
there is always a map ψ : F e∗K(S) −→ K(S) such that ψ|R = ϕ.
Hint: First form ϕη : F
e
∗K(R) −→ K(R) by localization. Then tensor this map with K(S)
and use the fact that K(R) ⊆ K(S) is separable (unlike K(R) ⊆ F e∗K(R)
∼= (K(R))1/p
e
).
Exercise* 7.8. Prove the separable case of Theorem 7.3.2 by filling in the details of the Steps
1 through 4. Step 3 is somewhat involved, see for example [Mor53, SS75, dS97]. On the other
hand, see [ST10a] for a complete proof.
Exercise 7.9. Prove the inseparable case of Theorem 7.3.2 as follows. First suppose thatK ⊆ L
is a purely inseparable extension of fields. Suppose that ϕ : F∗K −→ K is a K-linear map that
extends to an L-linear map ϕL : F∗L −→ L. Prove that ϕ = 0.
Use the above to prove that now if L ⊇ K is any inseparable map, the only map ϕ : F∗K −→ K
that extends to ϕL : F∗L −→ L is the zero map. For a complete solution, see [ST10a, Proposition
5.2].
8. Cartier modules
Perhaps the most natural example of a p−e-linear map is the trace of the Frobenius F∗ωX −→
ωX on the canonical sheaf of a normal variety as discussed in detail in Section 3.2. In generalizing
one is lead to consider the category consisting of (coherent) OX -modules F equipped with a
p−e-linear map κ : F e∗F −→ F . We will outline here the resulting theory in a slightly more
general setting than considered in [BB11].
Definition 8.0.1. If L is a line bundle on X, then a (L , pe)–Cartier module is a coherent
OX -module F equipped with an OX -linear map
κ : F e∗ (F ⊗L ) −→ F .
(or equivalently, equipped with a p−e linear map F ⊗ L −→ F ). If L ∼= OX , we call these
objects mostly just Cartier modules.
Remark 8.0.2. Cartier modules as originally defined in the work of [BB11] were always defined
with L ∼= OX . The addition of the L adds little to the complication of the basic theory (which
generally reduces to the local case where L is trivialized). Although admittedly, it does add
some notational complications. However, this generalization does show up naturally. Regardless,
little will be lost if the reader always assumes that L = OX .
A morphism of (L , pe)–Cartier modules (F , κF ) and (G , κG ) is an OX-linear map ϕ : F −→
G such that the diagram
F e∗ (F ⊗L )
κF
//
F e∗ (ϕ⊗id)

F
ϕ

F e∗ (G ⊗L ) κG
// G
commutes. If (F , κ) is a (L , pe)–Cartier module, then we can apply F e∗ to κ ⊗L to obtain –
using the projection formula – a map
κ2 : F 2e∗ (F ⊗L ⊗L
pe) ∼= F e∗ (F
e
∗ (F ⊗L )⊗L )
F e∗ (κ⊗L )−−−−−−−→ F e∗ (F ⊗L )
κ
−−→ F
which equips F with the structure of a (L 1+p
e
, p2e)–Cartier module. Iterating this construction
in the obvious way (similar to (17)) we obtain morphisms
κe : Fne∗
(
F ⊗L 1+p
e+p2e+···+p(n−1)e
)
−→ F
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for all n ≥ 1, making F into a (L
pne−1
pe−1 , pne)-Cartier module.
Proposition 8.0.3. The category of (coherent) (L , pe)-Cartier modules is an Abelian cate-
gory. The kernel and cokernel of the underlying quasi-coherent sheaves carry an obvious Cartier
module structure and are the kernel and cokernel in the category of Cartier modules.
Proof. This is easy to verify since ⊗L as well as F e∗ are exact functors. Alternatively, we may
view (L , pe)-Cartier modules as the right module category over a certain (non-commutative)
sheaf of rings, see Exercise 8.4 below, which immediately implies that the category is Abelian.

Compared to a Frobenius splitting, which is nothing but a Cartier module structure on the
coherent sheaf OX , the advantages of working in this larger category of Cartier modules are
manifold. For one, there are a number of natural examples of Cartier modules, most promi-
nently the canonical sheaf ωX together with the trace of Frobenius as Cartier module structure.
Furthermore one has in this category methods to construct new Cartier modules by functorial
operations. Most notably there is the notion of a push-forward for proper maps (in the case
that L ∼= OX), localization and e´tale pullback, and even an extraordinary pullback f
! can be
defined [BB06, BB11]. We conclude this subsection by illustrating some of these concepts in
special cases. First however, we state some examples.
Examples 8.0.4 (Examples of Cartier modules).
(a) The canonical sheaf ωX is a Cartier module with structural map κ : F∗ωX −→ ωX given
by the trace map. More generally, if ω
q
X is the dualizing complex of X, then the trace of
Frobenius is a map (in the derived category) F∗ω
q
X −→ ω
q
X . This induces for each i the
structure of a Cartier module on the cohomology hiω
q
X .
(b) Suppose that D is a Cartier divisor on X, then the map
F e∗ (ωX(p
eD))
Tr
−→ ωX(D)
equips ωX(D) with the structure of an OX((p
e − 1)D)-Cartier module.
(c) Suppose that D is an effective integral divisor on X, then the composition
F∗ωX(D) →֒ F∗ωX(pD)
Tr
−→ ωX(D)
equips ωX(D) with the structure of a Cartier module as well.
(d) Suppose that π : Y −→ X is a proper map of varieties. Then Riπ∗ωY is a Cartier module
for any i ≥ 0. This is because F∗R
iπ∗ωY = R
iπ∗F∗ωY .
(e) Set X = A2 and let π : Y −→ X be the blowup at the origin with exceptional divisor
E. Thus we have TrY : F∗ωY −→ ωY as the trace on Y . Now, ωY ∼= OY (E). Thus by
twisting by −E ,we have a OY ((1 − p)E)-Cartier module structure on OY . Namely, a
map Tr : F∗(OY ((1 − p)E)) −→ OY .
Since localization at any multiplicative set commutes with pushforward along the Frobenius
(see Exercise 2.6 and Exercise 8.3) we observe that localization preserves the Cartier module
structure.
Lemma 8.0.5. Let S ⊆ R be a multiplicative system and F a (L , pe)–Cartier module on
X = SpecR. Then the map
F eS−1R∗(S
−1
F ⊗S−1R S
−1
L ) ∼= S−1F e∗ (F ⊗R L )
S−1κF−−−−−−→ S−1F
is a (S−1L , pe)–Cartier module structure on S−1F .
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In particular, if j : U ⊆ X = SpecR is the inclusion of a basic open subset U = SpecRf
for some f ∈ R, then the pullback j∗ induces a functor from L –Cartier modules on X to
j∗L –Cartier modules on U . Using a Cˇech-complex construction, this globalizes to an arbitrary
open immersion U ⊆ X. Even more generally this holds for any essentially e´tale8 morphism
j : U −→ X, see [BB06].
Proposition 8.0.6. Let j : U −→ X be essentially e´tale and let F be a L -Cartier module on
X. Then the pullback j∗F carries a natural functorial structure of a j∗L -Cartier module on
U . The structural map is given by
FU∗(j
∗
F ⊗ j∗L ) ∼= FU∗j
∗(F ⊗L ) ∼= j∗FX∗(F ⊗L )
j∗κ
−−−→ j∗F .
Proof. The key point is the fact that for an essentially e´tale morphism j : U −→ X the diagram
U
j
//
FY

X
FX

U
j
// X
is Cartesian and that the base change morphism j∗FX∗ ∼= FU∗j
∗ is an isomorphism since j is
flat, see [HH90]. This justifies the definition of the Cartier structure on j∗F . 
For a closed immersion i : Y −→ X, the pullback i∗ does not give a functor on Cartier modules.
The reason is precisely that the above diagram is not Cartesian in this case. However there is
an exotic restriction functor one can define. For concreteness, let X = SpecR be affine and
let Y = SpecR/I for some ideal I ⊆ R. Then, for an R-module M , the R/I submodule
i♭(M) := HomR(R/I,M) = {m ∈ M |Im = 0} is just the I-torsion submodule M [I] ⊆ M .
Note that F∗(M [I]) ⊆ F∗(M [I
[p]]) = (F∗M)[I] which shows that F∗(M [I]), is contained in the
I-torsion submodule (F∗M)[I] of F∗M . Hence, if κ : F∗M −→ M is a Cartier module structure
on M , then we have that this restricts to a map
κ : F∗(M [I]) −→M [I]
givingM [I] a natural Cartier module structure. The same construction works globally and more
generally for (L , pe)-Cartier modules:
Proposition 8.0.7. Let i : Y −֒→ X be a closed immersion given by a sheaf of ideals I of
OX , and let F be a (L , p
e)-Cartier module on X. Then the OY -module (via action on the
first argument) i♭(F ) = HomOX (i∗OY ,F ) = F [I] carries a natural functorial structure of a
(L |Y , p
e)-Cartier module on Y . The structural map is given by
F e∗ (F [I] ⊗OY L |Y ) ⊆ F
e
∗ ((F ⊗OX L )[I
[pe]]) = (F e∗ (F ⊗OX L ))[I]
κF−−−→ F [I] = i♭F .
Finally, let us consider a proper morphism of varieties π : Y −→ X. Since the Frobenius
commutes with any morphism one has a natural isomorphism of functors F eX∗ ◦ π∗
∼= π∗ ◦ F
e
Y ∗
which implies that the pushforward induces a functor on Cartier modules as well.
Proposition 8.0.8. Let π : Y −→ X be a proper morphism and κ : F e∗F −→ F a Cartier module
on Y . Then the map
F e∗ (π∗(F ))
∼= π∗(F
e
∗F )
π∗(κ)
−−−−→ π∗F
is a Cartier module structure on π∗F . The same construction also holds for the higher derived
images Riπ∗F .
8essentially e´tale means essentially of finite type and formally e´tale, i.e. a morphism that can be factored as
a localization followed by a finite type e´tale morphism
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Note, however, that if F is a (L , pe)–Cartier module there is no obvious way to equip π∗F
with such a structure unless L is of the form π∗L ′ for some invertible sheaf on X. In this case,
using the projection formula, one obtains
F e∗ (π∗F ⊗L
′) ∼= F e∗ (π∗(F ⊗ π
∗
L
′) ∼= π∗(F
e
∗ (F ⊗L )
π∗(κ)
−−−−→ π∗F
as a Cartier structure on π∗F .
Example 8.0.9. Let κ : F e∗F −→ F be a Cartier module, then the pushforward along the
Frobenius (which is an affine map) equips F∗F with the Cartier module structure
F e∗κ : F
e
∗ (F
e
∗ (F )) −→ F
e
∗F
making κ : F e∗F −→ F into a map of Cartier modules.
8.1. Finiteness results for Cartier modules. In this section we state, and outline the proofs
of two key structural results which make the category of Cartier modules interesting. But first
we introduce the basic concept of nilpotence of a Cartier module and recall some elementary
constructions, starting with the following simple Lemma whose verification we leave to the
reader in Exercise 8.1.
Lemma 8.1.1. Let κ : F e∗ (F ⊗ L ) −→ F be a Cartier module. Then the images Fn :=
κn(Fne∗ (F ⊗L
1+pe+···+p(n−1)e) ⊆ F are Cartier submodules of F , and satisfy the properties:
(a) Fn ⊇ Fn+1.
(b) κ(F e∗ (Fn ⊗L )) = Fn+1.
(c) If S ⊆ OX is a multiplicative set, then S
−1Fn = (S
−1F )n.
(d) The sequence of closed subsets Yn := SuppFn/Fn+1 is descending.
An important notion in the theory of Cartier modules, and in particular, for its applications
to finiteness results for local cohomology for local rings, is the notion of nilpotence.
Definition 8.1.2. Let F be a coherent Cartier module on X. We say that F is nilpotent if for
some n ≥ 0 the nth power κn of the structural map κ is zero.
Some basic properties of this notion are collected in the following Lemma:
Lemma 8.1.3. Let κ : F e∗ (F ⊗L ) −→ F be a Cartier module. Denote by F
n ⊆ F the Cartier
submodule of F consisting of all local sections s such that κn(Fne∗ (OC ·s⊗L
1+pe+···+p(n−1)e) = 0.
Then
(a) Fn ⊆ Fn+1 for all n ≥ 0.
(b) κ(F e∗ (F
n+1 ⊗L )) ⊆ Fn.
(c) If S ⊆ OX is a multiplicative set, then S
−1Fn = (S−1F )n.
(d) If F is coherent, then the ascending sequence stabilizes and the stable member Fnil =⋃
n F
n is the maximal nilpotent Cartier submodule of F .
Nilpotent Cartier modules form a Serre subcategory of all coherent Cartier modules, i.e. they
form an Abelian subcategory which is closed under extension. The only non-trivial part here is
the non-closedness under extensions, see Exercise 8.5.
The first structural result for Cartier modules we will show is that the descending sequence
of iterated images stabilizes. This result was first proved in [Gab04, Lemma 13.1]. In fact, this
result is essentially Matlis dual to a famous result of Hartshorne and Speiser [HS77, Proposition
1.11] and generalized by G. Lyubeznik [Lyu97], also cf. [Sha06, Sha07b] and [Bli08].
Proposition 8.1.4. Let (F , κ) be a coherent (L , pe)–Cartier module. Then the descending
sequence of images
Fn := κ
n(Fne∗ (F ⊗L
1+pe+···+p(n−1)e) ⊆ F
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stabilizes. In particular, the stable image σ(F ) ⊆ F is the largest (L , pe)-Cartier submodule
with the property that the structural map κ is surjective.
Proof. To show the stabilization of a sequence of subsheaves on a Noetherian scheme X can
be done on an affine open cover. Choosing the open sets of the cover sufficiently small we may
assume that L is trivial. Hence we may assume that X = SpecR andM is a finitely generated R
module equipped with a p−e-linear map κ : M −→M . And we have to show that the descending
sequence of Cartier submodules of M
M ⊇ κ(M) ⊇ κ2(M) ⊇ · · ·
stabilizes. The sets
Yn := Supp(κ
n(M)/κ(κn(M)))
form a descending sequence of closed subsets of X, by Lemma 8.1.1. Since X is Noetherian, the
descending sequence must stabilize. After truncating we may assume that Y = Yn = Yn+1 for
all n. We have to show that Y is empty. Assuming otherwise, let p be the generic point of a
component of Y . Localizing at p we may assume that R is local with maximal ideal p and that
Y = {p} = Supp(κn(M)/κ(κn(M))) for all n. In particular, for e = 0 we obtain that there is an
integer k such that pkM ⊆ κ(M). Hence, for any x ∈ pk
x2M ⊆ xpkM ⊆ xκ(M) = κ(xp
e
M) ⊆ κ(x2M)
and iterating we get x2M ⊆ κn(M) for all n. Hence pk(b − 1) ⊆ κn(M) for all e where b
is the number of generators of pk. Hence the original chain stabilizes if and only if the chain
κn(M)/pk(b−1)M does. But the latter is a chain in the finite length module M/pk(b−1)M . 
A characterization of this stable image is as follows. σ(F ) ⊆ F is the smallest Cartier
submodule of F such that on the quotient F/σ(F ) some power of the structural map is zero.
If this property is satisfied for some Cartier submodule N ⊆ F , then it is also satisfied for its
image. The minimality now implies that for σ(F ) the structural map
F e∗ (σ(F ) ⊗L ) −→ σ(F )
is surjective. The Cartier modules with surjective structural map play an important role in
the theory. For example one can see immediately (Exercise 8.2), that for such Cartier module
κ : F e∗ (F ⊗ L )−→F its annihilator AnnF is a sheaf of radical ideals, i.e. F has reduced
support. This may be viewed as a generalization of the reduced-ness of Frobenius split varieties
alluded to earlier. It is also a key ingredient in the following Kashiwara-type equivalence which
will be used repeatedly below (the easy but rewarding proof is left to the reader as Exercise 8.10,
see also [BB11, Proposition 2.6 and Section 3.3]):
Proposition 8.1.5. Let F be a coherent Cartier module on X with surjective structural map κF
(i.e. σ(F ) = F ). Then I = AnnOX F is a sheaf of radical ideals and hence F = F [I] = i
♭(F )
is a Cartier module on Y = SuppF , the closed reduced subset of X given by I.
More precisely, if i : Y −→ X denotes a closed immersion, then the functors i♭ and i∗ induce
a (inclusion preserving) bijection between coherent L –Cartier modules on Xwith surjective structural map
and SuppF ⊆ Y
←→
{
coherent L |Y -Cartier modules on Y
with surjective structural map
}
The most important structural result for Cartier modules is the following theorem which
asserts that for a coherent Cartier module F , the lattice of Cartier submodules with surjective
structural map satisfies the ascending and descending chain conditions.
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Theorem 8.1.6. Let X be a scheme and κ : F e∗ (F ⊗ L ) −→ F a coherent Cartier module.
Then any chain of Cartier submodules
· · ·Fi ⊇ Fi+1 ⊇ Fi+2 ⊇ · · ·
each of whose structural map κFi is surjective, is eventually constant (in both directions).
Proof. The ascending chain stabilizes simply because the underlying OX-module is coherent and
our schemes are Noetherian. So it remains to show the descending chain condition. One way to
proof this result is to show that there is a unique smallest Cartier submodule τ(F ) ⊆ F which
agrees with σ(F ) on each generic point of X, i.e. τ(F )η = σ(F )η for each η the generic point
of an irreducible component of X. This is a generalization of the notion of a test ideal which
will be discussed in some detail below Section 9.3.
Assuming the existence of τ(F ) for now, the proof can be outlined as follows: We show that
the chain
F0 ⊇ F1 ⊇ F2 ⊇ · · ·
stabilizes by induction on dimX, the case dimX = 0 being clear. Since a chain stabilizes
if it stabilizes after restriction to each of the finitely many irreducible components of X, we
may assume that X is irreducible. Since X is Noetherian, the descending sequence of supports
SuppFi stabilizes. After truncating we may assume that Y = SuppFi for all i. Since the
structural map of each Fi is surjective, we have by Proposition 8.1.5 that Fi is annihilated by
the ideal sheaf defining the reduced structure of Y . Hence we may view the Fi as (L |Y , p
e)
Cartier modules on Y . If dimY < dimX then we are done by induction. So let us assume
otherwise, that dimX = dimY . Further truncating the sequence Fi we may assume that all
Fi’s have the same generic rank. Now, by definition, τ(F0) is contained in Fi for all i (in fact
τ(F0) = τ(Fi)) such that it is enough to show the stabilization of the sequence
F0/τ(F0) ⊇ F1/τ(F0) ⊇ F2/τ(F0) ⊇ · · · .
But since τ(F0) generically agrees with each Fi this is a sequence of Cartier modules Fi/τ(F0)
whose entries have strictly smaller support than X. As above, we are done by induction. 
A corollary of the proof is the following result.
Proposition 8.1.7. Let F be a coherent Cartier module on X with surjective structural map.
Then the set
{suppF/G |G ⊆ F a Cartier submodule}
is a finite set of reduced subschemes that is closed under finite unions and taking irreducible
components.
Proof. We only prove the finiteness and leave the rest as an exercise Exercise* 8.6. We proceed
by induction on dimX. By Proposition 8.1.5 we may view F as a Cartier module on suppF ,
hence we may assume that suppF = X. Since X is Noetherian it has only finitely many
irreducible components so we may assume that X itself is irreducible. If suppF/G 6= X then
F and G agree on the generic point of X. Hence the test module τ(F ) ⊆ G . Therefore
suppF/G ⊆ suppF/τ(F ) =: Y
and Y is a proper closed subset of X. Again using Proposition 8.1.5 we can apply the induction
hypothesis to the Cartier module F/τ(F ) on Y whose dimension is strictly less than dimX. 
This yields the following corollary which was obtained in [KM09] and also independently
obtained by the second author in [Sch09]. In the case that X = SpecR and R is local, proofs of
this fact were first obtained in [Sha07a] and [EH08].
Corollary 8.1.8. Let X be Frobenius split, then OX has only finitely many ideals with are
compatible with the splitting.
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Proof. If ϕ : F e∗OX −→ OX is the splitting of Frobenius, note that ϕ is surjective. The Cartier
submodules of OX are just the ideals which are ϕ-compatible. Since Ann(OX/I) = I there is a
one-to-one correspondence between the set of ϕ-compatible ideals, and the set suppOX/I for I
a Cartier submodule of OX . The latter set is finite by the preceding proposition. 
8.2. Cartier Crystals. The finiteness results for Cartier modules of the preceding section re-
ceive a more natural formulation if one deals with the notion of nilpotence in a more systematic
manner. This is done by localizing the category of coherent Cartier modules at its Serre subcat-
egory9 of nilpotent Cartier modules. That is, we invert morphisms which are nil-isomorphisms,
i.e. maps of Cartier modules ϕ : F −→ G whose kernel and cokernel are nilpotent. For the formal
definition, see [Miy91, Gab62], but roughly speaking the localization is defined as follows:
Definition 8.2.1. Let X be a scheme. The category of L –Cartier crystals has as objects the
coherent Cartier modules on X. A morphism ϕ : F −→ G of Cartier crystals is an equivalence
class (left fraction) of diagrams of morphisms of the underlying Cartier modules
ϕ : F ← F ′
ϕ′
−−→ G
where F ′ is some Cartier module and F ← F ′ is a nil-isomorphism. More precisely,
HomCrys(F ,G ) = colimF ′−→F HomCart(F
′,F )
where F ′ −→ G ranges over all nil-isomorphisms.
It follows from general principles that the category of Cartier crystals on X is again Abelian.
Using this point of view the preceding result can be phrased (and extended) as follows, see
[BB11, Theorem 4.17 and Corollay 4.7]:
Theorem 8.2.2. Let X be a scheme.
(a) Each Cartier crystal F has finite length in the category of Cartier crystals.
(b) Hom-sets in the category of Cartier crystals are finite sets (finite dimensional Fpe vector
spaces).
(c) Each Cartier crystal F has only finitely many Cartier sub-crystals.
Proof. The first statement follows from Theorem 8.1.6 above by noting that F and σ(F ) are
isomorphic as Cartier crystals (i.e. nil-isomorphic as Cartier modules). The second statement is
shown in [BB11, Theorem 4.17] (but see Exercise 8.11 below for an idea why such a statement
may hold), and the last one follows formally from the other two. 
In [BB06] the category of Cartier crystals (for L ∼= OX) is thoroughly studied on an arbitrary
Noetherian scheme such that F : X −→ X is finite. In particular it is shown that half of
Grothendieck’s six operations, namely f !, Rf∗ and an exotic tensor product, can be defined on
a suitable derived category of Cartier crystals. In particular the construction of the functors f !
and Rf∗ is rather subtle and bears some interesting insights. This greatly extends the examples
of the pullback for open and closed immersions and the proper push-forward that was discussed
in the preceding section.
If f : Y −→ X is a proper morphism, then Rif∗ induces a functor on (coherent) Cartier
modules, which can be shown to preserve nilpotence. Hence it descends to a functor on Cartier
crystals. However, if f is not proper, then already f∗F of a coherent sheaf is no longer coherent.
It is a crucial observation in [BB06] that if F is a coherent Cartier crystal on Y , then Rif∗F
is a locally nil-coherent Cartier crystal on X. Nil-coherent for a Cartier module F means that
F has a coherent Cartier submodule E ⊆ F such that the quotient F/E is locally nilpotent,
i.e. is the union of nilpotent Cartier submodules. This implies the following result:
9i.e. a full Abelian subcategory which is closed under extensions, see [BB06].
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Theorem 8.2.3. For an arbitrary finite type morphism f : Y −→ X, the usual push-forward
functor Rf∗ on quasi-coherent sheaves induces an exact functor
Rf∗ : D
b
crys(QCrys(Y )) −→ D
b
crys(QCrys(X)) ,
where Dbcrys(QCrys( )) denotes the bounded derived category of quasi-coherent Cartier crystals
whose cohomology is locally nil-coherent.
The proof of this result, though not difficult, is somewhat subtle, so we won’t attempt it here
but instead refer to [BB06]. However the basic idea is already present in Exercise* 8.7
The situation with the functor f ! is similar but more subtle. As we have already seen in
Section 3.3, on quasi-coherent sheaves the construction of the functor f ! is generally quite in-
volved. Already in the finite case, in particular for a closed immersion Y ⊆ X with X not
smooth, one sees that f ! does not have bounded cohomological dimension, hence does not pre-
serve the bounded derived category. However, in [BB06] it is shown quite generally that f !
preserves local nilpotence, and hence induces a functor on quasi-coherent Cartier crystals. The
induced functor on Cartier crystals preserves boundedness up to local nilpotence.
Theorem 8.2.4. If f : Y −→ X is essentially of finite type, then the twisted inverse image
functor f ! on quasi-coherent sheaves induces an exact functor
f ! : Dbcrys(QCrys(X)) −→ D
b
crys(QCrys(Y )) .
of bounded cohomological dimension.
Besides a number of obvious compatibilities between these functors which are induced from
the corresponding ones of the underlying quasi-coherent sheaves, there are two adjointness
statements which are important in the theory.
Proposition 8.2.5. (a) Let f : Y −→ X be a proper morphism. Then as functors on cate-
gories Dbcrys(QCrys( )) the functor Rf∗ is naturally left adjoint to f
!.
(b) If j : Y −→ X is an open immersion, then j∗ is naturally right adjoint to j
! = j∗.
For an open immersion j : U −֒→ X and a closed complement i : Z −֒→ X the above adjunction
yields natural isomorphisms i∗i
! −→ id and id −→ j∗j
∗. This yields the following technically
important result regarding their combination:
Theorem 8.2.6. In Dbcrys(QCrys(X)), there is a natural exact triangle
i∗i
! −→ id −→ Rj∗j
∗ +1−−−→
This in turn yields a very general form of the Kashiwara equivalence that was alluded to in
Proposition 8.1.5 above.
Theorem 8.2.7. Let i : Y −→ X be a closed immersion. Then i! and i∗ define natural isomor-
phisms
Dbcrys(QCrys(Y ))
i∗
// Dbcrys,Y (QCrys(X))
i!
oo
where the right hand category consists of bounded complexes of quasi-coherent Cartier crystals
on X whose cohomology is coherent and supported in Y .
8.3. Arithmetic aspects of p−e-linear maps. We conclude with a brief discussion of con-
nections between Cartier crystals and more arithmetic constructions. What follows is much less
explicit than previous sections of the paper, so if the terms used are not familiar to you, we
suggest the reader use this as a place jump off for further reading.
The finite length result for Cartier crystals in Theorem 8.2.2 suggests – in analogy with the
Riemann-Hilbert correspondence forD-modules (i.e.modules of the ring of differential operators)
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on smooth complex manifolds – a connection of Cartier crystals with a category of constructible
sheaves. Indeed, in [Gab04] Gabber introduces a family of t-structures on the derived category
of bounded complexes of constructible Fp-vector spaces on the e´tale site of X. He shows that for
the middle perversity the heart of this t-structure (i.e. the perverse sheaves with respect to this
t-structure) form an Abelian category which also is Noetherian and Artinian. The connection
between Cartier crystals and constructible Fp-vector spaces is a combination of [BP09] and
[BB06] and yields an equivalence of derived categories:
Dbcrys(QCrys(X))
∼=
−−→ Dbc(Xet,Fp)
where the right hand side is the category of constructible sheaves of Fp-vector spaces onXet. This
correspondence is a two step procedure: First is a Grothendieck-Serre duality between Cartier
crystals (coherent OX -modules with a right action of Frobenius) with the category of τ -crystals
(coherent OX -modules with a left Frobenius action) of [BP09] and was largely motivated by our
desire to understand the precise connection of the theory in [BP09] with the work of Emerton
and Kisin [EK04] and Lyubeznik [Lyu97]. This Grothendieck-Serre duality is the main result of
[BB06]. The step from τ -crystals to constructible sheaves is just by taking Frobenius fix-points,
i.e. the Artin-Schreier sequence, see [BP09].
The first author’s PhD student Tobias Schedlmeier has shown in his upcoming thesis that the
equivalence is given directly by the functor Sol( ) := RH omcrys( , ω
q
X) and proved that the
image of the Abelian subcategory of Cartier crystals under Sol is precisely Gabbers category of
perverse sheaves Perv(Xet,Fp) for the middle perversity.
8.4. Exercises.
Exercise 8.1. Prove Lemma 8.1.1.
Exercise 8.2. Show that the annihilator of any coherent Cartier module F onX with surjective
structural map is a sheaf of radical ideals, i.e. its support is reduced.
Exercise 8.3. Let R be a ring and S ⊆ R a multiplicative set. Then for any module M show
that S−1(FR)∗M ∼= (FS−1R)∗S
−1M .
Hint: Localize with respect to the multiplicative set Sp is the as with respect to S. This gener-
alizes Exercise 2.6.
Exercise 8.4. Let X be a scheme and L a line bundle. We define a sheaf of rings OLX [F
e] as
OX ⊕ (L · F
e)⊕ (L 1+p
e
· F 2e)⊕ (L 1+p
e+p2e · F 3e)⊕ · · ·
where Fne are formal symbols and the multiplication of homogeneous elements lFne and l′Fne
′
is defined as lFnel′Fn
′e = l(l′)p
n′e
F (n+n
′)e.
(a) Show that this defines the structure of a sheaf of rings on OLX [F
e].
(b) Show that the category of (L , pe)–Cartier modules is equivalent to the category of
(sheaves of) right OLX [F
e]-modules.
Hint: Do the case of L ∼= OX first and then attempt the general case.
Exercise 8.5. If 0 −→ F ′ −→ F −→ F ′′ −→ 0 is an exact sequence of coherent Cartier modules.
Show that F ′,F ′′ are nilpotent (of order ≤ e, e′) if and only if F is nilpotent (of order ≤ e+e′).
Exercise* 8.6. Let F be a quasi-coherent Cartier module with surjective structural map. Show
that the collection
{supp(F/G ) |G ⊆ F a Cartier submodule}
is a collection of reduced subschemes that is closed under finite unions and taking irreducible
components.
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Exercise* 8.7. Let X = SpecR be an affine scheme and U = SpecRf a basic open subset with
f ∈ R, and denote the open inclusion U ⊆ X by j. Let F be a coherent Cartier module on U .
Show that j∗F has a coherent Cartier submodule F such that the quotient j∗F/F is locally
nilpotent, i.e. the union of its nilpotent Cartier submodules.
Exercise 8.8. Let F be a coherent Cartier module on X. The test submodule τ(F ) is defined
as the smallest Cartier submodule G ⊆ F which agrees with σ(F ) for each generic point of X.
Show that Theorem 8.1.6 implies the existence and uniqueness of τ(F ).
Exercise 8.9. Suppose that R is a ring and (M,ϕ) is a Cartier module on M . Suppose further
that R −→ S is a finite ring homomorphism. Prove that HomR(S,M) has the structure of a
Cartier module induced by ϕ and by the Frobenius map S −→ F∗S.
Exercise 8.10. Prove Proposition 8.1.5.
Exercise 8.11. Let R be a regular F -finite ring with dualizing sheaf ωR with its standard
Cartier structure T : F∗ωR −→ ωR (see Section 3.2). Show that the homomorphisms of Cartier
modules HomCart(ωR, ωR) = R
F = Fp is just the Frobenius fixed points of the action of F on
R. In particular, this Hom-set is finite.
Exercise* 8.12. Suppose that R = k[x1, . . . , x4]〈x1,...,x4〉 and that ϕ : F
e
∗R −→ R is a Frobenius
splitting. In Corollary 8.1.8, it was shown that there are at most finitely many ϕ-compatible
ideals.
Prove that there at most
(4
d
)
prime ideals Q which are compatibly split by ϕ such that
dim(R/Q) = d.
Hint: Prove it for d = 0 first (very easy), then d = 1 (use the fact that compatibly split
subvarieties must intersect normally, Corollary 5.1.7, but we only have 4 “directions” in SpecR,
which is just the origin in A4). For d = 2, 3, simply consider all possibilities exhaustively (keeping
in mind the normal intersections). For a complete proof for any An (not just n = 4), see [ST10b].
Exercise 8.13. Suppose that (F , κ) is an (L , pe)-Cartier module on a projective variety X
such that the structural map κ : F e∗ (L ⊗F ) −→ F is surjective. Further suppose that A is a
globally generated ample line bundle and that N is another line bundle such that N p
e−1 ⊗L
is ample. Prove that
F ⊗A dimX ⊗N
is a globally generated sheaf.
Hint: Use the same strategy as in Theorem 6.1.3.
9. Applications to local cohomology and test ideals
In this section we discuss in detail the relation of the theory of Cartier modules to other theo-
ries of modules with a Frobenius action, with an emphasize on applications to local cohomology.
Then we discuss a simple but interesting degree-reducing property of Cartier linear maps, which
allows an elementary treatment of the theory of Cartier modules in the case that X is of finite
type over a perfect field. We use this approach to study the test ideals and show the discreteness
of their jumping numbers.
9.1. Cartier modules and local cohomology. The category of Cartier modules, besides en-
joying some extraordinary finiteness conditions, is useful due to its connection to other categories
which are studied, in particular in connection with local cohomology. Besides the connection
to constructible p-torsion sheaves that we hinted at above, we show the relation to two further
categories which are particularly important in the study of the local cohomology of rings in
positive characteristic. Our goal is to explain the following diagram of categories and to derive
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a number of finiteness results for local cohomology from the above finiteness result for Cartier
modules.{
cofinite R-modules
with left Frobenius action
(R complete local ring)
}
↔
{
coherent Cartier modules on X
(X Noetherian and F -finite)
}
−→
{
Lyubeznik’s F -modules over R
(R regular, Noetherian ring)
}
The parenthetical parts indicate in what generality the categories are defined and the arrows
are defined when both assumption holds, for example the first double arrow holds for complete
local and F -finite rings. The left double arrow is an equivalence of categories given by Matlis
duality HomR( , ER/m) where ER/m is an injective hull of the perfect residue field of R. The
right arrow is a functor which gives an equivalence after inverting Cartier modules at nil-
isomorphisms, that is it induces an equivalence of categories from Cartier crystals to F -finite
modules. Lyubeznik’s F -finite modules and this equivalence will be explained in detail below.
Let us begin with Matlis duality. Let (R,m) be complete and local and denote by E = ER
an injective hull of the prefect residue field of R. Since R is F -finite one has that F e∗F
!ER :=
HomR(F∗R,ER) ∼= EF∗R which we identify with ER since R and F∗R are isomorphic as rings.
We fix hence an isomorphism F !E ∼= E. If we denote by ( )∨ = HomR( , ER) the Matlis
duality functor, we have the following lemma whose proof we leave as Exercise 9.2.
Lemma 9.1.1. For (R,m) local and F -finite there is a (functorial) isomorphism F∗( )
∨ ∼=
(F∗ )
∨.
This immediately implies the first of the equivalences above, also cf. [SY11].
Proposition 9.1.2. Let (R,m) be complete, local and F -finite. Then Matlis duality induces an
equivalence between the categories of{
co-finite R-modules
with left Frobenius action
}
↔
{
finitely generated R-modules
with right Frobenius action
}
Of course the R-modules with right Frobenius action are just the coherent Cartier modules on
X = SpecR. The equivalence preserves nilpotence.
Proof. A left action of Frobenius on M is an R-linear map ϕ : M −→ F∗M . Applying Matlis
duality and the preceding lemma this yields a map
F∗(M
∨) ∼= (F∗M)
∨ ϕ
∨
−−−→M∨
which is the desired Cartier structure (=right Frobenius action) on the dual M∨. The same
construction works in the opposite direction and one immediately checks that this induces an
equivalence of categories. 
With this result we can translate the finiteness theorems for Cartier modules obtained above
to the setting of cofinite R-modules with a left Frobenius action. In particular the results hold
for local cohomology modules H im(R) with support in the maximal ideal m of R.
Theorem 9.1.3. Let N be a cofinite R module equipped with a p-linear map F : N −→ N (i.e. F
is additive and F (rm) = rpF (m)).
(a) The ascending chain of submodules kerF ⊆ kerF 2 ⊆ kerF 3 ⊆ · · · stabilizes ([HS77,
Proposition 1.1]).
(b) Any chain · · · ⊆ Ni ⊆ Ni+1 ⊆ Ni+2 ⊆ · · · of submodules Ni ⊆ N which are stable under
F (i.e. F (Ni) ⊆ Ni) has eventually F -nilpotent quotients ([Lyu97, Theorem 4.7])
(c) N has up to nilpotent action of F , only finitely many F -stable submodules. Concretely,
there are only finitely many F stable submodules N ′ for which the action of F on the
quotient N/N ′ is injective.
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Proof. These are just the Matlis dual statements of Proposition 8.1.4, Theorem 8.1.6, and
Theorem 8.2.2 part (c). 
An immediate consequence of these observations is the following result originally obtained
by Enescu and Hochster [EH08], see [Ma12] for a recent extension showing that F -split alone is
sufficient in the assumptions below.
Proposition 9.1.4. If R is quasi-Gorenstein (i.e. Hdm(R)
∼= ER) and F -split, then the top local
cohomology module Hdm(R) with its left action of the Frobenius has only finitely many F -stable
submodules.
Proof. The existence of a splitting ϕ : R −→ S implies that the Cartier module (R,ϕ) has only
finitely many Cartier submodules. Hence, by the above duality result its dual (r∨ = Hdm(R), ϕ
∨)
has only finitely many submodules stable under the action of ϕ∨. But Hdm(R) also has a natural
Frobenius action FH induced by the Frobenius on R by functoriality of H
d
m( ). One can show
(Exercise 9.7) that there is a r ∈ R such that ϕ∨ = rFH . Hence all submodules which are
stable under FH are also stable under ϕ
∨, but of the latter there are only finitely many as just
argued. 
The connection of Cartier modules with Lyubeznik’s F -finite modules also relies on a certain
commutation of functors which we recall first. Lyubeznik’s theory [Lyu97] is phrased for a
regular ring R, and even though there is an extension to schemes by Emerton and Kisin [EK04],
we will stick to this setting and assume from now on that X = SpecR, with R regular (and
such that the Frobenius morphism F : R −→ R is finite).
Lemma 9.1.5. Let f : Y −→ X be a finite flat morphism and M a OX module, then there is a
functorial isomorphism
f !OX ⊗OY f
∗M ∼= f !M ,
where f !( ) = HomOX (f∗OX , ).
Proof. See Exercise 9.4. 
Applying this to the case of the Frobenius on the regular scheme X andM = ωX the dualizing
sheaf (which is invertible!) we obtain an isomorphism
F !OX ∼= F
!ωX ⊗ F
∗ω−1X .
Further using that the adjoint of the map F∗ωX −→ ωX coming from the Cartier isomorphism
in Theorem 3.1.1, is an isomorphism ωX −→ F
!ωX we obtain
F !M ⊗ ω−1X
∼= F ∗M ⊗ F !ωX ⊗ ω
−1
X ⊗ F
∗ω ∼= F ∗(M ⊗ ω−1X )
which allows us to describe the functor from Cartier modules to Lyubeznik’s F -finite modules.
Starting with a Cartier module M with structural map κ : F∗M −→ M we first consider its
adjoint κ′ : M −→ F !M and tensor it with ω−1X to obtain
γ : M ⊗ ω−1X
κ′⊗id
−−−−→ F !(M)⊗ ω−1X
∼= F ∗(M ⊗ ω−1X )
where the final isomorphism is the one derived above. Let us pause for a moment to recall the
definition of Lyubeznik’s F -finite modules, which we phrase in a way convenient for our purpose:
Definition 9.1.6. Let R be regular. Given a finitely generated R-module N together with a
map γ : N −→ F ∗N , then an F -finite module is the limit N of the directed system
N
γ
−−→ F ∗N
F ∗γ
−−−−→ F 2∗N
F 2∗γ
−−−−→ F 3∗N −→ · · ·
together with the induced map ϑ : N
∼=
−−→ F ∗N which is immediately verified to be an isomor-
phism.
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Phrased differently, an F -finite module is a (not necessarily finitely generated) R-module N
together with an isomorphism ϑ : N
∼=
−−→ F ∗N which arises in the above described manner
from a finitely generated R-module N .
It is shown in [Lyu97] that F -finite modules are an Abelian category which is closed under
extensions, that local cohomology modules H iI(R) are F -finite modules, and that F -finite mod-
ules enjoy a number of important finiteness results. For example they have only finitely many
associated primes, and all Bass numbers are finite.
From this definition it is immediate how to connect the Cartier modules with F -finite modules.
The F -finite module attached to a Cartier module M is just the limit of
M ⊗ ω−1X −→ F
∗(M ⊗ ω−1X ) −→ F
2∗(M ⊗ ω−1X ) −→ · · ·
One obtains the following Proposition [BB11].
Proposition 9.1.7. For a regular ring R, the just described construction assigning to a coherent
Cartier module M on R an F -finite module is an essentially surjective functor
{coherent Cartier modules} −→ {F -finite modules}
which sends nilpotent Cartier modules to zero. The induced functor
{coherent Cartier crystals}
∼=
−−→ {F -finite modules}
is an equivalence of categories.
Proof. All statements are shown in [BB11] but with the above preparations none of them is
particularly difficult. 
Hence we obtain as an immediate consequence of Theorem 8.2.2 the following finiteness result
for F -finite modules, which partially extends one of the main results of [Lyu97]:
Theorem 9.1.8. Let R be regular and F -finite, then
(a) F -finite modules over R-have finite length.
(b) The Hom-sets in the category of F -finite modules are finite.
(c) An F -finite module has only finitely many F -finite submodules.
Part (a) of the theorem has been proven for R regular and of finite type over a regular local
ring in [Lyu97], and for arbitrary F -finite schemes X in [BB06]. The latter results also are shown
for regular rings (part (b) even without the F -finiteness assumption) in [Hoc07b]. Finally, let
us state the aforementioned finiteness result for local cohomology modules.
Theorem 9.1.9. Let M be an F -finite module, I ⊆ R an ideal in a regular ring, then HjI (M)
is an F -finite R-module and hence has only finitely many associated primes.
Proof. We only have to show that HjI (M) is an F -finite module. The crucial step is to show
that for f ∈ R we have that the localization Mf is also F -finite (cf. Exercise* 8.7). Once this is
established, the Cˇech-complex finishes the proof. 
9.2. Contracting property of p−e-linear maps. In this section we point out a simple fact
about p−e-linear map which has a number of interesting consequences. In particular we give an
elementary proof of the finite length result for Cartier modules. The idea goes back at least to
a paper of Anderson [And00] and says that a p−e-linear endomorphism reduces the degree in a
graded context. For this we consider X = SpecS with S = k[x1, . . . , xn] a polynomial ring over
a perfect field. Then we consider the filtration of S given by the finite-dimensional vector spaces
Sd := k〈x
i1
1 · · · x
in
n | 0 ≤ ij ≤ d for j = 1, . . . , n〉 .
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Hence Sd is the k–subspace of S freely generated by the monomials with degree ≤ d in each
variable. One immediately verifies that
S−∞ := 0, S0 = k, SdSd′ ⊆ Sd+d′ , and Sd + S
′
d ⊆ Smax d+d′ .
For each choice of a set of generators m1, . . . ,mk of an S module M we define the induced
filtration on M given by
M−∞ := 0 and Md = Sd〈m1, . . . ,mk〉.
For m ∈M we write δ(m) = d if and only if m ∈Md \Md−1 and call δ = δM a gauge forM . One
should think of the gauge δ as a substitute for a degree on M , and the contracting property of
p−e-linear maps onM is measured in terms of the gauge δ. Spelling out the definition we see that
δ(m) ≤ d if m can be written as a S-linear combination of the mi such that all coefficients are
in Sd. S itself has a gauge, induced by the generator 1. We summarize the immediate properties
of a gauge (the proof is left to the reader in Exercise 9.3):
Lemma 9.2.1. Let M be finitely generated over S = k[x1, . . . , xn], and δ a gauge corresponding
to some generators m1, . . . ,mk of M . Then
(a) δ(m) = −∞ if and only if m = 0.
(b) Each Md is finite dimensional over k (since Sd is).
(c)
⋃
dMd =M (since the mi generate M).
(d) δ(m+m′) ≤ max{δ(m), δ(m′)}
(e) δM (fm) ≤ δS(f) + δM (m)
Proposition 9.2.2 ([And00], Proposition 3). Let M be a finitely generated S-module, and
δ = δM a gauge corresponding to some generators m1, . . . ,mk of M and let ϕ : M −→ M be a
p−e-linear map. Then there is a constant K such that for all m ∈M :
δ(ϕ(m)) ≤
δ(m)
pe
+
K
pe
Furthermore, for all n ≥ 0 we have
δ(ϕn(m)) ≤
δ(m)
pne
+
K
pe − 1
.
Proof. By definition, we may writem =
∑k
l=1 flml with δS(fl) ≤ δ(m). For each l write uniquely
fl =
∑
xi∈Sδ(m)
rp
e
l,ix
i with xi = xi11 · · · x
in
n . Then Exercise 9.1 shows that δS(rl,i) ≤ ⌊δ(m)/p
e⌋.
Writing this out
ϕ(m) =
k∑
l=1
∑
xi∈Sδ(m)
rl,iϕ(x
iml)
we consequently obtain
δ(ϕ(m)) ≤ max
l,i
{δS(rl,i) + δ(ϕ(x
iml))} ≤ ⌊
δ(m)
pe
⌋+
K
pe
taking for K = pe ·maxl,i{δ(x
iml)} we obtain the claimed inequality.
The final inequality follows by applying the first inequality iteratively and then to use the
geometric series (exercise!). 
This proposition has an important consequence about the generators of the images of a
submodule under a p−e-linear map.
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Lemma 9.2.3. Let ϕ : M −→ M be a p−e-linear map on the finitely generated S-module M
with gauge δ and bound K as in Proposition 9.2.2. Suppose that the S-submodule N ⊆ M is
generated by elements with gauge ≤ d. Then ϕn(N) ⊆ M is generated by elements of gauge at
most d/pne +K/(pe − 1) + 1.
Proof. IfN is generated by n1, . . . , nt, then ϕ
n(N) is generated by ϕ(xinj) where 0 ≤ i1, . . . , in ≤
pne − 1 and j = 1, . . . , t. Now, if each δ(nj) ≤ d then
δ(ϕ(xinj)) ≤
δ(xinj)
pne
+
K
pe − 1
≤
(pne − 1) + d
pne
+
K
pe − 1
≤ 1 +
d
pne
+
K
pe − 1

Corollary 9.2.4. Let ϕ : M −→ M be a Cartier module with gauge δ and bound K (as
in Proposition 9.2.2). Then every Cartier submodule N ⊆ M with surjective structural map
ϕ : N−→N is generated by elements in the finite dimensional k-vector space M K
pe−1
+1 (indepen-
dently of N).
Proof. If N has surjective structural maps, then for each n we have ϕn(N) = N . Since N is
finitely generated it is generated by elements of some gauge ≤ d. By the above Lemma, we have
hence for all n that N is generated by elements of gauge ≤ d/pne +K/(pe − 1) + 1. But for n
big enough the first term is irrelevant (less than 1), and the result follows. 
Corollary 9.2.5. In a coherent Cartier module M there are no infinite proper chains of Cartier
submodules Ni each with surjective structural map.
Proof. Each Ni has generators in the finite dimensional k-vector space M K
pe−1
+1, hence there
cannot be any infinite proper chains. 
As we have alluded to (in Exercise 8.8) before, the fact that there are no infinite chains of
Cartier submodules with surjective structural maps implies the existence of the test module
τ(M). By definition of being the smallest Cartier submodule of M which generically agrees
with σ(M) it is clear that τ(M) has surjective structural map (since the image under the
structural map would again be of that type). The intersection of two Cartier submodules agreeing
generically with σ(M) clearly also has this property. Now, the existence of τ(M) follows from
the stabilization of any chain of submodules generically agreeing with σ(M) and with surjective
structural maps, which we just showed.
In the next section, Section 9.3, we will show this approach to Cartier modules via gauges
also gives an elementary proof of the discreteness of jumping numbers for test ideals.
We conclude this section with pointing out that our restriction to the polynomial ring S =
k[x1, . . . , xn] is not very restrictive after all. The case of an arbitrary scheme X we may reduce
to the affine case by considering an affine cover. Then any finite type k-algebra R = S/I is the
quotient of a polynomial ring. Then we can use the Kashiwara-equivalence Proposition 8.1.5 to
reduce to the case of the polynomial ring itself.
Remark 9.2.6 (Historical discussion). The major source of inspiration to explore the contracting
property of p−e-linear maps in [Bli09] came from a paper of Anderson [And00] where he uses
this property to study L-functions mod p on varieties over Fp. The key observation there is
that if ϕ : M −→ M is a p−e-linear map of R-modules (say R of finite type over Fp) then there
is a finite dimensional Fp-subspace into which every element of M is eventually contracted by
iterated application of ϕ. This allows him, inspired by Tate’s work [Tat68] to develop a trace
calculus for these operators. This is then used to show the rationality of L-functions mod p
attached to a finitely generated R-module M with a left action of Frobenius F on M . In fact,
he shows that if R is the polynomial ring and M is projective, this L-function is equal to
p−1-LINEAR MAPS IN ALGEBRA AND GEOMETRY 51
the characteristic polynomial (or its inverse) of the action of the dual of F on M∨. This dual
is a Cartier linear endomorphism of M∨ and the characteristic polynomial is defined via the
important contracting property of Cartier linear maps.
9.3. Algebras of maps and the test ideal. Suppose that X = SpecR is an affine variety
(for simplicity). Previously we considered finitely generated R-modules M and p−e-linear maps
ϕ : M −→ M . Unless M = ωR (or is obtained functorially from T : ωY −→ ωY from some other
variety Y ), there probably is no natural choice of ϕ.
The obvious solution is to choose all possible ϕ, see [Sch11b, Bli09] and cf. [LS01] for a dual
formulation. For any finitely generated module M , we set Ende(M) to be the set of p
−e-linear
maps from M to M . In other words, Ende(M) is just HomR(F
e
∗M,M). Of course Ende(M)
has an R-module structure via both the source and target R-module structures. Notice that
if ϕ ∈ Ende(M) and ψ ∈ Endd(M), then we can form the composition ψ ◦ ϕ ∈ Ende+d(M).
Thus End∗(M) = ⊕e≥0 Ende(M) forms a non-commutative graded ring. Unfortunately, the ring
End0(M) is often too big and so we set C
M
0 to denote the image of R inside End0(M) via the
natural map that sends r ∈ R to the multiplication by r map on M .
Definition 9.3.1 (Cartier Algebras). An (abstract) Cartier algebra over R 10 is a N-graded
ring C =
⊕
e≥0 Ce satisfying the rule r ·ϕe = ϕe · r
pe for all ϕe ∈ Ce and r ∈ R and furthermore
such that C0 ∼= R/I for some ideal I.
Example 9.3.2. Suppose that M is a finitely generated R-module. The total Cartier algebra
on M , denoted CM , is the following graded subring of End∗(M).
C
M := CM0 ⊕
(⊕
e>0
Ende(M)
)
=
⊕
e≥0
C
M
e .
It is obviously a Cartier algebra.
A Cartier-subalgebra (on M) is any graded subring C ⊆ CM such that [C ]0 = C
M
0 .
With the above definitions, if C is an (abstract) Cartier algebra, andM is any left-C -module,
then there is a natural map C −→ CM , the image of which is a Cartier-subalgebra on M .
Conversely, note that any Cartier-subalgebra C ⊆ CM acts onM by the application of functions.
In particular, M is also a C -module.
Remark 9.3.3. Most commonly, we will consider CR, in which case CR0 = HomR(R,R) =
End0(R) automatically.
Now suppose that C is a Cartier-algebra and that M is a left C -module (or that C is a
Cartier-submodule on M), we use C+ to denote ⊕e>0Ce. It is easy to see that C+ is a 2-sided
ideal. For any C -submodule N ⊆M , we define
C+N := 〈ϕ(x) |x ∈ N,ϕ ∈ Ce for some e > 0〉R ⊆ N
to be the submodule generated by all ϕ(x) for homogeneous ϕ ∈ C+ and n ∈ N . We set
(C+)
nN := C+(C+(· · ·C+︸ ︷︷ ︸
n-times
(N))) ⊆ N.
A crucial step from dealing with an algebra of Cartier linear operators as opposed to a single
one, is to establish the right notion of nilpotence. With following definition the theory develops
in surprising analogy to the single operator case dealt with above.
Definition 9.3.4. We say that N is C -nilpotent if (C+)
nN = 0 for some n > 0.
10It is important to note that while we call it an algebra, it is not generally an R-algebra because R is not
central.
52 MANUEL BLICKLE AND KARL SCHWEDE
It is obvious we have a chain of inequalities:
(20) N ⊇ C+N ⊇ (C+)
2N ⊇ · · · ⊇ (C+)
iN ⊇ (C+)
i+1N ⊇ · · ·
The following remarkable theorem about this chain generalizes Proposition 8.1.4 above.
Theorem 9.3.5. [Bli09, Proposition 2.14] Suppose that M is a finitely generated R-module that
is also a left C -module for some Cartier algebra C . Then (C+)
nM = (C+)
n+1M for all n≫ 0.
In other words, the chain of submodules in (20) eventually stabilizes.
Proof. The proof is similar to that of Proposition 8.1.4 and left to the reader in Exercise* 9.6. 
As an immediate corollary we obtain:
Corollary 9.3.6. [Bli09, Corollary 2.14] Let M be a finitely generated R-module that is also an
C -module for some Cartier algebra C . Then there is a unique C -submodule σ(M) ⊆ M such
that
(a) the quotient M/σ(M) is nilpotent, and
(b) C+σ(M) = σ(M) and so σ(M) does not have nilpotent quotients.
Proof. Set σ(M) = (C+)
nM for n≫ 0, then verify the statements in Exercise 9.8. 
Suppose that M is a finitely generated R-module and a left C -module. We can now define a
notion of the test ideal on M .
Definition 9.3.7. Suppose that M and C are as above. Then we define the test submodule
τ(M,C ) to be the unique smallest submodule N of M which
(a) is a C -module,
(b) which satisfies (σ(M))η = Nη for every minimal prime of R.
11
if it exists.
The existence of τ(M,C ) is known in many important cases, but not in all generality. It is
known to exist if R is of finite type over a field (or a localization of such), or if C is generated by
a single operator, see [Bli09, Theorem 4.13, Corollary 3.18]. It is also known to exist if M = R
by the same argument as Proposition 9.3.10 below.
For the rest of the section, we consider CR, the total Cartier algebra on R, and subalgebras
of it. Indeed, a common way to construct a Cartier algebra is as follows.
Definition 9.3.8. Suppose that R is a normal domain with X = SpecR. Suppose further that
∆ ≥ 0 is an effective Q-divisor, a ⊆ R is a nonzero ideal and t ≥ 0 is a real number. Then we
define the following Cartier subalgebra of CR. For each e ≥ 0 first identify HomR(F
e
∗R,R) with
CRe and fix C
∆
e to be the subset
HomR(F
e
∗R(⌈(p
e − 1)∆⌉), R) ⊆ HomR(F
e
∗R,R) = C
R
e .
Here R(⌈(pe − 1)∆⌉) = Γ(X,OX (⌈(p
e − 1)∆⌉)).
It follows that
C
∆ :=
⊕
e≥0
C
∆
e
is a Cartier subalgebra of CR (the details will be left as Exercise 9.9).
11This definition differs slightly from the original one given in [Bli09] where one requires equality for every
minimal prime of σ(M) instead of R. Though this yields different results in general, in light of the Kashiwara
equivalence Proposition 8.1.5 the respective theories imply each other.
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Furthermore, we can form C∆,a
t
e := C∆e · a
⌈t(pe−1)⌉ (where multiplication on the right is pre-
composition, in other words C∆,a
t
e is identified with HomR(F
e
∗R(⌈(p
e−1)∆⌉), R) · (F e∗ a
⌈t(pe−1)⌉)
). Again the direct sum
C
∆,at :=
⊕
e≥0
C
∆,at
e
is a Cartier-subalgebra of CR, see Exercise 9.9.
With these definitions, we can now define the test ideal τ(R;∆, at) := τ(R,C∆,a
t
) [Sch11b,
Bli09].
Remark 9.3.9. Test ideals (with ∆ = 0 and a = R) were originally introduced by Hochster and
Huneke in their theory of tight closure [HH90]. In fact, what we call the test ideal is often called
the big test ideal [Hoc07a] and is denoted by τ˜ or τb. This object though is better behaved with
respect to geometric operations (such as localization Exercise 9.11). It is conjectured that τ˜ and
τ coincide in general [LS99, LS01].
Even with ∆ 6= 0 and a 6= R, this definition we gave is not the original one. For a 6= R, τ(R; at)
was originally defined in [HY03] (and τ˜(R; at) was studied in [HT04]). For ∆ 6= 0, τ(R;∆) was
introduced in [Tak04].
Proposition 9.3.10. Suppose R is a normal domain. The test ideal τ(R,C∆,a
t
) = τ(R;∆, at)
exists.
Proof. The main point is the following Lemma, which is a generalization of a result of Hochster
and Huneke.
Lemma 9.3.11. [HH90, Section 6] [Sch11b, Lemma 3.21] There exists an element 0 6= c ∈ R
such that for every 0 6= d ∈ R, there exists e > 0 such that c ∈ C∆,a
t
e (dR).
Now choose c as in the Lemma, and it follows that c ∈ I for any non-zero C∆,a
t
-submodule
I ⊆ R. However, ∑
e≥0
C
∆,at
e (Rc)
is evidently the smallest C∆,a
t
submodule containing c. 
One of the aspects of the test ideal which has attracted the most interest over the past few
years is how the test ideal τ(R;∆, at) changes as t varies. First we mention the following lemma
which serves as a baseline for how the test ideal behaves.
Lemma 9.3.12. [MTW05, Remark 2.12], [BMS08, Proposition 2.14], [BSTZ10, Lemma 3.23]
With notation as above, for every real number t ≥ 0, there exists an ε > 0 such that
τ(R;∆, at) = τ(R;∆, as)
for every s ∈ [t, t+ ε].
Proof. The containment ⊇ is obvious. A substantial hint is given in Exercise* 9.12. 
Because of this, we make the following definition:
Definition 9.3.13 (F -jumping numbers). Suppose that (R,∆, at) are as above. Then a number
t > 0 is called an F -jumping number if
τ(R;∆, at) 6= τ(R;∆, at−ε)
for all 1≫ ε > 0.
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Based on the above Lemma, and a connection between test ideals and multiplier ideals [HY03,
Tak04] it is natural to expect that the set of jumping numbers for the test ideal is discrete. In
the case that X is smooth this was shown to be the case in [BMS08] and [BMS09]. The singular
case was obtained in [BSTZ10], see also [Har06, KLZ09, ST08, TT08, STZ12, A`MBZ12]. We will
outline here an elementary proof based on the contracting property of p−e linear maps that was
investigated in the preceding section. In order to be able to handle not only a single p−e-linear
map but a whole Cartier algebra, we need to generalize the results on gauge bounds obtained
above slightly. To keep things simple we will consider a Cartier algebra of the type
C =
⊕
R · ϕna⌈t(p
ne−1)⌉
where a is an ideal in R, t ≥ 0 is a real number and ϕ is a single p−e-linear operator on R. This
is essentially the case C = C∆,a
t
for (pe − 1)(KR +∆) is a Cartier divisor (i.e. the pair (R,∆)
is Q-Cartier with index not divisible by p). We first state a generalization of Lemma 9.2.3 to
this context.
Lemma 9.3.14. Let C be the Cartier subalgebra of CR generated by ϕ, a p−e-linear map on
R = k[x1, . . . , xn]/I. Let M be a coherent C module and suppose that for all m ∈M and n > 0
one has
δ(ϕn(m)) ≤
δ(m)
pne
+
K
pe − 1
for some bound K ≥ 0 as in Proposition 9.2.2. Then, if a ⊆ R is an ideal generated by element of
gauge ≤ d, and N ⊆M is a R-submodule generated by elements of gauge ≤ D, then (C a
t
+ )
n(N) ⊆
N is generated by elements of gauge ≤ Dpne +
K
pe−1 + td+ 1.
Proof. Note that R has a set of generators over Rp
ne−1 each of gauge ≤ pne−1 (the images of the
relevant monomials of k[x1, . . . , xn] in R will do fine). Next, it is easy to check that a
⌈t(pne−1)⌉
is generated by element with gauge ≤ tdpne + 1. Hence, as in the proof of Lemma 9.2.3 the
ideal (C a
t
+ )
n is generated as a left R-modules by elements ψ of the form ψ = ϕl · b · a where
l ≥ n and b (resp. a) is one of the just described generators of R over Rp
ln
(resp. of a⌈t(p
ne−1)⌉).
Ranging over all such ψ and a set of R-generators m of N we see that (C a
t
+ )
n(N) is generated
by elements of the form ψ(m). Now we just compute
δ(ψ(m)) = δ(ϕl · b · a ·m) ≤
δ(bam)
ple
+
K
pe − 1
≤
δ(m)
ple
+
(ple − 1) + (tdple + 1)
ple
+
K
pe − 1
≤
δ(m)
pne − 1
+
K
pe − 1
+ td+ 1
This shows the claim. 
Corollary 9.3.15. With notation as in the Lemma, let N be an R-submodule of M such that
C a
t
+ (N) = N . Then N is generated by elements of gauge ≤
K
pe−1 + td+ 1.
For T ≥ 0 there no infinite chains of R-submodules N of M for which C a
t
+ (N) = N for some
t < T .
Proof. Clearly, C a
t
+ (N) = N implies that (C
at
+ )
n(N) = N for all n and hence the first claim
follows from the preceding Lemma. The second claim follows from the first one since each such
N is generated by elements in the finite dimensional vector space M≤ K
pe−1
+Td+1, hence there
cannot be infinite chains. 
Now, the discreteness of the jumping numbers for the test ideal is an immediate consequence.
Theorem 9.3.16. For (R,∆, at) as above, the F -jumping numbers form a discrete subset of Q.
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Proof. In the case that (pe − 1)(KX + ∆) is Cartier, the Cartier algebra C
∆ is of the form
considered above. Since each test ideals τ(R,∆, at) has the properties τ(R,∆, at) ⊇ τ(R,∆, at
′
)
for t′ ≥ t and C∆,a
t
+ τ(R,∆, a
t) = τ(R,∆, at), The preceding corollary shows that there are
only finitely for t below a fixed bound T . Hence the jumping numbers must be discrete. The
general case is similar or can be reduced to this case by using the methods of Section 7.3, see
[ST10a, STZ12]. 
9.4. Exercises.
Exercise 9.1. Let f ∈ S = k[x1, . . . , xn] with k perfect and with gauge δ corresponding to the
generator 1. Show that, if δ(f) ≤ d and writing uniquely
f =
∑
xi∈Spe−1
sp
e
i x
i
one has δ(si) ≤ ⌊d/p
e⌋. (Here we used multi-exponent notation xi as shorthand for xi11 · · · x
in
n )
Exercise 9.2. Use the duality for finite morphisms to prove Lemma 9.1.1.
Exercise 9.3. Prove Lemma 9.2.1.
Exercise 9.4. Let R −֒→ S be a module-finite and flat ring extension. Show that the natural
map
HomR(S,R)⊗R M
ϕ⊗n 7→(r 7→ϕ(r)n)
−−−−−−−−−−−−→ HomR(S,M)
is an isomorphism. Derive from this the statement of Lemma 9.1.5.
Exercise 9.5. Consider the example of a Cartier structure κ on the polynomial ring k[x] given
by sending 1 7→ xt and x, x2, . . . , xp−1 7→ 0. Show that δ(κ(f)) ≤ δ(f)/p+ t where δ is the gauge
on k[x] induced by the generator 1 ∈ k[x].
Exercise* 9.6. Prove Theorem 9.3.5 by using the same strategy as in Proposition 8.1.4.
Exercise 9.7. Let (R,m) be complete local of dimension d and denote by F : Hdm(R) −→ H
d
m(R)
the natural Frobenius action. Show that any left action ϕ on Hdm(R) of the Frobenius is of the
form ϕ = r · F for some r ∈ R.
Exercise 9.8. Prove Corollary 9.3.6.
Exercise 9.9. With notation as in Definition 9.3.8, show that C∆ and C∆,a
t
are Cartier sub-
algebras of CR. For a proof, see [Sch11b, Remark 3.10].
Exercise 9.10. Suppose that R is a normal local domain and that ∆ ≥ 0 is a Q-divisor on
X = SpecR such that KX +∆ is Q-Cartier with index not divisible by p > 0. Prove that C∆
is a finitely generated ring over C∆0 = R.
Hint: Show that HomR(F
e
∗R(⌈(p
e−1)∆⌉), R) ∼= F e∗R for some e > 0 and then use Exercise 4.2.
For additional discussion see [Sch11b, Section 4].
Exercise 9.11. Suppose that R is a normal domain, W ⊆ R is a multiplicative system, ∆ ≥ 0
is a Q-divisor on X = SpecR, a ⊆ R is a nonzero ideal and t ≥ 0 is a real number. Set
U = Spec(W−1R) ⊆ SpecR = X. Prove that
W−1τ(R;∆, at) = τ(W−1R;∆|U , (W
−1
a)t).
Exercise* 9.12. Prove Lemma 9.3.12.
Hint: Use the description of τ(R;∆, at) from the proof of Proposition 9.3.10. Also use the
fact that R is Noetherian to see that the sum from Proposition 9.3.10 is a finite sum (e = 0 to
m). Now notice that if c works in that sum, then so does bc where 0 6= b ∈ a. Set ε = 1pm .
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Exercise* 9.13. Suppose that R is a normal ring and that X = SpecR. Consider the anti-
canonical ring
K :=
⊕
n≥0
OX(−nKX).
Set KF :=
⊕
e≥0OX((1 − p
e)KX) to be the summand of K made up of terms of degree p
e − 1
for some e ≥ 0. This is not a subring of K. However, define a non-commutative multiplication
on KF as follows. If α ∈ OX((1− p
e)KX) and β ∈ OX((1− p
d)KX) then define α ⋆ β = α
pdβ ∈
OX(((1− p
e)pd + pe)KX) = OX((1− p
e+d)KX).
With this ring operation, prove that KF is isomorphic to C
R.
Appendix A. Reflexification of sheaves and Weil divisors
In this section, we briefly recall basic properties of reflexive sheaves and Weil divisors on
normal varieties. This material is all “well known” but there isn’t a good source for it in the
literature (we note that it is certainly assumed in [KM98]). We note that substantial generaliza-
tions of all this material (and complete proofs) can be found in [Har94]. As before, all schemes
are of finite type over a field (or localizations or completions of such schemes). We assume the
reader is familiar with the basic notion of depth and Sn (Serre’s nth condition) and the connec-
tions with local cohomology / cohomology with support. See for example [Har77, Chapter III,
Exercises in Section 3], [BH93] or [Har67].
A.1. Reflexive sheaves. Given a coherent sheaf F on any scheme X, there is the following
(dualizing) operation: F∨ = H omOX (F ,OX ). Furthermore there is a natural map from F to
the double-dual, F → (F∨)∨.
Definition A.1.1. If this map is an isomorphism, we say that F is reflexive (or more specifically
that it is OX -reflexive).
Note that if a sheaf is reflexive, it is also coherent (by definition). If X = SpecR and M is a
coherent R-module, we say thatM is reflexive if the corresponding sheaf is reflexive (equivalently,
if M −→ HomR(HomR(M,R), R) is an isomorphism).
Notice first that any locally free sheaf is reflexive. But there are other reflexive sheaves as
well. If one is careful, one can check that 〈x, z〉 ⊆ k[x, y, z]/(xy − z2) corresponds to a reflexive
ideal sheaf after taking Spec, Exercise A.1. There are a few basic facts about reflexive sheaves
that should be mentioned. We now limit ourselves to varieties (i.e.integral schemes) which
makes dealing with torsion much easier. One can do analogues of the following in more general
situations (say for reduced schemes), but the statements become much more involved.
Lemma A.1.2. Suppose that X is a variety and suppose that F is a coherent sheaf on X.
Then F∨ is torsion-free. (That is, if U ⊂ X is open and 0 6= r ∈ OX(U) and 0 6= z ∈ F
∨(U),
then rz 6= 0). In particular, a reflexive sheaf is torsion-free.
Note that a torsion-free sheaf is necessarily S1 (any nonzero element makes up a rather short
regular sequence).
Lemma A.1.3. Suppose that X is a variety and that F is a torsion-free coherent sheaf. Then
the natural map α : F → F∨∨ is injective.
Lemma A.1.4. [Har80, Proposition 1.1] A coherent sheaf F on a quasi-projective variety X
is reflexive if and only if it can be included in an exact sequence
0→ F → E → G → 0
where E is locally free and G is torsion-free.
We note that the OX-dual of any coherent sheaf is always reflexive.
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Theorem A.1.5. If F is a coherent sheaf on a variety X, then F∨ is reflexive. More generally,
if F is coherent and G is reflexive, then H omOX (F ,G ) is reflexive.
We now come to a very useful criterion for checking whether a sheaf is reflexive.
Theorem A.1.6. [Har94, Theorem 1.9] Suppose that X is a normal (not necessarily quasi-
projective) variety and that F is a coherent sheaf on X such that Supp(F ) = X. Then F is
S2 if and only if F is reflexive.
The key reason why the previous criterion is so useful is the Hartog’s phenomenon associated
with S2 sheaves.
Corollary A.1.7. Let X be a integral, normal (not necessarily quasi-projective) variety and
suppose that F is a reflexive sheaf on X (defined as above). Let Y ⊂ X be a closed subset of
codimension ≥ 2 and set U = X\Y . Then if i : U → X is the natural inclusion, then the natural
map F → i∗F |U is an isomorphism.
Corollary A.1.8. Suppose that F is a reflexive sheaf on U ⊆ X (where X is as above) such
that X − U is codimension two. Let us denote by i : U → X the inclusion. Then i∗F is a
reflexive sheaf on X.
A.2. Divisors. Let X be a normal variety of finite type over a field. By aWeil divisor on X, we
mean a formal sum of integral codimension 1 subschemes (prime divisors). Recall that a divisor
D is called effective if the coefficients of D are nonnegative. Just like in the regular case, each
prime divisor D corresponds to some discrete valuation vD of the fraction field of X (although
the reverse direction is not true).
Definition A.2.1. Choose f ∈ K (X), f 6= 0. We define the principal divisor div(f) as in
the regular case: div(f) = ΣivDi(f)Di. Likewise, we say that two Weil divisors D1 and D2 are
linearly equivalent, if D1 −D2 is principal.
Definition A.2.2. Given a divisor D, we define OX(D) be the sheaf associated to the following
rule:
Γ(V,OX (D)) = {f ∈ K (X) | div(f)|V +D|V ≥ 0}
A divisor D is called Cartier if OX(D) is an invertible sheaf. It is called Q-Cartier if nD is
Cartier for some n > 0.
Note that D is effective if and only if OX(D) ⊇ OX .
Proposition A.2.3. Suppose that D is a prime divisor, then OX(−D) = ID, the ideal sheaf
defining D. Furthermore, if D is any divisor, then OX(D) is reflexive.
Proof. We first show the equality. The object defined above is clearly a sheaf. We will prove the
equality of the sheaves in the setting where U is affine. Then Γ(U,OX (D)) is just the functions
in OX which vanish to order at least 1 along D, in other words the ideal of D.
We now want to show that this sheaf is reflexive (or equivalently, that it is S2). First notice
that clearly if U is the regular locus of X, then Γ(V ∩ U,OX(D)) ∼= Γ(V,OX(D)) for any open
set V . This is because V ∩ U = U\{non-regular locus}, the non-regular locus is codimension
2, and the sections of OX(D) obviously do not change when removing a codimension 2 subset.
This implies that the natural map OX(D)→ i∗OX(D)|U is an isomorphism, but then we notice
that OX(D)|U is reflexive (since it is invertible) and thus, by corollary Corollary A.1.8, OX(D)
is also reflexive. 
We now list some basic properties of rank-1 reflexive sheaves which completely link their
behavior to divisors.
Proposition A.2.4. Suppose that X is a normal variety. Then:
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(a) If X is regular, then every reflexive rank-1 sheaf F on X is invertible. [Har80, Proposi-
tion 1.9]
(b) Every rank one reflexive sheaf F on a normal scheme X embeds as a subsheaf of K (X).
(c) Any reflexive rank 1 subsheaf of K (X) is OX(D) for some (uniquely determined) divisor
D.
Proof. Left to the reader in Exercise A.4. 
The addition operations for divisors translates into the tensor of the associated sheaves, up
to reflexification.
Proposition A.2.5. Suppose that X is a normal variety and D and E are divisors on X. Then
(a) If E is Cartier, then OX(D)⊗OX(E) ∼= OX(D +E)
(b) In general, OX(D + E) ∼= (OX(D)⊗OX(E))
∨∨
(c) OX(−D) = H omOX (OX(D),OX ) = OX(−D)
∨
Proof. Left to the reader, see Exercise A.5 
Finally, we mention a result relating sections and linearly equivalent divisors, which will be
a key part of this paper.
Theorem A.2.6. Suppose that X is a normal variety and D is a Weil divisor on X. Then
there is a bijection between the following two sets{
Effective divisors E
linearly equivalent to D
}
←→
{
Nonzero sections γ ∈ H0(X,OX (D))
modulo equivalence
}
where we define γ and γ′ in H0(X,OX (D)) to be equivalent if there exists a unit u ∈ H
0(X,OX )
such that uγ = γ′.
Proof. Set M = OX(D). The choice γ induces an embedding iγ : M →֒ K (X) which sends γ
to 1. Thus γ induces a divisor via Proposition A.2.4. It follows from the same argument that γ
and γ′ induce the same divisor if and only if iγ and iγ′ have the same image in K (X). But this
happens if and only if γ and γ′ are unit multiplies of one another. 
A.3. Exercises.
Exercise A.1. Show that 〈x, z〉 ∈ k[x, y, z]/〈xy−z2〉 corresponds to a reflexive ideal sheaf after
taking Spec.
Exercise A.2. Which of the following k[x, y] = R-modules are reflexive? If a module is not
reflexive, compute its double dual M∨∨.
(a) The ideal 〈x〉.
(b) The ideal 〈x, y〉.
(c) The module R/〈x, y〉.
(d) The module R/〈x〉.
(e) The ideal 〈x2, xy〉 = 〈x, y〉2 ∩ 〈y〉.
Exercise A.3. Suppose that π : Y −→ X is a finite dominant map of normal varieties and F
is a coherent sheaf on Y . Then F is reflexive on Y if and only if π∗F is reflexive on X.
Hint: Use the fact that you can check whether a sheaf is reflexive by checking whether it is
S2. Then use the criterion for checking depth via local cohomology.
Exercise A.4. Prove Proposition A.2.4.
Exercise A.5. Prove Proposition A.2.5.
p−1-LINEAR MAPS IN ALGEBRA AND GEOMETRY 59
References
[A`MBZ12] J. A`lvarez Montaner, A. Boix, and S. Zarzuela: Frobenius and Cartier algebras of Stanley-
Reisner rings, J. Algebra 358 (2012), no. 15, 162–177.
[And00] G. W. Anderson: An elementary approach to L-functions mod p, J. Number Theory 80 (2000),
no. 2, 291–303.
[Bli08] M. Blickle: Minimal γ–sheaves, Algebra and Number Theory 2 (2008), no. 3, 347–368.
[Bli09] M. Blickle: Test ideals via algebras of p−e-liner maps, arXiv:0912.2255, to appear in J. Algebraic
Geom.
[BB11] M. Blickle and G. Bo¨ckle: Cartier modules: finiteness results, J. Reine Angew. Math. 661 (2011),
85–123. 2863904
[BB06] M. Blickle and G. Bo¨ckle: Cartier Crystals, manuscript in preparation, started 2006.
[BMS08] M. Blickle, M. Mustat¸a˘, and K. Smith: Discreteness and rationality of F-thresholds, Michigan
Math. J. 57 (2008), 43–61.
[BMS09] M. Blickle, M. Mustat¸a˘, and K. E. Smith: F -thresholds of hypersurfaces, Trans. Amer. Math.
Soc. 361 (2009), no. 12, 6549–6565. 2538604 (2011a:13006)
[BSTZ10] M. Blickle, K. Schwede, S. Takagi, and W. Zhang: Discreteness and rationality of F -jumping
numbers on singular varieties, Math. Ann. 347 (2010), no. 4, 917–949. 2658149
[BP09] G. Bo¨ckle and R. Pink: Cohomological Theory of crystals over function fields, European Mathe-
matical Society, Zu¨rich, 2009, Tracts in Mathematics.
[BK05] M. Brion and S. Kumar: Frobenius splitting methods in geometry and representation theory, Progress
in Mathematics, vol. 231, Birkha¨user Boston Inc., Boston, MA, 2005. MR2107324 (2005k:14104)
[BH93] W. Bruns and J. Herzog: Cohen-Macaulay rings, Cambridge Studies in Advanced Mathematics,
vol. 39, Cambridge University Press, Cambridge, 1993. MR1251956 (95h:13020)
[Car57] P. Cartier: Une nouvelle ope´ration sur les formes diffe´rentielles, C. R. Acad. Sci. Paris 244 (1957),
426–428. 0084497 (18,870b)
[Con00] B. Conrad: Grothendieck duality and base change, Lecture Notes in Mathematics, vol. 1750, Springer-
Verlag, Berlin, 2000. MR1804902 (2002d:14025)
[dS97] B. de Smit: The different and differentials of local fields with imperfect residue fields, Proc. Edinburgh
Math. Soc. (2) 40 (1997), no. 2, 353–365. MR1454030 (98d:11148)
[DI87] P. Deligne and L. Illusie: Relvements modulo $pˆ2$ et dcomposition du complexe de de rham,
Inventiones Mathematica 89 (1987), 247–270.
[EK04] M. Emerton and M. Kisin: Riemann–Hilbert correspondence for unit F-crystals, Aste´risque 293
(2004), vi+257 pp.
[EH08] F. Enescu and M. Hochster: The Frobenius structure of local cohomology, Algebra Number Theory
2 (2008), no. 7, 721–754. MR2460693 (2009i:13009)
[EV92] H. Esnault and E. Viehweg: Lectures on vanishing theorems, DMV Seminar, vol. 20, Birkha¨user
Verlag, Basel, 1992. MR1193913 (94a:14017)
[Fed83] R. Fedder: F -purity and rational singularity, Trans. Amer. Math. Soc. 278 (1983), no. 2, 461–480.
MR701505 (84h:13031)
[Fuj83] T. Fujita: Vanishing theorems for semipositive line bundles, Algebraic geometry (Tokyo/Kyoto,
1982), Lecture Notes in Math., vol. 1016, Springer, Berlin, 1983, pp. 519–528. 726440 (85g:14023)
[Gab04] O. Gabber: Notes on some t-structures, Geometric aspects of Dwork theory. Vol. I, II, Walter de
Gruyter GmbH & Co. KG, Berlin, 2004, pp. 711–734.
[Gab62] P. Gabriel: Des cate´gories abe´liennes, Bull. Soc. Math. France 90 (1962), 323–448. 0232821 (38
#1144)
[Hab80] W. J. Haboush: A short proof of the Kempf vanishing theorem, Invent. Math. 56 (1980), no. 2,
109–112. 558862 (81g:14008)
[Hac12] C. D. Hacon: On log canonical inversion of adjunction, arXiv:1202.0491, to appear in the PEMS,
volume in honour of V. Shokurov.
[Har05] N. Hara: A characteristic p analog of multiplier ideals and applications, Comm. Algebra 33 (2005),
no. 10, 3375–3388. MR2175438 (2006f:13006)
[Har06] N. Hara: F-pure thresholds and F-jumping exponents in dimension two, Math. Res. Lett. 13 (2006),
no. 5-6, 747–760, With an appendix by Paul Monsky. MR2280772
[HT04] N. Hara and S. Takagi: On a generalization of test ideals, Nagoya Math. J. 175 (2004), 59–74.
MR2085311 (2005g:13009)
[HW02] N. Hara and K.-I. Watanabe: F-regular and F-pure rings vs. log terminal and log canonical singu-
larities, J. Algebraic Geom. 11 (2002), no. 2, 363–392. MR1874118 (2002k:13009)
60 MANUEL BLICKLE AND KARL SCHWEDE
[HY03] N. Hara and K.-I. Yoshida: A generalization of tight closure and multiplier ideals, Trans. Amer.
Math. Soc. 355 (2003), no. 8, 3143–3174 (electronic). MR1974679 (2004i:13003)
[Har66a] R. Hartshorne: A property of A-sequences, Bull. Soc. Math. France 94 (1966), 61–65. 0209279 (35
#181)
[Har66b] R. Hartshorne: Residues and duality, Lecture notes of a seminar on the work of A. Grothendieck,
given at Harvard 1963/64. With an appendix by P. Deligne. Lecture Notes in Mathematics, No. 20,
Springer-Verlag, Berlin, 1966. MR0222093 (36 #5145)
[Har67] R. Hartshorne: Local cohomology, A seminar given by A. Grothendieck, Harvard University, Fall,
vol. 1961, Springer-Verlag, Berlin, 1967. MR0224620 (37 #219)
[Har77] R. Hartshorne: Algebraic geometry, Springer-Verlag, New York, 1977, Graduate Texts in Mathe-
matics, No. 52. MR0463157 (57 #3116)
[Har80] R. Hartshorne: Stable reflexive sheaves, Math. Ann. 254 (1980), no. 2, 121–176. 597077 (82b:14011)
[Har94] R. Hartshorne:Generalized divisors on Gorenstein schemes, Proceedings of Conference on Algebraic
Geometry and Ring Theory in honor of Michael Artin, Part III (Antwerp, 1992), vol. 8, 1994, pp. 287–
339. MR1291023 (95k:14008)
[HS77] R. Hartshorne and R. Speiser: Local cohomological dimension in characteristic p, Ann. of Math.
(2) 105 (1977), no. 1, 45–79. MR0441962 (56 #353)
[Hoc07a] M. Hochster: Foundations of tight closure theory, lecture notes from a course taught on the Univer-
sity of Michigan Fall 2007 (2007).
[Hoc07b] M. Hochster: Some finiteness properties of Lyubeznik’s F -modules, Algebra, geometry and their
interactions, Contemp. Math., vol. 448, Amer. Math. Soc., Providence, RI, 2007, pp. 119–127. 2389238
(2009c:13010)
[HH90] M. Hochster and C. Huneke: Tight closure, invariant theory, and the Brianc¸on-Skoda theorem, J.
Amer. Math. Soc. 3 (1990), no. 1, 31–116. MR1017784 (91g:13010)
[HR76] M. Hochster and J. L. Roberts: The purity of the Frobenius and local cohomology, Advances in
Math. 21 (1976), no. 2, 117–172. MR0417172 (54 #5230)
[Hun96] C. Huneke: Tight closure and its applications, CBMS Regional Conference Series in Mathematics,
vol. 88, Published for the Conference Board of the Mathematical Sciences, Washington, DC, 1996,
With an appendix by Melvin Hochster. MR1377268 (96m:13001)
[HS06] C. Huneke and I. Swanson: Integral closure of ideals, rings, and modules, London Mathemati-
cal Society Lecture Note Series, vol. 336, Cambridge University Press, Cambridge, 2006. MR2266432
(2008m:13013)
[Kat70] N. M. Katz: Nilpotent connections and the monodromy theorem: Applications of a result of Turrittin,
Inst. Hautes E´tudes Sci. Publ. Math. (1970), no. 39, 175–232. 0291177 (45 #271)
[KLZ09] M. Katzman, G. Lyubeznik, and W. Zhang: On the discreteness and rationality of F -jumping
coefficients, J. Algebra 322 (2009), no. 9, 3238–3247. 2567418 (2011c:13005)
[Kaw07] M. Kawakita: Inversion of adjunction on log canonicity, Invent. Math. 167 (2007), no. 1, 129–133.
MR2264806 (2008a:14025)
[Kaw82] Y. Kawamata: A generalization of Kodaira-Ramanujam’s vanishing theorem, Math. Ann. 261 (1982),
no. 1, 43–46. MR675204 (84i:14022)
[Kaw98] Y. Kawamata: Subadjunction of log canonical divisors. II, Amer. J. Math. 120 (1998), no. 5, 893–899.
MR1646046 (2000d:14020)
[Kee08] D. S. Keeler: Fujita’s conjecture and Frobenius amplitude, Amer. J. Math. 130 (2008), no. 5, 1327–
1336. 2450210 (2009i:14006)
[Kc92] J. Kolla´r and 14 coauthors: Flips and abundance for algebraic threefolds, Socie´te´ Mathe´matique
de France, Paris, 1992, Papers from the Second Summer Seminar on Algebraic Geometry held at
the University of Utah, Salt Lake City, Utah, August 1991, Aste´risque No. 211 (1992). MR1225842
(94f:14013)
[KM98] J. Kolla´r and S. Mori: Birational geometry of algebraic varieties, Cambridge Tracts in Mathemat-
ics, vol. 134, Cambridge University Press, Cambridge, 1998, With the collaboration of C. H. Clemens
and A. Corti, Translated from the 1998 Japanese original. MR1658959 (2000b:14018)
[KM09] S. Kumar and V. B. Mehta: Finiteness of the number of compatibly split subvarieties, Int. Math.
Res. Not. IMRN (2009), no. 19, 3595–3597. 2539185 (2010j:13012)
[Kun69] E. Kunz: Characterizations of regular local rings for characteristic p, Amer. J. Math. 91 (1969),
772–784. MR0252389 (40 #5609)
[Kun86] E. Kunz: Ka¨hler differentials, Advanced Lectures in Mathematics, Friedr. Vieweg & Sohn, Braun-
schweig, 1986. MR864975 (88e:14025)
[Laz04a] R. Lazarsfeld: Positivity in algebraic geometry. I, Ergebnisse der Mathematik und ihrer Grenzge-
biete. 3. Folge. A Series of Modern Surveys in Mathematics [Results in Mathematics and Related
p−1-LINEAR MAPS IN ALGEBRA AND GEOMETRY 61
Areas. 3rd Series. A Series of Modern Surveys in Mathematics], vol. 48, Springer-Verlag, Berlin, 2004,
Classical setting: line bundles and linear series. MR2095471 (2005k:14001a)
[Laz04b] R. Lazarsfeld: Positivity in algebraic geometry. II, Ergebnisse der Mathematik und ihrer Grenzge-
biete. 3. Folge. A Series of Modern Surveys in Mathematics [Results in Mathematics and Related
Areas. 3rd Series. A Series of Modern Surveys in Mathematics], vol. 49, Springer-Verlag, Berlin, 2004,
Positivity for vector bundles, and multiplier ideals. MR2095472 (2005k:14001b)
[Lec64] C. Lech: Inequalities related to certain couples of local rings, Acta Math. 112 (1964), 69–89. 0161876
(28 #5080)
[Lip06] J. Lipman: Notes on derived categories and derived functors, A preprint of a manuscript, 2006.
[Lyu97] G. Lyubeznik: F -modules: applications to local cohomology and D-modules in characteristic p > 0,
J. Reine Angew. Math. 491 (1997), 65–130. MR1476089 (99c:13005)
[LS99] G. Lyubeznik and K. E. Smith: Strong and weak F -regularity are equivalent for graded rings, Amer.
J. Math. 121 (1999), no. 6, 1279–1290. MR1719806 (2000m:13006)
[LS01] G. Lyubeznik and K. E. Smith: On the commutation of the test ideal with localization and comple-
tion, Trans. Amer. Math. Soc. 353 (2001), no. 8, 3149–3180 (electronic). MR1828602 (2002f:13010)
[Ma12] L. Ma: Finiteness property of local cohomology for F -pure local rings, arXiv:1204.1539 (2012).
[MR10] J. Majadas and A. G. Rodicio: Smoothness, regularity and complete intersection, London Mathe-
matical Society Lecture Note Series, vol. 373, Cambridge University Press, Cambridge, 2010. 2640631
(2011m:13028)
[Mat80] H. Matsumura: Commutative algebra, second ed., Mathematics Lecture Note Series, vol. 56, Ben-
jamin/Cummings Publishing Co., Inc., Reading, Mass., 1980. MR575344 (82i:13003)
[Mat89] H. Matsumura: Commutative ring theory, second ed., Cambridge Studies in Advanced Mathematics,
vol. 8, Cambridge University Press, Cambridge, 1989, Translated from the Japanese by M. Reid.
MR1011461 (90i:13001)
[MR85] V. B. Mehta and A. Ramanathan: Frobenius splitting and cohomology vanishing for Schubert
varieties, Ann. of Math. (2) 122 (1985), no. 1, 27–40. MR799251 (86k:14038)
[Miy91] J.-I. Miyachi: Localization of triangulated categories and derived categories, J. Algebra 141 (1991),
no. 2, 463–483. 1125707 (93b:18016)
[Mor53] M. Moriya: Theorie der Derivationen und Ko¨rperdifferenten, Math. J. Okayama Univ. 2 (1953),
111–148. MR0054643 (14,952f)
[MTW05] M. Mustat¸aˇ, S. Takagi, and K.-i. Watanabe: F-thresholds and Bernstein-Sato polynomials, Euro-
pean Congress of Mathematics, Eur. Math. Soc., Zu¨rich, 2005, pp. 341–364. MR2185754 (2007b:13010)
[PS73] C. Peskine and L. Szpiro: Dimension projective finie et cohomologie locale. Applications a` la
de´monstration de conjectures de M. Auslander, H. Bass et A. Grothendieck, Inst. Hautes E´tudes
Sci. Publ. Math. (1973), no. 42, 47–119. MR0374130 (51 #10330)
[RR85] S. Ramanan and A. Ramanathan: Projective normality of flag varieties and Schubert varieties,
Invent. Math. 79 (1985), no. 2, 217–224. MR778124 (86j:14051)
[SS75] G. Scheja and U. Storch: U¨ber Spurfunktionen bei vollsta¨ndigen Durchschnitten, J. Reine Angew.
Math. 278/279 (1975), 174–190. MR0393056 (52 #13867)
[Sch09] K. Schwede: F -adjunction, Algebra Number Theory 3 (2009), no. 8, 907–950.
[Sch10] K. Schwede: Centers of F -purity, Math. Z. 265 (2010), no. 3, 687–714. 2644316
[Sch11a] K. Schwede: A canonical linear system associated to adjoint divisors in characteristic p > 0,
arXiv:1107.3833.
[Sch11b] K. Schwede: Test ideals in non-Q-Gorenstein rings, Trans. Amer. Math. Soc. 363 (2011), no. 11,
5925–5941. 2817415 (2012c:13011)
[SS10] K. Schwede and K. E. Smith: Globally F -regular and log Fano varieties, Adv. Math. 224 (2010),
no. 3, 863–894. 2628797 (2011e:14076)
[ST08] K. Schwede and S. Takagi: Rational singularities associated to pairs, Michigan Math. J. 57 (2008),
625–658.
[ST10a] K. Schwede and K. Tucker: On the behavior of test ideals under finite morphisms, arXiv:1003.4333,
to appear in J. Algebraic Geom.
[ST10b] K. Schwede and K. Tucker: On the number of compatibly Frobenius split subvarieties, prime F -
ideals, and log canonical centers, Ann. Inst. Fourier (Grenoble) 60 (2010), no. 5, 1515–1531. 2766221
(2012d:13007)
[STZ12] K. Schwede, K. Tucker, and W. Zhang: Test ideals via a single alteration and discreteness and
rationality of f-jumping numbers, Math. Res. Lett. 19 (2012), no. 01, 191–197.
[Sha06] R. Y. Sharp: Tight closure test exponents for certain parameter ideals, Michigan Math. J. 54 (2006),
no. 2, 307–317. 2252761 (2007e:13008)
62 MANUEL BLICKLE AND KARL SCHWEDE
[Sha07a] R. Y. Sharp: Graded annihilators of modules over the Frobenius skew polynomial ring, and tight
closure, Trans. Amer. Math. Soc. 359 (2007), no. 9, 4237–4258 (electronic). MR2309183 (2008b:13006)
[Sha07b] R. Y. Sharp: On the Hartshorne-Speiser-Lyubeznik theorem about Artinian modules with a Frobenius
action, Proc. Amer. Math. Soc. 135 (2007), no. 3, 665–670 (electronic). 2262861 (2007f:13008)
[SY11] R. Y. Sharp and Y. Yoshino: Right and left modules over the Frobenius skew polynomial ring in the
F -finite case, Math. Proc. Cambridge Philos. Soc. 150 (2011), no. 3, 419–438. 2784768 (2012e:13009)
[Sho92] V. V. Shokurov: Three-dimensional log perestroikas, Izv. Ross. Akad. Nauk Ser. Mat. 56 (1992),
no. 1, 105–203. MR1162635 (93j:14012)
[Sil09] J. H. Silverman: The arithmetic of elliptic curves, second ed., Graduate Texts in Mathematics, vol.
106, Springer, Dordrecht, 2009. 2514094 (2010i:11005)
[Smi97] K. E. Smith: Fujita’s freeness conjecture in terms of local cohomology, J. Algebraic Geom. 6 (1997),
no. 3, 417–429. MR1487221 (98m:14002)
[Smi00] K. E. Smith: Globally F-regular varieties: applications to vanishing theorems for quotients of Fano
varieties, Michigan Math. J. 48 (2000), 553–572, Dedicated to William Fulton on the occasion of his
60th birthday. MR1786505 (2001k:13007)
[Tak04] S. Takagi: An interpretation of multiplier ideals via tight closure, J. Algebraic Geom. 13 (2004),
no. 2, 393–415. MR2047704 (2005c:13002)
[TT08] S. Takagi and R. Takahashi: D-modules over rings with finite F -representation type, Math. Res.
Lett. 15 (2008), no. 3, 563–581. MR2407232 (2009e:13003)
[TW04] S. Takagi and K.-i. Watanabe: On F-pure thresholds, J. Algebra 282 (2004), no. 1, 278–297.
MR2097584 (2006a:13010)
[Tat68] J. Tate: Residues of differentials on curves, Ann. Sci. E´cole Norm. Sup. (4) 1 (1968), 149–159. 0227171
(37 #2756)
[Vie82] E. Viehweg: Vanishing theorems, J. Reine Angew. Math. 335 (1982), 1–8. MR667459 (83m:14011)
[Vit11] M. A. Vitulli: Weak normality and seminormality, Commutative algebra—Noetherian and non-
Noetherian perspectives, Springer, New York, 2011, pp. 441–480. 2762521 (2012d:13040)
[Yan85] H. Yanagihara: On an intrinsic definition of weakly normal rings, Kobe J. Math. 2 (1985), no. 1,
89–98. MR811809 (87d:13007)
Institut fu¨r Mathematik, Johannes Gutenberg-Universita¨t Mainz, 55099 Mainz, Germany
E-mail address: blicklem@uni-mainz.de
Department of Mathematics, The Pennsylvania State University, University Park, PA, 16802,
USA
E-mail address: schwede@math.psu.edu
