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ABSTRACT 
The one variable black box interpolation problem is solved for the case of a 
general linear operator on a vector space over a closed field. 0 Elseuier Science Inc., 
1996 
1. INTRODUCTION 
The recouping problem is the problem of finding a function f : 9 + IF in 
some vector space ‘SY over [F, given a finite set of scalars 0 in the field IF. For 
this problem to be meaningful one must assume some kind of relationship 
between f and the scalars, i.e. the latter have to be some kind of output 
values. For example, the scalars could be images of linear functionals, which 
includes such problems as the moment problem, as well as classical Lagrange 
interpolation, where the functionals are evaluation maps. In the latter, a set of 
ordered pairs {( xj, yj>>j, o is given, and a polynomial f : _f2r + [F of pre- 
scribed degree needs to be constructed such that fCxj> = yj for all j in some 
index set 0, with xj E_G@ and yj E 0 G [F. Other examples are 
(1) ~2 = F = Iw and f(a) = ak exp(ha); 
(2) L3 = [w” and f(a) = fTa for some fixed column vector f = 
[fi ,..., fnlT, a E R” 
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Usually additional restrictions are placed on the type of interpolation function 
f that is to be used, as well as its degree, if applicable. Indeed it may be 
required to be a rational function or a polynomial, or may even have more 
than one variable. In these problems, the value of the function f is specified 
at certain points in the domain ~2 which we call nooks. 
On the other hand, if the scalars in 0 are made up of evaluations off and 
some of its derivatives at one or more nodes in ~3, we have Hermite 
interpolation. More generally, the scalars may be the evaluations of the 
“derivatives” A’f off at some set of nodes in 9 and for certain values of i. 
Here A is a given (i.e. a totally known) linear operator on V, which acts as a 
“medium” or “go-between” and takes the place of the differentiation opera- 
tor in Hermite interpolation. 
In black box interpolation one assumes that for all i = 0, 1, . . . and for 
any input value b ~9, we are given the output values &f(b). Traditionally 
this is restated by saying that if we input the “node” aj, aj ELM, and the 
exponent i into a black box, which contains the function f and the linear 
operator A, we obtain the output Aif( 
DIAGRAM 1. 
Input Black box output 
A 
a, + 
n f 
4f(Uj) 
The purpose of this paper is to show that actually the black box data is 
much more than is needed, and that to reconstruct the function f one needs 
at most the following rectangular array of values: 
fh> Af(a1) ... --* ielf ( al) 
f(u2) Af(.,) --- *** *** Adz-lf (a,) 
In other words, we only need to know 
{"if('j)} for j = 1,. . . , 5 and i = 1,. . . , dj - 1 (1.1) 
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for suitable 5 and dj, provided certain boundary determinants do not vanish. 
In [6], we solved the above problem for the special case where A, suitably 
restricted, is a nonderogatory linear operator, that is, has a cyclic vector. In 
this paper, we shall continue this investigation of the black box interpolation 
problem, and address the corresponding problem, where the restriction is 
derogatory yet the field IF is algebraically closed. 
Let V(E) be a vector space of (not necessarily all) functions from 9 into 
[F, and suppose A: Zr-+ T is a linear operator on 7. Generally Y may be 
infinite dimensional, but we assume IF to be algebraically closed. Further, let 
G be a finite dimensional A-invariant subspace of Y, and suppose A = Ale 
is the restriction of A to G, which necessarily must have a minimal polyno- 
mial n(h), say of the form 
with m, + ... +m, = m. (1.1) 
By the primary decomposition theorem, it follows that 
G= &G,, (1.2) 
k=l 
where G, = N[(A - h, I)“L] has dimension nk. Clearly mk < nk and dim G 
= 72, + ... +TI,~. Thus we may conclude that 
k=l 
(1.3) 
for some fk E G,. As was done in [6], we shall replace A by A in what 
follows, so that we essentially have a matrix problem to deal with. 
In general, A can be derogatory, in which case the key concept needed is 
that of the invariant factors of A. Suppose that the list of invariant factors of 
A is given by La(A) = ( I,!I~, I&, . . . , rcI,>, where I,!Q( A) = n(A) is the minimal 
polynomial of A, I,!J~+ II I)~, and r is the rank of AI - A, i.e., the size of the 
largest minor that is not identically zero. In factored form we assume 
+l = (A - a)pll( A - p)‘” *-- (A - 0”” with a$, = g,, 
+Z = (A _ (y)Pz’(A - p)p2p ..*(A - <)“” with a& = gz, 
,,+ = (A - cy)pL1( A - p)“” ... (A - l)“’ with EJ~CI, = gi. 
+r = (A _ a)pr’(A - p)“” *** (A - l)pr” with alCI, = g,, 
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where CY = hi, p = A,, . . . , 5 = A,, pij > pi + 1, i are the Segre characteris- 
tics of A, and g, + 0-e +g, = n. 
Our aim will be to extend the following key result of [6]: 
LEMMA 0. Suppose A is a nonderogatory operator on a finite dimen- 
sional function space G, with minimal polynomial q(A) of degree m. Suppose 
further that f : ~3 + F is a vector in G and that a is a node in 9. Zf the 
eigenvectors of A do not vanish at the node a ~9, then the system of 
equations Aif = 0, i = 1,. . . , m, has only the trivial solution f = 0. 
It should be remarked that since the minimal polynomial @(A) of f must 
divide q(h), we may replace m in the above by d$,,. 
If A is nonderogatory on G, it only has one invariant factor @i(h), and 
thus the boundary conditions {Hf(aj) = 0} only apply at one node aI. To 
solve the interpolation problem when the operator A is derogatory, this 
lemma needs to be extended to the case where A has more than one invariant 
factor, say (&, &, . . . , I&). Correspondingly it will be necessary to impose 
the boundary conditions {&f(aj> = O} at the nodes aj in the domain ~3 off 
and assume that the output values Aif are given. This is done in the 
following theorem, in which A, M, F, and G = N[q(A)] are as above. 
THEOREM 1.1. Suppose the following hold: 
(i) A is a linear operator on a finite dimensional vector space G. 
(ii) A has a minimal polynomial v(A). 
(iii) A has invariant factors AA) = (+i, +s, . . . , &) with JlCI, = gi. 
(iii) f : ~2 + F is a function in G. 
(iv) {a,, . . . , as} ~9 is a set of distinct nodes. 
Consider the system of equations 
&f(aj) = 0, i=l,..., dj, j=l,..., 5. 
(1) Zf 5 < r, then this system admits a nontrivial solution for any choice 
of the order of the derivatives, dj - 1. 
(2) Zf .$ = r and dj = gj, then the system only has the trivial solution 
f = 0 provided certain boundary determinants involving the generalized 
eigenvectors of A do not vanish at the nodes Ial, . . . , a,). 
We immediately obtain the following crucial corollary to the above 
theorem, which is exactly analogous to the differential equation case. 
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COROLLARY 1.1. If A, 77, f, and aj are defined as in Theorem 1.1, and 
5 = r and d, = gj, then the nonhomogeneous system 
A’f( a,) = bj’), i=l d >..e, I, j=l 1*.., 5, 
hay a unique solution, provided the boundary determinants cl0 not vanish at 
the nodes a,. 
Again we remark that I)~ must divide 77, and that the gj in the above can 
actually be replaced by the corresponding exponent in r,$. 
It will be shown in Section 4 that the solution can in fact be obtained in 
the matrix form 
f(A) = Q( h)S-‘b. 
where b = [b,“)] and Q and S are suitable matrices. 
Since the consequences of Theorem 1.1 and Corollary 1.1 are much more 
important than their proofs, we defer the latter to a later section. 
REMARKS. 
(i) In [6] it was shown that if ,& = /JIG is nonderogatory for every 
A-invariant subspace G and the eigenvectors of A do not vanish at the node 
a, ELM, then f can be recovered uniquely, given only the 2m scalars 
{A’fCa,); i = 0,. . . , 2m - l}. This is different from the usual “differential 
equation type” question, in that the polynomial r&h) is unknown. It is even 
possible to recover the degree of the minimal polynomial, as was shown in [I]. 
(ii> The boundary determinants BDij’, j = 1,. . . , s, i = 1,. . . , p, j, de- 
pend on the elementary divisors and will be addressed in Section 4. 
(iii) Other possible matchups of the degrees gj of the invariant factors 
and the orders dj of differentiation are possible, but will not be addressed 
here. 
(iv) In the black box interpolation problem we know neither n(h) nor 
G = N[&!)], and hence we do not know A or its invariant factors. In 
particular, from the set of degrees (gi,. . . , gr) only gi = dedv) = m is 
known. Consequently it will be necessary to use the larger output set 
{A’f(aj). i = 0,. . . ,2m - 1, j = 1,. . . , r} to obtain the interpolating func- 
tion. 
Let us close this section by giving a complete summary of this paper. In 
Section 2, we discuss the applications of the above theorems, and we outline 
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the solution of the black box interpolation problem in Section 3. In Section 4, 
we describe the bounday determinants in terms of which the uniqueness of 
the solution to the interpolation problem can be characterized. We introduce 
some more notation in Section 5 and start with the proof of Theorem 1.1. In 
order to prove this theorem, a crucial step is to factor the cyclic chain matrix 
S, described in Section 5, as S = fiT. This factorization is accomplished in 
Section 6. In Section 7, we immediately dispose of the first part of Theorem 
1.1 using this factorization. 
We digress in Section 8 to describe special block Toeplitz matrices. It is 
shown that the set of rows of such a matrix T can be partitioned into two sets 
f and 2, where Y? is a symmetrical partitioned block Toeplitz matrix. Thz 
“boundary determinants” arise naturally when permutation matrices act on T. 
As a consequence, it will be seen that T is nonsingular if and only if the 
boundary determinants are nonzero. 
Section 9 is somewhat more t:chnical. We show that the rows in ? can be 
zeroed out by using the rows of T and elementary row operations which only 
sweep downwards. In Section 10, we show that the matrix T of S = flT is a 
block Toeplitz matrix as described in Section 9. Thus S = fiR_lRI?, where 
R contains a sequence of elementary operations which sweep downwards. 
Hence R-’ contains column operations which sweep from right to left on KI. 
Consequently, it will be seen that S = 8f, where fi can be made invertible. 
2. LINEAR INDEPENDENCE OF SOLUTIONS 
Let us being by giving some important consequences of the theorems 
stated in the previous section. After that, we outline the solution to the black 
box interpolation problem. 
Using Theorem 1.1 and Corollary 1.1, we can develop conditions for a 
given set of functions {f,, fi, . . . , fm}, fi : SB + F, to be independent on a 
domain g;, analogous to Lemma 3 in [6] and to the general theory of 
differential equations. 
Assume that each of the fi possesses an annihilating polynomial, say of 
degree di, and let G be the smallest A-invariant vector space containing each 
of the A, i.e., G = Zf, + Z,-s + *** +Zr , where Zr is the cyclic subspace 
generated by f. Clearly this is finite dimensional. Again let A = Ale with 
minimal polynomial n(h), and suppose that the invariant factors of A are 
(*I,. . . , I,!JJ with +!I~ = 77 and &+!Q = g,. We define the matrix H, by 
f&(X) = [H,Jfl(41~ H,Jf2(X)l~...~ H,Jfmwl]~ 
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where H,k[fi(x)] is defined by 
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f(x) 
“d[fWl = 
*f(x) 1 : Wf( X) I* 
Further suppose X = (x,, x2,. . . , xJ, SC? = (a,, a2,. . . , a,), and let 
H = H(X) = “(x, ,..., xr) = . (2.1) 
The following two lemmas give necessary and sufficient conditions for the 
linear independence of {fi, . . . , fm} on 9. 
LEMMA 2.1. Zf H(X) has full column rank for at least one choice of 
nodes X = A? in the set gr, then { fi, . . . , fm> are linearly independent on 9 
over the field IF. 
Proof. Suppose Cp! rcih = 0. This implies that Cr! rciAJf = 0 for all 
j = 0,l and hence H(x)c = 0, where c = [cr, . . . , c,lT. At X = .d we 
see that ‘H(_w’)c = 0, which on account of the full column rank of H(.LY’) 
forces c = 0. In other words, the {fi} are linearly independent. 
The converse is generally not true and requires the additional fact that the 
fi are solutions to an operator equation. 
LEMMA 2.2. Zf(f,, . . . , f,} are linearly independent (on ~3) over F and 
q<A>f, = 0 for i = 1, . . . , m, then H( X ) has full column rank for every set of 
nodes A = (aI, . . . , a,) in 8’ for which the boundary determinants BDIJ’, 
j=l , . . . , s, i = 1,. . . , plj, are nonzero. 
Proof. Let H(&)c = 0 for some c # 0 and any _Q? ELLS. This implies 
that Aif = 0 for j = 1,. . . , r and i = 0, 1, . . . , g,_,, where f = cIf, 
+ a*- +c,,,fm. Using Theorem 1.1, together with the facts that $A)f = 0 and 
the boundary determinants are nonzero, we conclude that this forces f to 
vanish. This in turn yields ci = 0, since the fj are linearly independent. 
Hence H(d) has full column rank, as desired. 
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3. BLACK BOX INTERPOLATION 
With all the above results at hand, let us now outline the solution of the 
black box interpolation problem for an arbitrary derogatory linear operator A. 
Let f E z/ be an unknown vector as before. Let q(h) = b, + b, A 
*.. +k where 2 = g, = deg v(h) for convenience. Then the set 
;f,wf,...,@‘f] . 1’ 1s mearly independent. Assume the set {gr, g,, . . . , g,}, 
the degree, and the number of invariant factors of A on G = N[$A)] are 
given. Let the set of nodes {a,, ua,. . . , a,} be such that the corresponding 
boundary determinants do not vanish. We have the identity 
%(A)f(Uj> = 0, i=O,l,..., gj-1. (3.1) 
In matrix form, this becomes 
Hj(aj) 
bo 
bl 
Ll I I Af("j) =- A2_f(uj) Agjj(uj) 
where Hj(Uj) = [ Hg,[f(uj)] > Hg,[Af(aJ)] 
plies 
H,(4 b, 
H2(a2) b, 
i : II = H,(‘a,) b,- 1 - 
1 = -hj, (3.2) 
,., H,,[A’-lf(a,)]]. This im- 
hl 
h2 ,I*! . . (3.3) hr 
The matrix H(d) on the left hand side of the above equation has full 
column rank because of Lemma 2.2. In practice, since {g,, . . . , g,.} and r are 
unknown, the matrix H(d) cannot be constructed. However, we may use the 
larger matrix G(M) defined by 
fG4 
G2(a2) 
fqd) = . II , fw,) (3.4) 
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where gj<aj)= [Hgl[f(aj)], H,,[A~(uj)],...,H,,[‘~~‘~(uj)]], i.e., we 
use g, derivatives at each node. By Lemma 2.2 and Theorem 1.1, E?W) has 
full column rank for 5 > r. In other words, r can be computed as the 
smallest number l-for which k(d) has full column rank. In (2.4), we may 
replace H(d) by H(A?) to get 
(3.5) 
where 
'_f('j> 
i;., = Az_f(uj> 
J 
A”&J 
Equation (2.6) can be uniquely solved for the vector b = [6,, 6,, . . . , h,_ 1lT 
(the solution exists because of the assumption about the existence of the 
minimal polynomial off). Thus n(h) has been determined, and G = N[n(A)J 
can be calculated. This in turn, as will be shown in (4.11, allows US to calculate 
the generalized eigenfunctions {&j’} and consequently the Fourier coeffi- 
cients I@}. In other words, f has been uniquely recovered. 
4. BOUNDARY DETERMINANTS 
In this section, we describe the boundary determinants. 
Let the list of invariant factors of A be La(A) = ( I)~, I&, . . . , ICI,) as 
described earlier. Correspondingly let us partition K as K = diad K,, . . . , 
K,), where each Ki contains all the Jordan blocks corresponding to the ith 
invariant factor rcI,. That is, K, = diadlPSl(cu), IP,$ p), . . . , J,%J 5 )> etc. Sup- 
pose that we have the corresponding generalized eigenvector bases Q = 
[pi,. . . , Q,.l where 
Q1 = [%%...JJ,], Qz = [V ,,..., V,],..., Q,. = [W,,...>W,] 
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or more compactly let & ci,j) be the k th eigenvector corresponding to Aj and 
the ith invariant factor I+$, i.e., L$ = [#j’, . . . , $f;“], %) = [#‘:‘“, . . . , 
+@Ij)], and w. = [ g.0 
P2I 1 ,.a.> 
@J)] for j = 1,. . . 
PS 
, s. This gives the following 
table of generalized eigenvectors: 
We first define the conjugate chains of eigenvectors for the operator A, 
analogously to the conversion of Segri: characteristics to Weyr characteristics 
via Ferrer (or Young) diagrams. 
Consider the Al-chains in each of the $i-blocks, i.e., [U,, V,, , . . , W,]. We 
construct the corresponding Ferrer diagram associated with the Segri: charac- 
teristics pi, for the AI-chains: 
where qkl = #{pi, > k), k = 1,. . . , p,,. Clearly 911 = r. Now in the above 
Ferrer diagram we replace each x in the p,,-row by #r), each X in the 
p,,-row by +‘,“, ‘) ,f..> and each X in the prl-row by +(lr*l), giving 
Pll 
P21 
921 
(#)‘,l> 1) 
44% 1) 
931 
my) 
44w 
. . . 
. . . 
. . . 
9p1*- 1, 1 9 P11.1 
+‘,‘> 1) (pp, 1) 
442> 1) 
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For the A, chain we now collect the vectors in each of the 9il columns into 
p,, conjugate chains: Y{‘) = [#*l), 4\‘~“, . . . , +\‘31’], Yil’ = 14:‘~ ‘), . . . , 
f$pq . . . , Yp’fl’ = [#i’, . . . ) $+W “1. Repeating this for each of the A,- 
chains yields a total of p,, + *.. +pl, = m conjugate chains YiCj’, j = 1, 
. . . ) s, i = 1 a..*> Plj? for the operator A. If these coniugate chains are 
evaluated at a prescribed set of 
I 
conjugate boundary determinants: 
nodes A? = {a,, . . . , .[]“we obtain the 
Yi(j) ( ul) 
BD<j’ = : 
Y{(j) (a,) 
j=l >.a-> s, i = l,..., plj. 
EXAMPLE. Suppose A has Jordan chains given by 
Its conjugate chains are [Y{‘), YJ’)Y$l)] = [(u,,, p,, s(,), (u,, po), (u,)], [Yy’, 
Yp’l = [(u,, go, toI, (u,, q,Jl, and [YI(‘), Yi3’l = [(w,, r,>, (w,)l. If we have a 
set of nodes JX’ = {a, b, c}, then the conjugate chains evaluated at the nodes 
yield the boundary determinants BD?: * - 
uo(a) Po(4 so(a) 
I I 
Do(U) 40(a) to(a) 
u,(b) PO(b) so(b) 1 u,(b) 9,,(b) to(b) 
I (1 uo c Pot 
uo(u) POW 
u,(b) PO(b) 
*I so(c) 1 (044 90(c) to(c) ( 
f4d~) 90(a) 
I I 
4 a) to(a) 
%(b) 90(b) ’ we(b) r,(b) 
bo(4 17 lw&) I. 
pd,f(d Sd,(al) 
ffd, f( a2 1 
o= . 1 . ‘d2( ‘2) III = c = SC, W3 Hdj at 1 ‘dt( at > NXn 
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5. SOLUTION PROCEDURE 
Suppose we have selected bases {@) for G,, k = 1, . . . , s and j = 
0 ,...,nk - 1. Then, recalling (1.3) we have 
Consider AQ = QK, where K is any of the n x n canonical forms for 
the matrix representative for A, and Q is the corresponding change of basis 
matrix. Then by (5.1) we may compute f< x > from f( 1~) = Q< x )c. 
Also, 
A”f= Ay(x) = A”Qc = Q(r)K”c for all i = O,l,. . . . (5.2) 
Hence for any d = 1,2,. . . , we have 
Hd[.f(~)j = [ z;j = l,T_jc = S&)c, (5.3) 
where Q(x) = qT is an 1 X n row vector of entries &j)(x). It should be 
noted that the columns in Sd(r)r = [qT, KtqT, . . . , (KTjd- 'qT] generate a 
cyclic subspace, which will be of dimension d, if the minimal polynomial of 
qT = Q( xjT relative to K r has degree d. 
Next, let & = {al, . . . , at) denote a set of distinct nodes, and suppose we 
impose the Boundary Conditions (BC) 
aEf( Uj) = 0 for j=l,..., [and i=O,l,..., dj-1. (5.4) 
We shall refer to the integer dj - 1 as the order of the derivative associated 
with the node aj. These may be written as 
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where S is an N X n cyclic chain matrix, n = CL= i gj, and N = C!= id,. We 
want to investigate when S has full column rank. It now becomes clear that in 
order to give the matrix S full column rank, we must select the data nodes uj 
such that the cyclic subspaces generated by the qT = Q(ujjT relative to KT 
are independent. Needless to say, we want at the same time this selection to 
be as easy as possible. We have several choices for the bases for G,, such as 
cyclic chain bases of Jordan chain bases. We shall use the latter because cyclic 
chain bases are much more difficult to manipulate. 
Our strategy consists of the following steps. First we factor S as S = aI’, 
where T is g, 5 X n and is block Toeplitz. We then find a permutation matrix 
K such that 
fIri- = RzP( KT) = [R”, fi] f ) II 
where ?: is n X n. and is a symmetrically partitioned block Toeplitz matrix, 
which can be made nonsingular. Moreover KI” is upper block diagonal with 
diagonal blocks that are Wronskian matrices, evaluated at zero, for the 
functions { Xjehix/‘!). We th en show that f can be removed via a sequence of 
downward elementary row operations, whose inverses only affect the zero 
subdiagonal blocks in m. That is, 
QT = (nm-l)(RKT) = [ii,?] 
[ I ; &f, 
which is invertible. 
6. FACTORIZATION OF THE CYCLIC CHAIN MATRIX 
Let us now return to the matrix equation (5.3) and consider 
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L I 
Vi(U) 
vlwlpp,( 4 
. . . 
W,(a) 
Now we recall the chain identity [6] 
where J = J,< a) = arZ + N, 
p,< a)),j = (; ) cf-j, i,j=O ,..., n-l, 
and Y = [y,,..., yq_ 1] is any 1 X q row matrix. The last matrix is a q X q 
upper triangular Toeplitz matrix Tq. Applying (6.1) to Sdk(ak>, we get 
s,di,(~),szdzL(P),...,s2s(5);... dk ;s:f(+.., S%S)17 (6.2) 
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where 
and 
(6.3) 
is a pij x pij Toeplitz matrix associated with Qi and Aj. This leads to the 
desired factorization 
s = RT, (6.5) 
where fl is N X (g,S) and T is (gi 5) x n. Indeed, they are given by 
Cl = diag(R,,...,fl,), (6.6) 
where for k = l,..., 5, flk = [O$l<cr>,fi$Z(/3) ,..., f$;$<>l is dk X g,, 
and g, = p,, + 0-e +pl,. For example, see Figure 1. This shows that CI is 
indeed N X (git). The matrix T = [Tij], i = 1,. . . , 5, j = 1,. . . , r, is a 
(gi 5) X n block Toeplitz matrix in which the blocks Tij are g, X g, and are 
block diagonal. That is, 
Tij = diag(Tfj, Tlj, . . . , TFij), (6.7) 
where for k = 1,. . . , s, 
T;j = (6.8) 
is upper Toephtz of size plk X pjk with plk > pjk. 
We stress the important fact that the matrix T is independent of the 
orders of differentiation dj, and that thus far we have not assumed anything 
about the di. 
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00 0 0 
00 * 0 
00 0 0 
00 0 0 
00 0 * 
00 0 0 
00 0 0 
00 0 0 
** o* 0 0 0 0 
00 0 0 
00 0 0 
00 * 0 
00 0 0 
00 0 0 
00 0 * 
00 0 0 
00 0 0 
00 0 0 
** 
o* : : 
00 0 0 
00 0 0 
00 * 0 
00 0 0 
00 0 0 
00 0 * 
00 0 0 
00 0 0 
00 0 0 
Let us illustrate this block structure with the aid of an example. Suppose 
that the invariant factors of A are given by 
$Q = (A - (Y)“(A - #q3(h - +(A - S)” with a& = g, = 11, 
& = (A - cz)“(A - j3)2(A - Y)~(A - 8)’ with a& = g, = 8, 
tc13 = (A - CZ)~(A - P)l(A - y)l with aG3 = g, = 4. 
The structure of the matrix T in this case is given by Figure 1. We shall use 
Figure 1 for illustration again in Section 9. 
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T = 
T;l~llo o T;20120 o Ti30130 
O T2 Oil0 O T2 Ol2O 
o T o 
2 13 
0 o T o 
3 11 O 
o To o o T 
3 12 
~:l~~l~~l~4J i::.i; , i:3;;3;;3 l 
T:lo310 o T;20320 o T;30330 
0 
T2 031° ' '2 '32' 
o T o 
2 33 
cl o T o 
3 31 O 
o T o 
3 32 
o o T 
3 
o o o T 
4 O0 
o T 0 0 0 
4 
FIG 2. 
In terms of the notation developed earlier, the block structure of T would 
be given by Figure 2. 
7. THE RECTANGULAR CASE 
In this section we shall dispose of the first part of Theorem 1.1. It is clear 
from (5.5) that if the matrix S does not have full column rank, then there will 
be a nontrivial solution c to (5.3, and hence a nonzero function f satisfying 
(5.4). 
Consider now S = S1T with R of size N X (g, 5) and T of size (git) X 
n. Suppose first that 5 < I-, i.e., we have fewer nodes than invariant factors, 
and the Toeplitz matrix T has more block rows than block columns. We may 
state 
THEOREM 7.1. Zf 5, the number of nodes, is less than r, the number of 
invariant factors of A, then the matrix S given by (5.5) cannot be made to 
have full column rank for any choice of nodes aj, nor for any choice of the 
or&r of derivatives ti at each node ai. 
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Proof. Assume 5 < r. We may construct the 5 X r matrix [(~:j),,] by 
selecting the (1, 1) entry in each of the blocks Tij, i.e. 
[(T:‘)] = . (7.1) 
5xr 
This matrix will have linearly dependent columns if 5 < r. In this case, 
because of the triagnular form of the Toeplitz blocks, the columns of T are 
also dependent, and hence S cannot have full column rank. Indeed, its nullity 
satisfies 
v(S) > V(T) > V[(T&] > 1. 
This would allow multiple solutions to SC = 0, which we exclude. Hence we 
may conclude that a necessary condition for the N X n matrix S to have 
linearly independent columns is that 5 > r. 
We may restate this result in terms of linear functionals. 
COROLLARY 7. I. Let A be a linear map on an n dimensional space V(5), 
with invariant factors ( &, t+b2, . . . , I)~). Then the n linear functionals hj 
de$ned by h;(x) = @f(a,>, j = 1, . . . , 6 and i = 0, 1, . . . , di - 1, with n = 
d, + ... +d,, are linearly dependent if 5 < r. 
Recalling that S is N X n, it is clear that in order for S to have full 
column rank, we must have N > n and 6 > r. Since we want to minimize the 
number N of boundary conditions and the number 6 of nodes, it suffices to 
focus on the case where 5 = r. In this case n is N X (glr> while T is 
(glr) X n with g,r > n, N = El=,di, and n = Ci=,g,. Before we can do 
this, we first need to examine out special block Toeplitz matrices. 
8. SPECIAL BLOCK TOEPLITZ MATRICES 
Consider the block Toeplitz matrix T = [ qj] in which the blocks Tij are 
g, X gj and are block diagonal. That is, 
Tij = diag( Tij. Tlj, . . . , Tij ) , (8.1) 
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where for k = 1,. . . , s, 
T;j = 1 1 T/ji(ai) 0 (8.2) 
is upper Toeplitz of size plk X pjk with plk > pjk. See, for example, Figure 
2. We shall refer to the entries in T,fj that are not identically zero as 
parameters. We may partition T as 
where each Ti is g, X n and has exactly the same block Toeplitz structure as 
T,. Each T, in turn can be partitioned further as 
T; 
T,= : [I . ’ Tsi 
where 
T; = [0 ,..., O,T;‘,O ,..., 0,TL2,0 ,..I, T&O ,.__, O,T,“O ,..., 0] (8.3) 
is plkXnandismadeupofthekthblockrowinTij,j=1,...,r.Letus 
further split Tk as 
T; = ” 
[ 1 
-i ’ 
Tk 
where !?L is made up of the first pik rows of Tk as determined by Tii, and ?;k 
consists of the last plk - pik rows of theAsame_ matrix._ 
Consider now the block submatrices T = [Ti] and T = [?;I, i = 1,. . . , r, 
k = l,..., s, of T. The rows of these matrices clearly partition the set of rows 
of T. We shall denote T by the pair (f, f>. 
We next observe that 2 is actually square and n X n and is_a symmetri- 
cally partitioned block Toeplitz matrix. That is, the blocks in T are of size 
gi X gj, i,j = 1, . . . . r, and are upper triangular and Toeplitz. 
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Before contimiing let us first examine such a symmetrically partitioned 
Toeplitz matrix T = [Tij], i, j = 1, . . . , r, in which 
Tij = diag(Trj, Tli, . . . , T,“j), (8.4) 
where for k = 1, . . . , s, Tkj is plk X pjk and upper triagnular Toeplitz. We 
may now permute the rows and columns using the pickout-permutation 
matrix P [5], which in succession selects from the larger blocks Tii the first 
column in T:‘, Tf2, . . . , Tf’, followed by the second column in each of these 
matrices until exhausted, followed by the third column in each of these until 
exhausted, etc. When the Tlj blocks have ben exhausted, we move to the first 
columns in T,“, T l2 2 , . . . , Tl’, until exhausted, followed by the second columns 
in these matrices, etc. Lastly we move to the first, second,. . . columns in 
T” 7-12 T,“, until exhausted. This will lead to a block triangdar matrix 
i, ‘vGh&’ ‘diagonal blocks are precisely made up of the (k, k) entries, 
k = 1,2,. . . , in each of the first diagonal blocks in Tij, followed by the (k, k) 
entries, k = 1,2,. , . , in the second blocks in Tij, etc. Thus we obtain the 
matrices 
[(T?),,] > [(T?),,] 7.. . a [(T&l> 
[(T;j)22]2 [(T;i)22]1...> 
[(T&1 > [ ( T;j)33] > .. . > 
until exhausted. 
It is now appropriate to give an immediate application. If we recall the 
relation between the original Jordan chains and the blocks T{i via (6.4) and 
(6.8), then we see that these diagonal blocks are exactly the matrices obtained 
from the conjugate sequences of eigenvectors which we described in 
Section 3. 
Before proceeding, let us return to the example in Figure 1. We note that 
the rows m_arked with arrows on the right side of the matrix in Figure 1 
belong to T Aand can be removed. The signs * and - indicate parameters. 
The matrix T consists of all the rows which are not marked with arrows. It h . 
can be seen that T is square. If we assume that T is invertible, then the rows 
in T’ can be removed using rows in T^ and row operations which sweep 
downwards only. For example, row 15 has one parameter and can be 
removed using row 4. Similarly, row 25 has three parameters and can be 
removed using a linear combination of rows 3, 4, and 14, which lie above 
row 25. 
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Having established that we may make f invertible, let us assume this in 
what follows. 
9. DOWNWARD ROW SWEEPS 
Let us now continue with the case where 5 = r, KI is N X (g, r-1, and T 
is (gir) x n, in which g,r > n, N = Ci=,d,, and n = Cr_,g,. 
Consider the partition T = (f, T-1, and assume that f is invertible. We _ 
shall show that we can remove the rows from T by a sequence of elementary 
row operations Ri which only sweep downwards. 
With any row pi in T we can associated an index set A made up of all the 
positions of its parameters. These parameters come, of course, in segments, 
present in the various Toephtz blocks that meet pi. In addition we define the 
weight 11 pill of the row pi as the number of parameters in this row, i.e., 
II Pill = #(A). 0 ur aim is to be able to eliminate a target row pi,, in T, with 
index set 3, and weight t. 
Suppose the target row pi, is contained in some matrix Tk with k > I, 
and let pi, n Tkj denote the part of pi,, that lies in the block Tkj, j = 
1,2,. . . , r. Then 
11 pi,~~ = k II pi, n WI. (9.1) 
j=l 
We next claim that if pi, E i;k then 1) p,, n Tklll = 0 for j > i. In other 
words, the blocks to the right of Tki have at least as many zero rows at the 
bottom as Tki does. Indeed, if pi, E i;ki, then pi, is one of the last plk - pik 
rows of Ti. Now consider the plk X pik block Ti’“. If plk = pik, then ?L is 
absent, while on the other hand, if plk > pik, then since the matrix is upper 
triangular, the last plk - pjk rows of Tki vanish. Thus pi, n TLi = 0. Also, 
since pij 2 pi+ Ij, it is clear that forj > i, 0 < II pi, n Tijll < II pi, n Tl”Il = 0. 
Thus (( pi, n T,“jll = 0 forj > i. 
From (9.1) and the above claim we may conclude that 
i-l 
II PioIl = C tj, where tj = II pi, n TLjll. (9.2) 
j=l 
Next suppose that pi, E fi with index set A, and weight t. Let pi, be 
the corresponding row in Ti with k # 1. Then since TL and Z’i are identical 
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in structure, 3, =A,. Moreover, if pi, E T/, and pi, lies below Pi,, then 
& U,. 
We may now use this to prove the following result. 
LEMMA 9.1. Giyen any row pi E i;kp of weight t, there exist t rows 
{ Pi,> Pi,, ’ * * > pit} in T with inakx sets {A,, . . . , A,} such that 
6) piy E fiq, 
(ii) A, CA,, and 
(iii) 1, < p, 4 = 1,. . . , t. 
Proof. We know that if pi, E Tk 
segment pi, n Tkp’, 
-P then II piOIl = CJ’Zlltk. Consider the 
with weight t 1, as well as the row pi, corresponding to pi, 
in T;, with the same index set, i.e. x0 =A,. Then II pi, n TillI = t, > 0, 
and hence from the claim made below (9.0, since pi, E Tt and 
II pi, n T,“ll = t, > 0,we see that pi, cannot lie in T’ and hence must lie in T^. 
Now consider all the rows piy below pi, which belong to ?L, that is, for 
which II piq n Tt'll z 0. We next claim that there exist exactly t, - I such 
rows. 
Indeed, since TL1 is upper triangular, it is clear that if II pi, n Ti’ll = t,, 
then there exist t, - 1 rows pi, in Ti below pi, such that II pi, n T~‘II B 1. 
Let us denote these rows by {pi,, pi,, . . . , pit,). Now recall the observations 
made earlier, that these rows all lie in ?, that pi, n Till contains parameters, 
and that A, ‘A,. We thus have a collection (pi,, pi,, . . . , pit,) of tl rows 
which satisfy the requirements of Lemma 9.1. In exactly the same way, by 
considering the blocks pi, n Tkpj for j = 2,. . . , p - 1, we can obtain a 
collection of ti rows for each j. Thus we have obtained a collection 
{Pi,> Pi,> . . . P Pi,} Of t, + -.- + t, _ 1 = t rows which meet the requirements, 
as desired. It should be noted that the rows piq lie above pi, and that we do 
not have to go beyond the block T$‘*P- ‘. n 
For illustration, let us apply the above procedure to the matrix T given 
earlier in Figure 1. Consider row 25, denoted by pzs, which belongs to Tf. It 
also lies in the set ?,3, since (1 pzS n Tf"ll = 0. As can be seen, p2s has three 
parameters, II pzs n Tflll = 2, and II p2s n Ty II = 1. To eliminate the pa- 
rameters in pz n Ty, we move up to Tf and use the rows {p3. p41. TO 
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eliminate the parameters in ps n T13, we move up to T: and use the row 
{ p14}. Thus the collection of rows { pa, p4, plJ satisfies the requirements of 
Lemma 9.1. 
Let us now add the assumption that the parameters in ? have been 
selected such that this matrix is invertible. This means that its rows are 
independent, and in particular the rows 1 pi,, pi,, . . . , pitI used in Lemma 9.1 
are also linearly independent. Now let p[ denote the restriction of pi to & 
for all i. 
Needless to say, no parameters are lost in this process. Moreover, these t 
rows have zeros outside A, since & G& and hence stay independent if we 
remove the identically zero columns corresponding to the positions outside 
A,. In other words, the restricted rows {pi,, pig,. . . , pit} are also linearly 
independent. This gives us an invertible t X t matrix M with rows p,‘,. If we 
likewise restrict out target row pi, to the 1 X t segment p[ , we arrive at the 
[ 1 
0 
augmented (t + 1) X t matrix py . 
‘0 
Hence there exist scalars oq such that 
pi, = c;=l(Yqp;. 4 This in turn implies that pi, = C$ = 1 czq pi,. The key fact 
now is that our target row lies below the matrix M. This means that we can 
remove the target row by a sequence of elementary row operations R, : pio(4 
+ l) = pie(9) 1 aq pi that sweep downwards only. Repeating this for each 
target row in T, we obtain T’ = R, --* R,T = (f, 0), in which T’ has been 
replaced by 0. 
Let us now apply these facts to our factorization of the cyclic chain ma- 
trix s. 
10. THE SQUARE CASE 
Consider the factorization S = flT. If we now apply the downard sweep 
row operations Ri of Section 9 to T, to eliminate T’, we obtain S = ClT = 
(i-iR;l . . . R,l)(R, . . . R,T) = WT’. The inverse operation RF1 acts like 
an elementary column operation on R and sweeps from right to left. Thus 
R[’ will not destroy the block triangular structure of a. In other words, they 
only result in a lower block triangular matrix s/l. Lastly, when forming Cl’T’, 
the zero rows in T’ annih+tate_ the corresppnding columns in a’, and thu:we 
are left with the product RT in which T is n x n and invertible and fi is 
n X n and block triangular with diagonal blocksAfii of size di X gi. In fact, if 
we recall the form of KI, from (6.6), then fl, is obtained from fink by 
removing the last plk - pjk columns from each of the matrices nt:!h,>. This 
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gives 
6, = [“;f:l(~1),~~e(hz),...,n;5:,(h,)], k = l,...,?-, 
which is d, X g,, since gk = pkl + *** +P~,.~ ~ 
RetFrning to (5.5), we see that 0 = SC = flTc. It thus suffices to examine 
when R is of full column rank. 
When d,=g,, k=O,l,..., 
A 
r, then each R, is square and contains in 
its first g, rows the rows of the Wronskian matrix, evaluated at zero, of the 
functions {~je~~~/‘!} for the eigenvalue h,, j = 0,. . . , gk - 1. As such, it is 
of full column rank and in fact invertible. Hence in this case B is also 
invertible. This forces c and hence f(r) to vanish. 
Consequently under the assumptions that 5 = r and di = gi, i = 1, . . . , t-, 
the mat@ S is invertible exactly when the symmetrically partitioned Toeplitz 
matrix T is invertible. This in turn was shown in Section 8 to be the case 
precisely when the boundary determinants 
Yi(j)( Ui) 
RD,!j) = : j=l ,***,s, i=l TV**> Pij> 
Yi(j)( a,) 
made up of all the conjugate chains of A evaluated at the nodes aj are 
nonzero. 
Finally, let us return to Equation (5.5): SC = 0. Since S is invertible when 
the boundary determinants do not vanish, we have c = 0. Consequently, 
f(x) = Q(x)c = 0, h w ere Q(r) contains the basis vectors. In summary, 
n(A)f = 0, together with the boundary conditions A!$(uj) = 0, i = 
0, 1,. . . ) gj - 1, j = l,..., r, forces f to vanish, thus completing the proof 
of the second part of Theorem 1.1. 
REMARKS. It would be of interest to give an algebraic-geometric mean- 
ing to the boundary determinants. As in the nonderogatory case, it might be 
possible to recover f without knowing the set {gi, g,, . . . , gJ beforehand. 
This question is currently being investigated. 
The authors wish to thank Dr. Michael Singer for several stimulating 
discussions. 
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