We show that a free Dirac quantum field on a globally hypberbolic spacetime has the following structural properties: (a) any two quasifree Hadamard states on the algebra of free Dirac fields are locally quasiequivalent, that is, every quasifree Hadamard state arises locally as a density matrix state in the representation of any other given quasifree Hadamard state; (b) the so-called split-property holds in the representation of any quasifree Hadamard state; (c) if the underlying spacetime is static, then the so-called nuclearity condition is satisfied, that is, the free energy associated with a finitely extended subsystem ("box") has a linear dependence on the volume of the box and grows like ∝ T s for large temperatures T , where s is the number of spatial dimensions of the spacetime.
I Introduction
In the so-called algebraic framework of quantum field theory [8] , one takes the point of view that quantum field theoretical models should ultimately be described purely in terms of their associated algebras of local observables. The basic mathematical structure in this approach is an assignment O → A(O) of finite regions in spacetime with C * -algebras A(O), containing the observables in the theory that are localized in O. This assignment is expected to have some general, model-independent structural features; namely, if O 1 ⊂ O 2 , then A(O 1 ) ⊂ A(O 2 ) and if O 1 and O 2 are spacelike separated, then the elements in A(O 1 ) should commute with those in A(O 2 ). The above properties express in an abstract way the general features of locality and local commutativity of a quantum field theory.
A quantum state in the algebraic framework is a positive normalized linear functional ω : A → C. It is a basic fact from the theory of C * -algebras that every state determines a representation π, called the GNS-representation, of A on some Hilbert space F containing a distinguished vector |Ω such that ω(A) = Ω|π(A)Ω for all A ∈ A. If the spacetime under consideration is Minkowski space, one furthermore postulates the existence of a preferred vacuum state, ω 0 , whose GNS-representation carries a positive energy representation of the translation symmetry group of Minkowski space.
The strength of the algebraic approach is that a number of structural features known from quantum field theory can be seen to be a consequence of general and modelindependent axioms, see Haag's book [8] for an overview. However, these axioms do not yet entail such basic features as the existence of particles or a reasonable thermodynamic behavior. What is missing is a suitable mathematical formulation of the idea that excitations of the vacuum localized in finite regions and with finite energy occupy "finite volumes in phase space". The basic idea how to incorporate this idea into the general framework of algebraic quantum field theory in Minkowski space goes back to Haag and Swieca [9] , who suggested that a reasonable theory should satisfy the following compactness criterion: Let O r be a double cone in Minkowski space whose base is a ball of radius r and let π 0 be the GNS-representation of the vacuum state on the Hilbert space F 0 , with vacuum vector |Ω 0 . Then the subsets of F 0 given by {P E π 0 (A)|Ω 0 ∈ F 0 | A ∈ A(O r ), A ≤ 1} are compact 1 for all E and r, where P E is the spectral projector of the Hamiltonian, H, to the interval [0, E] .
With the same idea in mind, Buchholz and Wichmann [5] proposed a stronger requirement on the size of the phase space volumes corresponding to excitations localized in finite regions in Minkowski space and with finite energy. Instead of a sharp cut off in energy (represented above by the projector P E ) they use an exponential damping and replace the above compactness criterion by the following nuclearity requirement: The maps Θ β defined by
are nuclear for all β > 0, with nuclearity index bounded by ν r,β ≤ exp[cr s /β n ], where c, n are positive constants, s is the number of spatial dimensions and r the radius of the base of O r (the definition of a nuclear map and its nuclearity index is given Sec. IV.1). The physical interpretation of ν r,β is that of the partition function of the finitely extended subsystem located in O r . The dependence of ν r,β on r then expresses that the free energy, F r,β = ln ν r,β , of the finitely extended system grows at most linearly with the volume of the box. The dependence on β gives the relation between energy and temperature in the high temperature region. It has been shown to be sufficient to guarantee normal thermodynamic behavior.
The above nuclearity condition, as well as different variants thereof (see for example [6] ), have been verified for free scalar fields and, more generally, for suitable infinite multiplets of these fields in Minkowski space [6] . A suitably modified nuclearity condition can also be formulated in curved spacetimes with a time translation symmetry, for which there exists a state ω 0 carrying a positive energy representation of the time translation group (so that H now denotes the generator of this symmetry). That the nuclearity property still holds under these more general circumstances was established by Verch [17] for the case of a free scalar field in the representation of the natural ground state on an ultrastatic spacetime 2 . It is expected that the nuclearity property should hold also for free fields with higher spin, but a discussion of this seems to be missing from the literature so far, even in the case of Minkowski space. One purpose of the present paper is to fill this gap for the spin- 1 2 case. Namely, we will prove that the nuclearity condition holds for the free Dirac field on a static spacetime in the GNS-representation of the ground state, and that the nuclearity index, ν C ,β , associated with a double cone O C with compact base C , satisfies the estimate
Here, β 0 is a constant depending on on the spatial geometry of the spacetime under consideration and m 0 is a constant proportional to the mass of the field. Moreover, it follows immediately from our proof that the map (1) is actually even p-nuclear for all p > 0. We also show that if the the spacetime metric is rescaled by g ab → λ 2 g ab , then the nuclearity index for the rescaled spacetime is estimated by the expression on the right side of (2), with β 0 replaced by λβ 0 . This means that the free energy F C ,β of the system grows at most as λ s under rescalings of the metric, that is, it grows linearly with the volume of the box (note that, in Minkowski space, the transformation g ab → λ 2 g ab is equivalent, via the conformal isometry x → λx, to a rescaling of the box itself, O r → O λr ).
The proof of the above statements does not readily follow from the arguments developed for scalar fields, because the underlying combinatorics in both cases are quite different, due to the different statistics of bosonic and fermionic fields. Also, the above estimate for ν C ,β cannot readily be obtained by the same methods as in Minkowski space.
Instead, we obtain it using some results and methods from the theory of pseudo differential operators.
A quantum field model on a curved spacetime M is said to satisfy the so-called splitproperty (with respect to some state, ω) if the following holds: Let C 1 and C 2 be two open subsets of a Cauchy-surface with clo(C 1 ) ⊂ C 2 and let O i be the interior of D(C i ), where D(C i ) denotes the domain of dependence of the sets
′′ be the weak closures of the corresponding local algebras in the GNS-representation of the state ω. Then there exists a type I factor N such that
It is known [3] that the split-property automatically holds for the ground state ω 0 on an ultrastatic spacetime if the nuclearity condition is satisfied. Hence our estimate (2) immediately gives us that the split-property holds for free Dirac fields in static spacetimes in the GNS-representation of the ground state. 3 Combining this with a deformation argument due to Verch [17] , we moreover show in Sec. V that the split-property holds in fact on an arbitrary globally hyperbolic spacetime in the GNS-representation of any quasifree Hadamard state (an explanation of this term will be given below). Our proof of this partly relies on the fact that any two quasifree Hadamard states for the Dirac field are locally quasiequivalent, meaning that any quasifree Hadamard state locally arises as a density matrix state in the GNS-representation of any other such state. The analogue of this result for scalar fields had previously been obtained by Verch [18] , but a proof for Dirac fields seems to be missing from the literature so far. It is therefore provided in Sec. IV.
Because all quasifree Hadamard states are locally quasiequivalent, the v. Neumann algebras π ω (A(O)) ′′ are algebraically isomorphic for different choices of the quasifree state ω. They may therefore regarded as different realizations of some abstract v. Neumann algebra R(O) which may moreover taken to be a factor. The collection of these factors can be shown to have the following "general covariance property" (for a detailed discussion of this property, see [19, 21] ): For any causality preserving isometric embedding χ :
In the case when χ is a diffeomorphism, the map α χ implements the transformation of local quantum fields under χ. Now if O 1 ⊂ O 2 ⊂ N are open regions as in the discussion of the split-property, and if N is a type I factor corresponding to this inclusion, then α χ (N ) is a type I factor 4 corresponding to the inclusion χ(O 1 ) ⊂ χ(O 2 ) ⊂ M. In this sense, the type I factor N in the split-property 'transforms in a generally covariant way'.
The plan and main results of this paper may now be summarized: In Sec. II, we review the quantization of a free Dirac field on a curved spacetime from the algebraic point of view and recall the notion of nuclear maps and the definition of their nuclearity index. In Sec. III we show that any two quasifree Hadamard states for the Dirac field in a globally hyperbolic spacetime are locally quasiequivalent. Thm. IV.1 and Prop. IV.1 of Sec. IV contain our results concerning the nuclearity property for Dirac fields in static spacetimes, a part of the proof of Thm. IV.1 is moved to an Appendix. The split-property for Dirac fields in arbitrary globally hyperbolic spacetimes is established in the last section.
Notations and conventions: Throughout, (M, g ab ) denotes an oriented, time-oriented globally hyperbolic spacetime of dimension s + 1. The metric volume element compatible with the orientation of M is denoted by ǫ a 0 a 1 ...as . Our conventions regarding the spacetime geometry are those of [22] . In particular, we denote by J ± (O) the causal future respectively past of a region O ⊂ M, i.e., the set of all points that can be reached by a future respectively past directed causal curve starting in O. D(O) denotes the domain of dependence of O, defined as the set of all points x, such any future and past inextendible causal curve through x intersects O. Our signature convention is −, +, +, . . . .
II Review of classical and quantum Dirac fields in curved spacetimes
We begin by reviewing briefly the the theory of a classical, linear Dirac field on a curved spacetime. In order to define spinors on a curved spacetime, it is necessary to first introduce the notion of a spin-structure. Let F M ↑ + be the principal fiber bundle of all oriented, time-oriented orthonormal frames over (M, g ab ). A spin structure on (M, g ab ) is a 2:1 covering of F M ↑ + by a principal fiber bundle SM with structure group Spin 0 (s, 1), where we mean the connected component of the identity of the spin group for (s + 1)-dimensional Minkowski space. It is known that a spin structure exists on any globally hyperbolic spacetime. Given a spin structure, one defines the "spinor bundle", DM, as the N-dimensional complex vector bundle over M which is associated to SM via the N-dimensional fundamental representation of the group Spin 0 (s, 1), where N = 2 [s/2] . A spinor field on a curved spacetime is a section in DM.
In order to write down the Dirac equation in M, one needs an analogue of Gammamatrices as well as a suitable covariant derivative operator for spinor fields in curved spacetime. Gamma matrices γ a in curved spacetime are fiber-wise linear maps in DM satisfying
Derivatives of spinor fields in curved spacetime can naturally be defined in terms of the so-called "spin-connection", ∇ a , which is the uniquely determined covariant derivative operator satisfying ∇ a γ b = 0. The Dirac equation for a spinor field u in curved spacetime then reads
It is known that there exist unique advanced and retarded fundamental solutions S adv and S ret to this equation, i.e., continuous linear maps from D(DM) (the space of smooth spinor fields with compact support) to E (DM) (the space of smooth spinor fields), for which there holds
(with the same equation holding for S ret ) and for which supp(S adv u) ⊂ J + (supp(u)) and supp(S ret u) ⊂ J − (supp(u)). The causal propagator, S, is the distributional bisolution defined by S = S adv − S ret . The notion of the charge-conjugate and the Dirac-conjugate of a spinor field u in Minkowski spacetime can be generalized in a natural and invariant way to spinor fields on a curved spacetime. The charge conjugate is given by Cu, where C is a certain antilinear, fiber-preserving, involutive (C 2 = 1 The theory of a quantized Dirac field can be formulated in various ways. We here present the theory from the algebraic point of view, using Araki's selfdual framework [1] . For simplicity, we will restrict attention from now on to Majorana fields, but our results can easily be generalized to charged Dirac fields.
The algebra A of Dirac-Majorana quantum fields is by definition the uniquely determined, unital C * -algebra generated by elements of the form ψ(u) (smeared DiracMajorana quantum fields), where u is a compactly supported, smooth spinor field. They are subject to the following relations:
The algebras of observables localized in some region O in spacetime, A(O), are by definition the C * -subalgebras of A generated by all elements of the form ψ(u), where supp(u) ⊂ O. 5 In the following we will often make use of an alternative description of the algebra A in terms of the Cauchy data of the field operators on some Cauchy surface Σ. Namely, one can show that A is * -isomorphic to the C * -algebra generated by elements of the form ψ(k), where k ∈ K = L 2 (DM ↾ Σ), which are subject to the relations ψ(Ck) = ψ(k)
* and {ψ(k 1 ), ψ(k 2 )} = (Ck 1 |k 2 )1 1, where
is the natural scalar product on K . (The charge conjugation map C can be seen to be antiunitary with respect to that inner product, (Ck
correspond, under this isomorphism, to the algebras generated by elements of the form
The algebra A has the following structural property: Any unitary operator U on K which commutes with C induces a unique automorphism α on A satisfying α(ψ(k)) = ψ(Uk) for all k ∈ K . α is called the "Boguliubov automorphism" associated with U.
A state in the algebraic framework is by definition a linear functional ω : A → C, which is normalized so that ω(1 1) = 1 and positive in the sense that ω(A * A) ≥ 0 for all A ∈ A. The algebraic notion of states is related to the usual Hilbert space notion of states by the GNS-theorem. This says that for any algebraic state, there is a representation π ω of A as bounded, linear operators on a Hilbert space F ω containing a distinguished vector,
for all smooth spinor fields u 1 and u 2 over M.
In this paper, we will restrict attention to a particular class of states on A, namely the so-called "quasifree states". A quasifree state is one for which
where the sum is over all partitions p of {1, . . . , n} into pairs (i, j) with i < j, and where sign(p) is the signature of the permutation
. The above formula implies in particular that a quasifree state is entirely specified by its two-point function.
Examples for quasifree states on A are the so-called "Fock states". These are defined in terms of projection operators P on K satisfying CP C = 1 1 − P , by putting
The two-point function of a Fock state is therefore given by
where ρ Σ means the operation of restricting a spinor field over M to the Cauchy surface Σ and where S is the causal propagator. The GNS representation of A associated with a Fock state is described as follows: F ω is the antisymmetric Fock-space over H = P K ,
where ∧ n H is the n-th antisymmetrized tensor power of H . The distinguished vector |Ω ω is given by the vacuum vector (1, 0, 0, . . . ) in F ω and
where a * and a denote the creation and annihilation operators on F ω , subject to the usual anti-commutation relations.
The above construction of Fock states is appropriate to obtain "ground states" for static spacetimes (M, g ab ), or more generally, for spacetimes which have static regions, which is the situation that we are considering in Sec. IV. Recall that a spacetime is called static if it has an everywhere time-like Killing vectorfield t a , £ t g ab = ∇ (a t b) = 0, which is orthogonal to a family of Cauchy surfaces Σ, or, equivalently, which satisfies t [a ∇ b t c] = 0 (we also assume here that the norm v 2 = −t a t a of the Killing field is strictly greater than zero, v 2 ≥ v 2 0 > 0). The construction of the ground state for such a spacetime is precisely as follows. Consider the 1-particle Hamiltonian for a Cauchy surface Σ perpendicular to t a , defined by
where q ab = g ab + t a t b /v 2 is the induced metric on Σ. Then the projector P on the positive energy subspace of h,
satisfies CP C = 1 1 − P , and therefore defines a Fock state ω on A. In Minkowski space, the GNS construction corresponding to this state yields the usual vacuum representation with |Ω the Minkowski vacuum. That this state also has the natural interpretation of a ground state in a static curved spacetime can be seen by considering the action of the 1-parameter family of spacetime symmetries generated by t a on A. Namely, consider the 1-parameter family of unitaries on K defined by U(t)k = e ith k (so that u(t, x) = U(t)k(x) is a solution to the Dirac equation, Eq. (3)). To the 1-parameter family of unitaries U(t), there corresponds a 1-parameter family of Boguliubov automorphisms α t on A, given by α t (ψ(k)) = ψ(U(t)k), where k ∈ K . The group {α t } t∈R is unitarily implemented in the GNS-representation associated with P in the sense that
where {U(t)} t∈R is a strongly continuous 1-parameter group of unitaries on F ω . The Hamilton operator is defined as the generator of this family, U(t) = e itH . In fact, it can be seen that H is the second quantization of the operator h + = P h on Fock-space F ω . The Fock vacuum |Ω ω is invariant under U(t), and therefore a ground state of the Hamilton operator H.
III Local quasiequivalence
While the Fock states defined in Sec. II are physically acceptable states in static spacetimes or in spacetimes which have static regions, this is no longer true for a generic globally hypberbolic spacetime. The reason is that the two-point function of a Fock state does not, in general, have the appropriate singularity structure which is needed to extend in a sensible way the action of that state to quantities such as the stress-energy tensorwhich is not already contained in A-or similar other (formally infinite) products of field operators at the same spacetime point. However, such an extension is always possible if the state in question is quasifree and of Hadamard form. A state is said to be of Hadamard form, if its two-point function has no spacelike singularities and if it can be written locally in the form
Here, σ is the signed squared geodesic distance between the points x 1 and
with x 0 a global time coordinate on M, U and V are certain smooth bispinors constructed from the metric and W is a smooth function, depending on the state. As usual, the informal ε-notation means the distribution obtained by smearing the right side of the above equation with test-spinors u 1 and u 2 and by taking the limit ε → 0+ afterwards. For a more detailed discussion of the Hadamard property for Dirac fields, see [10] . Later on in Sec. V we will see that the ground state on an ultrastatic spacetime (that is, a static spacetime for which the timelike Killing field is in addition normalized, t a t a = −1) is of Hadamard form.
The following important fact about quasifree Hadamard states will be needed later on, and is also interesting in its own right:
Remark: A proof of local quasiequivalence of invariant, quasifree Hadamard states on Robertson-Walker spacetimes was given in [10] . The methods of the proof given in [10] can be adapted to the situation described in Thm. III.1 in a straighforward manner, we therefore only sketch the main arguments here.
Proof. It follows directly from the anti-commutation relations and the positivity requirement, ω(A * A) ≥ 0 for all A ∈ A, that the two-point function of the state ω (and likewise, any other quasifree state) can be written in the form (6), where P is a self-adjoint operator on K satisfying 0 ≤ P ≤ 1 1 and CP C = 1 1 − P (but not necessarily a projector, as in the case of Fock states). Let P ′ be the self-adjoint operator associated in this way with the state ω ′ . In order to prove local quasiequivalence of ω and ω ′ , it is sufficient to consider regions of the form O C = int(D(C )) where C ⊂ Σ is some relatively open subset of a Cauchy surface with compact closure. The restrictions of the states ω and ω ′ to A(O C ) are then again quasifree states, corresponding to the operators E C P E C and
, where E C is the multiplication operator by the characteristic function of C . By a theorem of Powers and Størmer [13, Thm. 5.1], the restriction of these states to A(O C ) are guaranteed to be quasiequivalent if
We now use the Powers-Størmer inequality,
for all positive trace-class operators A and B, to estimate the left side of (10) . Taking E C P E C for A and E C P ′ E C for B in that inequality, we find that (10) follows if we can show that
Now the operator E C (P − P ′ )E C has the integral kernel (S ω − S ω ′ )(x, y)χ C (x)χ C (y) on Σ × Σ, where χ C ist the characteristic function of the set C ⊂ Σ. Since ω and ω ′ are by assumption Hadamard, we know that S ω − S ω ′ is smooth on Σ × Σ, thus showing that this integral kernel is of trace-class.
IV Nuclearity
IV.1 Review of the notion of a nuclear map
The notion of nuclearity considered in this paper is formulated in terms of nuclear maps. For the convenience of the reader, we now recall the definition of a nuclear map between two Banach spaces, for details we refer to [12] .
Let X and Y be Banach spaces, with norms · X and · Y respectively. A bounded linear map Θ : X → Y is called nuclear, if there exist bonded linear functionals ϕ i on X and vectors Y i ∈ Y , i ∈ I such that Θ can be written as
One defines the nuclearity index of Θ by
where the infimum is taken over all possible ways to write Θ in the form (11) . The set of all nuclear maps is denoted by I 1 (X , Y ). More generally, a bounded linear map Θ is called p-nuclear, if it can be written in the form (11) with
The space of all p-nuclear maps, p > 0, from X to Y is denoted by I p (X , Y ). It can be shown that these spaces are again Banach spaces for all p > 0. If X = Y , then we simply write them as I p (X ). If X is a Hilbert space, then I 1 (X ) is the space of trace-class operators, and I 2 (X ) is the space of Hilbert-Schmidt operators.
IV.2 Nuclearity for the Dirac field
We come to the nuclearity property of Dirac fields. Let us begin by fixing our conventions for this section, as well as some notations: We assume that (M, g ab ) is static, with distinguished Cauchy surfaces Σ. We fix a subset C ⊂ Σ with compact closure and set O C = int(D(C )), where D(C ) is the domain of dependence of C . Elements of A are identified, via the GNS-representation of the preferred ground state ω introduced in Sec. II, with bounded operators on the Fock space F ω . For further notational simplicity, we will also drop the subscript "ω" on F ω and the vacuum vector |Ω ω in this section, the understanding being that we always work in the representation of the ground state.
Let Θ β be the map defined by
for β > 0, and let ν C ,β = Θ β 1 be its nuclearity index. The aim of the present section is to show that Θ β is p-nuclear (Thm. IV.1) and to estimate the nuclearity index ν C ,β (Prop. IV.1).
Theorem IV.1. (Nuclearity) The maps Θ β are p-nuclear for all β > 0 and all p > 0, i.e., Θ β p < ∞.
Proof:
We first show that p-nuclearity of the maps Θ β follows if, for each β > 0, there is a positive operator T on H = P K , with the following properties: (a) T ∈ I p (H ) for all p > 0 and all β > 0 and (b) if {p j } j∈N is an orthonormal basis of H consisting of eigenvectors of T and {t j } j∈N the corresponding singular values (with algebraic multipicities),
then there holds the inequality
Here, ι = (ι 1 , . . . , ι k ) is a multiindex with ι 1 > · · · > ι k (we call such multiindices "fermionic") and |Φ ι = a(p ι 1 ) * . . . a(p ι k ) * |Ω . To see that the existence of such an operator T indeed implies the statement of the theorem, we expand Θ β as
where ϕ ι (A) = Φ ι |Θ β (A) . Since ϕ ι ≤ t ι 1 . . . t ι k by Eq. (13), we get the estimate 
we conclude that
which is finite, because T ∈ I p (H ) by assumption. This then shows that the maps Θ β are p-nuclear for any p > 0 and β > 0, with Θ β p ≤ (det(1 1 + T p )) 1/p . In order to complete the proof, we must show the existence of an operator T with the above properties (a) and (b). Let E C be the projector onto the closed subspace
and let S = V T be the polar decomposition of S (so that T = (S * S) 1/2 ). In what follows, we will establish that the so defined operator T has the above stated properties. Let us begin with a technical Lemma IV.1. The operators T and S have the following properties:
(i) T = P T = T P and T ≤ √ 2e −βm 0 .
(ii) T ∈ I p (H ) for all p > 0 for all β > 0.
(iii) There holds the estimate
where s is the number of spatial dimensions, m 0 = v 0 m and β 0 > 0 is a constant independent of β.
(iv) The range of S * is dense in H .
Proof. The first part of (i) follows immediately from the definition. In order to show the norm estimate in (i), we calculate
where D = vq ab γ a ∇ b , and m 0 = v 0 m. We therefore get the inequality e −βh P ≤ e −m 0 β and hence T = T 2 1/2 = √ 2 e −βh P E C P e −βh 1/2 ≤ √ 2e −βm 0 . Part (ii) of the lemma can be demonstrated by adapting a method developed in [4] , we briefly sketch the argument. Let χ ∈ C ∞ 0 (Σ) be a function which is equal to one on C and let M χ be the corresponding multiplication operator on K = L 2 (DM ↾ Σ), defined by M χ k = χk. Then one can show that the operators
are in the Hilbert-Schmidt class for all n ≥ 1. A proof of this is given in the Appendix of ref. [5] for the case of Minkowski space; the main steps for a proof of this statement in the case when Σ is not flat are given in the Appendix of this paper. Now it trivially follows from the definition of S that one can write
Since the operator (1 1 + β 2 h 2 ) ns/2 e −β|h| is bounded for any β > 0, n ≥ 0, this shows that S can be written as the product of an arbitrary number of Hilbert-Schmidt operators. This implies that S ∈ I p (K ) for all p > 0 and hence T ∈ I p (H ) for all p > 0, thus proving part (ii) of the lemma. The proof of (iii) is outlined in the Appendix. Part (iv) is equivalent to the statement that the range of the map P E C is dense in H = P K , which in turn is equivalent to the statement that the Fock state on A given by P has the "Reeh-Schlieder-property". That this property holds in the situation under consideration has been shown in [15] .
Let us now choose some orthonormal basis {f j } j∈I of the separable Hilbert space E C K labeled by some ordered index set I. We now want to show that inequality (13) holds for all observables A ∈ A(O C ) of the form
where the complex numbers c α are nonzero only for a finite number of fermionic multiindices α. Since the set of such A is dense in A(O C ) in the strong topology, this will imply that inequality (13) holds in fact for all A ∈ A(O C ), thus proving the theorem. Without loss of generality we assume that Cf j = f j for all j ∈ I. If κ is a fermionic multiindex and A an operator as in Eq. (17), then we define an operator A κ by
We will need the following Lemma IV.2. For an operator A as in Eq. (17) and any fermionic multiindex κ = (κ 1 , . . . , κ k ) there holds the estimate A κ ≤ A .
Proof. Let j ∈ I and define a unitary operator U j on E C K by
(note that U 2 j = 1 1). Since we clearly have that [U j , C] = 0, there exists a Boguliubov automorphism α j on A(O C ) which implements that unitary on A(O C ). Denoting by id the identity automorphsim on A(O C ), it is then easy to see that
From this we get
where we have used the triangle inequality in the first step and the fact that any automorphism of a C * -algebra is norm-preserving in the second step.
It follows from the relation S = V T together with well-known properties of the polar decomposition that V * V ≤ P and V V * ≤ E C . Moreover, from (iv) of Lem. IV.1 we get that in fact V * V = P . In order to prove the crucial inequality Eq. (13) for any algebraic element A of the form Eq. (17), we now make a clever choice of basis {f j } j∈I for the space E C K , using the above properties of V . Let {f ⊥ j } j∈J be an orthonormal basis of the subspace E C K ∩ (V H ) ⊥ ⊂ K consisting of charge invariant vectors, labeled by some index set J of non-positive integers. We then take the index set I to be N ∪ J and set
where {p j } j∈N denotes an orthonormal basis of H consisting of eigenvectors of T , T p j = t j p j , (p i |p j ) = δ ij . Since [S, C] = 0, it also holds that [V, C] = [T, C] = 0, therefore all the eigenspinors p j , j ∈ N and hence the spinors f j , j ∈ I are charge invariant. That the spinors f j are also orthonormal follows from the elementary calculation
Making use of the relations
for all f ∈ K and e −βH |Ω = |Ω , we find that for any element A ∈ A(O C ) of the form (17), there holds
In order to proceed, we need the following combinatorical lemma [2, Prop.
2.2]:
Lemma IV.3. Let n, k, p be natural numbers such that n − k = 2p, and let S n,k be the following subset of the symmetric group S n of n elements:
Then, for any k 1 , . . . , k n ∈ K , there holds
Using the lemma, we now want to calculate the individual terms in the sum on the right side of Eq. (20) . We first remark that only terms with n − k even and non-negative contribute. For such a term, we get, using the notation of Lem. IV.3:
where in the last step we have used that f αm = E C f αm . In order to calculate the determinant, we observe that
From this one easily finds that the determinant is
Therefore only the terms in expression Eq. (20) with ι ⊂ α can contribute, i.e. α must be of the form γ ∪ ι, where γ = (γ 1 , . . . , γ n−k ) is some fermionic multiindex. For such α we therefore get
* for all j ∈ I, we find that the last expression is actually equal to
where in the last line we have used the anti-commutation relations together with (Cf i |f j ) = (f i |f j ) = δ ij , and that α = ι ∪ γ. Putting all this together, we have thus found that
where A ι is defined by Eq. (18). Since A ι ≤ A by Lem. IV.2, the right side of this equation is estimated by
We have thus established the estimate (13) for all observables A of the form (17) . As pointed out above, this proves the theorem. The proof of the theorem implies the following proposition.
Here, E C is the projection onto the closed subspace L 2 (DM ↾ C ) of K , h is the 1-particle Hamiltonian and P projects onto the positive spectral subspace of h. Furthermore, we have the following estimate for ν C ,β :
where β 0 > 0 is a constant depending only on the spatial geometry within C , m 0 = v 0 m and s is the number of spatial dimensions. If the the spacetime metric is rescaled by g ab → λ 2 g ab , then the nuclearity index for the rescaled spacetime is estimated by the right side of (22), with β 0 replaced by λβ 0 .
Proof. The inequality (21) is just Eq. (14) . The estimate for ν C ,β follows from this and (iii) of Lem. IV.1. In order to prove the last statement of the proposition, we note that the nuclearity index of the rescaled spacetime is equal to the index of the unscaled spacetime at inverse temperature λ −1 β and mass λm. Since v does not change under rescalings of the metric, this means that the nuclearity index for the rescaled spacetime is given estimated by the same expression as for the unscaled spacetime, but with β 0 replaced by β 0 .
V The split-property
We are now going to show that the nuclearity property for Dirac fields in static spacetimes derived in the previous section implies the split-property. ′′ and π ω (A(O 2 )) ′′ in the sense that
Proof. Our proof follows the chain arguments given by Verch [17, Prop. 5] in the context of a linear Klein-Gordon field, thereby using the results obtained in the previous section and the results obtained in [10] . Let us first consider the special case when (M, g ab ) is ultrastatic and when ω is the ground state. In that case we can define a map Θ β as in Eq. (12), and we know by Thm. IV.1 that this map is nuclear with a nuclearity index estimated by the bound given in Prop. IV.1. It can be shown (see [3, Thm. 2.1] ) that such a bound entails the splitproperty, thus proving our theorem in the case when ω is the ground state in an ultrastatic spacetime.
By the following two facts, (a) and (b), this implies that the split-property holds for any quasifree Hadamard state ω ′ on an ultrastatic spacetime:
(a) Any two Hadamard states (on an arbitrary globally hyperbolic spacetime) on A are locally quasiequivalent.
(b) The ground state on an ultrastatic spacetime is of Hadamard form.
Statement (a) is just a repetition of Thm. III.1. In order to prove (b), we rewrite the two-point function (6) of the ground state on an ultrastatic spacetime as
where D = |h|. In the second line we have used that P = 1 2 D −1 (h + D) (with P denoting the projector on the positive spectral subspace of h) and in the third line we have used that it a ∇ a Su = hSu for all smooth spinor fields u on M, by the Dirac equation. Now in an ultrastatic spacetime, we have that
is the spinor wave operator and R is the curvature scalar. D is (modulo C ∞ ) an elliptic pseudo differential operator on with principal symbol σD(x, ξ) = q ab (x)ξ a ξ b I, where q ab is the induced metric on Σ and I the identity map in the fibers of DM. Therefore the assumptions of Thm. 6.2 in [10] are met, and we conclude by that theorem that the wave front set (see [11] for an explanation of this concept), WF(S ω ), of the bidistribution S ω must be contained in the set {(
where (x 1 , ξ 1 ) ∼ (x 2 , ξ 2 ) means that x 1 and x 2 can be joined by a null-geodesic and that ξ 1 and ξ 2 are cotangent and coparallel to that nullgeodesic. Thm. 4.1 of [10] then implies that S ω must be of Hadamard form. We remark that our proof of fact (b) also shows that if (M, g ab ) is a spacetime which is ultrastatic in a neighborhood of some Cauchy surface Σ, then the state obtained from the "ground state construction on Σ" is Hadamard.
Summarizing, we have shown so far that the split-property holds for any quasifree Hadamard state on an ultrastatic spacetime. In order to generalize this to arbitrary quasifree Hadamard states on an arbitrary globally hyperbolic spacetime, we now employ a deformation argument identical to the one given in [17, Proof of Prop. 5]. For this we consider, besides the original, arbitrary globally hyperbolic spacetime (M, g ab ), a deformed spacetime, ( M, g ab ), with the following properties:
1. (M, g ab ) posses a neighborhood U of some Cauchy surface Σ which is isometric to some neighborhood U ⊂ M containing a Cauchy surface in the deformed spacetime ( M , g ab ).
2. The spacetime ( M , g ab ) is ultrastatic in a neighborhood of a Cauchy surface S.
3. If C 1 , C 2 ⊂ Σ are sets as in the hypothesis of the theorem, then there exist open subsets V 1 , V 2 ⊂ S with compact closure such that clo( V 1 ) ⊂ V 2 and
where the sets C i correspond to C i and Σ corresponds to Σ via the isometry postulated in 1). Now let ω be an arbitrary quasifree Hadamard state on A for the original spacetime, and let ω be the uniquely determined quasifree Hadamard state for the deformed spacetime, whose two-point function coincides with that of ω in U ×U via the isometry identifying the neighborhoods U and U postulated in item 1). The trick is now to use the split-property for the deformed spacetime,
(which is already known, by item 1) and 2) above and by what we have said so far) to prove the split-property in the undeformed spacetime. By item 3) above, we have that
therefore we have by (23) that
where Since ω agrees with ω on U × U, this therefore shows the split-property on the undeformed spacetime.
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VI Appendix
We here sketch how to obtain the estimate S 1 = T 1 ≤ (β 0 /β) s e −βm 0 /2 claimed in item (iii) of Lem. IV.1. The method of our proof also allows us to establish that the operators k n introduced in the proof of Lem. IV.1 are of Hilbert-Schmidt class, as had been claimed there. However for brevity, will explicitly demonstrate this only for the case n = 1, the other cases can be treated in a similar way.
In order to prove the above estimate on the trace-norm of S, we write
s e −βh P as in the proof of Lem. IV.1, where
and where M χ k = χk is the multiplication operator by a compactly supported smooth function χ which is identically one on C . We get from this the estimate
Hence, in order to prove the estimate in item (iii) of Lem. IV.1, it is sufficient to demonstrate that k 1 ≤ cβ −s/2 and that k 2 2 ≤ cβ −s/2 , where c is some constant independent of β. We will now show how to obtain the bound on the Hilbert-Schmidt norm of k 1 . The bound on the Hilbert-Schmidt norm of k 2 , and likewise on the other k n , can be established in a similar way, but we shall not discuss this here.
The task is thus to prove that
Let us assume, for simplicity, that supp(χ) ⊂ Σ can be covered by a single chart X ⊂ R s , and identify C via this chart with a subset of X. The idea of the proof is to split
the number of components of a Dirac spinor in s+1 spacetime dimensions), into two parts which are more amenable to an analysis than this operator itself. In order to achieve this, we must first recall the notion of a pseudo differential operator with a parameter (for details, see e.g. [7, p.58] ). These are defined-just as ordinary pseudo differential operators-in terms of so-called symbols, the only difference being that these symbols now depend on an additional parameter, λ, which we shall take to be β −2 later on. Let S m λ (X) be the space of all matrix valued functions p(x, ξ, λ) which are smooth in x ∈ X and ξ ∈ R s and analytic in λ ∈ C\R − and for which |∂ 
The rough idea is to define A λ as the "inverse" of (λ1 1 + A) s in the sense of pseudo differential operators, where A = D * D + v 2 m 2 and where D was defined below Eq. (16) . (Note that h 2 u = Au for any compactly supported smooth spinor field u.) The construction of A λ is precisely as follows. Let σA = a 2 (x, ξ) + a 1 (x, ξ) + a 1 (x, ξ), be the symbol of A. We have that a 2 (x, ξ) = q ij (x)ξ i ξ j I, where q ij denote the coordinate components of the (inverse) spatial metric q ab on Σ in our chart, and where I denotes the N × N identity matrix. a 1 and a 0 are symbols of order one and zero, respectively, whose particular form is not relevant for our purposes. In order to construct A λ , we define the symbols By construction, B λ satisfies B λ (λ1 1 + A) s = (λ1 1 + A) s B λ = 1 1 in X, modulo an operator in Ψ −∞ λ (X). Since A is elliptic, self-adjoint and positive definite, we may moreover choose B λ to be self-adjoint and positive for λ > 0. Set
By definition, A λ ∈ Ψ −2s λ (X). We now show that the integral kernel of R λ satisfies Eq. (25). Let u be a smooth spinor field with compact support in X, and let q, r, n ∈ N be arbitrary. Then there holds the estimate ≤ c n,q,r (1 + |λ|) −n |||u||| X,q ,
where ||| · ||| X,r denotes the norm of the Sobolev space H r (X; C N ). In the last step we used that 1 1 − (λ1 1 + A) s B λ ∈ Ψ −∞ λ (X). This then establishes that R λ is infinitely smoothing on X × X, and that its kernel satisfies the estimate (25). It is not difficult to obtain from this the estimate R λ 1 ≤ c(1 + |λ|) −s/2 . Setting now λ = β −2 , we get that Therefore we get that β −2s A β −2 1 ≤ cβ −s , thus completing the proof.
