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Povzetek
Naslov: Faktorizacija rangirnih matrik s pomočjo celoštevilske optimizacije
Avtor: Miha Bastl
Podatki, ki predstavljajo rangiranja, so zelo pogosti, vendar obstaja le malo
primernih metod za delo z njimi. Tovrstne podatke najdemo pri tekmovanjih,
preferencah uporabnikov, raznih glasovanjih, primerni so pa tudi za predsta-
vitev drugače težko primerljivih podatkov. Implementirali smo dva algoritma
faktorizacije rangirnih matrik nad max-krat polkolobarjem in celoštevilsko
optimizacijo, ki jo uporabljata. Algoritem Sparse mRMF ǐsče ponavljajoča
se podzaporedja rangiranj v vrsticah rangirne matrike. Algoritem mRMT pa
ǐsče tlakovce visokih rangov. Podatke o povezavi med izražanjem genov in vr-
sto raka smo pretvorili v rangirane podatke in na njih pokazali, da algoritem
mRMT sam najde obstoječe klasifikacije tipov raka.
Ključne besede: Matrična faktorizacija, faktorizacija nad polkolobarji,
celoštevilska optimizacija, rangirani podatki, rangirne matrike, Sparse mRMF,
mRMT.

Abstract
Title: Rank matrix factorisation over semirings
Author: Miha Bastl
Rank data is excessively common and ubiquitous, but not much research
has been done for mining them and only few methods exist. We can find
this kind of data in various competitions, user preferences and various voting
events. Rank data is well suited for data that is hard to compare or differs
in magnitude. We implemented two existing rank matrix factorisation algo-
rithms that use the max-product semiring and the integer programming that
they employ. Algorithm Sparse mRMF searches for recurring subsequences
of rankings in the rows of the rank matrix. Algorithm mRMT searches for
tiles with high ranks. We turned data that links gene expression and can-
cer type into rank form and demonstrated that mRMT can, by itself, find
existing subclassifications of cancer types.
Keywords: Matrix factorisation, semiring factorisation, integer program-
ming, rank data, rank matrix, Sparse mRMF, mRMT.

Poglavje 1
Uvod
Rangirani podatki (angl. rank data) nam predstavljajo rang oz. uvrstitvev
posameznega podatka v množici podatkov. Takšne podatke najdemo npr. pri
razvrstitvah športnih tekmovanj, lahko nam predstavljajo razne preference
uporabnikov, npr. njihove najljubše glasbene skupine razporejene od naj-
ljubše do najmanj ljube. Tovrstni podatki se med drugim pojavijo pri raznih
raziskavah o priljubljenosti produktov pri potrošnikih ali pa pri raznih vo-
litvah, kjer uporabniki razvrstijo kandidate. Rangirani podatki so primerni
za predstavitev podatkov, ki bi jih drugače težko prikazali numerično ali pa
so med seboj preveč različni, kar je lahko posledica velikih razlik velikostnih
razredov podatkov. Takšne primere najdemo med drugim v biologiji, kjer z
rangiranimi podatki označimo nivoje izražanja določenih genov.
Rangirani podatki so pozitivni in celoštevilski, opisujejo pa lahko popol-
noma nezvezne podatke. Rangiranih podatkov ne moremo povprečiti (pri
glasovanju povprečje kandidata 1 in 3 ni kandidat 2), prav tako pa jih ne
moremo neceloštevilsko aproksimirati ali pa zaokroževati. Kljub vsepristo-
nosti rangiranih podatkov zaradi teh omejitev ne obstaja veliko primernih
metod podatkovnega rudarjenja. V tem delu smo se osredotočili predvsem
na matrično faktorizacijo rangirnih matrik, kjer začetno matriko aproksimi-
ramo s produktom dveh matrik manǰsih dimenzij. Z matrično faktorizacijo
odkrijemo latentne podatke v originalni matriki. Problem matrične faktori-
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zacije je dobro raziskan, vendar so pogosto uporabljene metode neprimerne,
saj npr. NMF [14] (angl. Non-negative Matrix Factorisation) iz celoštevilskih
rangirnih matrik izračuna pozitivni neceloštevilski matriki, iz katerih kljub
pozitivnosti podatkov ne moremo razbrati smiselnih (celoštevilskih) vzorcev
najdenih v rangiranih podatkih. V tem delu smo tako opisali, implementirali
in demonstrirali pristope za obdelavo in delo z rangiranimi podatki.
Implementirali smo dva obstoječa algoritma faktorizacije rangirnih matrik:
Sparse mRMF in mRMT([13]). Oba algoritma uporabljata množenje matrik
nad max-krat polkolobarjem, za samo faktorizacijo pa problem prevedeta na
problem celoštevilske optimizacije.
V poglavju 2 smo opisali vrste rangiranih podatkov in njihovo obdelavo.
Na kratko smo opisali obstoječe metode dela in matrično faktorizacijo nad
max-krat polkolobarjem.
V poglavju 3 smo predstavili celoštevilsko optimizacijo, ki uporablja ve-
jitev na manǰse podprobleme, ki jih nato reši s simpleksno metodo.
V poglavju 4 smo natančneje opisali algoritma Sparse mRMF in mRMT,
vpliv njunih parametrov in vzorce, ki jih ǐsčeta v matrikah. Tukaj smo tudi
algoritma prevedli na ekvivalenta problema celoštevilske optimizacije.
V poglavju 5 smo pisali strukturo implementacije in njene pomembneǰse
razrede. Opisali smo uporabljen jezik in okolje. Implementacijo smo na
kratko pokomentirali in navedli kratke odseke psevdokode. Problem smo
tudi porazdelili po večih jedrih.
V poglavju 6 smo našo implementacijo stestirali. Na majhni matriki
smo prikazali vplive izbire parametrov in ugotovitve primerjali z obstoječimi
rezultati. Delovanje obeh algoritmov smo prikazali na podatkih o glasovanju
za vodjo projekta Debian iz leta 2005. Pri zadjem primeru smo podatke
Diplomska naloga 3
o izražanju genov obolelih za rakoma ALL in AML spremenili v rangirane.
Prikazali smo, da lahko algoritem mRMT samostojno in neodvisno najde
klasifikacije različnih vrst rakov.
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Poglavje 2
Rangirani podatki
Rangirani podatki (angl. rank data) so pogosti, vendar je področje njihovega
rudarjenja še relativno neraziskano in ni veliko obstoječih metod dela z njimi.
Takšno vrsto podatkov bi npr. naravno našli pri razvrstitvi ekip na tekmo-
vanjih. Prav tako bi takšni podatki lahko predstavljaji neko uporabnikovo
subjektivno rangiranje, kot je npr. glasovanje in rangiranje slike in napisa, ki
ga želijo natisniti na naslednjo majico univerze. Rangirani podatki se lahko
uporabljajo na mestih, kjer imamo podatke različnih magnitud, ali pa so po-
datki drugače težko primerljivi (izražanje različnih genov). Glavni problemi
pri delu s takimi podatki so stroge omejitve rangiranj in njihove zahteve po
celoštevilskosti podatkov. Problem prestavlja tudi numerična neprimerljivost
rangiranj (povprečje željene poti 1 in poti 3 vesoljske sonde ni pot 2).
Za lažjo predstavo so v tabeli 2.1 prikazani podatki glasovanja desetih znan-
stvenih ekip o poti satelita Mariner iz leta 1977. Če pogledamo glasovanje
znanstvene ekipe 1, opazimo da so podatki šibko urejeni (rangirane so lahko
tudi množice in ne le posamezni elementi). Za prvo izbiro (najbolj zaželjena)
so glasovali pot označeno s številom 24, za drugo izbiro pa so izbrali množico
poti 9, 12 in 20, ki so med seboj izenačene.
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Ekipa/Izbira prva druga tretja
1 24 {20,12,9} {1,2,16} ...
2 23 22 27 ...
3 {5,2} {23,25,27} {3,4,17} ...
4 21 9 25 ...
Tabela 2.1: Glasovanje prvih štirih ekip za pot satelita Mariner
Takšne šibko urejene podatke lahko preoblikujemo tako, da namesto za-
pisa poti pod določeno izbiro za vsako pot zapǐsemo mesto izbire posamezne
ekipe. V tabeli 2.2 smo prikazali le poti ekipe 1, ki so bile prikazane v ta-
beli 2.1. Izbire smo spremenili v številsko predstavo (prva izbira je npr. 1).
Ekipa/Pot 1 2 9 12 16 20 24 ...
1 3 3 2 2 3 2 1 ...
Tabela 2.2: Preoblikovano glasovanje prve ekipe iz tabele 2.1
Pri šibko urejenih podatkih opazimo, da se rangi znotraj vrstice (ki pred-
stavlja glas ene ekipe) lahko ponavljajo. Če se omejimo na podatke, ki so
strogo urejeni, se rangi znotraj enega izbora ne ponovijo. Primer strogo ure-
jenih podatkov najdemo v tabeli 2.3. Podatki predstavljajo rangiranje treh
filmov (1.Three Days of the Condor, 2. Cold Mountain, 3.Unforgiven) in
so bili uporabljeni za namene Netflixovega tekmovanja ”Netflix prize” [6].
Podatki so nepopolni, če obstajajo elementi, ki nimajo ranga. Uporabnik
Netflixa npr. ne more rangirati filmov, ki jih še ni videl, prav tako pa ne bo
bil pripravljen rangirati seznama vseh filmov, ki jih je že videl. Manjkajoče
range označimo s številom 0.
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Št. glasov 1. 2. 3.
398 3 1 2
213 1 3 2
194 3 2 1
119 2 1 3
117 2 3 1
102 1 2 3
Tabela 2.3: Primer strogo urejenih podatkov rangiranja filmov (rangirali
Netflixovi uporabniki)
2.1 Metode obdelave rangirnih podatkov
Obstaja več načinov podatkovnega rudarjenja rangiranih podatkov. Lahko
se osredotočimo na rudarjenje množice postavk (angl. itemset)[4]. Pri takem
rudarjenju ǐsčemo pogosto ponavljajoče se podmnožice. Eden tovrstnih al-
goritmov je algoritem Apriori [4], ki iterativno zgradi podmnožice željenih
velikosti. Lahko se bolj omejimo in ǐsčemo le pogosto ponavljajoče urejene
podmnožice [5]. Negativna stran uporabe takšnih algoritmov je, da moramo
za njihovo uporabo naše rangiranje spremeniti v množico parov preferenc.
Takšno preoblikovanje za kvadraten faktor poveča število elementov.
V bioinformatiki so pogosti podatki, kjer imamo v vrsticah različne gene,
v stolpcih pa njihovo izražanje. Tukaj se pogosto uporabljajo metode dvoj-
nega gručenja (angl. biclustering), ki matrike gručijo tako po vrsticah kot po
stolpcih. Rezultat je značilni vzorec šahovnice v matriki, če vzorci v podat-
kih obstajajo. Ena izmed kasneje opisanih in uporabljenih metod (mRMT)
vrne rezultat podoben dvojni gruči (angl. bicluster) [11].
V tem delu se bomo bolj podrobno ukvarjali s faktorizacijo matrik z ran-
giranimi podatki. Problem matrične faktorizacije je dobro raziskan, vendar
so obstoječe metode za našo vrsto podatkov pomanjkljive ali pa celo neu-
porabne. To je v veliki meri posledica neprimernosti klasičnega matričnega
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množenja.
2.1.1 Matrična faktorizacija
Matrična faktorizacija (oz. matrični razcep) razbije matriko Rn×m na ma-
triki Pn×k in Qk×m tako, da velja R ≈ PQ (slika 2.1). Pravimo da matriko
R aproksimiramo. Običajno je k  m,n , izberemo ga sami. Nekaj pogostih
Slika 2.1: Faktorizacija matrike R na manǰsi matriki P in Q.
uporab matrične faktorizacije:
• Podatkovno rudarje besedil [9], kjer lahko iz besedila izvlečemo
ključne besede (angl. Key Word) ali pa ključne stavke. Tipično upo-
rabo najdemo v spletnih brskalnikih, ki nam prikažejo kratek odsek iz
besedila, ki se je ujemal z našo poizvedbo. Ena izmed pogosto upora-
bljenih metod je NMF - nenegativna matrična faktorizacija (angl. non
negative matrix factorisation).
• Priporočilni sistemi, kjer lahko z matrično faktorizacijo dobimo bolǰse
rezultate kot pa le s klasičnimi metodami najbližjih sosedov (angl. nearest-
neighbor techniques) [12]. Taki sistemi so praktični za priporočanje
filmov, glasbe in drugih produktov uporabniku. Tukaj se za razcep po-
gosto uporablja stohastični gradientni spust (primer algoritma je ISMF:
inkrementalna simultana matrična faktorizacija). Ob uporabi paraleli-
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zacije so pa primerne še metode, ki uporabljajo alternirajoče najmanǰse
kvadrate (angl. ALS: Alternating least squares).
• Bioinformatika, kjer imamo lahko na tisoče podatkov o izražanju
genov. Uporabljajo se lahko npr. NMF metode [7], s katerimi identifi-
ciramo molekularne vzorce.
2.1.2 Matrična faktorizacija rangiranih podatkov
Izkaže se, da kljub velikemu naboru že obstoječih metod faktorizacije matrik,
pristopi opisani v podpoglavju (2.1.1) niso primerni za uporabo na rangiranih
podatkih. V tem podpoglavju bomo demonstrirali, zakaj obstoječe metode
niso primerne in kakšni vzorci lahko obstajajo v rangirnih matrikah. Defini-
rali bomo tudi uporabljeno notacijo.
Definicija 2.1 Matrika M velikosti m × n je rangirna matrika, če so vsi
elementi matrike M elementi množice {1, 2, ..., n} ∪ {0}.
Definicija 2.2 Množico {1, 2, ..., n}∪{0} imenujemo tudi množica dopustnih
vrednosti in jo označimo z σn. Oznako n lahko izpustimo, če je n enak številu
stolpcev matrike M . Rangirno matriko M lahko zapǐsemo tudi kot M ∈ σm×nn .
Stolpci predstavljajo elemente, ki jih rangiramo, vrstice so pa rangi teh ele-
mentov. Število 0 označuje neznan rang elementa. Če imamo popolne in
strogo urejene podatke se vsaka vrednost v vrstici pojavi natanko enkrat in
zasede vse vrednosti iz {1, 2, ..., n}. Pri nepopolnih podatkih se v matriki po-
javijo ničle, pri šibko urejenih se pa vrednosti iz {1, 2, ..., n} ponovijo. Primer
matrike s popolnimi in strogo urejenimi podatki je matrika M1 iz agregira-
nih rangiranj treh filmov iz tabele 2.3. Ponovljenih vrstic zaradi preglednosti
tukaj nismo prikazali.
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M1 =

3 1 2
1 3 2
3 2 1
2 1 3
2 3 1
1 2 3

Definicija 2.3 (Faktorizacija rangirne matrike [13]) Če imamo ran-
girno matriko M ∈ σm×n in celo število k, poǐsčimo matriko C∗ ∈ {0, 1}m×k
in matriko F ∗ ∈ σk×np , tako da velja
(C∗, F ∗)
.
= max
C,F
f(M,C  F ) (2.1)
kjer je
• f cenilna funkcija, ki meri podobnost med matrikama;
•  binarni operator, ki ustvari novo matriko iz matrik C in F ;
• σp ⊆ σ množica dopustnih vrednosti σ.
Primer množenja C in F v (R,+,×).
Predpostavimo sedaj, da smo s poljubno matrično faktorizacijo dobili matriki
C in F . Za matriko C po definiciji velja, da so vse vrednosti 0 ali 1, za matriko
F pa da so vrednosti iz množice {1, 2, ..., n}, pri čemer n označuje najvǐsji
možni rang. Vrednosti v poljubni vrstici F se lahko ponovijo, tudi če so v
M strogo urejeni popolni podatki.
C =

1 0 0
0 1 0
0 1 1
0 0 1
 F =

1 2 4 6 3 0
2 3 0 6 1 0
5 6 4 3 0 1

Če sedaj izračunamo CF , kjer za vzamemo klasično matrično množenje
v (R,+,×) polkolobarju dobimo naslednjo matriko R:
Diplomska naloga 11
R =

1 0 0
0 1 0
0 1 1
0 0 1
 ×

1 2 4 6 3 0
2 3 0 6 1 0
5 6 4 3 0 1
 =

1 2 4 6 3 0
2 3 0 6 1 0
7 9 4 9 1 1
5 6 4 3 0 1

Matrika R v tretji vrstici prekrši definicijo (2.1) rangirne matrike, saj vsebuje
kar tri vrednosti večje od n, ki je v našem primeru 6 (matrika M ∈ σ4×6).
Tukaj opazimo, da so prevelika števila v R posledica vsote rangov vrstice 2
in 3 matrike F . Najbolj preproste možne (vendar neprimerne) rešitve bi
npr. bile:
• sprememba definicije matrike C, ki bi dovoljevala le eno 1 na vrstico.
Posledica takšne spremembe bi povzročila da bi ponovno sestavljena
matrika R vsebovala le k med seboj različnih vrstic, ki bi bile enake
vrsticam F , le razporejene v različnih vrstnih redih. Izguba podatkov bi
takšno faktorizacijo naredila praktično neuporabno v veliko primerih,
kjer se zaporedja vrednosti vrstic v M ne ponavljajo pogosto, ali pa so
vrednosti vrstic sestavljene iz kombinacije večih vrstic matrike F ;
• sprememba definicije matrike F , da je sestavljena iz realnih števil.
Takšna sprememba bi povzročila nesmiselno interpretacijo same ma-
trike F in nesmiselnost rezultatov v matriki R, ki bi se rangom v M
poizskušala čim bolj približati. Rekonstruirana matrika R bi lahko tako
vsebovala v kontekstu rangiranih podatkov nesmiselne neceloštevilske
vrednosti.
Menjava polkolobarja
Problem rešimo z menjavo polkolobarja, v katerem množimo matriki C in F .
Definicija 2.4 Polkolobar je trojica (R,⊕,⊗) množice R, operacije ⊕ “se-
števanje” in operacije ⊗ “množenje” z naslednjimi lastnostmi.
1. (R,⊕) je komutaiven monoid z nevtralnim elementom (za seštevanje)
0
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(a) Asociativnost (a⊕ b)⊕ c = a⊕ (b⊕ c) (∀a, b, c ∈ R)
(b) Nevtralni element za seštevanje 0⊕ a = a⊕ 0 = a (∀a ∈ R)
(c) Komutativnost a⊕ b = b⊕ a (∀a, b ∈ R)
2. (R,⊗) je monoid z nevtralnim elementom (za množenje) 1
(a) Asociativnost (a⊗ b)⊗ c = a⊗ (b⊗ c) (∀a, b, c ∈ R)
(b) Nevtralni element za množenje 1⊗ a = a⊗ 1 = a(∀a ∈ R)
3. Distributivnosti
(a) a⊗ (b⊕ c) = (a⊗ b)⊕ (a⊗ c) (∀a, b, c ∈ R)
(b) (a⊕ b)⊗ c = (a⊗ c)⊕ (b⊗ c) (∀a, b, c ∈ R)
4. Za element 0 velja: 0⊗ a = a⊗ 0 = 0(∀a ∈ R)
Primeri polkolobarjev so:
• množica pozitivnih realnih števil z ničlo ter običajnim seštevanjem in
množenjem (R+0 ,+,×);
• množica pozitivnih realnih števil z ničlo ter operacijama maksimum in
množenje (R+0 ,max,×);
• vsak kolobar je tudi polkolobar. Primer kolobarja je npr. množica celih
števil z običajnim seštevanjem in množenjem (Z,+,×).
Matrični produkt nad polkolobarji
Standardni matrični produkt matrik C in F nad kolobarjem (R,+,×) je
definiran kot
(C  F )v,s =
∑
i
(Cv,i × Fi,s). (2.2)
Bolj splošno, nad polkolobarjem (R,⊕,⊗) je
(C  F )v,s = ⊕i(Cv,i ⊗ Fi,s). (2.3)
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Za naše potrebe primerni polkolobar je npr. max-krat polkolobar (angl.
max-product semiring). Lahko bi se odločili za kakšen drug polkolbar, kot je
npr. min-krat polkolobar.
Pri max-krat polkolobarju uporabimo za ⊕ operacijo max(a, b), tako da
velja a⊕ b = max(a, b) in za ⊗ operacijo uporabimo a⊗ b = a× b. Uporaba
takega polkolobarja nam zagotavlja, da se rekonstruirana matrika R ∈ σm×n
vedno drži naše definicije rangirne matrike.
Primer množenja matrik C ∈ {0, 1} in F ∈ σm×n nad max-krat
(σ,max,×) polkolobarjem:
R =

1 0 0
0 1 0
0 1 1
0 0 1
 ×

1 2 4 6 3 0
2 3 0 6 1 0
5 6 4 3 0 1
 =

1 2 4 6 3 0
2 3 0 6 1 0
5 6 4 6 1 1
5 6 4 3 0 1

Primer množenja istih matrik C in F v min-krat (σ,min,×) polkolobarju:
R =

1 0 0
0 1 0
0 1 1
0 0 1
 ×

1 2 4 6 3 0
2 3 0 6 1 0
5 6 4 3 0 1
 =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

Produkt množenja matrik C ∈ {0, 1} in F ∈ σm×n nad max-krat ali nad
min-krat polkolobarjem je zopet rangirna matrika. Pri računanju rekonstru-
irane matrike R (R = CF ) namesto klasične vsote teh elementom izberemo
največji (max-krat polkolobar) oz. najmanǰsi (min-krat polkolobar) element,
ki je nastal pri množenju vrstice matrike C in stolpca matrike F . Zaradi
omejitev elementov matrike C lahko pri množenju s poljubnim elementom x
matrike F dobimo le vrednosti 0× x = 0 ali 1× x = x. Vsi elementi nastali
pri množenju so tako iz množice vrednosti σn. Posledično je tudi rekonstru-
irana matrika R rangirna matrika.
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Cenilna funkcija f
Za cenilno funckijo f želimo funkcijo, ki:
• je preprosta za razumevanje in interpretacijo;
• nam omogoča izvajanje bolj efektivnih algoritmov (npr. paralelizacijo);
Zaradi tega bomo uporabili aditivno cenilno funkcijo [13], kar pomeni da
funkcijo f(M,R), ki sprejme matriki M in R, lahko zapǐsemo kot vsoto funkcij
istoležečih elementov matrik M in R oz. δ(Mv,s, Rv,s). Bolj formalno:
f(M,R) =
m∑
v=1
n∑
s=1
δ(Mv,s, Rv,s). (2.4)
V poglavju 4 bomo predstavili dva algoritma za faktorizacijo rangirnih
matrik.
Poglavje 3
Linearna optimizacija
Linearna optimizacija oz. linearen program je metoda iskanja minimuma ali
maksimuma linearne funckije, ki ji pravimo tudi ciljna funkcija, pri tem pa
so potencialne rešitve te funkcije omejene z omejitvenimi pogoji, ki so pred-
stavljeni z linearnimi enačbami in neenačbami. Iščemo ekstreme linearnih
kombinacij teh pogojev.
Pravimo da je linearni program v standardni obliki, če
• ǐsčemo maksimum ciljne funkcije;
• pogoji vsebujejo le relacije 6;
• vse spremenjivke so nenegativne (x1 > 0, x2 > 0, .., xn > 0).
Vsak linearen program lahko spremenimo v ekvivalenten linearen program,
ki je v standardni obliki.
• Iskanje minimuma ciljne funkcije z(x1, .., xn) je ekvivalento iskanju ma-
ksimuma funkcije −z(x1, .., xn).
• Pogoje, ki vsebujejo relacijo > pomnožimo z −1 in tako dobimo relacije
6.
• Pogoje oblike L = D zapǐsemo kot pogoja L 6 D in L > D.
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Linearni program v standardni obliki lahko zapǐsemo kot
max : c1x1 + ...+ xncn (3.1)
pri pogojih a1,1x1 + a1,2x2 + ...+ a1,nxn 6 b1
a2,1x1 + a2,2x2 + ...+ a2,nxn 6 b1
...
am,1x1 + am,2x2 + ...+ am,nxn 6 bm
x1, x2, .., xn > 0
ali v matrični obliki kot
max : 〈c, x〉 (3.2)
pri pogojih Ax 6 b
x > 0
x, c, b ∈ Rn
A ∈ Rm×n
3.1 Simpleksna metoda
Simpleksna metoda rešuje linearne programe v standardni obliki s pomočjo
slovarjev. Najprej v vse pogoje vpeljemo dopolnilne spremenljivke (angl.
slack variable), tako da jih dopolnimo do enakosti (relacije =).
xn+i = b− ai,1x1 − ...− ai,nxn
xn+i > 0
S tem dobimo prvi slovar. Dobimo m baznih spremenljivk, ki so izražene
z n nebaznimi spremenljivkami. V prvem slovarju so bazne dopolnilne
spremenljivke (spremenljivke na levi strani enačb oz. xn+i), nebazne so pa
naše začetne spremenljivke (te na desni strani enačb).
V vsakem koraku simpleksne metode nato izberemo eno vstopajočo neba-
zno spremenljivko, ki so zamenjamo z eno izstopajočo bazno spremenljivko.
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Z zamenjavo spremenljivk dobimo nov slovar. Za nebazno spremenljivko iz-
beremo poljubno spremenljivko s pozitivnim koeficientom v ciljni funkciji,
ponavadi izberemo tisto z največjim koeficientom. To izbrano spremenljivko
želimo sedaj čim bolj povečati, vendar smo omejeni z baznimi spremenljiv-
kami. Za izstopajočo spremenljivko zato izberemo tisto bazno spremenljivko,
ki nas najbolj omejuje. Vrstico s tako izbrano izstopajočo bazno spremen-
ljivko imenujemo pivotna vrstica. Vstopajočo spremenljivko izrazimo iz
pivotne vrstice in jo vstavimo v ostale enačbe v slovarju. S tem dobimo drugi
slovar. Postopek ponavljamo dokler ne moremo izbrati nove vstopajoče spre-
menljivke.
Problem je neomejen, če nobena bazna spremenljivka ne omejuje vstopajoče
spremenljivke. Optimalnih rešitev je več, če ima v našem začetnem slovarju
kakšna spremenljivka koeficient v ciljni funkciji enak 0.
Pri nahajanju negativnih elementov v vektorju b moramo izvesti tako imeno-
vano dvofazno simpleksno metodo. Začetno obravnavano oglǐsče je izven
dopustnega območja. Pri dvofazni simpleksni metodi se v fazi I ugotovi, ali
dopustno oglǐsče obstaja. Pred dejansko izvedbo zgoraj opisane simpleksne
metode (faze II) tako ugotovimo, ali je slovar dopusten (rešitev obstaja).
Implementacija algoritma z uporabo simpleksne tabele je opisana v razdelku
5.
Primer optimizacijskega problema:
max : 7x1 + 11x2 (3.3)
pri pogojih x1 + x2 6 6
7x1 + 12x2 6 55
x1 > 0;x2 > 0
Ta primer smo natančneje preučili in grafično prikazali v poglavju 3.2. Izbrali
smo ga predvsem zaradi neintuitivne celoštevilske rešitve. Rešitev, ki smo
jo tukaj izračunali in prikazali s simpleksno metodo, predstavlja hkrati tudi
prvi korak pri postopku celoštevilske optimizacije.
Pred pričetkom izvajanja simpleksne metode moramo preveriti, če je linearni
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program v standardni obliki. Če ni, ga preoblikujemo v ekvivalenten linearni
program v standardni obliki. Problem 3.3 je v standardni obliki.
Zaradi pozitivnosti vseh elementov desnih strani pogojev (vektor b), nam ni
potrebno izvesti dvofazne simpleksne metode (ne izvedemo faze I, ki ugotovi
ali obstaja kakšna dopustna rešitev). V fazi I bi rešili pomožni problem, ki
najde poljubno dopustno rešitev, če ta obstaja. V fazi II bi nato ta rešitev
predstavljala naše začetno oglǐsče.
V vse pogoje vpeljemo dopolnilne spremenljivke, ki so prav tako nenegativne.
Nenegativnost spremenljivk bomo zapisali le v prvem slovarju, veljala bo za
vse uporabljene spremenljivke skozi celoten postopek optimizacije. Ciljno
funkcijo smo označili z z, ki smo ga zapisali na dnu slovarja.
Prvi slovar linearnega programa 3.3 je:
x3 = 6− x1 − x2
x4 = 55− 7x1 − 12x2
z = 7x1 + 11x2
x1, x2, x3, x4 > 0
Za vstopajočo spremenljivko izberemo tisto, ki ima v z največji pozitivni
koeficient. V našem primeru je to spremenljivka x2. Za pivotno vrstico, ki
vsebuje izstopajočo bazno spremenljivko, izberemo vrstico v slovarju, ki x2
najbolj omejuje. Vemo da morajo biti vse spremenljivke nenegativne, zato
poǐsčemo območje x2, pri katerem x2 ne krši nenegativnost baznih spreme-
ljivk.
x3 = 6− x1 − x2; x2 6 6
x4 = 55− 7x1 − 12x2; x2 6
55
12
Iz prve vrstice slovarja dobimo omejitev x2 ∈ [0, 6], iz druge vrstice pa
x2 ∈ [0, 5512 ]. Druga vrstica je pivotna, saj predstavlja najstrožjo omejitev.
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V primeru, da bi bil x2 >
55
12
, bi izstopajoči x4 bil negativen ne glede na vre-
dnost nenegativnega x1 (imamo pogoj x1 ≥ 0). S tem smo omejili vrednosti
x2 rešitve problema 3.3 (0 ≤ x2 ≤ 5512).
Iz pivotne vrstice izrazimo spremenljivko x2 in jo vstavimo v druge enačbe v
slovarju.
Tako dobimo drugi slovar:
x2 =
55
12
− 7
12
x1 −
1
12
x4
x3 =
17
12
− 5
12
x1 +
1
12
x4
z =
605
12
+
7
12
x1 −
11
12
x4
Za vstopajočo spremenljivko sedaj izberemo spremenljivko x1, saj je edina
spremenljivka s pozitivnim koeficientom v ciljni funkciji z. Iz prve vrstice
dobimo omejitev x2 ≤ 557 , iz druge pa x2 ≤
17
5
. Pivotna vrstica je druga
vrstica v slovarju, ki vsebuje izstopajočo spremenljivko x3. Iz pivotne vrstice
izrazimo spremenljivko x1 in jo vstavimo v druge enačbe v slovarju.
Dobimo tretji slovar:
x1 =
17
5
− 12
5
x3 +
1
5
x4
x2 =
13
5
+
7
5
x3 −
1
5
x4
z =
262
5
− 7
5
x3 −
4
5
x4
Nove vstopajoče spremenljivke ne moremo izbrati, saj v ciljni funkciji z ni-
mamo več spremenljivk s pozitivnim koeficientom. Optimalno rešitev pre-
bermo iz vrstice s ciljno funkcijo z. Največja vrednost našega linearnega
programa je tako z = 262
5
, pri x3 = 0 in x4 = 0. Ti spremenljivki vstavimo še
v drugi enačbi našega zadnjega slovarja. S tem dobimo še vrednosti x1 =
17
5
in x2 =
13
5
, pri katerih je vrednost ciljne funkcije največja.
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3.2 Celoštevilska linearna optimizacija
Celoštevilska linearna optimizacija je podobna linearni optimizaciji, ven-
dar kot rešitve spremenljivk ǐsčemo le cela števila. Celoštevilska optimi-
zacija je NP-poln problem. Pri rešitvah celoštevilske optimizacije je po-
membno vedeti, da se lahko rezultat zelo razlikuje od rezultata dobljenega
pri navadni linearni optimizaciji. Rezultata ne moremo dobiti s preprostim
zaokroževanjem rešitev linearne optimizacije navzdol do najbližjega celega
števila.
Rešitve linearnega programa (3.3) smo prikazali v tabeli 3.1. Grafični
prikaz dopustnega območja je prikazan na sliki 3.1.
Realna rešitev Zaokroženo Zaokroženo navzdol Celoštevilska rešitev
x1 3.4 3 3 1
x2 2.6 3 2 4
rešitev 52.4 nedopusten 43 51
Tabela 3.1: Rešitve optimizacijskega problema (3.3). Realna rešitev je bila
izračunana s simpleksno metodo. Pri zaokrožitvi realne rešitve do naj-
bljižjega celega števila spremenljivki pri vrednostih x1 = 3 in x2 = 3 prekršita
pogoje linearnega programa. Zaokrožitev realne rešitve navzdol pogojev za-
gotovo ne prekrši, vendar je dobljena rešitev ciljne funcije veliko slabša od
najbolǰse možne celoštevilske rešitve pri x1 = 1 in x2 = 4.
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Slika 3.1: Dopustno območje problema 3.3 določeno z dvema pogojema.
Obstaja več metod reševanja celoštevilskih programov. Njihova primer-
nost je odvisna od vrste problema, ki ga rešujemo. V glavnem bi metode raz-
delili v tri večje razrede: metode oštevilčenja (angl. enumeration techniques),
metode rezanja ravnin (angl. cutting-plane techniques) in na metode, ki upo-
rabljajo teorijo grup (angl. group-theoretic techniques [16]).
Razveji in omeji
Metoda razveji in omeji (angl. branch and bound), o kateri več najdemo
v [8], spada med metode oštevilčenja. Metode oštevilčenja se uporabljajo pri
reševanju kombinatoričnih optimizacijskih problemov, pri katerih so odloči-
tvene spremenljivke binarne. Te odločitvene spremenljivke ponavadi označu-
jejo, če smo neko stvar izbrali ali ne. Pri metodi razveji in omeji pri gradnji
drevesa določamo ali smo izbrali zgornjo mejo ali spodnjo. To metodo bomo
natančneje opisali, saj smo jo uporabili pri implementaciji celoštevilske opti-
mizacije.
Ideja metode je delitev originalnega simpleksnega območja (prikazan npr. na
sliki 3.1) v več manǰsih podobmočij. Metoda uporablja standardno simple-
ksno metodo, vendar ob reševanju problema dodaja dodatne pogoje.
V prvem koraku metode izračunamo najvǐsjo zgornjo mejo našega original-
nega problema z uporabo simpleksne metode. Če dobimo rešitev, kjer so vse
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neznanke celoštevilske, smo že takoj našli optimalno celoštevilsko rešitev. V
primeru neceloštevilske rešitve vemo, da je celoštevilska rešitev za določeno
neznanko večja ali manǰsa od tiste najdene s simpleksno metodo. Necelo-
številska rešitev neznanke nam tako območje razdeli na dve podobmočji na
sliki (3.2). Ti novo dobljeni podobmočji nato obravnavamo kot dva ločena
celoštevilska linearna problema. Če največja celoštevilska rešitev obstaja,
se bo nahajala v enem od nastalih podobmočij. Postopek nato ponavljamo
dokler ne najdemo največje celoštevilske rešitve.
Na sliki (3.2) smo območje najprej razdelili glede na rešitev x1 = 3.4 zapisani
v tabeli (3.1). Območju 1 smo tako dodali pogoj x1 ≥ 4, območju 2 pa pogoj
x1 ≤ 3. S takim deljenjem ne izgubimo potencialnih celoštevilskih rešitev.
Slika 3.2: Območje problema 3.3 smo razdelili v podobmočji. Območje O1
ima dodaten pogoj x1 ≥ 4, območje O2 pa ima dodaten pogoj x1 ≤ 3.
Pri izvajanju metode razveji in omeji se gradi drevo na sliki (3.3). Vo-
zlǐsča v tem drevesu lahko porežemo (oz. ne razvijamo naprej), če je problem
nedopusten, ali pa smo v enem izmed listov našli potencialno bolǰso rešitev.
Najvǐsja možna celoštevilska rešitev podobmočja je lahko kvečjemu manǰsa
ali enaka neceloštevilski rešitvi pridobljeni s simpleksno metodo, prav tako
pa vozlǐsče podobmočja ne more vsebovati bolǰse rešitve kot pa jo lahko naj-
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demo pri njegovem staršu. Posledica tega je, da vozlǐsča, ki imajo zgornjo
mejo rešitve določene s simpleksno metodo manǰso od že obstoječe najdene
celoštevilske rešitve, ne morejo vsebovati bolǰse, še ne najdene rešitve. Tako
vozlǐsče lahko porežemo.
Slika 3.3: Primer poteka razvoja drevesa pri iskanju celoštevilskih rešitev
linearnega programa (3.3) z uporabo metode razveji in omeji. Pri vsaki ve-
jitvi dodamo dodatni pogoj, ki nam območje razdeli na dve podobmočji.
Beseda rezultat označuje največjo vrednost ciljne funkcije izračunane s sim-
pleksno metodo. Rezultat vozlǐsča je navzgor omejen z rezultatom svojega
starša, razen v korenu drevesa, kjer se izvede simpleksna metoda na linear-
nem programu brez dodanih pogojev. Za končno rešitev celoštevilske opti-
mizacije upoštevamo le vozlǐsča, pri katerih imamo rešitve vseh spremenljivk
celoštevilske. Od teh vozlǐsč izberemo tistega z najvǐsjim rezultatom.
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Poglavje 4
Algoritma Sparse mRMF in
mRMT
Algoritma Sparse mRMF (Sparse max-product semiring Rank Matrix Fac-
torisation) [13] in mRMT (max-product semiring Rank Matrix Tiling) [13]
predstavljata metodi faktorizacije rangirne matrike. Algoritma sta si po-
dobna v naslednjih značilnosti:
• uporabljata se na rangiranih podatkih;
• uporabljata max-krat polkolobar;
• uporabljata cenilni funkciji, ki sta aditivni;
• iz rangirne matrike M ∈ σm×n in celega števila k pridobimo matriki C
in F , tako da velja C ∈ {0, 1}m×k;
• za inicializacijo algoritma uporabita metodo voditeljev (angl. k-means);
• optimizacija matrik C in F se izvaja s pomočjo iterativne metode;
• v ozadju se uporablja celoštevilska linearna optimizacija.
Razlikujeta se pa v tem, da:
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• pri Sparse mRMF algoritmu dobimo matriko F ∈ σk×nn , pri mRMT
algoritmu pa matriko F ∈ {0, 1}k×n;
• pri Sparse mRMF algoritmu v matriki M ǐsčemo ponavljajoča se zapo-
redja rangov v vrsticah in njihove kombinacije, medtem ko pri mRMT
algoritmu v matriki M ǐsčemo tlakovce (angl. tiles) visokih rangov.
4.1 Algoritem Sparse mRMF
Algoritem Sparse mRMF se uporablja za odkrivanje ponavljajočih in konsi-
stentih zaporedij rangov v rangirnih matrikah. Beseda sparse (slov. redko)
označuje redkost matrike F , ki nastane ob faktorizaciji matrike M v matriki
C in F .
Na primeru matrike M smo z vijolično in modro označil podobne vnose v
vrsticah, za katere pričakujemo da jih bo algoritem odkril.
M =

6 4 3 1 2 5
6 4 3 1 2 5
6 3 4 1 2 5
2 3 6 5 1 4
2 3 5 6 1 4

Po faktorizaciji dobimo:
C =

1 0
1 0
1 0
0 1
0 1

F =
(
6 4 3 1 2 5
2 3 0 0 1 4
)
Rekonstruirana matrika R je rezultat množenja matrik C in F nad max-
krat kolobarjem.
R = C  F (4.1)
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Aditivna cenilna funkcija algoritma Sparse mRMF je:
δ(a, b) =
0, b = 0,α− | a− b |, b 6= 0. (4.2)
V enakosti (4.2) predstavlja a element iz matrike M , b pa predstavlja is-
toležeči element iz matrike R. Število α izberemo sami glede na mero pokri-
tosti, ki jo želimo doseči. Večji α nam zagotovi večjo pokritost rekonstruirane
matrike R, medtem ko izbira manǰsega α povzroči manǰso pokritost matrike
R. Pokritost matrike R so polja matrike, ki niso 0. Pokritost polja ni odvisna
od vrednosti elementa v matriki M . Pokritost definiramo kot:
pokritost(R) =
∑
Rv,s>0
1. (4.3)
Če matrika R ne pokriva elementa iz matrike M , je δ(a, b) = 0. Posledica
takšne izbire na končen rezultat cenilne funkcije je, da matrike R, ki ne
pokrijejo velikega števila elementov matrike M ne ocenimo kot slabšo od
matrike, ki bi pokrila veliko elementov, a ne bi bila natančna. Število α v
δ(a, b) bi lahko razumeli kot nagrado za pokritje polja. Če za α izberemo
vrednost večjo od x, bo naša cenilna fukcija δ(a, b) za polja matrike R, ki se
od polj v M razlikujejo za manj kot x, bila prav tako pozitivna.
Vplivi izbire α:
• α < 0: funkcija δ(a, b) je nepozitivna za vsaki matriki M in R. Matrika
R z najvǐsjo vrednostjo cenilne funkcije bo ničelna matrika, ne glede
na začetno matriko M . Pri takšni izbiri α bo vrednost cenilne funkcije
vedno f(M,R) 6 0 (f(M,R) = 0, ko je R ničena matrika). Takšna
izbira α ni smiselna.
• α = 0: funkcija δ(a, b) bo negativna za vse istoležeče elemente matrike
a ∈ M in b ∈ R za katere ne velja | a − b |= 0. Tukaj lahko dobimo
ničelni ali neničelni R, vendar bo za oba cenilna funkcija f(M,R) = 0.
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• α > 0: funkcija δ(a, b) bo pozitivna za vse istoležeče elemente matrike
a ∈ M in b ∈ R za katere velja | a − b |< α. Za vsak pokrit element
matrike R prǐstejemo vrednost α, odštejemo pa njegovo razliko vredno-
sti v primerjavi z istoležečim elementom matrike M . Odštejemo torej
|Mi,j −Ri,j |. Tako dobimo še eno izpeljavo cenilne funkcije f(M,R):
f(M,R) = pokritost(R) · α−
∑
Ri,j>0
|Mi,j −Ri,j | (4.4)
Funkcija f(M,R) bo pozitivna, če bo pokritost(R)·α >
∑
Ri,j>0
|Mi,j−
Ri,j |.
Poglejmo si primer, pri katerem izberemo α = 0.4, k = 1, kar povzroči, da
lahko matriko R pokrijemo le z ničelnimi elementi ali pa z edino vrstico iz F
(zaradi dimenzij matrike F pri faktorizaciji s k = 1). Predpostavimo da je
ta vrstica v = (1, 2, 3, 4):
M =

1 2 3 4
1 2 4 3
2 1 3 4
 R1 =

1 2 3 4
1 2 3 4
1 2 3 4
 R2 =

1 2 3 4
1 2 3 4
0 0 0 0
 R3 =

1 2 3 4
0 0 0 0
0 0 0 0

• f(M,R1) = 12 · 0.4− 4 = 0.8
• f(M,R2) = 8 · 0.4− 2 = 1.2
• f(M,R3) = 4 · 0.4− 0 = 1.6
Opazimo, da ima pri α = 0.4 matrika R3 najvǐsjo vrednost cenilne funk-
cije, glede na R1 in R2, kljub temu da je od vseh treh najmanj pokrita. Z
α lahko reguliramo, kakšne napake so nam sprejemljive. Pri izbiri α > 0.5
in enaki matriki F bi bila zagotovo najbolǰsa matrika R1. Pri ponovnem
izračunu ciljne funkcije z vǐsjim α = 0.51 dobimo tako: f(M,R1) = 2.12,
f(M,R2) = 2.08 in f(M,R3) = 2.04. Za izbiro α se odločimo glede na po-
datke, ki jih imamo in glede na matriko, ki jo želimo dobiti. Velik α bo pokril
celotno matriko, vendar se lahko pojavijo velike napake. Izbira majhnega α
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pa povzroči redko pokritost matrike, a je zato ta gledano z vidika lokalnosti
veliko bolj točna.
Psevdo algoritem faktorizacije matrike M
Zaradi težavnosti celoštevilske matrične faktorizacije bomo uporabili he-
vristični pristop pri faktorizaciji matrike M v matriki C in F . Matriko C
tako najprej inicializiramo, npr. z metodo voditeljev, nato pa iterativno iz-
bolǰsujemo F glede na trenutni C in C glede na trenutni F . Metodo ustavimo
ko se matriki ne spreminjata več, smo se dovolj približali željenemu rezultatu
ali pa smo dosegli neko določeno mejo iterativnih korakov.
Sparse mRMF(Rangirna matrika M, int k, double alfa)
Inicializiraj matriko C z uporabo metode voditeljev
while rezultat ni skonvergiral ali nismo dosegli omejitve korakov
optimiziraj F glede na podan C in alfa
optimiziraj C glede na podan F in alfa
end
Pri takšnem algoritmu sta lahko končni matriki C in F odvisni od iniciali-
zacije C. Matriki C in F se nam v postopku lahko začneta tudi ponavljati,
čeprav mogoče nista optimalni rešitvi faktorizacije M .
Uporaba celoštevilske linearne optimizacije
Razcep rangirne matrike M na matriki matrik C in F bomo spremenili v
ekvivalenten problem celoštevilske linearne optimizacije. Definirajmo upora-
bljene pojme in matrike:
• k je podan vnaprej;
• matrika M ∈ σm×n, matrika C ∈ {0, 1}m×k in matrika F ∈ σk×n;
• velja 1 ≤ i ≤ m, 1 ≤ j ≤ n, 1 ≤ t ≤ k;
• matrika R dimenzij m × n predstavlja rezultat C  F ;
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• matrika A ∈ {0, 1}m×n predstavlja pokritost rekonstruirane matrike R;
• matrika B ∈ {0, 1}m×n×k zagotavlja, da na mesto v R shranimo največji
(maksimalen) primeren element, ki nastane pri C  F ;
• matrika Y ∈ σm×n zagotovi, da maksimiziramo cenilno funkcijo. Ele-
menti v tej matriki predstavljajo vrednosti napak med matrikama M
in R.
Maksimiziramo funkcijo (4.4). Funkcijo lahko zapǐsemo z matrikama A in
Y . Matrika A pove, ali je element pokrit ali ni, matrika Y pa predstavlja
napako med matrikama M in R. Tako dobimo ciljno funkcijo, ki jo želimo
maksimizirati:
maksimiziraj
∑
i
∑
j
(αAi,j − Yi,j) (4.5)
Iz omejitev dovoljenih vrednosti matrik C in F dobimo pogoja:
0 6 Ci,t 6 1 (4.6)
0 6 Ft,j 6 n (4.7)
Matrika pokritosti A vsebuje vrednost 1, če je element pokrit v R in 0, če ni.
Velja torej:
Ai,j ∈ {0, 1} (4.8)
Zaradi celoštevilskosti vseh rešitev lahko ta pogoj zapǐsemo tudi kot:
0 6 Ai,j 6 1
Dejanske vrednosti matrike A so odvisne od matrike R. S pogojem
n · Ai,j > Ri,j (4.9)
zagotovimo da je element Ai,j = 1, če element Ri,j 6= 0 (element je pokrit).
Pogoj
Ai,j 6 Ri,j (4.10)
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zagotovi, da Ai,j 6= 1, če element ni pokrit v R.
Element matrike R je zaradi računanja CF nad max-krat polkolobarjem
največji element, ki nastane pri matričnem množenju vrstice i matrike C in
stolpca j matrike F :
Ri,j > Ci,t · Ft,j (4.11)
t ∈ {1, 2, ..., k}
Elemente matrike R smo omejili navzdol z neenakostjo (4.11), moramo jih
pa omejiti še navzgor. To storimo z dodatno matriko B, ki hrani podatek
o tem, kateri element množenja vrstice i matrike C in stolpca j matrike F
je maksimalen. Označenemu elementu dodelimo vrednost 1, neoznačenemu
pa 0 (4.12). Za vsak Ri,j bomo označili le en element od k možnih (4.13),
saj nam ga ni potrebno razlikovati od drugih morebiti enako velikih elemen-
tov, pomembna nam je le njegova vrednost, ki se nato uporabi v R. R bo
tako navzgor omejen z maksimumom, ki smo ga označili, ne bo pa omejen s
kakšnim drugim manǰsim nastalim elementom (4.14).
Bi,j,t ∈ {0, 1} (4.12)∑
t
Bi,j,t = 1 (4.13)
Ri,j 6 Ci,t · Ft,j + (1−Bi,j,t) · n (4.14)
Zaradi celoštevilskih rešitev lahko (4.12) zapǐsemo kot (4.15).
0 6 Bi,j,t 6 1 (4.15)
Pogoj (4.13) pa lahko zapǐsemo kot pogoja:∑
t
Bi,j,t 6 1 (4.16)∑
t
Bi,j,t > 1 (4.17)
Sedaj moramo zakodirati le še napako med matrikama M in R. Napaka med
matrikama M in R je
∑
Ri,j>0
|Mi,j−Ri,j |, kar vidimo v (4.4). Za računanje
32 Miha Bastl
napake uporabimo elemente, ki so v R pokriti. To lahko drugače zapǐsemo
kot Yi,j =|Mi,j −Ri,j | Ai,j. Zaradi člena |Mi,j −Ri,j | razbijemo enačbo na
pogoja (4.18) in (4.19). Yi,j omejimo le navzdol, navzgor pa ne, saj bomo ta
člen bomo na podlagi naše ciljne funckije (4.5) med postopkom minimizirali.
Mi,j · Ai,j −Ri,j 6 Yi,j (4.18)
−Mi,j · Ai,j +Ri,j 6 Yi,j (4.19)
Pogoja (4.11) in (4.14) zaradi množenja neznank iz C in F kršita veljavne
pogoje linearnega modela. Problem odpravimo tako, da eno matriko podamo,
drugo pa nato optimiziramo. Ta postopek ponavljamo iterativno, matriki C
in F pa alternirajoče izmenjujemo.
4.2 Algoritem mRMT
Algoritem mRMT odkriva tlakovce (angl. tiles) matrike M , ki vsebujejo polja
z visokimi rangi. Pri mRMT ločimo range le na nizke in visoke, tako da nam
ni potrebno imeti vrstic s podobnimi rangi, tako kot smo jih imeli pri Sparse
mRMF algoritmu. Visoki rangi bodo predstavljeni z vrednostjo 1, nizki pa z
vrednostjo 0.
Na primeru faktorizacije matrike M smo barvno označili območja z visokimi
rangi (npr. rangi večji od 3), ki jih pričakujemo, da jih bo algoritem odkril
(velikosti teh tlakovcev bodo seveda odvisne od uporabljenih parametrov).
V tlakovcu se lahko znajde tudi kakšen rang, ki ni visok.
M =

6 4 3 1 2 5
6 4 3 1 2 5
6 3 4 1 2 5
2 3 6 5 1 4
2 3 5 6 1 4

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C1 =

1 0 1
1 0 1
1 0 1
0 1 1
0 1 1

F1 =

1 1 0 0 0 0
0 0 1 1 0 0
0 0 0 0 0 1

Tukaj omenimo še, da lahko identično rekonstruirano matriko R = C1  F1
dobimo tudi iz produkta C2  F2.
C2 =

1 0 0
1 0 0
1 0 0
0 1 0
0 1 0

F2 =

1 1 0 0 0 1
0 0 1 1 0 1
0 0 0 0 0 0

Aditivna cenilna funkcija algoritma mRMT je:
δ(a, b) =
0, b = 0,a− θ, b 6= 0. (4.20)
Podobno kot pri algoritmu Sparse mRMF pri računanju f(M,R) pogle-
damo le vrednosti, ki jih mRMT dejansko pokrije v rekonstruirani matriki
R. Z vrednostjo θ definiramo poljubno mejo med visokimi in nizkimi rangi.
• Range manǰse od θ bomo obravnavali kot nizke range, ki jih ne bomo
želeli pokriti.
• Range enake θ bomo obravnavali kot nevtralne in nam bo vseeno, če
jih pokrijemo ali ne.
• Range večje od θ bomo obravnavali kot visoke range, ki jih bomo želeli
pokriti.
Učinek parametra θ je ravno obraten od parametra α, ki smo ga imeli pri
Sparse mRMF. Manǰsi θ bo tako povzročil večjo pokritost (4.3) rekonstrui-
rane matrike R.
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Rangirne podatke bomo za uporabo z algoritmom mRMT glede na naš kon-
tekst morali preoblikovati. Algoritem namreč ǐsče le visoke range, nas pa
lahko zanimajo nizki rangi. V takšnem primeru range invertiramo v adi-
tivni grupi (Zn+1,+). Rangirne podatke (1, 3, 2, 4, 5) bi tako spremenili v
(5, 3, 4, 2, 1).
Psevdo algoritem mRMT je enak algoritmu navedenemu pri Sparse mRMF.
mRMT(Rangirna matrika M, int k, double alfa)
Inicializiraj matriko C z uporabo metode voditeljev
while rezultat ni skonvergiral ali nismo dosegli omejitve korakov
optimiziraj F glede na podan C in alfa
optimiziraj C glede na podan F in alfa
end
Uporaba celoštevilske linearne optimizacije
Tako kot pri algoritmu Sparse mRMF bomo problem razcepa rangirne ma-
trike z algoritmom mRMT spremenili v ekvivalenten problem celoštevilske
linearne optimizacije. Definirajmo uporabljene pojme in matrike:
• k smo podali vnaprej;
• matrika M ∈ σm×n, matrika C ∈ {0, 1}m×k in matrika F ∈ {0, 1}k×n;
• 1 ≤ i ≤ m, 1 ≤ j ≤ n in 1 ≤ t ≤ k;
• matrika A ∈ {0, 1}m×n predstavlja pokritost in rekonstruirano matriko
(Ai,j = Ri,j). To je posledica omejitve matrike F na vrednosti 0 in 1.
Maksimiziramo pokritost matrikeA. Iz definicije (4.20) dobimo ciljno funckijo:
maksimiziraj
∑
i
∑
j
(Mi,j − θ) · Ai,j (4.21)
Vsi elementi matrik A, C in F so iz množice {0, 1}. To lahko zapǐsemo kot
0 6 Ai,j, Ci,t, Ft,j 6 1 (4.22)
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Elementi matrike A bodo nepokriti (predstavljeni z 0), če noben element na-
stal pri množenju vrstice i matrike C in stolpca j matrike F ne bo pozitiven:
Ai,j 6
∑
t
Ci,t · Ft,j (4.23)
V takem primeru tudi njihova vsota ne bo pozitivna. V primeru da je vsaj en
element pozitiven, bo tudi pripradajoči element matrike A lahko pozitiven.
Ai,j je v takem primeru navzgor omejen z 1 (4.22).
Elementi matrike A bodo pokriti (predstavljeni z 1), če bo poljuben element
množenja vrstice i matrike C in stolpca j matrike F pozitiven.
n · Ai,j >
∑
t
Ci,t · Ft,j (4.24)
Desna stran pogoja (4.24) je lahko največ n (v primeru da vrstica C in stolpec
F vsebujeta same enice). Leva stran pogoja (4.24) je pa večja ali enaka desni
le v primeru Ai,j = 1.
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Poglavje 5
Implementacija
V tem poglavju opǐsemo odločitve in pristope uporabljene pri implementaciji
celoštevilske optimizacije, ter algoritmov Sparse mRMF in mRMT. Imple-
mentacija je na voljo na GitHubu (https://github.com/MihaBastl/SRMF).
Celoten projekt in testiranje modulov (angl. unit testing) sta bila narejena
v okolju IntelliJ IDEA. Za testiranje modulov smo uporabili ogrodje JUnit 5.
Izbira programskega jezika
Projekt in vsi algoritmi so napisani v jeziku java. Za uporabo kode je po-
trebna različica Java 8.0 ali noveǰsa. Za javo smo se odločili predvsem zaradi:
• relativno enostavne paralelizacije;
• razreda BigInteger in podporo operacij v tem razredu;
• ugodnega časovnega delovanja implementacije;
• dobrega poznavanja jezika;
• razširjenosti jezika in s tem tudi lažjo ponovno uporabno programske
kode.
Za zbiranje podatkov in njihovo obdelavo in predelavo smo uporabili jezik
python.
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5.1 Javanski razredi
Preglejmo pomembneǰse javanske razrede in njihove funkcionalnosti.
SimplexDirectEquation
V tem razredu preoblikujemo podano optimizacijsko ciljno funkcijo in vse
pogoje optimizacijskega problema v ustrezne matrike. Po preoblikovanju iz-
vedemo dvofazno simpleksno metodo in vrnemo točen rezultat maksimizirane
funkcije in vrednosti, pri katerih je maksimizirana funkcija največja v obliki
ulomkov.
Psevdo algoritem rezreda simplexDirectEquation:
preberi ciljno funkcijo in pogoje
if minimizacijski problem
spremeni problem v maksimizacijski
sestavi simpleksno matriko
if desna stran pogojev vsebuje negativno konstanto
na simpleksni matriki izvedi fazo I (iskanje začetnega oglišča)
if problem nedopusten
ni rešitve
na simpleksni matriki izvedi fazo II (optimizacija)
iz simpleksne matrike preberi rezultate in jih shrani
V fazi I ugotovimo, če je problem dopusten in simpleksno matriko pri-
pravimo na izvajanje faze II. V fazi II poǐsčemo ustrezen pivot in izvedemo
prehod na novo simpleksno matriko. Implementiran algoritem faze II smo
povzeli po postopku opisanem v ([17]).
Z besedo “direct”(slov. neposredno, direktno) smo označili vnos enačb v
ljudjem berljivi obliki. Ob ponovni uporabi razreda enačb uporabniku ni
potrebno ročno prirejati ali pa kako drugače paziti na njihovo dopustnost
in omejenost. Ciljno funkcijo označimo s predpono “max:”ali “min:”(ciljno
funkcijo, kjer maksimiziramo −7x1 − 8x2 − 10x3 bi tako zapisali:“max:-7x1
-8x2 -10x3”). Pogoje pa zapǐsemo med seboj ločene z “\n”. Pri pogojih so
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spremenljivke vedno na levi strani pogoja, na desni pa zapǐsemo le konstanto
(“x1+x2 <= 6\n”).
Ulomek
Zaradi potreb celoštevilske optimizacije pri naših postopkih ne sme priti do
zaokrožitvenih napak. V tem razredu poskrbimo za osnovne operacije z
ulomki. Tukaj tudi poskrbimo, da so naši ulomki okraǰsani. Razred tudi
sam sporoči, če je prǐslo do prekoračitve (angl. overflow) ali kakšnega dru-
gega problema. V takšnem primeru bi uporabili javanski razred BigInteger.
Clustering
Za gručenje smo implementirali metodo gručenja imenovano k-medoid. Me-
toda je podobna metodi razvščanja z voditelji (k-means), le da tukaj kot
voditelje izberemo dejanske podatke. Pri metodi razvrščanja z voditelji pa
so lahko kot voditelji izbrane tudi točke, ki se nahajajo med podatkovnimi
točkami. Za tako implementacijo smo se odločili zaradi večje robustnosti
metode na osamelce (angl. outliers). Metoda k-medoid prav tako minimi-
zira vsoto razlik absolutnih vrednosti med točkami, medtem ko metoda k-
means minimizira vsoto evklidskih razdalj točk. Zaradi rangiranih podatkov
je računanje z evklidskimi razdaljami v našem primeru manj primerno kot
pa računanje z manhatansko razdaljo.
Node
Razred hrani podatke linearnega optimizacijskega problema: ciljno funkcijo,
pogoje in rešitve problema. Razred uporabimo kot vozlǐsča pri vejanju dre-
vesa v metodi razveji in omeji (branch and bound), ki smo jo opisali v raz-
delku 3.2. Služi tudi kot vmesnik med razredoma BranchAndBound in Sim-
plexDirectEquation.
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BranchAndBound
Tukaj se izvede celoštevilska optimizacija našega linearnega problema. Veja-
nje izvedemo s skladom prvi noter in prvi ven (angl. FIFO). Takemu pregledu
drevesa pravimo iskanje v širino (angl. breadth-first search). Nedopustne
rešitve in rešitve slabše od že najdenih porežemo iz drevesa in jih ne razvi-
jamo naprej. Tukaj menim, da bi lahko uporabili tudi iskanje v globino ali
pa bi lahko uporabili tudi kakšno hevristično metodo razvoja vozlǐsč. Ra-
zred omogoča tudi ustavitev metode ob izračunu zadovoljivega celoštevilskega
približka neceloštevilski rešitvi originalnega linearnega problema. Algoritem
lahko ustavimo, če najdemo dovolj dobro celoštevilsko rešitev. To smo v al-
goritmu označili z odstotno spremenljivko približek, ki algoritem ustavi, ko
se približamo najvǐsji možni celoštevilski rešitvi (izbira 0.0 pomeni, da želimo
izračunati najbolǰso možno rešitev in algoritma ne ustavljamo, dokler je ne
najdemo).
Psevdo algoritem je takšen:
zgMeja = 0 //zgornja meja
spMeja = 0 //spodnja meja
približek = 0.0
celoštReš //celoštevilske rešitve
linkedList bfs
zgornjaMeja = rešitev začetnega problema zaokrožena navzdol
bfs.add(začetni problem)
while(bfs ni prazen)
vozlišče = naslednji element bfs
poračunaj vozlišče
if vozlišče nedopustno
continue
else if vozlišče ima vse rešitve celoštevilske
if celoštevilska rešitev manjša od spMeja
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continue
else
spMeja = rešitev vozlišča zaokrožena navzdol
celoštReš = rešitve vozlišča
if celoštReš > ali = (1-približek)*zgMeja
break
else
poiščemo spremenljivko z neceloštevilsko rešitvijo
nova pogoja: spremenjivko zaokrožimo navzgor in navzdol
v vozlišče 1 dodamo pogoj zaokrožitve navzdol
v vozlišče 2 dodamo pogoj zaokrožitve navzgor
vozlišče 1 in 2 dodamo v bfs
vrni celoštReš
Sparse mRMF vmesnik in mRMT vmesnik
Razreda Sparse mRMF vmesnik in mRMT vmesnik služita pretvorbi matrik
s podatki v problem celoštevilske linearne optimizacije. Rangirno matriko
M in podane parametre (α pri Sparse mRMF in θ pri mRMT) spremenita v
ciljno funkcijo in pogoje celoštevilske optimizacije. Razreda prav tako poskr-
bita za konstrukcijo matrik C in F iz rešitev pridobljenih z metodo razveji
in omeji (angl. branch and bound). Razreda vsebujeta vse zaporedne in pa-
ralelne različice metod za optimizacijo matrik C in F .
Sparse mRMF in mRMT
Razreda izvedeta inicializacijo matrike C s pomočjo gručenja. Sta povezava
z originalno rangirno matriko in pripadajočim vmesnikom (razreda Sparse -
mRMF vmesnik ali mRMT vmesnik).
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5.2 Paralelizacija
Uporaba aditivne cenilne funkcije in računanja rekonstruirane matrike R
nad max-krat polkolobarjem nam omogoča paralelizacijo algoritmov Sparse
mRMF in mRMT. Ob podani matriki C lahko vsak stolpec matrike F izra-
čunamo neodvisno od drugih stolpcev. To je posledica aditivnosti cenilne
funcije, saj napake nastale z optimizacijo enega stolpca F ne vplivajo na na-
pake nastale v katerem drugem stolpcu F . Pri podani matriki C lahko tako
vsak stolpec R računamo neodvisno od drugih stolpcev. Matriko F lahko
tako računamo kot n manǰsih celoštevilskih optimizacijskih problemov.
R =

C1,1 . . . C1,k
...
. . .
...
Cm,1 . . . Cm,k
 

F1,1 . . . F1,j . . . F1,n
...
. . .
...
...
Ft,1 . . . Ft,j . . . Ft,n
...
. . .
...
...
Fm,1 . . . Fm,j . . . Fk,n

=

R1,1 . . . R1,j . . . R1,n
...
. . .
...
...
Rt,1 . . . Rt,j . . . Rt,n
...
. . .
...
...
Rm,1 . . . Rm,j . . . Rm,n

Pri podani matriki F lahko vsako vrstico matrike C optimiziramo neod-
visno od drugih vrstic. Optimizacijo C lahko tako razdelimo na m manǰsih
celoštevilskih optimizacijskih problemov.
R =

C1,1 . . . C1,k
...
. . .
...
Ci,1 Ci,2 . . . Ci,k
...
. . .
...
Cm,1 . . . Cm,k



F1,1 . . . F1,n
...
. . .
...
F1,n . . . Fk,n
 =

R1,1 . . . R1,n
...
. . .
...
Ri,1 Ri,2 . . . Ri,n
...
. . .
...
Rm,1 . . . Rm,n

Matriko velikosti m×n lahko tako pri koraku optimizacije matrike F razde-
limo na n podproblemov, pri koraku optimizacije C pa na m podproblemov.
Deljenje na podprobleme izvedemo s spremembo ciljne funkcije in pogojev
celoštevilske optimizacije. Dobljene rezultate teh podproblemov lahko potem
preprosto sestavimo nazaj v originalne matrike. Takšno deljenje ima tudi po-
zitivno lastnost zmanǰsanja števila pomožnih spremenljivk uporabljenih pri
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celoštevilski optimizaciji.
Paralelizacija je faktorizacijo matrike velikosti 5 × 6 v povprečju 20 ponovi-
tev pospešila za faktor 4.4, kar je zelo dobro, saj bi na takšni matriki največja
možna pospešitev znašala nekje med 5-kratno in 6-kratno pošpešitvijo. Po-
spešitev je tukaj omejena z dimenzijami začetne matrike M .
Tukaj samo še izpostavimo dejstvo, da se število potrebnih korakov pri
celoštevilski optimizaciji zelo razlikuje glede na različne začetne inicializacije
algoritma. Prav tako pa algoritem prekinemo pri ponovitvah izračunanih
matrik C in F (matriki sta skonvergirali k lokalnemu ekstremu), kar lahko
povzroči različno število izvedenih iteracij optimizacije matrik C in F . Za-
radi tega se lahko pri ponovitvah faktorizacije iste matrike čas izvajanja zelo
razlikuje.
Za vse nadaljne primere smo uporabili paralelne različice celoštevilske opti-
mizacije matrik C in F .
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Poglavje 6
Testiranje
6.1 Umetni podatki
Algoritma Sparse mRMF in mRMT smo preizkusili na rangirni matriki M .
Izbrali smo majhno matriko, saj je tako lažje interpretirati rezultate. Ta del
testiranja je bil izveden računalniku z operacijskim sistemom windows (Intel
Core i7-3630QM CPU @ 2.40GHz, 8 niti, 24GB RAM).
Pokritost matrike je delež elementov matrike M , ki jih pokrije rekonstrui-
rana matrika R. Element štejemo kot pokrit, če je v R večji od 0.
Napaka algoritma Sparse mRMF matrike R je povprečna vrednost ab-
solutnih napak pokritih elementov. To pomeni, da elemente, ki niso pokriti
v R (imajo rang 0) ne prǐsejemo k napaki.
Napaka algoritma mRMT matrike R je delež pokritih vrednosti, ki imajo
rang manj kot θ.
M =

6 4 3 1 2 5
6 4 3 1 2 5
6 3 4 1 2 5
2 3 6 5 1 4
2 3 5 6 1 4

Sparse mRMF pri izbiri parametrov k = 3 in α = 0.6 izračuna matriki
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C1 in F1. Statistike rekonstruirane matrike R1 so v tabeli (6.1). Za izračun
smo potrebovali 85 sekund.
C1 =

0 1 0
0 1 0
0 1 0
1 0 0
1 0 0

F1 =

2 3 6 5 1 4
6 4 0 1 2 5
0 0 0 0 0 0

R1 =

6 4 0 1 2 5
6 4 0 1 2 5
6 4 0 1 2 5
2 3 6 5 1 4
2 3 6 5 1 4

Tabela 6.1: Rešitve pridobljene z uporabo Sparse mRMF.
Pokritost Napaka Redkost Cenilna funkcija
R1 90% 0.43 10% 13.2
R2 100% 0.07 0% 16.0
Ponovni zagon Sparse mRMF s parametri k = 3 in α = 0.6 izračuna
matriki C2 in F2. Statistike rekonstruirane matrike R2 so v tabeli (6.1).
C2 =

1 0 0
1 0 0
1 0 0
0 1 0
0 0 1

F2 =

6 4 3 1 2 5
2 3 6 5 1 4
2 3 5 6 1 4

R2 =

6 4 3 1 2 5
6 4 3 1 2 5
6 4 3 1 2 5
2 3 6 5 1 4
2 3 5 6 1 4

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Pridobljene matrike R niso redke, saj smo izbrali relativno velik α. Opa-
zimo tudi, da se kakovost rekonstruiranih matrik R1 in R2 razlikuje. To je
posledica naključne inicializacije gručenja. Faktorizacija matrike v prvem
primeru tako tudi z večjim številom iteracij ni mogla doseči matrike R2. Iz
vrstic matrike F lahko preberemo najbolj pogosta rangiranja v naši začetni
matriki M . V matriki F2 so rangiranja polna, vendar bomo pri manǰsih α
in pri matrikah M z manj podobnimi rangiranji v matriki F pričakovali le
delna rangiranja. Matrika C nam označuje linearne kombinacije vrstic ma-
trike F (v obeh naših primerih so bile vrstice R sestavljene le iz ene vrstice F ).
Za algoritem mRMT smo izbrali parametra k = 3 in θ = 4. Izračunali
smo matrike C3, F3 in R3. Statistike R3 so v tabeli (6.2). Za izvedbo smo
potrebovali < 100ms. Vidimo, da matrika R3 pokriva res le visoke range.
C3 =

1 0 0
1 0 0
1 0 0
0 0 1
0 0 1

F3 =

1 0 0 0 0 1
0 0 0 0 0 0
0 0 1 1 0 0

R3 =

1 0 0 0 0 1
1 0 0 0 0 1
1 0 0 0 0 1
0 0 1 1 0 0
0 0 1 1 0 0

Tabela 6.2: Rešitve pridobljene z uporabo mRMT.
Pokritost Napaka Redkost Cenilna funkcija
R3 0.33% 0% 66.7% 15.0
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6.2 Izbira parametrov
Za ustrezno izbiro parametrov k, α in θ potrebujemo poznavanje vrste po-
datkov, ki jih imamo. Izbira je odvisna tudi od željenih ciljev faktorizacije.
Tukaj je pomembno omeniti vpliv izbire teh parametrov na časovno izvajanje
faktorizacije. V primeru faktoriziranja matrike glasovanja o vodji projekta
Debian iz 2005 v poglavju 6.4 z uporabo Sparse mRMF pri parametru k = 3,
je bila faktorizacija s parametrom α = 0.2 kar 47-krat počasneǰsa kot pri iz-
biri α = 0.1. Izbira večjih elementov α nam zagotavlja bolj polno matriko F ,
izbira manǰsih pa matriko naredi redkeǰso. Večji α povzroči veliko dodatnih
korakov pri izvajanju celoštevilske optimizacije.
Avtorji algoritma Sparse mRMF ([13]) so izbirali α ∈ {5%, 10%, ..., 30%}. V
primeru uporabe Sparse mRMF na podatkih glasovanja evrovizije so upora-
bili α = 0.1 in k = 10, kar so določili kot dobro mejo med natančnostjo in
pokritostjo. Podatki glasovanja evrovizije vsebujejo glasovanja posameznih
držav in njihovih desetih najljubših pesmi, ki jih lahko rangiramo. Podatki
so tako vsebovali 44 vrstic z glasovanji držav in 37 stolpcev držav, ki so tek-
movale.
Menim, da bi (hitreǰsi) Sparse mRMF pri večjih α lahko bil uporaben tudi za
faktorizacijo oz. iskanje manj redkih matrik na bolj zveznih podatkih (npr.
pri izražanju genov, kjer nas manǰsa napaka v rangiranju izražanja ne bi ovi-
rala). Pri takih podatkih bi še vedno ohranili oz. izvedeli več iz podatkov
kot pa npr. pri faktorizaciji z uporabo mRMT, ki ǐsče le visoke range.
Izbira večjega parametra k prav tako močno vpliva na čas izvajanja. Sparse
mRMF na umetni matriki M iz poglavja 6.1 je bil pri parametrih α = 0.2
in k = 4 kar 5-krat počasneǰsi kot pri α = 0.2 in k = 3. Podatki o vplivu
različnih α in k so prikazani na na sliki 6.1.
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Slika 6.1: Vpliv parametrov pri algoritmu Sparse mRMF na matriki M .
Večje vrednosti parametrov k in α povzročijo večjo pokritost rekonstruirane
matrike R, kar hkrati zmanǰsa njihovo redkost. Na čas izvajanja najbolj
vpliva izbira parametra k, opazimo pa tudi, da je pri α = 0.1 čas izvajanja
veliko manǰsi kot pri izbiri α = 0.2, pri poljubni izbiri k. Povprečna napaka
pričakovano pada s povečanjem parametra k in manǰsanjem parametra α.
Večji k omogoči natančneǰso rekonstrukcijo matrike R, medtem ko manǰsi α
poveča redkost matrike. Napako merimo le pri elementih R, ki so neničelni,
zato večja redkost matrike zmanǰsa njeno povprečno napako.
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Pri izvajanju algoritma mRMT so v ([13]) za izbiro parametra θ predla-
gali θ = 80%. Ta vrednost predstavlja delež najvǐsjega ranga v matriki.
Podatki pridobljeni z mRMT faktorizacijo naše matrike M iz poglavja 6.1
so se kljub manǰsim dimenzijam ujemali z eksperimentalnimi ugotovitvami
avtorjev ([13]). Naše ugotovitve so prikazane na sliki 6.2.
Primerjava algoritmov Sparse mRMF in mRMT
Algoritma sta si podobna, saj:
• faktorizirata rangirne matrike, problem faktorizacije pa prevedeta na
ekvivalenten problem celoštevilske optimizacije;
• računamo nad max-krat polkolobarjem;
• pri faktorizaciji lahko izkoristimo večjedrne procesorje.
Algoritma se razlikujeta v:
• vzorcih, ki jih ǐsčeta v rangirni matriki M . Algoritem Sparse mRMF
ǐsče vrstice s podobnimi rangiranji, algoritem mRMT pa ǐsče tlakovce
visokih rangov.
• elementih matrike F . Matrika F pri algoritmu Sparse mRMF vsebuje
podmnožice rangiranj najdenih v originalni matriki M . Matrika F pri
algoritmu mRMT vsebuje le podatke o visokih rangih, ne pa tudi na-
tančneǰsih rangiranj podatkov. Algoritem Sparse mRMF je zato bolj
primeren za uporabo na podatkih, kjer rangiranja predstavljajo nezve-
zne podatke kot so npr. kandidati pri glasovanju. Algoritem mRMT je
pa bolj primeren za uporabo na podatkih, kjer nas zanimajo le območja
z visokimi rangi, kot so npr. območja z visoko izraženostjo genov.
• elementih, ki jih pokriva rekonstruirana matrika R. Območja, ki jih
pokrije matrika R nastala pri faktorizaciji s Sparse mRMF se lahko
popolnoma razlikujejo od teh nastalih pri faktorizaciji z mRMT.
• času izvajanja, saj je mRMT na velikih rangirnih matrikah veliko hi-
treǰsi kot algoritem Sparse mRMF.
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Slika 6.2: Vpliv parametrov pri algoritmu mRMT na matriki M iz po-
glavja (6.1). Parameter θ določi mejo med visokimi in nizkimi rangi. Izbira
majhnega θ poveča pokritost rekonstruirane matrike R, saj s tlakovci pokri-
jemo večja območja. Napake so se pojavile pri majhnih vrednostih k, ki ne
morejo pokriti vseh tlakovcev, ki se pojavijo v matriki M . Pri izbiri malih
θ s tlakovci pokrijemo skoraj celotno matriko, kar pomeni, da jo tudi lažje
predstavimo z matrikama C in F . Pri velikih θ pa pokrijemo zelo malo ele-
mentov, kar pomeni da imamo veliko manǰse tlakovce. Z manǰsimi tlakovci se
izognemo pokritju elementov z nizkimi rangi, ki so neželeni in jih posledično
označimo kot napako. Izvajanje algoritma mRMT je veliko hitreǰse kot pa
pri Sparse mRMF.
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6.3 Primerjava z algoritmom NMF
V tem razdelku bomo algoritma Sparse mRMF in mRMT na kratko primer-
jali z nenegativno matrično faktorizacijo oz. NMF. Primerjali bomo matrike
nastale pri postopku faktorizacije, ter pokomentirali smiselnost podatkov do-
bljenih s postopkom NMF.
Algoritem NMF smo implementirali v javi. Implementacija je dostopna na
Githubu (https://github.com/MihaBastl/NonNegativeMatrixFactorisation).
Pri NMF nenegativno matriko M faktoriziramo v dve matriki manǰsih dimen-
zij, katerih elementi so tudi nenegativni. Metode NMF so dobro raziskane
in se uporabljajo npr. v računalnǐskem vidu, zvočnem procesiranju, gručenju
dokumentov...
Rangirno matriko M ∈ σm×n faktoriziramo v matriki W ∈ Rm×k>0 in H ∈
Rk×n>0 , tako da veljaM
.
= WH. Tukaj uporabimo običajno matrično množenje.
Pri algoritmu NMF inicializiramo matriki W in H z nenegativnimi elementi,
nato pa ju iterativno izbolǰsujemo. Matriko W lahko inicializiramo na več
načinov.
• Uporabimo naključna števila.
• Izvedemo gručenje na matriki M , in tako podobno kot pri Sparse
mRMF in mRMT z uporabo gručenja inicializiramo matriko C, tukaj
inicializiramo matriko W .
• Uporabimo vrednosti kakšnega razcepa matrike, kot je npr. singularni
razcep (kratica: SVD).
Inicializacijo W smo izvedli z enakim gručenjem, kot smo ga uporabili za ini-
cializacijo matrike C pri Sparse mRMF in mRMT. Matriko H smo inicializi-
rali z naključnimi nenegativnimi elementi. Pri postopku NMF minimiziramo
razlike kvadratov istoležečih elementov matrike M in WH. Algoritem najde
lokalni minimum, ki je odvisen predvsem od naše začetne inicializacije W .
Več o implementiranem algoritmu najdemo v [14].
Za rangirno matriko smo vzeli matriko M :
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M =

6 4 3 1 2 5
6 4 3 1 2 5
1 2 3 4 5 6
2 3 6 5 1 4
2 3 5 6 1 4

Z uporabo Sparse mRMF s parametri α = 0.6 in k = 2 dobimo naslednji
matriki:
C1 =

1 0
1 0
0 0
0 1
0 1

F1 =
(
6 4 3 1 2 5
2 3 5 6 1 6
)
Z uporabo mRMT s parametri θ = 4.9 (θ smo izbrali malo manǰsi kot 5,
tako da visoki rang ni le 6, temveč tudi 5) in k = 2 dobimo naslednji matriki:
C2 =

1 0
1 0
1 0
0 1
0 1

F2 =
(
1 0 0 0 0 1
0 0 1 1 0 0
)
Sedaj matriko M faktoriziramo še z uporabo NMF. Dobili smo matriki:
W1 =

1.002 0
1.002 0
0 0.960
0 1.020
0 1.024

H1 =
(
5.987 3.992 2.994 0.998 1.996 4.990
1.667 2.675 4.960 5.010 2.273 4.628
)
Takšni neceloštevilski matrični podatki v kontekstu rangov niso smiselni,
zato jih zaokrožimo do najbližjega celega števila.
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W2 =

1 0
1 0
0 1
0 1
0 1

H2 =
(
6 4 3 1 2 5
2 3 5 5 2 5
)
Matrika W2 je podobna matriki C1 pridobljeni s postopkom Sparse mRMF,
matrika H2 pa ima v primerjavi z matriko F1 velika odstopanja. V drugi
vrstici matrike W2 se element 2 ponovi dvakrat, element 5 pa kar trikrat. Re-
zultat je posledica povprečenja zadnjih treh vrstic M . Na realnih rangiranih
podatkih bi takšen rezultat predstavljal popolnoma napačna in nesmiselna
rangiranja.
Pri zaokroženi matriki H lahko prekršimo omejitve dovoljenih elementov ran-
girne matrike. V takšnem primeru bi rangirali elemente, ki sploh ne obsta-
jajo. To se nam v zaokroženi matriki H2 ni zgodilo.
Za primerjavo z algoritmom mRMT smo matriko M spremenili v matriko A,
kjer smo range 5 in 6 nadomestili z elementom 1, ostale range pa z 0. To
smo storili, saj smo pri mRMT faktorizaciji matrik C2 in F2 uporabili para-
meter θ = 4.9, ki za visoke range določi cela števila večja od 4.9 (ranga 5 in 6).
A =

1 0 0 0 0 1
1 0 0 0 0 1
0 0 0 0 1 1
0 0 1 1 0 0
0 0 1 1 0 0

Pri faktorizaciji matrike A z uporabo NMF smo dobili naslednji matriki:
W3 =

1 0
1 0
0 0
0 1.295
0 1.295

H3 =
(
1 0 0 0 0 1
0 0 0.772 0.772 0 0
)
Ti matriki prav tako zaokrožimo:
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W4 =

1 0
1 0
0 0
0 1
0 1

H4 =
(
1 0 0 0 0 1
0 0 1 1 0 0
)
Matriki (W4 in H4) pridobljeni z zaokroževanjem rezultatov algoritma NMF
na preoblikovani matriki A, sta v našem primeru podobni matrikama C2 in
F2, ki smo ju dobili z algoritmom mRMT. Temu pa ni nujno vedno tako.
Metoda NMF je po implementaciji veliko preprosteǰsa od metod Sparse
mRMF in mRMT, saj ne uporablja celoštevilske optimizacije. Vrednosti
v matrikah W in H so nenegativne, ki jih nato zaradi celoštevilskosti rangi-
ranih podatkov moramo zaokrožiti. Pri rezultatih dobljenih s celoštevilskim
zaokroževanjem rezultatov NMF v primerjavi z rezultati Sparse mRMF in
mRMT lahko pride do velikih razlik. Pojavijo se pa lahko tudi elementi, ki
jih v rangirni matriki sploh ni.
Faktorizacija NMF je neprimerna za uporabo z rangiranimi podatki. Prikaže
nam lahko nesmiselna rangiranja, rangira pa lahko celo podatke, ki sploh ne
obstajajo.
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6.4 Glasovanje za vodjo projekta Debian
Algoritma Sparse mRMF in mRMT smo preizkusili na glasovanju za vodjo
projekta Debian iz leta 2005 ([1]). Debian je odprtokodni operacijski sistem
na osnovi Unixa. Od leta 1999 letno glasujejo za vodjo projekta in druge
pomembne dejavnosti. Volivci so glasovali tako, da so v vrstnem redu zapi-
sali kandidate od najbolj zaželenega do najmanj. Podatki so bila ponekod
nepopolna rangiranja. Rangirane podatke glasov (dobljene na strani [15])
smo preoblikovali tako, da:
• smo izbrali glasove s popolnimi rangiranimi podatki (algoritma delujeta
sicer tudi na nepopolnih);
• stolpci predstavljajo osebe, ki kandidirajo;
• vrstice predstavljajo rangirano glasovanje glede na kandidate (v stolpec
kandidata zapǐsemo številko mesta, na katerega ga je volivec postavil);
• pri algoritmu mRMT smo rangiranja še dodatno obrnili, tako da je
zaželjen kandidat označen z visokim rangom in ne nizkim. To storimo
zato, ker algoritem mRMT ǐsče visoke range, tako da bi brez takšnega
preoblikovanja iskali kandidate, ki so bili rangirani kot manj zaželeni
(posledično imeli visoke range).
Dobimo rangirno matriko, katere vrstice so glasovi, stolpci kandidati, ele-
menti pa rangiranje kandidata. Kandidiralo je 6 kandidatov, s številom 7 (v
preoblikovanih podatkih sedaj sedmi stolpec) so volivci označili preferenco
“noben izmed kandidatov”. Z rangiranjem kandidatov nižje od “kandidata
7”so tako označili, katerih kandidatov ne želijo kot vodje projekta.
Pri uporabi Sparse mRMF in uporabi parametrov α = 0.2 in k = 3 smo
dobili naslednjo matriko F1:
Diplomska naloga 57
F1 =
1 2 3 4 5 6 7
7 1 5 0 3 4 0 57 0 2 4 0 1 6 10
7 1 0 3 5 4 6 14
Dobili smo tri najpogosteǰsa (pod)rangiranja. Število nad stolpcem označuje
kandidata. Dobljeni profili nam prikaže nepopularnost kandidata 1, ki je pri
vseh treh profilih rangiran nižje kot pa “noben izmed naštetih”. Kandidat
2 je pri dveh vrstah volivcev na prvem mestu. Rang 0 v vrsticah označuje
nerangiran podatek. V vrsticah smo tako dobili nepopolna rangiranja, kar
je v skladu s pričakovanji Sparse mRMF algoritma. Vrstice lahko preobliku-
jemo nazaj v obliko rangiranja po mestih (stolpci ne predstavljajo kandida-
tov ampak mesta izbire). Iz vrstice (7, 0, 2, 4, 0, 1, 6) tako dobimo nepopolno
rangiranje (6, 3, 4, 7, 1). S štetjem volivcev, katerih glasovi vsebujejo takšno
podzaporedje rangiranj, smo prešteli koliko volivcev spada pod ta profil. Ta
števila smo zapisali desno od vrstic v F1. Matrika C, ki tukaj ni prikazana,
nam označuje morebitne kombinacije teh rangiranj nad max-krat polkolo-
barjem. Tukaj je potrebno ponovno omeniti, da ǐsčemo zaporedja rangiranj
kandidatov, ki se pojavljajo pogosto in ne same popularnosti določenega kan-
didata. Kandidat 2 (Matthew Garrett) v tistem letu ni postal vodja projekta.
Matrika F2 je bila pridobljena z uporabo mRMT s parametri k = 3 in θ = 5
(oz. približno 71% najvǐsjega ranga).
F2 =
1 2 3 4 5 6 7
0 0 1 0 0 1 0 240 1 0 1 0 0 0 15
0 1 1 0 0 1 0 26
Tako smo tudi tukaj dobili 3 (pod)rangiranja. Število 1 označuje kandidata,
ki so ga volivci rangirali kot zaženljenega. V primeru naše izbire θ = 5 to
pomeni, da smo iskali kandidata, ki sta bila izbrana na prvem ali pa na dru-
gem mestu. Vrstica (0, 1, 1, 0, 0, 1, 0) označuje 3 visoke range. To je posledica
tega da so pri naši izbiri θ = 5 kandidati z vrednostjo 5 nevtralni pri izračunu
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cenilne funkcije. Izbira θ > 5 npr. θ = 5.1(približno 73% najvǐsjega ranga)
povzroči, da se tak nevtralen element oceni v cenilni funkciji negativno. S
spremembo θ na vrednost 5.1 dobimo matriko F3. Vrstice F3 lahko preu-
redimo v F4. To lahko storimo, vendar moramo potem izvesti še ustrezno
permutacijo stolpcev matrike C. V F4 opazimo, da sta sedaj v tretji vrstici
le dva elementa in ne trije tako kot so bili v F2. Vrstica (0, 1, 0, 0, 0, 1, 0) tako
označuje vse volivce, ki so najvǐsje ocenili kandidata 2 in 6 (postavili so ju na
prvo in drugo mesto v poljubnem vrstnem redu). Število ob vrstici označuje
koliko volivcev je glasovalu v skladu s tem profilom.
F3 =
1 2 3 4 5 6 7
0 1 0 1 0 0 0 150 0 1 0 0 1 0 24
0 1 0 0 0 1 0 10
F4 =
1 2 3 4 5 6 7
0 0 1 0 0 1 0 240 1 0 1 0 0 0 15
0 1 0 0 0 1 0 10
Tabela 6.3: Podatki o rekonstruiranih matrikah.
Algoritem Pokritost Napaka Redkost Čas izvajanja
R1 Sparse mRMF 61% 0.125 39% 12.6 minut
R2 mRMT 33.5% 6.7% 66.5% 3.5 sekunde
R3 mRMT 36.3% 13.5% 63.7% 1.8 sekunde
6.5 Izražanje genov in klasifikacija raka
Algoritem mRMT smo uporabili na podatkih raziskave o klasifikaciji raka
glede na izraženost genov ([10]). Podatki so bili pridobljeni na strani kaggle([2])
in spremenjeni v nam potrebno obliko s pomočjo python skripte.
Klasifikacija raka na podlagi izražanja genov
Za uspešno zdravljenje raka je potrebna njegova natančna klasifikacija. Klasičen
pristop prepoznavanja vrst raka je klasifikacija na podlagi morfološkega iz-
gleda. Ta pristop je pomankljiv, saj imajo lahko na izgled podobni raki zelo
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različen razvoj in se lahko različno odzivajo na zdravljenje. V raziskavi ([10])
so predlagali pristop klasifikacije na podlagi analize izražanja genov. V ta
namen so preučevali dve vrsti akutnih levkemij (AML in ALL). Podatke o
izražanju genov so zbirali z DNA mikromrežami.
DNA mikromreže (angl. microarray) so zbirke mikroskopskih DNA točk,
ki so nanašene na trdo podlago in tvorijo mrežo DNA molekul (slika 6.3).
Z njimi lahko preverjamo izražanje tisočih genov hkrati. Takšno zbiranje
podatkov nam omogoča hitro in učinkovito pridobivanje velikih količin po-
datkov. Predvsem pa nam omogoča nove pristope klasifikacije in preučevanja
z uporabo bioinformatike in strojnega učenja.
Zbirka podatkov uporabljenih v raziskavi [10] vsebuje 38 vzorcev kostnih mo-
zgov pacientov z rakom (27 tipa ALL in 11 tipa AML) in izraženosti 6817
človeških genov. Celotna zbirka podatkov vključuje skupno 72 pacientov di-
agnosticiranih z rakom (47 tipa ALL in 25 tipa AML).
Predelava podatkov
Slika 6.3: DNA mikromreža.
Za vsak gen imamo podane nivoje izražanja pri določeni osebi. Vrednosti se
gibljejo v območju med približno -27000 in 50000. Razlike med vrednostmi
posameznega gena (med različnimi pacienti) se lahko razlikujejo za več deset
tisoč enot, lahko se pa skoraj ne razlikujejo. Razlike med geni pacienta so
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prav tako zelo velike. Takšni podatki so primerni za spremembo v rangirane
podatke, saj se med seboj razlikujejo v magnitudah, prav tako pa so različni
geni med seboj težko primerljivi (vrednost izraženosti gena A je lahko za ta
gen velika, vendar lahko ista vrednost predstavlja nizko izraženost gena B).
Pri konstrukciji rangirne matrike smo izbrali podmnožico genov in pacien-
tov. Vǐsjo izraženost smo označili z vǐsjim rangom (zaradi potreb algoritma
mRMT).
Uporaba mRMT
Uporaba algoritma Sparse mRMF tukaj ni smiselna, saj nas zanimajo le
območja z visokimi oz. nizkimi rangi (rangi, ki nakazujejo ekstreme v izražanju
genov). Matrike so zelo velike in niso praktične za izvajanje Sparse mRMF
algoritma.
Rezultati
Zaradi velikosti matrik bomo prikazali le relativno majhno matriko. V ma-
triki M1 velikosti 10× 11 imamo 10 vrstic z rangiranimi podatki o izražanju
genov in 11 stolpcev oseb obolelih z rakom. Pri faktorizaciji s parametrom
k = 2 in θ = 7 (64% največjega ranga) dobimo matriki C1 in F1, rezultat
rekonstruirane matrike je v tabeli 6.4.
C1 =


0 1 M16038
0 1 M55150
1 0 M92287
1 0 U05259
0 1 U50136
0 1 U82759
1 0 X59417
0 1 X95735
1 0 U22376
1 0 M31211
F1 =
1 2 3 4 5 6 7 8 9 10 11( )
1 1 1 1 0 0 0 1 0 0 0
0 0 0 0 0 1 1 0 0 1 0
Ob vrsticah C so zapisane kratice merjenih genov.
Vrstice v matriki F razdelijo osebe 1 do 11 v različne skupine. Vsaka vrstica F
označuje neko množico genov, ki so visoko izraženi pri neki množici posame-
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znikov. Vrstica (1, 1, 1, 1, 0, 0, 0, 1, 0, 0, 0) v F1 je množica ljudi (1, 2, 3, 4, 8),
ki imajo podobno množico visoko izraženih genov. Izbrali smo k = 2, saj tako
ǐsčemo 2 različni vrsti rakov (ALL in AML). Večji k bi lahko našel kakšno
dodatno vrsto ali podvrsto raka. Iščemo vzorce v matriki C, pri k = 3 imamo
v večih vrsticah več kot eno 1, kar pomeni da delitev na 3 vrste ni logična
(saj se med seboj ne razlikujejo dovolj).
Iz stolpcev C1 lahko preberemo razvrstitev genov v skupine. Prvi stolpec
matrike C1 vsebuje z 1 označene točno tiste gene, katerih visoka izražanja
so odkrili pri raku ALL. Drugi stolpev pa se točno sovpada z geni, katerih
visoko izražanje nakazuje na rak AML ([10]). Algoritem mRMT bo tudi pri
veliko večjih matrikah z izbiro pravih parametrov odkril pogoste vzorce vi-
sokega izražanja genov. Če je množica genov res povezana z določeno vrsto
raka, bo algoritem to zaznal, pri optimizaciji bo pa ignoriral gene, ki so le
naključno porazdeljeni in nimajo povezave z vrstami oz. podvrstami rakov.
Preverimo vrstice matrike F1. Skupina se nam po podobnosti stolpcev raz-
deli v tri skupine. Skupina ljudi (1, 2, 3, 4, 5, 8) ima stolpce (1, 0). Vsi ljudje
v tej skupini so oboleli z rakom ALL, ljudje v skupini (6, 7, 10) pa so oboleli z
rakom AML. Za ljudi v skupini (5, 9, 11) ne moremo o vrsti raka povedati nič.
Matriko M2 z 60 vrsticam izraženosti genov in 50 stolpcev ljudi obolelih z
rakom smo pognali pri parametrih k = 2 in θ = 64% (Intel(R) Xeon(R) CPU
E7-4870 @2.40GHz 80 niti, 192GB RAM [3]). Algoritem je po pričakovanju
razvrstitve genov ([10]) med kategorije ALL, AML in nepomembne, pravilno
razvrstil 95% genov. Preostalih 5% je uvrstil pod indikatorje ALL, za kar
nimamo zadostnega znanja in podatkov, da bi lahko rezultat potrdili ali ovr-
gli. Algoritem ob ponovnih zagonih ponovno označi istih 5% genov, tako da
verjetno ni posledica začetne inicializacije matrike C. Izbira θ = 76% najde
popolnoma enako razporeditev genov (rezultati v tabeli 6.4 pod R3).
62 Miha Bastl
Tabela 6.4: Podatki o rekonstruiranih matrikah.
Algoritem θ Pokritost Napaka Redkost Čas izvajanja
R1 mRMT 64% 36.4% 10% 64.6% 500 milisekund
R2 mRMT 64% 24.0% 16.9% 76.0% 401 sekund
R3 mRMT 76% 15.3% 18.7% 84.7% 326 sekund
Poglavje 7
Zaključek
Rangirani podatki so pogosti in lahko jih najdemo v veliko področjih. Me-
tode za delo z rangiranimi podatki in njihovim rudarjenjem so zelo redke
in še relativno neraziskane. V tem delu smo se osredotočili na dve metodi
matrične faktorizacije matrik z rangiranimi podatki. Tako metoda Sparse
mRMF kot mRMT iterativno s pomočjo celoštevilske optimizacije optimizi-
rata matriki C in F , ki aproksimirata originalno rangirno matriko M . Tukaj
omenimo, da nismo iskali najbližje faktorizacije originalni matriki, temveč
smo iskali lokalne vzorce v rangirnih matrikah. Za namene preučevanja to-
vrstnih problemov smo:
• implementirali linearno optimizacijo;
• implementirali celoštevilsko optimizacijo;
• implementirali in paralelizirali algoritem Sparse mRMF nad polkolo-
barjem max-krat;
• implementirali in paralelizirali algoritem mRMT nad polkolobarjem
max-krat;
• primerjali naše rezultate z obstoječimi raziskavami s tega področja in
jih obrazložili.
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Med razvojem in testiranjem smo opazili naslednje možnosti nadaljnega
razvoja:
• Pospešitev algoritma Sparse mRMF.
Algoritem Sparse mRMF pri računanju ustvari veliko količino novih
spremenljivk, ki jih moramo optimizirati s celoštevilsko optimizacijo in
se kasneje nikjer ne uporabijo (npr. matrika B ∈ {0, 1}m×n×k).
Izvajanje bi lahko delno pospešili z izbolǰsavo obstoječega celoštevilskega
optimizatorja. To bi lahko storili z uporabo hevrtistik v vejitvi drevesa.
Izvajanje bi kljub takim izbolǰsavam še vedno bilo omejeno za večje ma-
trike. To bi lahko rešili z uporabo kakšnega drugega spoznananja ali
bljižnice, ki bi npr. omogočila uporabo manǰsega števila novih spremen-
ljivk, kar bi zmanǰsalo časovno kompleksnost optimizacije.
Algoritem bi se s hitreǰsim izvajanjem lahko uporabljal tudi pri iska-
nju manj redkih matrik C in F . Tukaj smo izpostavili predvsem Sparse
mRMF, saj mRMT pri optimizaciji uporabi veliko manj dodatnih spre-
menljivk.
• Razvoj drugih metod faktorizacije rangiranih podatkov.
Algoritma Sparse mRMF in mRMT sta povezana s problemi kot so
dvojno gručenje, problemom pokritja in učenjem z redkimi slovarji
(angl. sparse dictionary learning). Lahko bi priredili kakšnega izmed
teh algoritmov za bolǰso uporabo z rangiranimi podatki.
Prav tako bi lahko ustvarili algoritem podoben Sparse mRMF, ki bi
npr. poiskal pogosto ponavljajoče podmnožice ([4]) in na osnovi tega
zgradil matriki C in F . Uporabili bi lahko tudi kombinacijo kakšne
druge hevristične metode in gručenja za gradnjo C in F .
• Rangirani podatki so primerni za uporabo na podatkih, ki so med seboj
zelo različni in so težko uporabni pri standardnih pristopih. Dodatno bi
lahko raziskali učinkovitost pretvorbe podatkov v rangirane in uporabo
metod na teh podatkih.
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