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It is known [IO] that if P is a v  x v(n, s, s)-configuration with n 2, 3 and 
s > 2, then u > u. = 1 + s + s2 + ... + s”-l, with strict inequality holding 
unless n = 3,4, or 6. In this paper conditions on n and s are found which imply 
v  # v. + 1. Indeed, we conjecture that equality can hold only when n = 3 
and s = 2 or s = 3. 
I. INTRODUCTION 
We recall [lo] that a u x v (n, s, s)-configuration is an incidence plane 
P with v points, v lines, each line (point) incident with s + 1 points (lines), 
and with 3 f n equal to the smallest positive integer k such that P has a 
circuit consisting of k points and k lines. Alternately, P is a regular 
bipartite graph of degree s + 1 and with girth 2n. Then 
2’ > u. = 1 + s + s2 + *.. + P-1, 
with equality if and only if P is a non-degenerate generalized polygon 
P, 101. 
The fundamental paper on generalized n-gons, a concept due to Tits 
[14], is by Feit and Higman [2]. Much of the notation and computation of 
this work derives from [2], and we frequently exclude details which are only 
trivial revisions of those in [2]. 
Throughout this paper P will denote a ZI x v (n, s, s)-configuration with 
u = a,, + 1. Our principal concern is whether or not such a configuration 
can actually exist. We conjecture that it never can for n > 3, and for 
n = 3 when s > 3. Given such a P with n even, P has a sym- 
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metric incidence matrix A whose minimal polynomial is obtained. For odd 
n and any incidence matrix A of P, a polynomial is found which annihilates 
A’A. In this case P gives rise to a smaller incidence plane P’ with a partic- 
ular incidence matrix A* for which an annihilating polynomial is found. 
Certain general conclusions may then be drawn. However, we show the 
non-existence of P only in the cases n = 4, 5, 6 (and n = 7 except for 
possibly 10 values of s). For infinitely many other odd and even n infinitely 
many values of s are eliminated, and rather strong results are obtained for 
n = 3. The only examples known are cyclic with n = 3, s = 2 or s = 3. 
IL PRELIMINARY RESULTS 
Let P be a u x v(n, s, $)-configuration with u = 2 + s + s2 + ... + ~-l, 
n > 3, and s > 2. From the corollary to Theorem 1 of [IO] it follows 
that for each element (point or line) e of P there is a unique element e* 
such that h(e, e*) = n + 1. For any pair (e,f) of elements of P, A(e,f) < n, 
unless e = f *. Trivially (e*)* = e. Of more interest is the fact that 
4e,f) = 4e*,f*) f or any elements e and f. This is an easy consequence 
of the following lemma. 
LEMMA 2.1. Ifh(e,f) = 1, then h(e*,f*) = 1. 
Proof. Suppose, without loss of generality, that e is a point on the line 
J Then the s pointsf’ different from e and lying on f must be at distance 
n - 1 from e*. In fact, each of the points f’ must be at distance n - 2 
from exactly one element at distance 1 from e*, and no two elements at 
distance 1 from e* may be at distance n - 2 from the same f’ without 
violating the significance of IZ. The remaining element at distance 1 from 
e* must be f*. It is then clear that the mapping e --)c e* takes chains to 
chains, which implies that X(e,f) = X(e*,f*). 
The next lemma holds in general with no restriction on v other than 
v > 1 + s + s2 + --. + s”-l, and represents the only exception to our 
general assumption that a has the fixed value assumed in this section. 
LEMMA 2.2. Let A be a symmetric incidence matrix of a u x v (n, s, s)- 
conjiguration. Then the degree of the minimal polynomial for A is at least n. 
Proof. Since (1 + s)-’ A is doubly stochastic, A is indecomposable. 
Thus for each pair (e, f) there is a k less than the degree of the minimal 
polynomial for A such that the (e,f) entry of A” is positive (see Chapter II 
of [9]). It suffices to show that given an index e there is an index f such that 
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the (e, f) entry of Ak is zero for k = 1, 2 ,..., n - 2. Let e be fixed, say 
indexing a point. Since A is symmetric we need only find a subscript f such 
that the point e is at distance at least n - 1 from both the point f and the 
line5 From the corollary to Theorem 1 of [lo] the number of points and 
lines at distance not more than n - 2 from point e is 
n-2 n-3 n-2 
p+ c si<2 c 
i=O i 1 &&I 
= 2(9-l - l)/(s - 1) < (P - 2)/(s - 1) < u. 
The strict inequality ends the argument. 
From now on the cases differ according as n is even or odd, paralleling 
completely the treatment in [2]. We first deal with even n, in which case the 
mapping e + e* takes points to lines and lines to points. 
III. THE CASE THAT n Is EVEN 
In this section we suppose that n is even. Then P has a symmetric 
incidence matrix A. For let A he an incidence matrix of P for which the 
point e indexes column j of A if and only if the line e* indexes rowj of A. 
The condition that A be symmetric is merely Lemma 2.1. 
Now consider products of the form A’AA’ ... A’ = Azk+l, where 
2k + 1 < n. The (e, f) entry of A2”+l is the number of chains of length 
2k + 1 from the point e to the line f *. We wish to show that, for odd q, 
1 < q < n - 1, the (e,f) entry of AQ depends only on X = h(e,f*). 
LEMMA 3.1. The number of chains from the point e to the line f * which 
have odd length q < n - 1 depends only on h = h(e, f *). Furthermore, if 
we denote this number by rnAq, then 
(i) mnl = 6 . 
(ii) mf+2 = $s + 1) mln + s2mzq 
(iii) m;+2 = n~;-~ + 2smhn + s2m;+2 I 
1 <q<n-3. 
ProoJ The details read nearly the same as those for the proof of 
Lemma 2.4 in [2], so we omit them. 
The notation used in the next two lemmas is that of Section II in [2]. 
Since the proofs are so similar to those in [2], we state the two lemmas with 
the comment only that [p(s)]L, means that part of the polynomial p(s) of 
degree at most r in s. 
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LEMMA 3.2. For all odd q, 1 < q < n - 1, and all odd X, 
[(l + s)4 (1 - s)]$+12 = rnAq. 
LEMMA 3.3. Let p(x, s) be a polynomial in x and s with a certain kind 
of homogeneity: there is a k such that each term of p(x, s) is of the form 
csix2i+l where c is a constant not involving x and s, and i + j = k, 
2j + 1 < n - 1. Then the (e,f) entry of p(A) is 
[(p(l + s))(l - s)]~$l--[(l+hq where X = h(e,f *). 
We now suppose that n = 4h. 
LEMMA 3.4. Define polynomials k(x), gI(x), g(x), andf(x) as follows: 
1 - X2h 
W + 2 + x-7 = Xh-l(l _ x2j 3 
g,(x) = (x - 2s) s2h-2 k 
( 
(x - 2s)2 
s2 ), 
g(x) = xgdx”>, 
f(x) = (x - 6 + Ok@) + 0 
Then g(A) = J - I, where J is the matrix of l’s, and f(x) is the minimal 
polynomial of A. 
Proof. For an analysis of k(x) and gl(x) see [2]. Then g(x) is manic of 
degree n - 1, and each term is of the form CX~~+~S~~-~-~ with 
2j + 1 < n - 1. Thus by Lemma 3.3 the (e,f) entry of g(A) is 
[(g(l + s))(l - s)]:;-[‘l+~‘/21. 
An easy calculation shows g(l + s) = CFi, 9. Thus the (e,f) entry of 
g(A) is 
[l - p]~;-[(l+wl zzz 1 
if X < n - 1, = 0 if A = n + 1, i.e., if e =jI So g(A) = J - I, and it 
follows thatf(A) = 0. Since the degree off(x) is n, by Lemma 2.2f(x) is 
the minimal polynomial for A. 
Now suppose that n is of the form n = 4h + 2. 
58za/n/z-8 
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LEMMA 3.5. Define polynomials k(x), gl(x), g(x) and f (x) as follows: 
W -k 2 + x-l) = sji(l ‘- x) 9 
g(x) = %(X2), 
Then g(A) = J - I, and f (x) is the minimal polynomial for A. 
Proof. Again g(x) is manic of degree n - 1, and each term is of the 
form csjxzi+l where i + j = 2h. Thus the (e,f) entry of g(A) is 
[(g(l + s))(l - s)]:;+l-[(l+A)/21, 
whichislifh < 12 - l,andisOifh = n + l.Itfollowsthatg(A) = J-I, 
so thatf(A) = 0. By Lemma 2.2f(x) is the minimal polynomial for A. 
Suppose merely that n is even, and let gl(x), g(x),f(x) be the polynomials 
with integer coefficients defined as in Lemma 3.4 or 3.5, depending on n. 
In either case, g(x) + 1 is of degree n - 1, manic, and except for the 
constant term has non-zero coefficients only on odd powers of x. Since 
s + 1 is a simple root off(x), its multiplicity as a characteristic root of A 
may be calculated by Lemma 3.4 of [2] to be 
tr(g(4 + I)/(& + 1) + 1) = 1. 
Thus if g(x) + 1 is irreducible over the rationals, the characteristic 
polynomial for A is (x - (s + 1)) multiplied by some power of g(x) + 1. 
For the remainder of this section suppose that g(x) + 1 is irreducible, 
and that 19 is one of the roots of g(x) + 1. Then the multiplicity of 0 as a 
characteristic root of A is (u - l)/(n - 1). The purpose of the remainder 
of this section is to calculate this multiplicity to obtain a contradiction. 
Let 
&ix> = (d-4 + O/(x - 43 
Me = m/(x - @ = (x - (s + 1)) &Ax). 
Then, by the preceding remarks, 
(0 - 1>.1%9 = (n - 1) W&Q). 
Dividing g(x) + 1 by x - 8 formally yields a polynomial g,,(x) which is 
manic of degree n - 2 and in which the coefficient of xi is a manic integral 
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polynomial in 8 of degree n - 2 - i. Because of the structure of g(x) 
these polynomials in 8 each.involve only odd or only even powers of 9, 
and the only term involving &2 is the constant term g(Q/S = g,(B2). 
ThWX@ = (6 - (S + 1)) g,(e) is a manic integral polynomial in 8 of 
degree n - 1. Using the fact that 8 satisfies g(0) + 1 = 0 to replace 
en-l by an integral polynomial in lower powers of 8 does not contribute 
any more terms in e-2. It follows thatf0(8) is an integral polynomial in 9 
of degree n - 2, and the coefficient of enm2 is -(s + l)(n - 1). 
Similarly, tr(f,(A)) is an integral polynomial in 8 of degree IZ - 2 in 
which the only terms involving &-2 are the terms of degrees 1 and 0 in A. 
Since tr(A) = 0, and the constant term of&(x) is 
-6 + 1hmie = -e + mlm, 
the coefficient of &+2 in tr(f,(A)) is -V(S + 1). Since the degree of 8 over 
the rationals is n - 1, the coefficients on each power of 6 must be the 
same on both sides of the equation 
(0 - WX@ = (n - 1) W&O). 
In particular, considering the coefficients of Bn-2, we have 
-(v - l)(s + I)(72 - 1) = -(n - 1) tr(s + l), 
a contradiction. 
We have proved the following theorem: 
THEOREM 3.6. Let P be a v x v (n, s, s)-conjiguration with n even and 
v=2+s+*** + sn-l. Then the corresponding g(x) + 1 is reducible. 
IV. THE CASE FOR n ODD 
In this section we suppose that n = 2h + 1. The mapping e + e* 
takes points to points and lines to lines. Indeed, by Lemma 2.1 this 
mapping is a collinearion of P, that is a permutation of the points which 
takes lines to lines. 
Let A be any incidence matrix of P. The (e, f) entry of (A’A)g is the 
number of chains of length 2q from e to$ For 2q < n this number depends 
only on h(e, f). 
LEMMA 4.1. If e, f are points of P, the number of chains of length 2q 
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from e to f depends only on r = ih(e, f) for 0 < 2q .G n - 1. l,f it is 
denoted by mnrU, then 
(9 my0 = 6 
(ii) rni+l = (SOP_; 1) F?l”Q + s(s + 1) ‘lZ1”[ 
(iii) nz;+l = meI + 2s~q.~ + s2m;+, 
i 0 < 2q < I? - 2. 
Proof. The details are exactly the same as in Lemma 2.4 [2] except for 
2r = n * I, in which cases they are trivial. 
It is clear what the next two lemmas will be: 
LEMMA 4.2. For 0 < q < $(n - l), 
m p = [(l + .s)2n (1 - s)]z;.;r , rr 
LEMMA 4.3. Let p(x) be a polynomial homogeneous in x and s of degree 
k < $(n - 1). Ifr = &h(e,f), the (e,f) entry ofp(A’A) is 
[PKl + s)“)(l - SE;’ ’ 
LEMMA 4.4. Define polynomials k(x), g(x), f(x) by 
k(x + 2 + x-l) = 
1 - $hfl 
xh(l - x) ’ 
g(x) = shk (G), 
f(x) = (x - (3 + l)2)(kw)2 - 1). 
Then g(A’A) = J - Q, where Q is a permutation matrix such that 
Q2 = I, andf(A’A) = 0. 
Proof. Since g(x) is homogeneous in x and s of degree h = $(n - l), 
the (e,f) entry of g(A’A) is 
[g((l + s)“)(l - s)]!;;’ = [l - s”]~-l)*-~ ) 
which is 1 if r < $(n - 1) and 0 if r = +(n + 1). But r = gX(e,f) is 
g(n + 1) exactly when f = e*. Let Q be the (0, 1) matrix with a 1 in the 
(e,f) position if and only iff = e*. Since (e*)* = e, Q represents a permu- 
tation which is a product of disjoint transpositions. Hence g(ATA) = J- Q 
where Q2 = I. One easily checks that A’AJ = (1 + s)” J, and it follows 
thatf(A’A) = 0. 
CONFIGURATIONS WHICH ARE NEARLY GENERALIZED n-GONS 275 
The multiplicity of (1 + s)” is again equal to 1. Thus if both g(x) + 1 
and g(x) - 1 are irreducible over the rationals, then 
v-l = 1 +s+..*+s”-‘=O(modh) 
since both g(x) &l have degree equal to h. 
We include one more lemma, which is sometimes helpful (see the 
application to the case 12 = 5 in Section VI): 
LEMMA 4.5. The truce of (A’LI)~ Q is zero for 0 < q < t(n - 1). 
Proof. The (e,f) entry of (A’A)* Q is the number of chains of length 
2q from e to f *. Iff = e, this number is zero for 0 < 2q < (n - 1). 
We have made no claim thatf(x) is the minimal polynomial for A’A. If 
either (x - (1 + s)“)(g(x) + 1) evaluated at A’A is zero, a direct calcula- 
tion shows that (A’A - (1 + s)” Z) = f(A’A - (1 + s)” Z) (2, But this is 
impossible since any diagonal entry of (A’A - (1 + s)~ Z)Q is zero, while 
any diagonal entry of (A’A - (1 + s)” Z) is (s + 1) - (s + 1)2 # 0. So 
the minimal polynomial for A’A has factors from both g(x) + 1 and 
g(x) - 1. 
Starting with P we construct a new incidence plane P’ as follows: the 
points (lines) of P’ are the unordered pairs (e, e*) where e is a point (line) 
of P. We put (e, e*) incident with (f,f*) provided either e and f (so e* 
andf*) are incident, or e and f * (so e* and f) are incident. Since n > 3, 
it will never be the case that an element e is incident with both f and f * 
for some objectf. 
Suppose te,, e,*), tel , el*L (e, , et*) is a chain in P’ of length t. We 
may suppose that e, ,..., e, (likewise eO* ,..., et*) is a chain in P of length 
t. From the last remark in the preceding paragraph it follows that 
(e. , eo*),..., (et, e,*) is irreducible in P’ if and only if e, ,..., e, 
(or e,*,..., et*) is irreducible in P. Thus a chain from (e, e*) to (f,f*) in 
P’ corresponds to a pair of chains joining e with f and e* with f *, or 
joining e with f * and e* with f. Two chains of length k from (e, e*) to 
(f, f *) then correspond either to two chains from e to f of length k, 
implying k 3 n, or one chain from e to f and one from e to f *, each of 
length k, implying k >, +(n + 1). Thus the dimension n’ of P’ is at least 
&(n + 1). Actually n’ = $(n + 1) as can be seen by letting e be an element 
at distance $(n + 1) fromf and from f * lying on a chain of length n + 1 
joiningfand f *. Then there are at least two chains of length &(n + 1) from 
(e, e*) to (f, f *). It follows that P’ is a U‘ x u’ (n’, s, s)-configuration in 
which h(e, f) \( 12 for any elements e, f of P’. In the case rz = 3, it is easily 
verified that P’ is a symmetric balanced incomplete block design (o’, s + 1, 
2). 
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For the remainder of this section let A be an incidence matrix for P 
obtained as above but by ordering the points and lines so that e&r = ezi, 
i=l ,.-*> 0’. Then for the polynomial g(x) defined in Lemma 4.4, 
g(A’ * A) = J - Q, where J is the matrix of I’s, and Q is the direct sum 
of zi’ copies of [t i]. Now A is a block matrix in which each block is one of 
[i i], [t !], [T i]. Furthermore, the incidence matrix A* of P’ is obtained 
from A by replacing each block of A by 0 or 1, according as the block was 
zero or nonzero. Let T be the mapping from the commutative Z-algebra 
A = ([I: tll a, b E ZI, w ere Z denotes the rationals, to the rationals, h 
where Tis defined by T(& t] + b[t t]) = a + b. It is easily seen that Tis 
Z-linear and preserves products. Let /I,* and Z,* denote the algebras of 
o’ x U’ matrices over /l and Z, respectively. Then T induces an algebra 
homomorphism T* : & -+ Z,, defined by [T*(A)lij = T(Aii) for any 
AEfl,, . If A is the incidence matrix of P described as above, A* is the 
image of A under T*. And (A*)’ * A* = T*(A’ . A). Furthermore, 
g((A*)’ A*) = T*(g(A’A)) = g(T*(A’A)) = T*(J - Q) = 2J - I, where 
J and I have whatever size is appropriate whenever they occur. Now 
(A*)’ A* has row sum (1 + s)~, so that, iff,(x) = (x - (1 + s)a)(g(x) + l), 
then (A*)’ . A* is a zero off,(x). Furthermore, if A is symmetric, then A* 
is also, and (x - (1 + s))(g(x2) + 1) is the minimal polynomial of A*. 
Recall that the degree of g(x) + 1 is h, where n = 2h + 1, and that if 
both g(x) & 1 are irreducible u - 1 = 0 (mod h). From the remarks in 
the above paragraph it follows that, if g(x) + 1 is irreducible, then 
0’ - 1 = 0 (mod h), since the multiplicity of (1 + s)” as a characteristic 
root of (A*)’ A* is 1. Thus we have proved the following theorem: 
THEOREM 4.6. If g(x) f 1, dejined as in Lemma 4.4 are both irreducible 
then P cannot exist ifh > 1. 
As another example, if h is prime, then (U - l)(s - 1) = sn - 1 = 
sSh+r - 1 = s3 - 1 (mod h). Thus if the prime h and the integer s are 
chosen so that s3 = 1 (mod h), s f 1 (mod h), then v’ - 1 t 0 (mod h) 
and g(x) + 1 must reduce for P to exist. 
V. NON-EXISTENCE CRITERIA FOR n = 3 
Any cyclic (0, 1)-matrix has dimension at most 3, in the sense of [lo]. 
Thus any cyclic (0, 1)-matrix of order v = 2 + s + s2 with s + 1 l’s in 
each row and with no two rows having l’s in more than one column in 
common is the incidence matrix of a v x v (3, s, s)-configuration. The 
essentially unique cyclic example with s = 2 is afforded by the cyclic 
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(0, I)-matrix with first row having a 1 in columns 1, 3, and 8. A cyclic 
example with s = 3 is afforded by the 14 x 14 cyclic (0, I)-matrix with 
first row having a 1 in columns 1,2, 5, and 7. 
In this case 
f(x) = (x - (s + 1)W - 0)(x - (s + 1)). 
A simple computation using Lemma 3.4 of [2] yields the characteristic 
polynomial of A’A, from which the determinant of A’A is found to be 
(s + 1)” (s - I)(-)~2 (s + l)ufZ. 
This is the square of the determinant of A, which must be an integer. It 
then follows that if s = 1 or 2 (modulo 4), then s - 1 must be a perfect 
square; and ifs = 3 or 0 (modulo 4), then s + 1 must be a perfect square. 
In particular, it is known that there is no projective plane of order 6. 
Since 6 - 1 = 5 is not a perfect square, it follows that in any 
u x ZJ (3, 6, 6)-configuration it must be true that v > 2 + 6 + 62 = 44. 
Throughout the remainder of this section let P be a u x u (3, s, s)- 
configuration with v = 2 + s + s2, v’ = v/2. As noted earlier P’ is a 
symmetrical balanced incomplete block design (v’, k, h) with 
k = s + 1, X = 2. It has been conjectured [6] that only finitely many such 
block designs exist. There are examples of (u’, k, 2)-designs with neither 
k nor k - 2 a perfect square. In fact, there is no P with s = 8, but there 
is a cyclic (37,9,2)-block design. So the conjecture for P is a possibly 
weaker consequence of the conjecture for (o’, k, 2)-designs. 
A check on what additional information for P is contained in the 
Bruck-Ryser-Chowla Theorem [S, 121 reveals the following theorem: 
THEOREM 5.1. Ifs = 3 (mod 8) (so s + 1 is (I square), and if there is a 
prime congruent to 7 module 8 which divides the square-free part of s - 1, 
then P does not exist. 
Theorems 5.1 and 5.2 each eliminate infinitely many values of s for 
which P could exist. 
THEOREM 5.2. Let s = 1 (mod 8) (so that s - 1 must be a square), and 
let p = 3 (mod 8) be a prime dividing the square-free part of s + 1. Then P 
cannot exist. 
Proof. Let A be an incidence matrix for P as described in Section 4. 
Thus A’A = AA’ = s1+ J - Q, and the minimal polynomial for A’A is 
f(x) = (x - (1 + s)2)(x - (s - l))(x - (s + 1)). 
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Let fO(x) = (x -- (1 + s)~)(x - (s - 1)). The multiplicity of s + 1 as a 
root of the characteristic polynomial of A’A is trf,(A’A)/‘&s - l), which 
is 21’. We assume s = 1 (mod 8) and s - 1 is a square, so that U’ is even. 
Let ( 1 ) denote the usual inner product on the space of v-dimensional 
column vectors over the rationals, and let W be the A-invariant subspace 
of all characteristic vectors of A’A belonging to the value s + 1. Then A 
induces a similarity transformation of norm s + 1 on W, i.e., 
(Aw, I Aw,) = (A’hl I w,) = (s + l)(Wl I w2). 
Let 01~ be the column vector with +I and -1 in the 2i - 1 and 2i posi- 
tions, respectively, and zeros elsewhere. Then a1 ,..., a** form a basis for 
W from which the discriminant of the quadratic form of ( 1 ) restricted to 
W is easily seen to be a square. So by the theorem brought to our attention 
in [4], the Hilbert symbol 
(s + 1, C-1) uw+l)/4)D = +1 
for all primes p, especially those dividing the square-free part of s + 1. 
Since U(V + 1)/4 is odd when s = 1 (mod 8), the theorem follows. 
For example, let a E 2,4, 5, or 7 (mod 9). Then s = 16a2 + 1 is a value 
of s eliminated by Theorem 5.2. We remark that Theorem 5.1 may also 
be proved by using these techniques by considering the transformation 
of norm s - 1 induced by A on the space of characteristic vectors of A’A 
belonging to s - 1. If we suppose that P is symmetric, (i.e., A is symmetric) 
with II = 3, we may still assume that A’A has as minimal polynomial 
(x - (1 + d2)(x - (s - 1)Xx - (s + l)), 
and that A is a root of the polynomial 
(x - (1 + s))(x2 - (s - l))(x2 - (s + 1)). 
Attempting to calculate the multiplicities of the roots of A by the usual 
method, we find that when s + 1 is a square tr(QA + A) = 2(s + 1) and 
(s + 1)112 divides the trace of A. When s - 1 is a square, then 
tr(QA) = tr(A), and (s - l)lf2 divides tr(A) - 2. 
Now assume that A is cyclic, so that A is completely determined by 
residues do ,..., d,,, modulo z, corresponding to the columns in which the 
first row of A has an entry equal to 1. Conversely, a cyclic A derived from 
the residues do ,..., d, modulo v has the desired properties if and only if the 
v - 2 = ~(1 + s) nonzero differences dj - dj are distinct modulo v. Thus 
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each non-zero residue except u’ has a unique representation as a difference 
di - dj modulo u. Then reducing the set d, ,..., d, modulo u’ yields a 
perfect difference set (v’, s + 1, 2) corresponding to the configuration P’ 
described in Section 2. 
The following result of interest in the cyclic case also implies either 
s + 1 or s - 1 is a square: 
LEMMA 5.3. Let t, and tz denote the number of odd and even di’s. Then 
in some order, tl and tz have the values &[s + 1 f (s - (-l)V’)l/z]. 
Proof. (i)t,+t,=s+l. 
(ii) tl(tl - 1) + t,(t, - 1) is the number of even non-zero 
differences, i.e., U’ - 2 when s - 1 is a square, U’ - 1 when s + 1 is a 
square. Solving for t, and t2 in each case yields the theorem. 
We now collect some theorems proved by multiplier theory for cyclic 
difference sets which are restatements or specializations of theorems found 
in [5], [8], or [12]: 
(I) When a’ is odd (i.e. s + 1 a square) if there is an odd primep dividing 
s - 1 and such that p has even order modulo a prime divisor of U’ (or the 
Legendre symbol (p/q) = -1), then there is no perfect difference set 
(u’, s + 1,2). Acutally, this includes Theorem 5.1 restricted to the cyclic 
case. 
DEFINITION. Let v’ = pat+, , 01 > 0, p -Y u,, ,p prime. Then p is self- 
conjugate modulo U’ if and only if there exists a /3 > 0 such that pB = - 1 
(mod Q,). If all prime divisors of an integer m are self-conjugate modulo a’. 
then m is called self-conjugate modulo u’. 
(II) If there is a prime p dividing s - 1 with p self-conjugate modulo v’, 
then no perfect difference set (v’, s + 1,2) can exist. 
(III) Let w  be a divisor of v’, and m2 a divisor of s - 1, and let m be 
self-conjugate modulo w. If the g.c.d. (m, w) > 1, then wm < 2+l * 0’ 
where r is the number of distinct prime divisors of (m, w). If (m, w) = 1, 
then mw < v’. 
If m is an odd divisor of s - 1, then m is a multiplier of the perfect 
difference set obtained by reducing d 0 ,..., d, modulo u’. By a theorem on 
page 140 of [5], we may assume that multiplication by m permutes dO ,..., d, 
modulo v’. For each di , the smallest integerfsuch that mfdi G di (mod u’) 
is the multiplicative order of m modulo u’/(di , v’). In particular we record 
the following: 
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THEOREM 5.4. Let w be a divisor of v’ such that there is a di prime to w. 
Then if m is an odd divisor of s - 1, the cycle to which di belongs under 
multiplication by m modulo v’ has length f where the multiplicative order of 
m module w divides f (and clearly f < s + I). 
Frequently we can guarantee there must be a dj prime to w  for some 
divisor w  of v’. There are v‘ * +(w)/w residues module v’ which are prime 
to W, so ifs + 1 > (w - 4(w)) v’/w there must be a di prime to w. If w  is 
a prime q we easily obtain an upper bound on the number t, of di’s 
divisible by q. From t,(t, - 1) < v - 2 - +(q) * v/q, we calculate 
LEMMA 5.5. t, < 4 + (v/q - 1.75)1/2. 
If 4 1 ,..., qk are distinct primes dividing v, if w  is a divisor of v divisible 
only by primes among q1 ,..., qk , and ifs + 1 > Ct, t,+ , there must be a 
di prime to w. Thus letting [x] represent the greatest integer in x, we have 
THEOREM 5.6. Let w be an odd divisor of v with prime divisors q1 ,..., qk . 
Then if s + 1 > & [$ + (v/q, - 1.75)lj2], there is a di prime to w. 
(So in particular 1 m IW < s + 1.) 
In the above theorem we let 1 a lb denote the multiplicative order of a 
modulo b, where a and b are relatively prime integers. 
The criteria of Sections 4 and 5 were used to run a quick check on values 
of s < 401. Other than the cyclic examples for s = 2 and 3 all the values 
of s in the prescribed range were excluded. In fact, if the rather few cases 
checked above are any indication of what happens in general, these criteria 
are quite strong except when s - 1 is a power of 2. Even in that case, 
Theorem 5.2 or criterion (III) of Mann may be useful. 
Usually when v’ is odd (i.e., s + 1 is a square) the criteria apply directly 
and such examples are not of particular interest. The most notable 
exceptions among the cases studied are s = 8 and 24, in which cases the 
corresponding perfect difference sets do exist. By using multiplier theory 
it is possible to show that the perfect difference sets in question can not arise 
from the corresponding P. 
VI. APPLICATION TO CASES n > 3 
If n = 4, g(x) + 1 = x3 - 2sx + 1 is irreducible for any allowable 
value of s, so by Theorem 3.6 no P can exist. If n = 5, g(x) = x2 - 3sx + s2, 
and g(x) + 1 has the root 
I9 = 3(3s - 459 - 4). 
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Put 
h(x) = m/x - f3 = (x - (s + 1j2)(g(x) - 1)(x - $(3X + 1/%2 - 4)). 
Then 
tr(f,(A’A)) = tr((A’A - (1 + s)“I)(J - Q - I)(XA + v”=). 
By Lemma 4.5 the terms involving Q contribute nothing to the trace. 
Using Lemma 4.2 we calculate the following: 
m,' = 1 +s;mo2 = 1 +3s +2s2;m,' = 1;m12 = 1 +3s;m22 = 1; 
the row sum of A’A is (1 + s)~; the row sum of (A’A)2 is 
mea + s( 1 + s) ml8 + sS(l + s) m2a = (1 + s)‘. 
After some computation we find 
tr(f,(A’A)) = -gv(l + S) s (S - d-j. 
Also, 
fo(@ = - (dG=T$- 2 + s + 2syvs-q. 
From these calculations it is clear that, since s > 1, the multiplicity of 19 
as a characteristic root of A’A is tr(j&4’A))/f(6’) < 0, a contradiction. 
Similarly, when n = 6, g(x) + 1 = x5 - 4~x3 + 3s*x + 1 is irreducible, 
so no P exists. When n = 7, g(x) * 1 = x3 - 5sx* + 6s2x - s3 f 1. By 
[3, p. 511, these polynomials are irreducible except for possibly ten values 
of s, eliminating all but a few values of s for the existence of P. 
For infinitely many values of n, there are infinitely many values of s for 
which Theorems 3.6 and 4.5 eliminate possible P. For example, let m be 
an odd prime and let p be an odd prime such that the multiplicative order 
of p modulo m is 4(m) = m - 1. Let n = m + 1 and suppose that p 
divides s. Then g(x) + 1 = (x + 1) $,,, (modp), where Q2,,, is irreducible 
modulo p, and g(x) + 1 has no rational root. Thus no P exists. 
A more tedious computation using results of [13] shows that, if h is 
any odd prime and II = 2h + 1, then there are infinitely many values of s 
for which no P can exist. 
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