In this paper I try to move away from the Extreme Bounds method of identifying "robust" empirical relations in the economic growth literature. Instead of analyzing the extreme bounds of the estimates of the coefficient of a particular variable, I analyze the entire distribution. My claim in this paper is that, if we do this, the picture emerging from the empirical growth literature is not the pessimistic "Nothing is Robust" that we get with the extreme bound analysis. Instead, we find that a substantial number of variables can be found to be strongly related to growth.
affects the growth rate along a transition towards the no-growth steady state. Endogenous growth theory says that A affects the steady-state growth rate. But whether it has a temporary or a permanent effect on growth, we all agree that A affects the growth rate. From a macroeconomic perspective, there are a lot of things other than the "engineering" level of technology, which can be thought of as "level of technology", A. In other words, there are many things that may affect the aggregate amount of output, given the aggregate amount of inputs. These may include market distortions, distortionary taxes, maintenance of property rights, degree of monopoly, weather, j y j y z j z x j x j 2 attitudes towards work, and so on. A good theorist could make almost any variable affect the level of technology in this broad sense and, as a result, he could make almost any variable look like an important theoretical determinant of the rate of economic growth. This is the same as saying that the theory is silent when it comes to providing much guidance in our search for the "true" explanatory variables.
Another problem is that, even if theory was clear in pointing to the important "theoretical determinants" of growth, the empirical estimation of these determinants is not immediate. For example, we may have a theory that says that human capital is important for growth. How do we measure human capital? There are lots of imperfect measures and it is not clear a priori which one is better. Other theories may point to "efficient government" as a key to economic growth. How do we measure that? How do we compare "inefficient bureaucracies" across countries? How do we compare "degrees of corruption in the government" across countries? And even if we could measure both the level of "inefficient bureaucracy" and the "degree of corruption in the government", which one is a better measure "efficient government"?
All this has led empirical economists to follow theory loosely and simply "try" various variables relating the various potentially important determinants of growth. However, as soon as one starts running regressions combining the various variables one soon finds that variable x is 1 significant when the regression includes variables x and x , but it becomes non-significant when 2 3
x is included. Since we don't know a priori the "true" variables that should be included, we are An initial answer to this question was given by Levine and Renelt (1992) . They applied Leamer's (1983 Leamer's ( , 1985 extreme bounds test to identify "robust" empirical relations in the economic growth literature. In short, the extreme bounds test works as follows: Imagine that we have a pool of N variables that have been previously identified to be related to growth and we are interested in knowing whether variable z is "robust". We would estimate regressions of the form:
where y is a vector of fixed variables that always appear in the regressions (in the Levine and Renelt paper, these variables are the initial level of income, the investment rate, the secondary 
Zero divides the area under the density in two. For the rest of the paper, and in order to 3 economize on space, the LARGER of the two areas will be called "CDF(0)", regardless of whether this is the area above zero or below zero (in other words, regardless of whether this is the CDF(0) or 1-CDF(0 
where the weights, 7 , are proportional to the (integrated) likelihoods:
The reason for using this weighting scheme is that we want to give more weight to the regressions or models that are more likely to be the true model. To the extent that the fit of model j is an indication of its probability of being the true model, a likelihood-weighted scheme like the one proposed here should be reasonable. The weighted mean for each of the 59 variables of interest is reported in Column (4) of Table 1 .
I also compute the average variance as the weighted average of the M estimated variances, where the weights are given by (5):
The (square root of this) variance is reported in Table 1 's Column (5). Once we know the mean and the variance of the normal distribution, we compute the CDF(0) using the normal tables, which we report it in Column (6). 
The computed weighted CDF(0) is reported in Column (7) in Table 1 .
A potential problem with this method is that it is possible that the goodness of fit of model j may not be a good indicator of the probability that model j is the true model. This might happen, for example, when some explanatory variables in our data set are endogenous: Models with endogenous variables may have a (spurious) better fit. Thus, the weights given to these models will tend to be larger and, in fact, they may very well dominate our estimates in Columns (4) through (7). We may find that only one or two of the models get almost all of the weight in our estimated weighted average and these one or two models may suffer from endogeneity bias.
One could argue that, when this is a serious problem, the unweighted average of all the models may be superior to the weighted averages proposed here. As a way of comparison, Column (8)
Levine and Renelt allow the remaining N variables to be combined in sets of UP TO 4 three variables. I will only allow for sets of exactly three variables. The reason is that regressions with more variables will tend to fit better and, as a result, get a larger weight in my estimations of equations (4) and (6). One way to solve this problem would be to introduce some kind of penalty for models involving more explanatory variables. Another solution is to restrict all the models to have the same number of explanatory variables. Finally, I also keep some variables, not because they are good proxies for some initial state variable but because they are proxies for some "parameters" of some models. For example, the Solow-Swan model assumes that the "savings rate" is a fundamental (exogenous) determinant of the transitional growth rate (and so are the rate of population growth, the depreciation rate, and the level of technology.) One way to measure the savings rate is to use the average savings rate over the period of analysis . I reluctantly use some variables of this sort (the average savings or investment rate and the DeLong and Summers measures of equipment and nonequipment investment are examples in this category). The reason for being reluctant to the inclusion of such variables is that these may be "more endogenous" than the variables measured at the beginning of the period.
With these restrictions, the total size of the data set becomes 63 variables plus the growth rate of GDP per capita between 1960 and 1992.
Choosing the Fixed Variables
The next thing I need to do is to choose the three fixed variables (that is, the variables that appear in all regressions.) These variables need to have some properties: they have to be widely used in the literature, they have to be variables evaluated in the beginning of the period (1960) and they have to be somewhat "robust" in the sense that they systematically seem to matter in all regressions run in the previous literature. The main obvious candidate to become a fixed variable is the level of income in 1960. All the regressions I know of in the literature include the initial level of income and it is usually found to be significantly negative (this is the conditional convergence effect). The other two variables chosen are the life expectancy in 1960 and the primary school enrollment rate in 1960. Life expectancy is a measure of non-educational human capital that is also often used and usually found to be significant. The primary school enrollment rate in 1960 was one of the first important variables identified by Barro (1991) and it has been widely used, although its success has been mixed.
One of the variables that is most widely used in the literature (and one of the fixed variables in the Levine and Renelt paper) is the average investment rate. The interpretation of the partial correlation between growth and a variable is different depending on whether the investment rate is in the regression or not. If the investment is in the regression and variable x is correlated with growth, we tend to think that variable x affects the "level of efficiency" in the sense that it has effects on growth "above and beyond its effects on the incentives to invest". If variable x is correlated with growth when investment is not held constant, then we do not know whether variable x affects growth directly or through the incentives to save and invest. Although this partial correlation interpretation can be made of any variable, the distinction in the case of investment appears to be much more significant given the central role that investment plays in growth theory. In order to make the distinction, I will estimate the whole set of close to 30,000 regressions first without the investment rate appearing in ANY of the regressions and then with Another possibility is that, for each variable, there is only one model that takes all the 6 weight. Since each of the individual models is close to normal, a weighted average where one models gets all the weight will also be normal. Table 1 reports some summary results. For the interested reader, Columns (1) and (2) report the "two extreme bounds" (as defined in the previous section) for each of the 59 variables of interest. Inspection of Columns (1) and (2) of Table 1 shows that for 58 of the 59 variables, the lower extreme bound is negative and the upper extreme bound is positive. Thus, we should label all but one of the variables as non-robust. The exception is the fraction of the population that follows the Confucius religion. This variable takes the value zero for most countries, the exception being the East Asian miracles (among very few others). Hence, this acts pretty much a dummy variable for East Asian miracle economies.
Column (3) reports the fraction of the 30,856 regressions in which the tested variable was significantly different from zero (defined as a t-statistic with an absolute value larger than two.)
We see that there are a few variables that were significant 90 or even 99 percent of the time while others were significant less than 1 percent of the time. The extreme bounds test, however, gave them all the same label: non-robust.
The first interesting result reported in Table 1 comes from the comparison of Columns (6) and (7). Column (6) reports the CDF(0) under the assumption that the distribution of the estimators of is normal while Column (7) does not assume normality. The correlation between z these two columns is 0.98, which can be interpreted as an indication that the density function of the estimates of is fairly close to normal. 
Variables that are Strongly Correlated with Growth
Column (4) reports the estimate of the weighted average of for each variable z. This z column can be used to check the sign of the partial correlation between the variable and growth.
If we look at Column (7), we see that 21 of the 59 variables have a CDF(0) above 0.95. If we take 95 percent to be the usual level of significance, we could say that 21 out of the 59 variables appear to be "significant".
(1) Regional Variables: Sub-Saharan Africa, Latin American, (negatively related to growth) and Absolute Latitude (far away from the equator is good for growth). These variables are from the Barro and Lee (1993) data set.
(2) Political Variables: Rule of Law, Political Rights, and Civil Liberties, (good for growth).
Number of Revolutions and Military
Coups, and War Dummy (bad for growth). All of these from the Barro and Lee (1993) data set. I should note that the Political Rights and Civil Liberties variables are measured "backwards" in the sense that they take larger values for countries with less political rights and less civil liberties. Hence, the negative coefficients corresponding to these variables in Column (4) do not mean that less rights and less liberties are associated with more growth.
(3) Religious Variables: Confucius, Buddhist and Muslim (positive) and Protestant and Catholic (negative) (all of them from Barro (1996) .) Some of these religious variables tend to be more like regional dummies because they take a zero value for most countries. Most notably, the Fraction of Confucius and Buddhist are more like dummies for East Asian miracles. Among the religious variables we note Muslim has a positive coefficient and Protestant and Catholic are negative. I
am not sure whether we should interpret these results strictly along religious lines or whether to think of these religion variables as proxies for some other regional phenomenon (for example, the Muslim variable may be correlated with oil production). Column 4 suggests that the closer to capitalist the economy is, the more it grows. Columns 6 and 7 suggest that this correlation is quite strong.
(9) Former Spanish Colonies. This variable is significant according to Column (6) and borderline if we look at Column (7). I could provide a number of first-hand explanations for this phenomenon, but that would get me in trouble, so I will leave it to the reader to reach his own explanation.
Variables that are NOT Strongly Correlated with Growth
The reader can go over the list and see what his favorite variable is and how it scores and compares with the rest of the variables reported in the literature. It is interesting to note some variables that appear NOT to be important: no measure of government spending (including investment) appears to affect growth in a significant way. The various measures of financial sophistication also fail to appear significant. The inflation rate and its variance do not appear to matter much although, in fairness to the authors who proposed these variables, I should say that they specifically say that they affect growth in a non-linear ways (and my analysis allows these variables to enter in a linear fashion only). Other variables that do not seem to matter include various measures of scale effects (measured by total area and total labor force), various measures of openness (outward orientation, tariff restrictions, black market premium, free trade openness) and the recently publicized "ethno-linguistic fractionalization" (which is supposed to capture the degree to which there are internal fights among various ethnic groups).
Non-Weighted Results
As mentioned earlier, the likelihood-weights used up to now are valid only to the extent that all the models are true regression models. If, for some reason, some models have spurious good fits, then a non-weighted scheme may be superior. Column (8) reports the non-weighted CDF(0) as defined in Equation (8). A rapid comparison of Columns (7) and (8) each of these four variables, a single model (or a small set of models) has a likelihood much larger than the rest so it gets all the weight in the weighted average. Hence, the weighted average seems to be significant even though most of the regressions are not so that the unweighted average is not significant. On the other side, only one variable with a CDF(0) above 0.95 in Column (8) gets a CDF(0) below 0.95 in Column (7): the Ratio of Liquid Liabilities to GDP (which is a measure of the degree of financial development).
(5) ANALYSIS OF THE FIXED VARIABLES
In order to gain some confidence on the fixed variables which have appeared in all regressions, we now repeat the whole procedure by allowing each of the fixed variables to be just like a regular tested variable, z, while keeping the other two fixed variables in all regressions and allowing for combinations of three chosen among the remaining 59 (since now the pool of remaining variables is 59 rather than 58, we have M= 32,509 models per variable). The results are reported in the last three rows of Table 1 .
Log(GDP ): 60
The first fixed variable is the log of GDP per capita in 1960. This variable is often introduced in growth regressions to capture the concept of conditional convergence introduced by Barro and Sala-i-Martin (1992). Since the sign of the lower extreme bound (Column 1) is negative and the upper extreme bound (Column 2) is positive, the extreme bounds test would give this variable the label of "Non-Robust". However, a quick look at Column 3 shows that the initial level of income is significant in 99.98 of the regressions run (in fact, it is significant in ALL BUT 7 of the 32,509 regressions!)
The estimated coefficient for the initial level of income is = -0.0133, which implies a y0 speed of convergence of 1.8 percent per year!!! Moreover, columns(6), (7), and (8) suggest that the initial level of income is strongly correlated with growth, regardless of whether we assume that the distribution is normal or non-normal, or whether we use weighted averages to compute the levels of signicance or not: the levels of significance are in all cases over 0.9999.
Primary School Enrollment in 1960:
As was the case with almost all other variables analyzed the primary school enrollment rate in 1960 is labeled non-robust by the extreme bounds test. Column 4 suggests that this variable is positively related to growth. The levels of significance reported in Columns 6 and 7 suggest a strong significance, although the unweighted average of individual CDFs (Column 8) is not as strong.
Life Expectancy in 1960:
Again, this variable is not robust according to extreme bounds test, even though it is significant in over 96 percent of the regressions. It is positively related to growth which suggests that human capital affects growth positively. The last three columns display strong significance regardless of the measure adopted.
(6) INTRODUCING THE INVESTMENT RATE AS A FIXED VARIABLE Table 2 repeats the estimation of all the regressions with one fundamental change: it includes the average investment rate between 1960 and 1990 as a fixed variable appearing in all regressions. Table 2 suggests that, by and large, the main lessons we learned in Table 1 go through in that most of the variables that were significant in Table 1 are still significant in   Table 2 . There are, however, a few differences, which can be summarized as follows:
Inspection of

Variables that Were Significant When Investment was Excluded and are No Longer Significant.
These are variables that can be interpreted to have their effects on growth only through their effects on the investment rate. The variables that are no longer significant are (A) Revolutions and Coups and the War Dummy. These two variables affect growth but only through their effect on the investment rate, perhaps they affect uncertainty, perhaps they affect the rate of return. But the truth is that, once the aggregate investment is held constant (and, therefore, once we net out the effects of these variables on investment), they are no longer correlated with growth in a significant manner.
(B) Non-Equipment Investment. Since in Table 1 we did not hold constant the investment rate in any of the regressions and the data seem to want to have the aggregate investment rate, then the non-equipment investment was significant. Now that we are holding the aggregate investment rate constant, the non-equipment is not significant. Hence, there seems to be nothing special about non-equipment investment in the sense that it does not matter once aggregate investment is held constant. Finally, the last row of Table 2 analyzes the investment rate as an additional "tested" variable, keeping the other three fixed variables and combining the remaing 59 variables in trios. Once again, the extreme bounds label for the investment rate is non-robust since columns (1) and (2) have opposite signs, even though the variable is significant in 97.23% of the 32,509 regressions.
The weighted average estimate of is 0.1093, and the significance values are above 0.99 in z Columns (6), (7), and (8).
(7) CONCLUSIONS
We are interested in knowing the coefficient of a particular variable in a growth regression. 
