Abstract. This paper addresses the issues of decision-making methods and their usage capabilities for intelligent control based on the habits of home residents. Learning from the behaviour of the resident is essential for the system to adapt and provide intelligent control based on behavioural habits. However, even deeply ingrained habits are subject to change over time. Therefore, an intelligent system has to respond to a changing and diverse environment. Various decision-making methods have the potential of a number of benefits in providing intelligent control for smart home systems. In this paper, concurrent decision-making methods, including Artificial Neural Networks, Fuzzy Logic, Linear Programing and Bayesian technique, are employed with proposed algorithms in order to provide control based on the habits of residents. These approaches are tested and compared in experimental scenarios for intelligent lightning control with the constant and changing habits of the residents.
Introduction
The distinction between intellectualized and nonintellectualized home environments is usually based on certain system properties, such as autonomy, selfawareness, proactivity and others. The resident is undoubtedly one of the most important elements of this environment, and the real challenge of intellectics usually resides in modeling his activities. Following and learning from the behaviour of the resident is very important in order to acquire information on his habits, generate expected decisions automatically and create an intelligent control system based on behavioural patterns. The main goal of such systems is to anticipate the periodic actions of the user and help him in daily routines [21] . Smart home systems that are able to meet the goal of personalized comfort could improve the quality of living, particularly for older people or people with disabilities [8] , [19] . It is obvious that intelligent and user-friendly systems are concerned primarily with the control of home devices according to the behavioural patterns of the residents [20] . Energy consumption, maximum effectiveness and green home strategies are secondary [6] . Another important matter that must be taken into account is the change in individual habits over time. Therefore, an intelligent system has to be flexible and prompt in responding to the changing and diverse environment. Some provided solutions are based on undergoing a new training process every time the resident confirms that his wishes have changed [34] . Making decisions after the resident was questioned is not the best solution for two reasons. First of all, the resident himself cannot always identify the changes in his or her behaviour because sometimes habits change slowly, inconsistently, or take place only in specific situations. Secondly, an intelligent and unobtrusive control system should be able to adapt automatically and make right decisions in the changing environment without asking questions with requests to approve resident's behaviour. The development of such system according to all of the aforementioned objectives leads to the incorporation of methods that are able to learn habits of the residents and adapt quickly to the changing environment.
The purpose of this paper is to explore the applicability of different methods -Fuzzy Logic (FL), Artificial Neural Networks (ANN), Bayesian and Linear Programing (LP) for intelligent control systems according to the behavioural patterns of residents, as well as to investigate the learning capabilities in various conditions, including stable, changing and a new environment. The intelligent environment collects information from all sensors in the surrounding environment. This information is used by the decision-making system that calculates corresponding control decisions and forwards them to the intelligent environment. According to these decisions, the intelligent environment adjusts the settings of particular actuator states.
All available features in the intelligent environment are obtained from N installed sensors , ,.., , 2 1 A Basic event is generated whenever a state in the environment is changed (e.g. changes in the coordinates of the resident, values of light/ temperature/windows, etc.) and a new control decision is required. In response to this event, the decision control system has to make a decision regarding the adjustments of particular actuators to meet the predicted expectations of the residents.
A Learning event is the feedback of the resident generated when the resident is unsatisfied with the decision made by the control system. This dissatisfaction is expressed by adjusting the actuators manually. In response to this event, the control system records the present situation into the data storage and re-trains itself to act accordingly if a similar (or the same) situation is encountered in the future.
Decision-making systems
Methods capable of suggesting control decisions based on the behaviour of residents should be involved in a decision-making system. The correlation of this behaviour with control actions can be specified in several ways: 1) recognition and classification, 2) defining to a set of rules, and 3) operation according to some prescribed tendencies. Four methods that meet the aforementioned criteria best are examined below. These four methods are: Fuzzy logic, ANN, Bayes and LP. Their strengths and weaknesses in dealing with the objective task are highlighted as well. Challenges of providing intelligent control using these classical approaches, required functionality and proposed modifications are described in the following sections of this paper.
Fuzzy-based decision-making system
The advantages of fuzzy logic are based on practical implications of the research community: fuzzy systems are fairly comprehensible and considerably easy to design. A lot of attention is devoted to developing fuzzy-based systems for the prediction of the behaviour of residents and the recognition of their activities [17] , [26] . Most of the investigations conclude that experiments verify the feasibility of fuzzy systems for solving tasks related to a home environment, as well as the accuracy of the obtained results. However, these methods usually follow the development process of classical fuzzy systems: a set of rules is created and membership functions are defined by an expert. This process might become undesirably complex and time-consuming as the number of rules is subject to the specifics of certain applications. The whole process could be made easier if rules were created automatically and their number was minimized.
The fuzzy decision-making system built according to a typical Mamdani fuzzy controller structure is [16] . A fuzzy decision-making algorithm is depicted in Fig. 2 . All events and situations are collected and stored in a database. The trapezoidal terms used to describe fuzzy input variables should be defined properly. Having in mind the necessity to simplify and unify the implementation of outputs, only five terms ("On", "Off", "Decrease", "Increase" and do nothing "N") are included for each output value of an actuator. For example, temperature control can be linked to outputs "Decrease", "Increase" and "N; garage gatesto "On" and "Off"; control of lighting -to all five outputs, depending on the type of lamps used in the smart house setting. A concrete output value is obtained as a result of CoG (Center of Gravity) defuzzification.
The first thing to be done once an event is received by the system is to define whether it is a basic event or a learning event. If it is a basic event, the algorithm selects the necessary information, processes it and prepares the fuzzy system for the fuzzification process.
Is it a basic event?
Process data event Fuzifications The actuators are controlled according to the calculation results (output values). The algorithm for actuator setting to a new state r is depicted in Fig. 3 .
The value change in each of the actuators is determined during the "Make decision" process. In the case of an adjustable actuator, the process goes as follows: if the output value is -10, the actuator is decreased by 10 units. If the output value is 5, the actuator is increased by 5. If the output value is 0, the position of the actuator does not change. In the case of an actuator with On/Off control, its current status and the one calculated by fuzzy is checked to see if it matches. If it does not, the position of the actuator is changed to the one calculated by fuzzy.
In the case of a learning event, the algorithm chooses the necessary information and prepares it for self-learning. The terms are determined and then used to identify the fuzzy rules that define the current situation. A process of creating new rules is included into the algorithm and is triggered if no rules can be detected. The algorithm of creating new rules is used both in self-training and re-training stages. In the case of a learning event, actuators do not need to be adjusted because such event is generated when the resident adjusts one of the actuators himself. 
Decision-making system based on ANN
In order to avoid the necessity of expert knowledge and to determine data dependencies automatically, the application of ANN may be beneficial. Depending on the problem, different adaptations of ANN algorithms can be used. Most of researches aim to provide intelligent control through the learning of statistical data. In the case of real time control, ANNs are capable of solving problems by implementing online learning strategies that include the incremental learning [7] or network retraining when new data are received [3] . Online learning deals with large amounts of data that are needed for further network learning, causing data storage to increase constantly. Several theories have been proposed to validate the learning optimization decisions for finding the best network solutions and eliminating low-quality solutions [24] . However, the attainment of high accuracy results is time-consuming and may not be suitable for behaviour-based intelligent control. Other researchers try to predict data tendencies, but ANN prediction algorithms for human behaviour do not always provide expected accuracy [10] , [25] .
In this paper, an ANN decision-making system is developed using a Back-propagation neural network with a data replacement algorithm detailed below. To improve the efficiency of the ANN learning process and to avoid unlimited increase of data sets, limitations on data storage have been applied. If the data array is full and a new data entry arrives, one of the data entries can be selected and replaced with the new one according to predefined rules. The old entry can be selected and replaced by the ANN that has the smallest learning error (SLE algorithm). Another way is to replace the old entries randomly (RD algorithm) [27] . It should be taken into account that some of the actions may be accidental and some changes are temporary. Replacing data entries one by one allows the network to adapt gradually and leads to a less crude decision-making.
In regard to data replacement, an algorithm based on data similarity threshold (TB) was developed for efficient training/retraining of ANNs. The point of this method is to ensure that a new data entry new d
replaces an old data entry i d , which is the most similar to the input part but has a different output part. A different output condition helps to avoid a cycle of the same entry selection and replacement. Here we are dealing with another question: how to determine the difference between outputs? The situation is clear when we have actuators with On/Off control. But if the controlled actuators have values, specific deviation limits that describe possible variations for each controlling level should be included. For example, the outputs of the adjustable actuators are considered distinct if the difference between their values is more than a predefined threshold value Oth. By analogy, similarity of inputs can be defined using a threshold value Ith between the components of inputs. If there are no data entries similar to the new entry, the second replacement algorithm should be involved. Experiment results show that the smallest learning error algorithm (SLE) is more accurate than the random selection algorithm (RD). Therefore, the SLE algorithm is chosen as a complimentary method for data selection and replacement in the proposed threshold-based algorithm.
In order to verify the validity of the proposed algorithm for lighting control, several experiments were carried out. Three algorithms RD, SLE, TB embedded in separate neural networks were tested for comparison in a simulation environment for intelligent light control BiaSim. Experiments have been performed over two cases where constant and changing lighting control habits are specified. Obtained results have shown the superiority of the proposed algorithm TB in situations with changing habits of the resident, because the TB algorithm adapts quite quickly to the changes and at the same time provides correct decisions in the unchanged lighting zones [2] . ANN decision-making algorithm for behaviourbased intelligent control is depicted in Fig. 4 as inputs. The results that provide parameters (predicted by ANN) for new actuators are assigned to the variable r. Once the adjustments are made, two possible outcomes may arise: if the resident is satisfied with the new situation -he leaves all actuators as they are. On the other hand, if the resident disagrees with the decision, he can manually adjust the position of the actuators, and in such way inform the control system about his expectations. In the latter case, a learning event is generated by the environment and the system must respond by triggering a retraining process. 
Decision-making system based on Linear Programming
The approach to apply the augmenting sequence of linear programing tasks to solve the problems of system intellectualization is quite new and challenging because LP is more often used for the optimization of control decisions [30] and not for their intellectualization. The main purpose of LP-based smart home systems is usually twofold: to meet user's preferences and to assure energy efficiency. These are formulated as an optimization problem for the control algorithms based on linear programming. However, the achievement of such goals is a complicated task, especially when residents have different preferences, and when these preferences change over time [28] . In order to provide control based on behavioural patterns, the standard LP needs to be improved by adding certain functionalities, like classification of situations, evaluation of events similarity and selection of events with the highest degree of similarity.
The methodology proposed in this paper is based on formation of LP tasks that include the procedures for retraining and creation of linear problems. These procedures allow to form patterns of similar situations that help classify new unknown situations [1] . The decisions are made according to their correspondence to a certain pattern. In addition, this methodology allows to solve problems of learning situations even when the resident, because of the complexity of situations and the abundance of parameters, is no longer sure if the situation is good, comfortable, poor or even intolerable. The description of the proposed decision-making system based on LP is presented below.
Usually, similar situations must trigger the same action that depends on the habits of the resident. If the control environment of an actuator has multiple actions defined as
, then the patterns of situations that trigger corresponding actions must be described (P is the number for all available actions and p is a certain action). In this case, a situation is described by the features obtained from available sensors, as well as from the expectations of the resident. These features of a particular situation c are expressed as the states of all sensors c s . Better reasoning results are usually achieved when features of situations are not only normalized but centered as well [23] , [22] . Therefore, vector 
and it must be reached under the following constraints:
It is recommended [31] that the optimal values of the real numbers be selected from the interval [0-1]. Concrete values of these coefficients depend on the expert's knowledge or choice. Investigation of the problem described above shows that the problem belongs to the class of linear programing problems where inequalities need additional constraints: This procedure for each actuator j A must be repeated for all classes of situation patterns. In this way, a set of P solutions will be obtained. The procedure of situation recognition must be performed considering the necessity to assure the proportionality condition. This condition is fulfilled using verbal definitions that denote the similarity of situations, thus guaranteeing the same numerical degree of certainty for the qualitative evaluation of these situations:
where Z and p z are real numbers. This solution enables to construct a situation recognition instrument capable of assigning any unknown situation to one of the possible patterns and to perform a corresponding environmental action. Then, the unknown situation o c s arises, the decision that action p should be performed is usually made according to the maximum value of the degree jp VD :
An LP decision-making algorithm is presented in Fig. 5 .
The main steps involve the formation of the objective function and constraints for each possible action using all previously known situations and performed actions that are saved in a database. Then, Figure 5 . LP Decision-Making Algorithm for a Behaviour-Based Intelligent Control the formed LP problems (LPPs) are solved, the obtained coefficients (selected by an expert) are used to calculate the degree of certainty for each action by multiplying them by normalized and centred values of the features. According to the calculated degrees, the control system performs an action with the largest degree of certainty. When an action with the largest degree of certainty is "Do nothing", then the control system waits for the resident to interact and update the situation database. Otherwise, the control system modifies the value of the actuator and then waits for the environment to react. When the algorithm is applied for more than one actuator, LP problems are formed and all calculations and decisions are performed for each actuator separately.
Bayesian-based decision-making system
In order to provide control by using evaluated probabilities, the Bayesian inference procedure and the Bayesian networks can be employed. Currently, these two are being broadly used for various control applications, including modelling of human interactions [18] , tracking and recognizing user's activities [12] , [29] , [32] recognition of environment and making decisions by forecasting user's activities [15] . However, it can be a challenge to collect a considerable amount of information on resident's activities for the purpose of constructing an activity model or to define the Bayesian network structure. Moreover, when dealing with a dynamic environment, the activity model or the structure of the Bayesian network must be adapted to the properties of a changing environment. Some of the approaches that deal with the construction and adaptation of the structure of the Bayesian network [14] , [34] achieve accuracy that barely exceeds 50%-70%. These approaches also highlight important problems related to the changes of resident's habits. The idea that the resident should confirm his steady or changing habits to the system is a poor approach in general because the user acts in the environment automatically and does not realize whether his actions refer to changing habits or not. Moreover, the user can perform some actions accidently, or change his habits for a short period of time. To evaluate the dynamics of changes and the significance level of the resident actions by applying the Bayesian method is not an easy task, because when the general inference procedure is applied, all events have the same priority in terms of significance. In order to solve this problem, the inference procedure was modified by including the possibility to evaluate the dynamics of change in the wishes of residents and make control decisions according to that. The proposed Bayesian inference This allows for the decision-making system to adapt successfully to individual habits. The Bayesian decision-making algorithm is presented in Fig. 6 .
Assuming that resident's expectations are expressed as actuator states for each actuator j A , these expectations are described as follows:
Some of these actuator states are usually the same. Therefore, different actuator states are defined as follows:
where D is the number of different actuator states. The decision on the state to which each actuator j A should be set when a certain situation c occurs, is made by calculating Bayesian probabilities. Generally, decisions are made by the following steps:
Step 1: When the history of the previous states is known, the likelihood ) ( Step 2: When calculating probabilities, not only the decisions made previously need to be taken into account, but also moments of time when those decisions were made in analogous past situations. Usually, the behaviour of the resident in the near past is more important than the one in the distant past. In this case, the prior probabilities are calculated according to the importance of a time moment, which is defined as a weight vector ) , , , ( 
Step 3: Calculated prior probabilities are normalized:
Step 4: And, finally, the posterior probabilities are calculated according to the Bayesian formula:
. (13) The decision on the state of an actuator is made according to the largest posterior probability.
Example case. Lighting control system based on the habits of the resident
In order to explore and compare the four decisionmaking methods presented in this paper, an example case of intelligent lighting control under resident's behaviour patterns have been selected. The majority of academic or commercial systems aim to modernize lighting control by minimizing energy consumption [33] , [9] . In general, such control systems aim to maintain a balance between energy saving and the visual or psychological comfort of users [4] , [5] . However, when residential homes are concerned, individual comfort plays a more important role than energy costs. The system should be able to observe the actions of the residents, collect and evaluate data, learn to predict the expectations of the residents in various situations, and adjust the lighting of the environment according to these predictions. 
Experiments
Scenario 1 was created to determine the accuracy of the decision-making methods that were trained in advance according to the wishes of the residents. The results gathered in 50 lx background lighting environment are given in Fig. 8 . Experiment results show that the ANN, FL and Bayesian methods that were trained according to pre-gathered statistical data can control the lighting very accurately. LP errors occur because of very similar situations with a different output that makes complicated the creation of exact patterns.
ANN decision-making is highly dependent on weight values and the neuron threshold value. If a network underwent a learning process with more data on lighting A, usually more than one data entry with output B is required in order to achieve expected decision. In the case of the Bayesian method, the retraining process can take place with the first change in resident's preferences. This is due to the fact that the Bayesian method can be configured so the decision will be completely dependent on the last action performed by the resident. FL gathers "event history" so the re-training process can take place after a set number of resident's actions. As determined by the scenario, fuzzy re-trains with the first change in resident's preferences. A very small 3 lx error is Step Adaptation to the New and Old Habits of the Resident produced due to the manner in which the lighting is controlled. Control is performed in whole actuator levels, and a fuzzy decision is produced in real numbers. Errors appear when those numbers are rounded to whole numbers (or a zero). Experimentation results for a system that was required to adapt in three steps are shown in Fig. 10 . In this case, the system is required to adapt slowly and to respond to changes gradually. The results show that ANN begin the adaptation process to the new situation with the first change and produce an "intermediary" decision that delivers a lighting intensity between lighting A and lighting B. The Bayesian method can define the coefficients of significance in such a way so the re-training process takes place in three steps. However, it does not produce intermediary decisions as seen in the case of ANN. Both in the cases of Fuzzy and LP, the system can be configured so the retraining will take place in the third try. Errors in LP occur under the same reasons that were mentioned in the previous case.
Scenario 3 was created to assess how the methods react to a new, short-term wishes of the resident, and how fast (as fast as possible) they can adapt when the resident returns to his previous habits. A new, temporary wish B was introduced in step two. The resident returns to his previous lighting preferences A in step eight (Fig. 11) .
The experimental results show that the methods applied can adapt more quickly and make control decisions according to the latest wishes of the resident, if it is required. Scenario 4 was created to examine the ability of the methods to respond to situations in which the resident starts acting inconsistently by changing his lighting preferences from A to B and vice versa (Fig. 12) . Scenario 5 was created to assess the ability of the methods to learn when data on the wishes of the residents are yet to be obtained. Here, the methods are in their initial learning stage. In the case of this scenario, it is assumed that the resident knows exactly what he wants.
Figure 13. Control Decisions in the Initial Learning Process
Experiment results (Fig. 13) show that compared to other scenarios, LP produces more significant errors. This is because the method has an insufficient amount of data in the initial stage, so it delivers lighting that is brighter than requested. However, the number of errors decreases gradually with the collection of data.
Conclusion remarks
Four methods (ANN, FL, Bayesian and LP) with improved algorithms were applied in order to create an intelligent control system based on both stable and changing habits of the resident. Modifications proposed in this paper allow to achieve better accuracy and adaptation results in various environmental situations.
Experimental results gathered from the simulated scenarios have shown that control based on ANN is adaptive and it is a perfect fit for a user who is inconsistent with his choices. Based on the results, the efficacy of the included TB algorithm is proven, especially in situations where adaptation to a changing environment is required. The transition to new control decisions is made gradually and the system usually provides intermediary decisions. However, a user who is certain that every change is significant and needs the system to react to the changing environment quickly, a system based on FL or Bayesian methods should be chosen that can produce more "crude" but speedy decisions.
Fuzzy logic is most effective in those learning situations where the co-dependence of the environment and the situations that arise in it can be easily understood. All decision changes in the system require a creation of new rules or a modification of the old ones. The merit of this approach is that it allowed to minimize the number of rules. This reduction can be seen in all scenarios because the same number of variables and terms are used in all of them. When hierarchy was used, the rules generated altogether -2500 -were reduced to 520 (4.8 times).
The Bayesian method with the inclusion of the inference procedure has the ability to adapt to changing habits; it can perform re-training procedures according to past events; it can revert to previous settings quickly by interpreting the dynamics of habit change; ability to ignore random and/or infrequent wishes of the user.
Decisions based on LP are useful in situations with a relatively high amount of data and features to be processed, and every situation defined by sensor data can be assessed in advance. LP is not very effective in terms of system re-training because the system needs to formulate and solve vague LP tasks in real time. It needs to redefine all of the formed tasks by changing the situations that are similar to the one that undergoes the re-training process. This, in turn, leads to faulty algorithm operation because it is unable to create correct situation patterns. 
