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Preface
It has been a little over a century since the inception of interconnected networks
and little has changed in the way that they are operated. Demand-supply balance
methods, protection schemes, business models for electric power companies, and 
future development considerations have remained the same until very recently. 
Distributed generators, storage devices, and electric vehicles have become wide-
spread and disrupted century-old bulk generation – bulk transmission operation. 
Distribution networks are no longer passive networks and now contribute to power
generation. Old billing and energy trading schemes cannot accommodate this
change and need revision. Furthermore, bidirectional power flow is an unprec-
edented phenomenon in distribution networks and traditional protection schemes
require a thorough fix for proper operation. 
Most distributed generators are based on intermittent resources and may not be
able to supply energy all of the time. This requires deterministic demand-supply
balance methods to be amended and consider probabilistic generation contribution. 
Also, most of the distributed generators are inverter-interfaced, in contrast to bulky
rotating machines used in power networks. Inverters are based on power electronics
and exhibit very different behavior under disturbances such as voltage swings and 
frequency variations.
Operational rules such as droop control have to be updated to include these new
generation generators. In addition to these technical changes, business models and 
development considerations have changed drastically. Solar home systems, rural 
stand-alone microgrids, and DC microgrids have proliferated around the world as
new business models. Power companies are looking at ways to include consumers in
their operation decisions through schemes such as demand side management and 
vehicle to grid support.
All of these mean only one thing. It is a very exciting time for researchers working in
the energy field. There are lots of new ideas that are proposed for all these different
aspects. More intelligent devices are developed, new algorithms are implemented 
for better optimization while new start-up companies appear every day with
ground-breaking business models. Traditional power systems are analog, unilateral, 
and mostly passive. New age power networks are smart, digital, incorporate com-
munication for better operation, and involve collaborative decision-making. This
book aims to cover new technologies, methods, and approaches developed to meet
the needs of this changing field.
Taha Selim Ustun (PhD)
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by Big Data Analysis
Vikas Khare and Aaquil Bunglowala
Abstract
Big data refer to the massive datasets that are collected from a variety of data
sources for business needs to reveal new insights for optimized decision-making.
The solar and wind energy system is the modernization of electrical energy gener-
ation systems due to the pollution free nature and the continuous advancement of
photo-voltaic and wind turbine system technologies. In the solar and wind energy
surroundings, the application of big data analysis based decision-making and con-
trol are mainly in the following three aspects: data stream side management, storage
side management and load side management. The objective of this research is to
present a technological framework for the management of large volumes, variety,
and velocity of solar system related information through big data tools such as
Hadoop to support the assessment of solar and wind energy system. The framework
includes a modeling of system, storage, management, monitoring and forecast
based on large amounts of global and diffuse solar radiation and wind energy
system. This chapter also includes market basket model, the concept of solar and
wind depository and application of the Map Reduce algorithm.
Keywords: solar energy system, wind energy system, big data, Hadoop,
Map Reduce
1. Introduction
Big data refer to the massive data set that are collected from a variety of data
sources for implementing solar energy and wind energy system at a particular place
and to reveal new insights for better decision-making. Based on different data
analysis of the any study area, it is observed worldwide a lot of places are available
where solar radiation and wind velocity available in abundance. The accessibility of
non-conventional energy resources at any place is a significant feature to develop
the solar energy and wind energy system for different purpose. Big data capable to
generate values related to solar energy system and wind energy system for the
storage and processing of very large quantities of information that cannot be ana-
lyzed with traditional computing techniques. Big data are categories into three part
volume, velocity, and the variety and assess the pre-feasibility assessment with the
help of these three features which is shown in Figure 1.
With phenomenal development in the field of electricity generation through
renewable energy system, solar and wind power data sources have risen sharply.
Exhaustive use of wind power big data can provide an effective way for safe
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1. Introduction
Big data refer to the massive data set that are collected from a variety of data
sources for implementing solar energy and wind energy system at a particular place
and to reveal new insights for better decision-making. Based on different data
analysis of the any study area, it is observed worldwide a lot of places are available
where solar radiation and wind velocity available in abundance. The accessibility of
non-conventional energy resources at any place is a significant feature to develop
the solar energy and wind energy system for different purpose. Big data capable to
generate values related to solar energy system and wind energy system for the
storage and processing of very large quantities of information that cannot be ana-
lyzed with traditional computing techniques. Big data are categories into three part
volume, velocity, and the variety and assess the pre-feasibility assessment with the
help of these three features which is shown in Figure 1.
With phenomenal development in the field of electricity generation through
renewable energy system, solar and wind power data sources have risen sharply.
Exhaustive use of wind power big data can provide an effective way for safe
operation of high quality power supply of a wind energy system. The effective goal
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of big data research in the field of wind energy system is to “become aware of
unawareness” and objectively there are well known facts and unknown facts which
affect the working of wind energy system. Big data helps us in learning what we do
not know and is done in two ways: from small to big and from big to small. It is
necessary to develop a proper insight view of big data in the field of wind energy
system and model out the wind system based on big data. Most big data applications
in wind system consists two parts data corral and data dispel, in a data corral lot
of information about the wind system project is collected and stored in wind
cargo space, which is used to store the data and is utilized for further suitable
application [1, 2].
Big data creates data from the processing of a large number of information
which is related to digital information and such type of digital information cannot
assess by normal computing processes. Wal-Mart handles near about 1.5 million
consumer transaction in half an hour. Facebook handles 75 billion photos from its
user base. Twitter develops 10 TB of data per day. By the big data analysis all of
these processes are done in 1 week, which collect and process infinite number of
data in a week, maybe without big data it was done in approximate 1 year. Hejazi
et al. [3] described challenges and solution of electrical power system by big data
analytics. In this paper different assessment method of power system is assessed by
big data analytics. The paper also provides a holistic outline, classification and
concise discussion on the technical approaches, research opportunity and applica-
tion areas for energy big data analytics. Yao et al. [4] explained application of big
data in the field of smart meter. In this article running path of smart meter is
assessed by collection of lot of data, which is related to the operation and mainte-
nance losses and their power information collection data. Shyam et al. [5] described
assessment of smart grid through Apache spark based big data analytics. Apache
Park is used to store the data related to the smart grid and respond according to the
consumer requirements. Yang et al. [6] described different aspects and parameter
of power to the gas energy system through big data analytics. In this paper big data
assessment is also used for the operation and assessment of wind energy system.
Figure 1.
Big data driver for solar and wind energy.
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Bersa et al. [7] predicted application of big data in power system. This paper also
represented different technical parameter such as operational efficiency, losses and
other parameter which is related to the power system is assessed by big data
analytics. Percuku et al. [8] presented consumer load forecasting of electrical trans-
mission system through big data analysis. The purpose of this article is to analyze a
framework which is designed by Neo4j graph technology, which is a part of big data
NoSQL data storage system. The Big data method is also used for prediction of load
forecasting. Junaidi et al. [9] assessed electrical energy system through big data
analytics. In this chapter, phasor measurement unit, modern days automated elec-
tric meter, and atmospheric measuring unit are assessed by big data analysis.
Hangxun et al. [10] analyzed measuring power system quality by big data analytics.
In this article a huge number of data is used to predict some power quality param-
eter such as sag and tension of power system, voltage, and current imbalance, which
create lots of problems during the transmission and distribution of electrical energy.
Huang et al. [11] analyzed different technical aspects of electrical energy system
through big data. In this assessment author analyzed transient and steady state
analysis of energy apparatus such as transformer, induction motor and synchronous
condenser, etc. Wanxing et al. [12] described reactive power analysis of power
system by big data topology. In this paper 8760 hours data of voltage and current by
sending and receiving end is utilized for assessment of the reactive power of the
electrical energy system. Zhan et al. [13] explained different prospects of smart grid
or micro grid with the help of big data analytics. Guan et al. [14] described security
and stability analysis of bulk power system. In this paper author assessed equal area
criteria and other stability parameter with the help of huge number of data of load
angle and consumer demand. Qing et al. [15] described impact of big data on
electric power industry. The information in a specific sense has turned into another
financial resource class. Step by step instructions to utilize big data to make more
esteem will be another undertaking looked by all businesses, particularly the power
business. In this paper, big data stage model of the power business and atomic
power review and structure industry is planned.
This chapter is different from all above mentioned research in the application of
big data in electrical power system. In this chapter, solar-wind energy system is
analyzed through the big data analysis. Pre-feasibility analysis, modeling and
financial analysis of solar-wind energy system is assessed by big data analysis.
Market basket model and data retrieval is also used in this paper for assessment of
solar-wind energy system.
2. Pre-feasibility assessment of solar-wind energy system by big data
analysis
Electricity generation through solar and wind energy system is mainly depends
on the amount of solar radiation and wind velocity at a particular site area. When
the millions of solar radiation (kWh/m2/day) and wind velocity (m/s) data are split
into batches, sparse, interval and real time data, then this is the terms related to
velocity of big data. When we consider a variety of big data on solar radiation and
wind velocity data includes different types of data in the form of 3D data, audio,
video, and unstructured text. When we store data in solar or wind depository, it is
stored in the form of kilobytes, megabytes, gigabytes, terabytes, etc., and this
represents the data volume of solar and wind energy system. For the feasibility
assessment of solar and wind energy system in the study area data assessment of
solar radiation, wind velocity, and hourly load consumption is categories in follow-
ing two ways:
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2.1 Modus operandi
Data that represents the real time status of solar data, wind data performance
assessment, and loading of solar and wind energy equipment. This is the very basic
information related to pre-feasibility assessment used by the system engineer to
assess and manage the solar and wind power plant.
2.2 Non-modus operandi
A data file consists of data elements such as longitude, latitude and other data,
and it also consists of a vendor specific property. Ancillary climatic data which is
required in the database are in the form of air temperature, wind speed data, and
water vapor content. Data of air temperature is used for calculating the PV module
temperature, which is subsequently used to calculate PV power, after that wind
cools the PV modules and modifies the temperature and hence the PV power. On
the other hand, wind power is also depends on the specification of wind turbine,
hub height, etc. Figure 2 shows the number of applications of big data in solar and
wind energy system.
The field of electricity generation through solar and wind energy source is the
highly competitive world today and the downtime equates to real dollars lost and is
deadly to company reputation. The NoSQL database environment is able to provide
solar and wind system related data continue with operations without data loss and it
is working like a solar and wind depository. Systems updates can be made dynam-
ically without having to take the database offline. Figure 3 shows the content and
capacity of solar and wind depository. Solar and wind depository is divided into
four parts for proper pre-feasibility assessment of solar and wind energy system and
these are ERP, CRM, WEB and big data and data range consider from MB to PB.
ERP module content data related to capital, replacement and operation and main-
tenance cost of photo-voltaic panel, generator, inverter, and battery system. CRM is
the collection of nontechnical data which is related to the vendor information, client
data, tender information, different types of solar and wind energy company data
and data related to government policy, government subsidy, government renewable
energy framework which is essential to develop a solar and wind energy system at
study area. After the collection of all the three module information last one module
is called big data module of solar and wind depository. It is a brain and heart of solar
Figure 2.
Application of big data in solar and wind energy system.
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and wind depository because it accumulates all the data which is necessary to
develop a solar and wind energy system in an efficient manner [16, 17].
The capability to read and write solar and wind system related information and
in that position solar radiation and wind velocity input and electrical energy output
physically occurs is termed as location transparency which is affected by longitude
and latitude of the particular location. In a solar and wind depository document
database key access pattern access data through a single key and navigates to
another document through a related key.
3. Solar-wind energy system by Hadoop environment
Hadoop ecosystem is a framework of various types of complex and evolving
tools and components. Some of these elements may be very different from each
other in terms of their architecture. If we apply the concept of Hadoop ecosystem in
the field of solar and wind energy system, then it is categorized into four types, data
management, data access, data processing, and data storage. Figure 4 shows
Hadoop solar and wind energy ecosystem is also categorized into three types of pre-
feasibility assessment in terms of longitude and latitude data assessment, solar
radiation and wind velocity data assessment and load demand data assessment. In
Hadoop system data management is done by Oozie, Chukwa, Flume, and Zoo-
keeper, where Oozie is an open source Apache Hadoop service used to manage and
process submitted tasks. Hadoop works by the divide and conquer approach. Once a
problem is divided, it is approached and processed by using distributed and parallel
processing technique across Hadoop cluster. Big data problems are approached
with distributed applications and Zookeeper helps in coordinating all the elements
of the distributed applications. Flume aids in transferring large amounts of data
from distributed resources to a single centralized repository. It is robust and fault
tolerant and efficiently collects, assembles and transfer data. Apache Chukwa is an
open source information gathering framework for checking the enormous conveyed
frameworks. Apache Chukwa is based over the Hadoop Distributed File System
(HDFS) and Map/Reduce structure and acquires Hadoop versatility and
heartiness. Apache Chukwa additionally incorporates a flexible and an incredible
toolbox for showing; observing and dissecting results utilize the gathered
information [18, 19].
Figure 3.
Layout of solar and wind depository.
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the other hand, wind power is also depends on the specification of wind turbine,
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study area. After the collection of all the three module information last one module
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Figure 2.
Application of big data in solar and wind energy system.
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and wind depository because it accumulates all the data which is necessary to
develop a solar and wind energy system in an efficient manner [16, 17].
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Hadoop system data management is done by Oozie, Chukwa, Flume, and Zoo-
keeper, where Oozie is an open source Apache Hadoop service used to manage and
process submitted tasks. Hadoop works by the divide and conquer approach. Once a
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toolbox for showing; observing and dissecting results utilize the gathered
information [18, 19].
Figure 3.
Layout of solar and wind depository.
7
Solar-Wind Energy Assessment by Big Data Analysis
DOI: http://dx.doi.org/10.5772/intechopen.87166
Data management of solar and wind energy system through the Hadoop system
is always part of resource characterization and site assessment. In solar and wind
energy system site examination is normally completed previously mentioned to
utilization to set up the thorough physical encompassing for a specific sustainable
power source venture, with the following objectives:
• To analyze the solar and wind energy generation life cycle of the given plan.
• To assess moderate global and diffuse solar radiation and high and low wind
velocity conditions.
• To describe the clearness index and a hub height of the site area.
Objective and nature of resource assessment, solar and wind energy conversion
characteristics, site condition, constraints, and physical boundary of assessment is
the part of the solar and wind project description and which is the first step of
resource allocation. If the project is in its initial stages and consists mainly of site
screening, the resource assessment should be qualified as regional if the area of
study is very large and incorporates many potential sites, whole country, or a large
portion thereof.
4. Energy aware cluster node management of solar-wind energy system
Cluster node management is one of the parts of big data analysis and a cluster
manager usually is a backend graphical user interface or command line software
that runs on one or all cluster nodes. The cluster manager works together with a
cluster management agent. A cluster is the process of making a group of abstract
objects into classes of similar objects. The main advantage of clustering over classi-
fication is that, it is adaptable to changes and helps single out useful features that
distinguish different groups.
Figure 4.
Hadoop ecosystem for solar and wind energy system.
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Clustering method in solar and wind energy system:
• Partitioning method:
Suppose we are given a database of pre-feasibility assessment of solar and wind
energy system which is represented by “n” database and the partition method
construct ‘k’ partition of data. Then, a pre-feasibility assessment of the data is
partially in the form of project description, estimation of current speed, result
presentation, data analysis, and available and extractable energy data; so, “n” data-
base is partitioned into k = 5 partitioned.
• Hierarchical methods:
In the hierarchical method of clustering, we identify step by step process of data
gathering. In this method data collection and decomposition is done in two ways,
first one is agglomerative and another one is divisive approach. In the agglomerative
process merging the object and group that are close to one another and in the case of
solar and wind energy system data are collected in the following manner:
1. Collection of pre-feasibility data of solar and wind energy system
2.Collection of data for modeling of solar and wind energy system
3.Collection of data for controlling of solar and wind energy system
4.Collection of data for reliability assessment of solar and wind energy system
In divisive approaches, we start with all of the objects in the same cluster and in
the continuous iteration, a cluster is split into smaller clusters [20, 21]. According to
the divisive approach agglomerative data is distributed and divide into following
manner.
1. Collection of prefeasibility data of solar and wind energy system
i. Location of the site
ii. Geographical condition of the site
iii. Data on solar radiation
iv. Data on wind velocity
v. Data of temperature
vi. Data of rain fall
vii. Data on consumer demand
2.Collection of data for modeling of solar and wind energy system
i. Data of electricity required
ii. Data of specification of solar panel and wind turbine
iii. Data of specification of DC generator and AC generator
iv. Data of specification of battery
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3.Collection of data for controlling of solar and wind energy system
i. Data of different types of errors
ii. Data of different control strategies of solar and wind energy system
iii. Data for stability analysis of solar and wind power plant
4.Collection of data for reliability assessment of solar and wind energy system
i. Data of failure distribution model of solar and wind energy system
ii. Data of time dependent failure model of a solar and wind energy system
iii. Data of constant failure rate model
5. Basic big data measures for solar and wind data, text retrieval
In the text retrieval we need to check the accuracy of the data because it is very
necessary part in the development of solar and wind power plant. Let the set of solar
and wind energy system documents relevant to a query be denoted as (relevant solar
and wind data) and the set of retrieved documents as (retrieved solar and wind data).
The set of solar or wind documents that are relevant and retrieved can be denoted as.
Relevant solar or wind datað Þ ∩ Retrieved solar or wind datað Þ
This can be shown in Figure 5 in the form of a Venn diagram as follows:





Precision: precision is the percentage of solar and wind energy system retrieved
documents that are in fact relevant to the consumer query. Precision of solar and
wind power plant can be defined as:
Precision of renewable energy system data ¼ Relevant solar∨wind datað Þ ∩ Retrieved solar∨wind datað Þ
Retrieved solar∨wind datað Þ
Recall: recall is the percentage of solar and wind energy system documents that
are relevant to the consumer query and were in fact retrieved. Recall is defined as:
Figure 5.
Solar and wind text retrieval.
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Recall of renewable energy system data ¼ Relevant solar∨wind datað Þ ∩ Retrieved solar∨wind datað Þ
Relevant solar∨wind datað Þ
F-Score: F-score is the commonly used parameter of statistical analysis and the given
observation retrieved system often needs to exchange information for precision or accu-
racy purpose. F score is defined as the harmonicmean of recall or precision as follows:
F‐Score ¼ Recall� Precision
0:5� Recallþ Precisionð Þ
6. Application of Map Reduces in solar and wind energy system
The Map Reduce algorithm contains two important tasks shown in Figure 6,
namely Map and reduce, which is used to provide essential framework for any task
and also reduce the time interval of completion of any task.
• The essential modeling and framework is done by Mapper Class
• To reduce the number of steps for completion of any events is done by Reducer
Class.
If we assess solar-wind energy system byMapper Class, then first is carrying the
input parameter of solar or wind energy system, then it analyze further provide frame-
work according to the certain parameter and sorted according to the requirement. The
output of Mapper class is used by the Reducer class as an input parameter of solar or
wind energy system, which in revolves searches identical pairs and reduces them.
Sorting: sorting is the key step of Map Reduce algorithms, which is used to
analyze the parameter according to the given constraints and manipulate the data
according to the requirements. Map Reduce trappings sorting algorithm to without
human intervention sort the final key-value pairs from the mapper by their keys.
• Sorting methods are the first step of the mapping class.
• In the second step tokenizing the parameter which collects from the first step.
• To accumulate transitional keys, the Mapper class is designed the framework
by another comparator class.
• The position of transitional parameters for a given Reducer is routinely sorted
by the Hadoop system to form parameters (K2, {V2, V2, …}) before they are
presented to the Reducer.
Searching: looking assumes a significant job in the Map Reduce calculation. It
helps in the combiner stage (discretionary) and in the Reduce stage. Give us a
Figure 6.
Task of map-reduce algorithm.
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chance to attempt to see how Searching functions with the assistance of a model.
The following example shows how Map Reduce employs a searching algorithm to
find out the details of the solar radiation and wind velocity and which country
draws the highest solar radiation and wind velocity in a given atmospheric dataset.
• Let us assume we have solar radiation or wind velocity’ data in four different
files—W, X, Y and Z. Let us also assume that there are duplicate solar radiation
or wind velocity’ records in all four files because of importing the solar
radiation or wind velocity data from all database tables repeatedly. See the
following illustration and keep in mind value of solar radiation (kWh/m2/day)
and wind velocity (m/s) both are lies in the 0–1.
Country wise site area,
average solar radiation
or wind velocity
Country wise site area,
average solar radiation
or wind velocity
Country wise site area,
average solar radiation
or wind velocity
Country wise site area,
average solar radiation
or wind velocity
India, 5.2 China, 6 India, 5.2 India, 5.2
Japan, 5 Japan, 5 USA, 9 Japan, 5
Germany, 7 Germany, 7 Germany, 7 New Zealand, 8
Austria, 5 Austria, 5 Austria, 5 Austria, 5
The Map phase processes, each input file and provides the solar and wind
energy system data in key-value pairs (<k, v>:<Site area, solar radiation or wind
velocity>). See the following illustration.
Country wise site area,
solar radiation or wind
velocity
Country wise site area,
solar radiation or wind
velocity
Country wise site area,
solar radiation or wind
velocity
Country wise site area,
solar radiation or wind
velocity
<India, 5.2> <China, 6> <India, 5.2> <India, 5.2>
<Japan, 5> <Japan, 5> <USA, 9> <Japan, 5>
<Germany, 7> <Germany, 7> <Germany, 7> <New Zealand, 8>
<Austria, 5> <Austria, 5> <Austria, 5> <Austria, 5>
The combiner phase (searching technique) will accept the input from the Map
phase as a key-value pair with site area and solar radiation or wind velocity. Using
searching technique, the combiner will check all the country wise site area to find
the highest solar radiation or wind velocity availability in each file. See the following
snippet.
<k: country wise site area, v: solar current or wind velocity>
Max = the value of solar current or wind velocity of a first country. Treated as max solar current or
wind velocity
if(v(second country).solar_current or wind_velocity > Max)
{
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The expected result is as follows:
<USA, 9> <New Zealand, 8> <Germany,7> <China, 5>
Reducer phase: form each file, you will find the highest solar radiation or wind
velocity. To keep away from excess, check all the <k, v> matches and dispose of
copy passages, assuming any. A similar calculation is utilized in the middle of the
four <k, v> sets, which are originating from four info documents. The last yield
ought to be as per the following:
<USA, 7>
Indexing: regularly indexing is utilized to point to a specific information and its
location. It performs cluster ordering on the information records for a specific
Mapper. The ordering strategy that is ordinarily utilized in Map-Reduce is known as
reversed file. Web crawlers like Google and Bing utilize reversed ordering method.
Give us a chance to attempt to see how Indexing functions with the assistance of a
straightforward model. The following text is the input for inverted indexing. Here X
[0], X[1], and X[2] are the file names and their solar radiation data are in double
quotes [28].
X[0] = “5.2, 7.2, 6.3, 9.4”
X[1] = “9.4, 7.2, 8.1”
X[2] = “7.2, 6.3, 8.8, 4.5”






Here “4.5”:{2} implies the term “a” appears in the X[2] file. Similarly, “7.2”:
{0, 1, 2} implies the term “is” appears in the files X[0], X[1], and X[2].
TF-IDF: TF-IDF is a substance getting ready estimation which is short for Term
Frequency-Inverse Document Frequency. It is one of the fundamental web examina-
tion estimations. Here, the term ‘repeat’ suggests the events a term appears in a file.
Term frequency (TF): it gauges how much of the time a specific term in a
record. It is determined by the occasions a parameter shows up in a report
partitioned by the absolute number of parameters in that record.
TF(He) = (number of times term the ‘7.2’ appears in a document)/(total number of terms in the
document)
Inverse document frequency (IDF): it measures the noteworthiness of a term.
It is controlled by the amount of reports in the substance database separated by the
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amount of chronicles where a specific term appears. While figuring TF, all of the
terms are considered likewise huge. In this manner we have to know the regular
terms while scaling up the uncommon ones, by finishing the accompanying:
IDF(He) = log_e(total number of documents/number of documents with term ‘7.2’ in it)
The algorithm is explained below with the help of a small example.
In a particular site of India, in pre-feasibility assessment data containing 8760
data on solar radiation in a year, wherein solar radiation 7.6 kWh/m2/year appears
72 times in a year. Calculate the terms frequency and inverse document frequency
of the solar data.
Solution : Terms Frequency 7:6ð Þ ¼ Number of � term the ‘7:6’ appears∈ a document
Total number of terms∈ the document
Terms frequency (7.6) = 72/8760 = 0.008
Inverse Document Frequency 7:6ð Þ ¼ log e 876072 ¼ 2:08
7. Market basket model in solar and wind energy system
It shows that many relationships between two concepts “items” and “baskets”
and each basket consist of a number of items. In the context of solar and wind
energy system market basket model is considered in three ways, pre-feasibility
assessment, modeling, and reliability assessment and it contain a lot of items which
is related to the solar and wind energy system and shown in Figures 7 and 8. Basket
of pre-feasibility assessment contains a lot of information because prior to installa-
tion and operation, the pre-feasibility study of solar and wind energy system should
be done. In solar and wind energy projects an initial study undertaken to determine
whether it is worthwhile to continue to the feasibility study stage. A precise feasi-
bility study should provide a chronological background of the projects. In addition
to climate condition of the application site, availability of solar and wind energy
sources, the potential of solar and wind energy sources, load demand of application
sites are included to find out the best location to develop a solar and wind renewable
energy system. Generally feasibility precedes technical development and project
implementation. It must therefore be conducted with a balanced approach to pro-
vide information upon which decisions can be based. Modeling basket contains
different technique which is used to model the solar and wind energy system such
as through HOMER, fuzzy logic and analytical technique. Modeling is the first step
to design a system according to the different parameter and constraint. Modeling of
solar and wind energy system is based on annual cost, battery autonomy function,
sizing criteria and ecological statistical factor. Step by step optimization practice is
used to find out the efficient result of the solar system model. Third and most
important basket is reliability basket which is very important in the recent scenario
because it evaluate the failure rate of individual component and overall solar energy
system [22, 23].
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• Market basket model based frequent item set mining for solar and wind
energy system:
Let K = {k1…………kn} be a set of parameters. Let ‘E’ be the task relevant data, be
a set of database parameter where each parameter T is a set of parameters such that
E ⊆ K. Each parameter is associated with an identifier, called TKE. Solar and wind
energy system parameter is referred to as a parameter set. We can call a parameter
K a “frequent item set” only if its support count is sufficiently large. We prescribe a
minimum support ‘s’ and any K which has support greater than or equal to ‘s’ is a
frequent parameter set.
If we consider parameters of solar and wind energy system = {solar radiation (1),
Sea surface temperature (2), Wind velocity (3), Temperature (4), Rain fall (5)};
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amount of chronicles where a specific term appears. While figuring TF, all of the
terms are considered likewise huge. In this manner we have to know the regular
terms while scaling up the uncommon ones, by finishing the accompanying:
IDF(He) = log_e(total number of documents/number of documents with term ‘7.2’ in it)
The algorithm is explained below with the help of a small example.
In a particular site of India, in pre-feasibility assessment data containing 8760
data on solar radiation in a year, wherein solar radiation 7.6 kWh/m2/year appears
72 times in a year. Calculate the terms frequency and inverse document frequency
of the solar data.
Solution : Terms Frequency 7:6ð Þ ¼ Number of � term the ‘7:6’ appears∈ a document
Total number of terms∈ the document
Terms frequency (7.6) = 72/8760 = 0.008
Inverse Document Frequency 7:6ð Þ ¼ log e 876072 ¼ 2:08
7. Market basket model in solar and wind energy system
It shows that many relationships between two concepts “items” and “baskets”
and each basket consist of a number of items. In the context of solar and wind
energy system market basket model is considered in three ways, pre-feasibility
assessment, modeling, and reliability assessment and it contain a lot of items which
is related to the solar and wind energy system and shown in Figures 7 and 8. Basket
of pre-feasibility assessment contains a lot of information because prior to installa-
tion and operation, the pre-feasibility study of solar and wind energy system should
be done. In solar and wind energy projects an initial study undertaken to determine
whether it is worthwhile to continue to the feasibility study stage. A precise feasi-
bility study should provide a chronological background of the projects. In addition
to climate condition of the application site, availability of solar and wind energy
sources, the potential of solar and wind energy sources, load demand of application
sites are included to find out the best location to develop a solar and wind renewable
energy system. Generally feasibility precedes technical development and project
implementation. It must therefore be conducted with a balanced approach to pro-
vide information upon which decisions can be based. Modeling basket contains
different technique which is used to model the solar and wind energy system such
as through HOMER, fuzzy logic and analytical technique. Modeling is the first step
to design a system according to the different parameter and constraint. Modeling of
solar and wind energy system is based on annual cost, battery autonomy function,
sizing criteria and ecological statistical factor. Step by step optimization practice is
used to find out the efficient result of the solar system model. Third and most
important basket is reliability basket which is very important in the recent scenario
because it evaluate the failure rate of individual component and overall solar energy
system [22, 23].
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• Market basket model based frequent item set mining for solar and wind
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minimum support ‘s’ and any K which has support greater than or equal to ‘s’ is a
frequent parameter set.
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Sea surface temperature (2), Wind velocity (3), Temperature (4), Rain fall (5)};
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4.T4 = {2,5}
5. T5 = {1,3,4}
6.T6 = {1,2,4,5}
7. T7 = {2,4,5}
8.T8 = {4,2}
Frequent parameters: {1}, {2}, {4}, {5}, {1, 4}, {2, 4}, {5, 2}
• Associate rule mining in solar and wind energy system:
The main purpose to discovering frequent parameters from a large dataset is to
discover a set of “If-then” rules called Association rules. The form of association
rules is K-j where K is a set of parameters of solar or wind power plant. Let K = {k1,
k2…..kn} be a set of n distinct attributes of solar and wind energy system which is
also called literals of renewable power plants. Let ‘E’ be a database of solar or wind
energy system, where each record of supply and demand side, T has a unique
identifier, and contains set of parameters from the set K. An association rules is an
implication of the form X! Y, where X, Y ⊆ K are item sets and X ∪ Y is a frequent
item set. Thus the frequency of occurrence in X∪Y is at least equal to the minimum
support s.
To test the reliability of solar or wind energy system, we try to define “confi-
dence” of the rule which presents performance parameter of solar or wind power
plant. Let X!Y be an association rule. The confidence of the rule which assess
performance of solar or wind power plant defined as the fraction of the solar or
wind power plant parameters that supports the rule among those that support the
antecedent:
Confidence X!Yð Þ≔P Y∖Xð Þ ¼ support X∪Yð Þ=support Xð Þ
The confidence of the rule indicates the degree of correlation between the
certain parameter of solar or wind energy system. Such that value of solar radiation
also depends on the value of wind velocity, so it is necessary to determine correla-
tion between solar radiation and wind velocity.
Consider a small database with four parameters of combined solar and wind
energy system K = {wind turbine specification (TT), Photo-voltaic Specification
(B), Generator Specification (G), Consumer demand in Kw (CD)} and four trans-
actions of these parameters shown in Table 1. Table 2 shows all the parameter for
K. Suppose that the minimum support and minimum confidence of an association
rule are 40 and 60%, respectively which is shown in Table 3.
• Framework for frequent parameter mining:
The market baskets are also organized in memory. Generally, market basket data
are stored in a file basket by basket. Generally, market basket data of solar and wind
energy system are stored in a memory basket by basket. Figure 9 shows Basket of
Parameter Mining.
7.1 Monotonicity and Apriori algorithm property of solar and wind energy
parameters
Given a database of transaction ‘E’ over ‘K’ and two sets X, Y⊆K, Then
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X, Y⊆K ¼) support (Y) ≤ support (X).
In the Monotonicity property of support also allows us to compact the informa-
tion about frequent solar and wind energy parameters and shown in Table 4. First,
some definition is given below:
1. Solar or wind energy system parameters closed if none of its immediate
parameter has the same count as the parameter.
2. Solar or wind energy system parameter is closed frequent if it is frequently and
closed.
3. Solar or wind parameter is maximal frequent if it is frequent and none of its
immediate superset is frequent.
Financial analysis of solar or wind energy system is consist three parame-
ters = {Capital cost, Replacement cost, Operation and Maintenance cost} and the
following baskets:
1. {Capital cost, Replacement cost}
2. {Capital cost, Replacement cost}
Table 1.
Transaction of solar and wind energy system database.
Table 2.
Support for parameters in table and large parameters with a support of 40%.
Table 3.
Confidence of some association rule where confidence interval = 60%.
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Confidence X!Yð Þ≔P Y∖Xð Þ ¼ support X∪Yð Þ=support Xð Þ
The confidence of the rule indicates the degree of correlation between the
certain parameter of solar or wind energy system. Such that value of solar radiation
also depends on the value of wind velocity, so it is necessary to determine correla-
tion between solar radiation and wind velocity.
Consider a small database with four parameters of combined solar and wind
energy system K = {wind turbine specification (TT), Photo-voltaic Specification
(B), Generator Specification (G), Consumer demand in Kw (CD)} and four trans-
actions of these parameters shown in Table 1. Table 2 shows all the parameter for
K. Suppose that the minimum support and minimum confidence of an association
rule are 40 and 60%, respectively which is shown in Table 3.
• Framework for frequent parameter mining:
The market baskets are also organized in memory. Generally, market basket data
are stored in a file basket by basket. Generally, market basket data of solar and wind
energy system are stored in a memory basket by basket. Figure 9 shows Basket of
Parameter Mining.
7.1 Monotonicity and Apriori algorithm property of solar and wind energy
parameters
Given a database of transaction ‘E’ over ‘K’ and two sets X, Y⊆K, Then
16
Innovation in Energy Systems - New Technologies for Changing Paradigms
X, Y⊆K ¼) support (Y) ≤ support (X).
In the Monotonicity property of support also allows us to compact the informa-
tion about frequent solar and wind energy parameters and shown in Table 4. First,
some definition is given below:
1. Solar or wind energy system parameters closed if none of its immediate
parameter has the same count as the parameter.
2. Solar or wind energy system parameter is closed frequent if it is frequently and
closed.
3. Solar or wind parameter is maximal frequent if it is frequent and none of its
immediate superset is frequent.
Financial analysis of solar or wind energy system is consist three parame-
ters = {Capital cost, Replacement cost, Operation and Maintenance cost} and the
following baskets:
1. {Capital cost, Replacement cost}
2. {Capital cost, Replacement cost}
Table 1.
Transaction of solar and wind energy system database.
Table 2.
Support for parameters in table and large parameters with a support of 40%.
Table 3.
Confidence of some association rule where confidence interval = 60%.
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3. {Replacement cost, Operation and Maintenance cost}
4.{Capital cost, Replacement cost, Operation and Maintenance cost}
5. {Capital cost, Replacement cost, Operation and Maintenance cost}
Assume the support threshold s = 3.
Monotonicity of solar and wind energy system is also done by Apriori algorithm
and in this algorithm let‘s’ be the minimum support required. Let ‘n’ be the number
of items. In the first pass, we read the baskets and count and performance in main
memory the occurrence of each parameter. In the second pass, we assess the basket
again and count in main memory only those pairs where both parameters are
frequent parameters. Figure 10 shows solar-wind energy assessment through
Apriori algorithm.
Figure 9.
Basket of parameter mining.
Table 4.
Indicating frequent, closed and maximal parameters.
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This algorithm is also used in solar and wind energy system for finding the most
utilized parameter without counting all the necessary parameters can be extended
to find larger frequent parameters without an exhaustive count of all data sets of
tidal energy system. In the Apriori algorithm one step of each parameter of solar
and wind energy system is taken for each set size is K [24, 25]. The pattern of
moving from one size K to the next size K + 1 can be summarized as follows. For
each size K, there are two sets of parameters:
1. DK is the set of parameter of size K, the solar or wind energy parameter that
we must assess in order to determine whether they are in fact frequent.
2.MK is the arrangement of really visit parameters of size K.
The example of moving starting with one set, then onto the next and one size to
the following is portrayed:
Assume we have assessed the reliability of solar or wind energy system and
consider any parameters = {Fault rate (FR), Levelized cost of Energy (LCE), Loss of
Power Supply Probability (LPSP), Level of Autonomy (LA), Minimum Time to
Failure (MTF)}in the reliability basket.
1. {FR, LCE}
2. {FR, LCE, LPSP}
3. {FR, LCE, LA}
4.{LCE, LPSP, LA}
5. {FR, LCE, LPSP, LA}
6.{FR, LCE, LA, MTF}
Let the support threshold s = 3. The Apriori algorithm as follows:
1.a. Construct D1 = {{FR},{LCE},{LPSP},{LA},{MTF}}.
b.Assess the support of parameters of reliability assessment of solar or wind
energy system in D1.
c. Remove infrequent parameter to get M1 = {{FR},{LCE},{LPSP},{LA}}.
2.a. Construct D2 = {{FR, LCE},{LCE, LPSP},{FR, LA},{LCE, LPSP},{LCE, LA},
{LPSP, LA}}.
b.Assess the support of parameters of reliability assessment of solar or wind
energy system in D2.
Figure 10.
Assessment through Apriori algorithm.
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and wind energy system is taken for each set size is K [24, 25]. The pattern of
moving from one size K to the next size K + 1 can be summarized as follows. For
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2.MK is the arrangement of really visit parameters of size K.
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the following is portrayed:
Assume we have assessed the reliability of solar or wind energy system and
consider any parameters = {Fault rate (FR), Levelized cost of Energy (LCE), Loss of
Power Supply Probability (LPSP), Level of Autonomy (LA), Minimum Time to
Failure (MTF)}in the reliability basket.
1. {FR, LCE}
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Let the support threshold s = 3. The Apriori algorithm as follows:
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b.Assess the support of parameters of reliability assessment of solar or wind
energy system in D1.
c. Remove infrequent parameter to get M1 = {{FR},{LCE},{LPSP},{LA}}.
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energy system in D2.
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c. Remove infrequent parameter to get M2 = {{FR, LCE},{LCE, LPSP},{FR,
LA},{LCE, LPSP}}.
3.a. Construct D3 = {{FR, LCE, LPSP},{FR, LCE LA},{LCE, LPSP, LA}}.
b.Assess the support of parameters of reliability assessment of solar or wind
energy system in D3.
c. Remove infrequent parameter to get M3 = {{FR},{LCE},{LA}}.
4.a. Construct D4 = {Empty set}
Above assessment through market basket model shows that frequent item sets
play an essential role in many data mining tasks of solar and wind energy system.
The identification of different parameter, characteristics, and often together tech-
nical and financial assessment of solar and wind energy system is one of the basic
tasks of the market basket model [26, 27].
8. Case study
In the modeling of solar-wind energy system, design a framework according to the
certain parameter which is utilized for electricity generation and fulfill the consumer
demand. A simulation of solar-wind energy system is an approximate imitation of the
solar-wind energy system operation and developed the model with the certain bound-
ary condition. The model of the solar-wind energy system is a well-defined description
of the simulated parameter with key properties, such as technical, managerial, func-
tional, and physical properties. Simulation through the data analysis is a key process in
the recent scenario and we model out the system according to the certain parameter,
where data follow the properties of big data such as volume, velocity, and variety.
In this modeling of solar-wind energy system we consider the peak load of 8KW
at particular site area of India. Table 5 shows data required for simulation of solar-
wind energy system.
This information was tested each 1 hour for 365 days of a year. In an average day
energy utilization is higher in the first part of the day from 5 A.M. to 9 A.M.
furthermore, at night from 7 P.M. to 11:30 P.M. Numerical demonstrating is the
initial phase in the structure of any solar energy sustainable power source frame-
work and it gives an accurate perspective on any sustainable power source frame-
work. If we consider randomly any site of particular countries and try to model out
of solar-wind energy system so first necessary to define or assess certain parameter,
which is essential to design the framework of solar-wind energy system. Table 6
shows the necessary parameterization of a particular area.
According to the big data analysis following condition is satisfied for the above
parameterization data:
• It should be necessary; we have all the above parameterization data in terms of
terabyte or petabyte range.
• It should be necessary; all the data are well structured data.
• All the individual parameter data is structured in the form of hourly wise, day
wise, month wise and year wise.
• It is necessary to find out the relationship in between two parameter.
Wind velocity of the study area is definitely affecting the clearness index and the
amount of solar radiation. A relation between solar radiation and wind velocity and
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clearness index and wind velocity is developed by regression analysis on the base of
8760 hours solar radiation, wind velocity, and clearness index data on the particular
site. The relation is given by the equation:
SolarRadiation ¼ 0:0039v2 � 0:0029vþ 5:9045 According to the gathered data 
Cleanessindex ¼ 0:0001v2 � 0:0032vþ 0:7643 According to the gathered data 
The coastal vulnerability index (CVI) of the coastal area of given by:
CVI = 4G + 4S + 2C + 4T + 3W (According to the gathered data)
Table 5.
Data required for simulation.
Table 6.
Parameterization of site area.
Table 7.
Variable statistics of renewable energy parameter.
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furthermore, at night from 7 P.M. to 11:30 P.M. Numerical demonstrating is the
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of solar-wind energy system so first necessary to define or assess certain parameter,
which is essential to design the framework of solar-wind energy system. Table 6
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parameterization data:
• It should be necessary; we have all the above parameterization data in terms of
terabyte or petabyte range.
• It should be necessary; all the data are well structured data.
• All the individual parameter data is structured in the form of hourly wise, day
wise, month wise and year wise.
• It is necessary to find out the relationship in between two parameter.
Wind velocity of the study area is definitely affecting the clearness index and the
amount of solar radiation. A relation between solar radiation and wind velocity and
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clearness index and wind velocity is developed by regression analysis on the base of
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where G is the vulnerability ranking of geomorphology, S is the site area, slope,
C is the Shore Line Change, T is the wave velocity range and W is the significant
hub height. According to the tool of regression analysis Table 7 shows the variable
statistics of tidal energy system by the regression analysis tool.
Data of above table shows that by the huge number of data, we can easily analysis
prefeasibility assessment of solar-wind energy system and also predict frequency,
lower and higher frequency of solar radiation, wind velocity and clearness index.
9. Conclusion
In case of big data volume, variety and velocity are the three main drivers that
gave a new dimension to the way analytics of solar and wind energy system. Big
data helps the solar and wind power system to create new growth opportunities and
entirely new categories of the solar and wind system that can combine and analyze
solar and wind industry data. Following are the concluding remarks of solar and
wind energy assessment through the big data analytics:
• Atmospheric prediction is always depends on the lot of data which is maybe a
day-wise, month-wise and year-wise and in the case of solar and wind energy
system lot of data is required for pre-feasibility assessment. So that in pre-
feasibility assessment big data analytics one of the best assessment methods.
• Market basket model based big data analytics provides plentiful information
about the solar and wind energy system framework, buyers, and suppliers,
customer preferences that can be captured and assessed.
• Hadoop framework is used for modeling of solar-wind energy system by the
huge amount of data by dividing the data into a number of parts such as overall
specification of energy system into the specification of photo-voltaic panel,
wind turbine, generator, battery, etc.
• Map-reduce algorithm is used to find out optimumvalue of technical and financial
parameters of solar and wind energy system by huge number of data collection.
Author details
Vikas Khare1,2* and Aaquil Bunglowala3
1 Department of Electrical Engineering, STME, NMIMS, Indore, India
2 Bureau of Energy Efficiency, India
3 School of Technology, Management and Engineering, NMIMS, Indore, India
*Address all correspondence to: vikaskharekhare@gmail.com
©2019 TheAuthor(s). Licensee IntechOpen.Distributed under the terms of the Creative
CommonsAttribution -NonCommercial 4.0 License (https://creativecommons.org/
licenses/by-nc/4.0/),which permits use, distribution and reproduction for
non-commercial purposes, provided the original is properly cited. –NC
22
Innovation in Energy Systems - New Technologies for Changing Paradigms
References
[1] Torrecilla JL, Romo J. Data learning
from big data. Statistics & Probability
Letters. 2018;136:15-19
[2] Eckroth J. A course on big data
analysis. Journal of Parallel and
Distributed Computing. 2018;118:
166-176
[3] Hejazi HA, Rad HM. Power system
big data analytics: An assessment of
paradigm shift barriers and prospectus.
Energy Reports. 2018;4:91-100
[4] Yao HW, Wang XW, Wu LS.
Prediction method for smart meter life
based on big data. Procedia Engineering.
2018;211:1111-1114
[5] Shyam R, Bharati GHB, Kumar S.
Apache spark based big data analytics
plate form for smart grid. Procedia
Technology. 2015;21:171-178
[6] Yang Z, Gao C, Zhao M. Utilizing big
data to explore the running opportunity
of power to gas in energy system.
Energy Procedia. 2019;158:2341-2347
[7] Bersa RJ. Chapter 10: Future trends
for big data application in power
system. In: Big Data Application in
Power System. Cambridge, USA:
Elsevier; 2018. pp. 223-242
[8] Percuku A, Minkovska D, Stoyanova
L. Big data and time series use in short
term forecasting in power transmission
system. Procedia Computer Science.
2018;141:167-174
[9] Junaidi N, Shaaban M. Big data
application in electric energy system. In:
IEEE International Conference on
Computational Approaches in Smart
System Design and Applications; 2018.
pp. 1-4
[10] Hangxun T, HongangW. Measuring
system of power quality by big data
analytics. In: IEEE International
Conference on Cloud Computing and
Big Data Analytics; Chengdu, China:
2018. pp. 248-252
[11] Huang J, Niu L, Zhan J. Technical
aspects and case study of big data based
conditioning monitoring of power
apparatuses. In: IEEE PES Asia Pacific
Power and Energy Engineering
Conference; Hong Kong, China: 2014.
pp. 1-4
[12] Wanxing S, Keyan L. The
anomalous data identification study of
reactive power optimization system
based on big data. In: International
Conference on Probabilistic Method
Applied to Power System; Beijing,
China: 2016. pp. 1-5
[13] Zhan J, Huang J. Study of the key
technologies of electric power big data
and its application prospects in smart
grid. In: IEEE PES Asia Pacific Power
and Energy Engineering Conference;
Hong Kong, China: 2014. pp. 5-8
[14] Guan L, Zhang J. Enhancing
security and resilence of bulk power
systems by multisource big data
learning. In: IEEE Power and Energy
Society General Meeting; Chicago, USA;
2017. pp. 1-5
[15] Qing L, Boyu Z. Impact of big data
on electric power industry. In: IEEE
International Conference on Big Data
Analysis; Beijing, China; 2017.
pp. 460-463
[16] Cox DR. Big data: Some statistical
issues. Statistics & Probability Letters.
2018;136:111-115
[17] Glushkova D, Jovanovic P.
MapReduce performance model for
Hadoop 2.x. Information Systems. 2017:
1-10. In Press
[18] Shankarmani R, Vijayalakshmi M.
Big Data Analytics. 2nd ed. Onterio
Canada: Wiley Publication; 2017
23
Solar-Wind Energy Assessment by Big Data Analysis
DOI: http://dx.doi.org/10.5772/intechopen.87166
where G is the vulnerability ranking of geomorphology, S is the site area, slope,
C is the Shore Line Change, T is the wave velocity range and W is the significant
hub height. According to the tool of regression analysis Table 7 shows the variable
statistics of tidal energy system by the regression analysis tool.
Data of above table shows that by the huge number of data, we can easily analysis
prefeasibility assessment of solar-wind energy system and also predict frequency,
lower and higher frequency of solar radiation, wind velocity and clearness index.
9. Conclusion
In case of big data volume, variety and velocity are the three main drivers that
gave a new dimension to the way analytics of solar and wind energy system. Big
data helps the solar and wind power system to create new growth opportunities and
entirely new categories of the solar and wind system that can combine and analyze
solar and wind industry data. Following are the concluding remarks of solar and
wind energy assessment through the big data analytics:
• Atmospheric prediction is always depends on the lot of data which is maybe a
day-wise, month-wise and year-wise and in the case of solar and wind energy
system lot of data is required for pre-feasibility assessment. So that in pre-
feasibility assessment big data analytics one of the best assessment methods.
• Market basket model based big data analytics provides plentiful information
about the solar and wind energy system framework, buyers, and suppliers,
customer preferences that can be captured and assessed.
• Hadoop framework is used for modeling of solar-wind energy system by the
huge amount of data by dividing the data into a number of parts such as overall
specification of energy system into the specification of photo-voltaic panel,
wind turbine, generator, battery, etc.
• Map-reduce algorithm is used to find out optimumvalue of technical and financial
parameters of solar and wind energy system by huge number of data collection.
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Technical Requirements for
Connecting Solar Power Plants to
Electricity Networks
Omar H. Abdalla and Azza A.A. Mostafa
Abstract
This chapter discusses basics of technical design specifications, criteria, technical
terms and equipment parameters required to connect solar power plants to elec-
tricity networks. Depending on its capacity, a solar plant can be connected to LV,
MV, or HV networks. Successful connection of a medium-scale solar plant should
satisfy requirements of both the Solar Energy Grid Connection Code (SEGCC) and
the appropriate code: the Electricity Distribution Code (EDC) or the Grid Code
(GC) as the connection level apply. Connection of a large-scale solar plant to the
transmission network should satisfy the requirements of both SEGCC and GC. For
Small-Scale Photovoltaic (SSPV), the connection should satisfy both the SSPV Con-
nection Code and the EDC. The objectives are to establish the obligations and
responsibilities of each party; i.e. operators and all network users, thus leading to
improved security, higher reliability and maintaining optimal operation. The tech-
nical specifications include permitted voltage and frequency variations in addition
to power quality limits of harmonic distortion, phase unbalance, and flickers.
Operational limits and capability requirements will be explained and discussed.
Solar power grid connection codes of Egypt are explored first. Finally, brief com-
parisons of PV codes and related codes of UK, Germany, USA, and Egypt are
presented.
Keywords: solar energy, PV power plants, grid connection codes,
technical requirements and criteria, electricity networks, power quality
1. Introduction
The share of renewable resources for generating electric energy is increasing
worldwide to cope with increasing demand. Current generation expansion plans of
various countries expect increasing share of renewable energy resources in the
electricity generation mix. By 2020, utilities set a target to reach a ratio of 20%
renewable energy of the total energy required for electricity generation. Other
utilities forecasted a higher share reaching about 50% by 2050. Wind energy and
solar energy are the most promising resources and proven to be efficient in real
applications with decreasing competitive costs of generated electric energy. The
increasing share of renewable energies to be integrated to electric power systems
has resulted in technical issues such as power quality requirements, capacity limits,
safety measures, security, protection systems, synchronization process, lower sys-
tem inertia, etc.
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Electricity regulator authorities and electric utilities have issued necessary regu-
lation rules for connecting sources of renewable energy to power networks at
distribution and transmission levels according to the source capacity. A general
overview of grid connection codes for integrating photovoltaic (PV) power plants
to grids is presented in [1]. It presents a useful survey of grid codes, regulations, and
technical requirements for connecting PV systems to low-voltage and medium-
voltage networks, including issues of power quality and anti-islanding. An interest-
ing guide dealing with PV interconnection requirements [2] has been developed and
issued by the Interstate Renewable Energy Council, North Carolina Solar Center,
USA. The guide covers all steps required for connecting a small-scale renewable
energy system to the electricity network, including technical, contractual, rates, and
metering issues. PV connection codes to medium-voltage power grid in Germany
are discussed in [3]. A comparison of the processes of connecting PV systems in
Germany and California is explored in [4]. Standards developed by the Institution
of Engineering and Technology (IET) named “Code of Practice for Grid Connected
Solar Photovoltaic Systems” are available in [5]. In South Africa, the National
Energy Regulator has approved the “Grid Connection Code for Renewable Power
Plants Connected to the Electricity Transmission System or the Distribution Sys-
tem” as detailed in [6]. Generally, utilities around the world either modify their grid
codes to include technical requirements for integrating renewable energy resources
to grids or issue separate but complementary codes for renewable resources.
This chapter describes the technical design specifications and criteria, technical
terms, and equipment parameters for successful connection and operation of
medium- and large-scale solar energy systems to the electricity networks in Egypt.
The aim is to provide basic information and background on the technical design
specification and criteria, in addition to technical terms and equipment parameters
that are required to connect solar power plants to the electricity networks. Connec-
tion and successful operation of a solar power plant must satisfy the requirements of
the Solar Energy Grid Connection Code (SEGCC) [7], and in the meantime the solar
energy producer should comply with the requirements of the Electricity Distribu-
tion Code (EDC) [8]/Grid Code (GC) [9], according to the case of connection the
MV distribution network/the HV transmission network.
The SEGCC specifies the special requirements for connecting both Medium-
Scale Solar Plants (MSSPs) and Large-Scale Solar Plants (LSSPs) to the distribution
networks or to the transmission network according to the capacity of the solar
power plant. The capacity of MSSPs’ range is from 500 kW to less than 20 MW. The
LSSP range is greater than or equal to 20 MW. MSSPs may be connected either to
the MV distribution networks or to the HV transmission networks. However, LSSPs
are normally connected to the HV or extra-HV transmission networks. Successful
integration of a MSSP shall comply with the technical requirements of both the
SEGCC and the EDC, when connected to the distribution networks (or the GC
when connected to the transmission network level). Similarly, the connection of a
LSSP to the HV/EHV transmission networks shall satisfy the technical requirements
of both the SEGCC and the GC. Technical requirements and terms stipulated in
these codes should be clearly understandable in order to properly implement the
rules and procedures of theses codes.
The EDC consists of the technical regulation rules and procedures to control
technical and legal relationships between the licensed distribution system operator
(DSO) and all users of the distribution network. The GC specifies the rules and
procedures in order to control technical and legal relationships between the trans-
mission system operator (TSO) and the users of the transmission network. The aim
of the codes is to ascertain the obligations and responsibilities of each partner, i.e.,
TSO, DSO, and all users, namely, electricity producers, bulk-load customers, MV/
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LV subscribers, etc. This will result in maintaining optimal power system operation,
enhanced system security, and higher reliability.
The stipulated technical specifications of connecting MSSPs and LSSPs to the
distribution networks or to the transmission network comprise the permitted limits
of voltage and frequency variations in addition to power quality evaluation criteria
such as limits of phase unbalance, limits of total and individual harmonic distor-
tions, and limits of flicker severity. Operational limits and capability of solar power
plants will be explained and discussed in this chapter.
It is important to mention here that the technical requirements for connecting
small-scale photovoltaic (ssPV) systems to the low-voltage distribution networks
are specified in the ssPV connection code [10]. Even though the ssPV code is
considered to be all the complementary documents that involve compulsory
requirements for a LV subscriber seeking installation of ssPV system, the subscriber
shall also satisfy the technical requirements of the EDC. For more details, interested
readers may refer to [11] for exploring technical background of connecting ssPV
systems to LV distribution networks in Egypt.
The remainder of the chapter is structured as follows: Section 2 discusses briefly
basic solar energy systems; Section 3 presents the codes of connecting solar power
plants to electric grids in Egypt; Section 4 describes the technical requirements and
criteria for connecting medium- and large-scale solar parks to the MV distribution
networks or to the HV/EHV transmission networks; Section 5 briefly reviews terms
and criteria of power quality referred to in the SEGCC; Section 6 presents compar-
isons of some rules of PV grid connection codes of three countries, namely, the UK,
Germany, and Egypt; Section 7 summarizes the main conclusions and recommen-
dations; and the Appendix at the end of the chapter lists the main IEC technical
specification standards for solar park grid connection codes.
2. Solar energy: a brief introduction
Solar energy is the radiant light and heat from the Sun that is harnessed using
solar heating, photovoltaics (PV), concentrated solar power (CSP), solar architec-
ture, and artificial photosynthesis. Solar power is the conversion of the energy from
sunlight into electricity, either directly using PV, indirectly using CSP, or a combi-
nation. The Sun is 1.3914 million km in diameter, and the radiated electromagnetic
energy rate is 3.8  1020 MW. Table 1 shows yearly renewable energy (RE)
resources and human consumption. Figure 1 shows the world annual solar
insolation [12].
As shown in Figure 1, Egypt is one of the countries that possess the highest solar
insolation. Figure 2 shows the average direct solar radiation in kWh/m2/day in
Yearly RE resources and human use of energy (EJ)
Solar energy 3,850,000
Wind energy 2250
Biomass energy (potential) Circa 200
Primary energy use (in year 2016) Circa 557
Electricity generation (in year 2016) Circa 89
Exajoule (EJ) = 1018, J = 278 TWh.
Table 1.
Annual renewable energy resources and human use of energy.
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are specified in the ssPV connection code [10]. Even though the ssPV code is
considered to be all the complementary documents that involve compulsory
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various regions in Egypt [11]. It can be noted that the southern regions have higher
solar radiation than northern coastal regions. The region which has the highest solar
radiation (>9.0 kWh/m2/day) is shown in yellow in the figure.
Figure 3 shows the existing 1500 MW solar PV power plant located in Tengger
Desert in China. It has been considered the largest PV power park in the world until
now. Currently, Egypt is constructing a solar power plant of 1800/2000 MW in
Figure 1.
Annual solar insolation worldwide [12].
Figure 2.
Egypt solar atlas [13].
Figure 3.
1500 MW Tengger Desert solar power plant in China.
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Benban near Aswan [13]. It will comprise 40 PV stations of about 50 MW each.
Figure 4 shows an aerial view of part of the Benban PV solar power park [14]. Upon
completion, Benban will be the worlds’ largest PV power plant without energy
storage.
Recent high concentration PV system is being developed by the IBM and the Air
Light Energy Solutions using a parabolic dish to concentrate sunlight up to 2000
times onto new triple junction solar PV system. Each small (1  1 cm) chip can
convert 50 W at 80% conversion efficiency, using liquid cooling process. Figure 5
shows the concept of this new PV technology employing a tracking system to follow
the sun.
Figure 6 shows the existing world’s largest CSP plant (Ivanpah) located in
California, in the Desert of Nevada in the USA. The installed capacity of this CSP
plant is 392 MW [16]. The plant was commissioned in year 2014. Other larger CSP
plants are currently under development in different countries. For example,
Morocco’s Ouarzazate solar power plant [17] will deliver about 580 MW of power
once it is accomplished in year 2020. Also, Dubai authorities approved a CSP project
to generate 1000 MW by 2020 and to be upgraded to 5000 MW by 2030.
Figure 7 shows the existing world’s largest parabolic-trough solar energy gener-
ating systems located in Mojave Desert in California, USA. Its capacity is 354 MW
Figure 4.
Aerial view of under construction Benban PV power plant in Egypt [14].
Figure 5.
High-concentration PV system [15]. Image: www.airlightenergy.com/
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and includes 1600 acres. It was built in stages (1984–1990). The average capacity
factor of this solar power plant is about 21%.
The concept of the solar updraft tower power plant (or solar chimney) [18] is
shown in Figure 8. The solar chimney comprises four main parts, namely, the air
collector, a tall tower, wind turbines, and an electric generator. The collector is
suspended above the ground at a height of 2–20 m surrounding the tower. The solar
radiation incident on the collector warms the air beneath the collector and makes it
hotter than the outside air. The warmed air is drawn up through the tower, passing
the wind turbine which is installed at the bottom of the tower base. The motion of
air rotates the turbine and its associated electric generator.
Compared to PV systems, the solar chimney has the advantage of the possibility
of operation 24 h a day even after sunset, thus overcoming the intermittency
Figure 7.
Largest parabolic-trough concentrated solar system.
Figure 6.
Ivanpah: the largest CSP plant in the world [16].
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drawback of solar power. The available warm air beneath the collector can contin-
uously operate the wind turbine and electric generator at night.
Figures 9 and 10 show the development of global solar energy generation
from photovoltaic and concentrated solar power plants, respectively, up to year
2035 [19].
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3. Grid connection codes of solar power plants in Egypt
Two codes have been issued in Egypt for connecting solar power plants to
electricity networks:
• The first one is ssPV code which stipulates the special requirements for the
connecting small-scale photovoltaic systems (with rating < 500 kW) to
low-voltage distribution networks [10].
• The second is the Solar Energy Grid Connection Code (SEGCC) which
stipulates the technical requirements for connecting medium-scale (with
capacity 500 kW to less than 20 MW) and large-scale (with capacity greater
than or equal to 20 MW) solar power plants to the medium-voltage
distribution networks or to the transmission grid.
The Grid Code (GC) in Egypt [9] defines the extra-high voltage (EHV) levels to
be above 132 kV, the high voltage (HV) from 33 kV up to 132 kV, and medium
voltage (MV) from 11 kV up to 22 kV. The solar plant grid connection codes are
related to the following codes:
i. The Electricity Distribution Code (EDC) [8] which sets out the rules and
procedures to regulate the relationship between the distribution utilities and
users of the electricity distribution networks.
ii. The Egyptian Transmission System Code, commonly known as the “Grid
Code” [9]. It sets out technical and legal relationships between the
transmission system operator and the users of the transmission grid. The
users are electricity production companies, distribution system companies,
and bulk customers who are directly supplied from the transmission grid, etc.
In addition to the above codes, there is the “Wind Farm Grid Connection Code”
[20] which concerns with the rules and procedures for connecting wind energy
conversion systems to the transmission grid. The above five codes are shown in
Figure 11. For instance, the wind grid farm connection code and the Grid Code are
two complementary codes that should be fulfilled for connecting a wind farm to the
transmission system.
The solar energy code and the Grid Code are two complementary technical
documents that should be satisfied for connecting a solar power plant to the grid.
The aim of the solar energy grid connection code is to stipulate the technical
Figure 11.
Association of various codes in Egypt.
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requirements for connecting solar energy resources either new or modified to the
grid, so that security and quality of the grid are guaranteed.
The solar energy grid connection code specifies the special requirements for
connecting solar energy plants to the MV distribution networks or HV/EHV trans-
mission network. The technical requirements include permitted limits of voltage
and frequency variations in addition to power quality limits such as of phase unbal-
ance limits, harmonic distortion limits, and flicker severity limits. The code spec-
ifies also the operational limits of solar power plants to be integrated into the grid,
plant capability requirements, active and reactive power control systems, safety
measures, protection settings, synchronization, etc. The solar energy connection
code shall apply to all medium-scale and large-scale solar power plants (either PV
parks or solar thermal power plants) to be connected to the transmission grid. For
connecting small-scale PV systems with capacity <500 kW to the LV distribution
networks, we refer the reader to the small-scale PV (ssPV) code [10].
4. Solar energy grid connection requirements
4.1 Point of common coupling
The “point of common coupling (PCC)” is a point at which solar power plant is
connected to the grid. It is sometimes called the “grid connection point (GCP).” The
PCC is usually the connection point at the high-voltage terminals of the generator
step-up transformer; it is generally located at the grid side of the isolating switch
between the solar power plant and the grid. Normally, the solar energy grid con-
nection code specifies the following technical requirements at the PCC.
4.2 Range of voltage
The grid-connected solar power plant shall be able to deliver its actual active
power when the voltage at the point of common coupling remains within the ranges
shown in Table 2. If required by the transmission system operator, the solar plant
shall be also capable of automatically disconnecting from the grid at specified
voltages.
4.3 Frequency range
In the case of a deviation of the grid frequency from its permissible value, the
solar power plant shall perform as follows:
a. If the frequency is <50 Hz, the solar plant shall continue injecting active
power until the frequency reduces below 47.5 Hz.
b. For over-frequency between 50 and 50.2 Hz, the solar power plant shall
maintain the 100% of active power.
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c. If the frequency is >50.2 Hz, the solar power plant shall inject active power up
to 51.5 Hz.
4.4 Starting up solar power plants
The solar power plant shall only be connected to the power grid if the frequency
and the voltage at the PCC are within the limits given in Table 3 or as otherwise
stated in the Connection Agreement (CA) between the transmission system
operator and the owner of solar power plant.
During the start-up of a solar power plant, the active power increasing rate shall
not exceed 10% (of the rated active power of the plant) per minute.
4.5 Power quality requirements
The solar plants connected to the power grid shall endeavor to maintain the
quality of the voltage waveform at the PCC. The solar power plants shall comply
with the requirements specified in Section 5.3 of the Performance Code of the Grid
Code and/or the related part in the Electricity Distribution Code.
4.6 Harmonic distortion
The maximum harmonic distortion levels at the PCC which are attributable to
the solar power plant shall obey the stipulations in the IEEE Standard 519-1992 as
specified in Section 5.3.7 of Performance Code and/or the applicable section in the
Electricity Distribution Code.
It is well known that a linear load, such as incandescent lamps or heaters,
draws electric current from the source proportional to the applied voltage,
while a nonlinear load such as an adjustable-speed drive draws currents apart from
the voltage wave. The current of the nonlinear load comprises odd harmonics
(third, fifth, seventh, etc.). The distortion effect of the third harmonic component
is shown in Figure 12. Components of harmonic currents will interact with
source currents, thus causing voltage harmonics. The voltage harmonic
components are superimposed on the fundamental voltage component leading to a
distorted voltage waveform. It may be mathematically described by the Fourier
form Eq. (1):
f tð Þ ¼ αo þ
X∞
n¼1
αn cos nωotð Þ þ
X∞
n¼1









f tð Þ cos nωotð Þ dt (3)
Frequency 48.0 Hz ≤ f ≤ 51.0 Hz
Voltage 0.90 u ≤ U ≤ 1.10 pu
Table 3.
Limits of voltage and frequency during the start-up of a solar plant.
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The flow of harmonic currents in electrical equipment can cause problems such
as heating of equipment, overloading neutral line, wrong tripping of circuit brea-
kers, increasing skin effect, etc. Hence, electricity codes specify appropriate limita-
tions on the total and individual harmonics in the grids. The solar energy grid
connection code defines the limits of the individual and total harmonic distortion of
voltage and current waveforms at the PCC as listed in Tables 4–7 in accordance
with the IEEE Standard 519-1992. The updated version of this standard (IEEE
Standard 519-2014) has introduced new two rows as given in Tables 4 and 7. We
recommend using the updated version of the standard.
It should be noted that the harmonic distortion level may exceed the levels listed
in the above tables for a period no longer than 30 s provided that such increases in
harmonic distortion level do not compromise service to the users or cause damage
to any equipment in the grid as determined by the TSO.
Figure 12.
Effect of the third harmonic.
Level of voltage Harmonic voltage distortion level (%)
Odd harmonic limits Total harmonic limits
V ≤ 1 kV 5.0 8.0
1 kV < V ≤ 69 kV 3.0 5.0
69 kV < V ≤ 161 kV 1.5 2.5
V > 161 kV 1.0 1.5
The first row for (V ≤ 1 kV) has been introduced in the IEEE Standard 519-2014.
Table 4.
Limits of harmonic voltage distortion.
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Short circuit ratio Maximum integer harmonic current distortion as percentage of IL
Odd harmonic distortion** TDD
ISC/IL <11 ≥11 to <17 ≥17 to<23 ≥23 to <35 ≥35
<20* 4.0 2.0 1.5 0.6 0.3 5
20 < 50 7.0 3.0 2.5 1.0 0.5 8
50 < 100 10.0 4.5 4.0 1.5 0.7 12
100 < 1000 12.0 5.5 5.0 2.0 1.0 15
>1000 15.0 7.0 6.0 2.5 1.4 20
where ISC = the maximum short-circuit current at the PCC; IL = the maximum demand load current (fundamental
frequency component) at the PCC.
*All power generation equipment is limited to these values of current distortion, regardless of actual ISC/IL.
**The limits of even harmonics are 25% of the corresponding limits of odd harmonics listed in the table.
Table 5.
Harmonic current distortion for transmission voltage level 69 kV and below.
Short circuit ratio Maximum integer harmonic current distortion as percentage of IL
Odd harmonic distortion** TDD
ISC/IL <11 ≥11 to <17 ≥17 to <23 ≥23 to <35 ≥35
<20* 2.0 1.0 0.75 0.3 0.15 2.5
20 < 50 3.5 1.75 1.25 0.5 0.25 4
50 < 100 5.0 2.25 2.0 0.75 0.35 6
100 < 1000 6.0 2.75 2.5 1.0 0.5 7.5
>1000 7.5 3.5 3.0 1.25 0.7 10
where, ISC = the maximum short-circuit current at the PCC; IL = the maximum demand load current (fundamental
frequency component) at the PCC.
*All power generation equipment is limited to these values of current distortion, regardless of actual ISC/IL.
**The limits of even harmonics are 25% of the corresponding limits of odd harmonics listed in the table.
Table 6.
Harmonic current distortion for transmission voltage level above 69 kV up to 161 kV.
Short circuit ratio Maximum integer harmonic current distortion as percentage of IL
Odd harmonic distortion** TDD
ISC/IL <11 ≥11 to <17 ≥17 to <23 ≥23 to <35 ≥35
<25* 1.0 0.5 0.38 0.15 0.1 1.5
<50 2.0 1.0 0.75 0.3 0.15 2.5
≥50 3.0 1.5 1.15 0.45 0.22 3.75
The first row for (<25*) has been added in IEEE Standard 519-2014
where, ISC = the maximum short-circuit current at the PCC; IL = the maximum demand load current (fundamental
frequency component) at the PCC.
*All power generation equipment is limited to these values of current distortion, regardless of actual ISC/IL.
**The limits of even harmonics are 25% of the corresponding limits of odd harmonics listed in the table.
Table 7.
Harmonic current distortion for transmission voltage level above 161 kV.
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It should be also noted that the updated version IEEE Standard 519-2014 spec-
ifies the width of the window for measuring the harmonics to be 10 cycles in the
50 Hz systems, i.e., 200 ms window, as follows:
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(8)
The system owner/operator should limit the line-to-neutral voltage harmonics at
the PCC as follows:
• The values of the daily 99th percentile very-short time (which is 3 s in the
50 Hz systems) should be <1.5 times the values given in the tables.
• The values of the weekly 95th percentile short time (10 min) should be less
than the values given in the tables.
For the current harmonic distortionTables 5–7, the following points are applicable:
• The daily 99th percentile very-short time harmonic currents should be <2
times the values listed in the tables.
• The weekly 99th percentile short time harmonic currents should be <1.5 times
the values given in the tables.
• The weekly 95th percentile short time harmonic currents should be less than
the values given in the tables.
4.7 Limits of flicker severity
Table 8 shows the limits of the flicker severity produced by a solar energy power
plant at the PCC as per recommendations of the IEC 61000-3-7.
Voltage flicker at the PCC is produced by voltage variations caused by a load
such as an arc furnace when spectral characteristics of the voltage variations is in
the range of a fraction of a cycle per second to about one third of the system
frequency. It is a characteristic where a high-frequency (ωo) sinusoid is modulated
by a low-frequency sinusoid (ωf ).
In mathematical form
v tð Þ ¼ 1þ Vf cos ωf t
� �� �
Vm cos ω0tð Þ (9)
Short-term (10 min) Pst ≤ 0.35
Long-term (2 h) Plt ≤ 0.25
Table 8.
Levels of flicker severity at the PCC.
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where Sscf is the short-circuit power (in MVA) at the electrode tip; SSC is the
short-circuit power (in MVA) at the PCC.
A flicker meter has been developed by the IEC to measure flicker severity in
terms of fluctuating voltage magnitude and its corresponding frequency of fluctua-
tions. The meter employs a software technique to convert measured voltage fluctu-
ations to the following statistical quantities:
• Short-term flicker severity (PST)
• Long-term flicker severity (PLT)
The flicker meter takes measurements automatically at 10-min intervals. The
PST is calculated every 10 min. The flicker severity indicator PST which has a value
of 1 is the level of visual flicker severity at which 50% of people would perceive
flicker in a 60 W incandescent lamb. The long-term flicker severity PLT is a combi-
nation of 12 PST measurement values of 10 min each.
4.8 Limits of voltage unbalance
The voltage unbalance in the three-phase system is defined as the difference
between the highest and lowest line voltage divided by the average line voltage of
the system. Solar power plants shall be able to withstand voltage unbalance not
exceeding 2% for at least 30 s as stipulated in part 5.3.5 of Section 5 (Performance
Code) of the Grid Code and/or the relevant section in the Distribution Code.
A three-phase system is balanced if the three-phase voltages have the same
amplitude and are phase-shifted by 120° with respect to each other. Otherwise, the
three-phase system is unbalanced. Figure 13 shows the voltage waveforms of an
unbalanced three-phase system.
The mathematical relationships between the symmetrical components of system
voltages (V0 � V1 � V2) and the phase components (VA � AB � VC) are given in























a ¼ ej120 (12)
Figure 13.
Voltage waveforms of unbalanced three-phase system.
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V0 = zero-sequence component; V1 = positive-sequence component;
V2 = negative-sequence component.
According to the EN-50160 and IEC-61000-3-x Standards, the voltage
unbalance (V2U) is defined as
V2U% ¼ V2V1 � 100 (13)
The above standards define the following limits of voltage unbalance:
V2U < 1% for HV (14)
V2U < 2% for MV&LV (15)
The voltage unbalance is measured as 10-min average value with an instanta-
neous maximum of 4%. Voltage unbalance may also be defined [21]:
IEEE definition of voltage unbalance
%Pvu ¼
Maximum deviation from average Vph
Average Vph
(16)
In Eq. (16) only magnitudes are considered.









Subscript e means deviation from average. The causes of unbalance include
generators; transformers; unbalanced impedances of long, non-transposed low-
voltage lines; unbalanced load currents; single-phase loads on three-phase systems;
etc. Unbalance can adversely affect motors and transformers by increasing heat and
reducing their efficiencies.
4.9 Limits of voltage fluctuations
Voltage fluctuations, at the PCC of a solar power plant, can occur due to
switching operations inside the solar plant elements such as transformers, capacitor
banks, connection circuit, etc., resulting from inrush currents. These voltage fluc-
tuations shall be up to 3% of nominal voltage provided that the fluctuations do not
compose any risk to the grid or other connected users in the view of the TSO.
4.10 Control of active power
Figure 14 shows the ranges of voltage, frequency, and time periods within
which the solar power plant shall continue delivering actual active power to the grid
at the PCC. For grid frequencies in the range from 50.2 to 51.5 Hz, the solar power
plant should reduce its active output power consistent with Eq. (18) and Figure 15
providing that the voltage is within the range 0.9–1.1 pu:
ΔP ¼ 0:4� PM� ΔF perHZ (18)
where PM is the actual output power before the frequency of the grid exceeds
50.2 Hz; ΔF is the actual frequency minus 50.2 Hz.
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Figure 13.
Voltage waveforms of unbalanced three-phase system.
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V0 = zero-sequence component; V1 = positive-sequence component;
V2 = negative-sequence component.
According to the EN-50160 and IEC-61000-3-x Standards, the voltage
unbalance (V2U) is defined as
V2U% ¼ V2V1 � 100 (13)
The above standards define the following limits of voltage unbalance:
V2U < 1% for HV (14)
V2U < 2% for MV&LV (15)
The voltage unbalance is measured as 10-min average value with an instanta-
neous maximum of 4%. Voltage unbalance may also be defined [21]:
IEEE definition of voltage unbalance
%Pvu ¼
Maximum deviation from average Vph
Average Vph
(16)
In Eq. (16) only magnitudes are considered.









Subscript e means deviation from average. The causes of unbalance include
generators; transformers; unbalanced impedances of long, non-transposed low-
voltage lines; unbalanced load currents; single-phase loads on three-phase systems;
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4.10 Control of active power
Figure 14 shows the ranges of voltage, frequency, and time periods within
which the solar power plant shall continue delivering actual active power to the grid
at the PCC. For grid frequencies in the range from 50.2 to 51.5 Hz, the solar power
plant should reduce its active output power consistent with Eq. (18) and Figure 15
providing that the voltage is within the range 0.9–1.1 pu:
ΔP ¼ 0:4� PM� ΔF perHZ (18)
where PM is the actual output power before the frequency of the grid exceeds
50.2 Hz; ΔF is the actual frequency minus 50.2 Hz.
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Also, in this frequency range (i.e., 50.2–51.5 Hz) and the voltage ranges
(0.85–0.9 pu) or (1.1–1.15 pu), the operation with reduced active power shall be
limited to 30 min. The increasing or decreasing ramp of power will be performed in
steps of a 10% (each) of the maximum power.
4.11 Control of reactive power
The solar power plant must be able to control reactive power at the PCC in a
range of 0.95 lagging power factor to 0.95 leading power at the maximum active
power of the plant and in consistent with Figure 16 for the MSSPs and Figure 17 for
the LSSPs. The solar power plant must be able to perform reactive power control as
follows:
• Set-point control of reactive power (Q)
• Set-point control of power factor
• Fixed power factor
Figure 14.
Voltage, frequency, and time ranges of solar plant operation.
Figure 15.
Reduction in active power due to over-frequency.
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• Characteristic: power factor as a function of active power output of the solar
power plant, i.e., cos φ (P)
• Characteristic: reactive power as a function of voltage, i.e., Q (V)
The solar power plant must possess an input signal for a set-point value at the
PCC in order to control the reactive power or power factor of the plant. It is able to
Figure 16.
P-Q capability chart for MSSPs.
Figure 17.
P-Q capability chart for LSSPs.
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receive the set point within reactive power accuracy of 1 kVAr. The set-point signal
will be provided by the TSO through verbal communication or SCADA, whichever
is available. The solar power plant must follow the set-point signal of the TSO
within 1 min. When the solar power plant operates at an active power output below
its rated capacity, it shall be able to be operated in every possible operating point in
the P-Q capability chart for plant size MSSP as shown in Figure 16 and LSSP as
shown in Figure 17. It should be noted that for LSSPs, even at zero active power
output, reactive power injection at the PCC shall fully correspond to the P-Q
capability chart taking into account the power requirements of auxiliary services,
transformers’ losses, and solar plant cabling.
The maximum values of the capacitive and inductive reactive power in
Figures 16 and 17 are calculated from the nominal generation capacity of the solar
power plant and the power factor limit of 0.95 leading and lagging. Using capacitors
and/or reactors to meet the requirements of the P-Q chart at the PCC is acceptable.
4.12 Low fault ride through (LVRT)
The SEGCC stipulates that, in case of a grid fault, the grid-connected solar
power plant has to remain connected to the grid when the positive-sequence voltage
at the PCC is above the curve shown in Figure 18. This defines the ability of the
solar power plant to ride through the grid fault without disconnection from the grid.
If all line-to-line voltages are below the curve shown in Figure 18, the solar power
plant shall disconnect from the grid.
During this temporary voltage sag, the solar power plant must satisfy the fol-
lowing reactive power (or reactive current) requirement: in the case of a three-
phase fault, the solar power plant must be able to inject reactive current in accor-
dance with the curve shown in Figure 19, and satisfying Eqs. (19) and (20) for the
time period of 250 ms started at the beginning of the fault and continue until
clearing the fault.
Figure 19 shows the minimum reactive current required for the solar power
plant during the fault. It is represented as the ratio of the reactive current to the
nominal plant reactive current against the voltage drop which is represented as the
ratio of the actual voltage to the nominal voltage at the PCC. All currents and
voltages are in pu.








Low voltage ride-through curve of solar plants.
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ΔU ¼ U �UO (20)
If ΔU ≥0:1, then ΔUr ¼ ΔU � 0:1
If �0:1<ΔU <0:1, then ΔUr ¼ 0
If ΔU ≤ � 0:1, then ΔUr ¼ ΔU þ 0:1
If ΔU ≤ � 0:6, then ΔIB ¼ �1 pu
where UN = the rated voltage; IN = the rated current; U = the voltage during the
fault; ΔIB = the required reactive current change during the fault; U0 = the voltage
pre the fault; ΔUr = the related change in the voltage during the fault.
In Eq. (19), the factor k shall be adjustable within the range of 0–4. In the case of
unsymmetrical faults, it is not permitted to feed reactive currents to the grid during
a fault which will cause rise to voltages higher than 110% of the nominal voltage at
the PCC in the non-faulty phases. After fault clearance, the active power output
from the solar power plant must reach the same value as that of pre-fault value
within a period of 10 s after clearing the fault, and the reactive power consumption
of the solar power plant must be less than or equal to the reactive power consump-
tion before occurrence of the fault.
5. Comparison of solar energy grid connection codes
Solar energy grid connection codes may be issued as national standards in
various countries or by transmission and distribution system operators [22]. These
solar energy grid connection codes may be included in the relevant codes or issued
separately as a complementary part. For example, the German Association of
Energy and Water Industries issued new grid codes for integration of generating
power plants to medium-voltage networks. Directives have been released in
Germany for connecting electric generation power plants to medium-voltage and
low-voltage grids [3]. The directives were based on the results of developing the
German Grid Code for integrating renewable power plants into the high-voltage
electricity grid [23]. The scope of the directives includes wind power plants,
Figure 19.
Requirement of reactive current injection during the fault (k = 2).
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receive the set point within reactive power accuracy of 1 kVAr. The set-point signal
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within 1 min. When the solar power plant operates at an active power output below
its rated capacity, it shall be able to be operated in every possible operating point in
the P-Q capability chart for plant size MSSP as shown in Figure 16 and LSSP as
shown in Figure 17. It should be noted that for LSSPs, even at zero active power
output, reactive power injection at the PCC shall fully correspond to the P-Q
capability chart taking into account the power requirements of auxiliary services,
transformers’ losses, and solar plant cabling.
The maximum values of the capacitive and inductive reactive power in
Figures 16 and 17 are calculated from the nominal generation capacity of the solar
power plant and the power factor limit of 0.95 leading and lagging. Using capacitors
and/or reactors to meet the requirements of the P-Q chart at the PCC is acceptable.
4.12 Low fault ride through (LVRT)
The SEGCC stipulates that, in case of a grid fault, the grid-connected solar
power plant has to remain connected to the grid when the positive-sequence voltage
at the PCC is above the curve shown in Figure 18. This defines the ability of the
solar power plant to ride through the grid fault without disconnection from the grid.
If all line-to-line voltages are below the curve shown in Figure 18, the solar power
plant shall disconnect from the grid.
During this temporary voltage sag, the solar power plant must satisfy the fol-
lowing reactive power (or reactive current) requirement: in the case of a three-
phase fault, the solar power plant must be able to inject reactive current in accor-
dance with the curve shown in Figure 19, and satisfying Eqs. (19) and (20) for the
time period of 250 ms started at the beginning of the fault and continue until
clearing the fault.
Figure 19 shows the minimum reactive current required for the solar power
plant during the fault. It is represented as the ratio of the reactive current to the
nominal plant reactive current against the voltage drop which is represented as the
ratio of the actual voltage to the nominal voltage at the PCC. All currents and
voltages are in pu.








Low voltage ride-through curve of solar plants.
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ΔU ¼ U �UO (20)
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a fault which will cause rise to voltages higher than 110% of the nominal voltage at
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from the solar power plant must reach the same value as that of pre-fault value
within a period of 10 s after clearing the fault, and the reactive power consumption
of the solar power plant must be less than or equal to the reactive power consump-
tion before occurrence of the fault.
5. Comparison of solar energy grid connection codes
Solar energy grid connection codes may be issued as national standards in
various countries or by transmission and distribution system operators [22]. These
solar energy grid connection codes may be included in the relevant codes or issued
separately as a complementary part. For example, the German Association of
Energy and Water Industries issued new grid codes for integration of generating
power plants to medium-voltage networks. Directives have been released in
Germany for connecting electric generation power plants to medium-voltage and
low-voltage grids [3]. The directives were based on the results of developing the
German Grid Code for integrating renewable power plants into the high-voltage
electricity grid [23]. The scope of the directives includes wind power plants,
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hydroelectric plants, PV solar generating systems, and combined heat and
power plants.
In the UK, the Operations Directorate of Energy Networks Association has
issued the Engineering Recommendation G83 [24] titled “Recommendations for
connecting small-scale type tested embedded generators (up to 16 A/phase, i.e.,
11.04 kW three-phase) in parallel with LV distribution systems.” The Engineering
Recommendation G59 [25] deals with generating plants greater than 11.04 kW up to
50 kW (three-phase). The rules of these engineering recommendations are applica-
ble to all generation power plants irrespective of the type of electric generator and
equipment employed for converting energy source into electricity.
The technical and design criteria required for connecting all types of distributed
generation power plant are generally set out in the “Distribution Planning and
Connection Code” of the UK distribution code [26] and in the “Connection
Conditions Code” of the UK Grid Code [27].
In the USA, code standards, guides, and rules for PV systems are available
[28–32]. The IEEE has issued a number of standards for integration of distributed
energy resources (DERs) into power grids. The IEEE-1547 Standard series concerns
with connecting DERs, including PV systems, among others, to electric power
systems. The IEEE-2030 series of standards is issued to help implement communi-
cations and information technologies to enhance integration of DER with the grid.
The National Electrical Code (NEC) Article 690 addresses safety standards for
installing PV systems. Other NEC articles may also be applicable to PV installations.
The Underwriters Laboratories (UL) Standard-1741 concerns with DER equipment
including inverters, converters, and controllers. Standards and technical require-
ments for solar equipment, installation, etc. are available as guides for states
Code Requirements in the code
UK Distribution Code Be able to control the active power for frequency
regulations (installed capacity 50 MW)
Germany grid codes for connecting PV
systems to the medium-voltage power grid
Be capable of operation at reduced power output (if PCC
rated voltage 10 kV)
In above system frequency of 50.2 Hz, all generators have
to reduce their output power with a gradient of 40%/Hz
of the instantaneous available power
The output power of the generator is only allowed to
increase again as soon as the frequency reduces below
50.05 Hz
CAISO, USA It is required that the solar plant be capable of providing a
frequency response with 5 and 3% droop settings through
its governor-like control loop. The definition of the PV




The dead band of the droop curve is �36 mHz
Egyptian Solar Energy Plants Grid
Connection Code
For grid frequencies in the range from 50.2 to 51.5 Hz, the
solar plant has to reduce active power (installed capacity
from 500 to 50 MW)
The output power must be reduced by
ΔP = 0.4 � PM � (Δf/Hz)
The output power is allowed to increase again as soon as
the frequency is below 50.2 Hz
Table 9.
Comparison of active power and frequency control.
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and municipalities [28]. A joint report produced by the North American Electric
Reliability Corporation (NERC) and the California Independent System Operator
(CAISO) provides information to maintain power system reliability while
integrating variable energy resources, mainly wind and PV systems [29]. Large PV
power plants are normally connected to the transmission grid [30]. Recently in
2019, the National Renewable Energy Laboratory (NREL) published two useful
guide books for DER interconnection including current practices and emerging
solutions [31] and permitting guide book for small solar systems [32].
As discussed in detail in previous sections of this book chapter, electricity
authorities in Egypt have issued complementary documents to the Grid Code and
distribution code for connecting solar systems to grids.
Comparisons of some rules in PV grid connection codes of Germany [1, 3, 22],
the UK [1, 22], [24–27], the USA [28–32], and Egypt [7–11], [33] are presented
here. The comparisons include power and frequency control rules and reactive
power control rules. Detailed comparisons are available in [1, 3, 22].
Code Requirements in the code
Germany grid codes for connecting PV systems to
the medium-voltage power grid
In the event of voltage drop of more than 10% the
reactive current contribution of at least 2% of the
rated current per percent of the voltage drop, the
facility must be capable of feeding the required
reactive power within 20 ms
USA: requirements for reactive power control of
PV power plants
FERC Order 661-A may be applied to PV power
plants, and the required power factor range is
0.95 measured at the Point of Interconnection
(POI). It is also required that the PV power plant
be capable of providing sufficient dynamic voltage
support to guarantee reliability and safety of the
system
CAISO reactive power requirement stipulates a
voltage operation window for PV power plants to
provide reactive power at 0.95 pf lagging when
voltage level at the POI is within 0.95–1 pu. Also,
the PV plant should be able to absorb reactive
power at 0.95 pf leading when voltage level at the
POI is within the range of 1–1.05 pu
Egyptian Solar Energy Plants Grid Connection
Code
For three-phase faults, the solar power plant must
inject reactive current for a time period of 250 ms
after the beginning of the fault until fault
clearance
For unsymmetrical faults, it is not permissible that
during the duration of the fault, reactive currents
be fed into the grid which will give rise to voltages
higher than 110% nominal voltage in non-faulty
phases at the grid connection point
Reactive power of the solar power plant must be
equal to or below the consumption of reactive
power before the fault
Egyptian Technical Requirements for Connecting
Small-Scale PV (ssPV) Systems to Low-Voltage
Distribution Networks
“Power factor: The ssPV shall not inject reactive
power into the utility network, while the drain of
reactive power shall be limited to a power factor of
0.9. This limit applies unless otherwise agreed
upon with the utility.”
The ssPV consumes reactive power
Table 10.
Comparison of reactive power control.
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and municipalities [28]. A joint report produced by the North American Electric
Reliability Corporation (NERC) and the California Independent System Operator
(CAISO) provides information to maintain power system reliability while
integrating variable energy resources, mainly wind and PV systems [29]. Large PV
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2019, the National Renewable Energy Laboratory (NREL) published two useful
guide books for DER interconnection including current practices and emerging
solutions [31] and permitting guide book for small solar systems [32].
As discussed in detail in previous sections of this book chapter, electricity
authorities in Egypt have issued complementary documents to the Grid Code and
distribution code for connecting solar systems to grids.
Comparisons of some rules in PV grid connection codes of Germany [1, 3, 22],
the UK [1, 22], [24–27], the USA [28–32], and Egypt [7–11], [33] are presented
here. The comparisons include power and frequency control rules and reactive
power control rules. Detailed comparisons are available in [1, 3, 22].
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5.1 Active power and frequency control
The main reason for the active power control is to ensure a stable frequency.
Table 9 summarizes the comparison between active power and frequency control
rules in the relevant PV grid connection codes of the four countries, the UK,
Germany, the USA, and Egypt.
5.2 Reactive power control
Consumption and generation of reactive power must be matched in order to
maintain a stable system voltage. Table 10 presents comparison of reactive power
control requirements in PV grid connection codes.
6. Conclusions and recommendations
This chapter has explored technical design specifications, criteria, technical
terms, and equipment parameters required to connect Medium-Scale and Large-
Scale Solar Plants (MSSP and LSSP) to the electricity networks. The specifications,
terms, and parameters have been extracted from the connection code of the MSSP
and LSSP, Electricity Distribution Code, and Grid Code. Technical background of
these specifications has been discussed in detail. Comparisons of some important
rules in the PV grid connection codes of the UK, Germany, the USA, and Egypt
have been described. The technical specifications and design criteria presented here
are of great importance for planning, design, installations, testing, commissioning
and operation, and engineers working in the field of connecting MSSP and LSSP
systems to the transmission or distribution grids.
It is recommended to refer to the full versions of the concerned codes to comply
with detailed grid connection requirements and successful operation of the solar
power systems. Academic researchers are advised to follow the requirements of
utility codes in performing research works related to integrating solar power plants
into grids.
Appendix: standards of solar plant components
In the stages of designing, manufacturing, and installation of the solar power
plant components, relevant international standards must be satisfied. As an exam-
ple in Egypt, various IEC standards used for these purposes are listed in Table 11.
All components shall meet the ranges and the operational requirements stipulated in
the MSSP and LSSP solar plant connection codes. The solar power plant should be
equipped with a synchronizing unit with a proper phase-locked loop to keep the
inverter synchronized with the grid to deliver the right amount of power within
permissible operational frequency and voltage variations. The rating and short-
circuit duties of the switchgear shall comply with the Grid Code requirements. The
power transformer efficiency shall be greater than or equal to 96%.
To enable visibility and control, the solar power plant shall be equipped with
monitoring and security facilities having remote access communications means.
The remote monitoring and controlling, telecommunications equipment, and the
communication links shall comply with the requirements of the Grid Code and the
distribution code as requirements of relevant case. The SEGCC contains details of
specifications of real-time data, measuring, monitoring, and control equipment.
The measurements include active power (kW), reactive power (kVAr), active
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energy (kWh), reactive energy (kVArh), voltages, currents, frequency, solar irra-
diance, temperature, and voltage and current harmonic distortions (THDv and
THDi). The solar power plant shall provide all status signals, including transformer
tap position, circuit breakers, disconnectors and earth switches, telecommunication
alarms, protection signals at the grid side, inverter, etc. Also, set points of active
power, reactive power, or power factor shall be indicated.
Technology solutions which shall be implemented in measuring, monitoring,
and control of the solar power plants are described in detail in the SEGCC. The grid
protection settings in the solar plants must comply with the requirements stipulated
in the SEGCC, unless otherwise agreed with the transmission system operator. At
the PCC, the grid protections shall be in compliance with the protection code of the
Grid Code [9].
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5.1 Active power and frequency control
The main reason for the active power control is to ensure a stable frequency.
Table 9 summarizes the comparison between active power and frequency control
rules in the relevant PV grid connection codes of the four countries, the UK,
Germany, the USA, and Egypt.
5.2 Reactive power control
Consumption and generation of reactive power must be matched in order to
maintain a stable system voltage. Table 10 presents comparison of reactive power
control requirements in PV grid connection codes.
6. Conclusions and recommendations
This chapter has explored technical design specifications, criteria, technical
terms, and equipment parameters required to connect Medium-Scale and Large-
Scale Solar Plants (MSSP and LSSP) to the electricity networks. The specifications,
terms, and parameters have been extracted from the connection code of the MSSP
and LSSP, Electricity Distribution Code, and Grid Code. Technical background of
these specifications has been discussed in detail. Comparisons of some important
rules in the PV grid connection codes of the UK, Germany, the USA, and Egypt
have been described. The technical specifications and design criteria presented here
are of great importance for planning, design, installations, testing, commissioning
and operation, and engineers working in the field of connecting MSSP and LSSP
systems to the transmission or distribution grids.
It is recommended to refer to the full versions of the concerned codes to comply
with detailed grid connection requirements and successful operation of the solar
power systems. Academic researchers are advised to follow the requirements of
utility codes in performing research works related to integrating solar power plants
into grids.
Appendix: standards of solar plant components
In the stages of designing, manufacturing, and installation of the solar power
plant components, relevant international standards must be satisfied. As an exam-
ple in Egypt, various IEC standards used for these purposes are listed in Table 11.
All components shall meet the ranges and the operational requirements stipulated in
the MSSP and LSSP solar plant connection codes. The solar power plant should be
equipped with a synchronizing unit with a proper phase-locked loop to keep the
inverter synchronized with the grid to deliver the right amount of power within
permissible operational frequency and voltage variations. The rating and short-
circuit duties of the switchgear shall comply with the Grid Code requirements. The
power transformer efficiency shall be greater than or equal to 96%.
To enable visibility and control, the solar power plant shall be equipped with
monitoring and security facilities having remote access communications means.
The remote monitoring and controlling, telecommunications equipment, and the
communication links shall comply with the requirements of the Grid Code and the
distribution code as requirements of relevant case. The SEGCC contains details of
specifications of real-time data, measuring, monitoring, and control equipment.
The measurements include active power (kW), reactive power (kVAr), active
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energy (kWh), reactive energy (kVArh), voltages, currents, frequency, solar irra-
diance, temperature, and voltage and current harmonic distortions (THDv and
THDi). The solar power plant shall provide all status signals, including transformer
tap position, circuit breakers, disconnectors and earth switches, telecommunication
alarms, protection signals at the grid side, inverter, etc. Also, set points of active
power, reactive power, or power factor shall be indicated.
Technology solutions which shall be implemented in measuring, monitoring,
and control of the solar power plants are described in detail in the SEGCC. The grid
protection settings in the solar plants must comply with the requirements stipulated
in the SEGCC, unless otherwise agreed with the transmission system operator. At
the PCC, the grid protections shall be in compliance with the protection code of the
Grid Code [9].
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Chapter 3
Energy Return on Investment
Analysis of a Solar Photovoltaic
System
Harpreet Kaur and Inderpreet Kaur
Abstract
The consumption of petroleum product assets on an overall premise has required
an earnest look for elective vitality sources to get together the present-day request.
The world likewise faces the double difficulties of petroleum derivative exhaustion
and CO2 discharges plus the fundamental competitor for confronting these
difficulties. However, safe and economic concepts for CCS have not been proven,
nuclear suffer from high cost, radioactive waste management, fuel availability, and
nuclear weapon proliferation issues, and renewable, other than hydropower, have
been limited by resource limits, high cost, and intermittency problems. In any case,
the later intense cost decreases in the creation of photovoltaics (PV) which makes
ready for empowering sun-based innovations to end up cost focused on petroleum
energy generation. The target of present work is to evaluate the capability of sun
oriented solar power at Chandigarh University, which lastly built up a framework
depending on the potential estimations for a picked region of 1050.1416 m2. At the
end, cost estimation of SPV is determined to indicate whether it is monetarily
practical or not.
Keywords: energy, petroleum, sustainable, irregularity, generation, estimation
1. Introduction
Power assumes a critical function in everyday life movements. The level of
advancement and progress of the nation is estimated via evaluation of an individ-
ual’s power use pattern. Power requirement is escalating stepwise with increasing
populace, modernization, and commercialization. The global conventional energy
source delivery, viz. coal, oil, and gaseous petrol, will consequently be drained in
the next 100 years [1]. The speed of energy employment is intensifying; supply is
exhausting bringing about inflammation and energy deficiency. It is classified as
“power crisis.” Hence, possible or inexhaustible wellsprings of vitality have to be
created to fulfill future energy necessities. In the previous 200 years, the vitality
framework dependent on coal, oil, flammable gas, and other nonrenewable energy
sources has extraordinarily advanced the improvement of human culture. However,
not only the material life and the spiritual life are increasing, but also serious
consequences also brought from the large scale use of fossil fuels are increasing,
depleting the resources and deteriorating the environment [2].
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It also includes political and economic disputes of a number of nations.
Frequently growing anxiety about “global warming” and exhaustion of oil has
motivated various nations worldwide to implement novel power techniques to
fulfill the power requirement and to conserve our atmosphere [3, 4]. In order to
protect the environment and for sustainable growth, the importance of sustainable
energy cannot be overemphasized. It leads to speed up the study and progress of
sustainable energy techniques particularly PV applications because of its quiet
operation, long lifetime, and little repair. PV offer clients the capability to produce
electricity in a dirt-free, silent, and trustworthy way. PV systems consist of solar
cells, gadgets that convert light energy straight into power [5]. The photovoltaic
(PV) system has practiced a rapid growth over the last decade and is expected to
accelerate in the next 10–20 years. Recently, a PV system has broadly received a lot
of concentration due to many significant advantages such as unlimited accessibility
of key energy sources and no polluted emissions [6]. The quantity of PV generation
is rising quickly both in size and complexity. As a consequence, the cost of PV
systems is constantly declining. It has been noticed that nowadays more and more






These are the resources which can be
legitimately established in nature or put
away in nature and can be separated.
Accessible in crude from which they should
be prepared first for use.
Stored nuclear energy from
radioactive material; direct—coal,
oil, nature gas, and biomass.
Secondary energy
sources
Optional vitality resources are gotten from
essential sources in the form of either last
fuel or vitality supply. Inclusion of
innovative procedures in this change in the
middle of makes drop in essential vitality in
transit purchasers.




It is possible to reuse waste energy liberated
in the process of utilization of primary and
secondary energy resources. Practically it is
achieved by combined heat and power
which is more popular as cogeneration.
Energy extracted from cooling
systems in power plants.
Renewable
(nonconventional)
This is the energy acquired from never
ending sources of energy available in nature.
The main feature of this is that it can be
extracted without causing pollution.
Solar power, wind energy,





Nonrenewable energy is the energy obtained
from the conventional fuels which are
exhaustible today or tomorrow with time.
Coal, oil, gas, hydropower, diesel
power.
Commercial This is the energy accessible from market at
certain price. These are the cardinal source
for industrialized countries as its basic need
for industries, commercial transport, and
agricultural sectors.
Electricity, lignite, coal, oil, natural,
gas, etc.
Noncommercial These sources are not available in the market
unlike previous type for a price. Instead,
these are traditionally gathered. Also termed
as traditional fuel and mostly shrugged off in
energy accounting.
Firewood, cattle, dung sugarcane
crush, solar and thermal water
heating, etc.
Table 1.
Classification of energy sources [7].
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1.1 Present energy status
The current energy status is discussed in the form of world, India, and Punjab.
1.1.1 World energy scenario
World energy demand has been growing exponentially in this century as shown
in Figure 1. By means of fossil fuels like coal, wood, oil, or gas, it was possible for
humankind to set up a society for colder climates. Because of the expanding
requests for solar energy, a higher portability and a bigger total populace, vitality
utilization is immensely raised in the course of the most recent 150 years. The
International Energy Agency (IEA) estimates that global main energy between now
and 2030 will increase by 1.5% per year [7].
1.1.2 Energy status in India
Before the finish of the year 2019, India had an energy generation limit of
around 155 Giga Watt. But still, around 17% (450 million) of towns in India are not
electrified [8–10]. With a developing financial system, the interest for energy is
developing at 6% consistently and the top burden request is relied upon to achieve
225 GW before the end of the year 2022.
The Indian power division is extremely reliant on coal for energy requirement
which is about 53% of the overall capacity. As per the present scenario, coal utiliza-
tion by power division is probably to arrive at 200 Million Metric Tonnes by 2013.
As per the Coal Ministry, the accessible coal resources are predicted to remain for
the next 40–45 years. Around 11% of the entire power is received from oil and gas
[10–13]. As shown in Figure 2, in India, the power division is the major user of oil
and gas other than automobiles and industry.
In India, individual energy consumption is extremely lesser as compared to the
world level. Indeed, even with such a low individual capita utilization, the power
shortfall is around 11% in whole requirement and a shortage of over 12% in crest
load request [13]. This obviously means the accessible fuel is not adequate to satisfy
the rising need for vitality in India.
1.1.3 Solar energy situation in Punjab
Energy preservation is a standout among the main significant focuses today and
Punjab is blessed with tremendous capability of sun powered vitality with more
than 300 days of daylight per year and renewable energy source is being adequately
developed by PEDA. As the state is endowed with vast potential of solar energy
Figure 1.
Energy generation capacity in the world [7].
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Figure 1.
Energy generation capacity in the world [7].
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estimated at 4 -7 KWH/Sq.mtr of solar insolation levels, the Government is also
keen to tap this resource for strengthening power infrastructure in the State by
setting up solar energy-based power projects so as to save the depleting resources
for our future generation and to control global warming, fast depleting conven-
tional sources of energy and resultant increased environmental pollution. PEDA
with its untiring endeavors has effectively charged numerous ventures in various
conditions of Punjab [14]. Under the rooftop programme, SPV power projects are
being set up at various important Government, Institutional and Religious build-
ings, namely Punjab Raj Bhawan, Golden Temple, Wagah Border, Punjab Agricul-
tural University, Ludhiana, and Pushpa Gujral Science City, Kapurthala.
1.2 Solar energy in India
India is a region which receives a good amount of solar heat flux. Table 2 gives
mean daily solar radiations at some places in India.
During the last few years, more than 50 small solar power plants have been
installed in villages in Uttar Pradesh and other states. The size of these plants varies
from 2 to 10 KW. These plants are supplying power to these remote villages where
power from grid is not available. In addition, more than 40,000 solar powered
street lighting systems have been installed in different states and more than 1000
water pumping systems have also been installed. It is proposed to use more than
Figure 2.
Power generation capacity in India [7].
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20,000 photovoltaic power packs (each about 70–90 W range) for rural telephone
system in the near future. In all, more than 50,000 photovoltaic systems are being
used at different places [15–17].
In addition to above, solar water heating system, solar cookers, solar air heaters,
solar driers for food grains, etc. are being used on a very large scale [16]. It is
expected that the total solar power utilization in India would be around 10,000 MW
by the year 2020.
2. Problem formulation
2.1 Motivation
The interest of power has expanded and that much interest cannot be gained by
the ordinary power plants, and furthermore, in the creating nations, similar to
India, there is a serious issue of lack of intensity [18, 19]. The predominance of the
power supply in a couple of spots is described by vast voltage and recurrence
variances, arranged and unconstrained power cuts, and burden top limitations. This
has prompted quick utilization of sun-oriented capacity to meet the fundamental
burden [20]. This framework offers a superior productivity, adaptability of arrang-
ing, and ecological advantages contrasted with power frameworks [20, 21]. In this
manner, my venture work centers around the independent PV framework joining
sun-based PV and battery back-up in the scholastic grounds in light of the fact that a
large portion of the activity of scholarly grounds happen in the day time, which is in
synchronous with the accessibility of daylight.
2.2 Need and significance of work
Indian power framework is constantly overburdened because of hole between
the free market activity, and in this manner, control in the optional conveyance
framework is not constantly accessible. Vitality is a critical contribution for
monetary improvement [21]. Vitality is required for financial development, for
improving the personal satisfaction, and for expanding open doors for advance-
ment. Since expendable vitality sources in the nation are restricted, there is an
earnest need to concentrate on the improvement of sustainable power sources and
utilization of vitality proficient advances [21, 22]. Notwithstanding nonsolid
framework, there is not really a constrained interest of sun-powered photovoltaic
frameworks in the business part of a creative nation like India, the primary purpose
behind this being the absence of information and inaccessibility of monetarily
appealing or reasonable sun-based PV framework [23]. The estimations with regard
to the independent power age framework with capacity bank at Chandigarh
University, Gharuan, Mohali will be proposed here and there is sufficient energy
from the sun that can be provided from the PV-cluster framework. At whatever
point there is abundance supply from the sustainable power source, the vitality
stockpiling bank stores vitality which will be utilized on the occasion when there are
inadequate supplies from the sustainable power source.
2.3 Purpose of the study
• The target of this work is to analyze the specialized achievability and efficient
practicality of the PV system with battery reinforcement framework with the
available Chandigarh University infrastructure
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2.4 Methodology
• Step I: basic load will be determined.
• Step II: total day time energy required will be determined.
• Step III: night time total energy and power required will be determined.
• Step IV: payback period will be calculated
3. Present work
Photovoltaics offer the ability to deliver control in an ideal, calming, and reliable
way. Photovoltaic systems contain photovoltaic cells, contraptions that convert
light vitality directly into power. Since the wellspring of light is typically the sun,
they are consistently called sun powered cells [21, 24]. The word photovoltaic starts
from “photo” implying light and “voltaic” which insinuates conveying power.
Along these lines, the photovoltaic methodology is “conveying power explicitly
from sunlight.” Photovoltaics are normally abbreviated as PV.
3.1 Solar energy
The vitality from the sun is given as radiations. The imperativeness is made in
the sun’s inside through the mix of hydrogen particles into helium. By and by, in
light of greater detachment of sun from the Earth, only a little portion of sun’s
radiations accomplishes the Earth’s surface [21]. The power of daylight-based
radiation accomplishing the Earth’s surface is around 1369 watts for each square
meter [w/m2]. This is known as the “solar constant”. The total solar radiation
intercepted by earth’s surface can be calculated by multiplying solar constant with
cross-sectional area of the earth [26]. In order to calculate the solar radiation
received, on average per square meter of earth's surface, we divide the above
multiplied result by the surface area of the earth. Thus, the average solar radiations










where S is the solar constant in W/m2 and r is the radius of Earth.
3.2 Solar energy realized at the Earth’s surface
Till now, the effect of Earth’s condition is not thought about. The esteem decided
above is for the typical sun-fueled radiation drive at the outer areas of the Earth’s
atmosphere. So we are charmed to know that the measure of this vitality truly
accomplishes the Earth’s surface. Nature absorbs around 68 W/m2 and reflects
77 W/m2.The radiation achieving the world’s surface is 198 W/m2.The force of sun-
oriented radiation additionally relies upon the time and the topographical positions
[26]. From Figure 3, we can see that each square meter of the upper areas of air gets
342 � 67 W/m2 of vitality consumed by the climate and 77 W/m2 is reflected as
shown in Figure 3.
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Around 168 W/m2 vitality lands at the world’s surface and 30 W/m2 is reflected
back to space. The energy that reaches the earth surface is around 3.2 EJ/y if we are
able to harvest even a small fraction of the available energy at the earth surface we
could solve our energy problems. The energy reaching the earth surface is around
7000 times the global energy consumptions [27, 28].
3.3 Solar energy band
The proficiency of a PV gadget is subject to the unearthly appropriation of
sun-powered radiation. The assessment of PV gadgets is commonly finished with
reference to a standard unearthly circulation. There are two standard earthly
appropriations characterized by the American Society for Testing and Materials
(ASTM), direct ordinary and worldwide AM 1.5. The immediate typical standard
relates to sunlight-based radiation that is opposite to a plane straightforwardly
confronting the sun [22, 29]. The worldwide relates to the range of the diffuse
radiations. Radiations which are thought about the Earth’s surface or affected by
climatic conditions are called diffuse radiations. To quantify worldwide radiations,
an instrument named pyranometer is utilized [29]. This instrument is planned so
that it reacts to each wavelength so that we get an exact incentive for all out power
in any occurrence range.
The AM initials in Figure 4 above represent air mass. The air mass in this
setting implies the mass of air between a surface and the sun. The length of the
way of sunlight-based radiation from the sun through the environment is shown
by the number AMx [19]. The more drawn out the way the more is the divergence
of light.
Figure 3.
Distribution of solar radiation [2].
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3.4 Solar constant
The rate at which solar energy arrives at the top of the atmosphere is called solar
constant. This is the amount of energy received in unit area perpendicular to the
sun’s direction at the mean distance of the Earth from the sun. The rays’ focus on
the outside of the sun is about 6.33  107 W/m2. In perspective on the way that
radiation spreads out as the separation squared, when it goes to the Earth
(1.496  1011 m or 1 AU is the normal Earth-sun remove), the brilliant vitality
falling on 1 m2 of surface zone is diminished to 1367W as portrayed in Figure 5. The
intensity of radiation leaving the sun is relatively constant. Therefore, the intensity
of solar radiation at a distance of 1 AU is called the solar constant Isc.
3.5 System components
The stand-alone power system, described here, basically includes the following
main elements.
1. Renewable energy source: PV system
2. Energy storage bank: battery bank
Figure 4.
Solar spectral distribution [29].
Figure 5.
The distribution of energy from the sun to the Earth [3].
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3.AC loads
4.Power electronic devices
The detailed descriptions are given one by one in the following topics.
4. Photovoltaic system
4.1 Description
A photovoltaic structure is a system which uses something like one sun situated
sheets to change over sun-arranged imperativeness into power. It contains various
parts, including the photovoltaic modules, mechanical and electrical affiliations,
and mountings and techniques for coordinating just as modifying the electrical
yield. A sun-controlled cell (moreover called a photovoltaic cell) as shown in
Figure 6 is an electrical device that changes over the imperativeness of light (optical
essentialness) clearly into power by the photovoltaic effect. It is a sort of photo-
electric cell (in that its electrical characteristics—for instance stream, voltage, or
deterrent—change when light is incident upon it) which, when introduced to light,
can make and support an electric stream without being attached to any external
voltage source.
4.2 Semiconductor structure
Semiconductors, for instance, silicon (Si), contain individual atoms fortified
together in a conventional, discontinuous structure to outline a game-plan whereby
each particle is incorporated by eight electrons. An individual atom contains a
center made up of a focal point of protons (determinedly charged particles) and
neutrons (particles having no charge) incorporated by electrons. The amount of
electrons and protons is comparable, with the true objective that the atom is com-
monly electrically fair. The electrons enveloping each particle in a semiconductor
are a bit of a covalent bond. A covalent bond includes two particles “sharing” a lone
electron. Each molecule shapes four covalent bonds with the four incorporating
particles. Thus, between each particle and its four including particles, eight elec-
trons are being shared. The structure of a semiconductor is shown in Figure 7.
Each line connecting the atoms represents an electron being shared between the
two. Two electrons being shared are what form the covalent bond.
Supplanting a silicon particle with an atom that has either three or five valence
electrons will along these lines produce either a space with no electron (an opening)




Energy Return on Investment Analysis of a Solar Photovoltaic System
DOI: http://dx.doi.org/10.5772/intechopen.86349
3.4 Solar constant
The rate at which solar energy arrives at the top of the atmosphere is called solar
constant. This is the amount of energy received in unit area perpendicular to the
sun’s direction at the mean distance of the Earth from the sun. The rays’ focus on
the outside of the sun is about 6.33  107 W/m2. In perspective on the way that
radiation spreads out as the separation squared, when it goes to the Earth
(1.496  1011 m or 1 AU is the normal Earth-sun remove), the brilliant vitality
falling on 1 m2 of surface zone is diminished to 1367W as portrayed in Figure 5. The
intensity of radiation leaving the sun is relatively constant. Therefore, the intensity
of solar radiation at a distance of 1 AU is called the solar constant Isc.
3.5 System components
The stand-alone power system, described here, basically includes the following
main elements.
1. Renewable energy source: PV system
2. Energy storage bank: battery bank
Figure 4.
Solar spectral distribution [29].
Figure 5.
The distribution of energy from the sun to the Earth [3].
58
Innovation in Energy Systems - New Technologies for Changing Paradigms
3.AC loads
4.Power electronic devices
The detailed descriptions are given one by one in the following topics.
4. Photovoltaic system
4.1 Description
A photovoltaic structure is a system which uses something like one sun situated
sheets to change over sun-arranged imperativeness into power. It contains various
parts, including the photovoltaic modules, mechanical and electrical affiliations,
and mountings and techniques for coordinating just as modifying the electrical
yield. A sun-controlled cell (moreover called a photovoltaic cell) as shown in
Figure 6 is an electrical device that changes over the imperativeness of light (optical
essentialness) clearly into power by the photovoltaic effect. It is a sort of photo-
electric cell (in that its electrical characteristics—for instance stream, voltage, or
deterrent—change when light is incident upon it) which, when introduced to light,
can make and support an electric stream without being attached to any external
voltage source.
4.2 Semiconductor structure
Semiconductors, for instance, silicon (Si), contain individual atoms fortified
together in a conventional, discontinuous structure to outline a game-plan whereby
each particle is incorporated by eight electrons. An individual atom contains a
center made up of a focal point of protons (determinedly charged particles) and
neutrons (particles having no charge) incorporated by electrons. The amount of
electrons and protons is comparable, with the true objective that the atom is com-
monly electrically fair. The electrons enveloping each particle in a semiconductor
are a bit of a covalent bond. A covalent bond includes two particles “sharing” a lone
electron. Each molecule shapes four covalent bonds with the four incorporating
particles. Thus, between each particle and its four including particles, eight elec-
trons are being shared. The structure of a semiconductor is shown in Figure 7.
Each line connecting the atoms represents an electron being shared between the
two. Two electrons being shared are what form the covalent bond.
Supplanting a silicon particle with an atom that has either three or five valence
electrons will along these lines produce either a space with no electron (an opening)




Energy Return on Investment Analysis of a Solar Photovoltaic System
DOI: http://dx.doi.org/10.5772/intechopen.86349
premise of doping. P-type doping, the making of abundance gaps, is accomplished
by the consolidation into the silicon of molecules with three valence electrons,
regularly boron and n-type doping; the formation of additional electrons is accom-
plished by fusing a particle with five valence electrons, frequently phosphorus (see
Figure 8).
When a p-n intersection is made, electrical contacts are made to the front and
the back of the cell by vanishing or screen printing metal onto the wafer. The back
of the wafer can be totally secured by metal; however, the front just has a network
design or slight lines of metal for the occurrence of light photons.
4.3 Conduction in semiconductors
The bond structure of a semiconductor decides the material properties of a
semiconductor. One key impact is the vitality level which the electrons can possess
Figure 7.
Schematic representation of covalent bonds in a silicon crystal lattice.
Figure 8.
Si crystal with dopant atoms.
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and how they move about the precious stone cross section. The electrons in the
covalent bond shaped between every one of the molecules in the cross section
structure are held set up by this bond and consequently they are restricted to the
locale encompassing the particle. These reinforced electrons cannot move or change
vitality, and therefore are not considered “free” and cannot take an interest in
current stream, adsorption, or other physical procedures of enthusiasm for sun-
based cells. However, only at absolute zero, all electrons are in this “stuck”, bonded
arrangement. At elevated temperatures, especially at the temperatures where solar
cells operate, electrons can gain enough energy to escape from their bonds. At the
point when this occurs, the electrons are allowed to move about the gem cross
section and partake in conduction. At room temperature, a semiconductor has
enough free electrons to enable it to lead to current. At or near supreme zero, a
semiconductor carries on like an insulator.
At the point when an electron increases enough vitality to take an interest in
conduction (is “free”), it is at a high vitality state. At the point when the electron is
bound, and along these lines cannot take an interest in conduction, the electron is at
a low vitality state. Along these lines, the nearness of the bond between the two
iotas presents two unmistakable vitality states for the electrons. The electron cannot
achieve vitality esteems middle of the road to these two dimensions; it is either at a
low vitality position in the bond, or it has sufficiently increased vitality to break free
and subsequently has a specific least vitality. This base vitality is known as the
“band hole” of a semiconductor as shown in Figure 9. The band hole of a semicon-
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state into a free state where it can take an interest in conduction. The band structure
of a semiconductor gives the vitality of the electrons on the y-pivot and is known as
a “band graph.” The lower vitality dimension of a semiconductor is known as the
“valence band” (EV) and the vitality level at which an electron can be viewed as
free is known as the “conduction band” (EC). The band hole (EG) is the hole in
vitality between the bound state and the free state, between the valence band and
the conduction band. In this manner, the band hole is the base change in vitality
required to energize the electron with the goal that it can partake in conduction.
The number and vitality of these free electrons, those electrons taking an inter-
est in conduction, are essential to the task of electronic gadgets. The space deserted
by the electrons enables a covalent attach to move starting with one electron then
onto the next, in this way giving off an impression of being a positive charge
traveling through the precious stone cross section. This vacant space is normally
called a “gap,” and is like an electron, however with a positive charge. Figure 10
shows the whole process.
4.4 Types of photovoltaic cells
The use of silicon in the manufacture of photovoltaic cells produces the stereo
typical uniform blue-colored PV cell as seen on roof tops and the sides of buildings.
Solar cells are made from a wide range of semiconductor materials. Currently, the
two main solar technologies are crystalline silicon (silicon wafers) and thin film
deposits, which vary from each other in terms of light absorption efficiency, energy
conversion efficiency, manufacturing technology, and cost of production. Crystal-
line silicon is cut from a bulk material. It can be single-crystalline, multicrystalline,
and amorphous. These cells are the most common type of photovoltaic cell in use
today and are also one of the earliest successful PV devices. There are essentially
two types of PV technology, crystalline and thin film. Crystalline can again be
broken down into two types.
4.4.1 Crystalline silicon (C-Si)
Crystalline photovoltaic cells are produced using silicon which is first softened,
and afterward solidified into throwing of unadulterated silicon. Meager cuts of
silicon called wafers are cut from a solitary precious stone of silicon
Figure 10.
Generation of holes and electrons.
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(monocrystalline) or from a square of silicon gems (poly-crystalline) to make sin-
gular cells. The change in productivity for these kinds of photovoltaic cell runs
somewhere in the range of 10–20%.
a.Monocrystalline silicon: it is a kind of photovoltaic cell material produced
from a solitary gem silicon structure which is uniform fit as a fiddle in light of
the fact that the whole structure is developed from a similar precious stone.
High immaculateness silicon is liquefied in a pot as shown in Figure 11. A
solitary gem silicon seed is plunged into this liquid silicon and is gradually
hauled out from the fluid creating a solitary precious stone ingot. The throwing
is then cut into slight wafers or cuts which are then cleaned, doped, covered,
interconnected, and collected into modules and exhibits. These kinds of
photovoltaic cells are additionally generally utilized in photovoltaic board
development. The conversion efficiency for a monocrystalline cell ranges
between 15 and 20%. They are highly reliable for outdoor power applications
due to their wafer thickness.
b.Polycrystalline silicon: these are called multicrystalline silicon and are cast to
deliver a silicon ingot. The silicon sub-atomic structure comprises of a few
littler gatherings or grains of precious stones, which present limits between
them. Figure 12 demonstrates polycrystalline PV cells. These cells are less
vitality effective than monocrystalline silicon PV cells in light of the fact that
these limits confine the stream of electrons through them by urging the
negative electrons to recombine with the positive openings decreasing the
power yield of the cell. The aftereffect of this implies a polycrystalline PV cell
which just has a vitality transformation productivity of between 10 and 14%.
Nonetheless, these kinds of photovoltaic cells are significantly less costly to
create than the proportionate single monocrystalline silicon because of their
lower production costs.
Figure 11.
Monocrystalline cell (i) and panel (ii).
Figure 12.
Polycrystalline cell (i) and panel (ii).
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c.Amorphous silicon: amorphous silicon is a noncrystalline form of silicon that
is widely used in calculators, consumer electronics, and solar garden products
that require a small current at a low voltage. Amorphous silicon can be
deposited on a variety of low-cost rigid and flexible substrates such as
polymers, thin metals, and plastics as well as tinted glass for building
integration as shown in Figure 13. It has very low conversion efficiency
ranging between 7 and 9% when new, degrading down within a few months of
exposure to sunlight to less than 5%.
4.4.2 Thin film solar cell
These cells use thin layers of photovoltaic materials deposited onto a substrate as
shown in Figure 14. This material can be polycrystalline, like cadmium telluride
(CdTe), copper indium diselenide (CIS), and thin-film Si, single-crystalline, such as
gallium arsenide (GaAs), as well as organic. Crystalline silicon carries on to make up
more than 90% of PV panels produced globally. Table 3 gives comparison of
different technologies.
4.5 Photovoltaic array
PV cells are the basic building blocks of PV modules for almost all applications.
The one-half volt produced by a single cell is inadequate. Therefore, desired power,
voltage, and current can be obtained by connecting individual modules in series and
parallel combinations. At the point when modules are fixed together in a solitary
mount, they are known as a board and when a few boards are utilized together, they
are called an exhibit. At the point when circuits are wired in arrangement, the
voltage of each board is included yet the amperage continues as before [11]. When
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amperage is added. This wiring principle is used to build photovoltaic (PV) mod-
ules. Photovoltaic modules can then wired together to create PV arrays.
The PV cells in a module can be wired to any ideal voltage and current. The
measure of current created is straightforwardly relative to the cell’s size, transfor-
mation proficiency, and the force of light. Gatherings of 36 arrangement associated
PV cells are bundled together into standard modules that give an ostensible 12 Volt
(or 18 Volts @ apex power) as shown in Figure 15.
4.6 Basic theory of photovoltaic cell
The PV cell (solar cell) is a light sensitive, two-terminal, semiconducting p-n
junction made of a semiconductor material such as silicon. The photovoltaic cells
contain one or more p-n junctions. A solar cell has two layers called P-type and N-
type and two corresponding electrodes, negative and positive. N-type material is
obtained by doping a silicon crystal with N-type impurity. P-type material is
obtained by doping a silicon crystal with P-type impurity.
The N-type layer is thin and clear. The P-type layer is wide. At the point when
daylight strikes the N-type meager layer, a portion of the light vitality infiltrates
up to the P-type layer. The vitality from “photons” in the light waves is bestowed to
the particles and iotas in p-n intersection, bringing about freedom of electron-gap
sets. Electrons are discharged from the N-type material and holes are made in
P-type material. Electrons are negative charges and holes are positive charges.
When the external circuit is completed by connecting electrodes to the load, the
electrons flow in the closed external circuit from N-type terminal to P-type
terminal. Direction of current is from positive terminal to negative terminal in
the external circuit. Figure 3 shows the photovoltaic principle. Within the P-N
junction, “electron-hole” pairs are continuously generated during the incidence of
the sunlight. Energy from solar rays is captured by the solar cell and is converted
directly to electrical energy as shown in Figure 16.
Sr. no Technology Efficiency Cost
1. Monocrystalline silicon 12.5–15% High
2. Polycrystalline silicon 11–14% Medium
3. Amorphous silicon (a-Si) 5–7% Low
Table 3.
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4.6.1 Working of PV cell
Working of a PV cell is based on the basic principle of photovoltaic technology.
PV cells contain light engrossing materials (for the most part semiconductors),
which are extraordinarily treated to create p-n intersections. A p-n intersection
contains two areas of a material with contrasting kinds of conductivity isolated by a
semi-conductive intersection. At the point when light falls on the highest point of
the cell, it can enter through the intersection and exchange a segment of its vitality
to certain electrons, which can cross the intersection into the n-type locale. In the
meantime, the integral positive charges called gaps are made in the p-type district
where the electrons left. This makes a voltage of 0.5–0.7 Volts over the intersection
under open-circuit condition [12]. In the event that an outside circuit is associated
with the cell’s terminals, the cell will create an immediate current through this
circuit. As the outcome, electric power is removed. When the current flows,
electrons recombine with holes in the p-type region. As the current increases, the
voltage across PV cells drops. Figure 17 shows the production of electricity directly
from sunlight. The maximum current of a PV cell depends on its surface area and
intensity of light radiation. In general, the larger the area, the more power can be
produced.
The sun-based cell works in three stages:
1. Photons in daylight hit the sun-based board and are consumed by
semiconducting materials, for example, silicon.
2. Electrons (contrarily charged) are thumped free from their particles, causing
an electric potential contrast. Flow begins coursing through the material to
drop the potential and this power is caught. Because of the exceptional
organization of sun-powered cells, the electrons are just permitted to move in a
solitary bearing.
3.An exhibit of sun-based cells changes over sun-oriented vitality into a usable
measure of direct flow (DC) power.
Figure 16.
Structure of P-N junction.
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4.6.2 The need for solar cells
The advancement of sun-based cell has been invigorated by:
• The requirement for low upkeep, dependable wellsprings of power appropriate
for spots remote from both the principle power network and from individuals;
for example, satellites, remote site water siphoning, outback broadcast
communications stations, and beacons.
• The requirement for practical power supplies for individuals remote from the
principle power matrix; for example, native settlements, outback sheep and
steers stations, and some home destinations in framework-associated regions.
• The requirement for nondirtying and quiet wellsprings of power; for example,
visitor locales, trains, and campers.
• The requirement for a helpful and adaptable wellspring of little measures of
intensity; for example, mini-computers, watches, light meters, and cameras.
• The requirement for inexhaustible and practical power, as a method for
decreasing an Earth-wide temperature boost.
4.7 Photovoltaic characteristics
To safeguard similarity with capacity batteries or burdens, it is important to
know the electrical qualities of photovoltaic modules. As an update, “I” is the
shortening for current, communicated in amps. “V” is utilized for voltage in volts
and “R” is utilized for opposition in ohms.
4.7.1 Photovoltaic V-I characteristics
A photovoltaic module will deliver its most extreme current when there is
basically no obstruction in the circuit. This would be a short out between its positive
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At the point when a module is shortened, the voltage is zero. On the other hand, the
most extreme voltage is delivered when there is a break in the circuit. This is called
open circuit voltage, condensed Voc. Under this condition, the opposition is inter-
minably high and there is no current, since the circuit is deficient. These two
boundaries in burden opposition and the entire scope of conditions in the middle of
them are portrayed on a diagram called an I-V (current-voltage) bend. Current,
communicated in amps, is on the vertical Y-hub. Voltage, in volts, is on the flat
X-pivot as in Figure 18.
In the above Figure 18, Isc happens on a point on the bend where the voltage is
zero. The open circuit voltage happens where the current is zero. The power accessi-
ble from a photovoltaic module anytime along the bend is communicated in watts.
Watts are determined by duplicating the voltage times the current
(Watts = Volts  Amps, or W = VA). At the short out current point, the power yield
is zero, since the voltage is zero as shown in Figure 19. At the open circuit voltage
point, the power yield is likewise zero, yet this time it is on the grounds that the
current is zero. There is a point on the “knee” of the bend where the most extreme
power yield is found. This point on our model bend is the place the voltage is 17 Volts,
and the current is 2.5 Amps. In this manner, the most extreme power in watts is
17 Volts occasions 2.5 Amps, leveling with 42.5. For the maximum output power from
a cell, the face of the photovoltaic should be pointed as straight toward the sun as
possible. The voltage, current, and power delivered by the solar cell are influenced by
• Conditions of sunlight, intensity, wavelength, angle of incidence, etc. Visible
band gives maximum power.
• Conditions of the junction, temperature, termination, etc. It believes there is
no shading on the module.
4.7.2 Influence of solar radiation on V-I characteristic of photovoltaic module
Standard daylight conditions on a clear morning are thought to be 1000Watts of
sun powered vitality per square meter (1000 W/m2). This is now and again called
Figure 18.
V-I characteristic curve of photovoltaic module.
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“one sun,” or a “crest sun” short of what one sun will decrease the present yield of
the module by a corresponding sum. For instance, if just one-half sun (500 W/m2)
is accessible, the measure of yield current is generally cut in half for maximum
output; the face of the photovoltaic modules should be pointed as straight toward
the sun as possible as shown in Figure 19.
4.7.3 Influence of temperature on V-I characteristic of photovoltaic module
Module temperature influences the output voltage inversely. High module tem-
peratures will decrease the voltage by 0.04–0.1 Volts for each 1°C increase in
temperature (0.04–0.1 V/°C) as shown in Figure 20.
That is the reason modules ought to be totally unshaded amid activity. A shadow
over a module can nearly stop power generation. Slim film modules are not as
influenced by this issue; however, they should in any case be unshaded.
4.8 Photovoltaic system types
PV technology was first applied in space, by providing electricity to satellites.
Today, PV systems can be used to power just about anything on Earth. On the basis
of working operation PV systems operate in three basic forms.
4.8.1 Standalone PV system
A separate or standalone PV system is comprised of various individual photo-
voltaic modules (or boards) more often than not of 12 Volts with power yields of
somewhere in the range of 50 and 100+ Watts each. These PV modules are then
consolidated into a solitary cluster to give the ideal power yield as shown in
Figure 21. A basic independent PV framework is a programmed close planetary
system that produces electrical capacity to charge banks of batteries amid the day
for use around evening time when the sun’s vitality is inaccessible [11]. An inde-
pendent little scale PV framework utilizes battery-powered batteries to store the
Figure 19.
Change in photovoltaic module voltage and current on change in solar radiation.
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electrical vitality provided by a PV board or exhibit. Independent PV frameworks
are perfect for remote provincial regions and applications where other power
sources are either unreasonable or are inaccessible to give capacity to lighting,
apparatus, and different employments. In these cases, it is more savvy to introduce
a solitary independent PV framework than to pay the expenses to the neighborhood
power organization.
4.8.2 Grid interactive solar PV power system
A grid-connected system is connected to a large independent grid (typically
the public electricity grid) and feeds power either directly into a residential or
Figure 20.
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commercial building or back into the grid as shown in Figure 22. Grid-associated
frameworks differ in size from private (2–10 kWp) to sunlight-based power
stations (up to 10 s of MWp). This is a type of decentralized power age [9]. On
account of private or building-mounted network-associated PV frameworks, the
power created is bolstered into the structure, and any extra power required past
what is being created by the framework is conveyed by the matrix. On the off
chance that control is delivered in overabundance of what is required by the
structure, it is encouraged again into the matrix. The sustaining of power into the
network requires the change of DC into AC by an exceptional, framework-
controlled sun-based inverter.
4.8.3 Hybrid solar systems
A hybrid sun-powered PV framework consolidates the absolute best attributes
of an off-network and a lattice tied framework. These frameworks are associated
with the neighborhood utility matrix, yet in addition have a battery back-up
framework as shown in Figure 23. The battery enables the property holder to store
vitality for use amid nondelivering hours (during the evening or amid power
outages). These frameworks are perfect for homes where the vitality lattice is
questionable on account of harsh climate, a temperamental utility age framework,
etc. [8]. This is of specific significance for the individuals who depend on a
consistent wellspring of vitality for their home or business.
4.9 We prefer standalone photovoltaic system
Low quality of framework supply (low voltage, fluctuating recurrence, and
successive intrusions), high taxes (a lot higher than real expense of supply),
uncalled burdens (top hour limitations and impromptu burden shedding), and inert




Energy Return on Investment Analysis of a Solar Photovoltaic System
DOI: http://dx.doi.org/10.5772/intechopen.86349
electrical vitality provided by a PV board or exhibit. Independent PV frameworks
are perfect for remote provincial regions and applications where other power
sources are either unreasonable or are inaccessible to give capacity to lighting,
apparatus, and different employments. In these cases, it is more savvy to introduce
a solitary independent PV framework than to pay the expenses to the neighborhood
power organization.
4.8.2 Grid interactive solar PV power system
A grid-connected system is connected to a large independent grid (typically
the public electricity grid) and feeds power either directly into a residential or
Figure 20.
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commercial building or back into the grid as shown in Figure 22. Grid-associated
frameworks differ in size from private (2–10 kWp) to sunlight-based power
stations (up to 10 s of MWp). This is a type of decentralized power age [9]. On
account of private or building-mounted network-associated PV frameworks, the
power created is bolstered into the structure, and any extra power required past
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structure, it is encouraged again into the matrix. The sustaining of power into the
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4.8.3 Hybrid solar systems
A hybrid sun-powered PV framework consolidates the absolute best attributes
of an off-network and a lattice tied framework. These frameworks are associated
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segregate themselves absolutely from the state network and be without anyone else.
For a solid task of the business, they fundamentally need to utilize hostage age with
an excess.
Independent PV frameworks are intended to work autonomous of the electric
utility lattice, and are commonly structured and measured to supply certain DC as
well as AC electrical burdens. Around the world, independent sun-based establish-
ments are prevalent, while in India, practically all hostage control plants are of the
matrix tie. Usually, a smart thought is to begin with little and basic independent
sun-oriented PV framework first and afterward to advance from that point. The
main benefits of standalone solar electric power systems in remote locations are that
they are affordable, reliable, and flexible and their reduced cost [9].
An independent photovoltaic framework does not have the network for
reinforcement control. A point by point examination of electric burdens and
utilization is required to legitimately structure a framework that will meet the
everyday and regular loads and be inside the proprietor/administrators spending
plan. It is additionally vital that structures and gear be vitality productive to limit
control loads.
There are two kinds of off-network sun-based power frameworks: without bat-
teries and with batteries. Frameworks without battery reinforcement are less diffi-
cult to structure and cost less. In any case, they give control just when the sun is
sparkling, not during the evening or in awful climate. Frameworks with battery
reinforcement give control as long as the battery charge is over a base charge level.
These frameworks are progressively intricate to structure due to the day by day and
regular variety of illumination (sun-oriented radiation) and the vitality utilization
profile (sum and time of day). Another thought is the sort of electrical burden.
Direct right (DC) machines can be run specifically from the DC yield from the sun-
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apparatus utilize an inverter to produce the substituting current. A few frameworks
can control both DC and AC apparatus.
Independent frameworks are appropriate as reinforcement or uninterruptible
power supplies, particularly for DC hardware or in little networks where matrix
control is untrustworthy. Convenient and versatile power frameworks are likewise
accessible for remote power circumstances, for example, quick sending, brief bur-
dens, or area evolving loads, for instance, street fix, crisis circumstance, fiasco,
salvage, or one-time occasion. Independent sun-based electric frameworks can be
planned with a power limit running from 50 Watts to more than 100 KW. The real
yield relies upon the insolation (sun-based radiation vitality got on a surface region
in a given time) amid the day.
4.9.1 Operational concepts of standalone system
The standalone power system makes use of the solar PV to produce electricity.
The configuration of the system is analyzed for various photovoltaic array sizes to
operate in tandem with the battery system. The power controller unit will deter-
mine the AC conversion of the DC power in relation following the load profile
[10, 11]. The charge controller will charge the batteries with energy from solar
modules. The main objective of the system is to reduce the cost of operation and
maintenance cost by minimizing fuel consumption. A schematic of normal daily
operation of a typical solar system can be shown in a series of diagrams in figures
below.
4.9.1.1 During day time
In Figure 24, solar is the first choice and only source of energy. The inverter
converts DC power from the solar PV to AC power for the load. The extra power
produced is stored in the battery system.
4.9.1.2 Throughout night
In Figure 25, battery is the main wellspring of vitality and sunlight-based PV is
off. The inverter changes over DC control from the battery to AC control for the
heap. The battery will supply the heap to its most extreme release level.
4.9.2 Elements included in a system of photovoltaic conversion
The main elements that can be included in a system of photovoltaic conversion
are the following.
Figure 24.
PV system operation during day time.
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4.9.2.1 Batteries
Batteries are a vital component in any independent PV framework; however,
they can be discretionary relying on the structure. Batteries are used to store the
solar-produced electricity for night time or emergency use during the day.
Contingent on the sun-based exhibit setup, battery banks can be of 12, 24, or 48 V
and a huge number of amperes altogether. An average battery bank comprises of at
least one profound cycle type batteries. The profound cycle batteries are intended
to be released and after that energized hundreds or thousands of times. These
batteries are appraised in amp hours (AH), which allude to the measure of current
that can be provided by the batteries over a particular time of hours. Like sun-
oriented boards, batteries can be wired in arrangement and/or parallel to build
voltage to the ideal dimension and increment amp hours [11, 12]. The span of the
battery bank relies upon the capacity limit required, most extreme release rate,
greatest charge rate, and least temperature at which the batteries will be utilized.
Batteries can quickly supply huge floods of put away power as expected to begin or
run apparatus that the sun powered boards alone could not control.
4.9.2.2 Solar panel
The solar panel is the power source of all photovoltaic installations. It is the
result of a set of photovoltaic cells in series and parallel [12]. Solar panel gives power
to battery or inverter through charge controller (regulator). The performance of
solar PV systems varies with weather conditions due to reduced sunlight exposure
on the solar panels, which consequently reduces their output power.
4.9.2.3 Regulator
It is the component to secure the battery against gambling circumstances such as
over-burdens and over-releases [13]. The hypothetical definition of the model can
be basic, in spite of the fact that it is important to think about the impossibilities to
miss discontinuities of the model and the bury the execution with whatever is left of
the dissected models.
4.9.2.4 Transformer
A transformer can boost up the ac output voltage from the inverter when
needed. Otherwise transformer-less design is also acceptable.
4.9.2.5 Inverter
The inverter allows transforming the DC current to AC. A photovoltaic installa-
tion that incorporates an inverter can belong to two different situations, based on
Figure 25.
PV system operation during night time.
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the characteristics of the alternating network. An inverter is a gadget that changes
DC control from sun-oriented boards or put away in batteries to the standard 120/
240 Vac power. Most inverters produce 120 Vac, yet can be outfitted with a stage-
up transformer to create 240 Vac. Sun-oriented PV frameworks create direct cur-
rent, which is put away in batteries. The inverter switches the immediate current
forward and backward to create rotating current that is changed into a worthy yield
waveform. Inverters come in two fundamental yield plans: sine wave and altered
sine wave [14, 15]. The inverter is a noteworthy electronic segment of sun-based PV
frameworks and come in evaluations of 50–5500 Watts. It screens control sources
and auto chooses among sunlight-based and battery control contingent upon what is
accessible.
4.9.2.6 Charge controller
A charge controller anticipates battery over charge and outgassing and is
required for charging batteries. A charge controller screens the battery’s condition
off-charge to protect that when the battery needs charge, the best possible measure
of current is given. Interfacing a sunlight-based board to a battery without a charge
controller truly chances harming the batteries and makes a potential wellbeing
danger. Charge controllers are appraised dependent on the measure of amperage
they can process from a sun-oriented board. If a charger controller is rated at 20
amps (A), it means that you can connect a solar panel output of 20 a to the charge
controller [16, 17]. A new feature of charge controllers is Maximum Power Point
Tracking (MPPT). This is an electronic circuit that improves the effectiveness of
sun-oriented boards by augmenting yield control. It enables the charge controller to
screen the board’s yield and analyzes it to battery bank voltage. At that point, the
charge controller changes over the board voltage to the most extreme current for
better battery charging. An accuse controller of MPPT improves sun-oriented PV
framework execution by around 10%.
4.9.2.7 Metering
A sun-based PV framework meter is like a vehicle measure and is essential for
evaluating activity of sun-based PV frameworks. They affirm the battery charging
process, show control utilization, battery hold limit, and give chronicled battery
information [17]. A meter is normally situated at an advantageous spot in the home.
A decent battery meter is a valuable indicative and client administration device.
4.9.2.8 Converter
The situating of a converter between the boards and the batteries will improve
the entire photovoltaic establishment, permitting diverse controls from the frame-
work [18]. Contingent upon the connected guideline, the boards will add to the
most extreme vitality given to the framework or the ideal vitality for their activity,
guaranteeing a productive charge of the battery.
4.9.2.9 Disconnect box
Interfacing sun-oriented PV frameworks to the house and matrix require a
distinction box with circuits. Interconnection prerequisites incorporate a utility
available box with an obvious primary breaker separate switch, melded between the
batteries and other power framework segments to anticipate fires, secure individ-
uals, and gear harm in case of a glitch [18]. The battery banks and sun-powered PV
framework additionally need a shared view fixing to the house ground. Having
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contrasts in ground potential between the house, the batteries and the framework
are risky, forcing genuine electrical dangers.
• Switches and fuses: these allow the PV system to be protected from accidental
shorting of wires and allow power from the PV modules and system to be
turned “off” when not required, saving energy and improving battery life.
• Wiring: the final component required in PV solar system is the electrical
wiring. The cables need to be correctly rated for the voltage and power
requirements.
• Load: it is the component responsible to absorb this energy and transform it
into work.
4.10 Solar radiations
Solar radiation originates at the sun but is measured at the Earth’s surface. Before
solar radiations had reached the Earth’s surface, it must pass through the atmo-
sphere, where it is absorbed, reflected, refracted, and otherwise changed. Together,
these components are called the total or global radiation. The sun is a powerful
nuclear fusion reactor producing staggering amounts of energy, which is unfortu-
nately dispersed in space and practically all of it is lost. The Earth is 149,596,000 km
from the sun, and at this distance, solar flux is relatively small. The energy
intercepted by the Earth over 1 year is equal to the energy emitted by the sun in just
14 ms. Energy is radiated by the sun as electromagnetic waves of which 99% have
wavelengths in the range of 0.2–0.4 μm [19]. Solar power realization on the crest of
the Earth’s environment consists of about 8% ultraviolet radiation (short wave-
length, less than 0.39 μm), 46% visible light (0.39–0.78 μm), and 46% infrared
radiation (long wavelength more than 0.78 μm) as shown in Figure 26.
The sun is a big ball of extremely scorching gases, the heat being generated by a
variety of fusion reactions. Its diameter is 1.39  106 km as that of the Earth is
1.27  104 km. The average distance between the two is 1.50  108 km. Though the
sun is big, it subtends an angle of merely 32 min at the Earth’s exterior. This is
because it is also at a very large distance [21]. Thus, the beam radiation received
from the sun on the Earth is almost parallel. The brightness of the sun varies from
Figure 26.
The distribution of solar radiation.
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its center to its edge. The quantity of solar energy falling per instant on unit area,
held 90° to the solar radiation outside the Earth’s atmosphere when the Earth is at
the average distance from the sun is known as the “solar constant.” As per the latest
measurements, the solar constant has a value of 1.36 KW/m2 or 1.95 calories/cm2
per minute.
4.10.1 Earth-sun relationship and insolation
Earth’s seasons are constrained by changes in the length and the power of sun-
powered radiation or insolation. Both of these variables are thus administered by
the yearly change in the situation of the world’s hub with respect to the sun. Yearly
changes in the situation of the world’s hub cause the area of the sun to meander 47°
over our skies. Changes in the area of the sun directly affect the power of sun-based
radiation. The power of sun-based radiation is to a great extent a component of the
edge of occurrence, the edge at which the sun’s beams strike the world’s surface
[22]. In the event that the sun is situated straightforwardly overhead or 90° from
the skyline, the approaching insolation strikes the outside of the Earth at right edges
and is generally serious. In the event that the sun is 45° over the skyline, the
approaching insolation strikes the world’s surface at an edge as shown in Figure 27.
This causes the beams to be spread out over a bigger surface zone of frequency from
90 to 45°. As illustrated, the lower sun angle (45°) causes the radiations to be
received over a much larger surface area. This surface area is approximately 40%
greater than the area covered by an angle of 90°. The lower angle also reduces the
intensity of the incoming rays by 30%.
4.11 Measurement of solar radiations
4.11.1 Universal solar irradiance: pyranometers
The essential instrument used to quantify worldwide sun-powered irradiance is
the pyranometer, which estimates the sun’s vitality originating from all headings in
the half of the globe over the plane of the instrument. The estimation is of the
aggregate of the direct and the diffuse sun-oriented irradiance and is known as the
worldwide sun-powered irradiance. The most well-known pyranometer configura-
tion utilizes a thermopile (different thermocouples associated in arrangement)
connected to a slight darkened retaining surface protected from convective misfor-
tune and protected against conductive misfortunes as shown in Figure 28. At the
point when put in the sun, the surface accomplishes a temperature corresponding to
the measure of brilliant vitality falling on it. The temperature is estimated and
changed over through exact adjustment into readout of the worldwide sun-based
irradiance falling on the engrossing surface [21, 23, 24]. A legitimately structured
Figure 27.
Effect of angle on the area that intercepts an incoming beam of radiation.
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instrument estimates radiation in all the sun-powered wavelengths and its reaction
to radiation ought to be relative to the cosine of the edge between the sun and a line
typical to the pyranometer safeguard surface.
The common utilization of a pyranometer is for estimation of the worldwide flat
sun-oriented irradiance. For this reason, it is set in a level introduction and ade-
quately high over the environment so it has an unmistakable, hemispheric perspec-
tive on the whole sky with no shading or reflecting trees or structures inside this
field of view [24].
To gauge the immediate typical part of the sunlight-based irradiance, just an
instrument called an ordinary rate pyrheliometer (NIP) is utilized. This gadget,
shown in Figure 29, is basically a thermopile pyranometer put toward the finish of
a long cylinder which is gone for the sun [21]. The viewpoint proportion of the
cylinder is generally intended to acknowledge radiation from a cone of around
5 degrees. A two-pivot following system is consolidated to keep up the sun’s circle
inside the acknowledgment cone of the instrument.
Notwithstanding the pyranometer and the ordinary occurrence pyrheliometer,
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is a customary estimation frequently—detailed in meteorological perceptions. This
is the “length of daylight.” The conventional standard instrument used to quantify
this parameter is the Campbell-Stokes daylight recorder. This instrument comprises
a glass circle that centers the direct sun-based radiation and consumes a follow on
an extraordinary pasteboard card [25, 26]. These recorders have been supplanted in
many establishments by photograph indicator enacted “daylight switches”.
4.12 Design of a photovoltaic electric power system
Regular strategies for bringing power to the heap focus through long separation
voltage transmission/dissemination framework are not in every case financially
practical, if the heap focus is situated far from the focal transmission network. In
this circumstance, direct transformation and capacity of sun-oriented vitality to
power using sun-based cell boards and the batteries offer an option and alluring
strategy for giving electrical vitality to such loads. Aside from the sunlight-based
boards, the photovoltaic electric power system (PEPS) is made out of various
different parts, for example, exhibit structure, mounting outlines, control circuits,
wiring and interconnections, stockpiling batteries, and extras. Expenses are likewise
acquired for the framework estimating and structure establishment and checkout
and testing and upkeep, and so forth, all these can be lumped together as balance of
system (BOS). The plan of PEPS for any heap focus needs watchful thought of both
sun-powered cell boards and BOS segments [26, 27]. Now we design PEPS for
necessary load in Chandigarh University, Gharuan, Mohali.
4.12.1 Electrical energy needs and load pattern
The electrical energy needs of the Chandigarh University (CU), Gharuan for
which we have to design PEPS are given below. The load is calculated for Boy’s
Hostel-2 as shown in Table 4.
Calculation of load:
Light points = 5607  60 = 336.42 KW
Fan points = 5328  80 = 426.24 KW
Plug (5 Amp) = (6921/3)  60 = 138.42 KW
Plug (15 Amp) = (940/3)  1000 = 313.33 KW
AC’s = 82  2500 = 205.00 KW
Motive load = 94.815 KW.
Total campus
load = 336.42 + 426.24 + 138.42 + 313.33 + 205 + 94.815 = 1514.225 KW
We consider just the fundamental heap of Boys’ Hostel-2 for count for summer
season.
The thought of day time load is from 8 am to 4:30 pm while the thought of night
load is from 5 pm to 7 pm. To plan a PEPS for the above burdens, most importantly,
we build up a strategy to break down everyday electrical vitality needs and burden
example of the Boys’ Hostel-2 at C.U. Gharuan. The all out size of sun-based cell
boards and capacity batteries is resolved from the vitality balance contemplations.
4.12.2 Energy balance considerations
So as to choose the correct size sun-oriented cell boards and capacity batteries
for meeting the day and evening time loads, we characterize a vitality balance
condition where the absolute vitality accessible from sun powered exhibit (ESA) is
adequate to energize the battery (EB) and vitality required by the framework
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instrument estimates radiation in all the sun-powered wavelengths and its reaction
to radiation ought to be relative to the cosine of the edge between the sun and a line
typical to the pyranometer safeguard surface.
The common utilization of a pyranometer is for estimation of the worldwide flat
sun-oriented irradiance. For this reason, it is set in a level introduction and ade-
quately high over the environment so it has an unmistakable, hemispheric perspec-
tive on the whole sky with no shading or reflecting trees or structures inside this
field of view [24].
To gauge the immediate typical part of the sunlight-based irradiance, just an
instrument called an ordinary rate pyrheliometer (NIP) is utilized. This gadget,
shown in Figure 29, is basically a thermopile pyranometer put toward the finish of
a long cylinder which is gone for the sun [21]. The viewpoint proportion of the
cylinder is generally intended to acknowledge radiation from a cone of around
5 degrees. A two-pivot following system is consolidated to keep up the sun’s circle
inside the acknowledgment cone of the instrument.
Notwithstanding the pyranometer and the ordinary occurrence pyrheliometer,
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electrical burden including framework misfortunes (EL), for example, without any
reinforcement control supply.
ESA ¼ Ebþ EL (2)
Assuming that the night time load is solely provided by the storage batteries
with an overall efficiency factor K1:
EB ¼ EN=K1 where K1 ¼ ηD:FU:ηR:ηL:ηB (3)
ηD being the solar array diode efficiency, FU the solar array utilization factor, ηR
the regulator efficiency, ηL the line loss factor, and ηB the battery Whr efficiency.
Similarly assuming that most of the day time load is directly fed by the solar
array except when PD > PSA, the solar array output is given as
EL ¼ ED:α=K2þ 1� αð Þ ED=K1 (4)
where α is the fraction of day time when PD < PSA and K2 = K1 /ηB is the overall
efficiency factor by which the solar array directly drives the load.
The solar array size is expressed in terms of its peak output PSAMP which is
obtained from:
ESA ¼ PSAMP∑ f tð Þ dtð ÞI;where I is from i ¼ 1 to P (5)
where f(t) = ESA/PSAMP over the ith segment (dt)I during the day time load. z
is the number of time segments in the day.
The capacity (CB) in Ahr of the storage battery at the rated load is determined
by the daily night load and a part of day time load for which sufficient storage is to
be provided as protection against cloudy weather, thus leading to
CB ¼ xPNþ yPD= ηLVD CD=100ð Þ½ � (6)
where x and y are the periods for which storage are to be provided for different
loads, VD is the average voltage of discharge of batteries, and CD is the maximum
permissible depth of discharge in percentage.
Sr. No Name of building Light points Fan points Plug 5 Amp Plug 15 Amp AC’s
1 Main building 1144 1415 1400 204 30
2 HMCT 400 460 460 100 15
3 Polytechnic 402 468 455 70 10
4 Engineering Block 398 442 450 100 15
5 CBS 405 504 465 112 12
6 Boys’ Hostel-1 1413 536 1593 22 Nil
7 Boys’ Hostel-2 595 483 1148 Nil nil
8 Girls’ Hostel 700 805 750 264 Nil
9 Workshop 150 215 200 68 Nil
Total 5607 5328 6921 940 82
Table 4.
Total load of C.U. campus.
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4.12.3 Balance of system components
As referenced before, separated from the sun-based cell boards, the PEPS
includes various parities of framework parts, for example, (a) cluster module
mounting outlines, outline backings, and establishments; (b) electrical control cir-
cuits, load executives and power molding hardware, wiring interconnections, and
so on; and (c) stockpiling batteries, racks, and venting types of gear, and so on [22].
Further expenses are likewise caused for the establishment and checkout of
module test and investigation, framework estimation, and structure bundling
upkeep, and so on; the whole of all these expenses, lumped as BOS cost, should be
considered for plan of PEPS. An important factor contributing to the highly
nonlinear behavior of BOS cost /peak W with the PEPS size is the nature of varia-
tion of the storage batteries cost/Ahr with the capacity in Ahr of battery.
4.13 Design requirements
A module can be made by attaching one cell to another with metal shaped from
solid wire or solid ribbons. The interconnections can be rigid or flexible to contend
with movement within the array produced by thermal expansions and other forces.
All connections should provide for the lowest possible resistance and least possible
interference with PV performance. Thus designers attempt to keep such connection
short, reducing cross sectional area against increasing resistance. The output from
an array is tied to a collecting conductor called a bus.
4.13.1 Placing of cells
Placements of cells in the array and cell’s shape are important. Overall panel
efficiency as measured by voltage per unit area drops as the space between cell
increases. Large cells are not often to boost packing efficiency (i.e., the need for a
maximum cell to panel area ratio). Cell sizing is an important aspect in creating a
module with desired electrical properties. The current available from a cell varies
with the size of the cell and voltage remains constant. For large voltage, many small
cells should be connected in series [19]. Round cells are used that have been cut in
half and then placed into an array in an offset pattern to get more of them into a
unit area. This increases the packing density of the cell. It can also be increased by
square or hexagonal cells. Cells are placed as closely or as possible and cannot be
allowed to touch as they will short out electricity [30]. Extra space must be allowed
between the cells to accommodate thermal expansion.
4.14 Array support
There is more to array building that resourcing electrical need individual solar
cells are fragile groups of them can be equally fragile. Each module must be able to
hold up to the rigour of assembly and disassembly. An array must be able to
withstand mild loads, mechanical movements, and stresses induced by temperature
changes. Part of a module’s support is the form of the transparent cover applied to it
[31]. The primary application of the cover is to protect the PV module against
conditions with oxygen, humidity, dust, and precipitation.
4.14.1 Size of array
Size of solar cells may be ranging from about 1 mm to over 100 mm in diameter.
The thickness range for the most common silicon cells is 0.2–0.4 mm.
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electrical burden including framework misfortunes (EL), for example, without any
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is the number of time segments in the day.
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be provided as protection against cloudy weather, thus leading to
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where x and y are the periods for which storage are to be provided for different
loads, VD is the average voltage of discharge of batteries, and CD is the maximum
permissible depth of discharge in percentage.
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with movement within the array produced by thermal expansions and other forces.
All connections should provide for the lowest possible resistance and least possible
interference with PV performance. Thus designers attempt to keep such connection
short, reducing cross sectional area against increasing resistance. The output from
an array is tied to a collecting conductor called a bus.
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efficiency as measured by voltage per unit area drops as the space between cell
increases. Large cells are not often to boost packing efficiency (i.e., the need for a
maximum cell to panel area ratio). Cell sizing is an important aspect in creating a
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hold up to the rigour of assembly and disassembly. An array must be able to
withstand mild loads, mechanical movements, and stresses induced by temperature
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We developed a very simple semi-empirical rule for the selection of the size of
array.
Pph ¼ LHþ LHd=Cr Bb � 100ð Þ=X (7)
where Pph is the array size in peak watts. X is the annual average equipment
peak hours per day that is the annual average watt-hours received per weak hour of
flat plate photovoltaic module per day. L is load rating in watts. H is the hours of
operation per day. d is the number of days of storage required. Cr is the charge
recovery period of the period and Bb is the watt-hour efficiency of the battery.
The value of X is directly dependent on the total insolation received by the panel
at the site of installation. The value of X can be estimated as
X ¼ EXm=12;   With Xm ¼ ηov Im=ηm (8)
where ηov is the overall efficiency of the system, Im is the average insolation on
a horizontal surface of the location, and ηm is the module efficiency. The overall
efficiency is the product of the module efficiency and the balance of system effi-
ciency, including the power conditioning efficiency, temperature coefficients of
efficiency, and so on.
4.14.2 Solar panels
Most of the silicon solar cells employed for terrestrial applications are round of
5 cm diameter and a thickness of 0.3–0.5 mm. the tendency is toward large diame-
ters. A cell of 5 cm diameter with a surface area of about 20 square cm delivers in
full sun and at room temperature a power of 0.2 W at 0.45 Volts. For higher power
or higher voltage, a number of cells must be assembled into a panel [31, 32]. For
instance, to double power at constant voltage, two cells are connected in parallel. By
connecting a number of cells in parallel and series, it is possible to provide any
amount of power at a desired voltage.
4.14.3 Battery storage
The simplest means of storage on a smaller moderate scale is in electric storage
battery. Solar cells produce the direct current required for battery charging. The
stored energy can then be delivered as electricity to the local load when needed. A
battery is a combination of individual cells. A cell is the elemental combination of
materials and electrolyte constituting the basic electromechanical energy storer. A
battery can also be thought as a block-box into which electrical energy is put, stored
as electromechanical energy, and later regained as electrical energy. Primary batte-
ries are nonrechargeable while secondary batteries can be recharged again and
again. So secondary batteries are of chief interest for solar electrics. Examples of
secondary batteries are lead-acid, nickel-cadmium, iron-air, nickel-hydrogen, zinc-
air, sodium-sulfur, sodium-chlorine, etc.





I2 E2 dt (9)
where I1 = battery discharging current for a period of 0 to t1. I2 = battery
charging current for a period of 0 to t2. E1 = Battery discharging terminal voltage.
E2 = Battery discharging terminal voltage.
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Cycle life is the number of times the battery can be charged and discharged
under specified conditions and this may vary greatly with the depth of the
discharge. Deep discharge tends to result in short cycle life.
4.15 Design calculations
Site information:
Proposal site for the solar plant is Chandigarh University, Gharuan, Mohali,
Punjab. Its coordinates are
Latitude: 30°4605″ N
Longitude: 75°34036″ E
Now by using the above relations, we can design the PEPS as below.
• Total roof area = 1050.1416 m2
During summer, solar energy is available for 8 h per day. Therefore, array size can
be calculated using a natural energy loss factor of 0.85 [9].
• Array size = (0.85 � 905.94)/8
= 96.256 KW
= 97 KW (approximately)
• We use 150 W panel of 1.5 m2. Therefore, the number of solar panels (Ns)
required is calculated as
Ns = total load in watts/rating of single panel in watts
= 97 x 103/150
= 646.67
Ns = 647 (approximately).
(Based on the roof area we need: 1050.1416 m2/1.5 m2 = 700. Therefore, we have
enough space for the accommodation of 647 panels.)
• We use 12 Volts, 17 Ahr lead acid battery. The capacity of storage batteries CB
in Ahr is determined as
CB = total KWhr/voltage of single battery
= 905.94 KWhr/12 Volts
= 75.495 KAhr
• The number NB of lead acid batteries required can be calculated as
NB = CB/Ahr rating of single battery.
= 75.495 KAhr/17 Ahr
Type of load Quantity Wattage Total wattage Hours of operation Total KWhr
Light points 593 60 35,580 17 656.880
Fan points 483 80 38,640 7 249.060
Total 905.940
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Cycle life is the number of times the battery can be charged and discharged
under specified conditions and this may vary greatly with the depth of the
discharge. Deep discharge tends to result in short cycle life.
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Now by using the above relations, we can design the PEPS as below.
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During summer, solar energy is available for 8 h per day. Therefore, array size can
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• We use 150 W panel of 1.5 m2. Therefore, the number of solar panels (Ns)
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= 646.67
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(Based on the roof area we need: 1050.1416 m2/1.5 m2 = 700. Therefore, we have
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= 75.495 KAhr
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• We use 12 V, 20 Ampere charge controller. The rating of the charge controller
is in amperes and can be calculated as
= Total load in W/12 Volt
= 97  103 W/12 Volts
= 8.0833  103 Amp
= 8083.333 Amp
= 8083 Amp




For 97 KW load we need 97 KW inverter.
Now the total BOS cost can be calculated as
Cost per watt is $0.70 or Rs 37.667 [14].
Cost of solar panels C = total load in watts  cost per watt
= 97  103 W  Rs 37.667
C = Rs 3,653,699
Cost of battery can be calculated as:
= NB  cost of one battery
= 4441  $34
= 4441  1982.54
= Rs 8804460.14
Cost of charge controller can be calculated as
= NC  cost of one charge controller
= 440 x Rs 1899
= Rs 835,560
Cost of 97 KW inverter can be calculated as
= total load in KW  cost per KW
= 97  $2000
= 97  Rs 107,620
= Rs 10,439,140.
Total cost = cost of solar panel + cost of battery + cost of charge controller + cost
of inverter.
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= 3,653,699 + 8804460.14 + 835,560 + 10,439,140
= Rs 23732859.14
To take into account the cost of wiring, junction box, etc., 20% of the total cost is
added to get the total cost of the project.
= 20% Rs 23732859.14
= Rs 4746571.828
Therefore, the total cost of the project C = Rs 23732859.14 + 4746571.828
C = Rs 28479430.83
If we purchase the energy from the utility, we have to pay
= total demand in KWhr  price of one unit
= 905.94 KWhr  Rs 7/unit
= Rs 6341.58
Total cost per year is
D = Rs 6341.58  365
D = Rs 2314676.7/year
Payback period
It is the period of time required to recoup the expense of a venture. The recom-
pense time of a given speculation or venture is a critical determinant of whether to
embrace the position or undertaking, as longer compensation periods are regularly
not attractive for speculation positions.
Payback period = cost of project/annual cash inflows
The payback period can be calculated using the following equation:
C – ND = 0
Or N = C/D
where C = Rs 28479430.83
D = Rs 2314676.7/year
Therefore,
N = Rs 28479430.83/Rs 2314676.7
N = 12.3
Therefore, the cost of the project installation can be paid back or recovered in 12
or 13 months.
5. Results
From the structure system, roof top methodology has accommodated the estab-
lishment of the sun powered boards at Boys’ Hostel-2 C.U. This methodology is the
coordination of the boards to the top of the structure. This methodology is given as
it replaces the regular rooftop while enabling the normal daylight to channel
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added to get the total cost of the project.
= 20% Rs 23732859.14
= Rs 4746571.828
Therefore, the total cost of the project C = Rs 23732859.14 + 4746571.828
C = Rs 28479430.83
If we purchase the energy from the utility, we have to pay
= total demand in KWhr  price of one unit
= 905.94 KWhr  Rs 7/unit
= Rs 6341.58
Total cost per year is
D = Rs 6341.58  365
D = Rs 2314676.7/year
Payback period
It is the period of time required to recoup the expense of a venture. The recom-
pense time of a given speculation or venture is a critical determinant of whether to
embrace the position or undertaking, as longer compensation periods are regularly
not attractive for speculation positions.
Payback period = cost of project/annual cash inflows
The payback period can be calculated using the following equation:
C – ND = 0
Or N = C/D
where C = Rs 28479430.83
D = Rs 2314676.7/year
Therefore,
N = Rs 28479430.83/Rs 2314676.7
N = 12.3
Therefore, the cost of the project installation can be paid back or recovered in 12
or 13 months.
5. Results
From the structure system, roof top methodology has accommodated the estab-
lishment of the sun powered boards at Boys’ Hostel-2 C.U. This methodology is the
coordination of the boards to the top of the structure. This methodology is given as
it replaces the regular rooftop while enabling the normal daylight to channel
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through. As a rooftop, it servers as auxiliary and climate condition prerequisites by
giving basic quality and solidness; it secures against harms like substance and
mechanical harm, averting against flames, and ensuring against downpour, sun,
wind, and dampness; it permits heat assimilation and warmth stockpiling; it con-
trols the dissemination of light and so on; notwithstanding these highlights, it fills in
as a power generator through gathering some portion of the electrical burden
necessities of the structure.
In view of the very particular nature of both sunlight-based cells and capacity
cells, indicated burdens can be controlled independently by individual rooftop-top
PEPS for meeting similar vitality needs of the diverse loads as referenced previously.
6. Conclusion and future scope of the work
It is normal that with present increasing speed in the endeavors with respect to
makers, creators, organizers, and utilities with satisfactory governmental support,
PV frameworks will within the following two decades involve a position of pride in
the nation’s capacity part, guaranteeing ideal usage of the vitality specifically from
the sun around the year. Plainly, the SPV framework can give some help toward
future vitality requests. This PV framework comprises PV exhibit with vitality
putting away gadgets and power electronic gadgets that have been talked about in
this undertaking work to accomplish an effective and cost focused framework
design so that sun-based power sources could improve the life of individuals par-
ticularly in provincial regions where power from primary lattice has not come yet
[33]. The procedure received appears to be tasteful for deciding the conceivable
required vitality from the sun-based board for a self-assertively picked zone. The
complete BOS cost determined appears to be palatable for the proposed structure.
The surplus vitality produced can be utilized when sun is not accessible.
6.1 Future scope of the work
Later on, we will figure out the quantity of PV exhibits and cost of the frame-
work which can satisfy the heap need of all grounds. In the beginning, we have not
considered the climate control system load. In future, we will incorporate the heap
of forced air systems. A point by point cost investigation can be made considering
carbon credit to demonstrate whether it is monetarily feasible or not since the
execution of PV framework is firmly reliant on misfortune factors, for example,
shading, PCS misfortunes, bungle, PV exhibit temperature rise, and so on. There is
a need for checking on these misfortune elements to assess and investigate precisely
the execution of PV framework. This framework can be structured with addition-
ally some other electrical machines like channel for stifling the swells. A point by
point execution examination of the present framework can be done to demonstrate
its unwavering quality as a future study. Sun-based PV is an innovation that offers
an answer for various issues related with nonrenewable energy sources. It is spotless
decentralized, indigenous, and does not require consistent import of an asset.
What’s more, India has among the most noteworthy sun-oriented irradiance on the
planet which makes sun-based PV even more appealing for India. The territories of
Orissa and Andhra Pradesh likewise house probably the best quality stores of silica.
India has a substantial number of cell and module producers. Despite every single
above preferred standpoint, Indian Photovoltaic Program is still in the earliest
stages. One reason could be nonappearance of basic, activity arranged, and forceful
PV approach of the nation both in state and focal dimension. All the more rapidly
we do it with the experts, the more we ensure our future vitality security.
86
Innovation in Energy Systems - New Technologies for Changing Paradigms
Acknowledgements
I am thankful to Chandigarh University management for giving me an
opportunity to undergo my project in this esteemed institute. My most thanks to
Dr. Inderpreet Kaur, Professor and Head, Department of Electrical Engineering,
Chandigarh University, Gharuan, for continuous support and motivation.
A. APPENDIX
Specification of solar panel used
EPCOM polycrystalline solar panel
Wattage of single solar panel = 150 Watt
Cells per module = 36
Maximum power voltage = 18.28 V
Maximum power current = 8.21 Amp
Open circuit voltage = 21.9 V
Short circuit current ISC = 8.93 Amp
Cell efficiency = 17%
Module efficiency = 14.9%
Cell size (mm) =156  156
Dimensions = 1480  680  35
Weight = 11.6 kg
Price of single panel = $ 0.70
Specification of sealed lead acid battery
Nominal voltage = 12 V
Nominal capacity = 17 Ahr, 204 Whr
Maximum charging current = 5.1 Amp
Maximum discharging current = 255 Amp
Dimension = 181 mm  76 mm  167 mm
Weight = 6150 g
Energy density = 3 Whr/Kg
Price = $34.00
Others
Maximum number of panels in series = V inverter/V panel
Maximum number of panels in parallel = I inverter/I panel
87
Energy Return on Investment Analysis of a Solar Photovoltaic System
DOI: http://dx.doi.org/10.5772/intechopen.86349
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the sun around the year. Plainly, the SPV framework can give some help toward
future vitality requests. This PV framework comprises PV exhibit with vitality
putting away gadgets and power electronic gadgets that have been talked about in
this undertaking work to accomplish an effective and cost focused framework
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Later on, we will figure out the quantity of PV exhibits and cost of the frame-
work which can satisfy the heap need of all grounds. In the beginning, we have not
considered the climate control system load. In future, we will incorporate the heap
of forced air systems. A point by point cost investigation can be made considering
carbon credit to demonstrate whether it is monetarily feasible or not since the
execution of PV framework is firmly reliant on misfortune factors, for example,
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a need for checking on these misfortune elements to assess and investigate precisely
the execution of PV framework. This framework can be structured with addition-
ally some other electrical machines like channel for stifling the swells. A point by
point execution examination of the present framework can be done to demonstrate
its unwavering quality as a future study. Sun-based PV is an innovation that offers
an answer for various issues related with nonrenewable energy sources. It is spotless
decentralized, indigenous, and does not require consistent import of an asset.
What’s more, India has among the most noteworthy sun-oriented irradiance on the
planet which makes sun-based PV even more appealing for India. The territories of
Orissa and Andhra Pradesh likewise house probably the best quality stores of silica.
India has a substantial number of cell and module producers. Despite every single
above preferred standpoint, Indian Photovoltaic Program is still in the earliest
stages. One reason could be nonappearance of basic, activity arranged, and forceful
PV approach of the nation both in state and focal dimension. All the more rapidly
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Efficiency, Energy Saving, and 
Rational Use of Energy: Different 
Terms for Different Policies
Nino Di Franco and Mario Jorizzo
Abstract
In recent years, the increasing interest for energy efficiency has multiplied the 
number of players and the issuing of legislative documents, so the very notion of 
“efficiency” has taken different meanings in a more or less wide range of defini-
tions, sometimes overlapping between them. These definitions often evoke dif-
ferent concepts such as “energy saving,” “rational use of energy,” “efficient use of 
resources,” “reduction of consumptions,” etc., in an amalgam shadowed by ambigu-
ous interpretations. This paper proposes a clarification of the different expressions 
by defining their functional and conceptual boundaries and interrelationships, 
focusing the attention on the energy aspects, and leaving out other dominions that 
might govern or accompany that variable, such as, sustainability, competitiveness, 
economy, etc. The issue is not merely lexical or taxonomic. In fact, the strict defini-
tion of a concept defines its area of interest, and the decision-maker, when issuing 
a measure, should choose from his portfolio of available tools only those consistent 
with the involved domain.
Keywords: efficiency, energy saving, rational use of energy, definition, classification
1. Introduction
In recent years, the increasing interest for energy efficiency has multiplied the 
number of players and the issuing of legislative documents, so the very notion of 
“efficiency” has taken different meanings in a more or less wide range of defini-
tions, sometimes overlapping between them [1, 2]. These definitions often evoke 
different concepts such as “energy saving,” “rational use of energy,” “efficient use of 
resources,” “reduction of consumptions,” etc., in an amalgam shadowed by ambigu-
ous interpretations. The Energy Efficiency Plan 2011 of the European Commission 
[3] quotes, for example:
Technically, “energy efficiency” [4] means using less energy inputs while maintain-
ing an equivalent level of economic activity or service; ‘energy saving’ [5] is a 
broader concept that also includes consumption reduction through behavior change 
or decreased economic activity. In practice the two are difficult to disentangle 
and—as in this communication—the terms are often used interchangeably.
According to IEA [6], “energy efficiency” is a concept that can be difficult to 
define since it can mean different things to different people. One difference of 
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opinion usually lies in whether energy efficiency encompasses only the technical 
efficiency of an energy service, i.e., the energy consumed as a result of a technologi-
cal performance, or whether non-technical factors such as behavior are included in 
the interpretation of energy efficiency.
Directives 2006/32/EC and 2012/27/EU contain their own definitions of 
“energy efficiency” and “energy saving,” but ambiguity between the terms persists. 
This paper proposes a clarification of the different expressions by defining their 
functional and conceptual boundaries and interrelationships, focusing the atten-
tion on the energy aspects, and leaving out other dominions that might govern or 
accompany that variable, such as, sustainability, competitiveness, economy, etc. 
The issue is not merely lexical or taxonomic. In fact, the strict definition of a con-
cept defines its area of interest, and the decision-maker, when issuing a measure, 
should choose from his portfolio of available tools only those consistent with the 
involved domain. There would otherwise be the risk of using resources to promote 
“efficiency” using “energy-saving” tools possibly insufficient or even incompatible 
with the desired goal.
The lack of strict definitions in the field of the rational use of energy is, on 
one side, a source of uncertainty in the identification of targets, in their degree of 
achievement and selection of most suitable policy tools, and, on the other side, a 
reason of unwilled policy bias toward specific option and result [7, 8]. The main 
weaknesses of the energy policies developed in these conditions are the lack of 
criteria for monitoring performance, the lack of adequate financial assistance, and 
inappropriate communication in terms of message as well as targeted audience.
An example of great importance that corroborates our position is linked to the 
effects of the Green Deal (GD) [9], a vast plan to promote energy saving in homes 
launched in the UK in 2013, and which has shown signs of suffering since the first 
year of application (e.g., compared to a target of 2 million homes to be retrofitted each 
year, only 6000 had been retrofitted every year by the end of 2016). The vast litera-
ture produced in this regard has identified the following, among the various causes:
1. The GD did not require that the financeable efficiency measures should 
achieve given levels of energy savings nor provide criteria for monitoring the 
performances, thereby introducing uncertainties on the degree of achievement 
of the targets and on the corrective measures to be introduced (an energy sav-
ing must be measurable).
2. In a first phase (2013–2014), no state subsidies were envisaged that would 
make the efficiency improvement measures profitable (the net present value of 
energy savings must be positive).
3. In a second phase (2014–2015), state funds were made available, but not to the 
extent required by demand or in a long-term perspective (energy savings must 
be stable over time).
4. The government team that introduced the GD was composed of generalist 
officials with no experience in the field of energy efficiency, and above all 
without experts in the social-psychological, marketing, and communication 
fields (a given goal should require dedicated professionalism).
5. The GD could finance energy efficiency measures (e.g., insulation of walls), 
energy waste reduction (e.g., draft proofing), and use of renewable sources 
(e.g., solar panels) altogether. These actions aim at conceptually different goals 
and should have required different tools to be implemented.
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A proper definition of the terms “energy saving,” “efficiency,” and “rational use” 
will therefore make correlations possible like
  "area of interest → tool" 
as support for the policy-makers when establishing the principles of an action 
plan and for the analysts to check the results and the inner consistency between the 
goals and the means used to achieve them.
2. The classification issue
In recent decades many pieces of legislation on the issue of energy conservation 
at EU and national levels have been produced. Their stated goal is the improvement 
of the use of energy by end users through both prescriptive standards and direct/
indirect financial support. Over time, such legislative tools have limited tempera-
ture in homes at 20°C, provided tax deductions for energy-saving interventions 
in buildings, granted energy efficiency certificates for measures in the industry 
sector, introduced labeling and energy performance certification, stimulated the 
market for the ESCOs, stated the appointment of an energy manager, supported 
the practice of energy audits and energy performance contracts, etc., thus creating 
a fertile ground for the identification of additional areas—in productive activities 
and in social life—of improvement. This legislative and regulatory process [10] is 
still in progress, and Italy and the EU Member States consider it as a cornerstone 
of their energy policy. On the other hand, energy can be saved even when turning 
off the lights when leaving a room, recovering heat in a production process, buying 
four-star appliances, installing a cogeneration plant, joining the local district 
heating, using stairs instead of elevators or bikes instead of cars, eliminating 
drafts under doors at home, connecting an inverter to an electric motor, becoming 
vegetarians, funding ads and documentaries on TV to create awareness among 
consumers, inserting the chapter “How to Use energy” in the books for elementary 
schools, and installing smart meters or modifying the wing profile of an aircraft 
or favoring the recycle of glass. Given the current regulatory framework, it would 
be difficult to identify, between those listed above, the “rational use of energy” or 
“energy-saving” or “energy efficiency” measures. The task we want to deal with in 
the next chapter is the survey of these families but also of other and different ones, 
in which the various measures listed above are logically contained.
3. Limiting energy consumptions
Any kind of measures able to save energy, e.g., those listed in the previous chapter, 
could belong to two classes: technical and nontechnical measures. All the initiatives 
related to plants or machineries with better performance than those previously installed 
may belong to the first family, while initiatives derived from behaviors of certain social 
classes (e.g., public employees, workers, students, families) or from the way certain 
productive processes are managed may belong to the second. The family of the technical 
measures could be further subdivided by the energy carrier (electricity, steam, fuel, 
etc.), by the primary source saved (natural gas, oil, coal, biomass, etc.), etc.
Another possibility is to classify the measures according to the kind of approach, 
whether top-down or bottom-up. Top-down measures “command and control” 
imposed by a higher authority; bottom-ups are those stemming from a free decision 
of the final users.
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Another criterion might be related to the kind of final uses, for example, build-
ings (walls or the HVAC plants), industry (the utilities or the process), the tertiary 
sector, and transports and, again according to the production chains (paper, glass, 
textile, etc.), by types of services provided (by schools, offices, retail, etc.) or kind 
of transport means (land, air, naval).
Other methods could address the complexity of the measures (from “no cost 
good housekeeping” practices such as turning off lights to complex project with 
relevant financial implication)
The criteria partially exposed above, in the absence of a unifier element, seem, 
however, biased toward a simple cataloging, able in case to put order in the great 
family of “measures to limit energy consumptions” but unable to provide added 
values for the decision-maker/legislator when establishing an integrated policy.
A new method based on a classification by areas of interest is presented below; 
uniform measures will be referred to any given field, to be implemented with 
consistent and dedicated resources and tools.
4. Energy saving
Let’s start from the “energy-saving” concept through a clear and precise defini-
tion interpreting the expectation of a given policy, namely, an available and effec-
tive tool for the reduction of the energy consumptions in a framework of increased 
competitiveness, sustainability, and alleviation of the trade balance with foreign 
countries.
First of all let’s ask ourselves if, reducing the energy consumption in a given 
context from a value E1 to a value E2, one could call “energy saving” the difference 
of E1-E2. We think it is possible as far as the following conditions are met.
First, “energy saving” should be voluntary and programmable. As such, it must 
come from a plan considering the final users’ consumption profile, the technologi-
cal offer, and the trend of energy markets. If a reduction of the demand came from 
nonvoluntary factors instead—for example, thanks to the favorable climatology or 
to the market dynamics making low-energy products or services more attractive 
in certain periods—such reduction might constitute a lucky contingency, but it 
couldn’t be called “energy saving” because the feature of planning, linked to any 
policy action, would be missing.
Second, “energy saving,” meaning the difference between an ex ante and an ex 
post consumption, must be measurable: the decision-maker, whether public or pri-
vate, must be able to precisely determine the quantitative effect E1-E2 that the cho-
sen initiative, once realized, will be able to produce in order to assess the adequacy to 
achieve a given objective, to follow the evolution of the results produced in time and 
to compare the actual results against the amount of resources fielded. In this regard, 
let’s consider the typical asymmetry between the ex ante and ex post measure-
ments: when implementing an initiative to rationalize a given device, consumptions 
ex ante are certainly measurable, while the future ones will only be alleged and 
uncertain, and, if possible, they can only be estimated using engineering formulas. 
However, when the initiative is put in place at present, consumptions ex post are 
surely measurable; the effects are then determined (in the absence of a meter already 
installed on the machine), counting ex ante consumptions through empirical and/or 
statistical methods. The lack of a meter measuring ex ante or ex post consumptions 
necessarily causes uncertainty in the calculation of actual savings.
From the need to measure energy savings, one can argue that the technological 
initiatives, whose ex ante and ex post consumptions are certainly measurable, fall 
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certainly within the definition; it will not be so easy for non-technological initia-
tives (it can be difficult to measure the energy saving derived form an increased 
“energy culture” of the end users or produced by an information campaign etc.).
Third, “energy saving” should produce net positive energy savings compared to 
the ex ante situation. While measurability is a precondition, it is also necessary that 
the balance between ex ante and ex post consumptions is positive, and therefore it 
should always be E1-E2 > 0. This condition is apparently tautological (talking about 
“savings” the difference of E1-E2 should de facto be greater than zero) because the 
assessment of the energy balance of the initiative must not only take into account 
the consumption of the unit or the system improved but even all the changes in 
power consumption that the initiative has caused in the associated context (cross-
media effects). For example, a heat recovery through an exchanger between two 
streams increases the load losses in the circuits, and therefore the energy consump-
tion of pumps or fans increases. When planning the measure, such components 
have to be identified and calculated, in order to prevent their occurrence possibly 
nullifying the operation, causing an increase of the global consumptions: E2 > E1. 
The absolute ex post consumption may increase rather than decrease when there 
was a change in the flow of products or services provided after the implementa-
tion of the measure; in such a case, a normalization procedure, according to EU 
Directive 06/32 “whilst ensuring normalization for external conditions that affect 
energy consumption” [11], is mandatory.
Fourth, the reduction of the energy consumption obtained after the energy-
saving operation should remain stable over time. A new and effective measure 
implemented should become the new benchmark or the new baseline for the 
same type of energy use and the same final user; since the decision-maker can’t 
accept that, in the midterm, consumptions increase again, nullifying the resources 
(always scarce and precious) used to implement the measure: a legislative decree, 
or a company policy, must necessarily induce lasting effects considering the 
resources invested.
Fifth, the cost-benefit analysis of an energy-saving initiative should provide posi-
tive results. The measure must, in fact, be capable to generate, for a number of years 
established by the decision-maker, a cash flow able to offset the investment neces-
sary for the implementation of the measure itself and to produce an extra advantage, 
the net present value (NPV). Since the NPV is determined as present money, it can 
be used to finance further energy-efficient initiatives showing positive NPVs, thus 
triggering a virtuous spiral. If the energy-saving measure showed a negative NPV 
instead, the final result would be the loss of money, the value of the total energy 
saved not being able to pay back the initial investment, making it impossible to trig-
ger any virtuous spiral. This fifth condition moves “energy saving” from the domain 
of energy to the domain of economy, fixing an inescapable two-way relationship 
between energy and economy: there is no energy saving if there is no money saving.
In conclusion, “energy saving” can be defined as an operation due to a voluntary 
and programmable action put in place by the decision-maker, producing a stable, 
positive, and measurable reduction of energy consumptions between an ex ante and 
an ex post situation, profitable under an economic point of view.
5. The measures to limit energy consumptions
We have just seen the features for an initiative to be called “energy saving.” Let’s 
now see the possible ways to reduce energy consumptions, to discriminate among 
them only those deserving the “energy-saving” status.
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If in a given context it is necessary to submit energy uses to a deep assessment 
due to consumptions increasing uncontrollably or to associated costs verging on 
unsustainability1, possible implementable measures will be the following:
1. Improvement of energy efficiency.
• In intrinsic way.
 ○ Via technology.
 ○ Via management.
• Joint replacement.
• Technological standards.
2. Energy waste reduction.
3. Behavioral change.
4. Energy rationing.
We go now to describe respective meanings and operation fields.
5.1 Improvement of energy efficiency
Before getting into the description of this measure, it would be appropriate to 
clarify the meaning of “energy efficiency,” and it would be better to remain in the 
technical-scientific field, since the concept of “efficiency” comes from the concept 
of thermodynamic “output.” To this purpose it seems consistent what the 2006/32 
EC Directive states: energy efficiency is “the ratio of output of (1) performance, 
(2) service, (3) goods or (4) energy, to the input of energy” (figures added by the 
author). It is tacit that output and energy input are referred to the same time period, 
which could be instantaneous (then the efficiency is a ratio between powers) or as 
long as you like. We can mention the following examples:
1. Performance: for an organization delivering administrative services, energy 
efficiency could be the ratio between the number of files issued and the energy 
used as resulting from energy bills.
2. Service: for transport of passengers, it is the ratio between the “number of 
passengers × kilometers traveled” and the consumption of fuel and/or electricity.
3. Goods: for a paper mill, it is the ratio between the tons of paper produced and 
the cubic meters of natural gas used in the production process.
4. Energy: for a heat generator, it is the ratio between the thermal energy pro-
duced (and fed into the distribution system) and the consumption of primary 
energy fed to the burner. By definition, the latter type of efficiency coincides 
1 This consideration is not marginal. The entire analysis assumes that an operational context needing 
energy exists, and it is useful and important. In such a situation, a voluntary interruption of the energy 
supply is therefore not conceivable, which would seriously prejudice the delivery of the product/service. 
The article will not therefore consider actions like the interruption of the power supply for a production 
process during the normal working hours, the turning off of the lights leaving bystanders in the dark, etc.
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with the first principle of thermodynamic output related to the process taking 
place in the heat generator.
The measure “improving energy efficiency” is composed of three subsets: the 
intrinsic improvement, joint replacement, and technological standards.
5.1.1 Intrinsic improvement of efficiency
If the efficiency of a process improves thanks to a planned measure, energy sav-
ing will be produced, which is therefore the effect of the improvement of efficiency. 
Let’s suppose a given process (see Figure 1) which, thanks to the input of energy E, 
produces the stream of goods or services P. By definition, the energy efficiency of 
the process is given by.
  ε = P / E. (1)
If the efficiency of the process improves from ε1 to ε2 (ε2 > ε1), the energy savings 
achievable, R, will be given by
  R =  E 1 −  E 2 = P ( 1 __  ε 1 −  
1 __  ε 2 ) (2)
The formula gives essence to the difference between the increase of efficiency 
and the energy saving: efficiency is a ratio between two quantities that, in the case 
where the output consists of a supply of energy, becomes a pure number between 
zero and one. Energy saving is a physical amount of energy instead (measurable 
in toe, kWh, MJ, etc.), no longer consumed thanks to the increased efficiency. So, 
increase in efficiency and energy saving are not concepts alternative to one another 
or possibly overlapping: the first is the cause, the second the effect.
Given the definition of “efficiency” as the ratio ε = P/E, it follows that the inverse 
of the efficiency is the specific consumption cs = E/P.
5.1.1.1 Improving efficiency via technology
The intrinsic increase of the efficiency is obtained via technology when the set 
of physical equipment driving the process has a better efficiency than the ex ante 
situation. This occurs, for example, in the presence of IE3 class electric motors 
instead of IE1-IE2 classes, inverters driving electric motors connected to variable 
loads, heat exchangers to recover energy from exhaust, steam recompression, turbo 
expanders in place of lamination valves of gases or steam, etc.
5.1.1.2 Improving efficiency via management
Efficiency can be increased by changing not the hardware but (1) the nature of the 
stream of matter/energy as the process input/output and (2) different management 
methods. Obviously the current configuration (machineries and the way they are 
Figure 1. 
Energy efficiency as the ratio of goods-services provided and the energy input.
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managed) must be an average reference, or baseline, and the possible solution must be 
a real innovation, not just a realignment with what is already consolidated in the same 
production sector (we would otherwise fall into the “joint replacement” described in 
section 5.1.2). Management measures are, for instance:
• The adoption of raw materials with lower energy requirements for a change of 
state (lower temperatures for melting/boiling) or for pumping (lesser viscos-
ity/density fluids) and use of additives in raw materials conferring the previous 
properties (e.g., thinners in the production of paper, low-melting additives for 
the production of glass, etc.)
• The production of lower-energy intensity goods or services (e.g., lighter 
bricks, lesser-thickness glass containers, avoiding to print documents in favor 
of dematerialization, etc.)
• The adoption of different management modalities of the process, e.g., “tuning” the 
different production phases eliminating intermediate stations and queues, using of 
dedicated software for automation/optimization of process parameters, etc.
5.1.2 Improving efficiency: joint replacement
Joint replacement savings are obtained when a device of a given residual life is 
replaced by a new one, belonging to the same technological series. The resulting 
savings are transitional and could even go to zero.
In fact, the efficiency of a new equipment, left to itself, would degrade naturally 
over time from the rated value ε1 to ε1, f at the end of the use. If at time t1 it was 
replaced by a new equipment, but belonging to the same technological series of ε1 
efficiency, energy savings that could be achieved through the formula (1) would 
have a purely illusory character (see Figure 2A) because, through a normal mainte-
nance, the efficiency would remain at its rated value and consequently the achiev-
able saving would be next to zero (Figure 2B).
As we will see in section 5, the energy savings resulting from an intrinsic increase 
in the energy efficiency (Figure 2C) are the only “additional,” resulting as marginal 
quantity of energy corresponding to the value given by (R1), and really saved.
5.1.3 Improving efficiency: measures based on standards
Some decision-making authority may impose minimum performance standards 
for energy equipment, excluding the circulation in the market of not compliant 
Figure 2. 
Type of savings. (A) Illusory savings: when ε1-ε1, f degradation due to lack of maintenance. (B) With proper 
maintenance saving should be next to zero. (C) The saving is given by an intrinsic improvement of efficiency.
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solutions. The obligations imposed by regulations on energy performance in build-
ings [12, 13] or the minimum standards established by the Ecodesign regulations 
[14] for different kinds of wide diffusion devices (light bulbs, electric motors, 
boilers, etc.) belong to this kind of measures.
5.2 Waste energy reduction
The reduction of energy waste comes from the “normal” behavior and it does 
not need the design of a specific energy project. It simply consists in the realign-
ment to the normal situation at rated consumption, starting from a previous high-
energy consumption situation. The energy waste should never be confused with the 
low efficiency of an appliance, intrinsic or due to wear, which can be increased by 
substitution with a better device: energy waste is due to negligence, and as such it 
should not be tolerated and should not be hosted in the country of energetics. If one 
was currently seeing a “free” degradation of energy, for example, neglected losses 
of compressed air, steam, and water; lights, printers, and monitors unnecessarily 
left switched on after office hours; wasted fuel caused by unnecessary travels of the 
vehicle; etc., the share in case recovered after an initiative of restoration would have 
the same meaning of the “due” mending of the purse from which a trickle of coins is 
happening: once the purse is mended, no one should consider as “saved” the money 
that it is now able to retain.
Metaphors aside, the savings associated with a limitation of wasted energy are 
illusory: this form of recovery cannot be counted as revenue, and the manager of 
the local plant is responsible for such a loss.
5.3 Behavioral change
When an energy-saving behavior is adopted, we are dealing with a non-techno-
logical measure, related to sociocultural cycles having a complex, long-lasting, unpre-
dictable dynamics difficult to quantify even in ex post conditions. Such an approach 
exploits the deep motivations of users—citizens—and associates, to a behavior 
oriented to saving energy, acceptability by the reference community, or the satisfaction 
of inner instances of public participation, making an active social role evident.
5.4 Energy rationing
Consumptions of energy can be limited by imposing restrictions on energy 
uses (reducing available streams or the periods of use) or decreasing the quality of 
performance. This usually happens after serious crises threatening the continuity 
or security of energy supply or following traumatic increases in energy prices. This 
kind of tools are typically policies of austerity (i.e., the 1973 Yom Kippur oil crisis) 
[15, 16] as well as those regulations limiting the temperature in homes.
Given the different measures seen so far to limit consumptions, the following 
measures belong to the definition of “energy saving” claimed before and substanti-
ate it:
• Intrinsic improvement of efficiency.
• Joint replacement.
• Technological standards.
• Energy rationing whose requirements remain in force in the medium term.
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kind of tools are typically policies of austerity (i.e., the 1973 Yom Kippur oil crisis) 
[15, 16] as well as those regulations limiting the temperature in homes.
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ate it:
• Intrinsic improvement of efficiency.
• Joint replacement.
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• Energy rationing whose requirements remain in force in the medium term.
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Recovering energy wastes should not strictly be an operation of “energy sav-
ing” since it doesn’t produce net savings (third condition); on the other hand, the 
behavioral change and energy rationing measures, the prescriptions of which are 
in force for a short period of time, do not ensure the stability of savings for years to 
come (fourth condition).
6. Normalization and additionality
Savings induced by energy rationing policies are not obtained under the same 
conditions as before, since the end user is encouraged to accept a downgrading of 
energy performance, for example, using energy only in certain periods of time, having 
reduced available thermal power, enduring lower temperatures in winter compared 
to average comfort conditions, higher temperatures—and higher humidity—during 
summer, etc. Saving energy by increasing efficiency involves, however, the same 
conditions between ex ante and ex post situations, thus at the same degree days, 
humidity, services, goods produced, etc. using conventional normalization methods. 
For example, an operation increasing the efficiency of a process from ε1 to ε2, with 
increased production from P1 to P2, would produce, at the same production ex post P2, 
an energy saving given by
  R =  E 1 −  E 2 =   P 2  __ ε 1 −  E 2 =  E 2  
 ε 2  __ ε 1 −  E 2 =  E 2 ( 
 ε 2  __ ε 1 − 1) =  E 2 ( 
 P 2  E 1  _________ P 1  E 2 − 1) (3)
Since the saving is positive (in respect of the third condition), it follows that 
ε2 > ε1, which produces a further tautological condition:
   P 2  E 1  _________ P 1  E 2 > 1 ⇒  
 P 2  ________  P 1 >  
 E 2  __ E 1 (4)
stating the following rule: in order to have positive energy savings as a result of 
an increase in efficiency and production, the relative increase in production must be 
more than proportional to the relative increase in energy consumption.
The same applies in the event of increase in efficiency with reduction of production.
Of all the ways to save energy, only the intrinsic increase of efficiency has the 
characteristics of additionality. For instance, as defined in Annex A to document 
9/11 of the Italian Authority for Electricity, Gas and Water System, [17] savings 
are additional when “purified of all not additional energy savings, i.e., those that 
would have happened anyway as a result of technological, regulatory and market 
evolution.” When, therefore, some savings are achieved because of mandatory 
legislation, or after installing a “market average” device (even though more effi-
cient than the replaced device), or if providing a service that the market demands 
with a given minimal performance, all that cannot be considered additional and, 
in some contexts, may not receive incentives (e.g., in the Italian system of White 
Certificates).
When a policy boosts improvements in energy efficiency imposing technological 
standards, the consequent energy savings cannot be considered additional at end-
user level, but they can at the national level.
7. The rational use of energy
Let’s now jump to the next level and ask ourselves the best definition of “rational 
use of energy.”
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For example, the Italian 10/91 law reported the following definition: “set of 
organic actions intended to promote energy conservation, appropriate use of 
energy sources (i.e., avoid waste), improvement of technological processes using 
or transforming energy (i.e., increasing energy efficiency), the development of 
renewable sources of energy, the replacement of imported energy sources (i.e., the 
development of indigenous energy sources).” In practice, the rational use of energy 
is part of the strategy the country adopts to face the energy challenge, whose moti-
vation and urgency comes from the need of security of energy supplies and from 
the gradual rise of energy prices due to the depletion of fossil fuels. However, the 
definition of the 10/91 law, in the light of the above, seems inadequate and ambigu-
ous. It considers energy saving and increased efficiency at the same level, officially 
weaving the two concepts perhaps for the first time. Moreover, the definition does 
not mention non-technical aspects such as the behavioral change.
We might then reformulate the concept of “rational use of energy” as the “set of 
organic actions aimed at reducing consumptions through (1) promotion of energy 
conservation, energy waste reduction, and behavioral change; (2) development and 
use of renewable energy sources; and (3) development and use of domestic sources 
of energy,” in such a manner of explicitly identifying as many fields of action, 
conceptually not interfering with one another, each one deserving a specific promo-
tional policy-making use of dedicated tools; in fact it seems logical that a strategy 
Figure 3. 
Rational use of energy: the fields of interest.
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for increasing, e.g., intrinsic efficiency, should leverage instruments different than 
those for behavioral change, joint replacement, etc.
Figure 3 summarizes the proposed definition, depicting the various fields of 
interest for a policy of rational use of energy.
The diagram shows that energy efficiency is a subset of the family of higher-
level “energy saving,” an instrument of the class “limitation of consumptions,” 
measure per se of rational use of energy. This should definitely clarify the respective 
positions and meanings of “efficiency” and “saving.”
8. The fields of interest
The proposed subdivision segregates different areas of activity, each one need-
ing dedicated operational tools and skills. Referring to the diagram in Figure 3, it is 
the case at this point to catalog such instruments according to the areas, limiting the 
analysis to consumption-reducing measures, thus not considering the development 
and use of renewable and endogenous energy sources.
8.1 “Energy-saving” policies
8.1.1 Intrinsic improvement of energy efficiency
This specific energy-saving measure stands on the planning abilities of 
the end user—in terms of choice between a number of available technological 
options or between a range of projects—privileging the solutions with the best 
efficiency, after assessing them with ad hoc cost-benefit analyses. If the end user 
has no choice, since the market offers, or the law requires, or customers want 
only specific equipment or processes, we should not strictly call this measure as 
“efficiency” for it is not characterized by additionality. Some energy efficiency 
measures could be as follows: (1) some specific policy granting incentives, for 
example, based on White Certificates, recognized only if additionality of the 
energy saved is proven; (2) companies could impose the internal use of efficient 
equipment and adopt remote and automated control systems; and (3) politics 
could operate on the demand but even on the offer side, getting industries to 
produce efficient equipment and granting incentives for process and/or product 
innovation; etc. To implement policies aiming at increasing energy efficiency, 
decision-makers must gather mainly technical (researchers and experts in ener-
getics, industrial processes, efficient technologies) and economy-finance skills for 
the assessment of project profitability.
8.1.2 Joint replacement
This measure should not be subject to specific programs or incentives, since 
it deals with “average market” practices to be normally adopted at the end of the 
devices’ lifetime and when the efficiency is constantly kept at the rated level thanks 
to normal maintenance cycles. When, however, the ordinary maintenance is made, 
but the efficiency of the component degrades necessarily in time, energy saving is 
obtained by inducing a more frequent renewal of such components (see Appendix). 
In this regard the Italian Law n. 10/91, Art. One states: “In order to improve the 
energy transformation processes [...] the provisions of this Title shall promote and 
encourage [...] a more rapid replacement of systems in particular in the areas with 
higher energy consumptions” [18]. The implementation of this measure demands 
technicians and analysts to know the diagrams of decay of the efficiencies in time 
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for the different devices (see, e.g., the decay of the luminous flux for LED lamps 
[19] in Figure 4) and to determine the optimal replacement time through the 
application of cost-benefit analyses.
8.1.3 Technological standards
Energy saving is achieved by eliminating low-efficiency equipment from the 
market and allowing only the trade of equipment having an efficiency higher than 
a given level. European Ecodesign Directives (2005/32/EC, 2009/125/EC, and 
subsequent regulations) for home and industrial appliances (light sources, digital 
receivers, electric motors, etc.) leverage this specific item of energy saving. Other 
measures belong to this category, i.e., imposition of minimum values of transmit-
tance for the building envelope, carrying out of energy audits in large companies, 
and annual refurbishment of 3% of the buildings of the central public administra-
tion (12/27 EED Directive); the requirement for new buildings owned or occupied 
by public government as of 1 January 2019 has to be “nearly zero energy,” while other 
new buildings will follow the prescription since 1 January 2021 (90/2013 Italian Act).
Such a measure is intended for wide diffusion devices, the number of which con-
stitutes the driver in the country, more than the quantitative increase in efficiency. 
Efficiency standards are set at EU or Member State level and require the involve-
ment of staff where technical, economic, market knowledge, production processes, 
protocols for measuring energy consumptions, etc. skills coexist.
8.1.4 Energy rationing
These are measures to be adopted during energy crises involving rapid increases 
in prices and difficulties in getting supply. When necessary, to achieve drastic reduc-
tions of consumptions at whole country, tariffs are increased and energy rationed. 
For instance, during the 1973–1974 austerity period [20–22], the following measures 
were adopted in Italy: (1) ban of motorized vehicles (including aircraft and boats) 
during holidays; (2) end of TV broadcasts at 10:45 pm and evening news moved from 
8:30 to 8:00 pm; (3) shops closed at 7:00 pm with the obligation not to hold lightened 
signs, advertising signs, and shop windows; (4) bars and restaurants closed by h. 
00:00 am; (5) cinemas and theaters closed by h. 11:00 pm; (6) immediate increase by 
Figure 4. 
Decay probability of the luminous flux over time: LED lamps (gray area), source ETAP, LED dossier 
October 2014.
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30% in fuel prices; (7) obligation to reduce public lighting by 40%; and (8) reduction 
of speed on roads to 50 km/h in urban areas, to 100 km/h on country roads, and to 
120 km/h on motorways. In other countries the crisis of 1973 was the opportunity to 
introduce the daylight-savings time [5, 23], while in the USA the bike race Daytona 
200 was competed for 180 miles.
In Japan [24, 25], following the tsunami that damaged the Fukushima nuclear 
power plant (2011), the government implemented a series of measures such as 
turning off air conditioning and escalators in the subway, turning off the large 
advertising screens in city centers, decreasing the speed of trains, and reshaping 
the hours of work, including hours of weekend when the electrical load on the 
network was lower. Part of these measures were spread by the movement of opinion 
Setsuden (see Figure 5, a poster aimed at private households encouraging energy-
saving behavior from unplugging appliances vs. standby mode to turning lights off 
when not needed and switching to LED lights). Some were removed in late 2011, 
but part of them was incorporated permanently in the habits of Japanese citizens 
and companies.
Options foreseen in national laws on energy uses in buildings, for example, 
limiting the temperature inside homes or in industrial mills during winter and the 
length of the heating seasons for households, can be considered as belonging to the 
energy rationing measures.
Planning this instrument primarily requires skills in the field of social psychol-
ogy, mass psychology, and communication.
8.2 “Energy waste reduction” policies
There are no specific rules in this field because of the difficulty to conduct ex 
post controls to evaluate the results; however, there are more general measures able 
to induce at end-user level, among other effects, also an attitude aimed at reducing 
losses, for instance, a policy accompanying the introduction of energy management 
systems, possibly compliant with the ISO 50001 Standard [26]: in fact a manage-
ment system, having among its cornerstones the “continuous improvement,” 
necessarily has to address the problem of energy wastes and the identification of 
the measures for their reduction. Awareness of the problem of energy waste is 
also catalyzed by the increase in energy prices. The imposition of limits not to be 
exceeded for energy-specific consumption at end-user level is aimed at the same 
Figure 5. 
Banner of the movement of opinion Setsuden (energy saving).
107
Efficiency, Energy Saving, and Rational Use of Energy: Different Terms for Different Policies
DOI: http://dx.doi.org/10.5772/intechopen.86710
goal. This last measure has never been implemented so far, and, especially in the 
industry sector, it would be with great difficulty because of the enormous variety 
and peculiarities of different production cycles and the impossibility to identify and 
agree with stakeholders the specific energy consumption benchmarks.
Policies to reduce the energy waste, rather than by the central authorities, should 
be implemented by end users themselves, using local technicians who are familiar 
with the current consumption profiles, with industry benchmarks to compare 
energy performances and, of course, with the technical “weaknesses” of their plant. 
In the end, it is a matter of common sense.
8.3 Behavioral change policies
The behavior of end users regarding the conscious use of energy should be 
addressed toward proactive attitudes and not toward the trivial (and already due) 
waste energy reduction. Such a policy should not be therefore aimed at turning the 
lights off when leaving the living room (or office or department), or shutting the 
windows when the HVAC plant is switched on, or avoiding the use of compressed 
air to wipe floors or clothes, or preferring public transport to private cars. Similar 
fields should already have been fixed by the reasonable user, who knows that 
unnecessary consumption of electricity or gasoline or methane is a money trickling 
down; using common sense to prevent similar drippings is enough: there is no need 
of a law but the law of nature to know that energy—meaning money—shouldn’t be 
wasted. Behavior should change in a proactive way instead, i.e., toward attitudes 
able to predict the effects of our choices or behaviors about the variable “energy” 
and then to act accordingly. As a consequence one should consider the energy class 
label when purchasing a piece of appliance; use elevators and escalators as little 
as possible and use stairs instead; go walking or cycling for short trips instead of 
using motorized vehicles; prefer “0 km” products (with same quality and price) and 
avoid the consumption of fruit and vegetables out of season (greenhouses operat-
ing off season must be conditioned, and energy consumptions increase); keep the 
electrical consumption of the dwelling under control, possibly with automatic 
meters showing in real time the power requested in that very moment; encourage 
conference calls or video conferences instead of face-to-face meetings; introduce 
new summer dress codes in offices, in favor of light and informal clothes (getting 
rid of jacket-tie suits); learn how to build a solar panel; understand the principles 
of thermodynamics—stating that (a), once used, the energy can’t be created once 
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again and (b) electricity should never be converted into heat; etc. To achieve such 
goals, an intense, extensive, and prolonged public information/training plan should 
be launched, favoring the spread of best practices and involving schools at all levels 
[9]. Therefore, skills in communication and marketing are mainly needed.
The following table summarizes the most important skills needed in all areas of 
interest.
9. Conclusions
The definitions and the areas of interest shown so far for the different measures 
to limit energy consumption have a universal value, not necessarily the one that 
the different regulations define in terms of “energy saving,” “efficiency,” “rational 
use of energy,” etc. The distinction proposed between the individual measures by 
level, areas of interest, and competence requirements can contribute to a better 
integration of the various regulatory measures and to an optimal identification and 
customization of planning and implementation tools, while avoiding overlapping 
and duplications.
The word “energy” has, for the ordinary citizen, a range of meanings: there 
are vital, moral, mental, psychic, internal, emotional, etc. “energies.” These are 
pure abstract concepts, inhabitants of the world of ideas. The object of policies is, 
instead, that “energy’ is—always abstract but measurable—dealing with the two 
principles of thermodynamics2—and that pragmatically warms us during winter 
and cools us during summer, making refrigerators and cars run. The policies refer 
to this energy as a “tangible” energy that burns and gives electric shocks and that 
can be measured and billed, and that is why the energy efficiency dealt with by the 
policies should remain restricted to a technical-scientific domain. An invasion of 
collective areas—behavior modification, increasing awareness, the maturation of 
a culture or motivational domains, “I feel myself realized” or “If everyone did like 
me...”—is desirable, but in view of an increased social sensitivity, not of an increase 
in efficiency, since between the two aspects there is not necessarily a two-way 
relationship: when sensitivity to energy efficiency is high, the efficiency of the 
context is normally low (e.g., in energy crisis times), whereas when efficiency is 
high, sensitivity is low (as in current times). This phase shift may be another form 
in which we experiment the rebound effect [27–31].
The lack of strict definitions in the field of the rational use of energy has been 
identified as the main reason for the failure of energy policies aiming at conceptu-
ally different goals but with an incoherent bias toward a specific tool to be imple-
mented. When a large-spectrum policy is aimed at different targets, policy-makers 
should moreover be reminded of the Tinbergen’s rule, stating that when trying to 
achieve multiple economic targets, at least one policy tool for each policy target is 
needed: the achievement of a target can preclude the achievement of another one.
Another context that the analysis can help to clarify lies in the semantics of the 
term “energy efficiency.” In recent years, the European Union has issued a series of 
acts in the field of energy conservation: action plans, green papers, directives, frame-
work programs, decisions, etc. These have always invoked the concept of “energy 
efficiency,” and that address was reflected on individual Member States during the 
adoption of the various acts and directives. This may seem incongruous since, as seen 
so far, the increase in efficiency is only one of the ways in which energy can be saved.
2 E = 0 and ΔS > 0: in the course of a phenomenon confined in a closed system, the energy E is conserved 
and entropy S increases.
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One answer may lie in semantics.
The main conceptual contender of efficiency is, as seen so far, “energy sav-
ing,” the instrument that, by virtue of its large domain of intervention, should be 
invoked in general policies. The concept of “saving” might however not be well 
received by the end users (nor by the legislature), if recalling—consciously or 
unconsciously—pauper horizons in which to engineer oneself, having to tighten 
belts, giving up opportunities, and accepting a lower quality of life. Other terms 
often used in this context, such as “limitation,” “containment,” “reduction,” and 
“conservation,” remind similar scenarios. Instead the word “efficiency,” from the 
semantic point of view, resonates the positive concept of improvement related to 
the advent of futuristic technologies: it does not foreshadow some arduous and 
colorless future overshadowed by attitudes of thrift and saving, but it contains an 
unlimited, optimistic, and enthusiastic confidence in technology. We do certainly 
prefer being branded as “efficient” rather than “thrifty.” In the collective imagi-
nation, efficiency is Thomas Alva Edison, saving is Scrooge. Saving is the bear, 
efficiency is the bull.
One could say that the choice of the word “efficiency” itself can be seen as 
the first and most powerful measure of behavioral change that, internalized by 
European citizens, may have a significant impact in the socioeconomic system.
Appendix: Effects of an increased frequency of replacement of the same 
efficiency pieces of equipment
Let’s naturally decrease the efficiency ε of a given device “1” over time. In Figure 6  
the curve A-B-C represents the evolution in time of the specific power consumption 
Ps (= 1/ε). During the life (at time H), the device would consume the energy repre-
sented by the A-C-H-F area. If device “1” is replaced with one identical “2” at half of 
its life (time G), the new consumption of the process would be represented by A-B-
D-E-H-F area, and the area B-C-E-D would represent the energy saved in this way.
To become an effective energy-saving option, the initiative has to achieve at least 
the economic parity, so the discounted cash value of the saved energy (black area) 
in the life of the project must equal the difference between the value of equipment 
“2” installed at the time G and the residual discounted values of equipment “1” 
disposed at time G and equipment “2” disposed at time H.
Figure 6. 
Power consumption profile of energy-saving solution.
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Microgrids to Support Renewables
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Abstract
The use of renewable energy sources has experienced great development so as to
meet energy demand. With the intention of increasing the utilization of the renew-
able energy sources near the demand side and compensate the fluctuation of the
output power, the use of micro-cogeneration systems with solar (PV) and wind
energy overcomes both technical and economic barriers. Micro-cogeneration-based
hybrid PV/wind energy system can get stable power output. This new energy model
also improves the power quality and significantly reduces the impact of power
instability on the power network. In this study, the grid-connected hybrid PV/wind
energy-based micro-cogeneration system is modeled and analyzed in detail. In
order to test the performance analysis of the system, seven different scenarios are
analyzed during the case studies. The analysis results show that the new energy
model presents effective solutions to electrical power balance because of its prop-
erties such as safety, incombustible structure, and being eco-friendly. It is aimed at
providing a broad perspective on the status of optimum design and analysis for the
micro-cogeneration-based hybrid PV/wind energy system to the researchers and
the application engineers dealing with these issues.
Keywords: eco-friendly energy, micro-cogeneration, wind turbine, photovoltaic,
distributed generation, hybrid system
1. Introduction
Due to the increased industrialization, the electricity demand of loads is
increasing. As the concerns about environmental pollution increases, the policies for
environmental protection have started to become strict. To cope with increasing
load demand without violating the environment protection law, the demand for
distributed generation (DG) system has increased. Unlike the conventional central-
ized generation systems, distributed generation does not require long-distance
transmission, which emits fewer pollutants. In DG systems the generator, less than
30 MW, is located near to the user side. DG provides the network operator a flexible
operation. However, the integration of the DG sources into the grid is a challenging
task. It requires domination of the subject of the relationship between distributed
sources, feeders, and loads. The examples of the distributed generation sources are
as follows: fuel cell, wind turbine, photovoltaic (PV), micro gas turbine, and low-
power internal combustion turbine.
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Wind turbines and PV panels are DG systems that are the most preferred. But in
the recent period, micro gas turbines are often preferred for new applications due to
its advantages over other sources such as small size, lightweight, and stable operation
capability [1]. Different micro-cogeneration structures were observed when the lit-
erature is examined in detail. A novel PI control tuning technique is proposed to
refrigerate the hydrogen generation part within the polymer electrolyte membrane
fuel cell used in the micro-cogeneration system [2]. A dynamic simulation model of
an Ericsson engine is presented for micro-cogeneration systems [3]. Another study in
the literature, design, and effectiveness of a highly efficient micro-cogeneration sys-
tem with a 20 kW prototype fueled by LNG or LPG is presented [4]. A survey and a
comparison of basic national testing methods of micro-cogeneration are presented
[5]. A sizing optimization procedure is proposed to increase the efficiency of a tubular
linear induction generator for free-piston Stirling micro-cogeneration systems [6]. It
is presented that the efficiency of micro-cogeneration system including single cylin-
der diesel engine with an experimental study [7]. Micro-cogeneration in low-energy
buildings is proposed by using a load-sharing method. Simulations of two distinct
areas in Italy are investigated for thermo-economic efficiency [8]. A micro-
cogeneration Stirling unit is investigated for various conditions of the working fluid
by experiment and simulation [9]. Efficiency and emission properties of a liquid fuel-
fired vugular burner for micro-cogeneration of thermoelectric power are proposed by
an experimental study [10]. An extensive literature survey of micro-cogeneration for
facilities up to 100 kW consisting of working fluid imaging strategy, elements,
expander choice, and detailed properties of industrial and experimental implementa-
tion is proposed [11]. Also, a combination of micro-cogeneration and electric vehicle
charging systems is analyzed for two distinct areas in Italy with a parametric investi-
gation in simulations [12].
The efficiency of micro-cogeneration systems is investigated with control tech-
niques of Li-ion storage battery by simulations [13]. A high temperature PEM fuel
cell based residential micro-cogeneration system is proposed and the detailed
mathematical model of whole system is presented [14]. Investigation of the hybrid
photovoltaic module-fuel cell combined with microgeneration implementations is
presented. Efficiency forecast of the combined system is investigated for discrete
climates in Ankara, Turkey [15]. Another fuel cell study, rural micro-cogeneration
facility including a high-temperature proton-exchange membrane fuel cell with fuel
partialization and power/heat shifting techniques, is presented [16]. A micro-
cogeneration system with a solar parabolic collector and direct steam generation is
investigated with a prototype [17].
The design model of a new solar micro-cogeneration system with Stirling
machine is investigated in terms of efficiency and fuel pass analysis on TRNSYS
simulation program for rural areas in Africa [18]. It is proposed that an auto-
thermal membrane reformer is combined with a polymer electrolyte membrane fuel
cell-based micro-cogeneration system on a prototype [19]. Modeling on TRNSYS
simulation and validation by an experimental study of a micro-cogeneration system
including an internal combustion engine is presented with over-temperature pro-
tection controls [20]. Thermal-economic optimization with generalized pattern
search optimization method of a micro-cogeneration system consisting of a para-
bolic solar collector and Stirling engine is proposed in another micro-cogeneration
structure [21].
Systems that use micro gas turbines are also known as micro-cogeneration sys-
tems. Micro-cogeneration systems are highly efficient and environment-friendly
compared to other conventional energy sources shown in Figure 1, because they
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produce second energy by using exhaust gases. Exhaust gases from the gas turbine
are used in a waste heat boiler to obtain high-efficiency heat energy. Therefore, the
waste heat is converted to usable energy in the micro-cogeneration system. Micro-
cogeneration systems with gas engine also supply economical and eco-friendly
concentrated heat and power. Eco-friendly micro-cogeneration power plants with
combined heat and power enable economical and energy-efficient power
production.
Cogeneration systems are 33% more efficient than coal that generates the same
amount of heat and energy [22]. This paper analyzes the electrical modeling and
performance investigation of a micro-cogeneration system in a microgrid to support
renewables. This system comprises 30 kVA micro-cogeneration system, 10 kVA
wind power station, 10 kVA photovoltaic power station, and local electrical loads.
The system is designed by using real-time data. Firstly, PV and wind power station
are modeled and simulated with the help of the system parameters. Then, a micro-
cogeneration system suitable to the hybrid system has been designed by calculating
the optimum efficiency.
Due to the limitations of the present studies in literature, the aim of this paper is:
• To demonstrate the mathematical model of the micro-cogeneration-based
hybrid PV/wind energy system in detail.
• To test the performance analysis of the system, seven different scenarios are
analyzed during the case studies firstly.
• To compare the case studies and investigate the performance.
• To get optimum performance for the implementation of the micro-
cogeneration-based hybrid PV/wind energy system.
This paper primarily focuses on the aforesaid four aspects of the proposed
system.
Figure 1.
Energy saving in micro-cogeneration power plant.
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2. Mathematical modeling and control of the proposed system
The proposed system consists of two parts: PV and wind system. These systems
are examined in detail. The block diagram of the proposed system is shown in
Figure 2. The control mechanism of Figure 2 is explained in detail in the following
section. The system consists of PV and wind power station, micro-cogeneration
system, and the electrical grid. This integrated system feeds the dynamic
electrical loads.
2.1 Mathematical modeling and control of micro-cogeneration system
Temperature control, speed control, fuel control, turbine dynamics, and accel-
eration control block are included in the micro-cogeneration system. The speed
control provides to correct the speed error between the reference speed and the
rotor speed of the permanent magnet generator system. It is the main control tool
for microturbine under partial load conditions. Speed control modeling is done by
using a lead-lag transfer function or by a PID controller [23]. Speed control for the
micro-cogeneration system is shown in Figure 3.
Figure 2.
The block diagram of the proposed system.
Figure 3.
Speed control for the micro-cogeneration system.
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W is the controller gain, X and Y are the governor lead and lag time constant,
and Z is a constant representing the governor mode (droop or isochronous). X, Y,
and Z can be adjusted so that the governor can act with droop or as an isochronous
governor. Acceleration control allows limiting the rate of the rotor acceleration
prior to reaching operating speed during turbine start-up. The fuel system consists
of the fuel valve and actuator. The fuel system control is provided by the actuator
and of the valve positioner shown in Figure 4.
Vce is the fuel flow control and the valve positioner transfer function is
E1 ¼ abs þ cð Þ (1)
and the fuel system actuator transfer function is
E2 ¼ 1TFs þ 1ð Þ (2)
In Eq. (1) and (2), a is the valve positioner (fuel system actuator) gain, b and
TF are the valve positioner and fuel system actuator time constants, c is a
constant, E1 is the input and output of the valve positioner, and E2 is the fuel
demand signal in pu.
Temperature control allows limiting the gas turbine output power at a
predetermined firing temperature, independent of variation in ambient tempera-
ture or fuel characteristics. The fuel burned in the burner causes the movement
of the turbine (torque) and the exhaust gas temperature. The exhaust temperature
is measured using a series of thermocouples incorporating radiation shields
as shown in Figure 5 [24].
0.8 and 0.2 values are constants associated with the radiation shield, and 3.3
value is the time constant associated with a temperature controller. TT is the
temperature controller integration rate, and 15 and 2.5 values are time constants
associated with the radiation shield and thermocouple, respectively.
Permanent magnet generators are superior alternatives to conventional
induction motors that can be combined with turbines. The main advantages of
PMSG are considerably significant: higher operational reliability, higher
Figure 4.
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efficiency, and very small energy loss. The microturbine generates electrical energy
through a high-speed permanent magnet generator driven directly by the turbo
compressor shaft. Totally, 30 kVA electricity is produced by the proposed
micro-cogeneration system. The model adopted for the generator is a 2-pole per-
manent magnet machine generator with a non-salient rotor. At 50 hertz
(3000 rpm), the machine output power is 30 kW, and its terminal line-to-line
voltage is 380 V.
dw (in pu) is angular velocity, m is speed signal, and Pm is specified as shaft
mechanical torque value shown in Figure 6.
The electrical and mechanical equations of permanent magnet machine
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2.2 Mathematical modeling and control of PV system
PV power plant is modeled by using five parallel strings and six series-connected
modules per string in order to obtain 10 kWP solar PV power. Solar PV module data
is indicated in Table 1.
One basic solar cell equivalent circuit model in common use is the single-diode
model, which is derived from physical principles. The equivalent circuit of a solar
PV cell can be represented with a current source which is connected parallel with a
diode as shown in Figure 7 [26].
This equivalent circuit is formulated using Kirchhoff ’s current law for current:
I ¼ Ig � Id � Ish (8)
Figure 6.
Permanent magnet generator model implemented in SimPowerSystems.
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where Ig represents the light-generated current in the cell, Id represents the
voltage-dependent current lost to recombination, and Ish represents the current loss
due to shunt resistances. The substitution of the related expressions for the diode
current Id and the shunt branch current Ish is given in Eq. (4):








where n is the diode ideality, I0 is the saturation current, k is Boltzmann’s
constant (1:381� 10�23 J=K), and q is the elementary charge (1:602� 10�19C). A
group of single cells can be connected either series or parallel combination. By
connecting solar cells, PV module can be created. Similarly, by connecting PV
modules, a PV array can be created. Power calculation of a solar PV cell is obtained
by the equation:
Ppv tð Þ ¼ VxI (10)
where Ppv tð Þ is solar PV cell DC power, V is solar cell or PV array voltage, and I is
current flowing from solar PV cell.
If the generated power on the PV module does not match the load power, there
will be an efficiency loss. To overcome this problem, a PV panel must operate at its
maximum power point. The variations in solar radiation and temperature affect the
maximum power point. In order to prevent losses due to operating point, a maxi-
mum power point tracker should be used in PV power systems. For the proposed
system Perturb and Observe (P&O) algorithm is used to track the maximum power
point. The purpose of the algorithm is to find VMPP and IMPP points that PV
system delivers the maximum point. The algorithm is based on a periodic increase
and decrease in PV voltage. After an increase/decrease, the system checks the
output power. According to the tendency of the output power, the tracker decides if
the next voltage perturbation will be in the same way or the opposite way [27]. The
flowchart of the P&O algorithm is shown in Figure 8.
Figure 7.
Equivalent circuit of solar PV cell.
Maximum power (W) 414.801 Cells per module (Ncell) 128
Open circuit voltage Voc (V) 85.3 Short-circuit current Isc (A) 6.09
The voltage at maximum power point Vmp
(V)
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2.3 Mathematical modeling and control of wind energy conversion system
The proposed wind turbine consists of a rotor mounted to a nacelle and a tower
with two or more blades mechanically connected to a wind turbine electric genera-
tor. Wind passes over the blades of the wind turbine. Wind power extracted from
wind is expressed in Eq. (6) [29]:
Pm ¼ 12 :Cp: λ:βð Þ:ρ:A:v
3 (11)
where Cp λβð Þ is the power coefficient, λ is named as tip speed, β (degree) is the
pitch angle of the rotor blades, A is swept area (πr2), ρ is air density (1:25 kgm2),
and v is named wind speed (m=sn).
The rotating blades turn a shaft that goes into a gearbox in nacelle. The blades of
the wind turbine create kinetic energy given Eq. (7):
E ¼ 0:5 mv2 (12)
where m is the air mass and v is the wind speed. Air power is obtained by the
time derivative of kinetic energy. Air power is given in the following equation:




wherem is the mass flow rate per second and air power is obtained from Eq. (9):
Pw ¼ 0, 5:m:ρ:A:v2 (14)
Figure 8.
The flowchart of the P&O algorithm [28].
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Blade power resulted by wind effect is given by Eq. (10):
Pblade ¼ Cp λ:βð Þ:0, 5:m:ρ:A:v3 (15)








where Twr is the rotor torque and wm is the angular velocity of the rotor.
The gearbox in the mechanical assembly named as drive train mechanism pro-
vides to transform slower rotational speeds of the wind turbine to higher rotational
speeds on the wind turbine electric generator. The rotation of the electric genera-
tor’s shaft generates wind turbine power.
The power coefficient of the wind turbine, therefore, the generated power can
be controlled by changing the pitch angle (β). Figure 9 shows that as the wind
Figure 9.
Power characteristics of the wind turbine.
Figure 10.
Block diagram of pitch angle PI controller [31].
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speed increases, the amount of power generated by the turbine also increases.
According to Eq. (11), further increase in wind speed will result in a further increase
in turbine power. But this will also bring a random surge of power. In order to
prevent this condition, a control system must keep the power at a constant level. PI
controller is used for this purpose in the proposed system [30].
Figure 10 shows the block diagram of the pitch angle PI controller. The pitch
angle controller checks the speed and compares it with a reference speed. If the
speed is greater than the reference speed, the controller changes the pitch angle in
order to approach the rated speed [31].
3. Performance analysis of proposed system and controllers
In this section, the performance evaluation of the proposed system and control-
lers will be evaluated. The proposed system is modeled using MATLAB/SIMULINK.
To test the performance of the system, seven different simulation scenarios are
created. In the simulation study, parameters such as wind speed, solar radiation,
temperature, and electrical load demand are changed and the resulting graphs of
active power, voltage, and currents for each element were taken. The summary of
the scenarios can be seen in Table 2.
3.1 Case 1
In this case, the parameters such as wind speed, solar radiation, temperature,
electrical load demand and the fuel flow of the micro gas turbine are assumed
steady during simulation time. The active power flow in the proposed system can be
seen in Figure 11.
3.2 Case 2
In this case, only solar radiation and temperature on the PV module are variable.
This variation affects the output power of the PV station, hence, the grid power.
The resulting active power can be seen in Figure 12. RMS voltages and currents of
the grid and the PV station can be seen from Figures 13 and 14, respectively;
Figure 15 shows solar radiation and temperature during simulation of this case.
In this scenario, it is observed that the variations in solar radiation and
temperature make the output power of the PV plant variable. Hence, the balance
in case 1 is no longer observable. The missing power is supplied by the electrical
grid.
Cases PV system WECS Load Micro-cogeneration system
Case 1 Steady Steady Steady Steady
Case 2 Variable Steady Steady Steady
Case 3 Variable Variable Steady Steady
Case 4 Variable Steady Variable Steady
Case 5 Steady Variable Variable Steady
Case 6 Steady Steady Variable Steady
Case 7 Variable Variable Variable Steady
Table 2.
The summary of the scenarios.
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3.3 Case 3
In this case wind speed, solar radiation, and temperature are variable. This
variation affects the output power of the wind farm and PV station and the power
fed to the electrical grid. The resulting active power graph can be seen in Figure 16.
RMS voltages and currents of the electrical grid, PV station, and wind farm can be
Figure 11.
The graph of active power of the elements in proposed system for case 1 (wind speed 10 m/s, solar
irradiance 1000 W/m2, temperature 25°C).
Figure 12.
The graph of active power of the elements in proposed system for case 2 (wind speed is 10 m/s).
Figure 13.
RMS voltage and RMS current of electrical grid for case 2.
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RMS voltage and RMS current of electrical grid for case 2.
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seen from Figures 17–19. The graph of wind speed, solar radiation, and temperature
can be seen from Figures 20 and 21.
In this scenario in addition to case 2, the wind speed was also variable. The
missing power is supplied by the electrical grid. Variations in wind speed caused
better observability of variations in grid power.
3.4 Case 4
In this case, electrical load demand, solar radiation, and temperature are vari-
able. This variation affects the output power PV station and the power fed to/from
Figure 14.
RMS voltage and RMS current of PV station for case 2.
Figure 15.
Graph of solar radiation and temperature for case 2.
Figure 16.
The graph of active power of the elements in proposed system for case 3 (wind speed is 10 m/s).
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Figure 17.
RMS voltage and RMS current of electrical grid for case 3.
Figure 18.
RMS voltage and RMS current of PV station for case 3.
Figure 19.
RMS voltage and RMS current of wind farm fort case 3.
Figure 20.
Graph of solar radiation and temperature for case 3.
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the electrical grid. The resulting active power graph can be seen in Figure 22. RMS
voltages and currents of the electrical grid, PV station, and electrical load can be
seen from Figures 23–25. The graph of solar radiation and temperature can be seen
in Figure 26.
In this scenario in addition to solar radiation and temperature, load demand was
also variable. It is observed that when load demand decreases, the excessive power
is supplied to the electrical grid.
3.5 Case 5
In this case, the electrical load demand and wind speed are variable. This varia-
tion affects the output power wind farm and the power fed to the electrical grid.
The resulting active power graph can be seen in Figure 27. RMS voltages and
Figure 21.
Graph of wind speed for case 3.
Figure 22.
The graph of active power of the elements in proposed system for case 4.
Figure 23.
RMS voltage and RMS current of electrical grid for case 4.
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currents of the electrical grid, wind farm, and electrical load can be seen from
Figures 28–30. The graph of wind speed can be seen in Figure 31.
In this scenario, the wind power generation and the load demand were variable.
It is observed that when the wind power generation is decreased and the load
demand is increased, the excessive load demand is supplied from the electrical grid.
Figure 24.
RMS voltage and RMS current of PV station for case 4.
Figure 25.
RMS voltage and RMS current of electrical load for case 4.
Figure 26.
Graph of solar radiation and temperature for case 4 (wind speed 10 m/s).
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3.6 Case 6
In this case, electrical load demand is variable. This variation affects the power
fed to the electrical grid. The resulting active power graph can be seen in Figure 32.
RMS voltages and currents of the electrical grid and electrical load can be seen from
Figures 33 and 34.
Figure 27.
The graph of active power of the elements in proposed system for case 5.
Figure 28.
RMS voltage and RMS current of electrical grid for case 5.
Figure 29.
RMS voltage and RMS current of wind farm for case 5.
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In this scenario, the only variable parameter was load demand, and both the
supply of loads from the electrical grid and the transfer of excess power to the
electrical grid have been observed. It is seen that the variations in load demand
caused the same amount but reversed variation in the grid power.
3.7 Case 7
In this case, the electrical load demand, wind speed, solar radiation, and tem-
perature are variable. This variation affects the output power of a wind farm, PV
station, and the power fed to the electrical grid. The resulting active power graphs
can be seen in Figure 35. RMS voltages and currents of all the elements can be seen
Figure 30.
RMS voltage and RMS current of electrical load for case 5.
Figure 31.
Graph of wind speed for case 5.
Figure 32.
The graph of active power of the elements in proposed system for case 6.
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In this case, the electrical load demand, wind speed, solar radiation, and tem-
perature are variable. This variation affects the output power of a wind farm, PV
station, and the power fed to the electrical grid. The resulting active power graphs
can be seen in Figure 35. RMS voltages and currents of all the elements can be seen
Figure 30.
RMS voltage and RMS current of electrical load for case 5.
Figure 31.
Graph of wind speed for case 5.
Figure 32.
The graph of active power of the elements in proposed system for case 6.
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from Figures 36–39. The graph of wind speed, solar radiation, and temperature can
be seen from Figures 40 and 41.
In this scenario wind speed, load demand, solar radiation, and temperature were
variable. It is observed that despite the output power variations of the PV plant and
WECS because of these variations, the system did not go to an unstable state.
Figure 33.
RMS voltage and RMS current of electrical grid for case 6.
Figure 34.
RMS voltage and RMS current of electrical load for case 6.
Figure 35.
The graph of active power of the elements in proposed system for case 7.
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Table 3 summarizes the power generation/consumption of the elements of the
proposed system during simulations of the specified scenarios. Minus sign means
power consumption; plus sign means power generation. From the simulation
results, it is seen that the missing power due to the variations in wind speed and
solar radiation is supplied from the electrical grid to the loads. It is observed that the
proposed system that comprises a micro-cogeneration system is able to work stably
despite all the fluctuations in the output powers of other sources such as WECS and
PV plant and load demand.
Figure 36.
RMS voltage and RMS current of electrical grid for case 7.
Figure 37.
RMS voltage and RMS current of PV station for case 7.
Figure 38.
RMS voltage and RMS current of wind farm for case 7.
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from Figures 36–39. The graph of wind speed, solar radiation, and temperature can
be seen from Figures 40 and 41.
In this scenario wind speed, load demand, solar radiation, and temperature were
variable. It is observed that despite the output power variations of the PV plant and
WECS because of these variations, the system did not go to an unstable state.
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Table 3 summarizes the power generation/consumption of the elements of the
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power consumption; plus sign means power generation. From the simulation
results, it is seen that the missing power due to the variations in wind speed and
solar radiation is supplied from the electrical grid to the loads. It is observed that the
proposed system that comprises a micro-cogeneration system is able to work stably
despite all the fluctuations in the output powers of other sources such as WECS and
PV plant and load demand.
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Figure 40.
Graph of solar radiation and temperature for case 7.
Figure 39.
RMS voltage and RMS current of electrical load for case 7.
Figure 41.
Graph of wind speed for case 7.
Cases PV system WECS Load Micro-cogeneration system Grid
Case 1 10 kW 10 kW 50 kW 30 kW —
Case 2 [1,10] kW 10 kW 50 kW 30 kW [9,0] kW
Case 3 [1,10] kW [0,10] kW 50 kW 30 kW [19,0] kW
Case 4 [1,10] kW 10 kW [50,-5] kW 30 kW [40,0] kW
Case 5 10 kW [0,10] kW [70,-45] kW 30 kW [0,35] kW
Case 6 10 kW 10 kW [70,-20] kW 30 kW [30,20] kW
Case 7 [1,10] kW [0,10] kW [70,-20] kW 30 kW [20,35] kW
Table 3.
Power generation and consumption values of the elements of the proposed system.
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4. Conclusion
Renewable sources such as wind and solar have variable and intermittent char-
acteristic by nature. For this reason, in microgrids supplied by these sources, there
is a need for a compensating factor in order to ensure the stable operation of the
microgrid for off-grid microgrids or the minimum energy demand from the elec-
trical grid for on-grid microgrids. The expanding apprehension about climate
change and energy subjection is driving specific policies to promote more efficient
energy sources such as micro-cogeneration in many regions, particularly in the
production of electricity. This paper proposes the use of micro-cogeneration system
in a microgrid to support renewables in the microgrid.
The main contribution of this paper is that not only renewable energy sources
such as solar and wind but also the micro-cogeneration system are used to supply
electric energy. This study is carried out to analyze the operation of the micro gas
turbine with solar and wind power generation systems. Firstly, a mathematical
model of the micro gas turbine system, PV system, and WECS are given. After that,
the control of the mentioned systems is explained. Lastly, the performance analysis
of the proposed system is given via simulation results in seven different cases. The
results show that the system is able to preserve the stable operation, while the
parameters such as wind speed, solar radiation, temperature, and electrical load
demand are changing.
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Figure 40.
Graph of solar radiation and temperature for case 7.
Figure 39.
RMS voltage and RMS current of electrical load for case 7.
Figure 41.
Graph of wind speed for case 7.
Cases PV system WECS Load Micro-cogeneration system Grid
Case 1 10 kW 10 kW 50 kW 30 kW —
Case 2 [1,10] kW 10 kW 50 kW 30 kW [9,0] kW
Case 3 [1,10] kW [0,10] kW 50 kW 30 kW [19,0] kW
Case 4 [1,10] kW 10 kW [50,-5] kW 30 kW [40,0] kW
Case 5 10 kW [0,10] kW [70,-45] kW 30 kW [0,35] kW
Case 6 10 kW 10 kW [70,-20] kW 30 kW [30,20] kW
Case 7 [1,10] kW [0,10] kW [70,-20] kW 30 kW [20,35] kW
Table 3.
Power generation and consumption values of the elements of the proposed system.
134
Innovation in Energy Systems - New Technologies for Changing Paradigms
4. Conclusion
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Chapter 6
Hybrid Maritime Microgrids: 
A Quest for Future Onboard 
Integrated Marine Power Systems
Thomas Caravella, Christopher Austell,  
Christian Brady-Alvarez and Salem Elsaiah
Abstract
The following is a comprehensive analysis which details potential ways for the 
maritime industry to begin to phase out AC power generation and distribution on 
new vessels over a short period of time. Therefore, the vessels of the future should 
consider transitioning into DC power generation and distribution. During the 
transition from AC shipboard systems to DC shipboard systems, there will be a time 
during which the vessels will be run by “hybrid” shipboard power systems, which 
utilize a mixture of AC and DC power. These systems are known as integrated 
marine power systems (IMPS) or hybrid maritime microgrid architectures, since 
they represent a distribution system or a part thereof. This study presents a state of 
the art of maritime systems, emphasizing on the design aspects of hybrid maritime 
microgrids, summarizing the advantages, disadvantages, and the challenges that 
planners may face when it comes to the vessels of the future. This study also reviews 
remedies that have been recently proposed in the literature to overcome such 
challenges. In addition, this work reports on the problem of service restoration of 
shipboard power systems and introduces directions on how to enhance the surviv-
ability of maritime power systems using techniques based on distribution system 
reconfiguration.
Keywords: integrated marine power systems, hybrid microgrids, 
maritime microgrids, distributed generators, renewable energy resources, 
power electronics, energy systems
1. Introduction
The dynamic evolution of the electrical loads aboard ships and vessels within the 
marine industry in the twenty-first century calls for further research and develop-
ment of integrated marine power systems, with DC distribution and electrical 
propulsion components. The emerged IMPS comprise of the conventional AC 
generators and propulsion systems, in addition to DC distribution systems along 
with DC loads such as switchboards. The strong consideration of DC distribution 
systems in place of the commonly used AC within marine power systems has gained 
notice due to the much advancement in today’s power electronic circuitry.
The demands for sufficient electrical power in future ship designs varying 
from warships and naval aircraft carriers to oil tankers and transport vessels are 
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1. Introduction
The dynamic evolution of the electrical loads aboard ships and vessels within the 
marine industry in the twenty-first century calls for further research and develop-
ment of integrated marine power systems, with DC distribution and electrical 
propulsion components. The emerged IMPS comprise of the conventional AC 
generators and propulsion systems, in addition to DC distribution systems along 
with DC loads such as switchboards. The strong consideration of DC distribution 
systems in place of the commonly used AC within marine power systems has gained 
notice due to the much advancement in today’s power electronic circuitry.
The demands for sufficient electrical power in future ship designs varying 
from warships and naval aircraft carriers to oil tankers and transport vessels are 
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of main importance to current ship designers. From AC generators to the propel-
lers, today’s loads predominantly exist within the DC section of the system. With 
the introduction of advanced communication systems, electromagnetic aircraft 
launch systems, and electrical weaponry onto naval vessels, high-reliability 
integrated power systems that can meet varying electrical load demands are 
highly sought. Power system architectures are dependent upon load types, and the 
viability of DC distribution, such as medium- or low-voltage DC power systems, 
in meeting upcoming shipboard electrical demand forecasts is of focus. The para-
digm shift of traditional AC system constructions to DC entails both operational 
benefits and, on the other hand, any accompanying risks. One form of system 
design does not by any means entitle an industry standard, as vessel functions 
vary from ship to ship and boat to boat. Ideal system configurations coincide with 
the shipboard loads and are characterized by high reliability, ease of maintenance, 
both fuel and payload efficiency, and lower costs and low, or optimally absent, 
emissions.
In [1], ABB has reported that an Onboard DC Grid can allow for fault current 
clearance within a time window of a maximum of 40 ms, as compared to 1 second 
for traditional AC circuits. Furthermore, because the speed of prime movers must 
be locked at approximately 60 Hz in AC marine systems, the lowest fuel consump-
tion will be achieved operation about 85% of the rated load. Because DC buses are 
at no frequency, the prime mover speed can be adjusted according to demand, all 
the while correspondingly adjusting the generator excitation current in the same 
respects. Given this commodity of optimization speed, the operating window of the 
prime movers can be brought down to about 50% of the rated load with no increase 
in fuel consumption [2].
In recent years, there has been an increasing interest in the design and analysis 
of microgrids in general [3–5], with particular interest on the implementation of 
hybrid microgrids (AC and DC microgrids) within the maritime industry [6]. For 
instance, the Italian Navy, by the use of a system nicknamed naval package (NP), 
has successfully corroborated simulation results with experimental data in deter-
mining the validity of a medium-voltage DC shipboard IMPS with the use of dual 
three-phase 2.15 MVA generators. The results showed that the generator produced 
quality DC outputs with the introduction of faults and specified rectifier arrange-
ments reduced performance degradation and increased system fault tolerance [6].
Several operations are constantly performed on shipboard power systems. Of 
these, service restoration and reliability improvement may be of most concern. 
Numerous marine power distribution systems are characterized by radial or 
weakly meshed topological structure. The unidirectional power flow in the radial 
distribution systems facilitates the coordination of the protective devices used at 
the distribution system level. Nevertheless, this radial topological structure makes 
distribution systems less reliable, compared to transmission systems, which are 
highly interconnected systems. Despite the unidirectional power flow in the radial 
distribution systems, the failure of any single component between the load point 
and the source node may cause service interruptions, which could lead to discon-
nection of several load points. Distribution systems are constantly equipped with 
two types of switches: sectionalizing switches and tie switches. The sectionalizing 
switches are normally closed; however, the tie switches are normally open but can 
be closed to routing the power and meeting the power demand during abnormal 
conditions. Distribution system reconfiguration can be used to minimize the 
duration and frequency of service interruptions and thereby enhance the reli-
ability of the distribution system and the quality of service. By distribution system 
reconfiguration, we denote the process of changing the topology of the distribution 
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network by altering the status of sectionalizing and tie switches to achieve certain 
objectives [4]. Of these objectives, reliability improvement, service restoration, 
and survivability enhancement are of great concern. Generally speaking, recon-
figuration and service restoration of marine power systems are carried out in a 
similar manner to that used for terrestrial power systems, with few restrictions and 
constraints.
In [7], a method for load sharing in hybrid microgrid systems using control 
loops is presented. A method for maritime microgrid reconfiguration is presented 
in [8] using genetic algorithms and heuristic techniques. The work presented in 
[8] is implemented on a small shipboard power system, and a modified CERTS 
microgrid system including distributed generators has been used. Methods for 
optimal feeder reconfiguration for terrestrial distribution systems using intelligent 
and heuristic methods are also proposed in [3–5]. In [9], a method for optimal 
sizing of renewable energy resources for next-generation seaports is presented. 
The renewable energy resources used in [9] are modeled using HOMER platform. 
A two-stage technique for isolated microgrid systems is introduced in [10]. The 
method proposed in [10] used graph theory and binary firefly algorithm to perform 
minimum load curtailment in the isolated microgrid. Methods for service restora-
tion of marine power systems have also been presented in [11–13].
This study is organized as follows. Section 2 introduces a state of the art of 
modern power systems. Section 3 presents, discusses, and lists the unique features 
of next-generation marine power systems. Section 4 introduces the concept of 
maritime microgrids and discusses briefly the composition of such maritime 
microgrids. It also highlights the main differences between the conventional 
shipboard systems and next-generation maritime microgrid systems by giving 
examples and illustrations and single-line diagram of a maritime microgrid system. 
Section 5 presents modeling aspects for some of the marine power system compo-
nents. Section 6 highlights feature studies for marine power systems followed by 
conclusions.
2. Modern marine power systems: state of the art
Modern ships consume a substantial amount of power due to a wide range 
of equipment needed to operate each vessel. Some of these equipment include 
cargo equipment (such as cargo pumps and cargo cranes) as well as other necessities 
including electric heaters, control equipment, and motors for pumps, compressors, 
or propulsion. Modern vessels always have a main switchboard and an auxiliary 
switchboard (emergency switchboard), which are connected via numerous circuit 
breakers (CB as in Figure 1). Usually the switchboards receive power from large 
AC synchronous generators. Both the main and emergency switchboards are 
interlocked with an automatic bus tie breaker that disconnects the two should 
power loss has been sensed on the main switchboard. The main generators are 
all connected in parallel to the main switchboard as depicted in Figure 1; how-
ever, only the emergency generator, not shown in Figure 1, is connected to the 
emergency switchboard. The emergency generator is periodically run in order 
to conduct weekly tests as well as monthly load tests; otherwise, the emergency 
generator is only powered up in the event of a power loss emergency. The main 
generators are connected to the switchboard one-by-one using circuit breakers as 
shown in Figure 1 until there are enough online to power all electrical loads of the 
vessel. From the switchboards, power is then distributed to all appliances. There 
are multiple transformers on vessels used to step down the voltage for equipment, 
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be locked at approximately 60 Hz in AC marine systems, the lowest fuel consump-
tion will be achieved operation about 85% of the rated load. Because DC buses are 
at no frequency, the prime mover speed can be adjusted according to demand, all 
the while correspondingly adjusting the generator excitation current in the same 
respects. Given this commodity of optimization speed, the operating window of the 
prime movers can be brought down to about 50% of the rated load with no increase 
in fuel consumption [2].
In recent years, there has been an increasing interest in the design and analysis 
of microgrids in general [3–5], with particular interest on the implementation of 
hybrid microgrids (AC and DC microgrids) within the maritime industry [6]. For 
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network by altering the status of sectionalizing and tie switches to achieve certain 
objectives [4]. Of these objectives, reliability improvement, service restoration, 
and survivability enhancement are of great concern. Generally speaking, recon-
figuration and service restoration of marine power systems are carried out in a 
similar manner to that used for terrestrial power systems, with few restrictions and 
constraints.
In [7], a method for load sharing in hybrid microgrid systems using control 
loops is presented. A method for maritime microgrid reconfiguration is presented 
in [8] using genetic algorithms and heuristic techniques. The work presented in 
[8] is implemented on a small shipboard power system, and a modified CERTS 
microgrid system including distributed generators has been used. Methods for 
optimal feeder reconfiguration for terrestrial distribution systems using intelligent 
and heuristic methods are also proposed in [3–5]. In [9], a method for optimal 
sizing of renewable energy resources for next-generation seaports is presented. 
The renewable energy resources used in [9] are modeled using HOMER platform. 
A two-stage technique for isolated microgrid systems is introduced in [10]. The 
method proposed in [10] used graph theory and binary firefly algorithm to perform 
minimum load curtailment in the isolated microgrid. Methods for service restora-
tion of marine power systems have also been presented in [11–13].
This study is organized as follows. Section 2 introduces a state of the art of 
modern power systems. Section 3 presents, discusses, and lists the unique features 
of next-generation marine power systems. Section 4 introduces the concept of 
maritime microgrids and discusses briefly the composition of such maritime 
microgrids. It also highlights the main differences between the conventional 
shipboard systems and next-generation maritime microgrid systems by giving 
examples and illustrations and single-line diagram of a maritime microgrid system. 
Section 5 presents modeling aspects for some of the marine power system compo-
nents. Section 6 highlights feature studies for marine power systems followed by 
conclusions.
2. Modern marine power systems: state of the art
Modern ships consume a substantial amount of power due to a wide range 
of equipment needed to operate each vessel. Some of these equipment include 
cargo equipment (such as cargo pumps and cargo cranes) as well as other necessities 
including electric heaters, control equipment, and motors for pumps, compressors, 
or propulsion. Modern vessels always have a main switchboard and an auxiliary 
switchboard (emergency switchboard), which are connected via numerous circuit 
breakers (CB as in Figure 1). Usually the switchboards receive power from large 
AC synchronous generators. Both the main and emergency switchboards are 
interlocked with an automatic bus tie breaker that disconnects the two should 
power loss has been sensed on the main switchboard. The main generators are 
all connected in parallel to the main switchboard as depicted in Figure 1; how-
ever, only the emergency generator, not shown in Figure 1, is connected to the 
emergency switchboard. The emergency generator is periodically run in order 
to conduct weekly tests as well as monthly load tests; otherwise, the emergency 
generator is only powered up in the event of a power loss emergency. The main 
generators are connected to the switchboard one-by-one using circuit breakers as 
shown in Figure 1 until there are enough online to power all electrical loads of the 
vessel. From the switchboards, power is then distributed to all appliances. There 
are multiple transformers on vessels used to step down the voltage for equipment, 
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which typically require less voltage. Much like landside power plants, automatic 
voltage regulators (AVR) and governors are implemented in order to control the 
generator’s power, frequency, and voltage output. On most vessels, the only DC 
power is more commonly used to power computerized control equipment as well 
as the DC excitation of the synchronous generators, the general alarm, emergency 
lighting, and the electronic integrated circuits. Each of these systems use minimal 
amounts of power, which highlights the notion that modern marine power systems 
are almost entirely supplied by AC power. From the emergency switchboard, power 
flows through a rectifier which converts it from AC to DC, which trickle charges 
the batteries, such as battery bank (BT1 in Figure 1), that power the systems previ-
ously described.
One issue commonly found in AC distribution systems is the power loss that 
is almost inevitable due to the nature of the load and therefore the power fac-
tor. It is noteworthy to mention here that numerous vessels’ power systems have 
extremely poor power factors, which should be corrected in order to increase 
efficiency. This can be accomplished using capacitor banks or synchronous 
condensers, which will bring a severely lagging power factor closer to unity. 
Unfortunately, such power factor correction devices will likely still waste 
resources, such as fuel, power, and money, which are never desirable. Section 5 
briefly discusses modeling aspects of capacitor banks for power factor improve-
ment of marine power systems.
As far as for DC systems, it is appropriate to highlight here that DC power is 
often inefficiently transmitted and distributed over large distances, which is one 
of the main reasons why landside AC power transmission is used. Fortunately, for 
Figure 1. 
Single-line diagram of a modern marine power system.
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shipboard electric power systems, DC power distribution is a highly viable option. 
Unlike landside power generation and distribution, vessel power grids do not travel 
across massive distances. For example, one of the longest vessels ever made is only 
1500 feet long, which is miniscule compared to the massive distances, or hundreds 
of miles, over which landside power companies are expected to transmit and 
distribute electric power.
3. Future marine power systems
Due to the added regulations regarding the increase in efficiency and decrease 
in pollution of all vessels, it has become evident why most companies desire and are 
actively searching for better shipboard microgrid architectures. The overall goal of 
future marine power systems would be to establish and use an almost completely 
DC marine power system. This is due to the numerous potential benefits it would 
allow in both efficiency and pollution if properly designed [14–19]. Numerous 
vessels now deploy diesel engine propulsion; however, they can likely be made 
more efficient in the future if they were to be switched to electric propulsion under 
the umbrella of all electric ships (AES). Electric propulsion may improve fuel 
consumption as well as the dynamic performance of the ship [14]. Since ships that 
use electric propulsion consume most of the power generated for propulsion, it 
is imperative to ensure that the shipboard microgrid of such a vessel is capable of 
handling the load dynamics, which are connected to electric propulsion as well as 
the immense amount of power needed to propel a vessel utilizing electric propul-
sion technologies.
With the use of energy storage systems (ESS), such as battery banks and fuel 
cells, synchronous generators can be operated at optimal speeds, which allow for 
improved efficiency and reduced pollution, as a result, allowing a greater reduction 
in distribution losses as well as increased reliability [7]. The use of energy storage 
systems is beneficial as they allow for continuous power flow to the connected loads 
in the event of a power generator failure.
Transformers, which are AC/AC converters, are used in conventional shipboard 
AC power systems. Such devices would be replaced with DC/DC power converters 
for the shipboard DC distribution systems of the future, which would allow the 
voltage to be stepped down (buck converters, for instance) or stepped up (boost 
converters, for instance), to the required levels. The voltage levels may also be 
stepped up and stepped down to achieve certain requirements by the means of 
buck/boost or cuck converters. On the other hand and for specific AC loads, DC/
AC inverters would be required. Benefits of using such converters may include 
increased power compensation and better frequency regulation.
It is appropriate to mention that the modern and future maritime systems 
have many similarities in structure; however, they also possess few differences. 
For instance, as shown in Figure 2, one of the major noticeable differences is that 
in future marine power systems, both the main and the auxiliary or emergency 
switchboards receive and distribute DC power as opposed to the AC power 
utilized on the modern marine power system example depicted in Figure 1. 
Another key difference is the use of an energy storage system, which powers the 
switchboard in the next-generation marine power systems as can be seen from 
Figure 2. Though only few ships are currently deploying electric propulsion, the 
ships of the future should solely use electric propulsion due to its higher effi-
ciency. Some advantages of using DC-powered systems instead of the conven-
tionally used AC systems on next-generation shipboard systems are summarized 
in Table 1 [1, 2, 19, 20].
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shipboard electric power systems, DC power distribution is a highly viable option. 
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1500 feet long, which is miniscule compared to the massive distances, or hundreds 
of miles, over which landside power companies are expected to transmit and 
distribute electric power.
3. Future marine power systems
Due to the added regulations regarding the increase in efficiency and decrease 
in pollution of all vessels, it has become evident why most companies desire and are 
actively searching for better shipboard microgrid architectures. The overall goal of 
future marine power systems would be to establish and use an almost completely 
DC marine power system. This is due to the numerous potential benefits it would 
allow in both efficiency and pollution if properly designed [14–19]. Numerous 
vessels now deploy diesel engine propulsion; however, they can likely be made 
more efficient in the future if they were to be switched to electric propulsion under 
the umbrella of all electric ships (AES). Electric propulsion may improve fuel 
consumption as well as the dynamic performance of the ship [14]. Since ships that 
use electric propulsion consume most of the power generated for propulsion, it 
is imperative to ensure that the shipboard microgrid of such a vessel is capable of 
handling the load dynamics, which are connected to electric propulsion as well as 
the immense amount of power needed to propel a vessel utilizing electric propul-
sion technologies.
With the use of energy storage systems (ESS), such as battery banks and fuel 
cells, synchronous generators can be operated at optimal speeds, which allow for 
improved efficiency and reduced pollution, as a result, allowing a greater reduction 
in distribution losses as well as increased reliability [7]. The use of energy storage 
systems is beneficial as they allow for continuous power flow to the connected loads 
in the event of a power generator failure.
Transformers, which are AC/AC converters, are used in conventional shipboard 
AC power systems. Such devices would be replaced with DC/DC power converters 
for the shipboard DC distribution systems of the future, which would allow the 
voltage to be stepped down (buck converters, for instance) or stepped up (boost 
converters, for instance), to the required levels. The voltage levels may also be 
stepped up and stepped down to achieve certain requirements by the means of 
buck/boost or cuck converters. On the other hand and for specific AC loads, DC/
AC inverters would be required. Benefits of using such converters may include 
increased power compensation and better frequency regulation.
It is appropriate to mention that the modern and future maritime systems 
have many similarities in structure; however, they also possess few differences. 
For instance, as shown in Figure 2, one of the major noticeable differences is that 
in future marine power systems, both the main and the auxiliary or emergency 
switchboards receive and distribute DC power as opposed to the AC power 
utilized on the modern marine power system example depicted in Figure 1. 
Another key difference is the use of an energy storage system, which powers the 
switchboard in the next-generation marine power systems as can be seen from 
Figure 2. Though only few ships are currently deploying electric propulsion, the 
ships of the future should solely use electric propulsion due to its higher effi-
ciency. Some advantages of using DC-powered systems instead of the conven-
tionally used AC systems on next-generation shipboard systems are summarized 
in Table 1 [1, 2, 19, 20].
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4. Maritime microgrids
In general, DC microgrids characteristically are self-sustaining given the ability 
to work given a grid-connected or islanded-mode condition. The feature of these 
self-thriving distribution systems emanates from the connected renewable energy 
resources and energy storage devices. The general architecture of the emerged 
Item Advantages of using DC systems vs. AC systems
1 Eradication of frequency-related issues and synchronization of sources
2 Proper control of drive systems over a wide range of speeds due to the advancement in power 
electronic devices
3 Potential reduction in overall size and rating of switchgear
4 Generators operate at or near unity power factor; and thereby reactive power compensation may be 
controlled properly
5 Overall reduced system size in general, allowing for larger cargo space
6 Virtual inertia of power electronic devices may be deployed to enhance the overall system stability
7 Replacement of large distribution transformers with small-sized power electronic converters
Table 1. 
Advantages of using DC-powered marine systems.
Figure 2. 
Single-line diagram of a next-generation marine power system.
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maritime microgrids is depicted in Figure 3. As shown in Figure 3, most maritime 
microgrids consist of conventional generators, several power electronic circuitries, 
and numerous AC and DC loads such as the propellers and propulsion system as a 
whole.
In Figure 3, the maritime microgrid system under study consists of two syn-
chronous generators operating in parallel and connected via a sectionalizing switch. 
The switch is normally open and can be closed during harsh conditions, as in case of 
breaking, for example. The hybrid maritime microgrid system shown in Figure 1 is 
driven by power electronic circuitry, which is mainly consisting of the following:
• AC/DC full-bridge inverter system.
• Energy storage system EES, and in our case we assumed a battery system.
• DC/DC boost converter(s).
• DC/AC inverter(s). One of the main functions of the DC/AC inversion systems 
is to feed the propellers.
A lot of research is being conducted to optimize the operation of maritime 
microgrids such as enhancing reliability and survivability, improving stability using 
virtual synchronous generators, and minimizing power curtailment. References 
[1–13, 20] provide literature on some of these techniques.
Figure 3. 
Hybrid maritime microgrid system.
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5. Review of marine power system components
In the subsequent section, modeling aspects of some components used on most 
of the current and future marine power systems are reviewed and briefly discussed.
5.1 Load model
The active and reactive power loads on distribution networks can be represented 
as constant power, constant current, constant impedance, or a mixture of these 
types. Hence, the load model in distribution systems can be generally represented as 
by an exponential form as
  P k =  P ref  ( 
 V k  _  V ref ) 
α
 (1)
  Q   k =  Q   ref  ( 
 V k  _  V ref ) 
β
 (2)
where  V ref is the reference bus voltage;  V k is the operating voltage at bus k ;  
 P ref  and  Q    ref , respectively, are the active and reactive power consumptions at the 
reference bus; and  α  and  β  are exponents on which the load characteristic can be 
determined. That is, constant power load model can be found by setting  α and β 
equal to 0. Further, constant current model is obtained by setting  α and β equal to 1. 
Moreover, constant impedance load model is obtained by setting  α and β equal to 2.
5.2 Cogeneration model
Cogenerators or distributed generators are small-scale sources of energy used at 
distribution level to increase the reliability and security of the system. Cogenerators 
can be modeled either as constant power nodes or constant voltage nodes. However, 
according to the IEEE standard 3636, cogenerators are modeled as constant power 
loads. Therefore, in several studies, particularly planning studies, it might be 
appropriate to adopt modeling of cogeneration such as photovoltaic, for instance, as 
constant power loads.
5.3 Static VAR model
As was mentioned earlier in Section 2, capacitor banks and other types of static 
VAR compensators (SVC) are utilized on maritime distribution systems to boost 
bus voltages and keep reactive power limits in the desired range. Capacitor banks 
can be modeled as constant capacitance devices and may be represented by current 
injections to the node to which they are connected.
5.4 Transformer model
Transformers are modeled using their per unit synchronous reactance. Using per 
unit system makes including transformers in power system analysis much easier as 
the problem of transferring reactances on both sides of the transformer is eliminated.
6. Future studies
Based on our discussion so far, we have concluded that maritime power systems 
are somewhat different from their typical terrestrial counterparts. In particular, 
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generally speaking, maritime systems consist of generation and distribution, but 
no transmission, which is very distinct from the territorial electric power systems. 
The generation and distribution are coupled with distribution feeders in order to 
transfer the power from the synchronous generators to the loads. Hybrid maritime 
distribution systems (hybrid maritime microgrids) consist also of several power 
electronic devices such as converters, inverters, rectifiers, and switchboards. 
Instrumentation and control circuits are used on ships to ensure safe operation 
of the ship. A typical maritime power system is in fact an isolated power system, 
which is largely different from the terrestrial power systems. Therefore, survivabil-
ity of such a system during abnormal circumstances is of great concern for marine 
power system planners. Enhancing reliability and survivability through feeder 
reconfiguring of marine distribution systems, however, needs flexible and reliable 
techniques to accommodate all of the aforementioned characteristics of modern 
marine power systems. In order to perform studies on any marine power system, a 
power flow solution is constantly required. Nonlinear power flow and DC power 
flows are commonly used in the literature to carry out optimization studies on 
terrestrial and shipboard systems. In recent literature, enhanced linearized power 
flows [21, 22] have also been used as they compensate for most of the drawbacks 
of the conventional DC power flows. A lot of research needs to be performed 
in order to secure transition from AC marine power systems to hybrid and then 
DC-powered marine power systems. This research may include developing methods 
for enhancing reliability and survivability, improving stability using virtual syn-
chronous generators, and minimizing power curtailment on ships using real-time 
data and testbeds. Table 2 summarizes some challenges and also lists examples of 
research that need to be carried out in order to accommodate the emerged maritime 
power systems.
7. Conclusion
This study has detailed some potential ways for the maritime industry to begin 
to phase out AC power generation and distribution on new vessels over a short 
period of time. Over short distances, DC power provides less power loss, no har-
monics, and more control over equipment, which are some of the major reasons 
Item Challenges
1 The penetration of intermittent renewable energy resources and storage devices has increased in 
nowadays shipboard systems. Consequently, accurate models need to be developed to accommodate 
such an increase
2 To ensure reliable operation of next-generation shipboard systems, numerous studies should be 
carried out in a real-time frame using high-computation facilities and parallel computing
3 More innovative techniques for optimal load flows, service restoration, and reconfiguration need to 
be developed. This requires the development of more testbeds, particularly for large-scale realistic 
marine power systems
4 Frequency-related issues of power electronic devices are another area of research for future 
shipboard systems. Effective inverter topologies that minimize stress ratios and switching losses 
constitute another research path for future maritime systems
5 For stabilize operation of the hybrid power systems, more work needs to be carried out in the area 
of power system stability using the concept of virtual inertia. Proper control design and innovative 
communication protocols would help utilizing the concept of virtual synchronous generators to 
maintain the stability limits of a given marine electric system
Table 2. 
Examples and challenges of future research in marine systems.
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5. Review of marine power system components
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  P k =  P ref  ( 
 V k  _  V ref ) 
α
 (1)
  Q   k =  Q   ref  ( 
 V k  _  V ref ) 
β
 (2)
where  V ref is the reference bus voltage;  V k is the operating voltage at bus k ;  
 P ref  and  Q    ref , respectively, are the active and reactive power consumptions at the 
reference bus; and  α  and  β  are exponents on which the load characteristic can be 
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5.2 Cogeneration model
Cogenerators or distributed generators are small-scale sources of energy used at 
distribution level to increase the reliability and security of the system. Cogenerators 
can be modeled either as constant power nodes or constant voltage nodes. However, 
according to the IEEE standard 3636, cogenerators are modeled as constant power 
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constant power loads.
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why many industry officials are conducting vast research in this specific area. 
Therefore, the vessels of the future should consider transitioning into DC power 
generation and distribution. Nonetheless, during the transition from an AC ship-
board power system to a DC shipboard power system, there will be a time during 
which the vessels will be run by a hybrid shipboard power system, which utilizes a 
mixture of both AC and DC power. These hybrid systems are known as integrated 
marine power systems or hybrid maritime microgrids.
Some advantages of hybrid maritime microgrids include higher efficiency, opti-
mum fuel consumption, improved reliability, and more importantly improved sur-
vivability. This book chapter provides a quest for future maritime microgrids and 
integrated marine power systems. Though the power system literature is rich for 
terrestrial microgrids, it has fallen behind in providing a solid background for the 
future maritime systems. One of the main objectives of this review study is to pave 
the way for the researchers by supplying them with recent technologies, visions, 
and applications for future maritime microgrids. This study has presented a state 
of the art for maritime microgrids, emphasizing on the design aspects of hybrid 
maritime microgrids and summarizing the advantages, disadvantages, and the chal-
lenges that planners face when integrating renewable energy resources into existing 
marine power systems. Moreover, this review study has paved the way for mariners 
and researchers by supplying them with recent technologies, visions, and applica-
tions for future maritime integrated power systems and maritime microgrids. This 
work has also presented and discussed issues associated with the design and control 
of future maritime microgrids as envisioned by the US Navy near-term develop-
ment plan of 2025 and the long-term plan of 2035. In addition, this study presented 
some of the challenges that both current and future IMPS are facing and reviewed 
some of the remedies that have been recently proposed in the literature to overcome 
such challenges. This study has also reported on the problem of feeder reconfigura-
tion and service restoration of shipboard power systems and introduces directions 
on how to enhance the reliability and survivability of maritime power systems using 
distribution system reconfiguration.
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Abstract
Nowadays, due to economic and climate concerns, the private transportation
sector is shifting for the vehicle electrification. For this new reality, new challenges
about operation modes are emerging, demanding a cooperative and dynamic oper-
ation with the power grid, guaranteeing a stable integration without omitting the
power quality. Besides, new attractive and complementary technologies are offered
by the vehicle electrification in the context of smart grids, valid for both on board
and off board systems. In this perspective, this book chapter presents a global
perspective and deals with challenges for the vehicle electrification, covering the
key technologies toward a sustainable future. Among others, the flowing topics are
covered: (1) Overview of battery charging systems, including on board and off
board systems; (2) State of the art of communication technologies for application in
the context of vehicular electrification, smart grids and smart homes; (3) Chal-
lenges and opportunities concerning wireless power transfer with bidirectional
interface to the electrical grid; (4) Future perspectives about bidirectional power
transfer between electric vehicles (vehicle to vehicle operation mode); (5) Unified
technologies, allowing to combine functionalities of a bidirectional interface with
the electrical grid and motor driver based on a single system; and (6) Smart grids
and smart homes scenarios and accessible opportunities about operation modes.
Keywords: vehicle electrification, smart grids, smart homes, communication
technologies, wireless power transfer, renewable energy sources, power quality,
power electronics, energy storage systems
1. Introduction
Nowadays, the transport sector is responsible by 33% of final energy consump-
tion in the 28 countries of the European Union (EU28), where road transports
represent about 82%, contributing to about 27% of the total final energy consumed
in EU28 [1]. Associated with this consumption is the emission of greenhouse gases
for the atmosphere, contributing for the global warming, as well as for deteriorate
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1. Introduction
Nowadays, the transport sector is responsible by 33% of final energy consump-
tion in the 28 countries of the European Union (EU28), where road transports
represent about 82%, contributing to about 27% of the total final energy consumed
in EU28 [1]. Associated with this consumption is the emission of greenhouse gases
for the atmosphere, contributing for the global warming, as well as for deteriorate
living conditions on the planet. Indeed, the environmental problems are affecting
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the societies around the world, obliging to change the paradigm targeting moderat-
ing the greenhouse gas emissions [2, 3] Globally, the transports sector contributes in
26% for the final energy consumption and 13.1% for the total CO2 emissions [4],
and in particular, contributed nearly 21% of the EU total emissions of CO2 [5]. As a
contribution to overcome this paradigm, the vehicle electrification (electric and
hybrid electric vehicles) is pointed-out by many specialists as a prominent solution
to reduce the CO2 emissions [6–8] and to support the future transportation sector
[9–11]. From the different solutions offered by the vehicle electrification, plug-in
electric vehicles (EV) and plug-in hybrid EV are particularly interesting due to the
capacity to be charged directly from the electrical grid. In fact, the changing of
paradigm for the electric mobility is already underway and the global sales of EV
reached the 174,000 units in the first trimester of 2018 with a consistent growing of
about 67% by year. In terms of geographic distribution, China leads the sales of EV
followed by United States and Japan, and by Norway and Germany in the EU [12].
The global sales of plug-in EVs reached 2.1 million units in 2018, growing 64% in
relation to 2017 [13]. At the end of 2018, the global fleet of plug-in EVs reaches the
mark of 5.4 million [13].
Also as a complement to revolutionize this paradigm change, new technologies
are appearing targeting a common harmonious objective for the smart grids [14]:
decrease of greenhouse gas emissions. Thereby, besides electric mobility, other
technologies are influent for the same purpose, as renewable energy sources (RES)
and energy storage systems (ESS), at residential or industrial level, strategic
installed as support of the electrical power grid [15–19] These three technologies are
accepted as elementary pillars for a profound and exciting revolution of paradigm
toward, each more, smart grids as well as smart homes, where the developments in
the industrial and electronics field are indispensable [20–23]. Additionally, based on
the presence of vehicle electrification, RES, and ESS when engaged with smart grids
and smart homes, further advances in the field of information and communication
technologies are welcome, where the Internet of Things (IoT) concept appears as a
key contribution to help to obtain an autonomous, dynamic, and flexible electrical
grid [24–27].
Analyzing the introduction and maturation of RES along the last decades, espe-
cially the imposition offered by wind and solar, the power production from these
sources has grown expressively, signifying a vital input for enhancing the power
management and the energy necessities, both at residential and industrial level. In
an ample perception, it is clear that the involvement of RES represents a positive
effect for disseminating the new paradigm of smart grids [28]. This is also valid
from the point of view of a microgrid, where the planned distribution of RES also
represents a pertinent participation for an optimal power control process in smart
grids [29]. Nonetheless, RES has a disadvantage that cannot be solved by itself: the
dependence on weather conditions that is reflected in the intermittent power pro-
duction. In this way, the inclusion of ESS technologies is indispensable to establish a
support between the power production and consumption in collaboration with the
necessities of the electrical grid (more precisely, for instance, the necessities of
smart homes). In this context of using ESS to balance the power production and
consumption, it is established an efficient engagement of unpredictable power
production from RES, flexible storage, and controlled or uncontrolled power con-
sumption. This is valid for the existing status and for the future viewpoints
encompassing large-scale of RES with the intrinsic irregular and unpredictable
power production [30], as well as taking into account the user demand profile for
optimizing the power consumption exclusively from RES [31]. Although the inves-
tigated control methodologies to deal with the power production from RES, the
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presence of ESS offers new possibilities of power management, also requiring ded-
icated control methodologies [32].
The vehicle electrification is also recognized as vital for a cooperation control
between RES and ESS [33, 34], supporting the reduction of energy costs and green-
house gas emissions and commit for a cooperative power optimization [35–40].
This cooperative scenario is pertinent when framed with smart grids and also with
smart homes [41–44], where the scheduling uncertainties of the EV is also an issue
that must be considered, targeting to enhance the grid performance [45–48]. More-
over, advanced topologies for simplifying and unifying RES and EVs are also fun-
damental [49].
Despite the advantages of the vehicle electrification for the smart grids, its
impact on the electrical grid operation is of utmost importance and must be handled
properly [50–53]. An on-line adaptive strategy for coordinating the EV parking
schedules, in the perspective of maintaining the operability of the electrical grid, as
well as the user convenience, is proposed in [54]. Similarly, an approach to mini-
mize the peak loads of the electrical grid and the EV charging costs at the same time
is proposed in [55] for a coordinated integration of the vehicle electrification.
Concerning the analysis about the impact of the vehicle electrification in electrical
grids, exemplification research works developed around the world are presented,
respectively, in [56–60], for the Australia, Canada, China, Sweden, and
Portuguese cases.
As the title specifies, this chapter deals with challenges and a global perspective
of the vehicle electrification in smart grids. Contextualizing the above-mentioned
subjects, this chapter incorporates contributions and overviews in the following
fields: Section 2 introduces the different structures concerning the internal consti-
tution of an EV battery charger (EVBC) in terms of power stages, as well as its
principle of operation; Section 3 summarizes the main communication technologies
for the vehicle electrification, establishing different perspectives in smart grids and
smart homes; Section 4 presents a global overview about challenges and opportuni-
ties of wireless power transfer in the perspective of the vehicle electrification;
Section 5 discusses the relevance and the future perspectives about a direct or an
indirect bidirectional power transfer between EVs, operation denominated as
vehicle-to-vehicle; Section 6 introduces unified technologies for the vehicle electri-
fication, permitting to combine the functionalities of an EVBC and a motor driver in
a single equipment; Section 7 contextualizes the operation modes for the vehicle
electrification and presents a set of opportunities offered for future scenarios of
smart grids and smart homes. The book chapter is finalized with Section 8, where
are presented the main conclusions according to each section.
2. EV battery chargers: an analysis of the principle of operation and of
the power stages
An EV battery charger (EVBC) is classified either as on-board or as off-board,
depending if it is installed inside or outside the EV, respectively. Regardless the on-
board or off-board concept, internally, an EVBC incorporates power electronics
converters with the respective control system. Figure 1 illustrates an EVBC in its
conventional structure, organized by two power stages: an ac-dc front-end inter-
facing the electrical grid and controlled by a current feedback; and a dc-dc back-end
interfacing the EV battery and controlled by a voltage or a current feedback. The
presented variables are the main required for a closed-loop control. This figure also
shows the signals for the power stages. Although there are two distinct power
157
Vehicle Electrification: Technologies, Challenges, and a Global Perspective for Smart Grids
DOI: http://dx.doi.org/10.5772/intechopen.89655
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capacity to be charged directly from the electrical grid. In fact, the changing of
paradigm for the electric mobility is already underway and the global sales of EV
reached the 174,000 units in the first trimester of 2018 with a consistent growing of
about 67% by year. In terms of geographic distribution, China leads the sales of EV
followed by United States and Japan, and by Norway and Germany in the EU [12].
The global sales of plug-in EVs reached 2.1 million units in 2018, growing 64% in
relation to 2017 [13]. At the end of 2018, the global fleet of plug-in EVs reaches the
mark of 5.4 million [13].
Also as a complement to revolutionize this paradigm change, new technologies
are appearing targeting a common harmonious objective for the smart grids [14]:
decrease of greenhouse gas emissions. Thereby, besides electric mobility, other
technologies are influent for the same purpose, as renewable energy sources (RES)
and energy storage systems (ESS), at residential or industrial level, strategic
installed as support of the electrical power grid [15–19] These three technologies are
accepted as elementary pillars for a profound and exciting revolution of paradigm
toward, each more, smart grids as well as smart homes, where the developments in
the industrial and electronics field are indispensable [20–23]. Additionally, based on
the presence of vehicle electrification, RES, and ESS when engaged with smart grids
and smart homes, further advances in the field of information and communication
technologies are welcome, where the Internet of Things (IoT) concept appears as a
key contribution to help to obtain an autonomous, dynamic, and flexible electrical
grid [24–27].
Analyzing the introduction and maturation of RES along the last decades, espe-
cially the imposition offered by wind and solar, the power production from these
sources has grown expressively, signifying a vital input for enhancing the power
management and the energy necessities, both at residential and industrial level. In
an ample perception, it is clear that the involvement of RES represents a positive
effect for disseminating the new paradigm of smart grids [28]. This is also valid
from the point of view of a microgrid, where the planned distribution of RES also
represents a pertinent participation for an optimal power control process in smart
grids [29]. Nonetheless, RES has a disadvantage that cannot be solved by itself: the
dependence on weather conditions that is reflected in the intermittent power pro-
duction. In this way, the inclusion of ESS technologies is indispensable to establish a
support between the power production and consumption in collaboration with the
necessities of the electrical grid (more precisely, for instance, the necessities of
smart homes). In this context of using ESS to balance the power production and
consumption, it is established an efficient engagement of unpredictable power
production from RES, flexible storage, and controlled or uncontrolled power con-
sumption. This is valid for the existing status and for the future viewpoints
encompassing large-scale of RES with the intrinsic irregular and unpredictable
power production [30], as well as taking into account the user demand profile for
optimizing the power consumption exclusively from RES [31]. Although the inves-
tigated control methodologies to deal with the power production from RES, the
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presence of ESS offers new possibilities of power management, also requiring ded-
icated control methodologies [32].
The vehicle electrification is also recognized as vital for a cooperation control
between RES and ESS [33, 34], supporting the reduction of energy costs and green-
house gas emissions and commit for a cooperative power optimization [35–40].
This cooperative scenario is pertinent when framed with smart grids and also with
smart homes [41–44], where the scheduling uncertainties of the EV is also an issue
that must be considered, targeting to enhance the grid performance [45–48]. More-
over, advanced topologies for simplifying and unifying RES and EVs are also fun-
damental [49].
Despite the advantages of the vehicle electrification for the smart grids, its
impact on the electrical grid operation is of utmost importance and must be handled
properly [50–53]. An on-line adaptive strategy for coordinating the EV parking
schedules, in the perspective of maintaining the operability of the electrical grid, as
well as the user convenience, is proposed in [54]. Similarly, an approach to mini-
mize the peak loads of the electrical grid and the EV charging costs at the same time
is proposed in [55] for a coordinated integration of the vehicle electrification.
Concerning the analysis about the impact of the vehicle electrification in electrical
grids, exemplification research works developed around the world are presented,
respectively, in [56–60], for the Australia, Canada, China, Sweden, and
Portuguese cases.
As the title specifies, this chapter deals with challenges and a global perspective
of the vehicle electrification in smart grids. Contextualizing the above-mentioned
subjects, this chapter incorporates contributions and overviews in the following
fields: Section 2 introduces the different structures concerning the internal consti-
tution of an EV battery charger (EVBC) in terms of power stages, as well as its
principle of operation; Section 3 summarizes the main communication technologies
for the vehicle electrification, establishing different perspectives in smart grids and
smart homes; Section 4 presents a global overview about challenges and opportuni-
ties of wireless power transfer in the perspective of the vehicle electrification;
Section 5 discusses the relevance and the future perspectives about a direct or an
indirect bidirectional power transfer between EVs, operation denominated as
vehicle-to-vehicle; Section 6 introduces unified technologies for the vehicle electri-
fication, permitting to combine the functionalities of an EVBC and a motor driver in
a single equipment; Section 7 contextualizes the operation modes for the vehicle
electrification and presents a set of opportunities offered for future scenarios of
smart grids and smart homes. The book chapter is finalized with Section 8, where
are presented the main conclusions according to each section.
2. EV battery chargers: an analysis of the principle of operation and of
the power stages
An EV battery charger (EVBC) is classified either as on-board or as off-board,
depending if it is installed inside or outside the EV, respectively. Regardless the on-
board or off-board concept, internally, an EVBC incorporates power electronics
converters with the respective control system. Figure 1 illustrates an EVBC in its
conventional structure, organized by two power stages: an ac-dc front-end inter-
facing the electrical grid and controlled by a current feedback; and a dc-dc back-end
interfacing the EV battery and controlled by a voltage or a current feedback. The
presented variables are the main required for a closed-loop control. This figure also
shows the signals for the power stages. Although there are two distinct power
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stages, each one with a specific strategy to ensure that current and voltage are
precisely controlled, the control system should be viewed as a whole, since both
power stages are linked by a dc-link. This is crucial to emphasize since, for example,
the grid-side current of the front-end power stage is controlled according to the
voltage and current levels of the battery-side of the back-end power stage. This
means that the amplitude of the grid-side current is a function of the charging
power in the battery-side. Therefore, a global power theory for the EVBC is applied
for determining the reference of current for the front-end power stage [61, 62]. On
the other hand, the reference of voltage or current for the back-end power stage is
determined by the battery management system (BMS) [63, 64]. Based on the
established references, individual and dedicated control strategies are applied for
each power stage, basically, to determine the status of the switching devices during
each control period [65–67] Besides the aforementioned low-level control require-
ments for both power stages (in terms of the switching devices), a communication
platform, within the whole control system, is essential for establishing a bidirec-
tional communication with the smart grid or smart home. The different technolo-
gies for the communication, as well as the functionalities framed with the EVBC,
are analyzed in Section 2.
The conventional structure of an EVBC is based on two power stages, regardless
the on-board or off-board concepts and the topology [68–70] Nevertheless, other
structures are possible, for example, by combining these two concepts for an EVBC
(this means that an EVBC can be constituted by an off-board power stage and by an
on-board power stage) or a structure based on a single power stage. Analyzing the
power stages in more detail, different arrangements are possible, for instance, based
on multilevel structures [71–74] interleaved topologies [75, 76], and with or without
galvanic isolation [77, 78] Independently of the arrangement, high-levels of power
quality concerning low harmonic distortion, high power factor, and balanced cur-
rents (in the case of three-phase EVBC) must be guaranteed [79]. Similarly, a
voltage and a current with low-ripple must be guaranteed for the battery-side in the
perspective to preserve the battery lifetime. Figure 2 shows the possible structures
that can be implemented for an EVBC, highlighting on-board and off-board con-
cepts, as well as power stages encompassing galvanic isolation.
Figure 3 illustrates an EV with the two possibilities of interfacing the electrical
grid: an on-board and an off-board. As demonstrated, the power stages permit a
bidirectional power flow, from the electrical grid to the EV and vice-versa. This
possibility is denominated as grid-to-vehicle (G2V) or, in reverse, denominated as
vehicle-to-grid (V2G). Dedicated control algorithms are responsible for controlling
the EVBC in one of these modes, where the power management is accomplished by
the smart grid or by the smart home. Moreover, the EV user has also some privileges
Figure 1.
EVBC constituted by two power stages (a front-end and a back-end, respectively, to interface the electrical grid
and the EV battery) and by a common control system.
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(for instance, financial incentives) when allowing the EV operation in a flexible
controllability of G2V/V2G modes, but without ignoring the information provided
by the BMS.
Figure 2.
Possible structures that can be implemented in EVBC, highlighting on-board and off-board concepts, as well as
power stages encompassing a galvanic isolation.
Figure 3.
EV interface (through an on-board and an off-board EVBC) with the smart grid, and establishing
bidirectional communication and bidirectional power flow.
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stages, each one with a specific strategy to ensure that current and voltage are
precisely controlled, the control system should be viewed as a whole, since both
power stages are linked by a dc-link. This is crucial to emphasize since, for example,
the grid-side current of the front-end power stage is controlled according to the
voltage and current levels of the battery-side of the back-end power stage. This
means that the amplitude of the grid-side current is a function of the charging
power in the battery-side. Therefore, a global power theory for the EVBC is applied
for determining the reference of current for the front-end power stage [61, 62]. On
the other hand, the reference of voltage or current for the back-end power stage is
determined by the battery management system (BMS) [63, 64]. Based on the
established references, individual and dedicated control strategies are applied for
each power stage, basically, to determine the status of the switching devices during
each control period [65–67] Besides the aforementioned low-level control require-
ments for both power stages (in terms of the switching devices), a communication
platform, within the whole control system, is essential for establishing a bidirec-
tional communication with the smart grid or smart home. The different technolo-
gies for the communication, as well as the functionalities framed with the EVBC,
are analyzed in Section 2.
The conventional structure of an EVBC is based on two power stages, regardless
the on-board or off-board concepts and the topology [68–70] Nevertheless, other
structures are possible, for example, by combining these two concepts for an EVBC
(this means that an EVBC can be constituted by an off-board power stage and by an
on-board power stage) or a structure based on a single power stage. Analyzing the
power stages in more detail, different arrangements are possible, for instance, based
on multilevel structures [71–74] interleaved topologies [75, 76], and with or without
galvanic isolation [77, 78] Independently of the arrangement, high-levels of power
quality concerning low harmonic distortion, high power factor, and balanced cur-
rents (in the case of three-phase EVBC) must be guaranteed [79]. Similarly, a
voltage and a current with low-ripple must be guaranteed for the battery-side in the
perspective to preserve the battery lifetime. Figure 2 shows the possible structures
that can be implemented for an EVBC, highlighting on-board and off-board con-
cepts, as well as power stages encompassing galvanic isolation.
Figure 3 illustrates an EV with the two possibilities of interfacing the electrical
grid: an on-board and an off-board. As demonstrated, the power stages permit a
bidirectional power flow, from the electrical grid to the EV and vice-versa. This
possibility is denominated as grid-to-vehicle (G2V) or, in reverse, denominated as
vehicle-to-grid (V2G). Dedicated control algorithms are responsible for controlling
the EVBC in one of these modes, where the power management is accomplished by
the smart grid or by the smart home. Moreover, the EV user has also some privileges
Figure 1.
EVBC constituted by two power stages (a front-end and a back-end, respectively, to interface the electrical grid
and the EV battery) and by a common control system.
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(for instance, financial incentives) when allowing the EV operation in a flexible
controllability of G2V/V2G modes, but without ignoring the information provided
by the BMS.
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Possible structures that can be implemented in EVBC, highlighting on-board and off-board concepts, as well as
power stages encompassing a galvanic isolation.
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EV interface (through an on-board and an off-board EVBC) with the smart grid, and establishing
bidirectional communication and bidirectional power flow.
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The same way as for an on-board EVBC, and also permitting a bidirectional
exchange of active power from the electrical grid to the EV and vice-versa, is the
operation of an off-board EVBC. Moreover, in terms of controllability, the same
principle is applied by combining the requirements and benefits of the EV user, the
battery BMS, the smart grid, and the smart home.
3. Communication technologies for vehicle electrification
This section presents an overview of communication network standards in the
context of vehicle electrification. A communication network is a communication
system that enables bidirectional communication between the multiple devices that
are part of the network (called nodes). This is in contrast with broadcast commu-
nication systems (e.g., TV and radio), which only allow communication on one
direction (from the station to the users’ devices), and with bidirectional point-to-
point communication systems, which only allow communication between two
devices. In order to be able to communicate, the network nodes must use the same
protocols. In this sense, the use of standard network technologies and protocols is
normally preferable due to criteria such as compatibility, variety of choice and cost.
The term “network” may apply to a set of nodes that exchange data using a specific
network technology and its respective protocols (e.g., Wi-Fi or Ethernet) or may be
used in a broader sense to refer to a communication system that interconnects
devices that communicate using different networks technologies and protocols
(e.g., the Internet). Most of the traffic on the Internet (e.g., audio, video, and data
files) is produced and consumed by humans. In contrast, the concept of IoT [80, 81]
extends the use of the Internet for the exchange of data generated, processed,
stored, and analyzed by devices, either autonomously or with the participation of
the users. Given the relevance of the IoT for vehicle electrification and smart grids
[82], the communication technologies presented in this section are framed in the
scope of the IoT.
3.1 IoT architecture
The IoT paradigm is also being deployed in several other contexts and applica-
tions areas, including different industry sectors [83, 84], smart cities [85, 86], and
healthcare [87, 88]. Besides data communication, an IoT system has to perform a
multitude of other tasks. Therefore, it is useful to organize these tasks in an IoT
architecture composed of different layers. Several authors proposed different
architectures [80, 84, 89, 90], but there is not yet a consensus regarding a reference
model. A basic proposal that is suitable for this chapter divides the IoT architecture
in three layers: sensing, network, and application.
The sensing layer is mainly responsible for collecting data from the physical
world using sensors. These sensors are integrated in electronic devices (sensor
nodes). These nodes include other hardware components [91] that are essential for
the proper operation of the device in the context of the IoT, such as: (i) a commu-
nication transceiver, which needs to be compliant with the specific network tech-
nology used by the device; (ii) a processing unit, which executes the software for
the higher network layers, as well as application-specific code; and (iii) a power
source, which may be a battery or an ac power supply (when available), depending
on the application requirements. Some devices of this layer may also integrate
actuators, which perform an opposite role compared to sensors, acting on the
physical world based on the received data. The sensing layer may also be called as
perception layer [92, 93] or objects layer [80].
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The network layer provides the interconnection between the sensing layer and
the application layer. This layer normally is composed of multiple types of commu-
nication networks, which form the communication infrastructure used for the
exchange of information between the different types of devices that are part of the
IoT. An overview of relevant network standards is provided in the next subsection.
This layer also handles other IoT tasks, such as data storage and cloud computing
[92]. In this sense, several IoT cloud platforms [94] are currently available, as well
as cloud computing platforms from major players that also provide IoT services,
such as Amazon Web Services (AWS), Google Cloud Platform, Microsoft Azure,
and IBM Bluemix.
The application layer is the higher level of the IoT architecture. This layer pro-
vides specific services for the users based on the data collected by the sensing layer.
These services include the automation of processes, using application-specific con-
trol algorithms designed in the scope of this layer. In the context of vehicle electri-
fication applications, one example is the EVBC control, inside a smart home, based
on the measurement of the total instantaneous home current, in order to avoid the
tripping of the main circuit breaker [95]. The services that may be performed by
this layer include also the provision of a user interface through an IoT client device,
to allow the user to interact with the IoT system [96]. This layer also includes
data-mining algorithms [97, 98].
3.2 Network standards
The devices that are part of an IoT system may range from multiple distributed
sensor nodes, at the lower level, to centralized cloud computing servers, at the
higher level. These devices present different requirements and capabilities in terms
of data rate, energy consumption, processing power, connectivity, etc. For example,
many applications require the deployment of several low-cost wireless sensor nodes
to collect relevant data [99]. Without cables, the sensor node has to resort to a
battery as its power source; therefore, it is normally designed to operate with very
low energy consumption, in order to maximize its lifetime. Typically, these nodes
also require low data rate and offer low processing power. On the other hand, a
cloud server normally requires a high data rate wired connection and machines with
high processing power and high energy consumption to handle the data collected
from multiple devices. Therefore, the network layer of the IoT architecture requires
different network technologies, organized hierarchically from lower to higher
levels, in order to satisfy the requirements of its different IoT devices.
Wireless networks may operate in unlicensed or licensed frequency bands. The
unlicensed bands were reserved originally for radiofrequency (RF) emissions of
industrial, scientific, and medical (ISM) equipment for purposes not associated
with communications (e.g., microwave ovens). Nowadays, ISM bands are used by
short range wireless networks such as ZigBee, Bluetooth, andWi-Fi, as well as some
low power wide area networks (LPWAN), such as LoRa. The main advantage of
ISM bands is that they can be used without a government license. On the other
hand, they may be subjected to interference from other wireless communication
devices and ISM equipment. Normally, there are multiple channels in these bands,
so the network devices may select channels with less interference for operation. The
main ISM bands currently used by wireless networks are the 433 MHz, 900 MHz,
2.4 GHz, and 5 GHz bands, but the first two are not available worldwide. Higher
frequency bands tend to have more bandwidth available, which means that the
wireless networks may offer higher data rates. On the other hand, lower frequency
bands allow longer range. The channels in licensed frequency bands are normally
sold by the government to operators, which offer their services to their users (e.g.,
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The same way as for an on-board EVBC, and also permitting a bidirectional
exchange of active power from the electrical grid to the EV and vice-versa, is the
operation of an off-board EVBC. Moreover, in terms of controllability, the same
principle is applied by combining the requirements and benefits of the EV user, the
battery BMS, the smart grid, and the smart home.
3. Communication technologies for vehicle electrification
This section presents an overview of communication network standards in the
context of vehicle electrification. A communication network is a communication
system that enables bidirectional communication between the multiple devices that
are part of the network (called nodes). This is in contrast with broadcast commu-
nication systems (e.g., TV and radio), which only allow communication on one
direction (from the station to the users’ devices), and with bidirectional point-to-
point communication systems, which only allow communication between two
devices. In order to be able to communicate, the network nodes must use the same
protocols. In this sense, the use of standard network technologies and protocols is
normally preferable due to criteria such as compatibility, variety of choice and cost.
The term “network” may apply to a set of nodes that exchange data using a specific
network technology and its respective protocols (e.g., Wi-Fi or Ethernet) or may be
used in a broader sense to refer to a communication system that interconnects
devices that communicate using different networks technologies and protocols
(e.g., the Internet). Most of the traffic on the Internet (e.g., audio, video, and data
files) is produced and consumed by humans. In contrast, the concept of IoT [80, 81]
extends the use of the Internet for the exchange of data generated, processed,
stored, and analyzed by devices, either autonomously or with the participation of
the users. Given the relevance of the IoT for vehicle electrification and smart grids
[82], the communication technologies presented in this section are framed in the
scope of the IoT.
3.1 IoT architecture
The IoT paradigm is also being deployed in several other contexts and applica-
tions areas, including different industry sectors [83, 84], smart cities [85, 86], and
healthcare [87, 88]. Besides data communication, an IoT system has to perform a
multitude of other tasks. Therefore, it is useful to organize these tasks in an IoT
architecture composed of different layers. Several authors proposed different
architectures [80, 84, 89, 90], but there is not yet a consensus regarding a reference
model. A basic proposal that is suitable for this chapter divides the IoT architecture
in three layers: sensing, network, and application.
The sensing layer is mainly responsible for collecting data from the physical
world using sensors. These sensors are integrated in electronic devices (sensor
nodes). These nodes include other hardware components [91] that are essential for
the proper operation of the device in the context of the IoT, such as: (i) a commu-
nication transceiver, which needs to be compliant with the specific network tech-
nology used by the device; (ii) a processing unit, which executes the software for
the higher network layers, as well as application-specific code; and (iii) a power
source, which may be a battery or an ac power supply (when available), depending
on the application requirements. Some devices of this layer may also integrate
actuators, which perform an opposite role compared to sensors, acting on the
physical world based on the received data. The sensing layer may also be called as
perception layer [92, 93] or objects layer [80].
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The network layer provides the interconnection between the sensing layer and
the application layer. This layer normally is composed of multiple types of commu-
nication networks, which form the communication infrastructure used for the
exchange of information between the different types of devices that are part of the
IoT. An overview of relevant network standards is provided in the next subsection.
This layer also handles other IoT tasks, such as data storage and cloud computing
[92]. In this sense, several IoT cloud platforms [94] are currently available, as well
as cloud computing platforms from major players that also provide IoT services,
such as Amazon Web Services (AWS), Google Cloud Platform, Microsoft Azure,
and IBM Bluemix.
The application layer is the higher level of the IoT architecture. This layer pro-
vides specific services for the users based on the data collected by the sensing layer.
These services include the automation of processes, using application-specific con-
trol algorithms designed in the scope of this layer. In the context of vehicle electri-
fication applications, one example is the EVBC control, inside a smart home, based
on the measurement of the total instantaneous home current, in order to avoid the
tripping of the main circuit breaker [95]. The services that may be performed by
this layer include also the provision of a user interface through an IoT client device,
to allow the user to interact with the IoT system [96]. This layer also includes
data-mining algorithms [97, 98].
3.2 Network standards
The devices that are part of an IoT system may range from multiple distributed
sensor nodes, at the lower level, to centralized cloud computing servers, at the
higher level. These devices present different requirements and capabilities in terms
of data rate, energy consumption, processing power, connectivity, etc. For example,
many applications require the deployment of several low-cost wireless sensor nodes
to collect relevant data [99]. Without cables, the sensor node has to resort to a
battery as its power source; therefore, it is normally designed to operate with very
low energy consumption, in order to maximize its lifetime. Typically, these nodes
also require low data rate and offer low processing power. On the other hand, a
cloud server normally requires a high data rate wired connection and machines with
high processing power and high energy consumption to handle the data collected
from multiple devices. Therefore, the network layer of the IoT architecture requires
different network technologies, organized hierarchically from lower to higher
levels, in order to satisfy the requirements of its different IoT devices.
Wireless networks may operate in unlicensed or licensed frequency bands. The
unlicensed bands were reserved originally for radiofrequency (RF) emissions of
industrial, scientific, and medical (ISM) equipment for purposes not associated
with communications (e.g., microwave ovens). Nowadays, ISM bands are used by
short range wireless networks such as ZigBee, Bluetooth, andWi-Fi, as well as some
low power wide area networks (LPWAN), such as LoRa. The main advantage of
ISM bands is that they can be used without a government license. On the other
hand, they may be subjected to interference from other wireless communication
devices and ISM equipment. Normally, there are multiple channels in these bands,
so the network devices may select channels with less interference for operation. The
main ISM bands currently used by wireless networks are the 433 MHz, 900 MHz,
2.4 GHz, and 5 GHz bands, but the first two are not available worldwide. Higher
frequency bands tend to have more bandwidth available, which means that the
wireless networks may offer higher data rates. On the other hand, lower frequency
bands allow longer range. The channels in licensed frequency bands are normally
sold by the government to operators, which offer their services to their users (e.g.,
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mobile cellular network operators). These channels suffer less interference due to
exclusive allocation to a single operator. However, the use of these wireless
networks normally has costs to the user.
Wireless networks may also be classified according to their range. In this sense,
short-range networks include personal area networks (PAN) and local area net-
works (LAN), whereas long-range networks include wide area networks (WAN).
Wireless PAN (WPAN) standards [100] that are suitable for IoT include ZigBee
[101], Bluetooth Low Energy [102].
The two lower layers of the ZigBee protocol stack, physical (PHY) and medium
access control (MAC), are defined by the IEEE 802.15.4 low power and low data
rate WPAN standard [103]. The PHY layer uses direct sequence spread spectrum
(DSSS) and offers PHY data rates up to 250 kbps. There are 16 channels in the
2.4 GHz ISM band, available worldwide, as well as 11 channels in the 868/915 MHz
bands, but these are available only in some regions of the world. The MAC layer is
based on a CSMA/CA (Carrier Sense Multiple Access/Collision Avoidance) algo-
rithm. ZigBee defines three types of nodes: coordinator, router, and end-device. The
ZigBee coordinator starts the network formation and selects the communication
channel, among other tasks. It may also perform the same tasks of ZigBee routers,
which include routing of packets between nodes and allowing other nodes to join
the network. The ZigBee end devices are located at the extremities of the network,
which means that they cannot route packets. On the other hand, the end devices
may sleep to save energy, making them suitable for battery-operated sensor devices.
Although the direct range of ZigBee devices is limited to dozens of meters, the
support of multi-hop mesh topology (Figure 4a) allows increasing the network
range. ZigBee can also operate in star topology (Figure 4b), which is the topology
normally used also by most of the other wireless networks, such as Bluetooth,
Wi-Fi, and mobile cellular networks. In [104], the authors discuss the use of ZigBee
and other wireless technologies in the context of intelligent transportation
systems (ITS).
Bluetooth low energy (BLE) was introduced in the Bluetooth 4.0 specification. It
operates in the 2.4 GHz ISM band using frequency hopping spread spectrum
(FHSS). The original standard provides a PHY data rate of 1 Mbps. The MAC
protocol is based on a master-slave polling mechanism. BLE was developed for use
in low power wireless devices, such as battery-operated sensor nodes. BLE is not
Figure 4.
Main ZigBee topologies: (a) mesh (multi-hop); (b) star (single-hop).
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compatible with classic bluetooth, which continues to be offered for other applica-
tions (e.g., audio transmission). The new Bluetooth 5.0 specification introduces
improvements in terms of data rate and range, among others [105]. BLE was
designed to operate in star topology, but there are proposals to increase its range
though the use of BLE mesh networks [106]. In [107], the authors present the
development and test of a BLE network for wireless monitoring and control of
parameters associated to the battery and traction systems of an EV.
WLAN technologies normally provide longer range and much higher data rate
thanWPANs, but they also tend to have higher power consumption. Although there
were other WLAN alternatives in the past, such as high performance radio LAN
type 2 (HIPERLAN/2), the WLAN market nowadays is dominated by Wi-Fi prod-
ucts. Similarly to ZigBee, the PHY and MAC layers of Wi-Fi networks are defined
by IEEE standards, in this case, of the IEEE 802.11 family [108]. The original IEEE
802.11 standard defined PHY data rates of 1 and 2 Mbps in the 2.4 GHz ISM band.
The IEEE 802.11b amendment increased the maximum data rate to 11 Mbps. IEEE
802.11a/g/n/ac/ax amendments extended the operation to the 5 GHz band and
increased significantly the data rate, through the use of wider channels and higher-
order modulation techniques. Several other amendments were specified, with
improvements in other areas. For example, IEEE 802.11p defines enhancements to
support vehicular networks [109], in the scope of ITS, including vehicle-to-vehicle
(V2V) and vehicle-to-infrastructure (V2I) communication and operating in
specially allocated licensed ITS bands at 5.9 GHz.
Concerning wired network technologies, some alternatives available to provide
local area communication in the context of IoT systems are IEEE 802.3/Ethernet
[110, 111] standard and power line communication (PLC) technologies [112, 113].
When longer ranges than the ones provided by WPANs and WLANs are needed
and the data rate requirements are low, the use of a low power wide area networks
(LP-WAN) [114], such as LoRa [115], Sigfox [116], or Narrowband IoT (NB-IoT)
[117] may be considered a better alternative. In [118], the authors propose an EV
charging architecture based on the use of LoRa networks.
WPANs and WLANs are normally only suitable to provide local communication
from sensor nodes to a nearby base station (e.g., Wi-Fi access point, ZigBee coordi-
nator, or BLE master). One example is the use of these wireless network technolo-
gies for indoor communication inside a smart home. Therefore, it is also necessary
to use other communication technologies to transfer the collected data from the
base station to the IoT servers through the Internet, using appropriate wired and/or
wireless wide area networks (WAN). Normally, this connection is provided by an
Internet service provider (ISP) operator, using digital subscriber line (DSL) over
twisted pair, coaxial cable, or fiber optic. An alternative is the use of cellular
network technologies.
3.3 Higher layer protocols and gateways
Communication networks are normally structured into five protocol layers:
physical, data link (or MAC, in wireless networks), network, transport, and appli-
cation [119]. In order to communicate directly with other devices on the Internet, a
sensor device needs to implement the higher layer protocols of the Internet protocol
suite. This means that the device needs to implement Internet Protocol (IP), at the
network layer (either IPv4 or IPv6). At the transport layer, there are two main
options: transmission control protocol (TCP) or user datagram protocol (UDP).
TCP provides error correction through retransmissions, whereas UDP is a light-
weight transport protocol that provides only error detection, which means that
error correction mechanisms have to be provided by other layers if required.
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mobile cellular network operators). These channels suffer less interference due to
exclusive allocation to a single operator. However, the use of these wireless
networks normally has costs to the user.
Wireless networks may also be classified according to their range. In this sense,
short-range networks include personal area networks (PAN) and local area net-
works (LAN), whereas long-range networks include wide area networks (WAN).
Wireless PAN (WPAN) standards [100] that are suitable for IoT include ZigBee
[101], Bluetooth Low Energy [102].
The two lower layers of the ZigBee protocol stack, physical (PHY) and medium
access control (MAC), are defined by the IEEE 802.15.4 low power and low data
rate WPAN standard [103]. The PHY layer uses direct sequence spread spectrum
(DSSS) and offers PHY data rates up to 250 kbps. There are 16 channels in the
2.4 GHz ISM band, available worldwide, as well as 11 channels in the 868/915 MHz
bands, but these are available only in some regions of the world. The MAC layer is
based on a CSMA/CA (Carrier Sense Multiple Access/Collision Avoidance) algo-
rithm. ZigBee defines three types of nodes: coordinator, router, and end-device. The
ZigBee coordinator starts the network formation and selects the communication
channel, among other tasks. It may also perform the same tasks of ZigBee routers,
which include routing of packets between nodes and allowing other nodes to join
the network. The ZigBee end devices are located at the extremities of the network,
which means that they cannot route packets. On the other hand, the end devices
may sleep to save energy, making them suitable for battery-operated sensor devices.
Although the direct range of ZigBee devices is limited to dozens of meters, the
support of multi-hop mesh topology (Figure 4a) allows increasing the network
range. ZigBee can also operate in star topology (Figure 4b), which is the topology
normally used also by most of the other wireless networks, such as Bluetooth,
Wi-Fi, and mobile cellular networks. In [104], the authors discuss the use of ZigBee
and other wireless technologies in the context of intelligent transportation
systems (ITS).
Bluetooth low energy (BLE) was introduced in the Bluetooth 4.0 specification. It
operates in the 2.4 GHz ISM band using frequency hopping spread spectrum
(FHSS). The original standard provides a PHY data rate of 1 Mbps. The MAC
protocol is based on a master-slave polling mechanism. BLE was developed for use
in low power wireless devices, such as battery-operated sensor nodes. BLE is not
Figure 4.
Main ZigBee topologies: (a) mesh (multi-hop); (b) star (single-hop).
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compatible with classic bluetooth, which continues to be offered for other applica-
tions (e.g., audio transmission). The new Bluetooth 5.0 specification introduces
improvements in terms of data rate and range, among others [105]. BLE was
designed to operate in star topology, but there are proposals to increase its range
though the use of BLE mesh networks [106]. In [107], the authors present the
development and test of a BLE network for wireless monitoring and control of
parameters associated to the battery and traction systems of an EV.
WLAN technologies normally provide longer range and much higher data rate
thanWPANs, but they also tend to have higher power consumption. Although there
were other WLAN alternatives in the past, such as high performance radio LAN
type 2 (HIPERLAN/2), the WLAN market nowadays is dominated by Wi-Fi prod-
ucts. Similarly to ZigBee, the PHY and MAC layers of Wi-Fi networks are defined
by IEEE standards, in this case, of the IEEE 802.11 family [108]. The original IEEE
802.11 standard defined PHY data rates of 1 and 2 Mbps in the 2.4 GHz ISM band.
The IEEE 802.11b amendment increased the maximum data rate to 11 Mbps. IEEE
802.11a/g/n/ac/ax amendments extended the operation to the 5 GHz band and
increased significantly the data rate, through the use of wider channels and higher-
order modulation techniques. Several other amendments were specified, with
improvements in other areas. For example, IEEE 802.11p defines enhancements to
support vehicular networks [109], in the scope of ITS, including vehicle-to-vehicle
(V2V) and vehicle-to-infrastructure (V2I) communication and operating in
specially allocated licensed ITS bands at 5.9 GHz.
Concerning wired network technologies, some alternatives available to provide
local area communication in the context of IoT systems are IEEE 802.3/Ethernet
[110, 111] standard and power line communication (PLC) technologies [112, 113].
When longer ranges than the ones provided by WPANs and WLANs are needed
and the data rate requirements are low, the use of a low power wide area networks
(LP-WAN) [114], such as LoRa [115], Sigfox [116], or Narrowband IoT (NB-IoT)
[117] may be considered a better alternative. In [118], the authors propose an EV
charging architecture based on the use of LoRa networks.
WPANs and WLANs are normally only suitable to provide local communication
from sensor nodes to a nearby base station (e.g., Wi-Fi access point, ZigBee coordi-
nator, or BLE master). One example is the use of these wireless network technolo-
gies for indoor communication inside a smart home. Therefore, it is also necessary
to use other communication technologies to transfer the collected data from the
base station to the IoT servers through the Internet, using appropriate wired and/or
wireless wide area networks (WAN). Normally, this connection is provided by an
Internet service provider (ISP) operator, using digital subscriber line (DSL) over
twisted pair, coaxial cable, or fiber optic. An alternative is the use of cellular
network technologies.
3.3 Higher layer protocols and gateways
Communication networks are normally structured into five protocol layers:
physical, data link (or MAC, in wireless networks), network, transport, and appli-
cation [119]. In order to communicate directly with other devices on the Internet, a
sensor device needs to implement the higher layer protocols of the Internet protocol
suite. This means that the device needs to implement Internet Protocol (IP), at the
network layer (either IPv4 or IPv6). At the transport layer, there are two main
options: transmission control protocol (TCP) or user datagram protocol (UDP).
TCP provides error correction through retransmissions, whereas UDP is a light-
weight transport protocol that provides only error detection, which means that
error correction mechanisms have to be provided by other layers if required.
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Application layer protocols include hypertext transfer protocol (HTTP), message
queuing telemetry transport (MQTT), and constrained application protocol (CoAP)
[120]. While HTTP is widely used on conventional Internet applications, MQTT
and CoAP are lightweight protocols more suitable for IoT applications.
These higher layer (network, transport, and application) protocols are normally
implemented inWi-Fi devices, together with the specific PHY and MAC lower layer
layers specified by the IEEE 802.11 standards [121], allowing seamless communica-
tion in IoT applications, as well as the sharing of the Wi-Fi network with the
conventional Internet traffic. In contrast, IEEE 802.15.4/ZigBee and BLE implement
their own higher layer protocols, which are optimized for low power devices and
not directly compatible with the Internet protocol suite. The 6LoWPAN protocol,
which compresses the IPv6 header to make it more suitable for low power wireless
networks [122], was designed to enable direct connection of IEEE 802.15.4
networks to the Internet.
An alternative to allow the integration of these WPAN devices into the IoT is the
use of a gateway device to translate the packets exchanged between the WPAN and
the Internet. The same gateway may also be used to provide other functionalities,
such as: a local database; a controller node, running automation algorithms associ-
ated to the IoT application; a security firewall, monitoring and controlling the
communications in order to protect the WPAN devices from malicious attacks [96];
or a MQTT broker. An example of a BLE/Wi-Fi gateway implementation based on a
Raspberry Pi 3, which also acts as local database, is provided in [123]. In some
applications, it may also be interesting to use a smartphone as a gateway, especially
in mobility scenarios. An example is described in [124], where a smartphone is used
to provide connection between the nodes of a BLE-based intra-vehicular wireless
sensor network (IVWSN) and a Google Firebase database using 4G and Wi-Fi.
3.4 Related work
As discussed before, there are many types of communication technologies that
can be selected, based on their characteristics (such as communication range,
transmission data rate, energy consumption, data transmission costs, mobility,
etc.), to provide a suitable communication infrastructure for a particular applica-
tion scenario. This section provides guidelines and examples of how these commu-
nication technologies can be used in the context of vehicle electrification
applications.
The G2V/V2G collaboration for the smart grid reliability, analyzed in the per-
spective of communication is presented in [125], where an extension to the IEC
61850–7-420 standard is proposed as a support for coordinating the EV in G2V/V2G
modes in terms of an information model.
In the perspective of the EV integration into smart grids, bidirectional commu-
nication between the EV and roadside units (V2I) is also fundamental. In this
context, simulations and a comparative analysis in terms of communication perfor-
mance between the EV and roadside units are conducted in [126], where wireless
communications technologies as ZigBee, Wi-Fi, andWorldwide Interoperability for
Microwave Access (WiMAX) [127], were considered. In the comparison, the results
were mainly focused on the doppler effect and the end-to-end delay, taking into
account the requirements of the IEC 61850 and the IEEE 1609 WAVE standards.
The integration of V2I and V2G communication with smart grid components
such as CSs using different information models based on the IEEE 1609WAVE and
IEC 61850 standards is investigated in [128]. The assessment is based on the evalu-
ation of the end-to-end delay over diverse vehicular ad-hoc network protocols.
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Simulation results show that the protocols with lower overhead are able to achieve
better performance.
As demonstrated in [129], the IEC 61850 communication standard can also be
used for the energy management (EM) of EVs in microgrids, based on smart
algorithms for the G2V/V2G modes and distinct modes (as example, valley mode,
steep hump mode, flat and low hump mode). The proposed method is based on the
extensible messaging presence protocol (XMPP), and its mapping to the service
models is demonstrated as a solution for the energy management problem, provid-
ing network security and scalability.
A IEC61850-based communication system, in the perspective of the power
management within a smart home with an EV in G2V/V2G mode and with RES
(PV in this case), is proposed in [130], where the management structure is
supported by the estimation of the RES production and the EV battery state-of-
charge. The communication messages were transmitted by means of different wired
and wireless communication technologies, and the presented results demonstrate
that the delays are within the limitations imposed by IEC 61850 standard.
4. Vehicle electrification: a comprehensive perspective of wireless
charging systems
EVs need electricity to run their motors. This electricity either can be supplied
by an on-board battery, which must be periodically recharged from the electrical
grid, or can be directly obtained from a continuous over time connection to the
power grid itself. Variations around this classification can be made, as electric
energy can be generated, for instance, by a thermic engine installed on-board of a
hybrid vehicle, or it can be delivered to the vehicle by an off-grid power plant. The
point is that electricity either can be originated from an energy source or storage
that is co-installed on board of the vehicle, or can be delivered by a stationary power
plant, which is external to the vehicle, as shown in Table 1. In the first case lie
almost all passenger cars so far seen in the market, whereas in the second case are
trains and trams, which are energized either by rails or overhead wires and, com-
monly, ride on tracks. The tracks mechanically restrict the lateral displacement of
the vehicle, what helps keeping the alignment of the vehicle to the electrified rail or
the overhead line, an essential condition for the power transfer to occur. A vehicle
with a self-contained energy storage will still normally need external electrification,
at least during the stationary charging cycle.
Until very recently, the only way for an EV to get its battery recharged was by
wired transference of electric energy, that is, by galvanic contact. If for some safety
reason galvanic isolation, between the EV and the electrical grid is required, an
isolating transformer should be employed in the charging station. After wireless
power transfer (WPT) advances have entered the market of cell-phone recharging
and small, low-power, home electrical appliances, the automotive industry is now
the major target: The recent development of WPT technologies now make it
possible to obtain stationary EV charging stations without cables or any galvanic
Vehicle kinematics Self-contained energy storage External electrification
Vehicle immobilized Idle/standby charging Stationary charging
Vehicle in movement Discharging/in-march charging Dynamic electrification/charging
Table 1.
Types of vehicle electrification.
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Application layer protocols include hypertext transfer protocol (HTTP), message
queuing telemetry transport (MQTT), and constrained application protocol (CoAP)
[120]. While HTTP is widely used on conventional Internet applications, MQTT
and CoAP are lightweight protocols more suitable for IoT applications.
These higher layer (network, transport, and application) protocols are normally
implemented inWi-Fi devices, together with the specific PHY and MAC lower layer
layers specified by the IEEE 802.11 standards [121], allowing seamless communica-
tion in IoT applications, as well as the sharing of the Wi-Fi network with the
conventional Internet traffic. In contrast, IEEE 802.15.4/ZigBee and BLE implement
their own higher layer protocols, which are optimized for low power devices and
not directly compatible with the Internet protocol suite. The 6LoWPAN protocol,
which compresses the IPv6 header to make it more suitable for low power wireless
networks [122], was designed to enable direct connection of IEEE 802.15.4
networks to the Internet.
An alternative to allow the integration of these WPAN devices into the IoT is the
use of a gateway device to translate the packets exchanged between the WPAN and
the Internet. The same gateway may also be used to provide other functionalities,
such as: a local database; a controller node, running automation algorithms associ-
ated to the IoT application; a security firewall, monitoring and controlling the
communications in order to protect the WPAN devices from malicious attacks [96];
or a MQTT broker. An example of a BLE/Wi-Fi gateway implementation based on a
Raspberry Pi 3, which also acts as local database, is provided in [123]. In some
applications, it may also be interesting to use a smartphone as a gateway, especially
in mobility scenarios. An example is described in [124], where a smartphone is used
to provide connection between the nodes of a BLE-based intra-vehicular wireless
sensor network (IVWSN) and a Google Firebase database using 4G and Wi-Fi.
3.4 Related work
As discussed before, there are many types of communication technologies that
can be selected, based on their characteristics (such as communication range,
transmission data rate, energy consumption, data transmission costs, mobility,
etc.), to provide a suitable communication infrastructure for a particular applica-
tion scenario. This section provides guidelines and examples of how these commu-
nication technologies can be used in the context of vehicle electrification
applications.
The G2V/V2G collaboration for the smart grid reliability, analyzed in the per-
spective of communication is presented in [125], where an extension to the IEC
61850–7-420 standard is proposed as a support for coordinating the EV in G2V/V2G
modes in terms of an information model.
In the perspective of the EV integration into smart grids, bidirectional commu-
nication between the EV and roadside units (V2I) is also fundamental. In this
context, simulations and a comparative analysis in terms of communication perfor-
mance between the EV and roadside units are conducted in [126], where wireless
communications technologies as ZigBee, Wi-Fi, andWorldwide Interoperability for
Microwave Access (WiMAX) [127], were considered. In the comparison, the results
were mainly focused on the doppler effect and the end-to-end delay, taking into
account the requirements of the IEC 61850 and the IEEE 1609 WAVE standards.
The integration of V2I and V2G communication with smart grid components
such as CSs using different information models based on the IEEE 1609WAVE and
IEC 61850 standards is investigated in [128]. The assessment is based on the evalu-
ation of the end-to-end delay over diverse vehicular ad-hoc network protocols.
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Simulation results show that the protocols with lower overhead are able to achieve
better performance.
As demonstrated in [129], the IEC 61850 communication standard can also be
used for the energy management (EM) of EVs in microgrids, based on smart
algorithms for the G2V/V2G modes and distinct modes (as example, valley mode,
steep hump mode, flat and low hump mode). The proposed method is based on the
extensible messaging presence protocol (XMPP), and its mapping to the service
models is demonstrated as a solution for the energy management problem, provid-
ing network security and scalability.
A IEC61850-based communication system, in the perspective of the power
management within a smart home with an EV in G2V/V2G mode and with RES
(PV in this case), is proposed in [130], where the management structure is
supported by the estimation of the RES production and the EV battery state-of-
charge. The communication messages were transmitted by means of different wired
and wireless communication technologies, and the presented results demonstrate
that the delays are within the limitations imposed by IEC 61850 standard.
4. Vehicle electrification: a comprehensive perspective of wireless
charging systems
EVs need electricity to run their motors. This electricity either can be supplied
by an on-board battery, which must be periodically recharged from the electrical
grid, or can be directly obtained from a continuous over time connection to the
power grid itself. Variations around this classification can be made, as electric
energy can be generated, for instance, by a thermic engine installed on-board of a
hybrid vehicle, or it can be delivered to the vehicle by an off-grid power plant. The
point is that electricity either can be originated from an energy source or storage
that is co-installed on board of the vehicle, or can be delivered by a stationary power
plant, which is external to the vehicle, as shown in Table 1. In the first case lie
almost all passenger cars so far seen in the market, whereas in the second case are
trains and trams, which are energized either by rails or overhead wires and, com-
monly, ride on tracks. The tracks mechanically restrict the lateral displacement of
the vehicle, what helps keeping the alignment of the vehicle to the electrified rail or
the overhead line, an essential condition for the power transfer to occur. A vehicle
with a self-contained energy storage will still normally need external electrification,
at least during the stationary charging cycle.
Until very recently, the only way for an EV to get its battery recharged was by
wired transference of electric energy, that is, by galvanic contact. If for some safety
reason galvanic isolation, between the EV and the electrical grid is required, an
isolating transformer should be employed in the charging station. After wireless
power transfer (WPT) advances have entered the market of cell-phone recharging
and small, low-power, home electrical appliances, the automotive industry is now
the major target: The recent development of WPT technologies now make it
possible to obtain stationary EV charging stations without cables or any galvanic
Vehicle kinematics Self-contained energy storage External electrification
Vehicle immobilized Idle/standby charging Stationary charging
Vehicle in movement Discharging/in-march charging Dynamic electrification/charging
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Types of vehicle electrification.
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electric contact between the EV and the charging unit, which can be hidden under-
neath the floor surface. This is now gaining commercial status and, in the near
future, many units are expected to be seen (or more precisely, not seen, for they can
be concealed in the floor) in garages and parking lots.
A novel WPT-based system for the vehicle electrification with an active power
of 11 kW is presented in [131], where special reflections were considered for the
misalignment between the WPT: primary coil (off-board the EV) and secondary
coil (on-board the EV). A 10-kWWPT prototype dedicated for EVs is proposed and
validated in [132], obtaining an efficiency of 94%. In a global perspective, an
analysis of the state-of-the-art of WPT technologies, as well as a review of industrial
projects under development, is presented in [133]. An overview about WPT tech-
nologies, as an influence for a sustainable mobility, is offered in [134], including
sustainable performance, technical progresses, and applications of WPT. Complete
overviews concerning WPT technologies focusing in electric mobility applications
are presented in [135–137].
There are also multiple ongoing research efforts to make WPT a viable technol-
ogy choice for dynamic electrification. Currently, built prototypes of electrified
pathways are capable of sustaining 20 kW of electric power dynamically delivered
to a moving vehicle on a 100 m long road segment [138]. However, even with the
great advances in materials and power electronics, the technology is still expensive
and not fully engineered to large-scale applications.
In this section, the principles of wireless power transfer and some of its auto-
motive applications mostly focusing charging systems are reported, pointing out
new achievements in the field.
4.1 Wireless power transfer
The application of WPT technology is reported to have been envisioned far
behind, in late nineteenth century, by Nikola Tesla. WPT is based on two phenom-
ena relating magnetism and electricity. The first was discovered by Hans Christian
Ørsted in 1820 and theorized by André-Marie Ampère shortly after [139], and
consists in the creation of magnetic field by electric currents. The second, the
induction of electric by varying magnetic fields and the existence of mutual induc-
tion between two windings magnetically coupled, was later demonstrated by
experimentation and theorized by Faraday [140], in a sequence of experiments
starting in 1831. These results were later integrated in a treatise by Maxwell [141],
which was later simplified by Oliver Heaviside to what is currently known as the
Maxwell’s Equations [142].
The applications of Maxwell’s Equations to magnetically coupled coils lead to
simplified models of transformers that were extensively proved by experimentation
and that can effectively allow the calculation of energy transfer over these entities
with circuit theory. In this way, the behavior of magnetically coupled coils, as
shown in Figure 5, under harmonic excitation at a low enough frequency (so that
the system can be considered not to irradiate energy) and negligible resistive losses,
is well described by the simplified transformer model in Figure 5 and the complex
Eqs. (1) and (2).
V1 ¼ jwL1:I1 þ jwM:I2 (1)
V2 ¼ jwL2:I2 þ jwM:I1 (2)
The power P transferred over the two magnetically coupled coils is then given
by (3):
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P ¼ VM2 :� I ∗2 ¼ �jwM:I1:I ∗2 , w ¼ 2πf (3)
From (3), it can be inferred that the power wirelessly transferred through the
coils is proportional to the working frequency f , to the mutual inductance M, and
the RMS currents ∣I1∣ and |I2∣. But, the power also depends on the relative phase
between currents I1 and I2: If they are either in phase or in counter-phase (180°
apart), no real power is exchanged between primary and secondary, only reactive
power being involved. For I1 and I2 of fixed module, the transferred power from
primary coil to secondary coil is maximized when these currents are 90° out of
phase (4):
I2 ¼ � j:I1 (4)
In order to adjust the intensity of primary and secondary currents I1 and I2 and
keep them as close as 90° as possible, so that condition (4) is observed, impedance
compensation circuits should be added to the primary and secondary coils, as in
Figure 6a. One of the possibly simplest compensation circuits, and the first to be
used in Tesla’s experiments, is the pure series capacitive compensation. The config-
uration derived when series capacitive compensation is employed in both primary
and secondary, is called the series-series (SS) impedance compensation, shown in
Figure 6b.
Figure 6.
Basic WPT configuration: (a) exemplified with the series-series (SS) impedance; (b) impedance compensation.
Figure 5.
Magnetically coupled coils and the equivalent transformer model in circuit theory.
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electric contact between the EV and the charging unit, which can be hidden under-
neath the floor surface. This is now gaining commercial status and, in the near
future, many units are expected to be seen (or more precisely, not seen, for they can
be concealed in the floor) in garages and parking lots.
A novel WPT-based system for the vehicle electrification with an active power
of 11 kW is presented in [131], where special reflections were considered for the
misalignment between the WPT: primary coil (off-board the EV) and secondary
coil (on-board the EV). A 10-kWWPT prototype dedicated for EVs is proposed and
validated in [132], obtaining an efficiency of 94%. In a global perspective, an
analysis of the state-of-the-art of WPT technologies, as well as a review of industrial
projects under development, is presented in [133]. An overview about WPT tech-
nologies, as an influence for a sustainable mobility, is offered in [134], including
sustainable performance, technical progresses, and applications of WPT. Complete
overviews concerning WPT technologies focusing in electric mobility applications
are presented in [135–137].
There are also multiple ongoing research efforts to make WPT a viable technol-
ogy choice for dynamic electrification. Currently, built prototypes of electrified
pathways are capable of sustaining 20 kW of electric power dynamically delivered
to a moving vehicle on a 100 m long road segment [138]. However, even with the
great advances in materials and power electronics, the technology is still expensive
and not fully engineered to large-scale applications.
In this section, the principles of wireless power transfer and some of its auto-
motive applications mostly focusing charging systems are reported, pointing out
new achievements in the field.
4.1 Wireless power transfer
The application of WPT technology is reported to have been envisioned far
behind, in late nineteenth century, by Nikola Tesla. WPT is based on two phenom-
ena relating magnetism and electricity. The first was discovered by Hans Christian
Ørsted in 1820 and theorized by André-Marie Ampère shortly after [139], and
consists in the creation of magnetic field by electric currents. The second, the
induction of electric by varying magnetic fields and the existence of mutual induc-
tion between two windings magnetically coupled, was later demonstrated by
experimentation and theorized by Faraday [140], in a sequence of experiments
starting in 1831. These results were later integrated in a treatise by Maxwell [141],
which was later simplified by Oliver Heaviside to what is currently known as the
Maxwell’s Equations [142].
The applications of Maxwell’s Equations to magnetically coupled coils lead to
simplified models of transformers that were extensively proved by experimentation
and that can effectively allow the calculation of energy transfer over these entities
with circuit theory. In this way, the behavior of magnetically coupled coils, as
shown in Figure 5, under harmonic excitation at a low enough frequency (so that
the system can be considered not to irradiate energy) and negligible resistive losses,
is well described by the simplified transformer model in Figure 5 and the complex
Eqs. (1) and (2).
V1 ¼ jwL1:I1 þ jwM:I2 (1)
V2 ¼ jwL2:I2 þ jwM:I1 (2)
The power P transferred over the two magnetically coupled coils is then given
by (3):
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power being involved. For I1 and I2 of fixed module, the transferred power from
primary coil to secondary coil is maximized when these currents are 90° out of
phase (4):
I2 ¼ � j:I1 (4)
In order to adjust the intensity of primary and secondary currents I1 and I2 and
keep them as close as 90° as possible, so that condition (4) is observed, impedance
compensation circuits should be added to the primary and secondary coils, as in
Figure 6a. One of the possibly simplest compensation circuits, and the first to be
used in Tesla’s experiments, is the pure series capacitive compensation. The config-
uration derived when series capacitive compensation is employed in both primary
and secondary, is called the series-series (SS) impedance compensation, shown in
Figure 6b.
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The model in Figure 5 is too simplified because no power losses in the winding
or elsewhere are considered. When using the SS compensation in WPT the
improved model that is still simple and is still able to represent the losses in wind-
ings of the primary and secondary coils is shown in Figure 7.
In this circuit, R1 and R2 are respectively the total series resistance of the capac-
itor and the inductor, in primary and secondary circuits, Rs is the impedance of the
power source exciting the primary circuit and RL is the load consuming the net
power transferred to the secondary circuit. By circuit analysis, it can be derived that
the electrical efficiency η of the power transfer scheme, from primary to secondary
coils, at the resonance condition (5).



























, i∈ 1, 2f g, r1 ¼ Rs þ R1, r2 ¼ R2 þ RL (7)
and f 0 is the frequency of the power source V in exciting the primary circuit. An
equivalent algebraic formulation for the efficiency η is given in [135]. The factors Qi
are called the quality factors of the primary and secondary coil windings. Com-
monly, the load connected to the secondary requires dc voltage, so a voltage recti-
fication and stabilization circuit is required in the secondary, as exemplified in
Figure 8.
Figure 7.
Simplified circuit analysis for the SS-compensated WPT.
Figure 8.
Basic fixed gap WPT schema for dc load, with voltage rectification in the secondary.
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Advances in the study of WPT models indicate the better adequacy of new
impedance compensation topologies in automotive applications, such as the
inductor-capacitor-capacitor (LCC) circuit, for both primary and secondary coils,
as reported in more recent work [143, 144].
4.2 Stationary WPT charging
Based on so far available knowledge on WPT charging for light duty vehicles,
the Society of Automobile Engineers (SAE) issued in 2016 a general recommenda-
tion for stationaryWPT in automotive applications [145]. A simplified cross-section
of a typical coil-to-coil WPT assembly is shown in Figure 9.
It can be seen in Figure 9 that the coils are placed parallel and center-aligned to
each other, with ferrite plates around them to increase the mutual inductance, as
the amount of transferred power, according to (3), is proportional to this parame-
ter. Parallel aluminum plates partially enclose the coils, as to function as a magnetic
shield, reducing the magnetic field that spreads outside the gap in between the coils.
A set of recommendations concerning the geometry of this assembly was also
included in the same document [145], the SAE J2954 Report, and is concerned with
the future interoperability of stationary recharging equipment for the automotive
industry. This document, which is due to eventually evolve to an industry standard,
also predefines three power levels classes and a frequency operation band for the
WPT, as shown in Table 2.
The current available technology strongly limits the maximum distance in
between the primary and secondary coils that can be achieved at a reasonable
electric efficiency, for the given desired power levels. The SAE J2954 also establishes
Figure 9.
Typical cross-section of the coil-to-coil WPT assembly of stationary chargers.
SAE J2954 recommended practice (as of Nov 2017) WPT power classes
WPT1 WPT2 WPT3
Maximum input power 3.7 kW 7.7 kW 11 kW
Frequency band 81.38–90 kHz
Transfer efficiency >85% @ full alignment
Table 2.
WPT power levels for stationary automotive charging according to SAE J2954 recommended practice.





SAE J2954 ground clearance range as per defined Z-classes.
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as reported in more recent work [143, 144].
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of a typical coil-to-coil WPT assembly is shown in Figure 9.
It can be seen in Figure 9 that the coils are placed parallel and center-aligned to
each other, with ferrite plates around them to increase the mutual inductance, as
the amount of transferred power, according to (3), is proportional to this parame-
ter. Parallel aluminum plates partially enclose the coils, as to function as a magnetic
shield, reducing the magnetic field that spreads outside the gap in between the coils.
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included in the same document [145], the SAE J2954 Report, and is concerned with
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electric efficiency, for the given desired power levels. The SAE J2954 also establishes
Figure 9.
Typical cross-section of the coil-to-coil WPT assembly of stationary chargers.
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classes of possible clearances between the coil installed in the vehicle and the
ground, what ultimately defines the gap between primary and secondary coils. SAE
J2954 ground clearance range as per defined Z-Classes (Table 3). The ground
clearance ranges by these named SAE classes, named Z1–Z3, are given in Figure 10.
4.3 Dynamic WPT electrification
The first automotive WPT designs targeted a means of dynamic electrification
of vehicles, not stationary charging. The motivation was to minimize battery
capacity requirements, not stationary charging: The subject was brought to light by
George Babat, in Moscow, in the first half of the twentieth century [146, 147]. Due
to many technical limitations of that time, however, the dynamic WPT remained
forgotten for many decades.
In 1979, a conceptual project was charged by the University of California at
Berkley to Systems Control Technology, Inc., Palo Alto, CA, USA [148]. The con-
ception of a dynamic inductive WPT system was completed by 1986, when E.H.
Lechner, S.E. Shladover, and K. Lashkari published two articles in the 8th Interna-
tional Electric Vehicle Symposium, Washington D.C. [149, 150], reporting the
design of a Roadway Powered Electric Vehicle (RPEV). The final demonstration
version of the system consisted of a 213 m long inductive road segment that could
power an electric bus demanding 48 kw at an average electric efficiency in the order
of 50–55%, and up 60% in peak conditions. In spite of the good qualities of the
concept, practical limitations of power electronics components of the time
influenced the design to be implemented at the low frequency of 400 Hz, with
intensive use of iron alloy cores for the magnetic links in between the road and
the vehicle, thus resulting in an unattractive cost level, so that the idea was
abandoned [148].
In the 1990s, the interest on WPT for automotive applications was definitely
recovered with the work of Covic and Boys [151] and, since then, many efforts in
this direction have been pursued, with the most representative of them being the
FABRIC project [138], as referred in [4]. In this design, a 100-m long track was built
to deliver 20 kW of power, to up to two vehicles simultaneously running over it.
The complexity and cost of enterprises like this are still too high for widespread
adoption, but this is a topic of current research interest and it is believed that some
kind of dynamic WPT will eventually become popular. In a general form of
dynamic WPT implementation, the distance and relative orientations between
primary and secondary coil are assumed to vary in a certain range. This relative
Figure 10.
Typical configuration for stationary WPT, showing coil in vehicle assembly (yellow) in alignment with coil in
ground assembly (orange).
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movement will cause dynamic variations in the magnetic coupling between the coils
and, potentially, variable self-inductances of both primary and secondary coils as
well, what will continuously change the transfer function of in between the coils,
affecting the resonance frequencies exhibited by the whole assembly.
A possible solution to keep the power flow about constant is to allow both the
excitation frequency and power level delivered to the primary coil to be also
dynamically adjusted. In terms of circuit equivalence, dynamic WPT can then be
modeled as in Figure 11. A generic wireless data channel is also illustrated, which is
used to receive feedback from the secondary-side and to enable the control of the
primary-side (i.e., the vin voltage in terms of amplitude and frequency).
However, the dynamicWPT has also some disadvantages that must be viewed as
challenges for future applications of this technology. A key challenge is the
misalignment that can occur between the primary and secondary, which inevitably
tends to deteriorate the transferred power. A homogeneous WPT technology
targeting an effective dynamic WPT with moving objects is proposed in [152],
where an experimental verification is demonstrated. A dynamic WPT containing
numerous primary coils (stationary in the ground-side) and an EV with a secondary
coil (moving EV) is proposed in [153], where a downscaled 3 kW prototype is
presented allowing to confirm the dynamic WPT with its principle of operation.
4.4 Electromagnetic field exposure control
The use of electricity always brings some risks that should be carefully con-
trolled at system design phase and further diminished by the elaboration of
operational norms and procedures. In wired (galvanic) charging, for instance,
careful dimensioning of cables and connectors should be done, for there is always
the risk of overheating or sparks, which can cause a fire or, depending on the
environmental conditions, even an explosion. Modern wired charging systems, for
instance, avoid sparks by only switching a power circuit electrically after steady
mechanical contact guarantees a stable galvanic connection. The risk of electrocu-
tion is one more issue, especially under mechanical failure of connectors, and it is
aggravated when the contacts or the floor are wet.
In WPT systems, most of these risks involved in wired chargers are not present,
because the user does not have direct contact with electric power cables, plugs, or
receptacles. However, WPT systems are wireless only in the sense that there are no
cables connecting the charger unit and the vehicle. Internally, these units are also
replete of cables and wires, which should be well dimensioned, isolated, and
constrained from direct human contact much in the same way wired systems are.
Also, the strong EMF generated by the WPT coils can induce eddy currents in
Figure 11.
Simplified dynamic WPT schema for dc load, with voltage rectification and stabilization in the secondary.
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classes of possible clearances between the coil installed in the vehicle and the
ground, what ultimately defines the gap between primary and secondary coils. SAE
J2954 ground clearance range as per defined Z-Classes (Table 3). The ground
clearance ranges by these named SAE classes, named Z1–Z3, are given in Figure 10.
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The complexity and cost of enterprises like this are still too high for widespread
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movement will cause dynamic variations in the magnetic coupling between the coils
and, potentially, variable self-inductances of both primary and secondary coils as
well, what will continuously change the transfer function of in between the coils,
affecting the resonance frequencies exhibited by the whole assembly.
A possible solution to keep the power flow about constant is to allow both the
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modeled as in Figure 11. A generic wireless data channel is also illustrated, which is
used to receive feedback from the secondary-side and to enable the control of the
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challenges for future applications of this technology. A key challenge is the
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tends to deteriorate the transferred power. A homogeneous WPT technology
targeting an effective dynamic WPT with moving objects is proposed in [152],
where an experimental verification is demonstrated. A dynamic WPT containing
numerous primary coils (stationary in the ground-side) and an EV with a secondary
coil (moving EV) is proposed in [153], where a downscaled 3 kW prototype is
presented allowing to confirm the dynamic WPT with its principle of operation.
4.4 Electromagnetic field exposure control
The use of electricity always brings some risks that should be carefully con-
trolled at system design phase and further diminished by the elaboration of
operational norms and procedures. In wired (galvanic) charging, for instance,
careful dimensioning of cables and connectors should be done, for there is always
the risk of overheating or sparks, which can cause a fire or, depending on the
environmental conditions, even an explosion. Modern wired charging systems, for
instance, avoid sparks by only switching a power circuit electrically after steady
mechanical contact guarantees a stable galvanic connection. The risk of electrocu-
tion is one more issue, especially under mechanical failure of connectors, and it is
aggravated when the contacts or the floor are wet.
In WPT systems, most of these risks involved in wired chargers are not present,
because the user does not have direct contact with electric power cables, plugs, or
receptacles. However, WPT systems are wireless only in the sense that there are no
cables connecting the charger unit and the vehicle. Internally, these units are also
replete of cables and wires, which should be well dimensioned, isolated, and
constrained from direct human contact much in the same way wired systems are.
Also, the strong EMF generated by the WPT coils can induce eddy currents in
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nearby resistive materials, which will heat and can start a fire. Similar happening
with ferromagnetic materials, which can exhibit energy losses in the form of heat
due to the alternating magnetic field. It is not enough to design for avoidance of
such materials in the area exposed do the EMF. Monitoring the unexpected entrance
in the WPT zone of objects made of such materials, the so-called “foreign objects,”
is also essential. A screw or nail stuck in a piece of wood left over a WPT transmitter
can potentially start a fire. The system must then be able to automatically turn off
an ongoing WPT and alarm, whenever foreign objects are detected. Additionally,
the high intensity of EMF produced in the vicinity of both the transmitter and
receiver coils can endanger human health. The level of human exposure to magnetic
and electric fields tends to be much higher in WPT than in wired chargers. It is then
necessary to carefully limit, by design, the maximum EMF in the area of human
occupancy.
4.4.1 ICNIRP recommendations
As the knowledge regarding the long-term effects of EMF over human being
progresses, the International Commission on Non-Ionizing Radiation Protection
continually updates recommendations that are generally accepted by the society
and the industry as de facto standards. This affects all engineered devices,
including those in the automotive sector. The maximum International Commission
on Non-Ionizing Radiation Protection (ICNIRP) recommended electric and mag-
netic RMS field exposure levels are established as a function of the frequency of
excitation. For the operation frequency band recommended in SAE J2954, which is
from 81.38 to 90 kHz, the maximum exposure levels for the general public are
given in Table 4.
4.4.2 Special EMF recommendations for automotive WPT applications
Beyond the generally worldwide accepted ICNIRP recommendation for maxi-
mum human exposure to EMF fields, the SAE J2954 extends the recommended
safety levels by considering the case that humans in the automotive application may
have an implanted medical device (IMD), such as cardiac pacemakers, in which
case the AAMI/ISO 14117-2012 standard should also be applied. This requires the
use of more tight limits for the magnetic field strength in regions 2b and 3, as
depicted in Figure 12. In these regions, SAE J2954 further requires the RMS values
of the magnetic field to be limited to 15 μT and the peak magnetic field to 21.2 μT, in
the adopted bandwidth for the automotive stationary WPT.
SAE J2954 still admits that conformity may still be observed if this additional
requirement is not met, but in this case, steps should be taken to warn pacemaker
wearers to avoid this region, that is, to stay away from the car. Since notices on the
laterals and panel of the vehicle, warning that IMD users are under life threatening
conditions are not very appealing for most drivers and passengers, in practice, this
additional requirement must be observed. In region 2a (Figure 12), the basic
General public exposure Occupational exposure
Maximum electrical field strength 83 V/m 170 V/m
Maximum magnetic flux density 27 μT 100 μT
Table 4.
Maximum ICNIRP recommended EMF maximum RMS exposure levels to non-irradiating magnetic fields in
the 3–10 MHz band.
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ICNIRP maximum recommended exposure level of upto 27 μT holds. In region 1,
where the WPT phenomenon develops, no restrictions are posed – better not be
there. As commented in [150], no conductive or magnetic debris should be left in
that region as well, for the risk of overheating the parts and causing a fire. The
recommendation and its referred norms are specific on the methods for measuring
and verifying the field strength values.
4.5 New perspectives for WPT
In a future perspective, it is common sense that different types of EV will be
available on market. In this sense, as previously demonstrated, with the possibility
of the EV charging using WPT technologies, the main gains for the EV will be in
terms of simplicity and comfort, since it is not necessary to use additional cables to
maintain the EV plugged into the electrical grid. Moreover, it is an active approach
to strength the market penetration of the vehicle electrification. A strategy to
control the maximum power transfer points in WPT systems, based on arbitrary
number of coils, is described in [154], where an experimental validation was
performed at different modal frequencies and coils.
Many other innovative works have been accomplished in the last years: Compact
dual-band WPT, constituted by two interlaced resonators, for instance, is proposed
in [155]. It can operate in bidirectional mode, where a peak efficiency of 80% was
obtained with an operating frequency of 300 MHz and considering a distance of
17 mm. In the perspective of WPT technologies framed in smart grids, a bidirec-
tional WPT is of utmost importance, allowing to apply the G2V/V2G modes (for
power transfer in both directions) with WPT [134]. An 1-kW bidirectional WPT
prototype is proposed and validated in [156] focusing the resonant network in terms
of active and reactive power control.
Since the efficiency is a key factor in WPT technologies, an innovative tracking
method for guarantee maximum efficiency is proposed in [157], including aspects
of: adjustment for coupling coefficient; variations of operating power; and control-
lability. Similarly, a system to guarantee optimum efficiency in WPT over a wide
load range is proposed in [158].
Concerning the new technologies of WPT, the communication channels will also
have a preponderant role. The main features concerning the communication pro-
tocols for WTP technologies, also based on wireless technologies, between the
roadside controller and the on-board EV controller are discussed in [159]. The
presented solution takes into consideration real-time aspects and the motion con-
trol. The combination of Internet of Things (IoT) communication networks with
WPT technologies is explored in [160].
Figure 12.
EMF regions around a vehicle: 1. Space underneath the vehicle. 2a. Space outside the vehicle below the height
of 70 cm from ground and excluding region 1. 2b. Space outside the vehicle above the height of 70 cm. 3. Space
in the interior of the vehicle.
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nearby resistive materials, which will heat and can start a fire. Similar happening
with ferromagnetic materials, which can exhibit energy losses in the form of heat
due to the alternating magnetic field. It is not enough to design for avoidance of
such materials in the area exposed do the EMF. Monitoring the unexpected entrance
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and electric fields tends to be much higher in WPT than in wired chargers. It is then
necessary to carefully limit, by design, the maximum EMF in the area of human
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and the industry as de facto standards. This affects all engineered devices,
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excitation. For the operation frequency band recommended in SAE J2954, which is
from 81.38 to 90 kHz, the maximum exposure levels for the general public are
given in Table 4.
4.4.2 Special EMF recommendations for automotive WPT applications
Beyond the generally worldwide accepted ICNIRP recommendation for maxi-
mum human exposure to EMF fields, the SAE J2954 extends the recommended
safety levels by considering the case that humans in the automotive application may
have an implanted medical device (IMD), such as cardiac pacemakers, in which
case the AAMI/ISO 14117-2012 standard should also be applied. This requires the
use of more tight limits for the magnetic field strength in regions 2b and 3, as
depicted in Figure 12. In these regions, SAE J2954 further requires the RMS values
of the magnetic field to be limited to 15 μT and the peak magnetic field to 21.2 μT, in
the adopted bandwidth for the automotive stationary WPT.
SAE J2954 still admits that conformity may still be observed if this additional
requirement is not met, but in this case, steps should be taken to warn pacemaker
wearers to avoid this region, that is, to stay away from the car. Since notices on the
laterals and panel of the vehicle, warning that IMD users are under life threatening
conditions are not very appealing for most drivers and passengers, in practice, this
additional requirement must be observed. In region 2a (Figure 12), the basic
General public exposure Occupational exposure
Maximum electrical field strength 83 V/m 170 V/m
Maximum magnetic flux density 27 μT 100 μT
Table 4.
Maximum ICNIRP recommended EMF maximum RMS exposure levels to non-irradiating magnetic fields in
the 3–10 MHz band.
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ICNIRP maximum recommended exposure level of upto 27 μT holds. In region 1,
where the WPT phenomenon develops, no restrictions are posed – better not be
there. As commented in [150], no conductive or magnetic debris should be left in
that region as well, for the risk of overheating the parts and causing a fire. The
recommendation and its referred norms are specific on the methods for measuring
and verifying the field strength values.
4.5 New perspectives for WPT
In a future perspective, it is common sense that different types of EV will be
available on market. In this sense, as previously demonstrated, with the possibility
of the EV charging using WPT technologies, the main gains for the EV will be in
terms of simplicity and comfort, since it is not necessary to use additional cables to
maintain the EV plugged into the electrical grid. Moreover, it is an active approach
to strength the market penetration of the vehicle electrification. A strategy to
control the maximum power transfer points in WPT systems, based on arbitrary
number of coils, is described in [154], where an experimental validation was
performed at different modal frequencies and coils.
Many other innovative works have been accomplished in the last years: Compact
dual-band WPT, constituted by two interlaced resonators, for instance, is proposed
in [155]. It can operate in bidirectional mode, where a peak efficiency of 80% was
obtained with an operating frequency of 300 MHz and considering a distance of
17 mm. In the perspective of WPT technologies framed in smart grids, a bidirec-
tional WPT is of utmost importance, allowing to apply the G2V/V2G modes (for
power transfer in both directions) with WPT [134]. An 1-kW bidirectional WPT
prototype is proposed and validated in [156] focusing the resonant network in terms
of active and reactive power control.
Since the efficiency is a key factor in WPT technologies, an innovative tracking
method for guarantee maximum efficiency is proposed in [157], including aspects
of: adjustment for coupling coefficient; variations of operating power; and control-
lability. Similarly, a system to guarantee optimum efficiency in WPT over a wide
load range is proposed in [158].
Concerning the new technologies of WPT, the communication channels will also
have a preponderant role. The main features concerning the communication pro-
tocols for WTP technologies, also based on wireless technologies, between the
roadside controller and the on-board EV controller are discussed in [159]. The
presented solution takes into consideration real-time aspects and the motion con-
trol. The combination of Internet of Things (IoT) communication networks with
WPT technologies is explored in [160].
Figure 12.
EMF regions around a vehicle: 1. Space underneath the vehicle. 2a. Space outside the vehicle below the height
of 70 cm from ground and excluding region 1. 2b. Space outside the vehicle above the height of 70 cm. 3. Space
in the interior of the vehicle.
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Besides the inductively-coupled WPT [161], other wireless power transfer tech-
nologies are also emerging, contributing for the fourth-generation of personal
mobility [162]. As example, a dynamic via-wheel power transfer (V-WPT) is
proposed in [163] as a trial solution for roadways.
The development of new electronic materials and devices allows continuous
improvement in the electrical efficiency in converters used to implement WPT,
simultaneously with significant decrease in costs. As the relative price of electricity
with respect to fossil fuels reduces, more demand for electric vehicles and support
technologies such as wireless power transfer is foreseen. While the advances in
battery technology may eliminate the range anxiety of today’s EV drivers, the
batteries will always expectably need recharge. The WPT technology for stationary
charging will be there for it.
Other grid and off-grid applications for the WPT stationary chargers and the
electric vehicles themselves are expected to gain space among us, those related with
vehicle-to-grid (V2G) and vehicle-to-home (V2H). In this sense, the new bidirec-
tional WPT stationary charges will be able to dispose the electric vehicle as a mobile
energy storage unit, extending by far its transportation functionality.
Last, it is worthwhile to mention that the lifecycle of batteries and the associated
recycling issues, when projected at large scale, may perfectly justify the minimiza-
tion of battery capacities by the widespread adoption of dynamic WPT on the
roads as well.
5. Vehicle-to-vehicle: a power transfer perspective
As previously studied in this chapter, the EV interface with the electrical grid
has a huge relevance for smart grids, considering the vast number of possible
operation modes that the EV can allow. Besides the conventional modes G2V/V2G
for exchanging active power with the electrical grid, there is a proposed operation
mode in the literature termed as vehicle-to-vehicle (V2V). The V2V designation is
mainly associated to communication systems between vehicles, either EVs or not.
Nevertheless, a V2V operation mode considering power transfer between EVs was
also proposed in the literature [164–167].
5.1 V2V power transfer using the front-end power stages
The V2V proposal intended to designate the power transfer between the batte-
ries of different EVs connected to the same electrical grid, as a peer-to-peer power
exchange method. Therefore, this operation mode is, in fact, the combination of
G2V and V2G operation modes for two (or more) EVs connected to the same
electrical grid, where the power provider operates in V2G and the power receiver
operates in G2V. A practical implementation concerning a military environment
was addressed in [168], where EVs would form a microgrid to replace diesel gener-
ators. Assuming that each on-board EVBC contains a front-end power stage and a
back-end power stage, the power transfer from one EV battery to the other requires
four power conversion stages. Thus, even if each power stage is highly efficient, the
overall efficiency of the power transfer will always be lower than the least efficient
converter. For instance, if all the converters have an efficiency of 90%, the overall
efficiency of the power transfer would be 65.6%. Additionally, the power transfer
between EV batteries is only possible if the EVs are connected to the same electrical
grid. Figure 13 illustrates this case of power transfer between EVs connected to the
same electrical grid. Besides this possibility, where both EVs are plugged-in into the
electrical grid and the front-end power stages are controlled by current feedback,
other possibility consists in using one of the EVs as a voltage source and the other
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in the G2V mode. The possibility of the EV operation as a voltage source is
presented in more detail in Section 7 and is identified as vehicle-to-load (V2L).
Contrarily to the previous case, this approach of V2V does not require the interface
with the electrical grid, and the front-end power stage of the EV that operates as a
voltage source is controlled by voltage feedback (operation that emulates the elec-
trical grid). Figure 14 illustrates this case of power transfer between EVs using both
front-end and back-end power stages of both EVs and without the electrical grid
interface.
5.2 V2V power transfer using the back-end power stages
A direct V2V power transfer without the need for the connection to an electrical
grid was proposed and analyzed in [169] and developed in [170], with two EVs
being connected by the ac-side of each on-board EVBC. With this approach, it is
possible to provide power to an EV that has its batteries completely discharged and,
therefore, cannot move to a charging station or to a power outlet to be charged.
Despite the use of the ac-side converters, the power transfer is performed in dc.
Figure 15 illustrates this case of power transfer directly between EV batteries only
using the back-end power stages. Accordingly, this V2V approach is more efficient
than the previously referred combination of V2G and G2V and allows the power
Figure 13.
Power transfer between EV batteries with EVs connected to the same electrical grid, one operating in G2V mode
and the other in V2G mode.
Figure 14.
Power transfer between EVs using both front-end and back-end power stages of both EVs, and without using
electrical power grid interface.
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Besides the inductively-coupled WPT [161], other wireless power transfer tech-
nologies are also emerging, contributing for the fourth-generation of personal
mobility [162]. As example, a dynamic via-wheel power transfer (V-WPT) is
proposed in [163] as a trial solution for roadways.
The development of new electronic materials and devices allows continuous
improvement in the electrical efficiency in converters used to implement WPT,
simultaneously with significant decrease in costs. As the relative price of electricity
with respect to fossil fuels reduces, more demand for electric vehicles and support
technologies such as wireless power transfer is foreseen. While the advances in
battery technology may eliminate the range anxiety of today’s EV drivers, the
batteries will always expectably need recharge. The WPT technology for stationary
charging will be there for it.
Other grid and off-grid applications for the WPT stationary chargers and the
electric vehicles themselves are expected to gain space among us, those related with
vehicle-to-grid (V2G) and vehicle-to-home (V2H). In this sense, the new bidirec-
tional WPT stationary charges will be able to dispose the electric vehicle as a mobile
energy storage unit, extending by far its transportation functionality.
Last, it is worthwhile to mention that the lifecycle of batteries and the associated
recycling issues, when projected at large scale, may perfectly justify the minimiza-
tion of battery capacities by the widespread adoption of dynamic WPT on the
roads as well.
5. Vehicle-to-vehicle: a power transfer perspective
As previously studied in this chapter, the EV interface with the electrical grid
has a huge relevance for smart grids, considering the vast number of possible
operation modes that the EV can allow. Besides the conventional modes G2V/V2G
for exchanging active power with the electrical grid, there is a proposed operation
mode in the literature termed as vehicle-to-vehicle (V2V). The V2V designation is
mainly associated to communication systems between vehicles, either EVs or not.
Nevertheless, a V2V operation mode considering power transfer between EVs was
also proposed in the literature [164–167].
5.1 V2V power transfer using the front-end power stages
The V2V proposal intended to designate the power transfer between the batte-
ries of different EVs connected to the same electrical grid, as a peer-to-peer power
exchange method. Therefore, this operation mode is, in fact, the combination of
G2V and V2G operation modes for two (or more) EVs connected to the same
electrical grid, where the power provider operates in V2G and the power receiver
operates in G2V. A practical implementation concerning a military environment
was addressed in [168], where EVs would form a microgrid to replace diesel gener-
ators. Assuming that each on-board EVBC contains a front-end power stage and a
back-end power stage, the power transfer from one EV battery to the other requires
four power conversion stages. Thus, even if each power stage is highly efficient, the
overall efficiency of the power transfer will always be lower than the least efficient
converter. For instance, if all the converters have an efficiency of 90%, the overall
efficiency of the power transfer would be 65.6%. Additionally, the power transfer
between EV batteries is only possible if the EVs are connected to the same electrical
grid. Figure 13 illustrates this case of power transfer between EVs connected to the
same electrical grid. Besides this possibility, where both EVs are plugged-in into the
electrical grid and the front-end power stages are controlled by current feedback,
other possibility consists in using one of the EVs as a voltage source and the other
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in the G2V mode. The possibility of the EV operation as a voltage source is
presented in more detail in Section 7 and is identified as vehicle-to-load (V2L).
Contrarily to the previous case, this approach of V2V does not require the interface
with the electrical grid, and the front-end power stage of the EV that operates as a
voltage source is controlled by voltage feedback (operation that emulates the elec-
trical grid). Figure 14 illustrates this case of power transfer between EVs using both
front-end and back-end power stages of both EVs and without the electrical grid
interface.
5.2 V2V power transfer using the back-end power stages
A direct V2V power transfer without the need for the connection to an electrical
grid was proposed and analyzed in [169] and developed in [170], with two EVs
being connected by the ac-side of each on-board EVBC. With this approach, it is
possible to provide power to an EV that has its batteries completely discharged and,
therefore, cannot move to a charging station or to a power outlet to be charged.
Despite the use of the ac-side converters, the power transfer is performed in dc.
Figure 15 illustrates this case of power transfer directly between EV batteries only
using the back-end power stages. Accordingly, this V2V approach is more efficient
than the previously referred combination of V2G and G2V and allows the power
Figure 13.
Power transfer between EV batteries with EVs connected to the same electrical grid, one operating in G2V mode
and the other in V2G mode.
Figure 14.
Power transfer between EVs using both front-end and back-end power stages of both EVs, and without using
electrical power grid interface.
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transfer between EVs in remote areas, that is, without the need of the electrical grid.
In [171], another topology was presented for V2V power transfer that uses two
back-end dc-dc converters in each EV, plus a front-end ac-dc converter, whose dc-
links represent the connection point of the two EVs. The main disadvantage of this
topology is that each EV contains two dc-dc converters, with the first being a non-
isolated topology to interface the battery and the latter a dual active bridge dc-dc
converter. Moreover, these converters are on-board, with the ac-dc converter being
the only off-board converter.
An efficiency comparison regarding different V2V approaches in a simulation
environment was performed in [172], being compared power transfer approaches in
ac and dc. A typical on-board EVBC was considered, with a two-quadrant buck-
boost topology for the back-end power stage, and a four-quadrant full-bridge
topology for the front-end power stage. The connection between the EVs was
performed through the dc-links formed by the power stages, with the front-end
power stage not being used. This connection formed a split-pi buck-boost con-
verter, resulting in a dc-dc converter capable of operating in four-quadrants. This is
advantageous, meaning that a given EV battery can provide power to another,
regardless of its voltage being higher or lower than the supplying battery. Moreover,
despite the connection forming two dc-dc converters, it is possible to perform a
power transfer with only one converter activated. In this way, different control
modes for performing the power transfer can be considered, namely by controlling
the dc-link voltage or only controlling the battery current for each EV.
Besides the aforementioned wired V2V mode, wireless power transfer regarding
V2V operation is also possible for two EVs [171, 173]. Wireless power transfer takes
V2V power transfer a step further, allowing not only the power transfer between
EVs in remote areas, but also the power transfer between EVs without the need of
being stopped. The V2V concept is a relatively recent topic of research and it is
expected that new developments would take place in the next few years.
6. Unified technologies for the vehicle electrification
The main purpose of an EV, as well as with any other type of vehicle, is to
perform transportation. In order to perform this function in an EV, the electro-
chemical energy stored in the EV batteries is controlled, via power electronics
Figure 15.
Power transfer between EVs using only the back-end power stages of both EVs, and without using the electrical
power grid interface.
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converters, to drive the electric motor of the EV, which in turn transforms the
supplied electrical energy into mechanical energy, making the EV able to move.
Additionally, the reverse process, that is, regenerative braking, is also possible,
since an electric motor can also behave as an electric generator. It should be noted
that the power electronics converters responsible for the EV motor driver should be
bidirectional in order to perform regenerative braking. On the other hand, an EV
contains also an on-board EVBC, making it possible to charge the EV batteries with
power from a domestic power outlet, for instance. Contrarily to an off-board EVBC,
which operates with power levels classified as Level 3 (50–100 kW) and, hence,
provide fast battery charging, the on-board EVBC are only framed in Level 1
(1.4–1.9 kW) and Level 2 (4–19.2 kW), offering slow battery charging operation
[174]. Compared with the power electronics converters used for the EV motor
driver, the EVBC has a substantially lower power rating, since the EV motor driver
needs to be sized for a power level above (or equal to, in the limit) the electric
motor nominal power. As happens with internal combustion engine vehicles, the
range of available power values for EV motors is relatively large, ranging from
dozens of kW, such as Renault Zoe (65 kW) [175] or the first generation Nissan Leaf
(80 kW) [176], to several hundreds of kW, such as Tesla Model S (451 kW for the
P100D model) [177]. Power levels of even MW can be also found, as in supercar
Rimac C Two (1.048 MW) [178], for example. As it can be seen, even for lower
powered EVs, the EV motor driver has a power rating several times higher than the
on-board EVBC.
6.1 Integrated battery chargers for the vehicle electrification
Based on the previous analysis, an EV comprises two main groups of power
electronics converters: the EV motor driver and the EVBC, with the first being used
to perform the EV movement and the latter to supply power to the EV batteries.
Figure 16 illustrates this case. Accordingly, only one group of power electronics
converters is used at a time: the EV either is being used for traveling, with the only
possibility of charging its batteries being through regenerative braking, or is charg-
ing its batteries through the on-board (or an off-board) EVBC, with the EV being
stopped in this situation. In both cases, there is no superposition of active groups of
power electronics converters, attributing some redundancy to these converters.
This redundancy gave rise to the concept of integrated battery chargers, that is, only
one single group of power electronics converters is used to perform both the trac-
tion (motor driver) and the battery charging operations. Besides reducing the
Figure 16.
Conventional internal architecture of an EV constituted by the on-board EVBC and the EV motor driver.
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transfer between EVs in remote areas, that is, without the need of the electrical grid.
In [171], another topology was presented for V2V power transfer that uses two
back-end dc-dc converters in each EV, plus a front-end ac-dc converter, whose dc-
links represent the connection point of the two EVs. The main disadvantage of this
topology is that each EV contains two dc-dc converters, with the first being a non-
isolated topology to interface the battery and the latter a dual active bridge dc-dc
converter. Moreover, these converters are on-board, with the ac-dc converter being
the only off-board converter.
An efficiency comparison regarding different V2V approaches in a simulation
environment was performed in [172], being compared power transfer approaches in
ac and dc. A typical on-board EVBC was considered, with a two-quadrant buck-
boost topology for the back-end power stage, and a four-quadrant full-bridge
topology for the front-end power stage. The connection between the EVs was
performed through the dc-links formed by the power stages, with the front-end
power stage not being used. This connection formed a split-pi buck-boost con-
verter, resulting in a dc-dc converter capable of operating in four-quadrants. This is
advantageous, meaning that a given EV battery can provide power to another,
regardless of its voltage being higher or lower than the supplying battery. Moreover,
despite the connection forming two dc-dc converters, it is possible to perform a
power transfer with only one converter activated. In this way, different control
modes for performing the power transfer can be considered, namely by controlling
the dc-link voltage or only controlling the battery current for each EV.
Besides the aforementioned wired V2V mode, wireless power transfer regarding
V2V operation is also possible for two EVs [171, 173]. Wireless power transfer takes
V2V power transfer a step further, allowing not only the power transfer between
EVs in remote areas, but also the power transfer between EVs without the need of
being stopped. The V2V concept is a relatively recent topic of research and it is
expected that new developments would take place in the next few years.
6. Unified technologies for the vehicle electrification
The main purpose of an EV, as well as with any other type of vehicle, is to
perform transportation. In order to perform this function in an EV, the electro-
chemical energy stored in the EV batteries is controlled, via power electronics
Figure 15.
Power transfer between EVs using only the back-end power stages of both EVs, and without using the electrical
power grid interface.
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converters, to drive the electric motor of the EV, which in turn transforms the
supplied electrical energy into mechanical energy, making the EV able to move.
Additionally, the reverse process, that is, regenerative braking, is also possible,
since an electric motor can also behave as an electric generator. It should be noted
that the power electronics converters responsible for the EV motor driver should be
bidirectional in order to perform regenerative braking. On the other hand, an EV
contains also an on-board EVBC, making it possible to charge the EV batteries with
power from a domestic power outlet, for instance. Contrarily to an off-board EVBC,
which operates with power levels classified as Level 3 (50–100 kW) and, hence,
provide fast battery charging, the on-board EVBC are only framed in Level 1
(1.4–1.9 kW) and Level 2 (4–19.2 kW), offering slow battery charging operation
[174]. Compared with the power electronics converters used for the EV motor
driver, the EVBC has a substantially lower power rating, since the EV motor driver
needs to be sized for a power level above (or equal to, in the limit) the electric
motor nominal power. As happens with internal combustion engine vehicles, the
range of available power values for EV motors is relatively large, ranging from
dozens of kW, such as Renault Zoe (65 kW) [175] or the first generation Nissan Leaf
(80 kW) [176], to several hundreds of kW, such as Tesla Model S (451 kW for the
P100D model) [177]. Power levels of even MW can be also found, as in supercar
Rimac C Two (1.048 MW) [178], for example. As it can be seen, even for lower
powered EVs, the EV motor driver has a power rating several times higher than the
on-board EVBC.
6.1 Integrated battery chargers for the vehicle electrification
Based on the previous analysis, an EV comprises two main groups of power
electronics converters: the EV motor driver and the EVBC, with the first being used
to perform the EV movement and the latter to supply power to the EV batteries.
Figure 16 illustrates this case. Accordingly, only one group of power electronics
converters is used at a time: the EV either is being used for traveling, with the only
possibility of charging its batteries being through regenerative braking, or is charg-
ing its batteries through the on-board (or an off-board) EVBC, with the EV being
stopped in this situation. In both cases, there is no superposition of active groups of
power electronics converters, attributing some redundancy to these converters.
This redundancy gave rise to the concept of integrated battery chargers, that is, only
one single group of power electronics converters is used to perform both the trac-
tion (motor driver) and the battery charging operations. Besides reducing the
Figure 16.
Conventional internal architecture of an EV constituted by the on-board EVBC and the EV motor driver.
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required hardware, this approach furnishes the EV with a fast on-board EVBC,
since the battery charging power level is established by the EV motor driver.
Figure 17 illustrates an integrated architecture of an EV used for both purposes:
on-board EVBC and EV motor driver.
The first publication on integrated battery chargers dates back to 1983 with a
USA Department of Energy/NASA report [179], followed by a journal publication
of the same author 2 years later [180], when EVs were far from having the popu-
larity of the twenty-first century second decade. In this approach, a 3.6-kW reso-
nant inverter based on silicon-controlled rectifiers (SCRs) was used. A few years
later, Rippel and Cocconi filled patents regarding integrated battery chargers
[181–183] In the first of these patents [181], dating to 1990, a connection to a single-
phase ac electrical grid was available through a diode full-bridge rectifier, with the
traction inverter operating as a boost dc-dc converter to charge the EV batteries.
Despite an external inductor being used for the boost operation, the authors
referred that the leakage inductance of the motor windings could be used instead,
although leading to a high ripple in the battery current. In Rippel and Cocconi [182],
a scheme was proposed for two induction motors or, alternatively, a motor with two
sets of windings. This system comprised two three-phase inverters and used the
motor windings as the boost dc-dc converter inductors. Similarly to the previous
proposal, this system considered the connection to a single-phase ac electrical grid.
In Cocconi [183], the previous work was extended to single-phase and three-phase
ac electrical grids. However, for these three cases, due to the boost operation of the
traction inverter, the electrical grid peak voltage should be lower than the EV
battery voltage. In 2001, an integrated battery charger for an electric scooter was
proposed, with the traction inverter operating as a three-phase boost dc-dc con-
verter to perform the battery charging [184]. Power factor correction (PFC) char-
acteristics were added to a similar system in 2010, as well as a bidirectional dc-dc
converter between the EV battery and the traction inverter, making it possible to
charge the EV battery from a single-phase ac electrical grid with a higher or lower
peak voltage than the battery voltage [185]. An innovative topology was proposed
in 2013 [186], using an eight switch inverter to interface a three-phase induction
motor and a single-phase ac electrical grid. An innovative topology termed as multi-
source inverter was recently proposed for plug-in hybrid EVs, aiming to connect
multiple dc sources to the same ac output though a single power conversion
stage [187, 188].
Figure 17.
Integrated architecture of an EV used for two purposes: On-board EVBC and EV motor driver.
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6.2 Integrated battery chargers: the electric motor perspective
Concerning electric motors, switched reluctance motors have been gaining
interest due to their constructive simplicity, low size and weight, and low cost. An
integrated battery charger for two-phase switched reluctance motors with connec-
tion to a single-phase ac electrical grid was proposed in 2000 [189]. In this case, the
integrated battery charger behaved as a flyback dc-dc converter, with an auxiliary
coupled winding being used for the battery charging operation. In 2009, a similar
system was proposed for three-phase switched reluctance motors, with the traction
inverter forming a PFC topology [190]. Two motor windings were used as input
filters of the diode bridge rectifier, while the third winding was used as the inductor
of the boost dc-dc converter. Two years later, the same authors proposed a modifi-
cation of this system, adding buck-boost PFC charging functionalities, by changing
the traction inverter topology [191]. In both cases, the system was connected to a
single-phase ac electrical grid. In 2014, an integrated battery charger for switched
reluctance motors applicable to plug-in hybrid EVs was proposed, allowing the
battery charging operation from the EV internal combustion engine or ac electrical
grids, either single-phase or three-phase [192]. One year later, similar systems were
proposed for four-phase switched reluctance machines, with [193] proposing
increased functionalities, such as V2G and V2H, and [194] proposing a system
based on a dual converter, supporting battery charging from both dc and single-
phase ac electrical grids. In 2017, an integrated battery charger based on a four-level
converter for a three-phase switched reluctance motor was proposed, for applica-
tion in plug-in hybrid EVs [195, 196]. In both cases, the batteries could be charged
from the internal combustion engine or from a three-phase ac electrical grid.
It is relevant to note that integrated battery chargers encompassing galvanic
isolation are also possible. The previously referred system proposed in [189] for
switched reluctance motors achieved galvanic isolation through a flyback dc-dc
converter, but its battery charging efficiency was low (25%). Two galvanically
isolated integrated battery chargers, to be used in industrial EVs, were proposed in
2005 [197]: one of the systems aimed for 1.5 kW dc motor powered pallet trucks,
with galvanic isolation being accomplished with a Ćuk converter; the other aimed
for 6 kWwound rotor induction motor powered forklift, in which galvanic isolation
was accomplished by the motor itself (while the stator windings were connected to
the inverter, the rotor windings were connected to a three-phase ac electrical grid).
Integrated battery chargers for EVs using a motor/generator set and winding
reconfiguration to achieve galvanic isolation were proposed in 2011 [198] and 2013
[199, 200]. Despite adding safety to the battery charging process, galvanically
isolated integrated battery chargers are disadvantageous in terms of size, weight,
cost, and efficiency compared to non-isolated topologies and, therefore, are less
analyzed in the literature than the latter.
The interest for multiple motor powertrains has been increasing, as well as
integrated battery chargers for such purpose. In fact, an integrated charger for a
four in-wheel motor EV was proposed in 1995 [201]. Four inverters and four sets of
three-phase windings were combined to achieve an interleaved operation, with two
motors/inverters forming a single-phase ac-dc converter to interface the electrical
grid and the other two motors/inverters forming a two-phase bidirectional inter-
leaved buck-boost dc-dc converter to interface the EV battery. In 2015, a dual
motor/generator set was proposed as an integrated battery charger to be connected
to a single-phase ac electrical grid [202]. Integrated battery chargers based on a
single motor and a dual inverter are also common, being proposed in 2015 [203] a
topology for charging the secondary battery of EVs through the main battery, with
the dual inverter and the motor windings interfacing both batteries. However, this
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required hardware, this approach furnishes the EV with a fast on-board EVBC,
since the battery charging power level is established by the EV motor driver.
Figure 17 illustrates an integrated architecture of an EV used for both purposes:
on-board EVBC and EV motor driver.
The first publication on integrated battery chargers dates back to 1983 with a
USA Department of Energy/NASA report [179], followed by a journal publication
of the same author 2 years later [180], when EVs were far from having the popu-
larity of the twenty-first century second decade. In this approach, a 3.6-kW reso-
nant inverter based on silicon-controlled rectifiers (SCRs) was used. A few years
later, Rippel and Cocconi filled patents regarding integrated battery chargers
[181–183] In the first of these patents [181], dating to 1990, a connection to a single-
phase ac electrical grid was available through a diode full-bridge rectifier, with the
traction inverter operating as a boost dc-dc converter to charge the EV batteries.
Despite an external inductor being used for the boost operation, the authors
referred that the leakage inductance of the motor windings could be used instead,
although leading to a high ripple in the battery current. In Rippel and Cocconi [182],
a scheme was proposed for two induction motors or, alternatively, a motor with two
sets of windings. This system comprised two three-phase inverters and used the
motor windings as the boost dc-dc converter inductors. Similarly to the previous
proposal, this system considered the connection to a single-phase ac electrical grid.
In Cocconi [183], the previous work was extended to single-phase and three-phase
ac electrical grids. However, for these three cases, due to the boost operation of the
traction inverter, the electrical grid peak voltage should be lower than the EV
battery voltage. In 2001, an integrated battery charger for an electric scooter was
proposed, with the traction inverter operating as a three-phase boost dc-dc con-
verter to perform the battery charging [184]. Power factor correction (PFC) char-
acteristics were added to a similar system in 2010, as well as a bidirectional dc-dc
converter between the EV battery and the traction inverter, making it possible to
charge the EV battery from a single-phase ac electrical grid with a higher or lower
peak voltage than the battery voltage [185]. An innovative topology was proposed
in 2013 [186], using an eight switch inverter to interface a three-phase induction
motor and a single-phase ac electrical grid. An innovative topology termed as multi-
source inverter was recently proposed for plug-in hybrid EVs, aiming to connect
multiple dc sources to the same ac output though a single power conversion
stage [187, 188].
Figure 17.
Integrated architecture of an EV used for two purposes: On-board EVBC and EV motor driver.
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6.2 Integrated battery chargers: the electric motor perspective
Concerning electric motors, switched reluctance motors have been gaining
interest due to their constructive simplicity, low size and weight, and low cost. An
integrated battery charger for two-phase switched reluctance motors with connec-
tion to a single-phase ac electrical grid was proposed in 2000 [189]. In this case, the
integrated battery charger behaved as a flyback dc-dc converter, with an auxiliary
coupled winding being used for the battery charging operation. In 2009, a similar
system was proposed for three-phase switched reluctance motors, with the traction
inverter forming a PFC topology [190]. Two motor windings were used as input
filters of the diode bridge rectifier, while the third winding was used as the inductor
of the boost dc-dc converter. Two years later, the same authors proposed a modifi-
cation of this system, adding buck-boost PFC charging functionalities, by changing
the traction inverter topology [191]. In both cases, the system was connected to a
single-phase ac electrical grid. In 2014, an integrated battery charger for switched
reluctance motors applicable to plug-in hybrid EVs was proposed, allowing the
battery charging operation from the EV internal combustion engine or ac electrical
grids, either single-phase or three-phase [192]. One year later, similar systems were
proposed for four-phase switched reluctance machines, with [193] proposing
increased functionalities, such as V2G and V2H, and [194] proposing a system
based on a dual converter, supporting battery charging from both dc and single-
phase ac electrical grids. In 2017, an integrated battery charger based on a four-level
converter for a three-phase switched reluctance motor was proposed, for applica-
tion in plug-in hybrid EVs [195, 196]. In both cases, the batteries could be charged
from the internal combustion engine or from a three-phase ac electrical grid.
It is relevant to note that integrated battery chargers encompassing galvanic
isolation are also possible. The previously referred system proposed in [189] for
switched reluctance motors achieved galvanic isolation through a flyback dc-dc
converter, but its battery charging efficiency was low (25%). Two galvanically
isolated integrated battery chargers, to be used in industrial EVs, were proposed in
2005 [197]: one of the systems aimed for 1.5 kW dc motor powered pallet trucks,
with galvanic isolation being accomplished with a Ćuk converter; the other aimed
for 6 kWwound rotor induction motor powered forklift, in which galvanic isolation
was accomplished by the motor itself (while the stator windings were connected to
the inverter, the rotor windings were connected to a three-phase ac electrical grid).
Integrated battery chargers for EVs using a motor/generator set and winding
reconfiguration to achieve galvanic isolation were proposed in 2011 [198] and 2013
[199, 200]. Despite adding safety to the battery charging process, galvanically
isolated integrated battery chargers are disadvantageous in terms of size, weight,
cost, and efficiency compared to non-isolated topologies and, therefore, are less
analyzed in the literature than the latter.
The interest for multiple motor powertrains has been increasing, as well as
integrated battery chargers for such purpose. In fact, an integrated charger for a
four in-wheel motor EV was proposed in 1995 [201]. Four inverters and four sets of
three-phase windings were combined to achieve an interleaved operation, with two
motors/inverters forming a single-phase ac-dc converter to interface the electrical
grid and the other two motors/inverters forming a two-phase bidirectional inter-
leaved buck-boost dc-dc converter to interface the EV battery. In 2015, a dual
motor/generator set was proposed as an integrated battery charger to be connected
to a single-phase ac electrical grid [202]. Integrated battery chargers based on a
single motor and a dual inverter are also common, being proposed in 2015 [203] a
topology for charging the secondary battery of EVs through the main battery, with
the dual inverter and the motor windings interfacing both batteries. However, this
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system required an additional on-board EVBC. In 2018 [204], a similar solution
capable of charging both batteries simultaneously from a single-phase ac electrical
grid was proposed, being necessary to add a diode-bridge rectifier to interface the
electrical grid. A more complex solution comprising galvanic isolation was proposed
in 2016 [205] for interfacing a three-phase ac electrical grid, using a diode bridge
rectifier and a full-bridge inverter per phase to connect with each of the three
primary windings of a magnetic combination transformer, with the only secondary
winding being connected to a diode bridge rectifier which, in turn, was followed
by the EV battery.
Besides multiple motor and multi-inverter topologies, integrated battery
chargers based on multi-phase motors are also commonly found in the literature. An
integrated battery charger for a powertrain based on a five-phase motor was
presented in 2016 [206], which was capable of fast battery charging, that is, inter-
facing with a three-phase ac electrical grid. Slow [207] and fast [208] battery
charging operations concerning integrated battery chargers with five-phase, six-
phase, and nine-phase motors were analyzed in the same year by the same authors,
and galvanic isolation was considered for six-phase motors the next year [209].
Further reading concerning multi-phase motors and integrated battery chargers for
these can be found in [210–212].
7. Vehicle electrification: innovative modes contextualized with smart
homes and smart homes
The possible structures that can be implemented for an EVBC were presented in
Section 2 and the different technologies targeting the vehicle electrification in
Sections 3–6. Using the previous sections as support, this section introduces new
opportunities for the smart grids and smart homes arising from the EV flexible
operation.
7.1 EV battery charger: on-board
The main operation modes of an on-board EVBC are presented considering the
restrictions and also the offered opportunities when integrated in smart grids and
smart homes scenarios. Figure 18 illustrates a smart home with an on-board EVBC
plugged-in. As shown, a bidirectional communication is necessary for establishing a
power management control between the smart home, the smart grid, the electrical
appliances, and the EV. In fact, the power management at the smart home level is
used for communicating with the EVBC and with the controlled electrical appli-
ances aiming to define control strategies based on schedules of operation. On the
other hand, the power management at the smart home communicates with the
power management of the smart grid.
7.1.1 Operation mode: grid-to-vehicle (G2V)
Nowadays, the G2V mode is the existing mode on commercial EVs, which is
related with the EV battery charging. Figure 19 illustrates an on-board EVBC
plugged-in at a smart home. As shown, a unidirectional power flow is established
with the electrical grid, but a bidirectional communication is established for com-
municating the charging status and for defining set-points of operation. In G2V, the
value of the grid-side current is independent of the other electrical appliances. Since
the current is limited by the home switch-breaker, if the consumed current exceeds
the nominal value, then the switch-breaker will be triggered. In order to overcome
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this situation, the smart home power management forces the EVBC to stop the G2V
mode, representing a disadvantage of this mode.
Analogously to the aforementioned G2V mode, the flexible G2V mode refers to a
situation when the EV charging power is adjusted according to the status of the
other electrical appliances [95]. For example, the value of the charging power can be
adjusted based on the injected power from RES as a contribution to balance the
production/consumption from the smart home perspective. Moreover, it can be
performed without harming power quality aspects. Also in this mode, it is funda-
mental to establish a bidirectional communication between the EVBC and the smart
home power management.
Figure 19.
On-board EVBC: G2V operation mode.
Figure 18.
An on-board EVBC plugged-in at a smart home.
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rectifier and a full-bridge inverter per phase to connect with each of the three
primary windings of a magnetic combination transformer, with the only secondary
winding being connected to a diode bridge rectifier which, in turn, was followed
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Besides multiple motor and multi-inverter topologies, integrated battery
chargers based on multi-phase motors are also commonly found in the literature. An
integrated battery charger for a powertrain based on a five-phase motor was
presented in 2016 [206], which was capable of fast battery charging, that is, inter-
facing with a three-phase ac electrical grid. Slow [207] and fast [208] battery
charging operations concerning integrated battery chargers with five-phase, six-
phase, and nine-phase motors were analyzed in the same year by the same authors,
and galvanic isolation was considered for six-phase motors the next year [209].
Further reading concerning multi-phase motors and integrated battery chargers for
these can be found in [210–212].
7. Vehicle electrification: innovative modes contextualized with smart
homes and smart homes
The possible structures that can be implemented for an EVBC were presented in
Section 2 and the different technologies targeting the vehicle electrification in
Sections 3–6. Using the previous sections as support, this section introduces new
opportunities for the smart grids and smart homes arising from the EV flexible
operation.
7.1 EV battery charger: on-board
The main operation modes of an on-board EVBC are presented considering the
restrictions and also the offered opportunities when integrated in smart grids and
smart homes scenarios. Figure 18 illustrates a smart home with an on-board EVBC
plugged-in. As shown, a bidirectional communication is necessary for establishing a
power management control between the smart home, the smart grid, the electrical
appliances, and the EV. In fact, the power management at the smart home level is
used for communicating with the EVBC and with the controlled electrical appli-
ances aiming to define control strategies based on schedules of operation. On the
other hand, the power management at the smart home communicates with the
power management of the smart grid.
7.1.1 Operation mode: grid-to-vehicle (G2V)
Nowadays, the G2V mode is the existing mode on commercial EVs, which is
related with the EV battery charging. Figure 19 illustrates an on-board EVBC
plugged-in at a smart home. As shown, a unidirectional power flow is established
with the electrical grid, but a bidirectional communication is established for com-
municating the charging status and for defining set-points of operation. In G2V, the
value of the grid-side current is independent of the other electrical appliances. Since
the current is limited by the home switch-breaker, if the consumed current exceeds
the nominal value, then the switch-breaker will be triggered. In order to overcome
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this situation, the smart home power management forces the EVBC to stop the G2V
mode, representing a disadvantage of this mode.
Analogously to the aforementioned G2V mode, the flexible G2V mode refers to a
situation when the EV charging power is adjusted according to the status of the
other electrical appliances [95]. For example, the value of the charging power can be
adjusted based on the injected power from RES as a contribution to balance the
production/consumption from the smart home perspective. Moreover, it can be
performed without harming power quality aspects. Also in this mode, it is funda-
mental to establish a bidirectional communication between the EVBC and the smart
home power management.
Figure 19.
On-board EVBC: G2V operation mode.
Figure 18.
An on-board EVBC plugged-in at a smart home.
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7.1.2 Operation mode: vehicle-to-grid (V2G)
The V2G mode denotes a state related with the possibility of a bidirectional
operation also in terms of power flow: the EV is used to return part of the stored
energy back to the electrical grid. This mode is performed in convenience of the
smart grid or smart home power management, as well as in the convenience of the
EV user. Therefore, the EV is seen as a flexible ESS allowing a support for the grid
stability. Furthermore, this mode entails communication with a smart grid
aggregator targeting to outline schedules for the EVBC operation, as well as the
quantity of power that must be returned back to the electrical grid. Figure 20
illustrates this operation mode when the EV is plugged-in at the smart home,
permitting a dual opportunity: the flexible operation in V2G mode for the smart
home and/or for the smart grid.
7.1.3 Operation mode: vehicle-to-load (V2L) - as voltage source
In the G2V/V2G modes, the controllability of the EVBC is performed, respec-
tively, only in relation to absorb/inject active power. In both G2V/V2G case, a
current feedback control is applied. Instead, a new opportunity for the EV operation
is associated with the EVBC controllability as a voltage source for supplying electri-
cal appliances (loads). This operation is only valid while the EV is not plugged-in to
the electrical grid, which is denominated as V2L (where a voltage feedback control
is applied, meaning that the voltage waveform is forced by the EVBC and the
current waveform by the electrical appliances) [213]. Figure 21 illustrates the
principle of operation of the V2L mode. The relevance of the V2L mode is linked
with the option to use the EV in isolated locations from the electrical grid (for
instance, in extreme circumstances of catastrophic events when the electrical grid is
unavailable or in campsites). This operation is very applicable and represents a
new support offered by the EV, however, since it requires to use the energy stored
in the battery, the battery state-of-charge is obligatory managed with the EV
owner agreement (for instance, conserving an acceptable state-of-charge for the
next travel). Similar opportunity was before recognized by Nissan (the
Figure 20.
On-board EVBC: V2G operation mode.
182
Innovation in Energy Systems - New Technologies for Changing Paradigms
“LEAF-to-Home” project), but requiring an external “EV Power Station,” limiting the
application of this concept to the location where the system is permanently installed
[214]. Consequently, the presented V2L mode assumes a greater field of application,
since it can be used generically with the EV in the place where it is parked.
7.1.4 Operation mode: vehicle-to-home (V2H) - as uninterruptible power supply (UPS)
As a sequence of V2L mode, emerges the possibility of the EVBC operation with
features based on an off-line uninterruptible power supply (UPS) [215]. This is
especially dedicated for smart homes in the existence of a power failure, where the
EVBC starts to operate as a voltage source practically instantaneously. In this mode,
it is required a communication from the smart home to the EVBC notifying about
the power outage and a communication from the EVBC to the smart home to
inform about the battery state-of-charge (for instance, permitting to establish a
control based on selecting priority electrical appliances). Figure 22 illustrates the
V2H mode as a UPS contextualized into a smart home, which evidently recognizes
the operation disconnected from the electrical grid. As in the previous mode, the
grid-side converter (front-end power stage) is controlled with a voltage feedback,
however, it is obligatory to measure the electrical grid voltage for noticing the
power failure (in this event, the smart home is disconnected from the electrical grid
almost instantaneously and the EVBC starts its process). When the voltage is
restored, such situation is identified by the EVBC and, subsequently, it starts the
synchronization with the phase of the voltage targeting the transition to the normal
mode, when the electrical grid supplies power for the smart home. Posteriorly, the
EVBC can stay in an idle state or it can return to a G2V/V2G mode.
7.2 EV battery charger: off-board
The foremost opportunities for an off-board EVBC are addressed in this section
targeting a contextualization with smart grids. It must be highlighted that the
identified opportunities are independent from the off-board EVBC classification as
Figure 21.
On-board EVBC: V2L operation mode (as a voltage source).
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7.1.2 Operation mode: vehicle-to-grid (V2G)
The V2G mode denotes a state related with the possibility of a bidirectional
operation also in terms of power flow: the EV is used to return part of the stored
energy back to the electrical grid. This mode is performed in convenience of the
smart grid or smart home power management, as well as in the convenience of the
EV user. Therefore, the EV is seen as a flexible ESS allowing a support for the grid
stability. Furthermore, this mode entails communication with a smart grid
aggregator targeting to outline schedules for the EVBC operation, as well as the
quantity of power that must be returned back to the electrical grid. Figure 20
illustrates this operation mode when the EV is plugged-in at the smart home,
permitting a dual opportunity: the flexible operation in V2G mode for the smart
home and/or for the smart grid.
7.1.3 Operation mode: vehicle-to-load (V2L) - as voltage source
In the G2V/V2G modes, the controllability of the EVBC is performed, respec-
tively, only in relation to absorb/inject active power. In both G2V/V2G case, a
current feedback control is applied. Instead, a new opportunity for the EV operation
is associated with the EVBC controllability as a voltage source for supplying electri-
cal appliances (loads). This operation is only valid while the EV is not plugged-in to
the electrical grid, which is denominated as V2L (where a voltage feedback control
is applied, meaning that the voltage waveform is forced by the EVBC and the
current waveform by the electrical appliances) [213]. Figure 21 illustrates the
principle of operation of the V2L mode. The relevance of the V2L mode is linked
with the option to use the EV in isolated locations from the electrical grid (for
instance, in extreme circumstances of catastrophic events when the electrical grid is
unavailable or in campsites). This operation is very applicable and represents a
new support offered by the EV, however, since it requires to use the energy stored
in the battery, the battery state-of-charge is obligatory managed with the EV
owner agreement (for instance, conserving an acceptable state-of-charge for the
next travel). Similar opportunity was before recognized by Nissan (the
Figure 20.
On-board EVBC: V2G operation mode.
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“LEAF-to-Home” project), but requiring an external “EV Power Station,” limiting the
application of this concept to the location where the system is permanently installed
[214]. Consequently, the presented V2L mode assumes a greater field of application,
since it can be used generically with the EV in the place where it is parked.
7.1.4 Operation mode: vehicle-to-home (V2H) - as uninterruptible power supply (UPS)
As a sequence of V2L mode, emerges the possibility of the EVBC operation with
features based on an off-line uninterruptible power supply (UPS) [215]. This is
especially dedicated for smart homes in the existence of a power failure, where the
EVBC starts to operate as a voltage source practically instantaneously. In this mode,
it is required a communication from the smart home to the EVBC notifying about
the power outage and a communication from the EVBC to the smart home to
inform about the battery state-of-charge (for instance, permitting to establish a
control based on selecting priority electrical appliances). Figure 22 illustrates the
V2H mode as a UPS contextualized into a smart home, which evidently recognizes
the operation disconnected from the electrical grid. As in the previous mode, the
grid-side converter (front-end power stage) is controlled with a voltage feedback,
however, it is obligatory to measure the electrical grid voltage for noticing the
power failure (in this event, the smart home is disconnected from the electrical grid
almost instantaneously and the EVBC starts its process). When the voltage is
restored, such situation is identified by the EVBC and, subsequently, it starts the
synchronization with the phase of the voltage targeting the transition to the normal
mode, when the electrical grid supplies power for the smart home. Posteriorly, the
EVBC can stay in an idle state or it can return to a G2V/V2G mode.
7.2 EV battery charger: off-board
The foremost opportunities for an off-board EVBC are addressed in this section
targeting a contextualization with smart grids. It must be highlighted that the
identified opportunities are independent from the off-board EVBC classification as
Figure 21.
On-board EVBC: V2L operation mode (as a voltage source).
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slow, semi-fast, fast, or ultra-fast (in single-phase or three-phase interfaces).
Figure 23 illustrates an off-board EVBC into an industry. Since it is an off-board
EVBC, it is always connected to the electrical grid even without any plugged-in EV.
Also in an off-board EVBC, it is fundamental a bidirectional communication,
allowing to transmit data from the off-board EVBC (for instance, the information of
the battery state-of-charger) and transmit set-points of operation to the off-board
EVBC. This communication is indispensable for the smart grid contextualization.
Figure 22.
On-board EVBC: V2H operation mode (as an off-line uninterruptible power supply).
Figure 23.
An off-board EVBC and an EV plugged-in at an industry.
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7.2.1 Operation mode: grid-to-vehicle and vehicle-to-grid
An off-board EVBC also enables the G2V/V2G modes, but the core variance,
when compared with an on-board EVBC, is the operating power, which is signifi-
cantly higher (the power is higher, but it is used for shorter periods of time).
Figure 24 illustrates an off-board EVBC operating in G2V/V2G modes, where a
Figure 24.
An off-board EVBC with an EV plugged-in into the electrical power grid: G2V/V2G modes.
Figure 25.
An off-board EVBC with an EV plugged-in into the electrical power grid: operation as a power quality
compensator.
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slow, semi-fast, fast, or ultra-fast (in single-phase or three-phase interfaces).
Figure 23 illustrates an off-board EVBC into an industry. Since it is an off-board
EVBC, it is always connected to the electrical grid even without any plugged-in EV.
Also in an off-board EVBC, it is fundamental a bidirectional communication,
allowing to transmit data from the off-board EVBC (for instance, the information of
the battery state-of-charger) and transmit set-points of operation to the off-board
EVBC. This communication is indispensable for the smart grid contextualization.
Figure 22.
On-board EVBC: V2H operation mode (as an off-line uninterruptible power supply).
Figure 23.
An off-board EVBC and an EV plugged-in at an industry.
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bidirectional power flow and a bidirectional communication is identified. The V2G
mode is interesting, but in the case of an off-board EVBC, its use is very particular,
because when the EV is parked and plugged-in the goal is to charge the battery as
fast as possible, so if the process is interrupted for the V2G mode, the charging
will take longer.
7.2.2 Operation mode: power quality compensator
As previously identified, an off-board EVBC can be used in G2V/V2G modes,
a situation that occurs as fast as possible (where a high power value in a short
period of time is necessary). Therefore, after the EV charging, the off-board
EVBCs may be out of operation throughout some periods, that is, until another
EV arrives to charge. Accordingly, a new opportunity is recognized for the
off-board EVBC when the EV is not plugged-in, which is linked with the sup-
port to the smart grid in terms of power quality (mainly, the issues
corresponding to low power factor, current imbalances in three-phase systems,
and harmonic current). Furthermore, the existing opportunity of this mode is
additionally attractive, by the reason that it can be accomplished while the EV
plugged-in (for instance, without jeopardizing the off-board EVBC or without
using the stored energy in the EV battery, the G2V/V2G modes can also be
performed) or without any EV plugged-in. This means that it is not necessary to
transfer active power from the electrical grid to the EV or vice-versa. Addition-
ally, it is not required extra hardware for this additional mode of operation
related with power quality coverage. Figure 25 illustrates an off-board EVBC,
Figure 26.
An off-board EVBC with an EV plugged-in into the electrical power grid: unified operation with RES and as a
power quality compensator.
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where is highlighted this opportunity. In this case, the power quality problems
are determined by the linear and nonlinear electrical appliances within the
industry.
7.2.3 Unified operation: power quality compensator and interface of renewable
energy sources
The possibility for exchanging power with the electrical grid and for compen-
sating power quality issues was previously presented. Moreover, knowing the stim-
ulus of RES for the progress of smart grids, also to mitigate the impact of the EV
required power from the electrical grid, their installation close to the off-board
EVBC is of pertinent importance. As the most pertinent example of RES, solar
photovoltaic panels can be mounted in EV charging stations, as well as in industries.
This is an advantage for solutions as described in this section. Since the off-board
EVBC and RES require similar front-end power stages, the identified opportunity
consists of unifying both systems targeting a single interface with the electrical grid.
Figure 26 illustrates this opportunity, requiring a common dc-link for both EV and
RES. The utmost advantage of this opportunity is about the efficiency. In this
condition, as the EV establishes a direct interface with the RES for the charging
(over the dc-link and requiring less power stages), it is conceivable to boost the
efficiency when compared to customary solutions (based on various front-end and
back-end power stages).
Figure 27.
An off-board EVBC with an EV plugged-in into the electrical power grid: unified operation with RES, ESS,
and as a power quality compensator.
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where is highlighted this opportunity. In this case, the power quality problems
are determined by the linear and nonlinear electrical appliances within the
industry.
7.2.3 Unified operation: power quality compensator and interface of renewable
energy sources
The possibility for exchanging power with the electrical grid and for compen-
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EVBC is of pertinent importance. As the most pertinent example of RES, solar
photovoltaic panels can be mounted in EV charging stations, as well as in industries.
This is an advantage for solutions as described in this section. Since the off-board
EVBC and RES require similar front-end power stages, the identified opportunity
consists of unifying both systems targeting a single interface with the electrical grid.
Figure 26 illustrates this opportunity, requiring a common dc-link for both EV and
RES. The utmost advantage of this opportunity is about the efficiency. In this
condition, as the EV establishes a direct interface with the RES for the charging
(over the dc-link and requiring less power stages), it is conceivable to boost the
efficiency when compared to customary solutions (based on various front-end and
back-end power stages).
Figure 27.
An off-board EVBC with an EV plugged-in into the electrical power grid: unified operation with RES, ESS,
and as a power quality compensator.
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7.2.4 Unified operation: power quality compensator and interface of energy storage
systems and renewable energy sources
Based on the previously identified opportunity, adding a bidirectional dc inter-
face to the off-board EVBC results in a new opportunity for interfacing an ESS
(bidirectional power transfer, charging or discharging, with the dc-link). Conse-
quently, in this circumstance, based on the off-board EVBC, a whole system is
offered for the smart grid: interface of G2V/V2G modes; interface of a RES; and
interface of a flexible ESS. Figure 27 illustrates this new opportunity (based on the
common dc-link, a single interface with the electrical grid is considered). In this
approach, for instance, the power from the RES can be injected directly into the EV
(as well as to the ESS), avoiding the electrical grid. Consequently, in this process,
fewer power stages are required, allowing to improve the efficiency of the process.
A pertinent aspect is also associated when the EV is plugged-in. Since it requires a
high value of power in a short period of time, therefore, the ESS is an important
influence to avoid power fluctuations in the electrical grid side (in this occasion, the
power for the EV can be provided by the ESS). On the other hand, in a situation
where the EV is not plugged-in, the RES and the ESS are integrated through the
same system, permitting the operation similar to a load shift system (basically, the
power production from RES can be stored in the ESS for a posterior use, when
convenient for the electrical installation). Moreover, even in a case where the EV
is not plugged-in, the RES is not producing, and the ESS is not required, the
off-board EVBC can operate for compensating the aforementioned problems of
power quality (directly caused by the industrial appliances or in a selective
strategy for the smart grid).
8. Conclusions
In this book chapter, technologies, challenges, and a global perspective for the
vehicle electrification in smart grids are presented. The new reality of shifting the
transportation sector targeting the vehicle electrification, mainly with plug-in elec-
tric vehicles (EV), is boosted by climate concerns. However, this new paradigm also
promotes a set of emergent technologies, such as: power electronics for on-board
and off-board battery charging systems; communication technologies; wireless
power transfer for charging processes; bidirectional power transfer in vehicle-to-
vehicle mode; unified technologies combining the battery charging system and the
motor driver based on a single system; and operation modes of the EV, both on-
board and off-board, in smart homes and smart grids. The importance of these
emergent technologies for the vehicle electrification is described along this book
chapter, as well as the relation among them. The identified EV battery charging
operation modes can be performed independently of the charging system structure
(i.e., the number and types of power stages for the on-board and off-board charging
system). Moreover, since some operation modes only require the front-end power
stage (ac-dc converter), technologies of wireless power transfer can also be consid-
ered. Similarly, unified technologies of battery charging and motor driver can also
be considered for the implementation of the presented operation modes. Further-
more, combined technologies of wireless power transfer and unified systems are
also possible in the implementation of some operation modes. Despite the relevance
of these technologies in terms of power transfer, communication technologies are
absolutely indispensable for defining the operation modes, establishing a bidirec-
tional link for data transfer and power management between the smart grid or
smart home, the user, and the EV. This book chapter covers these technologies,
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demonstrating the relevance of the vehicle electrification, not only as a new
paradigm for the transportation sector, but also as a promoter of smart grids.
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The Innovative Gaildorf 
Wind-Water Project Guarantees 
Reliability of Power Supply
Grażyna Frydrychowicz-Jastrzębska
Abstract
This chapter presents a pilot project, which is an innovative solution related 
to renewable energy sources (RES). It refers to the integrated system that cov-
ers a wind farm (4×3, 4 MW) and a pumped hydro storage PHS (16 MW). 
Environmental conditions and components of the system were characterised in 
structural and operational terms. The wind turbines that are part of the system 
are of considerable height (one of them is even the highest turbine in the world). 
This is partly the result of the hybrid construction of their towers. Around the 
bases, there are Bains, which function as a short-term energy storage with the total 
capacity of 160,000 m3 of water. The turbines were installed 200 m above sea level, 
and this also has a positive impact on their operational parameters. The short-term 
energy storage is connected with the long-term energy storage located in a val-
ley by means of a pipeline. The response time for switching between the energy 
generation and storage functions is 30 s. The innovative nature of the project is 
determined by the short-term energy storage. The investment is fully automated. 
The hybrid power plant began its operation in 2018.
Keywords: innovative project, renewable energy, wind farm, pumped hydro storage, 
hybrid towers
1. Introduction
The operation of RES systems is characterised by significant random fluctuations 
of the amount of the produced electricity. On the one hand, this is the result of vari-
able external conditions (geographical location and thus the resulting climatic condi-
tions, impact of time, both per day and per year) and on the other hand, the changes 
in the demand for electricity among recipients. These fluctuations have a significant 
impact on the effectiveness of the systems. There are unpredictable, abrupt changes 
of power within the entire system, which may lead to its complete failure [1–3].
The problem cannot be ultimately resolved using the hybrid renewable energy 
source (RES) systems.
The integration of the selected storage technology with the source and the 
specific network is necessary. The proper selection is, above all, determined by 
such factors as storage capacity (kWh), output (kW), number of cycles (charge/
discharge), service life (years/cycles), depth of discharge (%), response time (ms-
min), efficiency (%), investment and operational costs [1–3].
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At present, according to the report drawn up by the Electric Power Research 
Institute, the most frequently used large-scale electric energy storages in the world 
are pumped hydro storages. They constitute 95% of all large-scale storage facilities 
[2–7]. They are characterised by very good parameters, particularly in the case of 
storage of significant energy resources in the long-term scale.
However, it is necessary to bear in mind the limitations in their applicability, 
resulting from their location. If at least one of the reservoirs is a natural reservoir, 
it facilitates significantly the implementation of the enterprise and reduces its 
costs. The energy storage efficiency in the case of the pumped hydro storage ranges 
between 65 and 85%, but of particular significance is the fact that the response time 
of such a solution does not exceed several minutes and is often limited to seconds.
Table 1 includes information regarding the parameters of the pumped hydro 
storage (PHS) technology [2, 7].
In the case of storage of energy coming from renewable sources, it is advanta-
geous to introduce the integrated storage systems, often on two levels, the short-
term and long-term, which fulfil the role of buffer systems and thus ensure the 
reliability of power supply. The introduction of the short-term battery-operated 
energy storage is a good solution. At present the manufacturers of RES systems 
make attempts at integrating them with energy storages in such a manner as to 
secure the energy excess on a current basis [1, 2, 6]. An interesting case of such a 
solution is the Greek Icaria which relies on the wind-water system with two water 
storages (3.1 and 1 MW), located in different towns [8].
In the considered solution, the role of short-term energy storage is fulfilled 
by water reservoirs in hybrid wind turbine towers. They have many advantages, 
especially important in RES systems (Chapter 2.3): can be used for conventional 
and renewable sources, have long life cycle (50 years) with deep discharge, possible 
applications of fresh and salt water, lower investment costs due to standardised 
solutions and power plant concept (economic factor) and environment friendly 
(ecological factor). The system has been operating for only 7 months, so the time is 
not long enough for an exact evaluation.
2. The Gaildorf project
2.1 Environmental conditions
In the year 2011, the Gaildorf town initiated a discussion forum related to the 
natural power storage project. The project gained support of the local community 
and Bundesministerium für Umwelt, Naturschutz und Nukleare Sicherheit (BMUB), 
which supported the RES technological initiative in Gaildorf from funds coming 
from the ecological innovation programme in the amount of EUR 7,150,000 [9].
It was necessary to carry out multi-criteria research aimed at the confirmation 
of the selected renewable energy source solution both from the point of view of 











Unit [MW] [h] [years] [Wh/l] [W/l] [%] [s/min]
Value 100–1000 4–12 30–60 0.2–2 0.1–0.2 70–85 seconds to 
minutes
Table 1. 
Parameters of the pumped hydro storage technology.
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ecology and endangered species and detailed results of measurements regarding the 
wind energy availability [10–14].
While planning the location of wind farms, it is actually the evaluation of 
resources which seems to be the most difficult issue. It involves the evaluation of 
climatic conditions and the roughness of the terrain.
Another factor which remains highly significant with regard to the effectiveness 
of conversion is the impact of design parameters of the wind farm. However, the 
most important issue is the wind speed. The wind power as a function of its speed is 
expressed by the following relationship [10, 14, 15]:
  P =  1 _2 ρ  Av 
3 (1)
where P is the wind power, A is the rotor blade area in m2, v is the wind speed in 
m/s and ρ is the air density in kg/m3.
With regard to the wind potential in the region in question, all the following 
European requirements are respected:
• The duration of the wind speed monitoring in the selected location should not 
be shorter than 1 year.
• The measurements should be conducted at a minimum height of 30–40 m, 
whereby the extrapolation of results to greater heights is permissible. The 
extrapolation is performed by means of the power law, Eqs. (2) and (3), or the 
logarithmic law [14]:
  v _  v 0 =  ( 
H _  H 0 ) 
α
  (2)
  P _  P 0 =  ( 
H _  H 0 ) 
3α
 (3)
where H is the turbine height, other markings as before, whereby indexed values 
0 are measuring values for extrapolation purposes:
• The assessment of the wind potential must take into account the topography 
(roughness classes, surface friction coefficient α) [10, 13], for instance, α is 
the surface friction coefficient, −0.14 for low grass, 0.25 for low buildings and 
0.40 for a built-up area.
• The measurements must be performed by means of two wind metres at two 
different heights (the averaging time was determined at the level between 10 
and 60 min).
The results of the conducted research regarding climate, local wind conditions 
and wind parameters, as well as the applied research method, measuring devices, 
certificates for the calibration of anemometers and also the duration of monitoring, 
and the manner in which the results of measurements were converted into long-
term data should be contained in the report. This is the most important document 
which is the basis for the economic assessment [16]. As well as the aforementioned 
information, the report should also include the final estimation of the annual 
energy output (AEO). During the economic analysis of the feasibility of the wind 
project, the value of AEO is of key significance. The factor which determines the 
annual energy output ratio is the wind speed.
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Unit [MW] [h] [years] [Wh/l] [W/l] [%] [s/min]
Value 100–1000 4–12 30–60 0.2–2 0.1–0.2 70–85 seconds to 
minutes
Table 1. 
Parameters of the pumped hydro storage technology.
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ecology and endangered species and detailed results of measurements regarding the 
wind energy availability [10–14].
While planning the location of wind farms, it is actually the evaluation of 
resources which seems to be the most difficult issue. It involves the evaluation of 
climatic conditions and the roughness of the terrain.
Another factor which remains highly significant with regard to the effectiveness 
of conversion is the impact of design parameters of the wind farm. However, the 
most important issue is the wind speed. The wind power as a function of its speed is 
expressed by the following relationship [10, 14, 15]:
  P =  1 _2 ρ  Av 
3 (1)
where P is the wind power, A is the rotor blade area in m2, v is the wind speed in 
m/s and ρ is the air density in kg/m3.
With regard to the wind potential in the region in question, all the following 
European requirements are respected:
• The duration of the wind speed monitoring in the selected location should not 
be shorter than 1 year.
• The measurements should be conducted at a minimum height of 30–40 m, 
whereby the extrapolation of results to greater heights is permissible. The 
extrapolation is performed by means of the power law, Eqs. (2) and (3), or the 
logarithmic law [14]:
  v _  v 0 =  ( 
H _  H 0 ) 
α
  (2)
  P _  P 0 =  ( 
H _  H 0 ) 
3α
 (3)
where H is the turbine height, other markings as before, whereby indexed values 
0 are measuring values for extrapolation purposes:
• The assessment of the wind potential must take into account the topography 
(roughness classes, surface friction coefficient α) [10, 13], for instance, α is 
the surface friction coefficient, −0.14 for low grass, 0.25 for low buildings and 
0.40 for a built-up area.
• The measurements must be performed by means of two wind metres at two 
different heights (the averaging time was determined at the level between 10 
and 60 min).
The results of the conducted research regarding climate, local wind conditions 
and wind parameters, as well as the applied research method, measuring devices, 
certificates for the calibration of anemometers and also the duration of monitoring, 
and the manner in which the results of measurements were converted into long-
term data should be contained in the report. This is the most important document 
which is the basis for the economic assessment [16]. As well as the aforementioned 
information, the report should also include the final estimation of the annual 
energy output (AEO). During the economic analysis of the feasibility of the wind 
project, the value of AEO is of key significance. The factor which determines the 
annual energy output ratio is the wind speed.
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Figure 1. 
The number of days with a specific wind speed during the respective months in Gaildorf, own study based on [19].
For the Weibull distribution, AEO is described by the following relationship 
[14, 17, 18]:
  AEO =  1 _2 ρ  Av 
3 𝜂𝜂t (4)
where η is the efficiency (aerodynamic, mechanical, electrical) and t = 8.760 h/
year, other markings as before.
The wind farm in Gaildorf is located at a site with average wind energy avail-
ability, and this is shown in the diagram presented in Figure 1. As can be seen, winds 
with speeds which exceed 60 km/h are, in principle, present in the periods between 
October and March. Their total duration is only about 60 h per year [19], but the 
winds with the speed reaching up to 38 km/h (10.6 m/s) occur within 25.5 days a year, 
and such a speed is optimal for the typical characteristics of the wind turbine [15].
As the wind rose shows, the winds from the West and South-West directions 
have the biggest potential for the location in question. Based on the meteorological 
data, it can be concluded that there is a significant variation regarding the availabil-
ity of wind resources in time [19]; therefore, there is a necessity to store energy for 
the purpose of ensuring the power supply stability.
For example, Table 2 includes the daily information regarding the wind speed 
in the region under consideration, on February 3 and April 3, 2019, at 3 h intervals, 
based on information given in [19].
In the further 7-day forecast, in February, the estimated wind speed values ranged 
between 6 and 13 km/h and in April between 10 and 18 km/h, respectively [19].
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2.2 Wind turbines
In Gaildorf near Stuttgart, Bavaria, a non-standard wind-water energy solution 
was applied. A wind farm was established there in the year 2017 (Figure 2). The 
power of each of the turbines, with a rotor diameter of 137 m, amounts to 3.4 MW, 
which gives 13.6 MW in total for the entire system [20–23]. The farm consists of 
four electrically controlled turbines characterised by high performance. The hubs 
of GE 3.4-137 turbines are located in towers at a height ranging between 155 and 
178 m. One of the turbines, since the moment of its installation, has been the high-
est turbine in the world. The total height of its tower and rotor wing reaches 246.5 m 
[20, 21, 23]. The heights of towers increased by 40 m are a consequence of their 
unique hybrid design (Chapter 2.3).
Additionally, the electricity production potential of the turbines was increased 
by their location on Limpurg Hills (the Swabian-Franconian Forest). In the case of 
the above-mentioned turbines (as marked in Figure 3), this allowed the following 
total heights to be obtained in relation to the sea level: W2, 501.5 m above sea level; 
W3, 489.5 m above sea level; W4, 489.5 m above sea level; and W5, 485.5 m above 
sea level [9, 22].
As has been mentioned in [10], an increase in the height at which the turbines oper-
ate is advantageous, as each additional metre of height of the location of the hub on the 
tower contributes to an increase in the annual energy output from 0.5 to 1%. The consid-
erations must also take into account the impact of the ground roughness class [14].
Day Hour
2 5 8 11 14 17 20 23
February 3, 2019 Wind speed 
[km/h]
5–22 9–30 14–40 14–40 16–44 14–43 10–34 7–23
April 3, 2019 4–12 6–17 6–21 13–24 10–18 15–32 5–23 15–19
Table 2. 
Wind speed in the region under consideration, on February 3 and April 3, 2019.
Figure 2. 
Location of the wind-water investment in Gaildorf—the arrangement of wind turbines (Credit: Max Bögl).
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Location of the wind-water investment in Gaildorf—the arrangement of wind turbines (Credit: Max Bögl).
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Table 3 presents the impact of the turbine height parameters on the wind speed 
and its available power [14].
The significant heights at which the rotor hub is mounted also contribute to the 
reduction in turbulence and thus ensure a more stable operation of the turbine [10]. 
This is particularly important in the regions with quite small wind energy potential. 
The total electricity production by the system under consideration ensures about 
42 GWh per year [9, 22].
With the cooperation between such companies as Max Bögl Wind AG and GE 
Renewable Energy Onshore Wind Deutschland on the Gaildorf project, the first 
wind farm in the world integrated with a hydroelectric power plant was initiated in 
the year 2016.
Table 4 contains selected specifications of turbines from the 3 MW platform, 
and Figure 3 presents the GE wind turbine from that platform [16, 24].
The design solutions for turbines from the GE Platform with a unit power 
from the 3 MW series are the continuation of those from the GE 2 MW Platform, 
implemented since 2004; thus, proven elements have been applied. The turbines in 
question are three-bladed turbines mounted on a steel tubular tower, operating  
in the horizontal axis, with a variable speed, active control of the optimal deviation 
in relation to wind and advanced control of loads, as a result of the measurement 
of stresses and individual control of the blade angle of inclination [16]. The GE 
3 MW Platform is adapted to operation with a broad spectrum of wind speeds, at 
standard and extremely low temperatures. It includes the 3.4 MW-137 m turbine 
which has best proven its value in class III. The direction of rotations of the rotor is 
clockwise. The solution involves the use of the electric adjustment of the drive and 
Parameter Change in wind speed [%] Change in wind power [%]
Change in height from 25 to 50 m 10 35
Change in height from 10 to 50 m 25 99
Table 3. 
Change in wind speed and power with height.
Figure 3. 
GE wind turbine from the 3 MW platform (Credit: GE Renewable Energy).
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the aerodynamic brake. The internal and external anticorrosion protection has been 
taken into account. Under normal operating conditions, the sound power level does 
not exceed 106–107 dB (A) (the solution for noise reduction has been developed) 
[16].
Table 5 provides the specification of wind turbines, taking into account their 
applications in specific wind classes [16].
Owing to the modification of the gear box, control and aerodynamics, it was 
possible to increase the capacity, including the power factor, the annual energy pro-
duction (AEP) and the scope of application (for 50 and 60 Hz frequencies). It must 
be emphasised that GE, including the wind turbines, also supplies the software 
dedicated to them. At present, in the Predix system of the company, the Digital 
Wind Farm software which collects information from various fields has become 
applicable. As a consequence of application of appropriate software (including the 
network connection and the communication interface), it is possible to obtain the 
optimal operation of each of the wind turbines.
The operation takes into account the GE condition monitoring system (CMS) 
and the Supervisory Control and Data Acquisition (SCADA) anomaly detection 
services, which complement the standard package. The advanced monitoring 
system (GE Global Research) allows for the discovery of any faults and anomalies of 
the system before they occur [16, 24].
As a result of modernisation work regarding the electric infrastructure, it 
was generally possible to limit capital expenditures (CAPEX) for the output 
power. It turned out in effect that in parallel to an increase in the energy poten-
tial, it was possible to reduce the outlays for production and operation. The costs 
of fuel were reduced, and the emission of CO2 into the environment also became 
smaller [16].
Figure 4 shows the specification of the GE 3 MW platform [24]. The presented 
models are characterised by the same drive system and electric system whereby they 
are subject to modification on a current basis in order to ensure the highest energy 
Parameter Value Unit
Wind turbine power 3.2–3.8 MW
Rotor diameter 103, 130, 137 m
Annual electricity generation from wind 42 GWh
Turbine hub height above ground 150, 175, 178, 5, 199, 223 m HH
Table 4. 
Design and operational parameters of GE wind turbines from the 3 MW platform.
















I ≥17.0–20.0 Violent wind
Table 5. 
Specifications of wind turbines, taking into account their applications in specific wind classes (Credit: GE 
Renewable Energy).
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dedicated to them. At present, in the Predix system of the company, the Digital 
Wind Farm software which collects information from various fields has become 
applicable. As a consequence of application of appropriate software (including the 
network connection and the communication interface), it is possible to obtain the 
optimal operation of each of the wind turbines.
The operation takes into account the GE condition monitoring system (CMS) 
and the Supervisory Control and Data Acquisition (SCADA) anomaly detection 
services, which complement the standard package. The advanced monitoring 
system (GE Global Research) allows for the discovery of any faults and anomalies of 
the system before they occur [16, 24].
As a result of modernisation work regarding the electric infrastructure, it 
was generally possible to limit capital expenditures (CAPEX) for the output 
power. It turned out in effect that in parallel to an increase in the energy poten-
tial, it was possible to reduce the outlays for production and operation. The costs 
of fuel were reduced, and the emission of CO2 into the environment also became 
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Figure 4 shows the specification of the GE 3 MW platform [24]. The presented 
models are characterised by the same drive system and electric system whereby they 
are subject to modification on a current basis in order to ensure the highest energy 
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generation possible. The GE 3.4-130 wind turbine has an annual energy production 
(AEP) higher by up to 30% than the previous version, i.e. 3.2-103 [16, 24].
Figure 5 presents the fixture of the GE 3.4-137 wind turbine rotor blades (GE 
Renewable Energy Onshore Wind Deutschland) in Gaildorf. During the instal-
lation, the EF 300 Plus electric torque multiplier (Alkitronic) was used [25]. The 
device is characterised by a small size; therefore, it proves its value in the case of 
bolted joints at spatially confined locations. It ensures consistent and precise projec-
tion of a selected torque owing to the intelligent, processor-controlled electronics. 
High-quality screws are used in the discussed solutions. Owing to appropriate 
procedures, it was possible to tighten the screws in four Gaildorf wind turbines with 
a torque of 550 Nm plus 180° (1248 screws in total). This process was performed by 
means of an electric torque multiplier; thus, the joints could be made much faster 
than in the case of using hydraulic systems [25].
2.3 Hybrid towers: innovative energy storage
The innovative pilot system applied in Gaildorf, in connection with the intro-
duction of the Max Bögl Wind AG project, uses the foundations of wind turbine 
towers as upper reservoirs (short-term energy storage) in the pumped hydro 
storage solution.
Figure 4. 
The specifications of wind turbines from the GE 3 MW platform (Credit: GE Renewable Energy).
Figure 5. 
Installation of wind turbine blades on the tower in Gaildorf (Credit: Max Bögl (Holger Hessenthaler)).
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On the columns of towers, it is possible to separate appropriate sections (Figure 6).
1. The hybrid tower is based on the ring concrete foundation cast in situ. This 
ensures the transfer of significant loads coming both from tower’s own weight 
and transferred to the ground by the wind force.
2. The highly efficient concrete elements are manufactured in series. It is neces-
sary to ensure particular accuracy of workmanship of the elements as a result 
of precise grinding with computerised numerical control (CNC).
3. For the prestressing of the concrete tower, an external system for high-strength 
steel was used. It takes over the tension forces of the tower, which prevents the 
creep of concrete elements.
4. Adapter is a connecting element between two components of the tower: the 
one made of concrete and the one made of steel. The integrated support 
elements enable the placement of a steel pipe, and at the same time, the pipe 
adapter ensures prestressing forces for the concrete tower.
5. Steel section is a flexible construction which consists of several segments in 
order to facilitate the transport of the tower elements. The steel elements are 
manufactured at the factory owned by Max Bögl Wind AG, Sengenthal.
The foundations of the hybrid towers function at the same time as water reser-
voirs which ensure the energy capacity at the level of 70 MWh. The tower, which 
is built of modules, is provided with reservoirs along a section running from the 
ground to the height of 40 m: the vertical active reservoir with a diameter of 16.8 m 
and height of the head up to 31 m and the passive reservoir with a diameter of 63 m 
and depth ranging between 8 and 13 m. In total, it is possible to store 160,000 m3 of 
water in four towers [9, 22].
The active reservoirs, which consist of 27 prestressed concrete rings, were built 
using the LTM 11200-9.1 (Hercules) mobile 9-axis crane owned by Max Bögl and 
provided with a ballast weighing 202 tonnes. After the rings (with a diameter of 
Figure 6. 
Structural sections of the turbine tower (Credit: Max Bögl).
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16 m and height of 1.5 m) were mounted on one another, they were secured with 
steel ropes [26].
Additionally, it was necessary to use the Liebherr 630 EC-H70 self-erecting 
slewing crane for installation works performed at the height of 190 m [26].
The components of the towers are ultimately put together at the construction 
site (Figures 7–9) [9, 26].
The lower part of the hybrid tower including the short-term storage is presented 
in Figure 10 [9]. At the same time, this is the upper reservoir of the hydroelectric 
power plant.
Among the unquestionable advantages of upper basins located in the founda-
tions of the towers, it is necessary to mention:
Figure 7. 
Putting together concrete rings at the construction site by means of the Liebherr 630 EC-H70 self-erecting 
slewing crane (Credit: Liebherr Plant Ehingen GmbH).
Figure 8. 
Hybrid tower on the concrete foundation (Credit: Liebherr Plant Ehingen GmbH).
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• The reduction in the investment costs owing to standardised solutions
• The standardised concept of the power station
• The minimum interference in the landscape
• The possible applications with fresh and salt water
• The long service life (50 years) at deep discharge
• The possibility of combinations for applications other than RES
Figure 11 presents wind turbines in Gaildorf mounted on towers [22].
Ultimately, the wind turbines were integrated with the network in the Gaildorf 
project in spring (2018). The wind farm began its operations [9].
The presented energy storage concept in the short-term scale is a completely 
new solution. The water to reservoirs in towers was supplied by means of the DN 
1600–2500 diameter pipeline.
Figure 9. 
Installation of the internal steel tower by means of a crane (Credit: Max Bögl).
Figure 10. 
Lower part of the tower including the short-term storage (Credit: Max Bögl).
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16 m and height of 1.5 m) were mounted on one another, they were secured with 
steel ropes [26].
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in Figure 10 [9]. At the same time, this is the upper reservoir of the hydroelectric 
power plant.
Among the unquestionable advantages of upper basins located in the founda-
tions of the towers, it is necessary to mention:
Figure 7. 
Putting together concrete rings at the construction site by means of the Liebherr 630 EC-H70 self-erecting 
slewing crane (Credit: Liebherr Plant Ehingen GmbH).
Figure 8. 
Hybrid tower on the concrete foundation (Credit: Liebherr Plant Ehingen GmbH).
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• The reduction in the investment costs owing to standardised solutions
• The standardised concept of the power station
• The minimum interference in the landscape
• The possible applications with fresh and salt water
• The long service life (50 years) at deep discharge
• The possibility of combinations for applications other than RES
Figure 11 presents wind turbines in Gaildorf mounted on towers [22].
Ultimately, the wind turbines were integrated with the network in the Gaildorf 
project in spring (2018). The wind farm began its operations [9].
The presented energy storage concept in the short-term scale is a completely 
new solution. The water to reservoirs in towers was supplied by means of the DN 
1600–2500 diameter pipeline.
Figure 9. 
Installation of the internal steel tower by means of a crane (Credit: Max Bögl).
Figure 10. 
Lower part of the tower including the short-term storage (Credit: Max Bögl).
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Figure 11. 
Wind turbines on towers in Gaildorf (Credit: Max Bögl).
A particularly important factor for the operation of the system is the time of 
switching between the energy generation function and its storage function, which 
is 30 s [21]; this ensures quick response of the system to the current needs. The 
ability to store energy is characterised by 80% capacity.
The integration of wind turbines and the hydroelectric power plant as the energy 
storage is aimed at gaining independence from environmental and climatic factors.
2.4 Hydroelectric power plant
The upper water reservoirs (in the tower foundations) are combined with the 
lower one located in the Kochertal valley at a distance of 3.2 km (200 m in the verti-
cal line) (Gaildorf-Unterrot) by means of a throttle. The design by Max Bögl Wind 
AG in its current form allows for differences in heights ranging between 150 and 
350 m between the lower reservoir and the bases of wind turbine reservoirs [22].
For the needs of the investment, special DN 1800/DN and 1600/DN polyethyl-
ene discharge pipes (manufactured by Egeplast), running from the reservoirs, were 
designed. They were laid using a platform-based machine—PiPECrawler—intended 
for the installation of thermoplastic pipelines on an industrial scale (Figure 12). 
The machine guarantees three times higher operating speeds than those proposed in 
standard solutions and allows any unevenness and obstacles in the topography to be 
taken into account much more effectively.
Also its impact on the environment is reduced to the minimum.
The innovative PiPECrawler solution, which is an internal patent developed by 
Naturspeicher GmbH of the Max Bögl corporate group, has been honoured with the 
first “Development for Industry” award in the year 2019 [27].
Figure 12. 
The operation of the PiPECrawler in Gaildorf (Credit: Max Bögl).
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The Egeplast polyethylene pipes had been installed since 2018. Then a steel 
distribution pipeline “trifurcator” was installed. This is a branch pipe which allows 
for the reaching of three turbine sets in the hydroelectric power plant. They were 
installed in the Gaildorf hydroelectric power plant in autumn (2018). This scope of 
works was the responsibility of Bilfinger VAM Anlagentechnik GmbH from Upper 
Austria [28, 29].
The bottom reservoir of the hydroelectric power plant is characterised by the 
natural appearance, owing to which it does not affect the landscape visually. In 
its case, the issue of water management must be considered comprehensively. It is 
not completely filled with water. It is necessary to maintain the spatial reserve of 
30,000 m3 on a constant basis, which ensures safety in the event of a flood, as the 
lower reservoir also fulfils the role of a retention reservoir.
The works related to the construction of the hydroelectric power plant were 
completed at the turn of 2018 and 2019. At the investment stage, it is optionally 
possible to include the storage capacity of 16, 24 and 32 MW in the system [22].
It must be emphasised that the hydroelectric power plant is fully automated.
In the case of demand for electricity, water flows downwards from the basins in 
the turbine towers, supplying the hydroelectric power plant located in the valley. 
During the peak demand for electricity, the water from the upper reservoirs is 
released to the lower Gaildorf-Unterrot reservoir by opening a special valve. Its 
flow drives the water turbines. When there is electricity surplus, the water from the 
lower reservoir is pumped through pipelines to the upper reservoirs in the founda-
tions of the towers on the hill. These reservoirs are to function as a huge storage 
which complements both the networks and the wind turbines. The flow speed in 
the Gaildorf hydrosystem is estimated at 9.5 m3/s. Electricity will be generated as a 
result of operation of wind turbines and water turbines.
During analysis of operation of the hydroelectric power plant, the evapotranspira-
tion of water, which covers the process of volatilisation of the water into the atmo-
sphere through plant transpiration and sublimation, was taken into account [30, 31].
Three reversible Francis turbines with the total power of 16 MW were applied in 
the Gaildorf solution. They are mainly used to drive the power generators in hydro-
electric power plants with an appropriately high water fall. The special matching of 
the Francis turbines to the installation facility allows the efficiency exceeding even 
90% to be guaranteed. The cost of manufacture and installation of the turbines 
is high, but their performance is very reliable. The Francis turbines are reversible 
devices. They can be applied in pumped hydro storages where the surplus of electric 
power is used to pump water from the lower reservoir to the upper one. The water 
Figure 13. 
Sketch of the wind-hydro system in Gaildorf (own study based on [22]).
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30,000 m3 on a constant basis, which ensures safety in the event of a flood, as the 
lower reservoir also fulfils the role of a retention reservoir.
The works related to the construction of the hydroelectric power plant were 
completed at the turn of 2018 and 2019. At the investment stage, it is optionally 
possible to include the storage capacity of 16, 24 and 32 MW in the system [22].
It must be emphasised that the hydroelectric power plant is fully automated.
In the case of demand for electricity, water flows downwards from the basins in 
the turbine towers, supplying the hydroelectric power plant located in the valley. 
During the peak demand for electricity, the water from the upper reservoirs is 
released to the lower Gaildorf-Unterrot reservoir by opening a special valve. Its 
flow drives the water turbines. When there is electricity surplus, the water from the 
lower reservoir is pumped through pipelines to the upper reservoirs in the founda-
tions of the towers on the hill. These reservoirs are to function as a huge storage 
which complements both the networks and the wind turbines. The flow speed in 
the Gaildorf hydrosystem is estimated at 9.5 m3/s. Electricity will be generated as a 
result of operation of wind turbines and water turbines.
During analysis of operation of the hydroelectric power plant, the evapotranspira-
tion of water, which covers the process of volatilisation of the water into the atmo-
sphere through plant transpiration and sublimation, was taken into account [30, 31].
Three reversible Francis turbines with the total power of 16 MW were applied in 
the Gaildorf solution. They are mainly used to drive the power generators in hydro-
electric power plants with an appropriately high water fall. The special matching of 
the Francis turbines to the installation facility allows the efficiency exceeding even 
90% to be guaranteed. The cost of manufacture and installation of the turbines 
is high, but their performance is very reliable. The Francis turbines are reversible 
devices. They can be applied in pumped hydro storages where the surplus of electric 
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Sketch of the wind-hydro system in Gaildorf (own study based on [22]).
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turbines in this project are within the scope of responsibility of a German company 
bearing the name Voith Hydro [32, 33].
South of the hydroelectric power plant, a substation will be built to provide the 
connection with the existing 110 kV line of the BW operator.
The draft of the Gaildorf system, which covers all the components, is provided 
in Figure 13.
3. Conclusions
1. The faster and faster development of electricity generation technologies based 
on renewable sources and their popularisation requires system solutions which 
enable energy storage both on a short-term and long-term basis. Selected 
energy storage technologies should be integrated both with the RES source and 
the specific network.
2. In the case of the hybrid system, synergies between the technologies are of 
particular importance. The costs of planning and construction of the whole 
complex of facilities are lower than in the case of separate consideration of 
operation of the respective components, which surely is a fact that cannot be 
ignored.
3. The presented wind-water solution—the Gaildorf pilot scheme—is innovative 
in its nature and has not been used before. The water batteries designed and 
made by the Max Bögl corporate group located in the wind turbine towers are 
a kind of a short-term storage. It guarantees the highest efficiency of conver-
sion of wind energy into electricity. It is also an element which consolidates the 
wind turbine with the pumped hydro storage in the valley (Figure 14) [22].
4. The introduction of a standardised solution, i.e. reservoirs in the foundations 
of turbine towers, is characterised by lower dependence on the location and 
higher reliability. The water battery is a new solution, a flexible miniaturised 
pumped hydro storage, which is an intermediate stage between the renewable 
energy source and storages on a broad scale. The standardisation of short-term 
storages does not require a single large reservoir; therefore, it does not require 
the adaptation of the facility to the location and the adaptation of the invest-
ment to the reservoir parameters. This often causes the reduction in the storage 
potential as was the case with the hybrid investment on the island of El Hierro. 
Neither does it require the use of a standard battery storage to complement the 
accumulation potential of the system.
Figure 14. 
Arrangement of the components of the wind-hydro pilot project in Gaildorf (Credit: Max Bögl).
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5. It must be emphasised that the innovative energy solution introduced in Gaildorf 
required the involvement of teams of experts from Germany and abroad in the 
works. The energy concepts developed by them must be considered both in the 
aspect of the energy transformation and the global climate change.
The broadly understood cooperation on the Gaildorf project and the final 
integration of the effects obtained by the teams will most surely contribute to the 
achievement of the objective set by Germany, i.e. the production of 45% of electric-
ity from RES already in the year 2027.
6. The Gaildorf project combines energy storage with its generation by RES and 
control systems. The presented investment is a confirmation of the thesis 
by Jérôme Pécresse (senior deputy president of GE & CEO, GE Renewable 
Energy) about the growing interest in developments regarding RES, comple-
mented by energy storages. Only such solutions guarantee rapid responses of 
the system to load changes and also full reliability.
Another project involving the integration of renewable energy sources, solar and 
wind energy and energy storages, is developed in the Indian Kadapa Hybrid Park, 
which will significantly improve the network stability.
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Abstract
The milk processing and preservation is a fast growing business in developing
countries and it is facing problems due to high energy cost and environmental
concerns in using conventional energy sources. Since the selection of feedstock and
conversion technologies, appropriate research must implement renewable energy-
based technologies to promote a constant flow of energy services. In this chapter, the
focus is on implementing cooling technologies, using locally available energy sources
such as biomass, biogas, gobar gas, which is going to be popular in the near future. The
renewable energy sources can be used alone or in combination to run the generator
of the vapor absorption system. Sufficient study is not available for hybrid energy
systems, with the combination of locally available energy sources, focused in this
study. Therefore a systematic analysis is needed to find the appropriate mixing of
various renewable energy sources to meet the cooling requirements in any region to
implement the complete renewable energy-based cooling system. The effect of varia-
tions in the combination of renewable energy sources on the overall system COP has
been studied. Based on the maximum system performance and best economic perfor-
mance, suitable combinations that can be preferred in various regions are predicted.
Keywords: hybrid energy, renewable energy, bio-energy, cooling system,
remote area
1. Introduction
In developing countries, the gap in the quality life of the urban and rural areas is
severely affected by the lack of various facilities which require electricity. Conven-
tional energy sources such as electricity and diesel is not available in many rural
regions and the grid connection and transportation of the fossil fuels are very
difficult in rural India, because of the large capital investment required for the
electrical infrastructure. As a result, marginal and small farmers face difficulty
preserving the milk, fruits and vegetables in remote places. However, poor infra-
structure, including the lack of integrated cooling facilities (cold chain), has
retarded the growth of the milk and food processing industry [1, 2]. Due to a lack of
proper storage and transit facilities, about 22% of agricultural produce, especially
fruits and vegetables, are spoiled, and the loss is estimated to be worth about Rs. 330
billion. This spoilage could be prevented at the local village level by providing
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difficult in rural India, because of the large capital investment required for the
electrical infrastructure. As a result, marginal and small farmers face difficulty
preserving the milk, fruits and vegetables in remote places. However, poor infra-
structure, including the lack of integrated cooling facilities (cold chain), has
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proper storage and transit facilities, about 22% of agricultural produce, especially
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cooling units for short term preservation. Most of the cooling units are operated by
vapor compression refrigeration systems. These systems need electrical power,
which is not readily available in remote areas. Moreover, the cooling facility has to
be located in close proximity of the source of the raw materials, especially perish-
able agricultural products, because it would help in reducing post-harvest losses and
wastes. Since India is blessed with perennial solar energy and surplus bioenergy
resources. Implementing cooling technologies, using locally available energy
sources such as biomass, biogas, gobar gas, is going to be popular in the near future.
With the abundant renewable energy sources in remote areas, it is indeed feasible
for biomass, biogas, gobar gas and solar energy to be suitably integrated to operate a
thermal driven absorption cooling system. With this the energy deficiency for food
preservation could be solved. This unique factual situation motivated the researcher
to carry out this work.
When considering a renewable energy system for rural requirements, it is
important to design systems that are reliable and require little maintenance, as
frequent and guide repairs and replacements might not be feasible. Using a stand-
alone renewable energy system, such as solar, biomass and biogas conversion sys-
tem, it is not possible to produce energy in the off-peak period and transportation of
supply of bio-energy sources in a rural area is not easily possible. So integration of
locally available energy sources in rural areas can be used to overcome these draw-
backs. A hybrid energy system generally consists of a primary renewable source
working in parallel with a standby secondary non-renewable module. Instead of
using single stand-alone units, larger hybrid systems would be more cost-
competitive for remote communities [3, 4]. Hybrid energy system includes several
(two or more) energy sources, with appropriate energy conversion technology,
connected together to feed power to local load and it would increase the energy
reliability and overall efficiency.
In this research, modeling and simulation of hybrid energy (biomass/biogas/
gobar gas/solar)-based cooling system has been successfully made using MATLAB
software. An improvement in overall system COP (COPOS) and best economic
viability of the new renewable energy combination has also been demonstrated in
this work.
A number of studies associated to the viability of cooling systems with hybrid
energy and renewable energy have been carried out with respect to its application,
possibilities, enactment, optimization, combination with another kind of energy
conversion techniques and so on. Hybrid energy system generally consists of a
primary renewable energy sources working in parallel with a standby secondary
non-renewable module. This hybridization reduces 50% of the excess energy and
also cost-competitive for remote communities [5, 6]. In hybrid system, two or more
power generation sources are balanced to each other’s strength and weakness [7, 8].
Suitable combinations of solar, biogas and biomass energy sources to meet the
energy demands in order to improve the environment and socio-economic condi-
tions in remote places [9]. Moreover the hybrid combination of renewable energy
systems can be a cost-effective, alternative to grid extension, sustainable, techno-
economically viable and environmentally sound system [10]. Cost, efficiency, social
acceptance, reliability, and potential demand were the important factors to design
the hybrid energy model [11, 12]. Even though several kinds of energy resources are
obtainable in the villages of developing nations, a sole energy resource cannot meet
the energy constraint [13]. Since, inadequate bioenergy resources, solar energy
system is nominated to compensate for energy requirement.
Solar and biogas driven aqua-ammonia refrigeration system can be used for
improving the quality of milk preservation at remote dairy farms, it shows an
economically attractive [14, 15]. The energy demand can be matched with the
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supply of biogas by an appropriate choice of solar collector [16]. A hybrid cooling
system with solar and biomass energy sources used to increase the overall system
performance with 0.11. It shows that the performance has more consistency com-
pared with conventional cooling system in remote places [17–20]. Nixon et al. [21]
have reported that the hybrid energy system combined with solar and biomass
energy sources which decreases the demand of biomass up to 25–30%, it results the
constant energy security and reduce the requirement of land. Since, it has environ-
ment friendly with long payback period. The drying time of the solar-biomass drier
has been reduced to 54–60% [22]. Wind energy conversion system combined with
solar, fuel cell, hydro and biomass energy conversion system fulfill the remote
consumer’s electrification needs and guarantee a long-term energy autonomy, and
minimize the consumption of imported oil and the corresponding environmental
impacts. Moreover, this hybrid energy system is a better alternative for a wind-
diesel system. MATLAB, response surface meta-models (RSM) and genetic algo-
rithm (GA)-based analysis techniques are most widely used methods for optimize
such type of hybrid energy system [23–28].
Standalone conventional electric power generation system retrofitted with
renewable energy sources would be a viable option for power production at remote
locations. It also stated that the PV/wind/hydro/diesel hybrid system shows the
energy cost about $0.207/kWh [29]. Biomass generator is chosen as a major source
of power in rural areas due to its high efficiency and cost effectiveness. The lowest
energy cost observed is 1.85 Rs/kWh [30]. The hybridization of solar, wind, biogas,
biomass, and hydro energy sources is to satisfy the viable electrification option in
remote areas. It shows better economical solution and also a reliable option to
moderate the present power crisis. It can have a good impression on enlightening
the socio-economic situations of rural people [31]. Mixed integer linear program-
ming model defines the optimum configuration of hydro/biogas/biomass/solar
operated hybrid energy system with estimation of the economic diffusion levels of
photovoltaic array area, and cost optimization [32–35].
Past literature shows that the most of the studies on the hybrid energy systems
concentrated on the electrical energy production. More attention is needed for the
effective operation of cooling and thermal power energy. Pecuniary environment of
proposed combinations of available sustainable power resource frameworks are a
significant issue. An epic blend of a few sustainable power source assets with
further energy efficient feature is required to diminish the expense of the hybrid
energy system. This can doggedness the issues to be challenged by the chilling
amenity area in the inaccessible places and furthermore the 100% sustainable
power source-based framework gives the ecological advantages.
1.1 Scope and aims of the work
Conventional energy-based vapor compression chilling system and stand-alone
renewable energy-based electric power production are well-known technologies
that are broadly used in developing countries. In disparity, hybrid thermal energy
powered chilling system is a relatively novel notion. The conversion technology of
bio-energy resources and solar power has been serious factor for the effective
enactment of hybrid energy powered absorption chilling system to preserve the
food and other products in remote areas, where the deprived electrical and trans-
port facility. Thus, the primary study contained within this work contributes
toward the selection of available renewable energy resources and requirement of
cooling load, and mathematical design of a biomass, biogas and gobar gas energy
conversion systems for the selected region. In view of this the ensuing objectives
were delineated.
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1.For different regions and locations, climatic conditions, including the
availability of energy resources, requirement of cooling load, and so forth, are
always changing. In order to efficiently utilize that the available renewable
energy sources in these regions, Proper data collection and data fusing is
needed for system process and thermal load requirement.
2.Detailed modeling and simulation analysis on biomass, biogas, gobar gas, solar
energy conversion systems and suitable system with absorption chillers
accordance with these energy resources.
3.Overall performance of the hybrid energy-based absorption cooling system
with various energy proportions suitable to the study region-based on the
nature of activities.
4.Economic studies of milk chilling system worked with existing available
renewable energy resources.
5.Based on the techno-economic investigations, identification of the appropriate
mixture of existing renewable energy sources for milk preservation, with
higher overall performance of the system and minimum cost.
2. Materials and methods
2.1 Load/demand assessment
Agriculture-based industry has a vast significance in developing countries since
the vital relations and interactions that it endorses between the industry and agri-
culture. Milk and food preservation covers a variety of yields from sub sectors
including agriculture cultivation, farmstead animal farming and fisheries. Agro and
milk-based food sectors are anticipated to show a key role in rural farming.
Data pertaining to the bio resources, no’s of livestock and requirement of cooling
load were composed from the local peoples, Govt. and non-Govt. agencies, etc.,
and the consistency of the data was inveterate from response received from local
societies. Field studies based on household and direct discussion were carried out in
the region to gather the information on obtainability of renewable energy resources,
existing energy consumption, etc. The significant particulars composed as of the
investigation are shown in Table 1. The main biomass energy resources (BM) are





No of villages 6 Geographical area of the region 26 sq km
Total population (Nos) 1750 No of households (Nos) 438
Density of livestock population
(Nos)
160 Quantity of dung production
(kg/day)
740
Biomass sources (kg/day) 390–640 Biogas sources (kg/day) 640–930




Details of survey data of selected regions.
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seed, etc. Likewise the biogas (BG) and gobar gas (GG) resources are considered
from the municipal solid waste and as of the populace of cows. The cooling
requirement to keep the quality of milk produce also the requirement of heat load to
work the cooling framework is to be resolved dependent on the yield of the milk, no
of cows and the accessibility of the sustainable power sources.
The capacity of the production of milk in the isolated areas is calculated by the
ensuing equation:
Vm ¼ Ncows �milk produced=cowð Þ þ Nbuffalo �milk produced=buffaloð Þ
þ Ngoats �milk produced=goat
  (1)
where, Vm is the volume of the milk produced per day in L/day. Normally each
cow produces 8–16 L of milk per day [36, 37]. Ncows is the number of cows/cattle.
The available mass of milk is determined by
mm ¼ Vm � ρm (2)
where, mm is the mass of milk produced per day in kg/day, ρm is the density of
milk in kg/m3 (density of milk is taken as 1027 kg/m3) [38].
2.2 System description
The schematic diagram of a proposed hybrid energy system is shown in
Figure 1. The proposed hybrid energy-based cooling system consists of two major
sub-systems. (1) Energy conversion system; (2) vapor absorption cooling system.
Energy conversion system converts the available energy from the feedstock
sources to thermal energy required for supply of heat to the steam generator of a
vapor absorption cooling system. The number of conversion devices like biomass
gasifier, biogas plant, gobar gas plant and solar collector has been used for the
energy conversion process. These devices are selected based on their availability of
energy resources and the required cooling load, whichever the Lithium Bromide-
water or water-ammonia refrigeration system has been selected as the cooling
device. The entire cooling load for the milk chilling is from the evaporator of the
vapor absorption cooling system.
The preliminary analysis states that the renewable energy resources such as
biomass (BM), biogas (BG) and gobar gas (GG) can be taken as main energy
resources. When the BM, BG, and GG are not adequate to meet the cooling
requirement, solar energy (SO) has to be used beside with the aforementioned
renewable energy resources. In most of the areas in the study region, there is a
major deviation in solar intensity during 7–9 months in a year because of cloudy
condition. Moreover the preliminary cost of the solar conversion system is also very
high compared with other renewable energy conversion devices. Hence BM, BG and
GG energy resources plays a major renewable energy resources and solar energy has
been used where the aforementioned energy resources are not adequate to meet the
Figure 1.
Proposed hybrid energy-based cooling system.
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The available mass of milk is determined by
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Figure 1. The proposed hybrid energy-based cooling system consists of two major
sub-systems. (1) Energy conversion system; (2) vapor absorption cooling system.
Energy conversion system converts the available energy from the feedstock
sources to thermal energy required for supply of heat to the steam generator of a
vapor absorption cooling system. The number of conversion devices like biomass
gasifier, biogas plant, gobar gas plant and solar collector has been used for the
energy conversion process. These devices are selected based on their availability of
energy resources and the required cooling load, whichever the Lithium Bromide-
water or water-ammonia refrigeration system has been selected as the cooling
device. The entire cooling load for the milk chilling is from the evaporator of the
vapor absorption cooling system.
The preliminary analysis states that the renewable energy resources such as
biomass (BM), biogas (BG) and gobar gas (GG) can be taken as main energy
resources. When the BM, BG, and GG are not adequate to meet the cooling
requirement, solar energy (SO) has to be used beside with the aforementioned
renewable energy resources. In most of the areas in the study region, there is a
major deviation in solar intensity during 7–9 months in a year because of cloudy
condition. Moreover the preliminary cost of the solar conversion system is also very
high compared with other renewable energy conversion devices. Hence BM, BG and
GG energy resources plays a major renewable energy resources and solar energy has
been used where the aforementioned energy resources are not adequate to meet the
Figure 1.
Proposed hybrid energy-based cooling system.
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energy constraint. Wood pellets, tapioca stalk, coconut stalk, coir nub, paddy straw,
rice shell, coconut shell, etc., are used as energy harvests in biomass gasifier.
Municipal solid waste and food waste from rural households are the resources of
energy in the biogas plant. Cow dung is used as an energy yield in the gobar gas
plant. A LiBr-water vapor absorption system considered as COP of 0.5–0.75, evap-
orator temperature of 4–9°C and generator temperature of 95–112°C [39].
2.3 Theoretical modeling
The strategies followed to analyze the hybrid system are depicted in a flow chart
shown in Figure 2. The energy conversion has been determined, in light of the
conversion efficacies of biomass (ηcBM), biogas (ηcBG) and gobar gas (ηcGG), and
their qualities are taken as 0.46, 0.26, and 0.35 respectively [40].
The quality amount of agro squanders have been evaluated based on the acces-
sible information. The heat load created as of the biomass gasifier (QBM) can be
resolved from [18–20].
Figure 2.
Flow chart for the simulation of proposed hybrid energy system.
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QBM ¼ mBM � CVBM � ηcBM (3)
The quantity of solid waste generated per family is taken as 3–6 kg per day
[14, 15], and the amount of waste required to produce 1 m3 gas is assumed as 23 kg
[14, 15]. The heat produced from the biogas plant (QBG) is given as [18–20].
QBG ¼ mBG � CVBG � ηcBG (4)
Similarly, the biogas produced from cow dung (gobar gas) has been calculated
from the cattle population and dung yield per animal. The biogas production from
the cow dung has been worked out, based on the assumption that 4–7 kg dung per
cow per day is produced [14, 15], and the amount of cow dung required to produce
1 m3 gas is estimated as 12 kg [15]. The heat produced from the gobar gas plant
(QGG) can be obtained from the equation [18–20].
QGG ¼ mGG � CVGG � ηcGG (5)
On a clear day, the average solar radiation is about 700 W/m2, and the average
solar conversion efficiency could be 50%. The useful energy output of a collector
(QSO) in the steady state condition is calculated as follows [21]:
Qso ¼ AcoFR ταð ÞI � C1 Ti � Tað Þ � C2 Ti � Tað Þ2
h i
(6)
The entire system design is based on the cooling load of the selected region. The
evaporator cooling load (Qe) of the vapor absorption refrigeration system in the
steady state condition, is obtained from the basic relation
Qe ¼ mm � Cp,m � ΔT (7)
where, Qe is the amount of cooling effect, delivered from the evaporator in kJ/
kg, Cp,m is the specific heat of milk in kJ/kgK, ΔT is the change in temperature of
the milk in the evaporator.
The required amount of BM, BG and GG sources are considered based on the
requirement cooling capacity and the heat load requirement to the steam generator
in the vapor absorption refrigeration system. The required amount of refrigeration
capacity is resolved dependent on the Eq. (7). The required heat load is determined
dependent on the refrigeration capacity and the performance of the refrigerating
system. The amount of heat load provided to the generator is to be calculated from
the forthcoming relation [18–20].
Qg ¼ Qe=COP (8)
Where, Qg is the heat supplied to the generator in kW. Assume COP of the
absorption chiller is 0.5 [18, 19].
The overall system performance (COPOS) of the proposed system is determined
from the equation
COPos ¼ Qe= k:IAco þ x:mBMCVBM þ y:mBGCVBG þ z:mGGCVGGð Þ (9)
Where x, y, z, and k denote the proportion of biomass, biogas, gobar gas and
solar energy in hybrid energy system.
The base energy source is considered as any of the single energy resource, and
the mixture element is the combination of another two or three energy resources.
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QBM ¼ mBM � CVBM � ηcBM (3)
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Similarly, the biogas produced from cow dung (gobar gas) has been calculated
from the cattle population and dung yield per animal. The biogas production from
the cow dung has been worked out, based on the assumption that 4–7 kg dung per
cow per day is produced [14, 15], and the amount of cow dung required to produce
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(QSO) in the steady state condition is calculated as follows [21]:
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The entire system design is based on the cooling load of the selected region. The
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steady state condition, is obtained from the basic relation
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where, Qe is the amount of cooling effect, delivered from the evaporator in kJ/
kg, Cp,m is the specific heat of milk in kJ/kgK, ΔT is the change in temperature of
the milk in the evaporator.
The required amount of BM, BG and GG sources are considered based on the
requirement cooling capacity and the heat load requirement to the steam generator
in the vapor absorption refrigeration system. The required amount of refrigeration
capacity is resolved dependent on the Eq. (7). The required heat load is determined
dependent on the refrigeration capacity and the performance of the refrigerating
system. The amount of heat load provided to the generator is to be calculated from
the forthcoming relation [18–20].
Qg ¼ Qe=COP (8)
Where, Qg is the heat supplied to the generator in kW. Assume COP of the
absorption chiller is 0.5 [18, 19].
The overall system performance (COPOS) of the proposed system is determined
from the equation
COPos ¼ Qe= k:IAco þ x:mBMCVBM þ y:mBGCVBG þ z:mGGCVGGð Þ (9)
Where x, y, z, and k denote the proportion of biomass, biogas, gobar gas and
solar energy in hybrid energy system.
The base energy source is considered as any of the single energy resource, and
the mixture element is the combination of another two or three energy resources.
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The mixture component ratio is changed from 25, 50, and 75% respectively. In all
magnitudes the proportion of the energy resources in the blend component is kept
steady for a specific blend.
MATLAB programming has been utilized to simulate the hybrid energy-based
chilling system. To discover the COPOS of the framework, all the components are
interconnected as per the real system.
2.4 Economic modeling of the proposed hybrid energy system
An optimal mixture of a hybrid renewable energy-based absorption chilling
system can be found to fulfill the cooling demand with maximum overall system
performance (COPOS) with the best economical feasibility. The economic method-
ology, based on the conception of capital cost, running cost, payback period, and
net present value is determined to the finest level of the overall system economic
analysis in this study.
The total aggregate expense is comprised by fittings and common works for the
setting up of the plant. Government stipends are additionally reflected with the
estimation of the capital expense. The parts considered in the plant for manipulat-
ing the capital expense of biomass, biogas and gobar gas plant, biogas and gobar gas
burner and heat exchanger, and vapor absorption refrigeration system.
Capital cost of HRES ¼ capital cost of BM,BG and GG plant
þ capital cost of VARS
þ capital cost of burner and heat exchanger in BG and GG plant
�Govt:subsidies
(10)
The operating or running cost of a system comprises an operational and mainte-
nance cost and yearly depreciation value.
Running cost of HES ¼ cost of the energy resource used
þ operation and maintenance cost of energy conversion system
þ operation and maintenance cost of VARSþ labour cost
þ depreciation value
(11)
The optimum economic value of a hybrid renewable energy-based refrigeration
system includes the payback period to retrofitted with conventional cooling system
with diesel genset, has been calculated as
Payback period ¼ Incremental value of Capital cost
Annual savings Profitð Þ (12)
where, the incremental value is the difference between the capital cost of fossil
fuel-based cooling system and the hybrid renewable energy-based absorption
refrigeration system.
Capital cost of fossil fuel� based refrigeration system
¼ cost of diesel generatorþ cost of fossil fuel� based cooling system
(13)
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Annual savings is the difference between the running cost of diesel-based VCRS
and the hybrid energy-based absorption cooling system. Where,
Running cost of fossil fuel� based refrigeration system
¼ cost of fossil fuel dieselð Þ þmaintenance cost of refrigeration system
þ labor cost to operate the systemþ depreciation value
(14)
Net present value (NPV) is the existing value of the costs of investment and
running cost of a system over its period. Net present value of the investment is the
difference between the present worth of the benefits and the costs ensuing from an
investment.
NPV ¼ S: 1þ ið Þ
n � 1
i 1þ ið Þn
  
� CC (15)
where ‘S’ stands for benefits at the end of the lifetime, CC is the initial capital
investment of the system. The acceptance criteria of an investment project as: (a)
NPV > 0, accept the system (b) NPV < 0, reject the system.
The life cycle cost (LCC) analysis based on present worth cost (PWC) method,
which includes the initial capital cost, running cost, maintenance cost, replacement
cost and salvage values is the useful prediction to analyze the various mixtures of
hybrid renewable energy-based refrigeration system in remote locations. A life
cycle of 18 years was used to evaluate the PWC of the system.
LCC ¼ initial capital costþ PWCRC þ PWCRE þ PWCSV (16)
A forthcoming aggregate value for an item transformed into its corresponding
existing value is called the present worth of this item. The following equation is
used to calculate the PWC of operating costs and maintenance costs.
PRC ¼ RC: 1þ ið Þ
n � 1
i: 1þ ið Þn
 
(17)
The following equation is used to calculate the PWC of replacement costs and
salvage values.
PRE ¼ RE: 11þ ið Þn
 
(18)
PSV ¼ SV: 11þ ið Þn
 
(19)
Here the salvage value of the hybrid energy-based absorption system after
18 years is estimated by assuming 7% of total initial costs of the system. The
replacement cost of the hybrid energy-based absorption cooling system after
18 years is estimated by assuming 1% of total initial costs of the system.
3. Results and discussion
The results obtained from the modeling and simulation of the techno-economic
performance of hybrid energy-based cooling systems for milk preservation in
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ing the capital expense of biomass, biogas and gobar gas plant, biogas and gobar gas
burner and heat exchanger, and vapor absorption refrigeration system.
Capital cost of HRES ¼ capital cost of BM,BG and GG plant
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�Govt:subsidies
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The operating or running cost of a system comprises an operational and mainte-
nance cost and yearly depreciation value.
Running cost of HES ¼ cost of the energy resource used
þ operation and maintenance cost of energy conversion system
þ operation and maintenance cost of VARSþ labour cost
þ depreciation value
(11)
The optimum economic value of a hybrid renewable energy-based refrigeration
system includes the payback period to retrofitted with conventional cooling system
with diesel genset, has been calculated as
Payback period ¼ Incremental value of Capital cost
Annual savings Profitð Þ (12)
where, the incremental value is the difference between the capital cost of fossil
fuel-based cooling system and the hybrid renewable energy-based absorption
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Capital cost of fossil fuel� based refrigeration system
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where ‘S’ stands for benefits at the end of the lifetime, CC is the initial capital
investment of the system. The acceptance criteria of an investment project as: (a)
NPV > 0, accept the system (b) NPV < 0, reject the system.
The life cycle cost (LCC) analysis based on present worth cost (PWC) method,
which includes the initial capital cost, running cost, maintenance cost, replacement
cost and salvage values is the useful prediction to analyze the various mixtures of
hybrid renewable energy-based refrigeration system in remote locations. A life
cycle of 18 years was used to evaluate the PWC of the system.
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Here the salvage value of the hybrid energy-based absorption system after
18 years is estimated by assuming 7% of total initial costs of the system. The
replacement cost of the hybrid energy-based absorption cooling system after
18 years is estimated by assuming 1% of total initial costs of the system.
3. Results and discussion
The results obtained from the modeling and simulation of the techno-economic
performance of hybrid energy-based cooling systems for milk preservation in
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studied region was presented. In most of the studied regions the normal milk
production is around 2500 L per day which can be cooled to the preservation
temperature at 4°C in 4 hours. Therefore the 5TR system has been considered in this
study. The performance parameters such as COPOS (overall system COP), capital
cost, running cost, payback period and net present value of a system are suitably
analyzed in this chapter.
The amount of every energy source accessible, and the required quantity of
energy resource to satisfy the cooling desires in an investigation area is appeared in
Figure 3. It is seen that the accessible energy resources are less than the required
amount. So any sole source accessible in this province does not satisfy the essential
cooling demand. Along these lines, to meet the total cooling demand, all the acces-
sible energy sources must be utilized in appropriate blends. Hence the identified
three renewable energy resources, BM, BG and GG, are consolidated as BM-BG,
BM-GG and BG-GG for this examination. In the graphs, the proportion of the two
energy resources is plotted in X-axis so that the use of major energy source ascends
from left to right though another energy source rises from right to left. Standard
operational range represents that the base and most extreme availability of BM, BG
and GG energy resources.
The overall performance of the cooling system with the ratio of energy sources is
shown in Figure 4. It shows that, the overall system performance (COPOS)
increases with increase in the proportion of energy sources for the BM-GG and BM-
BG mixtures, because of the high calorific rate of energy resources and the
enhanced conversion efficacy of biomass gasifier. However, the COPOS diminishes
with increment in proportion of energy resources for the BG-GG mixture. In the
mixture of BM-GG energy sources, COPOS changes among 0.185 and 0.23. However
the another two blends, BM-BG and BG-GG, indicates an moderately lowest COPOS
of 0.13–0.23 and 0.13–0.185 respectively. The BG-GG mixture indicates that the
lowest value of COPOS, so this mixture may not be considered in this area.
Figure 5 shows that the capital cost and running cost hybrid energy-based
cooling system for different mixtures with the ratio of energy resources in the study
area. It states that the BG-GG blends contribute the lowest capital cost, when the
influence of the gobar gas contribution is at highest level. When the contribution of
gobar gas source is higher than 70–80%, the capital cost variations of the mixtures
BM-GG and BG-GG are under 10%. The variations of the capital expense of BM-BG
illustrate a higher incentive than different blends. Hence, the BM-BG mixture is not
appropriate in the study province. At the point when the impact of the gobar gas
Figure 3.
Available and required quantities of energy sources in study region.
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commitment is 60–70%, the BM-GG and BG-GG blends demonstrate a low running
expense contrasted with BM-BG blends. So, gobar gas influence is kept at 65–75% in
BM-GG and BG-GG mixtures to attain a low running expense. So the mix of energy
sources with gobar gas commitment is very essentialness to diminish the capital and
running expense in the study province.
Figure 6 show that the variation of payback period of hybrid energy-based
cooling system with the ratio of energy sources in study region. The mixtures of
BM-GG and BG-GG illustrates a lowest payback period, when the influence of
gobar gas contribution is higher level, as it reflects the lowest running cost of the
process. It is identified that the overall system with the influence of 70% gobar gas
contribution is suitable mixing value in that region. However, the influence of gobar
gas contribution is more than 80% in the mixture of energy sources, a highest value
of payback period has been observed. It concludes, it is not suitable to maintain the
gobar gas contribution is above 80% in the mixture of energy sources. It is advisable
that the influence of GG should be 60–70% in BM-GG and BG-GG mixtures to
attain the lowest payback period.
Figure 7 shows that the net present value (NPV) of the various mixtures of
hybrid renewable energy-based cooling system with the ratio of energy sources.
Figure 5.
Variations in capital and running cost of the hybrid energy-based cooling systems in the study region with
various combinations.
Figure 4.
Overall performances of cooling systems in the study region.
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illustrate a higher incentive than different blends. Hence, the BM-BG mixture is not
appropriate in the study province. At the point when the impact of the gobar gas
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commitment is 60–70%, the BM-GG and BG-GG blends demonstrate a low running
expense contrasted with BM-BG blends. So, gobar gas influence is kept at 65–75% in
BM-GG and BG-GG mixtures to attain a low running expense. So the mix of energy
sources with gobar gas commitment is very essentialness to diminish the capital and
running expense in the study province.
Figure 6 show that the variation of payback period of hybrid energy-based
cooling system with the ratio of energy sources in study region. The mixtures of
BM-GG and BG-GG illustrates a lowest payback period, when the influence of
gobar gas contribution is higher level, as it reflects the lowest running cost of the
process. It is identified that the overall system with the influence of 70% gobar gas
contribution is suitable mixing value in that region. However, the influence of gobar
gas contribution is more than 80% in the mixture of energy sources, a highest value
of payback period has been observed. It concludes, it is not suitable to maintain the
gobar gas contribution is above 80% in the mixture of energy sources. It is advisable
that the influence of GG should be 60–70% in BM-GG and BG-GG mixtures to
attain the lowest payback period.
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When the influence of gobar gas is more than 20% in the ratio of energy mixture,
BM-GG and BG-GG are shows the positive trends. Therefore these combinations
are preferable once in the study region.
The life cycle cost (LCC) variation with the proportion of energy resources has
been analyzed and noted in Figure 8. The pattern of BM-GG and BG-GG blends
demonstrates that the LCC is low for BM-BG mixture, when the gobar gas commit-
ment is kept at the most extreme. It is seen that the system with the GG influence of
70% is the most suitable meanwhile LCC worth is very low for this contribution.
The purpose of techno-economic analysis is to achieve, within a given system
structure, a balance between the overall system performance and the various eco-
nomical factors which will give an preeminent overall COP and cost of the system.
In general, an overall system requires two conflicting objectives: one being an
increase in overall system performance and the other is economical viability. Both
of these factors should be satisfied simultaneously. The overall system performance
is decided by the COPOS and the economical viability is confirmed based on capital
cost, running cost, payback period, net present value, life cycle cost, etc. Therefore
the COPOS and the economic parameters obtained from the study for the identified
combinations are discussed in this section.
Figure 6.
Payback period of the cooling systems in the study region with various combinations.
Figure 7.
NPV of the cooling systems in HR with various combinations.
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The possible three combinations identified in the study region along with their
COPOS and economic factors are presented in Table 2. The values are obtained from
Figures 4–8.
Table 2 demonstrates that the BM-GG mixture gives the most astounding
COPOS (0.185–0.235) because of the higher calorific range and conversion efficacies
of biomass and gobar gas resources besides the lower running expense. Notwith-
standing, this blend has higher capital expense than BM-BG and BG-GG mixture.
This is because of the cost associated with the establishment of biomass plant. In
addition, the payback period of BM-GG mixture is low and it’s NPV and LCC is
superior to the next two mixes. Hence, the hybrid energy system working with BM-
GG mixture is the most suitable for the study province.
The simulation results expose that the gobar gas influence has extraordinary
effect in all the economic values in the study provinces. Consequently 70% of gobar
gas commitment in any mixture can be considered as the appropriate mixture in the
study area.
4. Conclusions
The present investigation is focused on the development of environment
friendly, energy efficient, 100% renewable energy-based cooling system for milk
and agro preservation in remote areas. Alternative cooling systems have been stud-
ied by integrating the available renewable energy sources of biomass, biogas, and
gobar gas with vapor absorption cooling system to solve the high energy demand
and high emissions issues associated with conventional cooling systems. Based on
the nature of activities taking place, the study area has been selected. The techno-













1 BM—BG 0.13–0.23 2.32–2.35 0.56–0.64 5.0–6.5 0.36–0.22 3.0–3.42
2 BM—GG 0.18–0.23 2.27–2.35 0.53–0.63 4.6–6.4 0.31–0.48 2.85–3.37
3 BG—GG 0.13–0.18 2.27–2.32 0.52–0.64 4.5–6.5 0.36–0.50 2.84–3.42
Table 2.
Technical and economic performance of the hybrid energy-based cooling system in the study region.
Figure 8.
LCC variation of hybrid energy-based cooling systems in the study region.
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When the influence of gobar gas is more than 20% in the ratio of energy mixture,
BM-GG and BG-GG are shows the positive trends. Therefore these combinations
are preferable once in the study region.
The life cycle cost (LCC) variation with the proportion of energy resources has
been analyzed and noted in Figure 8. The pattern of BM-GG and BG-GG blends
demonstrates that the LCC is low for BM-BG mixture, when the gobar gas commit-
ment is kept at the most extreme. It is seen that the system with the GG influence of
70% is the most suitable meanwhile LCC worth is very low for this contribution.
The purpose of techno-economic analysis is to achieve, within a given system
structure, a balance between the overall system performance and the various eco-
nomical factors which will give an preeminent overall COP and cost of the system.
In general, an overall system requires two conflicting objectives: one being an
increase in overall system performance and the other is economical viability. Both
of these factors should be satisfied simultaneously. The overall system performance
is decided by the COPOS and the economical viability is confirmed based on capital
cost, running cost, payback period, net present value, life cycle cost, etc. Therefore
the COPOS and the economic parameters obtained from the study for the identified
combinations are discussed in this section.
Figure 6.
Payback period of the cooling systems in the study region with various combinations.
Figure 7.
NPV of the cooling systems in HR with various combinations.
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The possible three combinations identified in the study region along with their
COPOS and economic factors are presented in Table 2. The values are obtained from
Figures 4–8.
Table 2 demonstrates that the BM-GG mixture gives the most astounding
COPOS (0.185–0.235) because of the higher calorific range and conversion efficacies
of biomass and gobar gas resources besides the lower running expense. Notwith-
standing, this blend has higher capital expense than BM-BG and BG-GG mixture.
This is because of the cost associated with the establishment of biomass plant. In
addition, the payback period of BM-GG mixture is low and it’s NPV and LCC is
superior to the next two mixes. Hence, the hybrid energy system working with BM-
GG mixture is the most suitable for the study province.
The simulation results expose that the gobar gas influence has extraordinary
effect in all the economic values in the study provinces. Consequently 70% of gobar
gas commitment in any mixture can be considered as the appropriate mixture in the
study area.
4. Conclusions
The present investigation is focused on the development of environment
friendly, energy efficient, 100% renewable energy-based cooling system for milk
and agro preservation in remote areas. Alternative cooling systems have been stud-
ied by integrating the available renewable energy sources of biomass, biogas, and
gobar gas with vapor absorption cooling system to solve the high energy demand
and high emissions issues associated with conventional cooling systems. Based on
the nature of activities taking place, the study area has been selected. The techno-













1 BM—BG 0.13–0.23 2.32–2.35 0.56–0.64 5.0–6.5 0.36–0.22 3.0–3.42
2 BM—GG 0.18–0.23 2.27–2.35 0.53–0.63 4.6–6.4 0.31–0.48 2.85–3.37
3 BG—GG 0.13–0.18 2.27–2.32 0.52–0.64 4.5–6.5 0.36–0.50 2.84–3.42
Table 2.
Technical and economic performance of the hybrid energy-based cooling system in the study region.
Figure 8.
LCC variation of hybrid energy-based cooling systems in the study region.
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available renewable energy sources to meet the cooling demand of a particular area.
Based on the analysis the following conclusions are drawn.
In the study region, a single energy source cannot meet the energy required to
produce the required cooling load. Therefore, a combination of energy sources
could help us to implement 100% renewable energy-based cooling systems in vil-
lages.
In the study region, the combination of biomass and gobar gas (BM-GG) is the
appropriate pair of energy sources. It offers higher COPOS (0.18–0.23) due to the
higher heating value and conversion efficiencies of biomass and gobar gas sources
besides the lower running cost. Moreover, BM-GG combination requires lower
payback period (4.6–6.4 years) in comparison with the other combinations such as
BM-BG (5–6.5 years) and BG-GG (4.5–6.5 years). Additionally, the life cycle cost of
the BM-GG combination is less than the other two combinations because of the
lower running cost and replacement cost. Based on the reasons given above, the
BM-GG combination-based cooling system can be considered as the most appropri-
ate combination in the study Region.
All the observations show that the maximum usage of biomass energy source
highly influences the COPOS. Hence, BM could be utilized to the maximum in
hybrid energy systems, to improve the overall performance.
The analysis demonstrates that the greatest utilization of biomass can improve
the COPOS, while the gobar gas diminishes the capital cost, running expense and
payback period. Consequently, biomass and gobar gas resources could be used to
the maximum in hybrid energy systems to enhance the COPOS, and diminish the
capital cost, running expense and payback period.
In this work, a new methodology has been developed to account for the sustain-
able cooling system to preserve milk and agro products for remote communities
using renewable energy sources. The method applied here is generally applicable to
any region.
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available renewable energy sources to meet the cooling demand of a particular area.
Based on the analysis the following conclusions are drawn.
In the study region, a single energy source cannot meet the energy required to
produce the required cooling load. Therefore, a combination of energy sources
could help us to implement 100% renewable energy-based cooling systems in vil-
lages.
In the study region, the combination of biomass and gobar gas (BM-GG) is the
appropriate pair of energy sources. It offers higher COPOS (0.18–0.23) due to the
higher heating value and conversion efficiencies of biomass and gobar gas sources
besides the lower running cost. Moreover, BM-GG combination requires lower
payback period (4.6–6.4 years) in comparison with the other combinations such as
BM-BG (5–6.5 years) and BG-GG (4.5–6.5 years). Additionally, the life cycle cost of
the BM-GG combination is less than the other two combinations because of the
lower running cost and replacement cost. Based on the reasons given above, the
BM-GG combination-based cooling system can be considered as the most appropri-
ate combination in the study Region.
All the observations show that the maximum usage of biomass energy source
highly influences the COPOS. Hence, BM could be utilized to the maximum in
hybrid energy systems, to improve the overall performance.
The analysis demonstrates that the greatest utilization of biomass can improve
the COPOS, while the gobar gas diminishes the capital cost, running expense and
payback period. Consequently, biomass and gobar gas resources could be used to
the maximum in hybrid energy systems to enhance the COPOS, and diminish the
capital cost, running expense and payback period.
In this work, a new methodology has been developed to account for the sustain-
able cooling system to preserve milk and agro products for remote communities
using renewable energy sources. The method applied here is generally applicable to
any region.
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