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Key to a computational study of the ﬁnite classical groups in odd
characteristic are eﬃcient methods for constructing involutions and
their centralisers. Constructing an involution in a given conjugacy
class is usually achieved by ﬁnding an element of even order
that powers up to an involution in the class. Lower bounds
on the proportions of such elements are therefore required to
control the failure probability of these algorithms. Previous results
of Christopher Parker and Robert Wilson give an O (n−3) lower
bound that holds for all involution classes in n-dimensional simple
classical groups in odd characteristic. We improve this lower bound
to O (n−2 logn), and in certain cases to O (n−1), and also treat a
larger family of (not necessarily simple) classical groups.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Key to the study of the ﬁnite simple groups is an understanding of their involution centralisers,
and achieving this computationally requires eﬃcient methods for constructing representatives of in-
volutory conjugacy classes and their centralisers [6,7,10]. To construct such involutions, one typically
ﬁnds an element of even order that powers up to an involution in the desired conjugacy class. Charles
Leedham-Green asked whether, in the case of a ﬁnite simple n-dimensional classical group H over a
ﬁeld of odd order, and for each involution class C , the proportion of elements of H that have even
order and power up to an involution in C is at least O (n−1). If this were true then with O (n) random
selections one could, with high probability, construct an involution in any desired conjugacy class. Ex-
isting results of Christopher Parker and Robert Wilson [10, Theorem 4] show that the proportion for
any involution class is at least O (n−3). The results of this paper improve this lower bound, obtaining
an O (n−2 logn) lower bound for all classes in the simple classical groups and the corresponding lin-
ear groups. While statistical evidence based on recent results of Frank Lübeck and the ﬁrst and third
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in this paper that an O (n−1) lower bound does hold in certain cases.
For a conjugacy class I of involutions in a ﬁnite group H , call an element h ∈ H a pre-I-involution
if |h| is even and h|h|/2 ∈ I , that is, if h powers up to an involution in I . Let P(H, I) denote the set
of all pre-I-involutions in H . A broad-brush version of our results, which also deals with projective
groups, can be stated as follows.
Theorem 1.1. Let q be a power of an odd prime. Then there is a positive constant c(q) such that for all m-
dimensional classical groups H over a ﬁnite ﬁeld of order q (more precisely, H S  H  HG with HS , HG as
in one of the rows of Table 1 with m = n,2n or 2n + 1 and n  2) and all conjugacy classes I of non-central
involutions in H such that if H is symplectic or orthogonal then I ⊆ H ∩ SLm(q),
|P(H, I)|
|H| 
|P(H, I)|
|H| 
c(q) log(m)
m2
,
where H = H/Z(H) and I = I Z(H)/Z(H), with Z(H) the centre of H.
This theorem follows from more detailed results, presented below, which give much better lower
bounds for many involution classes. In particular, if H is not orthogonal then c(q) can be chosen
explicitly, independently of q. A similar comment applies in most cases when H = SO2n+1(q) or H =
SO±2n(q), and in the remaining cases we have c(q) = c/2k for some positive constant c, where 2k
is the largest power of 2 dividing q2 − 1 (see Section 1.2). A more detailed explanation is given in
Section 1.4(i).
Our interest in this problem arose from discussions with Charles Leedham-Green related to the
algorithm of his and Eamonn O’Brien in [7] for ﬁnding standard generators for a ﬁnite simple classical
group H of dimension m 2 in odd characteristic. Their algorithm relies on ﬁnding an element in the
union J of the classes Ir of involutions in H with (−1)-eigenspace of dimension r, where m/3 < r 
2m/3. Leedham-Green asked whether an O (m−1) lower bound might be possible for the proportion
|P(H, Ir)|/|H| for each such conjugacy class Ir of H . The statistical evidence mentioned above against
an O (m−1) lower bound is the following. In [8] it is shown that |P(H, J )|/|H|  c/ log(m) for some
absolute constant c. If in fact there is a constant c′ such that |P(H, Ir)|/|H|  c′m−1 for each Ir ⊂ J
(or even for each Ir ⊂ J ∩ SLm(q)), then |P(H, J )|/|H| would be bounded below by an explicit positive
constant. However statistical experiments reported in [8] strongly suggest that in fact |P(H, J )|/|H| =
Ω((logm)−1).
Our detailed results below yield an O (m−3/2) lower bound for conjugacy classes of involutions
contained in the special linear group. We also obtain an O (m−1) lower bound for certain conjugacy
classes. Throughout the paper, GUm(q), GSpm(q) and GOm(q) denote the general unitary, symplectic
and orthogonal groups, respectively, namely the subgroups of GLm(q) (or of GLm(q2) in the unitary
case) which preserve the bilinear form deﬁning the special isometry groups SUm(q), Spm(q) or SOm(q),
respectively, up to a scalar multiple. Note that, if an involution lies in SLm(q), then its (−1)-eigenspace
has even dimension. Apart from subgroups containing the special linear group, the heart of the prob-
lem lies in treating SUm(q), Spm(q) and SOm(q). Our results also extend to projective groups via
Proposition 1.7.
1.1. Linear, unitary and symplectic groups
Here we state our detailed results for linear, unitary and symplectic groups.
Deﬁnition 1.2. Given a positive integer k, let (k)2 denote the 2-part of k, namely the largest power
of 2 that divides k.
Theorem1.3. Let q be a power of an odd prime, n an integer with n 2, and r an integer with 1 r < n. Deﬁne
HS , HG , H I , δ1 , δ2 , dr as in one of the ﬁrst three rows of Table 1. Let H be a group satisfying HS  H  HG , set
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Deﬁnitions for Theorems 1.3 and 1.5.
HS HG HI δ1 δ2 dr
SLn(q) GLn(q) GLn(q) 1 1 r
SUn(q) GUn(q) GUn(q) 1 1 r
Sp2n(q) GSp2n(q) Sp2n(q) 1/2 1/8 2r
SO2n+1(q) GO2n+1(q) 1/2
SO±2n(q) GO
±
2n(q) 1/4
δ =
{
δ1 if H = HS ,
δ2 if H S < H  HG ,
and deﬁne Ir to be the set of all involutions in H I with (−1)-eigenspace of dimension dr . If Ir ∩ H = ∅ then
(i) if r is even with (r)2 = 2a then
|P(H, Ir)|
|H|  δ
{
1/(2r) if r > n− 2a,
1/(4
√
πr(n− r)1/2a ) if r  n− 2a,
(ii) if r is odd then
|P(H, Ir)|
|H|  δ
{
1/(8(n− 1)) if r = n− 1,
log2(n− r)/(192r(n− r)) otherwise.
The proof is given in Section 4. Here we just deduce the following corollary.
Corollary 1.4.With assumptions as in Theorem 1.3,
(i) if r is even with (r)2 = 2a then
|P(H, Ir)|
|H| 
δ
4
√
πn1+1/2a
 δ
4
√
πn3/2
,
and if r also satisﬁes r  n1−1/2a or r > n− 2a then
|P(H, Ir)|
|H| 
δ
4
√
πn
,
(ii) if r is odd then
|P(H, Ir)|
|H|  δ
{
1/(192n1+1/λ) if r  n1/λ or r  n− n1/λ,
log2(n)/(48λn
2) if n1/λ < r < n− n1/λ
for every λ with λ > 1, and in particular,
|P(H, Ir)|
|H| 
δ log2(n)
192n2
.
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rem 1.3(ii) implies that, for every λ with λ > 1,
|P(H, Ir)|
|H| 
δ
8n
 δ
192n1+1/λ
.
Therefore, and since n − 1  n − n1/λ , the ﬁrst inequality in (ii) holds when r = n − 1. Now assume
r = n− 1, and write h(r) = (r(n − r))−1. By Theorem 1.3(ii),
|P(H, Ir)|
|H| 
δ
192
h(r). (1)
Suppose ﬁrst that r  n1/λ . If n1/λ < n/2 then h(r) h(n1/λ), so (1) gives
|P(H, Ir)|
|H| 
δ
192n1+1/λ
, (2)
as claimed. If n1/λ  n/2 then h(r) h(n/2) (since h attains its global minimum at r = n/2) and (1)
again implies (2). Similarly, (2) also holds when n−r  n1/λ . If n1/λ < r < n−n1/λ then Theorem 1.3(ii)
implies
|P(H, Ir)|
|H| 
δ
192
log2(n− r)h(r)
δ
192
log2
(
n1/λ
)
h(n/2) = δ log2(n)
48λn2
.
The second inequality of statement (ii) follows by taking λ = 4 in the ﬁrst and noting that
1/(192n5/4) log2(n)/(192n2) for all n with n 2. 
1.2. Orthogonal groups
Here we state our detailed results for orthogonal groups, speciﬁcally groups H satisfying HS 
H  HG with HS , HG as in one of the last two rows of Table 1. First we introduce some notation for
involutions in the groups HS .
Involutions in SO±2n(q) have nonsingular (±1)-eigenspaces of even dimension. When HS = SO±2n(q),
we denote by Ir the set of all involutions in HS with (−1)-eigenspace of type O2r , where  = ± (that
is, of dimension 2r and type ±).
For the group SO2n+1(q), one of the (±1)-eigenspaces of an involution contains the (nondegener-
ate) radical, and the other is nonsingular of type O2r for some r and  = ±. When HS = SO2n+1(q),
we denote by Ir the set of all involutions in HS with (−1)-eigenspace of type O2r and note that
involutions with (+1)-eigenspace of type O2r are just the negatives of the involutions in Ir .
The notation of Deﬁnition 1.2 is also used below.
Theorem 1.5. Let q be a power of an odd prime and n an integer with n  2. Deﬁne HS , HG , δ1 as in one of
the last two rows of Table 1. Let H be a group satisfying HS  H  HG and set
δ =
{
1 if H = HS ,
1/(4(q − 1)2) if H S < H  HG .
Let r be an integer such that 1  r  n, with r = n if HS , HG are as in the last row of Table 1. With the sets
I±r ⊂ HS of involutions deﬁned as above,
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Exceptional cases for Theorem 1.5(iii).
HS I n q ζ
SO+2n(q) I
−
n−1 odd 3 (mod 4) (q − 1)2
SO−2n(q) I
+
n−1 even 3 (mod 4) (q − 1)2
SO−2n(q) I
−
n−1 1 (mod 4) (q + 1)2
(i) if I = I±n with HS , HG as in the fourth row of Table 1 then
|P(H, I)|
|H| 
δ
4n
,
(ii) if I = I+r with r = n, r even and (r)2 = 2a then
|P(H, I)|
|H|  δ · δ1
{
1/(2r) if r > n− 2a,
1/(4
√
πr(n− r)1/2a ) if r  n− 2a,
(iii) if I = I+r with r odd and r = n, or I = I−r for arbitrary r with r = n then
|P(H, I)|
|H|  δ
{
1/(16ζ(n− 1)) if r = n− 1,
log2(n− r)/(6144r(n− r)) otherwise,
where ζ = 2 except in the cases described in Table 2.
The proof is given in Section 4, and the following corollary can be deduced in the same manner
as Corollary 1.4.
Corollary 1.6.With assumptions as in Theorem 1.5,
(i) if I = I+r with r even and (r)2 = 2a then
|P(H, I)|
|H| 
δ · δ1
4
√
πn1+1/2a
 δ · δ1
4
√
πn3/2
,
and if r also satisﬁes r  n1−1/2a or r > n− 2a then
|P(H, I+r )|
|H| 
δ · δ1
4
√
πn
,
(ii) if I = I+r with r odd, or I = I−r for arbitrary r, and if ζ = 2 when r = n− 1, then
|P(H, I)|
|H|  δ
{
1/(6144n1+1/λ) if r  n1/λ or r  n− n1/λ,
log2(n)/(1536λn
2) if n1/λ < r < n− n1/λ,
for every λ with λ > 1, and in particular,
|P(H, Ir)|
|H| 
δ log2(n)
6144n2
.
A.C. Niemeyer et al. / Journal of Algebra 324 (2010) 1016–1043 10211.3. Projective groups
Our results extend to projective groups by means of the following proposition.
Proposition 1.7. Let q be a power of an odd prime, n an integer with n 2 and H a group satisfying HS  H 
HG with HS , HG as in one of the rows of Table 1. Let I ⊂ H be a conjugacy class of non-central involutions.
Suppose Z0 is a subgroup of the centre of HG , set I = I Z0/Z0 , and write L = L Z0/Z0 when L  HG . Then
H S  H  HG and I is a conjugacy class of involutions satisfying
|P(H, I)|
|H| 
|P(H, I)|
|H| .
Proof. For a subgroup Z of the centre of H with I ∩ Z = ∅, [8, Lemma 4.3] gives
|P(H/Z , I Z/Z)|
|H/Z | 
|P(H, I)|
|H| .
Taking Z = H ∩ Z0 in this inequality yields the proposition (since then H ∼= H/Z , with I ∩ Z = ∅ by
assumption). 
1.4. Commentary on our results
It is informative to make some remarks about the results presented above.
(i) On the constants in our lower bounds
The detailed results of Sections 1.1 and 1.2 can be used to determine the constant c(q) in The-
orem 1.1. In particular, c(q) can be chosen independently of q in many cases. Corollary 1.4 implies
that, when H is not orthogonal in Theorem 1.1, c(q) can be taken as c(q) = 1/768 (note that m = 2n
when H is symplectic, that log2(n) log2(m)/2 since m 4, and that δ  1/8). Similarly, Corollary 1.6
implies that when H is a special orthogonal group, we can take c(q) = 6144 except in the cases of
Table 2 (note that 2n  m  2n + 1, and that log2(n)  log2((m − 1)/2)  log2(m)/4 since m  4).
If q ≡ 3 (mod 4) then we can take c(q) = 49152 for all orthogonal groups, except in the cases of
Table 2 (since (q − 1)2 = 2 and thus δ = 1/8 in Corollary 1.6).
Moreover, it is clear from the proofs of Theorems 1.3 and 1.5 (presented in Section 4) that the
constants in the stated lower bounds can be improved in many cases. In particular, as indicated in
Section 4.2(iii), the 192 in the ‘otherwise’ case of Theorem 1.3(ii) can be replaced by 24 when n is
odd. Much more can be said about the orthogonal cases (Theorem 1.5), which are more involved.
In particular, the 6144 in Theorem 1.5(iii) can be replaced by 3072 except in the case where HS =
SO−2n(q) and I = I−r with r even, n odd and q ≡ 3 (mod 4). In several cases, further improvements can
be deduced from Section 4.6, and sometimes from Section 3, but it seems impractical to include all
of the details in our stated results.
(ii) On omitted conjugacy classes of involutions
In the symplectic and orthogonal cases, where HS , HG are as in one of the last three rows of
Table 1, Theorems 1.3 and 1.5 deal only with conjugacy classes of involutions contained in HS . So
our results omit conjugacy classes contained in HG\HS . Moreover, since we treat projective groups
via Proposition 1.7, we consider only those involutions which project to involutions considered in
Theorems 1.3 and 1.5.
It is possible to list the excluded cases by referring to [5, Table 4.5.1]. In many of these cases, lower
bounds for proportions of the corresponding pre-involutions are given in [10]. Although a complete,
detailed discussion, especially of the odd-dimensional orthogonal groups, is beyond the scope of this
paper, we illustrate by summarising the exclusions in the symplectic case. This facilitates a comparison
of our results with others, such as those in [10].
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Involutions t = tˆ Z ∈ PGSp2n(q).
Case t Conditions t ∈ PSp2n(q) ∃ tˆ: |tˆ| = 2 tˆ ∈ Sp2n(q)
1 tr 1 r n/2 yes yes yes
2 tn q ≡ 1 (mod 4) yes yes no
3 tn q ≡ 3 (mod 4) no yes no
4 t′n/2 no no
5 t′n q ≡ 1 (mod 4) no no
6 t′n q ≡ 3 (mod 4) yes no
Consider the involutions in PGSp2n(q) (for odd q), and thereby those in GSp2n(q). Let t ∈ PGSp2n(q)
be an involution, say t = tˆ Z with tˆ ∈ GSp2n(q), where Z denotes the subgroup of scalar matrices. For
each ‘type’ (conjugacy class) of t , we ask whether there exists a representative tˆ that is an involution
and, if so, what are the possible conjugacy classes of involutory representatives tˆ and is tˆ ∈ Sp2n(q)?
We also ask whether t ∈ PSp2n(q), since in this case we can refer to [10] for lower bounds. This
information is summarised in Table 3, where the notation for t is as in [5, Table 4.5.1], from which
Table 3 can be derived. Table 3 implies that, for given q and n, our results
(i) deal with all conjugacy classes of non-central involutions in Sp2n(q), namely those which project
to involutions of type tr with 1 r  n/2,
(ii) omit one conjugacy class of non-central involutions in GSp2n(q), namely those which project to
involutions of type tn in PGSp2n(q),
(iii) omit either two or three conjugacy classes of non-central involutions in PGSp2n(q), namely those
of type tn and t′n , and also t′n/2 when n is even.
We note that lower bounds of the form |P(PSp2n(q), I)|/|PSp2n(q)| c/n (for some c) are obtained in
(the ﬁrst paragraph of the proof of) [10, Theorem 38] for conjugacy classes I ⊂ PSp2n(q) of involutions
which lift to elements of order 4 in Sp2n(q), namely those of type tn when q ≡ 1 (mod 4), and type t′n
when q ≡ 3 (mod 4).
Justiﬁcation of Table 3. As noted above, Table 3 can be derived from [5, Table 4.5.1]. Here we provide
justiﬁcation adapted from the as yet unpublished manuscript [3] of Burness and Giudici. In what
follows, let [Bm1 ] denote the block diagonal matrix with m copies of the matrix B1, and [Bm1 , Bm2 ] the
block diagonal matrix with m copies of B1 and m copies of B2. We treat cases 1–6 of Table 3 in turn.
1. Here tˆ can be taken to be an involution with nondegenerate (−1)-eigenspace of dimension 2r.
Then −tˆ ∈ tˆ Z is an involution with nondegenerate (−1)-eigenspace of dimension 2(n − r). These
involutions lie in Sp2n(q), and belong to the conjugacy classes Ir and In−r in Sp2n(q), respectively.
2. Here t = t¯ Z , where t¯ = [λn, (−λ)n] ∈ Sp2n(q) with λ ∈ Fq and |λ| = 4. So t ∈ PSp2n(q). The only
involutions in t¯ Z are ±tˆ , where tˆ = λt¯ . These involutions do not lie in Sp2n(q). They both have a
maximal totally isotropic (−1)-eigenspace of dimension n, and are conjugate in Z ◦ Sp2n(q).
3. Here tˆ = [(−1)n,1n] /∈ Z ◦ Sp2n(q). So t /∈ PSp2n(q). The only involutions in tˆ Z are ±tˆ . Both have
a maximal totally isotropic (−1)-eigenspace of dimension n. These involutions are conjugate in
GSp2n(q).
4. Here tˆ = [An] /∈ Z ◦ Sp2n(q), where, with |ξ | = 2(q − 1)2 > 2,
A =
[
0 1
ξ2 0
]
.
In particular, t /∈ PSp2n(q). The coset tˆ Z contains no involutions, since μtˆ is an involution if and
only if μ = ±ξ−1, and ±ξ−1 ∈ Fq2\Fq .
5. Here tˆ = [An/2, (−AT )n/2] /∈ Z ◦ Sp2n(q) with A as above. So t /∈ PSp2n(q). As above, tˆ Z contains
no involutions.
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So t ∈ PSp2n(q). The coset tˆ Z contains no involutions since μtˆ is an involution if and only if
μ2 = −1, in which case μ ∈ Fq2\Fq .
2. Preliminary results on groups
To prove Theorem 1.3, we consider ﬁnite groups of Lie type as follows. For more details on such
groups, we refer the reader to [4, Chapter 1] or [11].
The remainder of this section is a condensed version of [8, Sections 2, 3, 5(i) and 5(vi)], where
additional explanations may be found.
2.1. Counting strategy
Let G be a connected reductive algebraic group over an algebraic closure Fq of a ﬁnite ﬁeld Fq
with q elements, where q is odd, and such that G is deﬁned over Fq . Let F : G → G be the corre-
sponding Frobenius morphism. The subgroup GF = {g ∈ G | F (g) = g} of G is a ﬁnite group of Lie
type.
Fix an F -stable maximal torus T in G and consider the Weyl group W = NG(T )/T of G . Since
T is abelian, the image of an element t ∈ T under conjugation by an element g ∈ NG(T ) depends
only on the coset w = gT ∈ W , and we denote this image by wt . Given g ∈ G , we write g T = gT g−1
and w(g) = g−1F (g)T . Elements w,w ′ ∈ W are F -conjugate if w ′ = x−1wF (x) for some x ∈ W , and
F -conjugacy is an equivalence relation on W .
Lemma 2.1. Let G, F , W , T be deﬁned as above. The GF -conjugacy classes of F -stable maximal tori of G are
in bijection with the F -conjugacy classes of W as follows. For g,h ∈ G,
(i) if the maximal torus g T is F -stable then w(g) ∈ W ,
(ii) if hT is also F -stable then it is G F -conjugate to g T if and only if w(g) and w(h) are F -conjugate,
(iii) the maximal torus (g T )F is mapped under conjugation by g to T F w
−1 = {t ∈ T | w F (t) = t}.
Proof. See [4, 3.3.3]. 
Lemma 2.2. Let G, F , W be as above. Let I ⊆ GF be a union of G F -conjugacy classes of involutions. Then
|P(GF , I)|
|GF | =
∑
C
mC · |C ||W | ,
where the sum is over all F -conjugacy classes C ⊂ W and
mC = |T
F
C ∩ P(GF , I)|
|T FC |
,
where TC is an F -stable maximal torus of G corresponding to C by Lemma 2.1.
Proof. See [8, Lemma 2.3]. 
Remark. We obtain lower bounds for the proportion |P(GF , I)|/|GF | by ﬁnding lower bounds for
(i) mC for certain F -conjugacy classes C , and
(ii) the proportion |C |/|W | of elements of W in such classes C .
This strategy has been used in [8], and since developed in a general setting in [9].
1024 A.C. Niemeyer et al. / Journal of Algebra 324 (2010) 1016–10432.2. Maximal tori
We now describe the structure of the maximal tori in the particular groups GF we consider, as
well as a description of the involutions and their centralisers. For each Dynkin diagram of classical
type we choose a group G and for the different types of Frobenius actions on the Dynkin diagram we
describe
(i) the Frobenius morphism F ,
(i) an F -stable maximal torus T in G and the corresponding Weyl group W = NG(T )/T ,
(iii) a correspondence between F -conjugacy classes in W and GF -conjugacy classes of F -stable max-
imal tori in G .
For a positive integer m, we denote by Sm the symmetric group on m letters, and by
diag(a1, . . . ,am) the diagonal matrix with diagonal entries a1, . . . ,am .
2.3. Type An−1
We consider G = GLn(Fq). Its diagonal matrices form a maximal torus T . The Weyl group W can
be described by its action on T : its elements permute the diagonal entries, so W ∼= Sn . We choose
a Frobenius morphism F such that F (diag(a1, . . . ,an)) = diag(aεq1 , . . . ,aεqn ), where ε = 1 in the un-
twisted case GF = GLn(q) and ε = −1 in the twisted case GF = GUn(q). In both cases, F acts trivially
on W . So the F -conjugacy classes are the conjugacy classes, and are parameterised by partitions of n
describing the cycle type of the permutation on n points (the n diagonal entries of elements in T ).
Using Lemma 2.1, we can determine the structure of a maximal torus of GF corresponding to the
F -conjugacy class of an element w ∈ W as the group of ﬁxed points T F w−1 . Suppose w has a cycle
of length λ which permutes certain diagonal entries b1,b2, . . . ,bλ of torus elements t ∈ T cyclically.
The condition w F (t) = t implies that bi = bεqi−1 for 2 i  λ, and that b1 = bεqλ , namely bξ1 = 1 where
ξ = (εq)λ − 1. Since disjoint cycles of w act on disjoint sets of entries, T F w−1 has the following
structure: if (λ1, . . . , λr) is the partition of n describing the cycle lengths of w then T F w
−1
is a direct
product of cyclic groups of orders qλi − ελi for 1 i  r. Note that if t ∈ T F w−1 has entry b1 from a
cycle of even order λ = 2k then tk has entries −1 in all positions of b1, . . . ,bλ .
2.4. Type Cn
Choose an ordered basis (e1, . . . , en, fn, . . . , f1) for a 2n-dimensional vector space over Fq and a
symplectic form 〈·,·〉 with 〈ei, e j〉 = 〈 f i, f j〉 = 0 and 〈ei, f j〉 = δi j for i, j ∈ {1, . . . ,n}, where δi j = 0
if i = j and δii = 1. Here we consider the symplectic group G = Sp2n(Fq), namely the subgroup of
GL2n(Fq) consisting of all matrices which leave this form invariant. The diagonal matrices in G have
the form diag(a1, . . . ,an,a−1n , . . . ,a−11 ) and comprise a maximal torus T . Each element w ∈ W per-
mutes the diagonal entries while leaving the set P = {{a1,a−11 }, . . . , {an,a−1n }} invariant. Mapping w
to its action on the pairs {ai,a−1i } describes a surjective homomorphism π : W → Sym(P ) ∼= Sn with
kernel isomorphic to a direct product of n groups of order 2. So W is isomorphic to the wreath prod-
uct S2  Sn . We choose F such that F (diag(a1, . . . ,an,a−1n , . . . ,a−11 )) = diag(aq1, . . . ,aqn,a−qn , . . . ,a−q1 ), so
that F acts trivially on W and the F -conjugacy classes are the conjugacy classes.
To each w ∈ W we associate a pair (λ,μ) of partitions of total sum n as follows. The entries of the
partitions are the cycle lengths of π(w) ∈ Sn . An l-cycle of π(w) is called positive if it is the image
of two l-cycles of w (in S2n) and negative if it is the image of one 2l-cycle. Lengths of positive cycles
are collected in λ and lengths of negative cycles in μ. Two elements of W are conjugate if and only
if they have the same associated pair of partitions.
By Lemma 2.1, a maximal torus in GF corresponding to an element w ∈ W is isomorphic to
T F w
−1
. If w has a positive cycle of length λ then it cyclically permutes λ independent diagonal entries
b1,b2, . . . ,bλ of torus elements t ∈ T (and also the inverses b−11 ,b−12 , . . . ,b−1λ ). The equation w F (t) = t
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w has a negative cycle of length λ then it permutes 2λ entries of the form b1,b2, . . . ,bλ,b
−1
1 , . . . ,b
−1
λ
cyclically. In this case the corresponding cyclic subgroup of the torus has order qλ + 1. Again, an
involution in one of these cyclic subgroups has entries −1 in all corresponding positions of the diag-
onal.
2.5. Type Bn
Here we consider the special orthogonal groups G = SO2n+1(Fq). Choose an ordered basis
(e1, . . . , en, e0, fn, . . . , f1) for a (2n + 1)-dimensional Fq-vector space and an orthogonal form 〈·,·〉
with 〈ei, f j〉 = δi j , 〈e0, e0〉 = 1 and 〈ei, e j〉 = 〈 f i, f j〉 = 0, for 0  i  n and 1  j  n. Then G is the
subgroup of SL2n+1(Fq) consisting of all matrices which leave 〈·,·〉 invariant. The diagonal matrices
in G have the form diag(a1, . . . ,an,1,a−1n , . . . ,a−11 ) and comprise a maximal torus T . The descrip-
tions of F , W and the action of W on T are almost exactly the same as in the preceding case. In
particular, we still have W ∼= S2  Sn , and, for w ∈ W , the torus T F w−1 has the same structure as in
type Cn .
2.6. Type Dn
Here we consider G = SO2n(Fq) as a subgroup of SO2n+1(Fq) by ignoring the basis vector e0. We
use the same maximal torus and Weyl group action as in type Bn . The Weyl group W has index 2 in
the Weyl group W ′ of type Bn , namely W ∼= (S2  Sn) ∩ Alt2n , where Alt2n is the alternating group on
2n letters. In particular, an element of W ′ is in W if and only if it has an even number of negative
cycles. If we regard {±1, . . . ,±n} as the point set of W ′ ⊂ S2n and let wn denote the transposition
(n,−n) ∈ W ′\W (the generating reﬂection along the short simple root) then wn /∈ W and W ′ =
W ∪˙ Wwn .
In the untwisted case we take F as in the case Bn , so that F -conjugacy classes coincide with
conjugacy classes in W . (A few conjugacy classes of W ′ inside W split into two W -classes, but we
will not need the details here.) This gives the ﬁnite groups GF = SO+2n(q). For the twisted case we
compose that Frobenius morphism with the reﬂection wn . Then the F -conjugacy classes of W are
the sets of the form Cwn , where C is a conjugacy class of W ′ not contained in W . The surjection
π : W ′ → Sn is still surjective when restricted to W or to the coset Wwn . We obtain GF = SO−2n(q).
In both the twisted and untwisted cases, the maximal tori of GF have the same structure as in
type Cn .
In the untwisted case an F -conjugacy class of W is a conjugacy class of permutations with an even
number of negative cycles. In the twisted case an F -conjugacy class Cwn consists of permutations in
W with an odd number of negative cycles.
2.7. Element proportions in Weyl groups
The following result will be used in the proofs of Theorems 1.3 and 1.5.
Lemma 2.3. Let n be an integer with n 2 and W theWeyl group of type Bn, Cn or Dn. Let U = W in cases Bn
and Cn, and U = W or U = Wwn in case Dn, with wn as in Section 2.6. LetπU : U → Sn be the corresponding
surjection, as in Sections 2.4–2.6.
(i) Given a subset Y of Sn which in case Dn contains no n-cycles, the proportion of elements w ∈ W for which
πU (w) ∈ Y is |Y |/|Sn|.
(ii) Let τ ∈ Sn be a cycle which in case Dn has length less than n, and let σ ∈ Sn be a permutation with τ
as one of its cycles. Then the proportion of elements in π−1U (σ ) which have τ as a positive cycle and the
proportion of elements in π−1U (σ ) which have τ as a negative cycle are both 1/2.
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Weyl group of type Bn and W the Weyl group of type Dn , so that W = W ′ ∩ Alt2n , then
|π−1W ′ (Y )|
|W ′| =
|π−1W (Y )|
|W | =
|Y |
|Sn| .
So in this case, if U = Wwn we also have
|π−1U (Y )|
|U | =
|π−1W ′ (Y )| − |π−1W (Y )|
|W | =
|π−1W (Y )|
|W | =
|Y |
|Sn| .
(ii) This is [8, Lemma 4.2(d)] if τ is not an n-cycle (the proof works if C˜ is taken to be π−1U (σ )),
and [9, Lemma 4.2(a)] (with x= x+ = 1 and c = l = n) if τ is an n-cycle. 
3. Element proportions in symmetric groups
Here we prove several results about proportions of elements of the symmetric groups with certain
cycle structures, which we will use in the proofs of Theorems 1.3 and 1.5, and which may have other
applications.
Lemma 3.1. Let n and d be positive integers with 2 d n.
(i) The proportion p¬d(n) of elements in Sn with no cycle of length divisible by d satisﬁes
p¬d(n)
1
2
√
πn1/d
.
(ii) Let r be an integer divisible by d and with 1 r < n. Then the proportion of elements in Sn which have a
cycle of length r and no other cycles of length divisible by d is p¬d(n− r)/r.
Proof. See the proof of [8, Lemma 4.2]. 
Lemma 3.2. For integers n and r with n  2 and 1  r < n, let P1(n, r) be the proportion of elements in Sn
with exactly two cycles, at least one of which has length r. Then
P1(n, r) = δ1
r(n− r) , where δ1 =
{
1 if r = n/2,
1/2 if r = n/2.
In particular,
P1(n, r)
1
2r(n− r) . (3)
Proof. A λ-subset of {1, . . . ,n} can be chosen in (n
λ
)
ways and a λ-cycle on such a subset in (λ − 1)!
ways. So, provided r = n/2,
P1(n, r) = 1
n!
(
n
r
)
(r − 1)!(n− r − 1)! = 1
r(n− r) .
If r = n/2 then the proportion is only 1/2 the above quantity since the roles of the r-cycle and the
(n− r)-cycle can be interchanged. 
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γ = lim
N→∞
(
− ln(N) +
N∑
k=1
1
k
)
≈ 0.577216.
Lemma 3.3. If m is an even positive integer then
(i)
m/2∑
s=1
s odd
1
s(m− s) =
1
m
(
m−1∑
i=1
i odd
1
i
+ 2δ
m
)
, where δ =
{
0 if m/2 is even,
1 if m/2 is odd,
(ii)
m∑
i=1
1
i
> ln
(
m+ 1
2
)
+ γ ,
(iii)
m−1∑
i=1
i odd
1
i
>
ln(m) + ln(2) + γ
2
.
Proof. Statement (i) may be veriﬁed by writing
1
s(m − s) =
1
m
(
1
s
+ 1
m− s
)
.
Next, let ψ denote the digamma function, namely the derivative of the natural logarithm of the
gamma function. Two well-known identities for ψ (which also hold if m is odd) are
m∑
i=1
1
i
= ψ(m+ 1) + γ and
m−1∑
i=1
i odd
1
i
= ψ(m/2+ 1/2) + ln(4) + γ
2
(see [1, p. 258]). Statements (ii) and (iii) follow by applying [2, Theorem 2.1(a)], which states that
ψ(x+ 1/2) > ln(x) for all x > 0. 
Lemma 3.4. Let n and r be integers with n  3, 1  r  n − 2 and r ≡ n (mod 2). Let P+2 (n, r) be the
proportion of elements in Sn with an r-cycle and exactly two additional cycles, both of odd length. Then
P+2 (n, r) =
1
r(n− r)
n−r−1∑
i=1
i odd
1
i
− δ
+
2
r2(n− 2r) , (4)
where
δ+2 =
⎧⎪⎨
⎪⎩
1/3 if r is odd and r = n/3,
1/2 if r is odd, r = n/3 and r < n/2,
0 otherwise.
In particular,
P+2 (n, r)
log2(n− r)
3r(n− r) , (5)
with equality holding for (n, r) ∈ {(3,1), (5,1), (7,3)}.
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δ0 =
⎧⎪⎨
⎪⎩
1 if νrs = 3,
1/2 if νrs = 2,
1/6 if νrs = 1.
The number of ordered triples of pairwise disjoint cycles of lengths r, s and n− r − s, respectively, is
(
n
r
)
(r − 1)!
(
n− r
s
)
(s − 1)!(n− r − s − 1)! = n!
rs(n − r − s) ,
and thus the proportion of elements of Sn with exactly three cycles, of lengths r, s and n− r − s, is
δ0
rs(n− r − s) .
The proportion P+2 (n, r) is the sum of the above quantity over all odd s with 1  s  n − r − s. The
second inequality is equivalent to s (n− r)/2, so
P+2 (n, r) =
(n−r)/2∑
s=1
s odd
δ0
rs(n − r − s) .
First suppose r is even. Then n is even by assumption, and νrs = 1 since s and n− r − s are both odd.
Moreover, νrs = 2 if and only if (n− r)/2 is odd and s = n− r − s = (n− r)/2. So δ0 = 1/2 in this case,
and otherwise δ0 = 1. Thus, applying the inclusion–exclusion principle, we ﬁnd
P+2 (n, r) =
(n−r)/2∑
s=1
s odd
1
rs(n− r − s) −
δ′0(1− 1/2)
r((n− r)/2)2 ,
where
δ′0 =
{
0 if (n− r)/2 is even,
1 if (n− r)/2 is odd.
Applying Lemma 3.3(i) with m = n− r, we obtain
P+2 (n, r) =
1
r(n− r)
n−r−1∑
i=1
i odd
1
i
,
which is (4) with δ+2 = 0, as required.
Now suppose r is odd, noting that n is then also odd (by assumption). Assume ﬁrst that r > n/2.
Then r > max{s,n − r − s} and thus, as in the case where r was even, we have νrs = 3 and δ0 = 1
unless (n− r)/2 is odd and s = n− r − s = (n− r)/2. So P+2 (n, r) is again given by (4) with δ+2 = 0.
Next, assume that r < n/2 with r = n/3. Then δ0 = 1 if and only if either s = (n − r)/2, as before,
or r ∈ {s,n − r − s}. Since r = n/3, exactly one of the cases r = s or r = n − r − s occurs, and δ0 = 1/2
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P+2 (n, r) =
1
r(n− r)
n−r−1∑
i=1
i odd
1
i
− 1− 1/2
r2(n− 2r) .
Finally, assume that r = n/3. Then δ0 = 1 if and only if r = s = n − r − s = n/3, in which case
δ0 = 1/6. So
P+2 (n, r) =
(n−r)/2∑
s=1
s odd
1
rs(n− r − s) −
1− 1/6
r3
.
Eq. (4) with δ+2 = 1/3 is now obtained by applying Lemma 3.3(i) with m = n − r and noting that
r = n− 2r = (n− r)/2 when r = n/3.
It remains to derive inequality (5). Applying Lemma 3.3(iii) with m = n− r to (4), we ﬁnd
P+2 (n, r) >
1
2r
(
ln(n− r)
n− r +
ln(2) + γ
n− r −
2δ+2
r(n− 2r)
)
. (6)
We claim that
ln(2) + γ
n− r −
2δ+2
r(n− 2r)  0 (7)
for all (n, r) /∈ {(3,1), (5,1), (7,3)}. We need only check the cases where δ+2 = 0. When δ+2 = 1/3,
namely when n and r are odd with r = n/3, (7) holds if and only if n 4/(ln(2)+ γ ) > 3, so the only
exception is (n, r) = (3,1). When δ+2 = 1/2, namely when n and r are odd with r < n/2 and r = n/3,
(7) holds if and only if
−2(ln(2) + γ )r2 + (n(ln(2) + γ )+ 1)r − n 0. (8)
Inequality (8) holds for all odd r with 1  r < n/2 provided it holds when r = 1 and when r =
(n− 1)/2. When r = 1, (8) holds if and only if
n 2(ln(2) + γ ) − 1
ln(2) + γ − 1 ≈ 5.699,
and when r = (n− 1)/2, (8) holds if and only if
n ln(2) + γ + 1
ln(2) + γ − 1 ≈ 8.398.
So in particular, (8) holds for all odd n with n  9. The only allowed pairs (n, r) with n < 9, r 
(n − 1)/2 and r = n/3 are (5,1), (7,1) and (7,3). Inequality (7) still holds when (n, r) = (7,1), but
not when (n, r) ∈ {(5,1), (7,3)}. So the claim is true, and together with (6) implies that (5) holds for
all (n, r) /∈ {(3,1), (5,1), (7,3)}:
P+2 (n, r) >
ln(n− r)
2r(n− r) >
log2(n− r)
3r(n− r) .
For (n, r) ∈ {(3,1), (5,1), (7,3)}, (4) shows that equality holds in (5). 
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proportion of elements in Sn with exactly four cycles, of lengths 2, r, s and t with s and t both odd. Then
P+2,2(n, r) = +2,2P+2 (n− 2, r), (9)
where P+2 is deﬁned as in Lemma 3.4 and
+2,2 =
{
1/4 if r = 2,
1/2 otherwise.
In particular,
P+2,2(n, r) 
+
2,2
log2(n− r)
6r(n− r) 
log2(n− r)
12r(n− r) . (10)
Proof. If r = 2 then 2 /∈ {r, s, t}, so the number of described permutations is (n2)P+2 (n − 2, r)(n − 2)!.
Dividing this by n! gives (9) with r = 2. Now suppose r = 2. Then each of the described permutations
corresponds to two pairs (x, y) with x a transposition in Sn and y a permutation on the remaining
n − 2 points with exactly three cycles, of lengths r, s and t . The number of such pairs (x, y) is
2n!P+2,2(n, r). By deﬁnition, the number of pairs (x, y) is also equal to
(n
2
)
P+2 (n − 2, r)(n − 2)!. So we
have P+2,2(n,2) = P+2 (n − 2, r)/4, namely (9) with r = 2. Finally, applying inequality (5) of Lemma 3.4
to (9) yields
P+2,2(n, r) 
+
2,2
log2(n− r − 2)
6r(n− r − 2) .
Since log2(x − 2)/(x − 2)  log2(x)/x for x  4, the above inequality and the assumption n − r  4
imply (10). 
Corollary 3.6. Let n and r be integers with n  12, 1 r  n − 11 and r ≡ n (mod 2). Let P+2,1(n, r) be the
proportion of elements in Sn with exactly four cycles, of lengths 1, r, s and t with s and t both odd. Then
P+2,1(n, r) = +2,1
(
P+2 (n− 1, r) −
δ+2,1
r(n− r − 2)
)
, (11)
where P+2 is deﬁned as in Lemma 3.4,
+2,1 =
{
1/2 if r = 1,
1 otherwise,
and δ+2,1 =
⎧⎪⎨
⎪⎩
1/6 if r = 1,
1/4 if r = (n− 2)/2,
1/2 otherwise.
In particular,
P+2,1(n, r) 
+
2,1
log2(n− r)
6r(n− r) 
log2(n− r)
12r(n− r) . (12)
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points for some i ∈ {1,2} (since s + t = n − r − 1 > 2 and r = 1, the cases i ∈ {3,4} do not arise)
and corresponds to i pairs (x, y) with x ∈ {1, . . . ,n} and y a permutation on the remaining n − 1
points {1, . . . ,n}\{x} with exactly three cycles, of lengths r, s and t . The number of such pairs (x, y)
is n!P+2,1(n, r) + Q 2(n, r), where Q 2(n, r) is the number of described permutations with i = 2. By
deﬁnition, the number of pairs (x, y) is also equal to n(n− 1)!P+2 (n− 1, r). So
P+2,1(n, r) = P+2 (n− 1, r) −
Q 2(n, r)
n! . (13)
To compute Q 2(n, r), we proceed as at the beginning of the proof of Lemma 3.4. The number of
ordered 4-tuples of pairwise disjoint cycles of lengths 1, 1, r and n− r − 2 is
(
n
1
)(
n− 1
1
)(
n− 2
r
)
(r − 1)!(n− r − 3)! = 1
r(n− r − 2) , (14)
and the set {1,1, r,n − r − 2} contains three distinct elements unless r = (n − 2)/2, in which case it
contains two pairs of equal elements. So
Q 2(n, r) =
δ+2,1n!
r(n− r − 2) ,
and substitution into (13) yields (11) with r = 1.
Now suppose r = 1. Then each of the described permutations has exactly j ﬁxed points for some
j ∈ {2,3} (the case j = 4 does not arise since n > 4). If Q j(n,1) denotes the number of such permu-
tations with j ﬁxed points then
n!P+2,1(n,1) = Q 2(n,1) + Q 3(n,1). (15)
A described permutation with j ﬁxed points corresponds to j pairs (x, y) with x ∈ {1, . . . ,n} and y
a permutation of {1, . . . ,n}\{x} with exactly three cycles, of lengths 1, s and t . So the total number
n(n − 1)!P+2 (n − 1,1) of pairs (x, y) is equal to 2Q 2(n,1) + 3Q 3(n,1). Comparing this equality with
(15) yields
P+2,1(n,1) =
1
2
(
P+2 (n− 1,1) −
Q 3(n,1)
n!
)
.
Eq. (11) with r = 1 follows since
Q 3(n,1) = n!
6(n− 3) ,
which is obtained by taking r = 1 in (14) and noting that the set {1,1,1,n−3} contains exactly three
equal elements (because n > 4).
By (11) and inequality (5) of Lemma 3.4,
P+2,1(n, r)
+2,1
r
(
log2(n− r − 1)
3(n− r − 1) −
1
2(n− r − 2)
)
.
Inequality (12) follows since n− r  11. 
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proportion of elements in Sn with exactly three cycles, at least one of which has length r. Then
P−2 (n, r) =
1
r(n− r)
n−r−1∑
i=1
1
i
− δ
−
2
2r2(n− 2r) , (16)
where
δ−2 =
{
1 if r < n/2,
0 otherwise.
In particular,
P−2 (n, r)
3 log2(n− r)
4 log2(3)r(n− r)
>
log2(n− r)
3r(n− r) , (17)
with equality holding for (n, r) ∈ {(4,1), (5,2)}.
Proof. For an odd integer s with 1 s n− r − 2, let νrs = |{r, s,n− r − s}| and write
δ0 =
{
1 if νrs = 3,
1/2 if νrs = 2,
noting that νrs = 1 since r ≡ n (mod 2). The proportion of elements of Sn with exactly three cycles,
of lengths r, s and n− r − s, is
δ0
rs(n− r − s) .
Since s ≡ n − r − s (mod 2), P−2 (n, r) is the sum of the above quantity over all odd s with 1  s 
n− r − 2:
P−2 (n, r) =
n−r−2∑
s=1
s odd
δ0
rs(n − r − s) .
The only case in which νrs = 2 is when s = n − 2r, which can happen if and only if r < n/2. So (16)
holds:
P−2 (n, r) =
n−r−2∑
s=1
s odd
1
rs(n − r − s) −
δ−2 (1− 1/2)
r2(n− 2r)
= 1
r(n− r)
n−r−2∑
s=1
s odd
(
1
s
+ 1
n− r − s
)
− δ
−
2
2r2(n− 2r)
= 1
r(n− r)
n−r−1∑ 1
i
− δ
−
2
2r2(n− 2r) .
i=1
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P−2 (n, r) >
1
r
(
ln(n− r − 1/2)
n− r +
γ
n− r −
δ−2
2r(n− 2r)
)
. (18)
We claim that
γ
n− r −
δ−2
2r(n− 2r)  0 (19)
for all (n, r) /∈ {(13,6), (9,4), (8,1), (6,1), (5,2), (4,1)}. We need only check the cases where δ−2 = 1,
in which (19) holds if and only if
−4γ r2 + (2γn+ 1)r − n 0. (20)
First suppose n is odd and r is even, so that 2 r  (n− 1)/2 (since δ−2 = 1). Inequality (20) holds for
all such r provided it holds when r = 2 and when r = (n− 1)/2. When r = 2, (20) holds if and only if
n 16γ − 2
4γ − 1 ≈ 5.528,
and when r = (n− 1)/2, (20) holds if and only if
n γ + 1/2
γ − 1/2 ≈ 13.95.
So in particular, (20) holds for all odd n with n  15. The only allowed pairs (n, r) with n < 15 and
r  (n− 1)/2 are (5,2), (7,2), (9,2), (9,4), (11,2), (11,4), (13,2), (13,4) and (13,6). Inequality (19)
still holds in all of these cases except (5,2), (9,4) and (13,6).
Now suppose n is even and r is odd, so that 1 r  (n − 2)/2. Inequality (20) holds for all such r
provided it holds when r = 1 and when r = (n− 2)/2. When r = 1, (20) holds if and only if
n 4γ − 1
2γ − 1 ≈ 8.475,
and when r = (n− 2)/2, (20) holds if and only if
n 4γ + 1
2γ − 1/2 ≈ 5.056.
In particular, (20) holds for all even n with n  10. The only allowed pairs (n, r) with n < 10 and
1 r  (n− 2)/2 are (4,1), (6,1), (8,1) and (8,3). Inequality (19) still holds when (n, r) = (8,3), but
not in the other cases. This completes the proof of the claim.
Using (16), one may check that
P−2 (n, r)
3 ln(n− r − 1/2)
4 ln(5/2)r(n− r)
for all (n, r) ∈ {(4,1), (5,2), (6,1), (8,1), (9,4), (13,6)}, with equality holding for (n, r) ∈ {(4,1), (5,2)}.
Since 3/(4 ln(5/2)) < 1, (18) and (19) imply that the above inequality holds for all allowed pairs
(n, r). Since n − r  3, ln(n − r − 1/2)  k ln(n − r) for k = ln(3 − 1/2)/ ln(3) (with equality for
(n, r) ∈ {(4,1), (5,2)}), and thus
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3 ln(2) log2(n− r)
4 ln(3)r(n− r) =
3 log2(n− r)
4 log2(3)r(n− r)
>
log2(n− r)
3r(n− r) ,
as in (17). 
Corollary 3.8. Let n and r be integers with n odd, r even, n  9 and 2  r  n − 7. Let P−2,2(n, r) be the
proportion of elements in Sn with exactly four cycles, of lengths 2, r, s and t with s even and t odd. Then
P−2,2(n, r) = −2,2
(
P−2 (n− 2, r) −
δ−2,2
r(n− r − 4)
)
, (21)
where P−2 is deﬁned as in Lemma 3.7,
−2,2 =
{
1/4 if r = 2,
1 otherwise,
and δ−2,2 =
{
1/12 if r = 2,
1/8 otherwise.
In particular,
P−2,2(n, r) 
−
2,2
log2(n− r)
6r(n− r) 
log2(n− r)
24r(n− r) . (22)
Proof. First suppose r = 2. Then, since t is odd, each of the n!P−2,2(n, r) described permutations
has exactly i transpositions for some i ∈ {1,2}, and corresponds to i triples (x1, x2, y) with x1, x2 ∈
{1, . . . ,n} and y a permutation on the remaining n − 2 points {1, . . . ,n}\{x1, x2} with exactly three
cycles, of lengths r, s and t . The number of such triples (x1, x2, y) is n!P−2,2(n, r) + Q ′2(n, r), where
Q ′2(n, r) is the number of described permutations with i = 2. By deﬁnition, the number of triples
(x1, x2, y) is also equal to n(n− 1)(n − 2)!P−2 (n− 2, r). So
P−2,2(n, r) = P−2 (n− 2, r) −
Q ′2(n, r)
n! . (23)
The number of ordered 4-tuples of pairwise disjoint cycles of lengths 2, 2, r and n− r − 4 is
(
n
2
)(
n− 2
2
)(
n− 4
r
)
(r − 1)!(n− r − 5)! = 1
4r(n− r − 4) , (24)
and the set {2,2, r,n − r − 4} always contains three distinct elements since r = 2, n − r > 6 and
r ≡ n− r − 4 (mod 2). So
Q ′2(n, r) =
1
8r(n− r − 4) ,
and substitution into (23) yields (21) with r = 2.
Now suppose r = 2. Then each of the described permutations has exactly j transpositions for
some j ∈ {2,3} (the case j = 4 does not arise since t is odd). If Q ′j(n,2) denotes the number of such
permutations with j transpositions then
n!P−2,2(n,2) = Q ′2(n,2) + Q ′3(n,2). (25)
A described permutation with j transpositions corresponds to j pairs (x, y) with x a transposition
in Sn and y a permutation on the remaining n − 2 points with exactly three cycles, of lengths 2,
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(n
2
)
(n − 2)!P−2 (n − 2,2) of pairs (x, y) is equal to 2Q ′2(n,2) + 3Q ′3(n,2).
Comparing this equality with (25) yields
P−2,2(n,2) =
1
4
(
P−2 (n− 2,2) −
2Q ′3(n,2)
n!
)
.
Eq. (21) with r = 2 follows since
Q ′3(n,2) =
n!
48(n− 6) ,
which is obtained by taking r = 2 in (24) and noting that the set {2,2,2,n−6} contains exactly three
equal elements (because n > 8).
By (21) and inequality (17) of Lemma 3.7,
P−2,2(n, r)
−2,2
r
(
log2(n− r − 2)
3(n− r − 2) −
1
8(n− r − 4)
)
.
Inequality (22) follows since n− r  7. 
4. Proof of Theorems 1.3 and 1.5
We now prove Theorems 1.3 and 1.5, using the strategy described in the Remark at the end of
Section 2.1. We begin by dealing with the cases H = GLn(q) and H = GUn(q) in Sections 4.1 and 4.2,
and then extend our arguments to the remaining cases.
Note that Lemma 2.3 will be used repeatedly throughout this section. We also need the following
lemmas and deﬁnition. Here, as in Deﬁnition 1.2, (k)2 denotes the 2-part of a positive integer k (the
largest power of 2 dividing k).
Lemma 4.1. If q is a power of an odd prime then
(i) if m is odd then (qm + )2 = (q + )2 for  = ±1,
(ii) if m is even then (qm + 1)2 = 2,
(iii) if (k)2 < (m)2 then (qk ± 1)2 < (qm − 1)2 ,
(iv) (q ± 1)2 = 2 if and only if q ≡ ±1 (mod 4).
Proof. See the proof of [8, Lemma 4.1]. 
Lemma 4.2. Let C be a cyclic groupwith (|C |)2 = 2a  2. Then for any b with b 0, the proportion of elements
c ∈ C with (|c|)2 = 2a−b and the proportion of elements c ∈ C with (|c|)2 < 2a−b are both 1/2b+1 .
Proof. See the proof of [8, Lemma 6.1]. 
Deﬁnition 4.3. For integers n and r with 1  r < n, let Mr ⊂ Sn be the union of conjugacy classes
deﬁned as follows:
(i) if r is even then an element of Sn is in Mr if and only if it contains a cycle of length r and no
other cycle of length divisible by (r)2,
(ii) if r is odd then an element of Sn is in Mr if and only if it contains a cycle of length r and exactly
μ cycles, all of odd length, on the remaining n− r points, with μ ∈ {1,2,3}.
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Here we use the results of Section 2.3, writing H = GF for GF = GLn(q) and GF = GUn(q). We
choose certain maximal tori in order to obtain a lower bound for the sum in Lemma 2.2 with I = Ir .
We consider two cases:
(i) r even
First suppose r is even and deﬁne Mr ⊂ Sn = W as in Deﬁnition 4.3(i). From Section 2.3, we know
that a maximal torus of H corresponding to an element w ∈ Mr has the form X ×Y , where X is cyclic
of order qr − 1, and Y is non-trivial (as r < n) and a direct product of cyclic groups of orders qλ ± 1
for various λ with (λ)2 < (r)2. By Lemma 4.1(iii), (qλ ± 1)2 < (qr − 1)2.
Consider the elements (x, y) ∈ X × Y such that (|x|)2 is maximal. These elements satisfy (|y|)2 <
(|x|)2, and therefore power up to the involution (z,1) ∈ X × Y , where z is the unique involution in X .
As explained in Section 2.3, such an involution has (−1)-eigenspace of dimension r, and is thus in
our set Ir . By Lemma 4.2, there are |X ||Y |/2 elements (x, y) ∈ X × Y with (|x|)2 maximal. So if C is a
conjugacy class of W = Sn contained in Mr then the parameter mC of Lemma 2.2 satisﬁes mC  1/2.
(ii) r odd
Now suppose r is odd and deﬁne Mr ⊂ Sn = W as in Deﬁnition 4.3(ii). A maximal torus of H
corresponding to an element w ∈ M has the form X × Y , where X is cyclic of order qr ± 1, and Y is
non-trivial (as r < n) and a direct product of μ cyclic groups of orders qλ ± 1 for various odd λ. By
Lemma 4.1(i), (qr + 1)2 = (qλ + 1)2 = (q + 1)2 and (qr − 1)2 = (qλ − 1)2 = (q − 1)2.
Now consider the elements (x, y) ∈ X × Y with (|x|)2 maximal and (|y|)2 < (|x|)2. There are
|X ||Y |/2μ+1 such elements (by Lemma 4.2), and all of them power up to the involution (z,1) ∈ X ×Y ,
with z the unique involution in X . As before, (z,1) ∈ Ir . So if C ⊂ Mr is a conjugacy class of W = Sn
then mC  1/2μ+1.
4.2. H = GLn(q) or H = GUn(q): Proof
We now prove Theorem 1.3 in the cases H = GLn(q) and H = GUn(q).
(i) r even
First suppose r is even, and write (r)2 = 2a , for some a  1 (as in the statement of the theorem).
We apply Lemma 2.2, considering only the contributions from conjugacy classes C in the set Mr of
Deﬁnition 4.3(i). Together with Lemma 3.1(ii), this yields, for all n and r with n 2 and 1 r < n,
|P(H, Ir)|
|H| 
1
2
|Mr |
|W | =
p¬2a (n− r)
2r
.
If r  n− 2a then Lemma 3.1(i) gives
|P(H, Ir)|
|H| 
1
4
√
πr(n− r)1/2a .
If r > n− 2a then 2a > n− r and thus p¬2a (n− r) = 1, so in this case
|P(H, Ir)|
|H| 
1
2r
.
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Now suppose r is odd and n is even. Here we consider only the contributions from two families
of conjugacy classes in the set Mr of Deﬁnition 4.3(ii). When n  12 and 1  r  n − 11, namely
n− r /∈ {1,3,5,7,9}, we take μ = 3 in Deﬁnition 4.3(ii) and make the additional assumption that one
of the cycles on the n− r points has length 1. Otherwise, we consider only μ = 1. So Lemma 2.2 gives
|P(H, Ir)|
|H| 
{
P1(n, r)/22 if n− r ∈ {1,3,5,7,9},
P+2,1(n, r)/24 otherwise,
(26)
where P1(n, r) is deﬁned as in Lemma 3.2 and P
+
2,1(n, r) as in Corollary 3.6. For n − r /∈ {1,3,5,7,9},
the second line of (26) and inequality (12) of Corollary 3.6 give
|P(H, Ir)|
|H| 
log2(n− r)
192r(n− r) . (27)
Applying inequality (3) of Lemma 3.2 to the ﬁrst line of (26) shows that
|P(H, Ir)|
|H| 
1
8r(n− r)
in the remaining cases n− r ∈ {1,3,5,7,9}. Since 1/8 log2(x)/192 for x ∈ {3,5,7,9}, it follows that
(27) also holds when n− r ∈ {3,5,7,9}.
(iii) r and n both odd
Finally, suppose r and n are both odd. Now we apply Lemma 2.2 and consider only the contribu-
tions from those conjugacy classes in the set Mr of Deﬁnition 4.3(ii) for which μ = 2. This gives
|P(H, Ir)|
|H| 
P+2 (n, r)
23
, (28)
where P+2 (n, r) is deﬁned as in Lemma 3.4. So by inequality (5) of Lemma 3.4, we have
|P(H, Ir)|
|H| 
log2(n− r)
24r(n− r) >
log2(n− r)
192r(n− r)
for all odd n and odd r with n 3 and 1 r  n− 2.
4.3. SLn(q) H < GLn(q) or SUn(q) H < GUn(q)
The argument in [8, Section 5(v)] shows that our lower bounds for the proportion |P(H, Ir)|/|H|
in the cases H = GLn(q) and H = GUn(q) (established in Section 4.2) also hold for all groups H with
SLn(q) H < GLn(q) or SUn(q) H < GUn(q), and Ir ∩ H = ∅.
4.4. H = Sp2n(q)
We now prove Theorem 1.3 in the case H = Sp2n(q). Our strategy is similar to that of Sections 4.1
and 4.2, with alterations as explained below. Note that now, as per the statement of Theorem 1.3,
Ir denotes the set of all involutions in Sp2n(q) with (−1)-eigenspace of dimension 2r.
Recall the results of Section 2.4 and Lemma 2.3. With U and πU deﬁned as in Lemma 2.3, we
consider the subset M ′r of U which πU projects onto the set Mr ⊂ Sn of Deﬁnition 4.3, but use only
some of the elements in M ′r .
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Here, to apply Lemma 2.2 we consider those conjugacy classes C in M ′r for which the r-cycle is
positive in the sense deﬁned in Section 2.4. Such C still satisfy mC  1/2, as in Section 4.1(i), since a
positive r-cycle corresponds to a factor Zqr−1 in the maximal torus. However they comprise only half
the elements in M ′r , by Lemma 2.3(ii). Therefore, and by Lemma 2.3(i), lower bounds for |P(H, Ir)|/|H|
are obtained by multiplying the estimates of Section 4.2(i) by 1/2.
For reference in Section 4.5, we note that the elements of our maximal torus X × Y ⊂ H counted
here have the form h = (x, y) with (|y|)2 < (|x|)2 and (|x|)2 > (q − 1)2, by Lemma 4.1(iii), and there-
fore satisfy (|h|)2 > (q − 1)2.
(ii) r odd
Here our strategy is similar to that of Sections 4.2(ii) and 4.2(iii), but we consider those conjugacy
classes C in M ′r satisfying the following conditions:
If q ≡ 1 (mod 4) (respectively q ≡ 3 (mod 4)), we take the r-cycle to be positive (respectively neg-
ative) and use only those elements of the cyclic factor Zqr−1 (respectively Zqr+1) of a corresponding
maximal torus whose orders have maximal 2-part. All other cycles are taken to be negative (respec-
tively positive), and all elements of their corresponding cyclic factors are used.
Lemma 4.1 implies that each such element powers up to an involution in Ir . So each conjugacy
class C containing such elements satisﬁes mC  1/2. However they comprise only |M ′r |/2μ+1 of the
elements in M ′r (with μ ∈ {1,2,3}). So we must again multiply the corresponding estimates of Sec-
tion 4.2 by 1/2.
Note that the elements counted here have the form h = (x, y) with (|y|)2 < (|x|)2 and (|x|)2 
(q − 1)2, and therefore satisfy (|h|)2  (q − 1)2 (with strict inequality when q ≡ 3 (mod 4)).
4.5. Sp2n(q) < H  GSp2n(q)
In Section 4.4 it was shown that lower bounds for |P(Sp2n(q), Ir)|/|Sp2n(q)| could be obtained by
multiplying the corresponding lower bounds of Section 4.2 (for linear and unitary groups) by 1/2.
Since Theorem 1.3 states that lower bounds for |P(H, Ir)|/|H| with Sp2n(q) < H  GSp2n(q) can be
obtained by multiplying the corresponding lower bounds of Section 4.2 by 1/8, it now suﬃces to
show that
|P(H, Ir)|
|H| 
|P(Sp2n(q), Ir)|
4|Sp2n(q)|
(29)
for all such groups H (and all Ir as in Section 4.4).
Write HS = Sp2n(q) (as in Theorem 1.3) and let Z denote the centre of GSp2n(q). Recall that all of
the elements h ∈ HS counted in Section 4.4 satisfy (|h|)2  (q − 1)2, with strict inequality in certain
cases. An element z ∈ H ∩ Z has 2-part at most (q − 1)2. So when (|h|)2 > (q − 1)2, the product hz
powers up to the same involution as h does. In particular, we have
P(HS(H ∩ Z), Ir)
|HS(H ∩ Z)| =
P(HS , Ir)
|HS |
and thus
|P(H, Ir)|
|H| 
|P(HS(H ∩ Z), Ir)|
|HS(H ∩ Z)| · |H : HS(H ∩ Z)| =
|P(HS , Ir)|
|HS | · |H : HS(H ∩ Z)| .
If (|h|)2 = (q − 1)2 then hz powers up to the same involution as h provided that (|z|)2 < (q − 1)2. By
Lemma 4.2, half the elements z ∈ H ∩ Z have this property. So in this case, and thus in all cases,
|P(H, Ir)|  |P(HS , Ir)| .|H| 2|HS | · |H : HS(H ∩ Z)|
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|H : HS (H ∩ Z)| 2.
4.6. H = SO±2n(q) or H = SO2n+1(q)
For the special orthogonal groups we have two conjugacy classes of involutions for each value
of r. Speciﬁcally, according to the last paragraph of Section 2.6, an r-cycle of sign ± corresponds to a
(−1)-eigenspace of type O±2r . We denote the associated sets of involutions by I±r , as at the beginning
of Section 1.2.
The proof of Theorem 1.5 is similar to that of Theorem 1.3. The main difference arises when H =
SO±2n(q). In these cases we must ensure that the parity of the total number of negative cycles in the
permutations in our F -conjugacy classes C is chosen correctly. As noted in Section 2.6, this number
must be even for SO+2n(q) and odd for SO
−
2n(q).
(i) Involutions in I±n in the case H = SO2n+1(q)
When HS = SO2n+1(q) in Theorem 1.5, allowing r = n in the deﬁnition of I±r yields a conjugacy
class of non-central involutions (these involutions have 1-dimensional ﬁxed-point space). We treat
this case separately, before adapting the earlier proofs to the remaining cases.
With U and πU deﬁned as in Lemma 2.3, here the relevant conjugacy class C of U is the set M ′
which πU projects onto the set M of all n-cycles in Sn . Lemma 2.3 and the fact that |M|/|Sn| = 1/n
therefore imply that the proportion of Weyl group elements corresponding to maximal tori containing
involutions in I±n is 1/(2n). These maximal tori are cyclic of order qn ∓ 1, and each of their elements
of even order powers up to an involution in I±n . So
mC  1− 1
(qn ∓ 1)2 
1
2
in Lemma 2.2, and thus |P(H, I±n )|/|H| 1/(4n) when H = HS .
(ii) I = I+r with r even
As noted above, in order to obtain involutions in I+r , the r-cycle must be taken positive. Here we
consider this case with r even.
As noted in Section 2.5, the Weyl groups of SO2n+1(q) and Sp2n(q) are the same. So when H =
SO2n+1(q) we can proceed exactly as in Section 4.4(i) (except that here the r-cycle is forced, rather
than chosen, to be positive). We therefore obtain the same estimates as for H = Sp2n(q) with r even.
For H = SO±2n(q) we also ﬁx the sign of one of the additional cycles in order to obtain the required
parity of the total number of negative cycles. According to Lemma 2.3, we must multiply the estimates
in Section 4.4(i) by 1/2 (equivalently, multiply the estimates in Section 4.2(i) by 1/4).
(iii) I = I+r with r odd or I = I−r for arbitrary r
Here we consider the remaining cases, namely the involutions in I+r with r odd, and the involu-
tions in I−r (for all r < n).
We appeal again to Lemma 2.3, deﬁning U and πU as in its statement. Recall that in Section 4.4(i)
(where H = Sp2n(q)), we counted a subset of the elements in the set M ′r = π−1U (Mr) with Mr ⊂ Sn as
in Deﬁnition 4.3. Our strategy here is similar, but we replace Mr with the set Mˆr deﬁned as follows.
Deﬁnition 4.4. For integers n and r with 1 r < n, let Mˆr ⊂ Sn be the union of conjugacy classes such
that an element of Sn is in Mˆr if and only if it contains a cycle of length r and exactly μ cycles on
the remaining n− r points, with μ ∈ {1,2,3}.
With the sign of the r-cycle ﬁxed in advance, we choose F -conjugacy classes C in Mˆ ′r = π−1U (Mˆr)
such that the following conditions are satisﬁed.
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2-parts of orders of cyclic factors of maximal tori.
Cycle q 2-part
e− 1 2
e− 3 2
o+ 1 (q − 1)2 > 2
o+ 3 2
o− 1 2
o− 3 (q + 1)2 > 2
(i) For each cyclic factor Y ′ of the corresponding maximal torus, |Y ′|2  |X |2, where X is the cyclic
factor associated with the r-cycle.
(ii) In the cases H = SO±2n(q), the parity of the total number of negative cycles is correct, namely even
for SO+2n(q) and odd for SO
−
2n(q).
This is done by controlling the signs and parities of lengths of the μ cycles in Deﬁnition 4.4. A detailed
explanation follows.
Guide to Tables 5–7 (with reference to Table 4). Our choices of cycle sign and cycle-length parity are
summarised in Tables 5–7. The generic cases, where μ > 1, are described by columns 1–8.
Column 1 describes the r-cycle: the ‘e’ or ‘o’ indicates that r is even or odd, respectively, and the
+ or − indicates that the r-cycle is positive or negative, respectively. Column 2 indicates the parity
of n, with ‘e’ and ‘o’ again meaning ‘even’ and ‘odd’. Column 3 indicates whether q is congruent to 1
or 3 modulo 4, and is left blank when the there is no need to treat these cases separately.
Columns 4–6 describe the additional μ cycles, their lengths being denoted by λ1, λ2 and λ3, with
column 6 left blank when μ = 2. The notation for columns 4 and 5 is the same as for column 1; in
column 6, + and − have the same meaning as in columns 1, 4 and 5, while the preceding 1 or 2 is
the value of λ3 (corresponding to a ﬁxed point or a transposition, respectively).
It is clear from columns 1, 4, 5 and 6 that condition (ii) above is satisﬁed. Condition (i) may be
checked in each case by referring to Table 4. Column 3 of Table 6 gives the 2-part of the order of a
maximal torus cyclic factor associated with a cycle of the type indicated in column 1, when the parity
of q (modulo 4) is as indicated in column 2. The notation is consistent with columns 1 and 3 of Tables
5–7. To verify the correctness of Table 4, recall that a cycle of length λ and sign ± corresponds to a
cyclic factor of order qλ ∓ 1, and refer to Lemma 4.2 to compute (qλ ∓ 1)2.
By condition (i) and Lemma 4.2, in each case a proportion 1/2μ+1 of the elements in Mˆr power
up to the desired involution. That is, mC  1/2μ+1 in Lemma 2.2. Also, ﬁxing the sign of each cycle
contributes an additional factor of 1/2 per cycle, for a total additional contribution of 1/2μ+1. So for
a given row, our lower bound for the proportion of the associated pre-involutions is 1/4μ+1 times
our lower bound for the proportion of permutations with the described cycle structure. Column 7
references the result of Section 3 from which the latter bound is obtained; for example, ‘3.4(5)’ means
‘inequality (5) of Lemma 3.4’.
Each bound referenced in column 7 has the form log2(n − r)/(c′r(n − r)) for some c′ . So the
resulting bounds on proportions of pre-involutions have the form
log2(n− r)
cr(n− r) , (30)
where c = 4μ+1c′ . For ease of reference, the constant c is written down in column 8. For simplicity,
the lower bound stated in Theorem 1.5(iii) is taken as (30) with c = 44 · 24 = 6144 (the largest value
appearing in column 8 of any of Tables 5–7).
Columns 9 and 10 describe the exceptional cases in which either the result referenced in col-
umn 7 does not apply, or n − r is too small to permit the cycle structure described by columns 4–6.
The exceptional values of n− r are given in column 9, with the sign of the corresponding (n− r)-cycle
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H = SO2n+1(q).
r n q λ1 λ2 λ3 Ref. c Ex. n− r ±
e− e 1 o− o− 3.4(5) 43.3
e− e 3 o+ o+ 3.4(5) 43.3
e− o 1 e− o− 3.7(17) 43.3 1 −
e− o 3 e− o+ 3.7(17) 43.3 1 +
o+ e o+ o+ 1+ 3.6(12) 44.12 1,3,5,7,9 +
o+ o o+ o+ 3.4(5) 43.3
o− e o− o− 1− 3.6(12) 44.12 1,3,5,7,9 −
o− o o− o− 3.4(5) 43.3
Table 6
H = SO+2n(q).
r n q λ1 λ2 λ3 Ref. c Ex. n− r ±
e− e 1 o− o− 2− 3.5(10) 44.12 2 −
e− e 3 o+ o+ 2− 3.5(10) 44.12 2 −
e− o 1 o− o− 1− 3.6(12) 44.12 1,3,5,7,9 −
e− o 3 e− o+ 3.7(17) 43.3 1×
o+ e o+ o+ 1+ 3.6(12) 44.12 1,3,5,7,9 +
o+ o o+ o+ 3.4(5) 43.3
o− e o− o− 1− 3.6(12) 44.12 1,3,5,7,9 −
o− o o− o− 2− 3.5(10) 44.12 2 −
Table 7
H = SO−2n(q).
r n q λ1 λ2 λ3 Ref. c Ex. n− r ±
e− e 1 o− o− 3.4(5) 43.3
e− e 3 o+ o+ 3.4(5) 43.3
e− o 1 e− o− 3.7(17) 43.3 1×
e− o 3 e− o+ 2− 3.8(22) 44.24 1,3,5 +
o+ e 1 e− o+ 3.7(17) 43.3 1 −
o+ e 3 e− o+ 3.7(17) 43.3 1×
o+ o o+ o+ 2− 3.5(10) 44.12 2 −
o− e 1 e− o− 3.7(17) 43.3 1×
o− e 3 e− o− 3.7(17) 43.3 1 +
o− o o− o− 3.4(5) 43.3
indicated in column 10. (Columns 9 and 10 are left blank if there are no exceptions to consider.)
Condition (i) can again be checked using Table 4. We take μ = 1 in these exceptional cases, introduc-
ing a factor of 1/16 into our estimates, and appeal to inequality (3) of Lemma 3.2 for the associated
proportion of permutations. So our resulting lower bound for the proportion of the associated pre-
involutions in the exceptional cases is
1
32r(n− r) . (31)
In those exceptional cases where n − r ∈ {2,3,5,7,9} (rows 5 and 7 of Table 5; rows 1, 2, 3, 5 and 7
of Table 6; rows 4 and 7 of Table 7), this implies that the corresponding lower bound of the form (30)
also holds, since c  44.12 in all such cases and 1/32 log2(x)/(44.12x) for x ∈ {2,3,5,7,9}. Thus a
lower bound of the form (30) holds in all cases except when n− r = 1.
For H = SO±2n(q) (Tables 8 and 9), the case n− r = 1, which forces μ = 1, is problematic in certain
situations where ﬁxing the parity of the (n − r)-cycle in order to satisfy condition (ii) violates condi-
tion (i). For instance, consider row 4 of Table 6. Since the r-cycle is negative, a sole additional cycle
of length n − r should also be negative, so that the total number of negative cycles is even. But then,
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row 2, since r is even), while the cyclic factor associated with the (n − r)-cycle would have 2-part
(q + 1)2 > 2 (by row 6, since n− r is odd and q ≡ 3 (mod 4)), violating (i).
In such cases we write ‘1×’ in column 9. The sign ± of the (n − r)-cycle is chosen to satisfy
condition (i) and indicated in column 10, but the proportion of elements in Mˆr which power up to
the desired involution now depends on q. Indeed, according to Lemma 4.2 with b = a − 1, mC 
1/(2(q∓ 1)2) (in Lemma 2.2) in these cases. Fixing cycle signs still contributes an additional factor of
1/4 to our estimates, and appealing again to inequality (3) of Lemma 3.2 gives
1
16(q ∓ 1)2(n− 1)
as a lower bound on the proportion of the associated pre-involutions. (In the non-problematic cases
with n − r = 1, namely those with entry ‘1’ rather than ‘1×’ in column 9, the lower bound is instead
given by (31).)
We now give a detailed example explaining how to use Tables 5–7 to obtain the lower bounds
stated in Theorem 1.5.
Example of use of Tables 5–7. Consider row 4 of Table 7. Column 1 says that r is even, and the r-cycle
is negative. Column 2 says that n is odd, so λ1 + λ2 + λ3 = n − r must be odd, which it is since λ1
and λ3 are even while λ2 is odd. Since H = SO−2n(q), the total number of negative cycles must be
odd, which it is since only the λ2-cycle is positive. So condition (ii) holds, and it remains to check
condition (i). Since r, λ1 and λ3 are all even, and the cycles of these lengths are all negative, row
2 of Table 4 says that the 2-parts of the orders of the corresponding cyclic factors are all equal to
2. By row 4 of Table 4, the 2-part of the order of the cyclic factor corresponding to the λ2-cycle is
also 2. So condition (i) holds. Now, as explained earlier, each cycle introduces a factor of 1/4 into our
estimates. So our estimate for the proportion of the corresponding pre-involutions is 1/4μ+1 = 1/256
times the right-hand side of the inequality referenced in column 7, namely (22) of Corollary 3.8. So
when n− r /∈ {1,3,5}, namely all cases except those listed in column 9, we have
|P(H, I−r )|
|H| 
log2(n− r)
6144r(n− r) . (32)
That is, the lower bound is of the form (30), with c = 44.24= 6144 as in column 8. In the exceptional
cases of column 9, namely when n− r ∈ {1,3,5}, we take μ = 1. According to column 10, we take the
(n− r)-cycle to be positive. So condition (ii) still holds because the total number of negative cycles is
still odd. As explained earlier, inequality (3) of Lemma 3.2 then implies that
|P(H, I−r )|
|H| 
1
32r(n− r)
for n− r ∈ {1,3,5}, and it follows that (32) also holds for n− r ∈ {3,5}.
4.7. SO2n+1(q) < H  GO2n+1(q) or SO±2n(q) < H  GO
±
2n(q)
We adapt the proof from Section 4.5 to show that
|P(H, I)|
|H| 
|P(HS , I)|
4(q − 1)2|HS | (33)
for all groups H with HS < H  HG with HS , HG as in one of the last two rows of Table 1 and all
conjugacy classes I of involutions considered in Theorem 1.5.
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with (|h|)2  (q − 1)2. For example, in the case of row 1 of each of Tables 5–7 (Section 4.6(iii)), the
elements h ∈ HS counted satisfy (|h|)2 = (q+1)2 = 2 < (q−1)2. So to obtain a universal lower bound,
we can only assume that 1/(q− 1)2 of the elements z ∈ H ∩ Z , where Z is the centre of HG , have the
property that hz powers up to the same involution as h. So we obtain
|P(H, I)|
|H| 
|P(HS , I)|
(q − 1)2|HS | · |H : HS(H ∩ Z)| .
Inequality (33) follows upon application of [8, Lemma 4.4], which states (in particular) that
|H : HS (H ∩ Z)| 4.
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