The best known approximation algorithm for graph MAX 
showed semidefinite programming could be used to compute the Shannon capacity of a graph, often referred to as the theta function; this is a number that lies between the size hf the maximum clique and the minimum number of colors. LOV6.SZand Schrijver [16] described a way to use semidefinite programming to estimate the value of integer programs.
In an important recent breakthrough, Goemans and
Williamson
[4] discovered an approximation algorithm for graph MAX CUT whose accuracy is significantly better than that of the previously known algorithms.
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In this paper, we propose an alternative approach.
We apply the method of Plotkin, Shmoys, and Tardos [18] program, we can restrict our attention to rank-one solutions X, i.e. solutions of the form X = UUT, where u is an n-element vector. When we make this substitution, the resulting program turns out to be equivalent to an eigenvector problem, for which we can use an approach called the power method.
The power method can exploit the sparsity of the matrix, which in turn reflects the sparsity of the graph.
Using a randomized method for selecting an initial vector, we bound the number of iterations of the power method required to find a eigenvalue solution good enough for our purposes. As a result, for fixed c, we obtain ran- The difference between our d(nm) bound and thẽ (n3"5) bound of the interior-point method is particularly striking when the graph is very sparse, i.e. m = O(n). Thus one of the key advantages of our approach is that we can provably exploit the sparsity of the input graph.
The catch, of course, is that our algorithm finds only an c-approximate solution to the semidefinite programs.
The ellipsoid method and interior-point method also find approximate solutions, but their running-times' dependence on c is much nicer. Consequently, our algorithm is useful only when one is willing to sacrifice a little in the quality of the output in order to get the solution more quickly-or when the input graph is so big
(and yet sparse) that the interior-point method would take more time than feasible. we take P to be the set of positive-semidefinite matrices X satisfying the linear inequality~ij Lij~ij = 1. To obtain an algorithm, we must supply a subroutine to find such a matrix X minimizing a weighted sum of its diagonal elements.
That is, we must find the minimizer of i i3
We show that the minimum is achieved by a rank-one matrix, a matrix X of the form uu~, where u is an 
We show that a good enough solution is obtained by taking k = O(c -1 log n). We also show that a random selection of the initial vector is sufficiently good with high probability.
Thus we obtain a fast subroutine to optimize over P. Thus one factor of c-1 in our analysis seems superfluous.
Since in each iteration the matrix output by the subroutine has the form UUT, we obtain X as the sum of such rank-one matrices:
That is,
X,j = U(lJ,IJ(l)j + . ..+~(r)iu(r)j. This time, we need to optimize over P only 0((-2 log n) times.
Thus we obtain an algorithm for the coloring semidefinite program that takes 0(c-5nrn log3 n) time.
As mentioned in Subsection 2.1, by being more clever about how we use the power method, we can probably remove one factor of f-1 in practice.
Preliminaries
All vectors in the paper are n x 1 column vectors. All matrices in this paper are n x n and symmetric. Let u and v be two vectors. Define u o v to be the dot product UTV of u and v. Let A and B be two matrices. Define A q B to be the trace of AB, which is equal tõ~< i,j<nAijBiJ.
One can easily verify that A. (uuT) = UTAU for any vector u. Let I be the identity matrix and let J be the all-one matrix. Let r be the all-one vector.
A matrix X is positive semidejinite, denoted X & O, if every eigenvalue of X is nonnegative. It is well-known that X~0 if and only if X can written as~UEu UUT, where U is a set of at most n orthogonal vectors.
Let G be a simple undirected graph of n nodes with nonnegative costs on edges. Let C be the cost matrix of G, where Cij is the cost of the edge ij of G. Since every diagonal element of X is one, we know that D q X = C q J. Therefore
Lo X= Do X-Co X= CeJCe X.
•J
The VECTOR COLORING problem is the following semidefinite program as shown in [9] . min A (4) '"t" Xi; = 1 for every 1< i < n X,j s A for every edge ij of G x~o. 
Since thk transformation is invertible, we conclude that an optimum solution to one program yields an optimum solution to the other. We can say more, however. Because the identify matrix 1 is a feasible solution to (3), the optimum value of that program is at least~~.1, which is 1/2 by our assumption about the edge costs of G. It follows that an c-optimal solutiom to (5) yields a 2c-optimal solution to (3), at least aa long as t <0.5.
More formally, let (X, A) be the~-optimal solution to (5), and let (X*, A*) the optimal solution. Let .d enote the solution to (3) corresponding to (X, A), and let X* be the optimal solution. Then we have
where the last inequality follows because~< 0.5.
For the rest of the section we focus on finding an c-optimal solution to (5).
Bounding the. values
We first give a lower bound on the optimum value based on the assumption that the sum of edge costs of G is one.
We then give an upper bound on the feasible values, which also holds for the optimal value. The algorithm depends on a parameter p that Plotkin, Shmoys, and Tardos call the width of the formulation.
The width in this case is by definition max{Xii : X c P}.
By Lemma 3, the width is at most n. Now we can describe the algorithm.
4.3
The algorithm Let C be the cost matrix for the given graph G. Let c be the given positive precision parameter. We give an algorithm that produces an c-optimal solution. The algorithm starts with finding a l-optimal initial solution (X, A). It then iteratively updates (X,~) until it is c-optimal.
In each iteration a procedure IMPROVE is called to improve the precision of (X, A). Specifically, after the kth iteration (X,~) is guaranteed to be 2-k-optimal with high probability. The algorithm VECTORMAXCUT(C, c) is as follows.
1. Scale C such that the sum of edge costs is one, and then compute L from C.
3. Let c'= 1. The procedure can stop when the following condition holds.
The procedure IMPROVE (X, A., c) is as follows.
1. Let A = Ao.
Let a = 12E-1 ln(2nc-1). Let a = c/(4cm). Let yi = eax't foreveryi=l,..., n.
Let~= DIRECTION(y, c).
If condition (8) is satisfied then
Return (X, A).
else Let X = (1 -a)x+ ai.
Let A = max{X1l, . . .. Xnn}.
It follows from the framework of Plotkin, Shmoys, and Tardos that the number of iterations is O (c-2n log n).
In the next subsection, we give an implementation of DIRECTION that takes 6(c-lrn) time. Thus we will obtain the following lemma. 
The power method
Itremains to describe DIRECTION (y, c), which produces an approximate minimizer for (7) with high probability. One can easily verify that p(y) can be achieved by a rank-one matrix UUT E P. Therefore it suffices for DIRECTION(y, c) to obtain a vector u such that (uUT), < (1+ f) P(Y).
We show that it is in fact an eigenvector problem to find a feasible matrix UUT such that (uu~)v = p(Y).
The eigenvector p(y)), then the corresponding UUT would be an coptimal minimizer for (7). Therefore t;he problem of finding an c-optimal minimizer for (7) to zero, then the RHS of (9) would be less than or equal to zero, which contradicts the fact that the LHS of (9) is nonnegative. It is known (e.g. see (131) of~60 in [19] 
VECTOR COLORING
In this section we show how to obtain an O(c) -optimal solution to (4), which we restate here for convenience. where P' = {X' : Xii = -1, -X' > O}. Let P = -P'.
Like P, P' is a convex body. T~e framework of [18] requires that we optimize over P'. Equivalently, we can optimize over P. Proof By the feasibility of (X, A) we know X~O, which implies that u~Xu~O for any vector U. If Xij > 1 for some edge ij of G, then UTXU < 0, where u is defined by
The lemma thus follows. u
5.3
The algorithm
We give an algorithm that produces an t-optimal solution. The algorithm starts with finding an initial solution (X,~). It then iteratively updates (X, A) until it is t-optimal. In each iteration a procedure IMPROVEC is called to improve the precision of (X, A). Specifically each call to IMPROVEC either reduces the value of the current solution by a factor of two or yields a solution that is near-optimal with respect to the precision parameter given to IMPROVEC. The algorithm VECTORCOLORING(G, t) is as follows. Let A be max{ X,j : ij is an edge of G}.
By Lemma 7 we know the width of ( 10) is one. It follows from the framework of [18] thi~t the number of iterations is 0(c-2 log n). Suppose G is k-colorable. It follows from Lemma 9 that DIRECTION can be implemented as VECTORMAXCUT(Y, +), which takes time d(c-3k3n log n). Therefore we obtain the following lemma. Then X is an eoptimal minimizer for (11).
Proof Let (X,~) bean optimal solution to the VEC-TOR COLORING problem (10). Since G is k-colorable, it follows from the results in [9] that A~~S -~.
By the feasibility of (X, A) we know that (13) YOXS-;YOJ.
Let X* bean optimal solution to the VECTOR MAX-CUT problem (3) corresponding to the cost matrix Y.
C2early P(Y) = Y q X*. Since X is also feasible for (3), it follows from Lemma 1 that ( •1 
