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Abstract-we present an efficient algorithm for finding the sequence of extreme vertices of a 
moving convex polyhedron P with respect to a fixed plane H. Using the spherical extreme vertex 
diagram due to the point-plane duality, we are able to find such a sequence in O(logn + & mj) 
time, where s is the number of extreme vertices in the sequence, and mj, 1 5 j 5 s, is the number 
of edges of the spherical region Svj corresponding to an extreme vertex Vj in the sequence. @ 1998 
Elsevier Science Ltd. All rights reserved. 
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1. PROBLEM DEFINITION 
The minimum Euclidean distance problem from a 3D convex object P to an infinite plane H 
can be reduced to an extreme vertex problem, i.e., identifying a vertex of P that first touches H 
when H is translated toward P. Edelsbrunner [l] was able to solve this problem in O(log n) time 
after O(n) time and space preprocessing, where n is the number of vertices in P. The efficiency 
of his method is due to an elegant data structure representing a hierarchy of convex polyhedra, 
(Po,S,..*, 5) nested in P such that PO = P, Pl is a tetrahedron, 1 = O(logn), and Pi+1 c Pi, 
for all 0 5 i c 1. In order to find the extreme point of P with respect to H, the extreme 
vertex al of the innermost polyhedron PI is first identified in O(1) time. al gives a constant 
number of candidate vertices of q-1 to check for extremity. This yields al-1 from which al-2 
can be similarly derived, and so on. It takes a constant time to move from one polyhedron to the 
next. Since 1 = O(logn), the extreme vertex a0 of P with respect to H can be found in O(logn) 
time. 
In this paper, we are concerned with a more generalized version of the extreme vertex problem 
with the object in rigid motion. Rigid motion consists of translation and rotation. Since H is a 
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fixed in&-rite plane, the extreme vertex of the object P with respect to H is translation-invariant. 
Therefore, it is sufficient to consider only rotation for our purpose. 
Let Q(t), 0 I t I 1, be a curve that gives the orientation of P at time t [2]. The single 
rotation about a unit vector u by angle B can be compactly given by a vector r = Bu, where 
u = r/llrll and 8 = ]]r]]. Let 0 I t; 5 1, i = 0,l , . . . , m, be a sequence of discrete times such that 
0 = to < tr < * * * < t, = 1. By sampling Q(ti) at carefully chosen ti’s, Q(t) can be approximated 
by a sequence of rotation vectors, (re, ri, . . . , r,,,_& where the i + lth rotation vector ri gives a 
single rotation about ri by I Jri I I r ad ians during the time intervals ti 5 t 5 ti+l [3]. 
Denoting by R+,j an orthonormal matrix representing the sequence of rotations by (r-i, ri+i, 
. . ..rj). 
Ro,i = Ri,i . Ro,i-I, 
where &,i is a single rotation given by ri. Now, our extreme vertex problem for a moving object 
can be abstracted as follows. Given a fixed infinite plane H, an object P with a composite rotation 
matrix R, and a rotation vector r, find the sequence of extreme vertices of P with respect to H 
while P, whose initial orientation is given by R, is rotated about r by llrll in a time interval [O, l] 
with a constant speed. 
In this framework, Edelsbrunner’s original problem can be viewed as a special case of our 
problem when r is a zero vector meaning no rotation at all. Although the nested polyhedral 
hierarchy gives an optimal solution for the special case, it is not apparent to adapt the hierarchy 
to our problem. We employ the notion of the Gauss sphere [4] to construct spherical extreme 
vertex diagrams for efficiently solving both the original problem and its generalized version. 
The rest of this paper is organized in the following manner. In Section 2, we explain the basic 
idea of this paper and show that an extreme vertex problem can be transformed to a spherical 
point location problem. Section 3 presents an algorithm for solving the generalized extreme vertex 
problem using the spherical extreme vertex diagram. In Section 4, we deal with two interesting 
cases of the generalized problem. Finally, we conclude this paper with some remarks in Section 5. 
2. BASIC IDEA 
It is well known that geometric duality often plays an important role in computational geom- 
etry [5,6]. In this section, we show that our extreme vertex problem can be transformed to a 
spherical point location problem on a 30 sphere due to the point-plane duality. 
Let P be a convex polyhedron which is an intersection of n half-spaces. Let the boundary of P 
consists of n convex faces, Fi, i = 1,2,. . . , n. We denote the outward unit normal vector of Fi 
by nFi for each i. Suppose that P is sufficiently apart from a fixed infinite plane H so that P 
always lies above H, which makes sense if we regard H as the surface of the ground. The unit 
normal vector of H pointing below is denoted by nH (see Figure 1). 
Figure 1. Configuration of a plane H and a polyhedron P. 
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The extreme vertex problem can be formulated as follows. Let hi be a point contained on the 
plane H. Then, the plane H is given by 
(z-hl,IlH) =o or (2, d) = (h, W, 
where (e, a) is the inner product of two vectors. It is well known that for a point p E R3, 
D(P) = (P - h 1, nH) is the signed distance of the point p from the plane (z - hl, nH) = 0 
(see [4]). The function D(p) has a positive or negative value according as the point p lies in the 
side of H pointed by nH or in its opposite side. Hence, D(q) = (ui - hl, nH) < 0 for all vertices 
wi E P. Since the extreme vertex oh of P with respect to H has the minimum distance from the 
plane H, the extreme vertex satisfies the following equation 
(Yh - h,nH) = i,~p,{l(~i - hl,WIl ,.. , 
= i=y,ymu% - hl, nw, 
where m is the number of vertices in P. It is equivalent to 
Therefore, the extreme vertex problem is to find the maximum of (z, nH) over all vertices z in P. 
This is a well-known linear programming problem [5]: given a convex polyhedron P of n faces, 
and an objective function z(z) = (z,nH), find the vertex of P that maximizes the function z(.). 
In order to find the extreme vertex efficiently, we exploit the point-plane duality. Consider a 
transformation T that maps a point p = (pi, ~2, ps) to a plane (p, z) = ~1x1 + pszs + ~32s = 1, 
and vice versa [5]. This transformation gives the dual D of the polyhedron P: every vertex uh 
of P corresponds to a face Dvh of D, and every face Fi of P does to a vertex DFi of D. Without 
loss of generality, we may assume that P contains the origin in its interior. Otherwise, we can 
always translate P and H so that the center of msss of P lies at the origin, since an extreme 
vertex with respect to H is translation-invariant. 
For convenience, we relabel the faces containing uh = (zh,i&, zh) in P so that they form a 
cycle (Fh,o,Fh,l, . . . , Fh,k-l), i.e., Fh,j, and F hf+l for 0 I j < k share an edge of P, where the 
second subscripts are taken modulo k. 2)h is transformed to a plane 
(uh, z) = zhzl + Yh%? + zh,23 = 1. 
Since nFh,j is the unit normal vector of Fh,j of P, the plane containing Fh,j is given by 
(nFh,j, z) = &,j or 
where dh,j is the distance to the face Fh,j from the origin. Since uh is a vertex of Fh,j, 
That is, DFh,j = nFh,j/dh,j is contained in the plane (uh,z) = 1. In fact, DFh,j is a vertex 
of DZlh corresponding to Fh,j of P [5]. Furthermore, 
That is, the convex polygon DtI), corresponding to a vertex Vh of P is contained in the plane 
(V)h, z) = 1 whose distance from the origin is l/]]vh]]. In general, the transformation T maps a 
58 H. S. KIM et al. 
Figure 2. Point-plane duality and projections. 
point p at distance d from the origin to the hyper-plane at distance l/d from the origin, that 
is perpendicular to the ray emanating from the origin and passing through p. It is well known 
that D is also a convex polyhedron containing the origin in its interior. Moreover, Dvh is a 
convex polygon for each vertex Vh of P. 
Due to the point-plane duality, DFh,j’s are the vertices of the convex polygon Dvh, and the 
line segment DEh,j joining two vertices, DFh,j and DF , hJ+l, is an edge of DVh. h shown in 
Figure 2, the ray from the origin to DFh,j intersects the Gauss sphere at nFh,j. Therefore, Dvh is 
projected onto the sphere as a spherical region S,,, whose boundary can be represented by a cycle 
of spherical points and edges (n&,0, S&,0, nFh,l, sEh,l, . . . , nFh,k_l, SEh,k-l, nFh,o), where 
each spherical edge SEh,j, 0 5 j < k, is a segment of a great circle joining nFh,j and nFh,j+l. 
We call S,,, a spherical extreme vertex region corresponding to uh. The spherical regions S,,, for 
all vh E P give rise to a partition of the Gauss sphere. This partition is said to be a spherical 
extreme vertex diagram. Using this diagram, we can easily transform the linear programming 
problem to a spherical point location problem due to the following result [5]. 
LEMMA 1. The linear programming problem is equivalent to the following ray shooting problem. 
Given a ray R emanating from the origin in the direction given by nH, find the dual face Dvh 
of D that is intersected by this ray. 
In order to find the dual face Dvh efficiently, we utilize the spherical extreme vertex diagram 
that is the projection of D onto the Gauss sphere [7]. If the ray R passing through nH intersects 
a dual face DVh, then R also intersects the spherical region S,,, corresponding to DVh at nH. 
That is, nH is contained in the region S,,,. Hence, the ray shooting problem can be transformed 
to a spherical point location problem for the spherical diagram. The point location problem can 
be solved in @log n) time [7]. If nH coincides with a vertex nFh,j of the spherical extreme vertex 
diagram, then the plane H is parallel to the face Fh,j of P. That is, all of the vertices of Fh,j 
are the extreme vertices of P with respect to H. If nH lies on the common great circle arc of 
two spherical extreme vertex regions Svh and SVj, then both vertices ?& and vj corresponding 
to the regions are the extreme vertices of P. Moreover, if nH is contained in the interior of a 
spherical extreme vertex region SVh, then its corresponding vertex 211, is the extreme vertex of P 
with respect to H. Hence, we can find an extreme vertex of P with respect to H by solving the 
spherical point location problem after constructing the spherical extreme vertex diagram. 
3. ALGORITHM AND ANALYSIS 
The spherical extreme vertex diagram also plays a central role to solve our generaliied problem: 
given a fixed infinite plane H, an object P with a composite rotation matrix R, and a rotation 
vector r, find the sequence of extreme vertices of P with respect to H, while P with its initial 
orientation given by R is rotated about r by ) 1 11 r in a time interval [0, l] with a constant speed. 
While H is fixed, P rotates about r by I/r]]. Every extreme vertex of P with respect to H is 
dependent on the relative orientation of P to H. Therefore, we can fix P and rotate H about -r 
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by ( IrlI for our purpose. Without loss of generality, we assume that H moves around P, hereafter. 
Under this assumption, nH moves and nF”s are fixed. The rotation of H for 0 5 t 5 1 gives a 
curve H(t) representing H at time t and its orientation path nH(t). 
Clearly, the initial orientation nH(0) is R-’ - nH, that is a unit vector corresponding to a point 
on the Gauss sphere. Since thii point rotates about -r, nH(t) for 0 5 t 5 1 generates a path on 
the sphere, that is a circular arc. This path crosses over a sequence of spherical extreme vertex 
regions. While the path is intersecting a spherical extreme vertex region S,,,,, its corresponding 
vertex vh is the extreme vertex of P with respect to H. Hence, we need to find the sequence of 
all time instances at which the path makes a transverse from a region to another. 
We first determine the extreme vertex region, S,,, , that contains nH(0) and then trace d(t) on 
the Gauss sphere to compute the sequence of all time instances. Let B = (bs, br, 4,. . . , bs_l, b,) 
be the sequence of points such that nH(t) leaves SVj, 1 5 j 5 s - 1, bo = nH(O), and b, = nH(l). 
Notice that every pair of adjacent points in the sequence B are distinct. S,, can be found in 
O(logn) time by solving the point location problem for the query point nH(0) against the 
spherical extreme vertex diagram. We scan every edge of S,,, to compute the time at which 
nH(t) first intersects the boundary of S,,. If nH(t) does not intersect any edge, then it stays 
on Sv,, for all 0 5 t 5 1, i.e., B = (bc). Otherwise, nH(t) leaves Sv, through the intersection 
point bi to enter the next region S,,,. In general, let Svj be the j + lth region intersecting nH(t) 
during time interval [tj,, ti), where tje and { are the times to enter and to leave S,,j, respectively. 
Clearly, t, - t, j j+’ if nH(t) intersects the boundary of S~j after tj,. #+l is the time at which 
nH(t) first intersects the boundary of Svj+l after tje+‘. For convenience, we set tf = 0, and 
tf = 1. Moreover, if nH(t) just touches an edge of S,,j for some 1 5 j 5 s but does not enter its 
interior, then tje = ( and thus the internal [ti, #] degenerates to a time instance. 
Now, we describe how to compute the intersection of nH(t) and an edge of each spherical region. 
Let Al be an arc of a circle Cr, which is nH(t), and let Az be an arc of a great circle Cz, which 
represents an edge of spherical regions. Consider two planes PI and Pz containing Ci and Cz, 
respectively. Without loss of generality, we can assume that PI is the zy-plane. Thus, Ci is 
represented by an implicit form: z2 + y 2 - T 2. If PI and Pz are parallel, then two arcs Al and A2 
does not intersect each other. Otherwise, there is an intersection line L on the zy-plane. We 
may represent L by y = mz + 6. If the distance of L from the 20 origin is greater than r, then 
the circles Ci and Cz do not intersect each other, and thus A1 and Az do not, either. Otherwise, 
there are at most two intersection points of L with Ci. The points can, in constant time, be 
computed by solving the following simultaneous equations: y = mz + b and z2 + y2 = r2. Let q1 
and qz be such intersection points. The points are candidates for the intersection points of A1 
and AZ. Hence, it is sufficient to check whether at least one of q1 and q2 belongs to both Al 
and Az. Therefore, their intersection can geometrically be obtained in constant time. Hence, the 
following result is immediate. 
LEMMA 2. It takes O(logn + C,“=, mj) time to compute the sequence of all time instances at 
which nH(t) intersects the boundaries of the spherical extreme vertex regions. 
Given B = (bc,bi,bz,. . . , b,) and its corresponding sequence of time intervals T = ([ti, tt), 
rt:,t:>, -. .7 [Wfl), we characterize the solution of the generalized extreme vertex problem, i.e., 
the sequence of all extreme vertices of P with respect to H. The sequence of all extreme ver- 
tices can compactly be represented as an ordered list of sets, denoted by EV = (EVl, EVl,2, 
EV2, EV2,3, . . . , EVS-l,s, El!,). Each EVj, 1 5 j 5 s, contains the extreme vertex uj correspond- 
ing to S,,j while r&(t) stays at SVj for tj, < t < 4. Each EVj,j+l, 1 < j 5 s - 1, is the set 
of extreme vertices at the time instance # when nH(t) leaves SVj. If bj = nH(tf) lies on the 
common edge of S,,j and S,,j+l, then EVj,j+l is the set of Vj and uj+ir i.e., EVj,j+l = {vj+j+l}. 
Moreover, if bj = nH($) coincides with a vertex nFi of Svj, then EVj,j+l is the set of all vertices 
of the corresponding face Fi. If 11r11 2 27r, i.e., H rotates about -r more than once, then EV 
is partially or completely repeated. Without loss of generality, we assume that llrll 5 2n. Oth- 
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e&se, we can always extend EV by cyclically repeating the vertices in EV. We also assume 
that P does not hit H. This can easily be checked by examining if the current extreme vertex is 
below H. 
Now, we are ready to give how to solve our generalized extreme vertex problem in O(logn + 
& mj) time. By Lemma 2, we obtain T = ([ti, tl), [tz, t:), . . . , [tz, tfj) in O(logn+& m$) 
time. For each time interval [ti, tf), EVj and EVj,j+r can be constructed in 0( 1) time. Therefore, 
it takes O(s) time to find EV = (EVr, E&,2, EV2, . . . , E&._I,~, EV,). Hence, the result follows 
immediately. 
THEOREM 1. The sequence EV of all extreme vertices of a moving polyhedron P with respect 
to H can be found in O(log n + C,“=, mj) time, where s is the number of extreme vertices in EV, 
and mj is the number of edges of the spherical region Sj corresponding to an extreme vertex vj 
in the sequence. 
4. DISCUSSION 
In our algorithm, the time to construct two lists B and T dominates the others since we scan 
every edge of S,,. to check its possible intersection with nH(t). We give two interesting cases 
in which it is extremely efficient to compute B and T. If the rotation axis r is parallel to the 
plane H, i.e., nH(0) is orthogonal to r, then the path nH(t) is a segment of a great circle. By 
projecting both S,j and nH(t) f rom the origin to the plane containing Dvj, SVj, and nH(t) 
become a convex polygon DVj and a line segment. Therefore, their intersection on the plane 
can be computed in O(logmj) time [5,6]. By inversely projecting this intersection back onto the 
Gauss sphere, the intersection between S,,j and nH(t) can be obtained. Hence, the following 
result is immediate. 
COROLLARY 1. If the rotation axis r is parallel to the plane H, then it takes O(logn + Cg=, 
logmj) time to compute the sequence of all extreme vertices of P with respect to H. 
Now, consider the polyhedron P whose vertex degree is bounded above by a constant c, i.e., 
deg(vi) 5 c for all vertices vi E P. By the point-plane duality, the number of edges in the dual 
face Dvi corresponding to vi is the same as the degree of vi. Hence, the number rni of edges 
in Dvi is smaller than c. For each spherical region Sj, e can be computed in O(c) time. Hence, 
we have the following output-sensitive result. 
COROLLARY 2. If the degree of each vertex vi in P, deg(vJ, is bounded above by a constant c, 
then the sequence EV can be computed in O(log n + c s) time, where s is the number of extreme 
vertices in the sequence. 
5. CONCLUDING REMARKS 
We solve the extreme vertex problem of a translating polyhedron with respect to a fixed plane 
by transforming the problem to a point-location problem. It is accomplished by constructing 
the spherical extreme vertex diagram of the convex polyhedron in linear time. We extend this 
approach to efficiently solve the generalized version of the extreme vertex problem, where the 
polyhedron rotates about a fixed axis. We finally pose a new interesting problem. Solve the 
generalized problem in an output-sensitive way. 
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