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Abstract
We give necessary and sufficient conditions on the Fourier transform of a generator function of a
principal shift-invariant subspace of L2(Rd ) providing density order α. Our starting point is a paper by de
Boor, DeVore, and Ron [C. de Boor, R.A. DeVore, A. Ron, Approximation from shift-invariant subspaces
of L2(Rd ), Trans. Amer. Math. Soc. 341 (2) (1994) 787–806] and the new conditions that we present
here involve the classical notion of the point of approximate continuity. In addition, we study properties of
the approximation of a shift-invariant subspace of L2(Rd ) when it is dilated by a diagonalizable expansive
linear map A. Indeed, we present a necessary and sufficient condition on a principal shift-invariant subspace
such that its union with itself dilated by integer powers of A is dense in L2(Rd ).
c⃝ 2012 Elsevier Inc. All rights reserved.
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1. Introduction
The aim of this paper is to study properties of the approximation of shift-invariant subspaces
in L2(Rd) focusing on the notions of approximation order and density order.
The sets of the natural numbers, the integers, and the real and complex numbers will be
denoted by N,Z,R and C respectively. Moreover, Td = Rd/Zd , d ≥ 1, or, with some abuse
of notation, we will understand Td = [0, 1)d . The L p(Rd), 1 ≤ p ≤ ∞, or L p(E), where
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E ⊂ Rd is a measurable set, denote the corresponding standard Lebesgue spaces of complex-
valued measurable functions. Moreover, if we write f ∈ L p(Td) we will also mean that f is
defined on the whole space Rd as a Zd -periodic function.
A set S ⊂ L2(Rd) is called shift-invariant if f ∈ S implies that f (· − k) ∈ S for every
k ∈ Zd . Let φ ∈ L2(Rd); then
S(φ) = span{φ(· − k) : k ∈ Zd},
where the closure is in L2(Rd), is called a principal shift-invariant space.
We are interested in properties of a φ ∈ L2(Rd) such that S(φ) provides density order α
because, for instance, it plays an important role in wavelet approximation and multiresolution
analysis. Our starting point is a paper by de Boor et al. [14]. Moreover, the present manuscript
relies on results given by Jetter [22] and by Bownik and Rzeszotnik [3]. Our properties are
presented on the Fourier transform side.
We adopt the convention that the Fourier transform of a function f ∈ L1(Rd) ∩ L2(Rd) is
defined by
f (y) = 
Rd
f (x)e−2π ix·ydx.
Let us write the definitions of the approximation order and density order. Given S a closed
shift-invariant subspace of L2(Rd) and given h ∈ R \ {0} we define
Sh = { f (·/h) : f ∈ S}.
Associated with a closed subspace S of L2(Rd) and a function f ∈ L2(Rd), the approximation
error is
E( f, S) = min{∥ f − g∥L2(Rd ) : g ∈ S} = ∥ f − PS( f )∥L2(Rd ),
where PS( f ) denotes the orthogonal projection of f onto S.
Given a non-negative real number α,
Wα2 (R
d) = { f ∈ L2(Rd) : ∥ f ∥Wα2 (Rd ) := ∥(1+ | · |)
α f ∥L2(Rd ) <∞}.
Definition 1.1. Given α ≥ 0, it is said that a closed shift-invariant subspace S of L2(Rd) provides
approximation order α if there exists a constant C > 0 such that
E( f, Sh) ≤ Chα∥ f ∥Wα2 (Rd ), ∀ f ∈ W
α
2 (R
d), ∀h > 0. (1)
Definition 1.2. Given α ≥ 0, it is said that a closed shift-invariant subspace S of L2(Rd) provides
density order α if (1) holds and
lim
h→0+
E( f, Sh)
hα
= 0 ∀ f ∈ Wα2 (Rd).
Given f : Rn → C a measurable function, then supp( f ) = {x ∈ Rn : f (x) ≠ 0}. The sets are
defined modulo a null measurable set and we understand some equations as almost everywhere on
Rd or Td . Moreover we consider 00 = 0 or 0 10 = 0 in the expressions where such indeterminacy
appears.
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For a given φ ∈ L2(Rn) and α ≥ 0, set
[φ,φ](t) = 
k∈Zn
|φ(t+ k)|2, Nφ = {t ∈ Rd : [φ,φ](t) = 0}
and
Φφ,α(t) =
|t|−α

1− |φ(t)|2[φ,φ](t)
1/2
if t ≠ 0
0 if t = 0.
The following characterizations of the principal shift-invariant subspace which provide
approximate order α and density order α were proved in the paper by de Boor et al. [14].
Theorem A. The principal shift-invariant subspace S(φ) of L2(Rd) provides approximation
order α > 0 if and only if | · |−α(1− |φ|2[φ,φ] )1/2 is in L∞([−1/2, 1/2]d).
Theorem B. The principal shift-invariant subspace S(φ) of L2(Rd) provides density order
α ≥ 0 if and only if | · |−α(1− |φ|2[φ,φ] )1/2 is in L∞([−1/2, 1/2]d) and
lim
h→0 h
−d

[−h/2,h/2]d
|t|−2α

1− |φ(t)|2[φ,φ](t)

dt = 0.
Note that a characterization of shift-invariant subspaces in L2(Rd) (not necessarily principal
shift-invariant subspaces) which provide approximation order α and density order α were also
proved in [14]. For when a shift-invariant subspace in L2(Rd) is finitely generated, related
results on approximation order have appeared in [15], and further, a characterization of the
approximation order using conditions on the Fourier transform of the generators of the subspace
was proved in [16]. In the paper by Jetter [22], a study on multivariate approximation is realized
by cardinal interpolation, and in particular, a characterization of shift-invariant subspaces in
L2(Rd) which provide approximation order α in terms of the fundamental interpolant was
proved. Necessary and sufficient conditions on shift-invariant subspaces in L2(Rd) which
provide approximation order α are obtained using a projection method of Jetter and Zhou [23].
Afterwards, in the paper by Bownik and Rzeszotnik [3], Theorem 2.10 gave a characterization
of shift-invariant subspaces of L2(Rd) which provide approximation order α and density order
α in terms of the spectral function.
This paper is organized as follows. In Section 2 we give necessary and sufficient conditions
on the Fourier transform of a function φ ∈ L2(Rd) such that S(φ) provides density order α ≥ 0.
Section 3 is devoted to studying properties of the approximation of a shift-invariant subspace of
L2(Rd) when that is dilated by powers of a diagonalizable expansive linear map A. Finally, in
Section 4, we prove a necessary and sufficient condition on the Fourier transform of a function
φ ∈ L2(Rd) such that ∪ j∈Z{ f (A j ·) : f ∈ S(φ)} is dense in L2(Rd).
2. Density order
We give necessary and sufficient conditions on the Fourier transform of a function φ ∈ L2(Rd)
such that the principal shift-invariant subspace S(φ) provides density order α ≥ 0. These
conditions involve the classical notion of the point of approximate continuity.
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Given r > 0, we will define Br (y) = {x ∈ Rd : |x − y| < r}, and will write Br if y is
the origin. For a set E ⊂ Rd we will define Ec = Rd \ E . Moreover, for a point y ∈ Rd then
y + E = {y + x : for x ∈ E}. We will consider that the sets E ⊂ Rd are Lebesgue measurable
and the Lebesgue measure of E ⊂ Rd will be denoted as |E |d .
Definition 2.1. Let y ∈ Rd ; we will say that y is a point of density for a set E ⊂ Rd , |E |d > 0, if
lim
r→0
|E ∩ Br (y)|d
|Br (y)|d = 1.
Definition 2.2. Let f : Rd −→ C be a measurable function. We say that y ∈ Rd is a point of
approximate continuity of the function f if there exists E ⊂ Rd , |E |d > 0, such that y is a point
of density for the set E and
lim
x→y
x∈E
f (x) = f (y).
We prove the following.
Theorem 2.1. Let φ ∈ L2(Rd). Then S(φ) provides density order α ≥ 0 if and only if Φφ,α is
in L∞(Rd) and the origin is a point of approximate continuity of Φφ,α .
Theorem 2.1 follows immediately by Theorem B and Proposition 2.1.
Proposition 2.1. Let M > 0 and let f : Rd → R be a measurable function such that f (0) = 0
and 0 ≤ f (x) ≤ M a.e. Then, the following conditions are equivalent.
(i)
lim
h→0+
1
hd

[−h/2,h/2]d
f (x)dx = 0.
(ii) The origin is a point of approximate continuity of f .
Proof. Let us prove (i) H⇒ (ii). Assume that (ii) is not true; then there exist ε0 > 0 and
{h j }∞j=1, h j > h j+1 > 0, such that h j → 0 as j →∞ and
|Γh j |d = |{x ∈ Bh j : f (x) ≥ ε0}|d ≥ ε0|Bh j |d = ε0hdj |B1|d .
Thus, taking into account that f (x) ≥ 0 a.e., we have
1
(2h j )d

[−h j ,h j ]d
f (x)dx ≥ 1
(2h j )d

Γh j
f (x)dx ≥ 1
(2h j )d
ε20h
d
j |B1|d =
|B1|d
2d
ε20.
Hence, we get a contradiction with (i).
We prove (ii) H⇒ (i). Let ε > 0 and let ε1 = min

2dε
2dd M |B1|d ,
2dε
2dd |B1|d

. By hypothesis, there
exists 0 < h0 such that if 0 < h < h0 then
|Γdh |d = |{x ∈ Bdh : f (x) ≥ ε1}|d < ε1|Bdh |d = ε1(dh)d |B1|d .
Thus
1
(2h)d

[−h,h]d
f (x)dx ≤ 1
(2h)d

Bdh\Γdh
f (x)dx+ 1
(2h)d

Γdh
f (x)dx
<
1
(2h)d
(ε1(dh)
d |B1|d + Mε1(dh)d |B1|d) ≤ ε. 
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3. Subspaces dilated by a diagonalizable expansive linear map
We study properties of the approximation of a principal shift-invariant subspace of L2(Rd)
when that is dilated by integer powers of a diagonalizable expansive linear map A. We place
emphasis on those related to the notions of approximation order and density order.
For the context where the dilation is a general expansive linear map, the notion of
approximation order was investigated by Jia [24] for a compactly supported refinable function
in L p(Rd). In particular, for when the dilation is also isotropic, [24] contains a discussion on
the relationship between the order of approximation and smoothness properties of a refinable
function. Under extra assumptions on a refinable finite set of generators of a shift-invariant
subspace in L2(Rd), de Boor et al. [16] find conditions on the mask of such generators
such that the subspace provides approximation order α. Chen and Zheng [6] obtain the
optimal approximation order in L p(Rd) by quasi-interpolation. Afterwards, Jia [25] studied
approximation properties of finitely generated subspaces scaled by an isotropic expansive
linear map in some spaces. Indeed, it is shown that quasi-projection operators induce good
approximation schemes.
With some abuse of notation, given a linear map A : Rd −→ Rd we also denote by A the
corresponding matrix associated with the canonical basis. Moreover, we write dA = | det A|
and the adjoint of the linear map A is denoted by A∗. When we write λA and ΛA we mean the
smallest and the biggest absolute values of the eigenvalues of A respectively. Given a measurable
set E ⊂ Rd , then A(E) = {A(x) : x ∈ E} and the volume of E changes under A according to
|AE |d = dA|E |d . Recall that a linear map A is said to be expansive if all (complex) eigenvalues
of A have absolute value greater than 1. If A is a corresponding matrix of an expansive linear
map, then obviously dA > 1. It is said that a diagonalizable linear map A is isotropic if all
(complex) eigenvalues of A have the same absolute value.
Given an expansive linear map A : Rd −→ Rd , let R = sup{r > 0 : ∞l=0(A∗)−l(Br ) ⊂[−1/2, 1/2]d}, where Br = {x ∈ Rd : |x| ≤ r}. We will write G A = ∞l=0(A∗)−l(BR) and
observe that G A ⊂ [−1/2, 1/2]d .
For a j ∈ Z, the dilation operator D jA is defined on L2(Rd) by
D jA f (t) = d j/2A f (A j t).
In addition, given a shift-invariant subspace S of L2(Rd),
D jA(S) = {d j/2A f (A j t) : f ∈ S}.
We introduce the following two definitions.
Definition 3.1. Given α ≥ 0 and given a diagonalizable expansive linear map A : Rd → Rd , it
is said that a closed shift-invariant subspace S of L2(Rd) provides A-approximation order α if
there exists a constant C > 0 such that
E( f, D jA(S)) ≤ Cλ− jαA ∥ f ∥Wα2 (Rd ), ∀ f ∈ W
α
2 (R
d), ∀ j ∈ N. (2)
Definition 3.2. Given α ≥ 0 and given a diagonalizable expansive linear map A : Rd → Rd ,
it is said that a closed shift-invariant subspace S of L2(Rd) provides A-density order α if (2)
holds and
lim
j→∞ λ
jα
A E( f, D
j
A(S)) = 0 ∀ f ∈ Wα2 (Rd).
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We will show necessary conditions on the Fourier transform of a function φ ∈ L2(Rd) such
that S(φ) provides A-approximation order α, and also, A-density order α. In addition, we will
show sufficient conditions and we will observe that when A is isotropic those necessary and
sufficient conditions coincide. Our conditions involve the notion of A-approximate continuity.
The following definitions were introduced in [9].
Definition 3.3. Let A : Rd → Rd be an expansive linear map. We will say that y ∈ Rd is a point
of A-density for a set E ⊂ Rn, |E |d > 0, if for any r > 0,
lim
j→∞
|E ∩ (A− j Br + y)|d
|A− j Br |d = 1. (3)
Definition 3.4. Let A : Rd → Rd be an expansive linear map and let f : Rd −→ C be a
measurable function. We say that y ∈ Rd is a point of A-approximate continuity of the function
f if there exists E ⊂ Rd , |E |d > 0, such that y is a point of A-density for the set E and
lim
x→y
x∈E
f (x) = f (y).
Remark 1. If A : Rd → Rd is an isotropic diagonalizable expansive linear map, then the notion
of A-approximate continuity coincides with the notion of approximate continuity.
According to Proposition 8 in the joint paper with Re´ve´sz [34] the definition of point of
A-density remains equivalent if we write a measurable set K ⊂ Rd such that Br1 ⊂ K ⊂ Br2 for
r1, r2 > 0 in (3), instead of Br for any r > 0. Thus, the following proposition can be proved in
an analogous way to Proposition 2.1. That is why we do not write out the details of the proof.
Proposition 3.1. Let A : Rd → Rd be an expansive linear map and let K ⊂ Rd be a measurable
set such that Br1 ⊂ K ⊂ Br2 where r1, r2 > 0. Moreover, let f : Rd → R be a measurable
function such that f (0) = 0 and 0 ≤ f (x) ≤ M a.e. where M > 0. Then, the following
conditions are equivalent.
(i)
lim
j→∞
1
|A− j (K )|d

A− j (K )
f (x)dx = 0.
(ii) The origin is a point of A-approximate continuity of f .
A key tool in our study is the notion of a frame. The theory of frames was introduced by
Duffin and Schaeffer [17]. A sequence {φn}∞n=1 of elements in a separable Hilbert space H is a
frame for H if there exist constants C1,C2 > 0 such that
C1∥h∥2 ≤
∞
n=1
|⟨h, φn⟩|2 ≤ C2∥h∥2, ∀h ∈ H.
The constants C1 and C2 are called frame bounds and ⟨·, ·⟩ denotes the inner product on H.
Recall that a frame is a complete set of elements in H. A frame {φn}∞n=1 is tight if we can choose
C1 = C2, and if C1 = C2 = 1 we will call the frame a Parseval frame.
The following lemma shows that principal shift-invariant subspaces may be generated by a
Parseval frame of translates of a single function. It can be found in an implicit form in the paper
by de Boor et al. [15].
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Lemma C. Let φ ∈ L2(Rd); then the system {ϕ(x − k) : k ∈ Zd} is a Parseval frame for S(φ),
where ϕ ∈ L2(Rd) is the function defined by ϕ = φ · ([φ,φ])−1/2.
In that follows, given φ ∈ L2(Rd) we will denote by ϕφ ∈ L2(Rd), or simply ϕ, the function
defined byϕφ = φ · ([φ,φ])−1/2.
We have the following inequalities.
Lemma 3.1. Let A : Rd → Rd be an invertible linear map and σ1 ≥ σ2 ≥ · · · ≥ σd > 0 be the
singular values of A. For any vector norm ∥ · ∥ on Rd , there exist two positive constants L and
Q such that
Lσ jd ∥x∥ ≤ ∥A j (x)∥ ≤ Qσ j1 ∥x∥ ∀x ∈ Rd ∀ j ∈ N (4)
and
Lσ− j1 ∥x∥ ≤ ∥A− j (x)∥ ≤ Qσ− jd ∥x∥ ∀x ∈ Rd , ∀ j ∈ N. (5)
Proof. Let us prove (4). By the singular value decomposition, there exist two orthonormal bases
B1 = {u1, . . . ,ud} and B2 = {v1, . . . , vd} of Rd (with respect to the standard inner product)
such that
A(u j ) = σ j v j , j = 1, . . . , d.
Given x ∈ Rd , we write x = dj=1 a j u j with a j ∈ R. Since B1 and B2 are orthonormal bases
of Rd , we have
∥x∥22 =
d
j=1
|a j |2 and ∥A(x)∥22 =
 d
j=1
σ j a j v j

2
2
=
d
j=1
σ 2j |a j |2,
where ∥x∥2 denotes the Euclidean norm in Rd of x. Then
σd∥x∥2 ≤ ∥A(x)∥2 ≤ σ1∥x∥2.
Further, given j ∈ N,
σ
j
d ∥x∥2 ≤ σd∥A j−1(x)∥2 ≤ ∥A j (x)∥2 ≤ σ1∥A j−1(x)∥2 ≤ σ j1 ∥x∥2. (6)
Finally, since any two norms in Rd are equivalent and by (6), the inequalities in (4) follow.
The condition (5) may be proved in an analogous way. 
If in Lemma 3.1 we also assume that A is diagonalizable, we have the following inequalities.
Note that for when A is isotropic, the following lemma was proved in the paper by Jia [24]. In
fact, the version that we show here may be proved in an analogous way; that is why we do not
write out the details of the proof.
Lemma 3.2. Let A : Rd → Rd be a diagonalizable invertible linear map. For any vector norm
∥ · ∥ on Rd , there exist two positive constants L and Q such that
Lλ jA∥x∥ ≤ ∥A j (x)∥ ≤ QΛ jA∥x∥ ∀x ∈ Rd ∀ j ∈ N (7)
and
LΛ− jA ∥x∥ ≤ ∥A− j (x)∥ ≤ Qλ− jA ∥x∥ ∀x ∈ Rd , ∀ j ∈ N. (8)
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Note that the singular values of a normal matrix A, i.e. AA∗ = A∗A, are just the absolute
values of its eigenvalues. As a general reference regarding linear algebra, we refer the reader
to [21].
From here to the end, if we write ∥ · ∥2 or simply ∥ · ∥ we mean the Euclidean norm in Rd .
Moreover, if we write L or Q we mean two constants 0 < L < 1 and Q > 1 satisfying the
corresponding inequalities in (7) and (8) when the adjoint linear map A∗ of a given A and the
Euclidean norm in Rd are considered.
For our purpose in this section, we focus on E( f, D jA S(φ))where φ ∈ L2(Rd), α ≥ 0, j ∈ N,
f ∈ Wα2 (Rd) and a diagonalizable expansive linear map A : Rd → Rd are given.
A first observation is that after a corresponding change of variable we have
E( f, D jA S(φ)) = E(D− jA f, S(φ)). (9)
Moreover, letting g j ∈ L2(Rd) be defined by g j = f χA∗ j (G A), then
E( f, D jA S(φ)) = ∥ f − PD jA S(φ)( f )∥ ≤ 2∥
f − g j∥ + ∥g j − PD jA S(φ)(g j )∥
= 2∥(1− χ(A∗) j (G A))f ∥ + ∥g j − PD jA S(φ)(g j )∥. (10)
The following two lemmas relate to the summation in (10).
Lemma 3.3. Let α ≥ 0 and j ∈ N, and take a non-trivial f ∈ Wα2 (Rd). Then there exists C > 0
such that
∥(1− χ(A∗) j (G A))f ∥ ≤ Cκ f, jλ− jαA ∥ f ∥Wα2 (Rd ),
where κ f, j is the non-negative constant such that
κ2f, j = ∥ f ∥−2Wα2 (Rd )

Rd\(A∗) j (G A)
(1+ |t|)2α|f (t)|2dt.
Indeed, κ f, j ≤ 1 and lim j→∞ κ f, j = 0.
Proof. By hypothesis, h(·) = (1 + | · |)α f (·) belongs to L2(Rd) and ∥h∥L2(Rd ) = ∥ f ∥Wα2 (Rd ).
Then,
∥(1− χ(A∗) j (G A))f ∥2L2(Rd ) = Rd\(A∗) j (G A) |f (t)|2dt =

Rd\(A∗) j (G A)
|h(t)|2
(1+ |t|)2α dt.
Further, since BR ⊂ G A we have
∥(1− χ(A∗) j (G A))f ∥2L2(Rd ) ≤ (LR)−2αλ−2 jαA Rd\(A∗) j (G A) |h(t)|2dt
= (LR)−2ακ2f, jλ−2 jαA ∥h∥2L2(Rd )
where
κ2f, j = ∥h∥−2L2(Rd )

Rd\(A∗) j (G A)
|h(t)|2dt. 
Lemma 3.4. Let A : Rd → Rd be a diagonalizable expansive linear map, let α ≥ 0 and j ∈ N,
and take a non-trivial f ∈ Wα2 (Rd) and φ ∈ L2(Rd). In addition, let g j ∈ L2(Rd) be defined
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by g j = f χA∗ j (G A). Then
E(g j , D
j
A S(φ))
2 =

(A∗) j (G A)
|f (t)|2(1− |ϕφ((A∗)− j t)|2)dt.
Proof. By (9) and according to Lemma C, we have
E(g j , D
j
A S(φ))
2 = E(D− jA g j , S(φ))2 = ∥D− jA g j∥2L2(Rd ) − ∥PS(φ)(D− jA g j )∥2L2(Rd )
= ∥D− jA g j∥2L2(Rd ) −

k∈Zd
|⟨D− jA g j (·), ϕ(· − k)⟩|2
= d jA

Rd
|g j (A∗ j t)|2dt− 
k∈Zd

G A
d j/2A f (A∗ j t)ϕ(t)e2πk·tdt2 .
Since G A ⊂ [−1/2, 1/2]d , the sum over k ∈ Zd in the last line above may be interpreted as the
sum of the squares of the kth Fourier coefficients of the function d j/2A f (A∗ j t)ϕ(t)χG A (t). Thus
E(g j , D
j
A S(φ))
2 = d jA

G A
|f (A∗ j t)|2dt− d jA 
G A
|f (A∗ j t)ϕ(t)|2dt
=

(A∗ j )(G A)
|f (s)|2(1− |ϕ((A∗)− j (s))|2)ds (11)
where the last equality is true after the change of variable t = (A∗)− j (s). 
The following proposition shows a sufficient condition on a φ ∈ L2(Rd) such that S(φ) provides
A-approximation order α.
Proposition 3.2. Let A : Rd → Rd be a diagonalizable expansive linear map, α > 0 and
φ ∈ L2(Rd) such that Φφ,α is in L∞(Rd). Then S(φ) provides A-approximation order α.
Proof. According to (10) and Lemma 3.3, it is enough if we prove that there exists a constant
C > 0 such that
E(g j , D
j
A(S(φ))) ≤ Cλ− jαA ∥ f ∥Wα2 (Rd ), ∀ f ∈ W
α
2 (R
d), ∀ j ∈ N,
where the auxiliary function g j is defined by g j = f χA∗ j (G A).
Letting f ∈ Wα2 (Rd) and j ∈ N, by Lemma 3.4 we obtain
E(g j , D
j
A S(φ))
2 =

A∗ j (G A)
|h(t)|2 1− |ϕ((A∗)− j (t))|2
(1+ |t|)2α dt
≤

A∗ j (G A)
|h(t)|2 1− |ϕ((A∗)− j (t))|2
(1+ Lλ jA|(A∗)− j t|)2α
dt
whereh(·) = ((1+ | · |)α f (·)). Further, since Φφ,α ∈ L∞(Rd),
E(g j , D
j
A S(φ))
2 ≤ L−2αλ−2 jαA ∥Φφ,α∥2L∞(Rd )

A∗ j (G A)
|h(t)|2dt
≤ L−2αλ−2 jαA ∥Φφ,α∥2L∞(Rd )∥ f ∥2Wα2 (Rd ).
The proof is finished by taking C = L−α∥Φφ,α∥L∞(Rd ). 
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The following proposition gives a necessary condition on a φ ∈ L2(Rd) such that S(φ) provides
A-approximation order α.
Proposition 3.3. Let A : Rd → Rd be a diagonalizable expansive linear map, α > 0 and
φ ∈ L2(Rd). If S(φ) provides A-approximation order α then the sequence
 λ
jα
A
Λ jαA
(1− |ϕφ(·)|2)1/2
(Λ− jA + | · |)α

L∞(Rd )

∞
j=1
is bounded.
Proof. By the hypotheses, there exists a constant C > 0 such that for any given f ∈ Wα2 (Rd)
and j ∈ N, we have
E(g j , D
j
A S(φ))
2 ≤ C2λ−2 jαA ∥g j∥2Wα2 (Rd ), (12)
where g j is the auxiliary function in Wα2 (R
d) defined by g j = f χ(A∗) j G A . On the other hand,
according to Lemma 3.4, we have
E(g j , D
j
A S(φ))
2 =

A∗ j (G A)
|h(t)|2 1− |ϕ((A∗)− j t)|2
(1+ |t|)2α dt
where h(·) = ((1+ | · |)α f (·)).
Further, when f varies over all of Wα2 (R
d), h varies over all of L2(Rd), i.e. |h(t)|2 varies
over all non-negative functions in L1(Rd). Moreover, having in mind that the functions inside
the above integral are non-negative, then (12) implies that
Rd
|h(t)|2χA∗ j (G A)(t)1− |ϕ((A∗)− j t)|2(1+ |t|)2α dt ≤ C2λ−2 jαA ∥g j∥2Wα2 (Rd )
≤ C2λ−2 jαA ∥|h|2∥L1(Rd ).
Thus
λ
2 jα
A χA∗ j (G A)(t)
1− |ϕ((A∗)− j t)|2
(1+ |t|)2α
may be considered as a bounded linear functional on L1(Rd) with its norm bounded by C2. Then
C ≥
λ jαA χA∗ j (G A)(·) (1− |ϕ((A∗)− j ·)|2)1/2(1+ | · |)α

L∞(Rd )
≥
λ jαA χA∗ j (G A)(·) (1− |ϕ((A∗)− j ·)|2)1/2(1+ QΛ jA|(A∗)− j · |)α

L∞(Rd )
≥
 λ
jα
A
QαΛ jαA
χA∗ j (G A)(·)
(1− |ϕ((A∗)− j ·)|2)1/2
(Λ− jA + |(A∗)− j · |)α

L∞(Rd )
,
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where the third inequality is true because Q > 1. Thus, taking C = C Qα and rescaling, we get λ
jα
A
Λ jαA
χ(G A)(·)
(1− |ϕ(·)|2)1/2
(Λ− jA + | · |)α

L∞(Rd )
≤ C .
Finally, taking into account that |ϕ(t)|2 ≤ 1 a.e. on Rd , we get the statement. 
Theorem A and Proposition 3.2 gives us the following relationship between approximation
order and A-approximation order.
Corollary 3.1. Let A : Rd → Rd be a diagonalizable expansive linear map, α > 0 and φ ∈
L2(Rd) such that S(φ) provides approximation order α. Then S(φ) provides A-approximation
order α.
Further, under the extra assumption of A is isotropic, we get the following.
Theorem 3.1. Let A : Rd → Rd be an isotropic expansive linear map, α > 0 and φ ∈ L2(Rd).
Then S(φ) provides approximation order α if and only if S(φ) provides A-approximation order
α.
Proof. The necessary condition follows from Corollary 3.1.
Let us prove the sufficient condition. Since A is isotropic and according to Proposition 3.3,
we have that there exists C > 0 such that (1− |ϕ(·)|2)1/2(Λ− jA + | · |)α

L∞(Rd )
< C, ∀ j ∈ N.
Thus, having in mind that ΛA > 1 and letting j →∞, (1− |ϕ(·)|2)1/2| · |α

L∞(Rd )
≤ C.
The proof is finished by Theorem A. 
Remark 2. The following is a short proof of Theorem 3.1 without going though some steps of
the proof in [13] again. Note that in this proof we do not assume that S is principal. Moreover, to
prove the necessary condition, the hypothesis that A is an isometric linear map may not be used.
Alternative proof of Theorem 3.1. We prove the sufficient condition. By Definition 3.1 and (9),
S provides A-approximation order α if and only if there exists a constant C > 0 such that
E(D− jA f, S) ≤ Cλ− jαA ∥ f ∥Wα2 (Rd ), ∀ f ∈ W
α
2 (R
d), ∀ j ∈ N.
Given f ∈ Wα2 (Rd) and h > 0, let j0 ∈ N such that λ− j0A h−1 ≤ 1; then
E( f, Sh) = E(hd/2 f (h·), S) ≤ Cλ− j0αA ∥D jA(hd/2 f (h·))∥Wα2 (Rd )
≤ hαQαC∥ f ∥Wα2 (Rd ),
where the last inequality holds according to Lemma 3.2 and having in mind that A is isotropic.
The proof of the necessary condition may be done in an analogous way. 
The following example shows a principal shift-invariant subspace S such that it does not
provide approximation order 1 and it provides A-approximation order 1 for a fixed dilation A.
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Example 1. Let A : R2 → R2 be the linear map defined by A(x1, x2) = (2x1, 4x2) and let
φ ∈ L2(R2) be defined byφ(t1, t2) = χ[−1/2,1/2]2\[0,1/2]2(t1, t2)+ (1− t2)1/2χ[0,1/2]2(t1, t2)
+ (t2 − 1)1/2χ[1,3/2]2(t1, t2).
Observe that {φ(·−k) : k ∈ Z2} is an orthonormal system because [φ,φ](t1, t2) = 1 a.e. Further,
since the associated function Φφ,1 is not bounded, by Theorem A we conclude that S(φ) does
not provide approximation order 1.
On the other hand, letting f ∈ W 21 (R2) and denoting by g j the auxiliary function in L2(R2)
defined by g j = f χA∗ j (B1/2), Lemma 3.4 tells us that
E(g j , D
j
A S(φ))
2 ≤

A∗ j [0,1/2]2
|f (t1, t2)|2(1+ |(t1, t2)|)2 4− j t2
(1+ |(t1, t2)|)2 dt1dt2
≤ 4− j∥ f ∥2
W 21 (R2)
∀ j ∈ N.
Therefore, according to the inequality (10) and Lemma 3.3, we conclude that S(φ) provides
A-approximation order 1.
We now start the study of principal shift-invariant subspaces that provide A-density order α.
The following proposition gives a necessary condition on a φ ∈ L2(Rd) such that S(φ)
provides A-density order α.
Proposition 3.4. Let A : Rd → Rd be a diagonalizable expansive linear map, α ≥ 0 and
φ ∈ L2(Rd). If S(φ) provides A-density order α then
lim
j→∞
λ
2 jα
A
Λ2 jαA
1
|(A∗)− j (G A)|d

(A∗)− j (G A)
1− |ϕφ(t)|2
(Λ− jA + |t|)2α
dt = 0. (13)
Proof. From the definition of A-density order α, given f ∈ Wα2 (Rd) defined by f (·) =
χG A (·)(1+ | · |)−α , we have
lim
j→∞ λ
2 jα
A E( f, D
j
A S(φ))
2 = 0.
Thus, since G A ⊂ A∗(G A) and according to Lemma 3.4, we obtain that
lim
j→∞ λ
2 jα
A

G A
1− |ϕ((A∗)− j t)|2
(1+ |t|)2α dt = 0.
After the change of variable (A∗)− j t = s we have
0 = lim
j→∞ λ
2 jα
A
1
d− jA |G A|d

(A∗)− j (G A)
1− |ϕ(s)|2
(1+ |(A∗) j (s)|)2α ds
≥ lim
j→∞
λ
2 jα
A
Q2αΛ2 jαA
1
|(A∗)− j (G A)|d

(A∗)− j (G A)
1− |ϕ(s)|2
(Λ− jA + |s|)2α
ds,
where the inequality is true because |ϕ(t)| ≤ 1 a.e. onRd and Q > 1. Therefore we get (13). 
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The following proposition shows sufficient conditions on the Fourier transform of a function φ
in L2(Rd) such that S(φ) provides A-density order α.
Proposition 3.5. Let A : Rd → Rd be a diagonalizable expansive linear map, α ≥ 0 and
φ ∈ L2(Rd) such that Φφ,α is in L∞(Rd) and the origin is a point of A∗-approximate continuity
of Φφ,α . Then S(φ) provides A-density order α.
Proof. Since Φφ,α ∈ L∞(Rd), for a given j ∈ N,
Π j := λ2 jαA χ(A∗) j (G A)(·)
1− |ϕ((A∗)− j (·))|2
(1+ | · |)2α
may be considered as an element of the dual space of L1(Rd).
Letting a compact set K ⊂ Rd and having in mind that A∗ is expansive, we have
lim
j→∞Π j (χK ) = limj→∞ λ
2 jα
A

(A∗) j (G A)
χK (t)
1− |ϕ((A∗)− j (t))|2
(1+ |t|)2α dt
= lim
j→∞ λ
2 jα
A d
j
A

(A∗)− j (K )
1− |ϕ(s)|2
(1+ |(A∗) j (s)|)2α ds.
Further, taking into account that |ϕ(t)| ≤ 1 a.e. on Rd , we have
0 ≤ lim
j→∞Π j (χK ) ≤ limj→∞ λ
2 jα
A d
j
A

(A∗)− j (K )
1− |ϕ(t)|2
(1+ Lλ jA|t|)2α
dt
≤ lim
j→∞
d jA
L2α

(A∗)− j (K )
Φ2φ,α(t)dt = 0
where the last inequality holds because the origin is a point of A∗-approximate continuity of
Φφ,α and Proposition 3.1.
We have just checked that lim j→∞Π j (χK ) = 0 for any compact set K ⊂ Rd . Further, by
linearity, lim j→∞Π j (u) = 0 for each compactly supported simple function u, and therefore,
since such functions are dense in L1(Rd), we obtain that
lim
j→∞Π j (h) = 0, ∀h ∈ L
1(Rd). (14)
Observe that given f ∈ Wα2 (Rd) and j ∈ N, Lemma 3.4 tells us that
λ
2 jα
A E(g j , D
j
A(S(φ)))
2 = Π j (p)
where g j is the auxiliary function in Wα2 (R
d) defined by g j = f χ(A∗) j (G A) and p is the function
in L1(Rd) defined by p(·) = (1+ | · |)2α|f (·)|2. Thus, by (14) we have
lim
j→∞ λ
2 jα
A E(g j , D
j
A(S(φ)))
2 = 0. (15)
Finally, by (10), Lemma 3.3 and limit (15), we conclude that S(φ) provides density order α. 
The following result gives us a relationship between A-density order and density order.
Theorem 3.2. Let A : Rd → Rd be an isotropic expansive linear map, α ≥ 0 and φ ∈ L2(Rd).
Then S(φ) provides density order α if and only if S(φ) provides A-density order α.
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Proof. The necessary condition follows by Theorem 2.1, Remark 1 and Proposition 3.5.
Let us prove the sufficient condition. Let j, l ∈ N and have in mind that |ϕ(t)| ≤ 1 a.e. on Rd .
Since there exists a constant C > 0 such that |t|−2α ≤ C(L + |t|)−2α,∀t ∈ G A \ (A∗)−1(G A),
we obtain the following estimation:
(A∗)− j−l (G A)\(A∗)− j−l−1(G A)
1− |ϕ(t)|2
|t|2α dt
≤ d− j−lA

G A\(A∗)−1(G A)
1− |ϕ((A∗)− j−l(t))|2
(LΛ− j−lA |t|)2α
dt
≤ d
− j−l
A C
L4α

G A\(A∗)−1(G A)
1− |ϕ((A∗)− j−l(t))|2
(Λ− j−lA + |(A∗)− j−l(t)|)2α
dt
= C
L4α

(A∗)− j−l (G A)\(A∗)− j−l−1(G A)
1− |ϕ((t))|2
(Λ− j−lA + |t|)2α
dt. (16)
Further, according to Proposition 3.4 there exists M = M( j + l) a positive constant such that
C
L4α
1
|(A∗)− j (G A)|d

(A∗)− j−l (G A)\(A∗)− j−l−1(G A)
1− |ϕ(t)|2
(Λ− j−lA + |t|)2α
dt ≤ M( j + l)d−lA (17)
and limm→∞ M(m) = 0.
Hence, by (16) and (17), we get
lim
j→∞
1
|(A∗)− j (G A)|d

(A∗)− j (G A)
1− |ϕ(t)|2
|t|2α dt ≤ limj→∞
∞
l=0
M( j + l)d−lA
≤ dA
dA − 1 limj→∞ supj≤m{M(m)} = 0.
Thus Proposition 3.1 implies that the origin is a point of A∗-approximate continuity of Φφ,α . The
proof of the theorem is finished by Remark 1 and Theorem 2.1. 
The following is an example of a principal shift-invariant subspace S which does not provide
density order 1 and provides A-density order 1 for a fixed dilation A.
Example 2. Let A : R2 → R2 be the linear map defined by A(x1, x2) = (2x1, 4x2) and let
φ ∈ L2(R2) be defined byφ(t1, t2) = χ[−1/2,1/2]2\E (t1, t2)+ (1− |(t1, t2)|2)1/2χE (t1, t2)
+ |(t1 − 1, t2 − 1)|χE+(1,1)(t1, t2),
where E = {(t1, t2) ∈ [−1/2, 1/2]2 : t2 > |t1|}.
Observe that {φ(· − k) : k ∈ Z2} is a orthonormal system because [φ,φ](t1, t2) = 1 a.e.
Further, since
Φφ,1(t1, t2) = χE (t1, t2)+ (1− |(t1 − 1, t2 − 1)|
2)1/2
|(t1, t2)| χE+(1,1)(t1, t2)
+ 1|(t1, t2)|χR2\([−1/2,1/2]2∪(E+(1,1)))(t1, t2),
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then the origin is not a point of approximate continuity of the functionΦφ,1. Therefore, according
to Theorem 2.1, S(φ) does not provide density order 1.
On the other hand, since
lim
j→∞ 8
j

(A∗)− j [−1/2,1/2]2
χ[−1/2,1/2]2\E (t1, t2)dt1dt2 = 1
then the origin is a point of A∗-density for the set [−1/2, 1/2]2 \ E . Thus, the origin is a point
of A∗-approximate continuity of the function Φφ,1. Therefore, having in mind that Φφ,1 is a
bounded function on R2, by Proposition 3.5 we conclude that S(φ) provides A-density order 1.
4. Density of union of subspaces in L2(Rd)
Observe that when α = 0, Theorem B (or Theorem 2.1) and Theorem 3.2 together solve the
density problem in the sense of giving a characterization of a generator function φ ∈ L2(R) such
that
lim
j→∞ E( f, D
j
2 S(φ)) = 0, ∀ f ∈ L2(R).
However, those results do not characterize the functions φ ∈ L2(R) such that ∪ j∈Z D j2 S(φ) is
dense in L2(R). This is the problem that we study in this section. We will show our results in
a general context where instead of the dyadic dilation we consider a dilation given by a fixed
expansive linear map A : Rd → Rd .
This problem was studied by several authors under extra conditions, for instance, continuity
at the origin of |φ| or a function φ ∈ L2(Rd) satisfying a refinement equation (see [33,26,12,32,
18,8,13,11,27,20,35,31,19,4,29,9,10,28]).
In order to give a solution to our problem, we should explain the behavior in a neighborhood
of the origin of the Fourier transform of φ. For this reason, we introduce the following definition
which is closely related to the definition of an A-locally nonzero function introduced in [9].
Definition 4.1. Let A : Rd → Rd be an expansive linear map and let M ∈ R. A measurable
function f : Rd → R is said to be A-locally not less than M at a point y ∈ Rd if for any ε, r > 0
there exists j ∈ N such that
| {x ∈ A− j Br + y : f (x) < M} |d < ε | A− j Br |d .
The main result in this section is the following.
Theorem 4.1. Let A : Rd → Rd be an expansive linear map and let φ ∈ L2(Rd). The following
conditions are equivalent:
(A) There exists M > 0 such that the function |φ|[φ,φ]1/2 is A∗-locally not less that M at the origin.
(B)

j∈Z D
j
A(S(φ)) = L2(Rd).
For the proof of Theorem 4.1 we need the two following results.
In Benedetto and Walnut [2], Benedetto and Li [1], Kim and Lim [30] and Casazza et al. [5]
(see also [7]) different versions of the following result in L2(R) were given. Here we only write
a version for L2(Rd) (cf. [10]) because the proof is completely similar to that for the case L2(R).
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Theorem D. Let φ ∈ L2(Rd). Then {φ(x− k) : k ∈ Zd} is a frame for S(φ) with frame bounds
C1 and C2 if and only if
C1 ≤ [φ,φ](t) ≤ C2 a.e. on Td \Nφ .
The following proposition appeared in the paper by Jia and Shen [27] (cf. [12,13]).
Proposition E. Let φ ∈ L2(Rd). Then for each g ∈ L2(Rd) we have lim j→−∞ PD jA S(φ)(g) = 0,
and in particular ∩ j∈Z D jA S(φ) = {0}.
Proof of Theorem 4.1. We prove the implication (A) H⇒ (B). Take f ∈ (∪ j∈Z D jA S(φ))⊥.
Given ε > 0, let g ∈ L2(Rd) be such that g is a continuous function with compact support
and ∥f − g∥L2(Rd ) = ∥ f − g∥L2(Rd ) < ε. Let R > 0 be such that supp(g) ⊂ BR . Clearly
P
D jA S(φ)
( f ) ≡ 0 for all j ∈ Z, so ∥P
D jA S(φ)
(g)∥L2(Rd ) < ε for all j ∈ Z.
On the other hand, let j1 ∈ N be such that (A∗)− j BR ⊂ [1/2, 1/2]d for all j ≥ j1. Then, in a
way analogous to how (11) is obtained in Lemma 3.4, we have
∥P
D jA S(φ)
(g)∥2L2(Rd ) = d jA

(A∗)− j (BR)
|g((A∗) j t)ϕ(t)|2dt ∀ j ≥ j1. (18)
If we set E = {y ∈ Rd : |ϕ(t)| ≥ M} and make the change of variable (A∗) j t = v, we obtain
∥P
D jA S(φ)
(g)∥2L2(Rd ) ≥ M2d jA

(A∗)− j (BR)
|g((A∗) j t)χE (t)|2dt
= M2

BR∩(A∗) j (E)
|g(v)|2dv. (19)
By the hypothesis, given εk = 2−k, k = 1, 2, . . ., there exists jk ∈ N such that
|(A∗)− jk (BR ∩ (A∗) jk (Ec))|d = |(A∗)− jk (BR) ∩ Ec|d < 2−k |(A∗)− jk (BR)|d ,
and thus
|BR ∩ (A∗) jk (Ec)|d < 2−k |BR |d .
Further,
∥g∥2L2(Rd ) − 2−k |BR |d∥g∥2L∞(Rd ) ≤ ∥g∥2L2(Rd ) − 
BR∩(A∗) jk (Ec)
|g(t)|2dt
=

BR∩(A∗) jk (E)
|g(t)|2dt ≤ ∥g∥2L2(Rd ).
We have just checked that
lim
k→∞

BR∩(A∗) jk (E)
|g(t)|2dt = ∥g∥2L2(Rd ). (20)
By (19) and (20), we get
ε2 ≥ lim
k→∞ ∥PD jkA S(φ)(g)∥
2
L2(Rd ) ≥ M2∥g∥2L2(Rd ).
Since ε is arbitrary, this implies that f ≡ 0; thus we conclude that ∪ j∈Zn D jA S(φ) is dense in
L2(Rd).
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We prove the implication (B) H⇒ (A). We will do the proof in an indirect way. Assume that
∪ j∈Zn D jA S(φ) is dense in L2(Rd) and that |ϕφ | is not A∗-locally not less than any M > 0. Thus
there exist ε0, r0 > 0 such that for any j ∈ N,
|Γ j |d =
x ∈ (A∗)− j (Br0) : |ϕ(x)| < 12

d
≥ ε0|(A∗)− j (Br0)|d . (21)
Let f ∈ L2(Rd) be such that f = χBr0 , so ∥ f ∥L2(Rd ) = ∥f ∥L2(Rd ) = |Br0 |d . Then there
exists a sequence { jk}∞k=1 ⊂ Z such that ∥ f − PD jkA S(φ)( f )∥L2(Rd ) → 0 as k →∞.
We have two possible cases.
First case: there exists a bounded above subsequence { jkm }∞m=1 ⊂ { jk}∞m=1 such that∥ f − P
D
jkm
A S(φ)
( f )∥L2(Rd ) → 0 as m →∞.
Observe that according to Proposition E, { jkm }∞m=1 is also bounded below. Then there exists
J ∈ Z such that f ∈ D JA S(φ) because every D jA S(φ) are closed. Hence, according to Lemma C,
there exists G ∈ L2(Td) such thatf ((A∗)J t) = χ(A∗)−J (Br0 )(t) = G(t)ϕ(t) a.e. on Rd . (22)
Further, since (A∗)−J (Br0) is bounded then there exists T > 0 such that

k∈Zd χ(A∗)−J Br0 (t +
k) ≤ T 2. Moreover, according to (22) and Theorem D we have
k∈Zd
χ(A∗)−J (Br0 )(t+ k) =

k∈Zd
|G(t+ k)|2|ϕ(t+ k)|2 = |G(t)|2[ϕ,ϕ](t)
= |G(t)|2χRd\Nϕ (t)
a.e. on Rd . Obviously, we have (A∗)−J (Br0) ⊂ Rd \ Nϕ (except for a null measurable set);
thus |G(t)| ≤ T a.e. on (A∗)−J (Br0). Finally, according to (22), we have |ϕ(t)| ≥ T−1 a.e. on
(A∗)−J (Br0) and therefore the function |ϕ| is A∗-locally not less than T−1 at the origin. This is
a contradiction with |ϕ| being not A∗-locally not less that any M > 0.
Second case: there exists a subsequence { jkm }∞m=1 ⊂ { jk}∞k=1, jkm+1 > jkm , such that∥ f − P
D
jkm
A S(φ)
( f )∥L2(Rd ) → 0 as m →∞.
If jkm is large enough, in a way analogous to how we get (18), we have
∥P
D
jkm
A
( f )∥2L2(Rd ) = d
jkm
A

(A∗)− jkm (Br0 )
|ϕ(t)|2dt,
and thus
lim
m→∞
1
|(A∗)− jkm (Br0)|d

(A∗)− jkm (Br0 )
|ϕ(t)|2dt = 1. (23)
By (23) and taking into account that |ϕ(t)| ≤ 1 a.e. on Rd ,
1 = lim
m→∞ |(A
∗)− jkm (Br0)|−1d

(A∗)− jkm (Br0 )\Γ jkm
|ϕ(t)|2dt+ 
Γ jkm
|ϕ(t)|2dt
≤ lim
m→∞ |(A
∗)− jkm (Br0)|−1d

|(A∗)− jkm (Br0)|d − |Γ jkm |d +
1
4
|Γ jkm |d

.
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Finally, by (21),
1 ≤ lim
m→∞ |(A
∗)− jkm (Br0)|−1d

|(A∗)− jkm (Br0)|d −
3
4
ε0|(A∗)− jkm (Br0)|d

= 1− 3
4
ε0.
We have obtained a contradiction which finishes the proof. 
Under the assumption that {φ(x − k) : k ∈ Zn} is a frame for S(φ), the following result can
be proved by Theorems 4.2 and D.
Theorem 4.2. Let A : Rd → Rd be an expansive linear map and let φ ∈ L2(Rd) be such that
the system {φ(x− k) : k ∈ Zd} is a frame for S(φ). The following conditions are equivalent:
(1) There exists M > 0 such that the function |φ| is A∗-locally not less that M at the origin.
(2)

j∈Z D
j
A(S(φ)) = L2(Rd).
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