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This work presents an extension of the linear response TDDFT/EFP method to the nonlinear-response
regime together with the implementation of nonlinear-response TDDFT/EFP in the quantum-
chemistry computer package GAMESS. Included in the new method is the ability to calculate the
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nonlinear-response TDDFT/EFP method is able to make correct qualitative predictions for both gas
phase values and aqueous solvent shifts of several important nonlinear properties. © 2014 AIP Pub-
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I. INTRODUCTION
While the polarization of a molecular system under the
influence of a relatively weak oscillating electric field can
be well described by a linear correction to the Hamiltonian
within time-dependent perturbation theory, stronger fields
typical in present-day laser experiments necessitate higher-
order corrections characterizing a multitude of nonlinear opti-
cal effects. The frequency-dependent coefficients of the linear,
quadratic, etc., corrections are, respectively, known as the dy-
namic polarizability, dynamic first hyperpolarizability, etc.1
The nonlinear optical effects of molecular systems are of
practical interest in many areas of science, technology, and
medicine. The second harmonic generation (SHG), electro-
optical Pockels effect (EOPE), and optical rectification (OR)
are second-order effects characterized by the dynamic first
hyperpolarizability. The dynamic first hyperpolarizability has
two frequencies as independent variables and the aforemen-
tioned second-order effects are each characterized by a spe-
cific combination of these frequencies. The version of the dy-
namic first hyperpolarizability corresponding to the SHG, i.e.,
the frequency-doubling effect, can also describe the process
of a concerted two-photon absorption (TPA) by an atom or
molecule.
TPA was theoretically predicted by Goeppert-Mayer2
and first observed 30 years later by the generation of a blue
fluorescent light upon laser excitation of CaF2:Eu2+ crystals
with a red light.3, 4 The individual photons participating in the
TPA process are not necessarily resonant with any of the tran-
sitions in the atom or molecule; it is only their sum that is
resonant. A simple conceptual model can be employed to ex-
plain TPA in terms of a short-lived virtual excited state inter-
mediate between the ground and final excited states.5 A non-
negligible probability of such a process (measured by the TPA
cross-section) occurs only when a high-intensity light source
is used to assure a quick succession of photons. It is therefore
not surprising that TPA was experimentally observed only af-
ter the advent of lasers.
a)Electronic mail: mark@si.msg.chem.iastate.edu
In addition to being of fundamental interest, TPA has nu-
merous important applications, including 3D microscopy, 3D
micro- and nano-fabrication, 3D optical storage, optical limit-
ing, and pumped up-conversion lasing. An interesting applica-
tion of TPA is in photodynamic cancer therapy,6 a technique
that makes use of the high reactivity of singlet oxygen pro-
duced by one- or two-photon absorption. The advantage of
using TPA in this context is that singlet oxygen formation by
TPA occurs only when the incident photon influx is of high
intensity, a constraint that allows for precise spatial and tem-
poral control in destroying the cancer-infected tissue as well
as an improved possibility of depth penetration in the body.
There are several methods for the computation of linear
and nonlinear molecular response properties. Among these,
time-dependent density functional theory (TDDFT) presents
a balance between accuracy and efficiency. High-level
computational methods, such as coupled-cluster (CC),7–10
configuration-interaction (CI),11 and multi-reference (MR)12
methods provide high accuracy, but they generally have very
steep computational scaling with the size of the molec-
ular system. On the other hand, there are simplified ap-
proaches such as the few-state models for TPA13–15 using
just a limited number of states in the sum-over-states (SOS)
approach16, 17 that originates from the perturbative treatment
of the effect18–22 and the finite-field approach.23–25 The finite-
field approach is valid only for static (hyper-)polarizabilities.
The SOS approach and its few-states truncation are some-
times necessary due to the excessive computational cost of the
high-level electronic structure methods applied to relatively
large molecules. Unfortunately, the simplified methods typi-
cally have very low accuracy.
Modern density functionals provide good quality results
for many properties and processes, with modest computa-
tional cost. However, there are several limitations caused by
(1) the TDDFT adiabatic approximation, i.e., the neglect of
explicit time-dependence (or frequency-dependence in the
Fourier representation) in the TDDFT exchange-correlation
term resulting from the use of a time-independent, ground
state density functional approximation;26 (2) the well-known
deficiencies of most present-day density functionals, such as
0021-9606/2014/140(18)/18A523/10/$30.00 © 2014 AIP Publishing LLC140, 18A523-1
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the self-interaction error,27, 28 the functional derivative discon-
tinuity of the exchange-correlation potential with the parti-
cle number29, 30 and the incorrect long-range asymptotic be-
havior of the exchange-correlation potential.31 These limi-
tations affect the accuracy of the computed excitations, es-
pecially those having charge-transfer, doubly excited or Ry-
dberg character.32 Although nonlinear-response TDDFT has
not yet reached the theoretical maturity and widespread prac-
tical use that linear-response TDDFT currently enjoys,33 there
has recently been a growing interest in nonlinear response.
An additional complication in comparing predicted nonlin-
ear molecular response properties with experimental values is
that these properties are typically measured in solution, not
in the gas phase, while most calculations predict gas phase
values.
Two types of computational models are commonly used
to account for solvent effects on electronic properties: implicit
models and models that explicitly take into account the pres-
ence of solvent molecules. Explicit methods are usually em-
ployed by treating the solute with quantum mechanics (QM)
and the solvent with model potentials (e.g., molecular me-
chanics (MM) force fields).
The polarizable continuum model (PCM)34, 35 is a pop-
ular continuum solvent method. In this approach, the solvent
effects are directly incorporated into the QM Hamiltonian. Al-
though the TDDFT/PCM method36 has achieved some suc-
cess in reproducing absorption and fluorescence spectra in
solution, it has had difficulty describing the effect of micro-
scopic interactions. Optical properties of solutes in a solvent
environment are sensitive to the nature of the solvent-solvent
and solute-solvent interactions, especially those that involve
hydrogen-bonding interactions.
The effective-fragment potential (EFP) method37, 38 is a
sophisticated explicit solvent approach. The EFP method is
based in quantum mechanics and provides a semi-classical
description of the solvent-solvent and solute-solvent interac-
tions including self-consistent induction, Coulombic interac-
tions expressed as distributed multipoles, and exchange re-
pulsion + charge transfer. In the initial implementation of
EFP (EFP1), the latter term is fitted to either the Hartree-Fock
(EFP1/HF) or DFT (EFP1/DFT) water dimer potential. The
EFP1/DFT implementation is employed in the present work.
EFP can be combined with DFT to incorporate solvent effects
on QM ground-state properties39, 40 and with TDDFT to de-
scribe solvent effects on QM excited-state properties.41–44
A nonlinear-response TDDFT formalism, with the inclu-
sion of EFP contributions for solvent effects, is presented here
as recently implemented in the popular quantum-chemistry
computer package GAMESS (General Atomic and Molecular
Electronic Structure System).45, 46
The organization of this paper is as follows. A descrip-
tion of the density matrix formulation for nonlinear response
TDDFT is followed by a brief overview of the EFP method
and the manner in which the EFP method is interfaced with
the nonlinear TDDFT method, in order to describe solvent
effects on nonlinear properties. This is followed by a nu-
merical analysis of the computational scheme that is devel-
oped and presented here. This is followed by a summary and
conclusions.
II. DENSITY-MATRIX BASED LINEAR-
AND NONLINEAR-RESPONSE TDDFT
The present work employs the density matrix based ap-
proach to nonlinear-response TDDFT.47, 48 The method of
Hirata and Head-Gordon47 is extended to the second-order
response in the applied electric field. A density-matrix ap-
proach to second-order-response TDDFT was previously de-
veloped by using slightly different formalisms.48, 49 Although
the linear-order response within this formalism recovers the
well-known TDDFT matrix equations,47 it is presented here
for consistency of the overall presentation.
The system is initially in the ground state and its reduced
one-electron density matrix ρ(r, r ′) can be expanded in the
Kohn-Sham spin-orbitals φp(r) as
ρ(r, r ′) =
∑
pq
Ppqφp(r)φ∗q (r ′). (1)
The expansion coefficients Ppr (the discrete-index rep-
resentation of the density matrix) satisfy the idempotence
relation
∑
q
PpqPqr = Ppr . (2)
A simple derivation of this form of the idempotence rela-
tion for closed-shell systems is given in Appendix A.
The electron density ρ(r) can easily be recovered from
the density matrix ρ(r, r ′):
ρ(r) = ρ(r, r) =
∑
pq
Ppqφp(r)φ∗q (r). (3)
In addition to the idempotence relation, Ppr obeys the
Heisenberg equation-of-motion (see p. 440 of Ref. 50):
∑
q
{FpqPqr − PpqFqr} = i ∂Ppr
∂t
. (4)
For a non-hybrid density-functional, the Fock-like matrix
F is
Fpq =
∫
φ∗p(r)
(
−1
2
∇2 +
∑
A
−ZA
|r − RA|
+
∫
ρ(r ′)
|r ′ − r|d r
′ + δE
XC[ρ]
δρ(r)
)
φq(r)d r. (5)
The right-hand side of Eq. (5) contains the electronic
kinetic, nuclear attraction, Coulomb repulsion, and exchange-
correlation energy components. For a hybrid density-
functional, F is
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Fpq =
∫
φ∗p(r)
⎛
⎜⎜⎜⎜⎝
−1
2
∇2 +
∑
A
−ZA
|r − RA|
+
N∑
i=1
∫
φ∗i (r ′)(1 − cHP (r, r ′))φi(r ′)
|r ′ − r| d r
′ + (1 − cH ) δE
XC[ρ]
δρ(r)
⎞
⎟⎟⎟⎟⎠φq(r)d r, (6)
where P (r, r ′) is the permutation operator that creates the ex-
act Hatree-Fock (HF) exchange, and cH is a coefficient that
mixes in HF exchange. The cH = 0 limit recovers the pure
DFT expression of Eq. (5). The cH = 1 limit recovers the pure
HF Fock matrix.
Now, suppose there is an external perturbation, due to a
time-dependent electric field, with matrix elements
gpq = 12λ
[
hpqe
−iωt + h∗qpeiωt
]
, (7)
where λ controls the strength of the perturbation and
hpq =
∫
φ∗p(r) (E · μ) φq(r)d r =
3∑
ξ=1
Eξμξ,pq (8)
is a matrix element that couples the dipole-moment operator
μˆξ = −rˆξ (r1 = x, r2 = y, r3 = z), to the external electric
field Eξ . For simplicity of notation, only one frequency ω is
used but it is not difficult to generalize to the case of multiple
frequencies.
Both the density matrix and the Fock matrix can be ex-
panded in powers of λ, thereby controlling the strength of the
external perturbation (Eqs. (9) and (10)):
Ppq = P (0)pq + λP (1)pq + λ2P (2)pq + λ3P (3)pq + . . . , (9)
Fpq = F (0)pq + λF (1)pq + λ2F (2)pq + λ3F (3)pq + . . . . (10)
In the following, λ = 1 is assumed for simplicity.
The expansions in Eqs. (9) and (10) result in a sequence
of idempotence and equation-of-motion relations. In the ze-
roth order, the idempotence relation∑
q
P (0)pq P
(0)
qr = P (0)pr (11)
is trivially satisfied due to
P
(0)
ia = P (0)ai = P (0)ab = 0 (12)
(the indices i, j, . . . are used for occupied orbitals, a, b, . . . for
unoccupied orbitals, and p, q, . . . for all orbitals), and
P
(0)
ij = δij . (13)
The right-hand side of Eq. (13) is the Kroneker delta. The
ground state Kohn-Sham equation, Eq. (14), is a special case
of the equation-of-motion, Eq. (4), such that∑
q
(
F (0)pq P
(0)
qr − P (0)pq F (0)qr
) = 0, (14)
where
F (0)pq = δpqεp. (15)
In Eq. (15) εp are the Kohn-Sham orbital energies. The
higher orders of the idempotence relation can also be derived
from Eqs. (2) and (8):∑
q
(
P (1)pq P
(0)
qr − P (0)pq P (1)qr
) = P (1)pr , (16)
∑
q
(
P (2)pq P
(0)
qr + P (1)pq P (1)qr + P (0)pq P (2)qr
) = P (2)pr , (17)
∑
q
(
P (3)pq P
(0)
qr + P (2)pq P (1)qr + P (1)pq P (2)qr + P (0)pq P (3)qr
) = P (3)pr ,
(18)
and so on. The higher orders of the equations-of-motion are∑
q
{
F (1)pq P
(0)
qr − P (0)pq F (1)qr
}+∑
q
{
F (0)pq P
(1)
qr − P (1)pq F (0)qr
}
= i ∂P
(1)
pr
∂t
, (19)
∑
q
{
F (2)pq P
(0)
qr − P (0)pq F (2)qr
}+∑
q
{
F (1)pq P
(1)
qr − P (1)pq F (1)qr
}
+
∑
q
{
F (0)pq P
(2)
qr − P (2)pq F (0)qr
} = i ∂P (2)pr
∂t
, (20)
∑
q
{
F (1)pq P
(2)
qr − P (2)pq F (1)qr
}+∑
q
{
F (0)pq P
(3)
qr − P (0)pq F (3)qr
}
= i ∂P
(3)
pr
∂t
, (21)
and so on.
In order to relate the above density-matrix formalism
to the molecular (hyper-) polarizabilities, consider the time-
dependent induced polarization pξ (t) [for simplicity, assume
fpq = f ∗qp, i.e., the external perturbation is of the form gpq(t)
= hpq(ω)cos(ωt)], where the index ξ ∈ {x, y, z} specifies the
Cartesian component of the vector:
pξ (t) = μ(0)ξ + pξ (0) + pξ (ω) cos (ωt)
+pξ (2ω) cos (2ωt) + . . . , (22)
where μ(0)ξ is the permanent ground-state dipole-moment, and
the first three Fourier amplitudes of the time-dependent part
are
pξ (0) = 14
3∑
ζ,η=1
βξζη (0; −ω,ω) Eζ (−ω)Eη(ω) + . . . , (23)
pξ (ω) =
3∑
ζ=1
αξζ (−ω; ω) Eζ (ω) + . . . , (24)
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pξ (2ω) = 14
3∑
ζ,η=1
βξζη (−2ω; ω,ω) Eζ (ω)Eη(ω) + . . . ,
(25)
αξζ is the polarizability tensor and βξζη is the first hyperpo-
larizability tensor.
The polarizability tensor αξζ (−ω; ω) has two variables.
The frequency ω to the right of the semicolon is the frequency
of the incoming electric field Eζ (ω). The outgoing frequency
−ω to the left of the semicolon is the frequency of the induced
polarization pξ (ω). The sum of all of the variables is taken to
be zero. Similarly, the hyperpolarizability tensor βξζη(−2ω;
ω, ω) has two frequencies ω to the right of the semicolon that
correspond to the two incoming fields Eζ (ω) and Eη(ω). There
is one “outgoing” frequency −2ω to the left of the semicolon
that corresponds to the induced polarization pξ (2ω). Once
again the sum of all of the variables inside the parentheses
is assumed to be zero. βξζη(−2ω; ω, ω) describes the SHG
process and βξζη(0; −ω, ω) describes the OR process. Note
that pξ (0),pξ (ω), pξ (2ω), etc. are the Fourier amplitudes of
pξ (t) − μ(0)ξ =
∑
p,q
μξ,pq
(
P (1)pq + P (2)pq + . . .
)
. (26)
Based on Eqs. (23)–(25), the components of the (hyper-)
polarizability tensors can be obtained by differentiation
αξζ (−ω; ω) = ∂pξ (ω)
∂Eζ
∣∣∣∣
E=0
, (27)
βξζη (−2ω; ω,ω) = 4 ∂
2pξ (2ω)
∂Eζ ∂Eη
∣∣∣∣
E=0
, (28)
βξζη (0; −ω,ω) = 4 ∂
2pξ (0)
∂Eζ ∂Eη
∣∣∣∣
E=0
. (29)
Only P (1)pq from the perturbative expansion on the right-
hand side of Eq. (26) contributes to αξζ (−ω; ω), as both are
linear terms and only P (2)pq contributes to βξζη(−2ω; ω, ω) and
βξζη(0; −ω, ω) as these quantities are all quadratic terms, for
example,
αξζ (−ω; ω) =
∂
(∑
p,q
μξ,pqP
(1)
pq
)
∂Eζ
∣∣∣∣∣∣∣∣∣∣∣
E=0
=
∑
p,q
μξ,pq
(
∂P (1)pq
∂Eζ
∣∣∣∣∣
E=0
)
. (30)
III. LINEAR-RESPONSE TDDFT
The first-order (linear) response of the density-matrix is
expressed as
P (1)pq =
1
2
(
dpqe
−iωt + d∗qpeiωt
)
. (31)
This form follows from standard time-dependent pertur-
bation theory arguments. The first-order idempotence relation
further requires that dij = 0 and dab = 0, i.e., the Fourier com-
ponent of the density matrix elements are non-zero only for
the occupied-unoccupied and unoccupied-occupied pairs of
indices.
The first-order response of the Fock matrix is due to the
original external perturbation, as well as to the dependence of
the Fock matrix on the density
F (1)pq = gpq +
∑
r,s
∂Fpq
∂Prs
P (1)rs . (32)
The response of the Fock matrix due to the density matrix
response is
δFpq =
∑
r,s
∂Fpq
∂Prs
Prs + 12!
∑
r,s
r ′,s ′
∂2Fpq
∂Prs∂Pr ′s ′
PrsPr ′s ′
+ 1
3!
∑
r,s
r ′,s ′
r
′′
,s ′′
∂3Fpq
∂Prs∂Pr ′s ′∂Pr ′′s ′′
PrsPr ′s ′Pr ′′s ′′ + . . . ,
(33)
where Ppq is the full density matrix from the left-hand side of
Eq. (9) and Fpq is the full Fock matrix from the left-hand side
of Eq. (10). In order to obtain the Fock matrix response to a
given order, the density matrix expansion from the right-hand
side of Eq. (9) must be inserted into Eq. (33), and the result
terminated at the desired order.
Next, the explicit forms of the frequency-dependent den-
sity matrix and Fock matrix up to first order, given in
Eqs. (31) and (32), respectively, are inserted into the first-
order equation-of-motion given in Eq. (19), and all of the
terms in front of e−iωt on both sides of the resulting equation
are collected. These two steps give
∑
q
[
F (0)pq dqr − dpqF (0)qr +
(
hpq +
∑
st
∂Fpq
∂Pst
dst
)
P (0)qr
−P (0)pq
(
hqr +
∑
st
∂Fqr
∂Pst
dst
)]
= ωdpr . (34)
A similar procedure for eiωt will produce the complex
conjugate of Eq. (34). Denoting Xai = dai and Yai = dia, the
following linear-response matrix equation is obtained[(
A B
B A
)
− ω
(
1 0
0 −1
)](
X (ω)
Y (ω)
)
=
(
h
h
)
. (35)
The solutions X and Y are vectors in terms of the index
pairs “ai”, and the matrix elements of A and B are given by
Aia,jb = (εa − εi) δij δab + (ia|jb) − cH (ab|ji)
+ (1 − cH )f XCia,jb (36)
and
Bia,jb = (ai|bj ) − cH (aj |bi) + (1 − cH )f XCia,jb. (37)
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The matrix elements of the exchange-correlation kernel
fXC are
f XCai,bj =
∫ ∫
δ2EXC[ρ]
δρ(r)δρ(r ′)φ
∗
a (r)φi(r)φ∗b (r ′)φj (r ′)d rd r ′.
(38)
The matrix elements of the two-electron integral are
(pq|sr) =
∫ ∫
φ∗p(r)φq(r)φ∗s (r ′)φr (r ′)
|r − r ′| d rd r. (39)
The εp are KS orbital energies. The external perturbation
hai =
3∑
ξ=1
Eξμξ,ai (see Eq. (8)) is also a vector in terms of the
index pairs “ai”.
The linear response of the density matrix is
P
(1)
ai = Xai + Yai . (40)
The matrix elements of the solution to Eq. (35) are used
on the right-hand side of Eq. (40). To obtain the polarizabil-
ity tensor αξζ (−ω; ω) using Eq. (30), one needs ∂P
(1)
ai
∂Eξ
∣∣∣
E=0
instead of P (1)ai itself. In order to obtain a response equation
for ∂P
(1)
ai
∂Eξ
∣∣∣
E=0
the derivative ∂
∂Eξ
∣∣∣
E=0
is taken on both sides of
Eq. (35). Referring to Eq. (8), one can see that after the dif-
ferentiation is carried out, the dipole moment μξ becomes the
perturbation on the right-hand side of Eq. (35). Since the ma-
trices A and B do not depend on the electric field, the differ-
entiation on the left-hand side of Eq. (35) acts only on the
X and Y tensors that depend implicitly on the electric field.
Hence, if a component of the dipole moment μξ is used as a
perturbation in the linear-response equation, then[(
A B
B A
)
− ω
(
1 0
0 −1
)](
Xξ (ω)
Yξ (ω)
)
= −
(
μξ
μξ
)
.
(41)
In Eq. (41), the dependence of the solution on the fre-
quency ω and on the ξ -component of the dipole moment μ
is explicitly noted. The polarizability tensor can be obtained
from the solutions Xξ , ai(ω) and Yξ , ai(ω):
αξζ (−ω; ω) =
∑
ai
μξ,ai(Xζ,ai(ω) + Yζ,ai(ω)). (42)
Equation (42) is a direct consequence of Eqs. (30) and
(40). Note that
∂P (1)pq
∂Eξ
∣∣∣∣∣
E=0
= Xξ,ai (ω) + Yξ,ai (ω) . (43)
The polarizability tensor αξζ (−ω; ω) diverges at reso-
nances. It is therefore assumed that when ω approaches an
excitation frequency (resonance) ωn, the external perturbation
fai can be adiabatically removed due to the resonant nature of
the excitation. Then, the right-hand side of Eq. (41) is zero,
and Eq. (41) becomes(
A B
B A
)(
Xn
Yn
)
= ωn
(
1 0
0 −1
)(
Xn
Yn
)
. (44)
The eigenvalue ωn corresponds to the nth excitation en-
ergy. The eigenvalues of Eq. (44) give the excitation spectrum
and the eigenvectors form an orthonormal basis.
The solutions of the inhomogenous matrix equation (44)
can be expressed in terms of the eigenvectors and eigenvalues
of the homogenous matrix equation by employing the spectral
resolution method (see Appendix C). If the spectral resolution
method is used, the averaged polarizability becomes
α¯ (−ω; ω) =
3∑
ξ=1
αξξ (−ω; ω) =
∑
n
f0n
ωn − ω, (45)
f0n is an oscillator strength for the 0 → n transition. Equa-
tion (45) reveals the divergent nature of the averaged polar-
izability near the excitation frequencies ωn. In practice, an
eigenvalue matrix equation of half the dimension of Eq. (44)
is solved (see Appendix B).
IV. QUADRATIC-RESPONSE TDDFT
The second-order response of the density-matrix is
P (2)pq =
1
2
(
d (2,−2)pq e
−i2ωt + d (2,2)pq ei2ωt
)+ d (2,0)pq . (46)
The first superscript index of the frequency-independent
density matrix elements (Fourier coefficients) d (2,−2)pq , d (2,2)pq
and d (2,0)pq refers to the order of the response (2 means second
order). The second superscript index refers to the frequency
in the exponent; for example, d (2,−2)pq is the second order co-
efficient multiplying ei(−2)ωt and d (2,0)pq is the coefficient mul-
tiplying ei0ωt = 1. Also, d (2,−2)qp = d (2,2)∗pq and d (2,0)qp = d (2,0)∗pq .
Since d (2,0)pq contributes only to the zero-frequency compo-
nent of the dipole moment and hence to βξζη(0; −ω, ω), it
will not be considered here. The second-order idempotence
relation determines the exact form of the occupied-occupied
and unoccupied-unoccupied blocks of the second order den-
sity matrix directly in terms of the first-order density matrix
components:
P
(2)
ij = −
∑
a
P
(1)
ia P
(1)
aj (47)
and
P
(2)
ab =
∑
i
P
(1)
ai P
(1)
ib . (48)
The second-order response of the Fock-matrix is
F (2)pq =
∑
r,s
∂Fpq
∂Prs
P (2)rs +
1
2!
∑
r,s
r ′,s ′
∂2Fpq
∂Prs∂Pr ′s ′
P (1)rs P
(1)
r ′s ′ , (49)
where
∂2Fpq
∂Prs∂Pr ′s ′
=
∫ ∫ ∫
δ3EXC[ρ]
δρ(r)δρ(r ′)δρ (r ′′)φ
∗
p(r)φq(r)
×φ∗r (r)φs(r)φ∗r ′(r)φs ′(r)d rd r ′d r ′′. (50)
Equation (50) follows from Eqs. (5) and (6).
Using the explicit form of F (2)pq from Eq. (49) and insert-
ing it into Eq. (20) results in an explicit form of the second-
order equation-of-motion:
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∑
q
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
F (0)pq d
(2)
qr − d (2)pqF (0)qr +
(
hpq +
∑
st
∂Fpq
∂Pst
dst
)
dqr − dpq
(
hqr +
∑
st
∂Fqr
∂Pst
dst
)
+
⎛
⎜⎜⎜⎜⎝
∑
s,t
∂Fpq
∂Pst
d
(2)
st +
1
2!
∑
s,t
s ′,t ′
∂2Fpq
∂Pst ∂Ps ′t ′
dstds ′t ′
⎞
⎟⎟⎟⎟⎠P (0)qr − P (0)pq
⎛
⎜⎜⎜⎜⎝
∑
s,t
∂Fqr
∂Pst
d
(2)
st +
1
2!
∑
s,t
s ′,t ′
∂2Fqr
∂Pst ∂Ps ′t ′
dstds ′t ′
⎞
⎟⎟⎟⎟⎠
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 2ωd (2)pr .
(51)
Recall that only the occupied-unoccupied d (2)ai and
unoccupied-occupied d (2)ia components of the solution are of
interest. Using the notation
X
(2)
ai = d (2)ai , (52)
Y
(2)
ai = d (2)ia , (53)
and the diagonal form of F (0)pq and P (0)pq (see Eqs. (12), (13),
and (15)). Equation (51) can be cast into a matrix equation
form reminiscent of Eq. (35)[(
A B
B A
)
− 2ω
(
1 0
0 −1
)](
X(2) (ω)
Y (2) (ω)
)
= −
(
h(2)
h(2)
)
.
(54)
The components of h(2) are
h
(2)
ai =
∑
b
[
hab +
∑
ck
(
∂Fab
∂Pck
xck + ∂Fab
∂Pkc
yck
)]
xbi −
∑
j
xaj
[
hji +
∑
ck
(
∂Fji
∂Pck
xck + ∂Fji
∂Pkc
yck
)]
+ 1
2!
∑
b,j
b′,j ′
(
∂2Fai
∂Pbj ∂Pb′j ′
xbjxb′j ′ + 2 ∂
2Fai
∂Pbj ∂Pb′j ′
xbjyb′j ′ + ∂
2Fai
∂Pbj ∂Pb′j ′
ybjyb′j ′
)
,
(55)
where x and y in Eq. (55) are the solutions to the non-
homogeneous linear-response Eq. (35).
In Sec. III, the linear response solution was used to com-
pute the polarizability based on Eq. (27) for the polarizability
αξζ (−ω; ω). In a similar manner, the second-order response
solution gives rise to the SHG hyperpoliarizability βξζη(−2ω;
ω, ω) based on Eq. (28) and to the OR hyperpolarizability
βξζη(0; −ω, ω) based on Eq. (29). The most general form of
the hyperpolarzability βξζη(ωξ ; ωζ , ωη) can be obtained us-
ing an appropriate generalization of Eqs. (28) and (29). The
dependence of the hyperpolarizability on the second-order re-
sponse solution can be further transformed into a dependence
on just the linear response solution by using the “(2n+1)
theorem”:1
βξζη(ωξ ; ωζ , ωη) = A + B + C, (56)
where any of the indices ξ , ζ , η can be x, y, or z and A, B, and
C in Eq. (56) are defined as
A =
∑
perm.ξ,ζ,η
{∑
aij
Xξ,ai(ωξ )
[
−μζ,ij +
∑
ck
f HXCij,ck (Xζ,ck(ωζ )
+Yζ,ck(ωζ ))
]
Yη,aj (ωη)
}
, (57)
B =−
∑
perm.ξ,ζ,η
{∑
iab
Xξ,ai(ωξ )
[
−μζ,ab+
∑
ck
f HXCab,ck (Xζ,ck(ωζ )
+Yζ,ck(ωζ ))
]
Yη,bi(ωη)
}
, (58)
C =
∑
perm.ξ,ζ,η
[∑
aibjck
gXCai,bj,ck(Xξ,ai(ωξ )+Yξ,ai(ωξ ))(Xζ,bj (ωζ )
+Yζ,bj (ωζ ))(Xη,ck(ωη) + Yη,ck(ωη))
]
. (59)
The “permutational sum” (perm. in Eqs. (57)–(59)) of a
given quantity Qξ , ζ , η is
∑
perm.ξ,ζ,η
Qξ,ζ,η = Qξ,ζ,η + Qξ,η,ζ + Qζ,η,ξ + Qζ,ξ,η
+Qη,ξ,ζ + Qη,ζ,ξ , (60)
and
f HXCab,cd = (ia|jb) − cH (ab|ji) + (1 − cH )f XCia,jb (61)
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are the matrix elements of the combined Hartree-exchange-
correlation kernel and
gXCai,bj,ck =
∫∫ ∫
δ3EXC[ρ]
δρ(r)δρ(r ′)δρ(r ′′)φ
∗
a (r)φi(r)φ∗b (r ′)
×φj (r ′)φ∗c (r ′′)φk(r ′′)d rd r ′d r ′′ (62)
are the matrix elements of the third functional derivative of
the exchange-correlation energy density functional.
The TPA absorption cross-section is proportional to the
following residue:
lim
2ω→ωn
(2ω − ωn) βξζη (−2ω; ω,ω) = σξζ (ωn)〈0|rη|n〉. (63)
Hence, the TPA cross-section itself is
σξζ (ωn) = A + B + C. (64)
The three terms on the right-hand side of Eq. (64) are
A = −
∑
perm.ξ,ζ,n
{∑
aij
Xξ,ai(ωξ )
[
− μζ,ij (1 − δζn)
+
∑
ck
f HXCij,ck (Xζ,ck(ωζ ) + Yζ,ck(ωζ ))
]
Yn,aj
}
, (65)
B =
∑
perm.ξ,ζ,n
{∑
iab
Xξ,ai(ωξ )
[−ηζ,ab(1 − δζn)
+
∑
ck
f HXCabck (Xζ,ck(ωζ ) + Yζ,ck(ωζ ))
]
Yn,bi
}
,
(66)
C = −
∑
perm.ξ,ζ,n
[ ∑
aibjck
gXCai,bj,ck(Xξ,ai(ωξ ) + Yξ,ai(ωξ ))
×(Xζ,bj (ωζ ) + Yζ,bj (ωζ ))(Xn,ck + Yn,ck)
]
. (67)
The value of the TPA cross section matrix element in
Eq. (64) depends on the choice of coordinate system. How-
ever, orientationally averaged TPA transition moment quanti-
ties can be constructed from the matrix elements of the TPA.
For a linear polarization of the light such an orientationally
averaged TPA transition moment is
2Df + 4Dg, (68)
where Df and Dg are defined as
Df = 130
∑
ξζ
σξξσζζ (69)
and
Dg = 130
∑
ξζ
σξζ σξζ , (70)
while the orientationally averaged TPA transition moment for
a circular polarization is
−2Df + 6Dg. (71)
The polarization ration is
(−Df + 3Dg)
(Df + 2Dg) . (72)
V. THE EFP METHOD
In the ground-state DFT/EFP1 method,39 the interaction
between the DFT solute and the EFP water molecules39, 40
is represented by an effective one-body potential that has a
Coulomb, polarization, and remainder component. The re-
mainder term, which is fitted to a DFT water dimer potential,
contains exchange repulsion, charge transfer, and short-range
correlation contributions. The effective potential vEFP1(r) is
added to the usual Kohn-Sham potential, but since only the
EFP polarization term vPOL[ρ](r) depends on the electron
density,39 only the EFP1 polarization term is updated during
the SCF cycles.
A key ingredient in the TDDFT linear response equation
is the exchange-correlation kernel f XC(r, r ′) = δvXC [ρ](r)
δρ(r ′) ,
which is a functional derivative of the exchange-correlation
potential vXC [ρ] (r) with respect to the density. Since only
the polarization component of the EFP1 effective potential
vPOL [ρ] (r) has a non-zero functional derivative, the EFP1
correction to the linear-response TDDFT matrix equation41–44
is given by the following replacement:
f XC(r, r ′) → f XC(r, r ′) + f POL(r, r ′). (73)
The last term in Eq. (73) is the EFP polarization ker-
nel f POL(r, r ′) = δvPOL[ρ](r)
δρ(r ′) . The EFP polarization kernel
f POL(r, r ′), the derivative of the polarization potential with
respect to the density, is expressed through the EFP po-
larizability tensor.41, 42 For applications of the combined
TDDFT/EFP method, see Refs. 43 and 44.
In order to extend the TDDFT/EFP1 scheme to
nonlinear-response TDDFT, the replacement as given in
Eq. (73) is performed in the expressions for the first hyper-
polarizabilty and TPA cross-section. Since the EFP polar-
ization potential vPOL[ρ](r) has only a linear dependence
on the density, the EFP polarization kernel f POL(r, r ′) has
no effective density dependence and hence gPOL(r, r ′, r ′′)
= δf POL[ρ](r,r′)
δρ(r ′′) = 0. Therefore, there is no need to correct
gXC(r, r ′, r ′′) = δf XC [ρ](r,r ′)
δρ(r ′′) in Eqs. (59) and (67).
VI. COMPUTATIONAL DETAILS
As an illustration, the difficult to model hyper-
polarizability and two-photon absorption of bulk water will
be computed by the new nonlinear-response TDDFT/EFP
method as implemented in GAMESS.
A system of 400 EFP molecules was equilibrated using
a molecular dynamics (MD) simulation in the NVT ensem-
ble. Upon equilibration, a smaller spherical sub-system of
150 EFP waters with a radius of about 9 A was extracted
and one water molecule approximately in the middle of the
sub-system was selected to be described by B3LYP/DH(d,p).
A harmonic restraint potential with a force field of
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FIG. 1. The first excited state energy, second harmonic generation (SHG)
hyper-polarizability (at ω = 0.043 a.u.) and the two-photon absorption tran-
sition moment and polarization ratio corresponding to the first excited state
of water as a function of the simulation time (blue). The time averages are in
green.
10 kcal/mol/A2, effectively keeping the system in the NPT
ensemble, was applied at the spherical boundary in order to
prevent the evaporation of the water droplet.51, 52 The com-
bined DFT/EFP system was equilibrated again for 55 ps and
the next 45 ps production run was used to collect and aver-
age the optical properties of interest. All of the MD runs were
done at 298 K using the velocity-Verlet algorithm with a time
step of 0.5 fs.
TDDFT (B3LYP)/EFP linear and nonlinear optical prop-
erties of water were computed on snapshots from the produc-
tion run of the ground state DFT/EFP MD simulation. The
d-aug-cc-pVDZ basis set was used for a proper description of
the NLO properties. The snapshots from the MD trajectory
were chosen with a separation of 250 fs to allow enough time
for de-correlation between the snapshots to occur. Figure 1
shows both the running values (blue) and their time-averages
(green) for several properties to illustrate the type and magni-
tude of statistical fluctuations during the MD simulation. All
of the gas-phase optical values were computed with TDDFT
using B3LYP/d-aug-cc-pVDZ.
The average first excited state (11B1) excitation energy is
computed to be 7.72 eV with a solvent shift of 0.5 eV with
respect to the gas phase first excited state energy of 7.22 eV.
The corresponding experimental values are 8.2 eV for the liq-
uid phase with a solvent shift of 0.8 eV relative to the 7.4 eV
gas phase value.53
According to the experimental data, the sign of the
SHG hyperpolarizability of liquid water changes relative to
that of gas phase water. The average computed SHG hy-
perpolarizability of liquid water (11.8 a.u.) at the frequency
ω = 0.043 a.u. compares reasonably well with the exper-
imental value of 15.5 a.u. at the same frequency.54 The
gas phase TDDFT/B3LYP/d-aug-cc-pVDZ SHG hyperpolar-
izability of water at ω = 0.0656 is predicted to be −5.9 a.u.,
again in reasonable agreement with the experimental value of
−10.9 a.u. at the same frequency.55 Importantly, the calcula-
tions presented here predict the observed sign change.
The computed average TPA transition moment to the first
excited state by two photons of equal energy is 9.9 a.u. with a
solvent shift of 4.9 a.u. with respect to the gas phase value of
5.0 a.u. In Ref. 56, the same quantities were computed with
a combined coupled cluster/molecular mechanics method
to be, respectively, 7.2 a.u., 2.2 a.u., and 5.0 a.u. Reference
56 discusses the favorable qualitative comparison of the
computed liquid phase TPA values with experiment57, 58 but
there is no experimental basis to validate the computed TPA
solvent shifts.
VII. CONCLUSION
A nonlinear response TDDFT computational scheme
has been described that can successfully be combined with
the EFP method to account for solvent effects. The com-
bined method is able to correctly predict both gas phase
values and aqueous solvent shifts for several important
nonlinear properties. More details on the prediction of
solvent effects (including non-aqueous solvents) within the
presented TDDFT/EFP scheme will be described in subse-
quent publications.
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APPENDIX A: THE IDEMPOTENCE RELATION
OF THE DENSITY MATRIX
Expand the density-matrix in the basis of natural spin-
orbitals
ρ(r, r ′) =
N∑
i=1
φi(r)φ∗i (r ′). (A1)
Using this expansion it is easy to see that
ρ
(
r, r ′
) = ∫ ρ(r, r ′′)ρ(r ′′, r ′)d r ′′ (A2)
holds. This is the idempotence relation of the density matrix
in the coordinate representation. In order to get the form used
in the text, insert the expansion of the density matrix in terms
of the Kohn-Sham spinorbitals in the above equation.
APPENDIX B: THE MODIFIED LINEAR-RESPONSE
TDDFT EQUATION AND THE BIORTHOGONALITY
CONDITION
The matrix equation can be simplified by a unitary trans-
formation, which is equivalent to forming new block rows by
adding and subtracting the original two block rows and thus
forming two matrix equations of half-size, i.e.,
(A + B) (X + Y ) = ω (X − Y ) (B1)
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and
(A − B) (X − Y ) = ω (X + Y ) . (B2)
Multiplying both sides of the first matrix equation on the
left by (A − B) and using the second matrix equation results
in a matrix eigenvalue equation
(A − B) (A + B) (X + Y ) = ω2 (X + Y ) . (B3)
Equation (B3) is half the size of the original matrix eigen-
value equation. This is still a non-Hermitian problem though.
(X + Y )i and (X − Y )i are the right- and left-eigenvectors of
the non-Hermitian matrix (A − B) (A + B)and the usual bi-
orthonormality condition
(X + Y )i · (X − Y )j = δij (B4)
is imposed upon them, which condition could be also ex-
pressed as
X i · X j − Y i · Y j = δij . (B5)
The matrix equation can be modified further by multiply-
ing both sides on the left by (A − B)−1/2 and redefining the
eigenvectors
(A − B)1/2 (A + B) (A − B)1/2 ( ˜X + ˜Y) = ω2 ( ˜X + ˜Y) ,
(B6)
where
(
˜X + ˜Y) = (A − B)−1/2 (X + Y ). This is a Hermitian
eigenvalue problem.
The actual linear-response TDDFT implementation in
GAMESS uses the Davidson algorithm based on both the
Hermitian and non-Hermitian eiqenproblem formulations
(see Ref. 59 for details).
APPENDIX C: THE SPECTRAL RESOLUTION METHOD
The eigenvectors φi(r) of a Hermitian operator L, i.e.,
Lφi (r) = λiφi (r) (C1)
form an orthogonal basis, so any function, say u(r), can be
expanded in it, i.e.,
u(r) =
∞∑
i=1
αiφi (r). (C2)
The action of L on u(r) becomes
Lu(r) =
∞∑
i=1
αiλiφi (r). (C3)
This representation is convenient for obtaining a function
of L, i.e.,
f (L) u(r) =
∞∑
i=1
αif (λi) φi (r) (C4)
and in the particular case of f (L) = (L − λ)−1, it becomes
(L − λ)−1 u(r) =
∞∑
i=1
αiφi (r)
λi − λ . (C5)
For additional information see Ref. 60.
The solutions of the non-homogenous matrix equation in
Eq. (41) can be expressed in terms of the eigenvectors and
eigenvalues of the homogenous matrix equation in Eq. (44)
by employing the spectral resolution method:
Xξ (ω) =
∑
n
[μξ · (Xn + Yn)]
(
Xn
ωn − ω +
Yn
ωn + ω
)
(C6)
and
Yξ (ω) =
∑
n
[μξ · (Xn + Yn)]
(
Yn
ωn − ω +
Xn
ωn + ω
)
. (C7)
The scalar products on the right-hand side of Eqs. (46)
and (47) are expressed in terms of the ai-matrix elements. The
above expansions have a formal similarity with the sum-over-
state (SOS) method, but the basis of the usual SOS expansion
is different.
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