Abstract In this paper, by introducing and constructing several new structures about the decomposition phenomenon in algebra, we study the sum-factor collapse property of an arbitrary ring. As an application, we study and analyze several classical problems in additive number theory by this new method. For example, we obtain that (see Theorem 3.17.(2)), for all sufficiently large integers n, the sum of any n number of odd integers (≥ 3) is equal to the sum of n number of odd primes. This is consistent with the prediction of Goldbach conjecture. Some further questions are also presented and discussed.
n ≥ 2 is an integer, then we denote the sumsets B 1 +B 2 = {b 1 +b 2 : b 1 ∈ B 1 , b 2 ∈ B 2 }, b+C = {b+c : c ∈ C} and dif f erence set B 1 − B 2 = {b 1 − b 2 : b 1 ∈ B 1 , b 2 ∈ B 2 }. We denote B 1 \ B 2 = {b ∈ B 1 : b / ∈ B 2 }.
Also we denote the n − th iterated sumset by nC = {c 1 + · · · + c n : c 1 , · · · , c n ∈ C} and denote the n − th dilation by n * C = {nc : c ∈ C} (see [TV] , [Na 2] for these standard notations).
For the ring Z of rational integers and any positive real number x ∈ R, we denote ⋗ ⇋ (m,n) < b > . We simply write a ≥ n b for a ≥ (n,n) b in case m = n > 1. Obviously, ≥ n is a pre-order on A. Let M sg (A) = {< a >: a ∈ A} be the set consisting of all the multiplicative monogenic sub-semigroups of A (see [Ho] , p. 8). Then it is easy to see that (M sg (A) , ⋗ ⇋ n ) is a partially ordered set for every n ∈ Z ≥1 .
Lemma 2.3. Let B and C be two non-empty subsets of a ring A and n ∈ Z ≥2 .
If B⋗ ⇒ n C, then for any subset D of A with B ⊃ D ⊃ C, we have B⋗ ⇒ n D and D⋗ ⇒ n C.
Proof. It follows easily by the definition.
Definition 2.4. Let A be a ring and B be a non-empty subset of A.
(1) For integer n ≥ 2, we denote
C is a non-empty subset of B and B⋗ ⇒ n C}.
Obviously, B ∈ R d (2 B ) n . For a subset C of B, if B \ C ∈ R d (2 B ) n , then we call C a n−th sum-factor collapsed subset of B.
In particular, if R d (2 B ) n = {B} (respectively, R d (2 B ) n = {B}), then we call that B is n-th sum-factor reducible (respectively, irreducible). We set F r (A) n = {all n − th sum-factor reducible subsets of A}, and F ir (A) n = {all n − th sum-factor irreducible subsets of A}.
By definition, if ♯B = 1, then B ∈ F ir (A) n .
(2) Dually, for integer n ≥ 2, we denote E p (2 A⊃B ) n = {D : D is a subset of A and D⋗ ⇒ n B}.
Obviously, B ∈ E p (2 A⊃B ) n . For a subset C of A \ B, if B ∪ C ∈ E p (2 A⊃B ) n , then we call C a n−th sum-factor recoverable set for B in A.
In particular, if E p (2 A⊃B ) n = {B} (respectively, E p (2 A⊃B ) n = {B}), then we call that B is n-th sum-factor expandable (respectively, unexpanded). We set F e (A) n = {all n − th sum-factor expandable subsets of A}, and F ue (A) n = {all n − th sum-factor unexpanded subsets of A}.
By definition, A ∈ F ue (A) n . Obviously 2 A \∅ = F r (A) n ⊔F ir (A) n = F e (A) n ⊔F ue (A) n (disjoint unions).
Example 2.5.
(1) For integer n ≥ 2, it follows by definition that P ≥p ∈ F ir (Z) n for each prime number p, and Z o ≥2k−1 ∈ F ue (Z) n for all positive integers k (Generally, for a subset B in a ring A, if B is a multiplicative sub-semigroup, then B ∈ F ue (A) n ). So Z contains infinitely many n-th sum-factor irreducible subsets P ≥p and n-th sum-factor unexpanded subsets Z o ≥2k−1 , and they form two descending chains: P ≥2 ⊃ P ≥3 ⊃ P ≥5 ⊃ · · · and
(2) Let B be an arithmetic progression of finite length in Z, then B ∈ F ue (Z) n for all n ∈ Z ≥2 .
We come to prove this conclusion. Write k = ♯B, then by [Na 2], Theorem 1.6 on p.12, one has ♯(nB) = nk − (n − 1). Let D ∈ E p (2 Z⊃B ) n , then B ⊂ D ⊂ Z and D⋗ ⇒ n B, so nD = nB. Hence ♯(nD) = ♯(nB) = nk − (n − 1). In particular, D is a finite subset of Z. Write l = ♯D, then l ≥ k. By [Na 2], Theorem 1.3 on p.8, one has ♯(nD) ≥ nl − (n − 1), which implies k ≥ l. So l = k and then D = B. This
. In other words, any pair {i, j} of odd composite numbers is a 2−th sum-factor collapsed subset of
. In particular, so is every odd composite number.
Now we come to prove this conclusion. To begin with, we assume that i = j and
by the unique factorization property of Z, we only need to prove that 2B ⊂ 2D. To see this,
we may as well assume that i < j.
Otherwise, we may as well assume that a ∈ {i, j}. Firstly let a = j. If b = 3, then
To sum up, we have 2B ⊂ 2D. So our conclusion for the case i = j holds. The case i = j then follows easily from Lemma 2.3. The proof is completed.
Note that in Section 3 we will obtain stronger results than the conclusion (3) of Example 2.5 by a more advanced method (see Theorem 3.8 and Corollary 3.9).
Lemma 2.6. Let B be a non-empty subset of a ring A and n ∈ Z ≥2 . Then
(1) B ∈ F r (A) n if and only if B⋗ ⇒ n B \ {b} for some b ∈ B.
(2) In particular, if B itself is a group under the multiplication of A, let e be the multiplicative unity of B and b 0 ∈ B. Then we have
(2II) B ∈ F r (A) 2 if and only if B⋗ ⇒ 2 B \ {e}. Particularly, B ∈ F ir (A) 2 if ♯B ≤ 2.
The conclusion for general n in case (2) of Lemma 2.6 can be similarly obtained.
Proof.
(1) The sufficiency is obvious. For the necessity, assume B ∈ F r (A) n , then B⋗ ⇒ n C for some non-empty subset C of B with C = B. Choose an element
we are done. So we assume b 0 = e. Obviously e = b 0 · b
This implies e + B ⊂ 2(B \ {e}). It then follows by the definition that B⋗ ⇒ 2 B \ {e}.
Next we prove that B⋗ ⇒ 2 B \ {e} implies B⋗ ⇒ 2 B \ {b} for all b ∈ B. If b = e, then we are done, so we may assume that b = e. If B = {e, b}, then e + e = b + b and e + b = b + b because B⋗ ⇒ 2 B \ {e} = {b}, so b = e, a contradiction! Therefore ♯B > 2, and then there exists an element c ∈ B \ {e, b}, so c −1 ∈ B and
we have e = c · c
Thus bc, bd ∈ B \ {b} and then
. This shows that b + B ⊂ 2(B \ {b}), and then it follows easily by definition that B⋗ ⇒ 2 B \ {b}.
This proves (2I).
(2II) follows easily from (2I). The proof of Lemma 2.6 is completed.
As an example, let A = Q[x] be the polynomial ring in one variable x, and denote A × = Q × = Q \ {0} the multiplicative group. Then it is easy to see that
Proposition 2.7. Let B be a non-empty subset of a ring A and n ∈ Z ≥2 .
Then
(1) the partially ordered set (E p (2 A⊃B ) n , ⊂) contains maximal elements.
Obviously D ⊃ B. We want to show that D⋗ ⇒ n B. To see this, firstly, for any
This shows that nD ⊂ nB and hence nD = nB because D ⊃ B. Therefore by definition, we get D⋗ ⇒ n B, i.e., D ∈ E p (2 A⊃B ) n . So by Zorn's lemma (see, e.g., [AM] ), (E p (2 A⊃B ) n , ⊂) contains maximal elements. This proves (1).
(2) It is easy to see that each maximal element in E p (2 A⊃B ) n is n-th sum-factor unexpanded. So by the result in (1) the inequality as well as the necessity follow.
For the sufficiency, let D ∈ E p (2 A⊃B ) n be n-th sum-factor unexpanded. Then for
This proves (2), and the proof of Proposition 2.7 is completed.
From Proposition 2.7 we know that, for any non-empty subset B of a ring A and n ∈ Z ≥2 , there exists a n−th sum-factor unexpanded subset D ∈ F ue (A) n such that
Proposition 2.8. Let B be a non-empty subset of a ring A. If B is a finite set, then for each n ∈ Z ≥2 , there exists a n-th sum-factor irreducible subset C ∈ F ir (A) n such that B⋗ ⇒ n C.
Proof. Denote by t = ♯B the cardinal of B, then t < ∞. If B ∈ F ir (A) n , then we are done. So we assume that B ∈ F r (A) n . Then by definition, B⋗ ⇒ n B 1 for some non-empty subset B 1 of B with B 1 = B.
for some non-empty subset B 2 with B 2 = B 1 . Write t 2 = ♯B 2 , then 1 ≤ t 2 < t 1 . Following this way, we can obtain a chain B = B 0 ⊃ B 1 ⊃ B 2 ⊃ · · · with
Obviously this chain must stop after finite steps because t < ∞. Assume it stops at r so we get a finite chain
n . Take C = B r , since the relation ⋗ ⇒ n is transitive, we get B⋗ ⇒ n C. This proves Proposition 2.8.
Definition 2.9. Let B be a non-empty subset of a ring A and a ∈ A.
( If a has at most finitely many distinct orderly decompositions in B, then we call a is of finite decomposition in B. (3) we define
) a factor (resp., a type of orderly decomposition) of a in B. Obviously, all these sets may be empty.
We denote n(a | B) = ♯F (a | B), e(a | B) = sup{r : r ∈ O(a | B)}, and
}, and call them the factornumber, the exponent and the degree of a in B, respectively.
If both the factor-number and the degree of a in B are finite, i.e., n(a | B) < +∞ and d(a | B) < +∞, then obviously a is of finite decomposition in B. If A is a commutative ring and n(a | B) < +∞, then it is easy to see that e(a | B) < +∞ if
Definition 2.10. Let B be a non-empty subset of a ring A and a ∈ A. A partition of a in B is a finite sequence of distinct elements
with a sequence of positive integers 
and
If a has at most finitely many distinct partitions in B, then we call a is of finite partition in B. If a has at most finitely many distinct k−partitions in B, then we call a is of finite k−partition in B. For the classical theory of partitions of positive integers, see [A] .
With these definitions, we give the following weaker result which is dual to the one in Proposition 2.7.
Proposition 2.11. Let B be a non-empty subset of a ring A and n ∈ Z ≥2 .
If every element of B is of finite decomposition in B, and every element of nB is of finite n−partition in B, then the following statements hold:
(1) The partially ordered set (R d 
, and let C = ∩ i∈I C i .
Obviously B ⊃ C. We want to show that C = ∅ and B⋗ ⇒ n C. To see this, firstly, for any b ∈ B, since B⋗ ⇒ n C i for each i ∈ I, we have in each C i at least one
Let t denote the number of all its distinct orderly decompositions in B, then 1 ≤ t < +∞, and such decompositions can be listed as follows:
is not an orderly decomposition of b in C im , i.e., C im does not contain the set
is an orderly decomposition of b in
In particular, C = ∅. This shows that B, C satisfy the property (FP) of Definition 2.1.
for each i ∈ I, we have in each C i at least one n−partition b = c i,1 + · · · + c i,n with
Let s denote the number of all its partitions of length n in B, then 1 ≤ s < +∞, and such decompositions can be listed as follows:
If for every j ∈ {1, · · · , s}, there exists an index
is not a n−partition of b in C i j , i.e., C i j does not contain the set {b j,1 , · · · , b j,n }.
Then for the minimal element, say
easily see that b has no partitions of length n in C i j 0 , a contradiction! Therefore
Hence b j,1 , · · · , b j,n ∈ ∩ i∈I C i = C, which gives a partition of length n of b in C. So nB ⊂ nC. Obviously we have nC ⊂ nB because C ⊂ B. Therefore nB = nC and
minimal elements. This proves (1).
(2) It is easy to see that each minimal element in R d (2 B ) n is n-th sum-factor irreducible. So by the result in (1) the inequality as well as the necessity follow.
For the sufficiency, let C ∈ R d (2 B ) n be n-th sum-factor irreducible. Then for any
So C = D because C is n-th sum-factor irreducible. Therefore C is minimal in
n . This proves (2), and the proof of Proposition 2.11 is completed.
From Proposition 2.11 we know that, for any non-empty subset B of a ring A and n ∈ Z ≥2 , there exists a n−th sum-factor irreducible subset C ∈ F ir (A) n such that
Example 2.12. Let A = Z be the ring of integers and n ∈ Z ≥2 .
(1) Take B = P ≥3 , by Proposition 2.7, there exists a n−th sum-factor unexpanded
, then it is easy to see that A and B satisfy the condition of Proposition 2.11, so there exists a n−th sum-factor irreducible subset
Now it is easy to see that the famous Goldbach conjecture is equivalent to say that
This will be discussed in the next section.
Proposition 2.13. Let B, C be two non-empty subsets of a ring A and n ∈ Z ≥2 . If B⋗ ⇒ n C, then for any ring A ′ and ring homomorphism φ : A → A ′ (φ(1) = 1 if both A and A ′ contain the identities 1), we have φ(B)⋗ ⇒ n φ(C).
Step 1. For any b ∈ B, by assumption, b = c 1 · · · c k for some
Step 2. For any
, and by definition, we obtain that φ(B)⋗ ⇒ n φ(C). This proves Proposition 2.13.
Proposition 2.14. Let B and C be two non-empty subsets of a ring A. If
Proof. We only need to show that nB = nC.
Case 1. n = 2k with k ∈ Z ≥2 . For any b 1 , · · · , b 2k ∈ B, since 2B = 2C, we have
This shows that 2kB ⊂ 2kC and so 2kB = 2kC.
This shows that (2k + 1)B ⊂ (2k + 1)C and so (2k + 1)B = (2k + 1)C. This proves Proposition 2.14.
The converse of the conclusion of Proposition 2.14 is in general not true. For example, let A = Z/8Z be the ring of residue classes modulo 8, and B = {0, 2, 4}, C = {0, 2}. Then B, C satisfy the property (FP) of Definition 2.1. Moreover, it is easy to see that 2B = 3B = 3C = {0, 2, 4, 6}, but 2C = {0, 2, 4} = 2B. So we have B⋗ ⇒ 3 C, B⋗ ⇒ (1,2) C, and B⋗ ⇒ (2,3) C. But B⋗ ⇒ 2 C does not hold.
Let (V, +) be an additive group with a partial order ≤ . Recall that V is a partial ordered group if it satisfies that
We write v < w if v ≤ w and v = w.
Proposition 2.15. Let A be a ring with the totally ordered additive group
. If the following conditions hold:
(1) c i has a decomposition in B \ C for each i ∈ {1, · · · , k + 1}.
Then we have B⋗ ⇒ 2 B \{c 1 , · · · , c k+1 }, that is, {c 1 , · · · , c k+1 } is a 2−th sum-factor collapsed subset of B.
Step 1 Similarly, y / ∈ C. Therefore b + c k+1 = x + y ∈ 2(B \ C).
Step 2. For any a ∈ B, by definition, a = b + id for some i ∈ Z ≥0 . We want to show that a + c k+1 ∈ 2(B \ C).
If i = 0, then we are done. So we may assume that i > 0. Then a + c k+1 =
Step 3. For any a 1 , a 2 ∈ B, we want to show that a 1 + a 2 ∈ 2(B \ C). If a 1 , a 2 / ∈ C, then we are done. Otherwise, we may as well assume that a 1 ∈ C. Then a 1 = c i for some i ∈ {1, · · · , k + 1}. If i = k + 1, then a 1 = c k+1 and so by Step 2 we have done. Otherwise, i < k + 1. By condition (3),
with s 1 , s 2 ∈ B \ D k+1 . If s 1 = c k+1 and s 2 = c k+1 , then s 1 , s 2 ∈ B \ C and we are done. Otherwise, we may assume that s 1 = c k+1 , then by
Step 2 above we get a 1 + a 2 = s 1 + s 2 = c k+1 + s 2 ∈ 2(B \ C). To sum up, we have obtained that 
The definition in the non-commutative case is similar.
If particularly A is a UFD (i.e., unique factorization ring, see [L] , p.111), we denote E ir (A) = {π ∈ A : π is an irreducible element}.
In general, given two non-empty subsets B and C in an arbitrary ring A, if B⋗ ⇒ n C (n ∈ Z ≥2 ), then obviously B ⊂< C >, where < C > is the multiplicative subsemigroup generated by C in A as above. Those subsets B satisfying < B > ⋗ ⇒ n B will be interesting in themselves.
Definition 2.16. Let B be a non-empty subset (resp., sub-ring, ideal) of a ring A and n ∈ Z ≥2 . If < B > ⋗ ⇒ n B and B ∈ F ir (A) n , then we call that B is a n−type optimal subset (resp., sub-ring, ideal) of A. We denote O p (A) n = {all n − type optimal subsets of A}, P ≥3 (see section 3 for the discussion), then by Proposition 2.14, one has Z o ≥3 ⋗ ⇒ n P ≥3 for all n ∈ Z ≥2 . Obviously P ≥3 ∈ F ir (Z) n and Z o ≥3 =< P ≥3 >, so P ≥3 is a n−type optimal subset for every n ∈ Z ≥2 , and by definition, Z would be an optimal ring.
(2) Let A = Z/6Z, B = {0, 2}. Then < B >= {0, 2, 4} and n < B >= nB =< B > for all n ∈ Z ≥2 . So < B > ⋗ ⇒ n B and B ∈ F ir (A) n . Therefore B is a n−type optimal subset of A for every n ∈ Z ≥2 and so A is an optimal ring.
(3) Let S be a multiplicative sub-semigroup in a ring A. If S⋗ ⇒ n B and B ∈ F ir (A) n for some subset B of A with n ∈ Z ≥2 , then one can easily see that S =< B > and B is a n−type optimal subset of A.
Proposition 2.18. Let A = F q [x] be the polynomial ring in one variable x over the finite field F q of q−elements, and let B = {all irreducible polynomials of degree ≥ 1 in A}.
If q is odd, then B is a 3−type optimal subset of A.
Proof. Since A is a PID (i.e., principal ideal domain), B ∈ F ir (A) 3 . Now for any a ∈ F q , we have a = (x + 1) + (q − 2)x + (x + a − 1) ∈ 3B, so F q ⊂ 3B. Moreover, if a = 0, then one always has a = a 1 + a 2 + a 3 for some a 1 , a 2 , a 3 ∈ F q \ {0},
If f ∈ F q or f is a polynomial of degree 1, then by the above discussion, we have f ∈ 3B. If deg f ≥ 2, denote f = ag with its leading coefficient a ∈ F q \ {0} and the monic polynomial g ∈ A with deg g = deg f. So g is a positive
polynomial in the meaning of [EH] , hence by the polynomial 3−primes theorem (see [EH] , Theorem A.1 on p.143), we get g ∈ 3B, i.e., g = p 1 + p 2 + p 3 with positive irreducible polynomials p 1 , p 2 , p 3 ∈ B, so f = ag = ap 1 + ap 2 + ap 3 ∈ 3B. This implies 3 < B >⊂ 3B and so 3 < B >= 3B. Therefore < B > ⋗ ⇒ 3 B and B is a 3−type optimal subset of A. This proves Proposition 2.18.
is the polynomial ring in one variable x over the finite field F 2 of 2−elements and B = {all irreducible polynomials of degree ≥ 1 in A}, then one can easily verify that B is not a 2−type optimal subset of A.
Question 2.19.
(1) Let B be a non-empty subset of a ring A. Is it true that if < B > ⋗ ⇒ (m,n) B and B ∈ F ir (A) (m,n) with m, n ∈ Z ≥2 , then m = n ? Here
(2) What conditions will be needed for a UFD A such that there exists a unitindependent subset B ⊂ E ir (A) with ♯B = +∞ satisfying < B > ⋗ ⇒ 2 B (or < B > ⋗ ⇒ n B for a given n ∈ Z ≥2 ) ? For example, if the Goldbach conjecture would be true, then Z would be such a ring.
The famous Goldbach conjecture says that every even integer ≥ 6 is a sum of two odd primes (see [Ch] , [HaR] , [Nat], [W] ), in other words, it says that 2Z o ≥3 = 2P ≥3 .
So by the unique factorization of Z, this conjecture can be equivalently stated via the terminology introduced in the above section 2 as follows:
Proposition 3.1. Let k ∈ Z ≥0 and p ∈ P ≥3 . If Z o ≥2k+1 ⋗ ⇋ n P ≥p holds for some integer n ≥ 2, then k = 1 and p = 3.
Proof. Let q be a prime such that q > 2k + 1, then 3q ∈ Z o ≥2k+1 . By Z o ≥2k+1 ⋗ ⇋ n P ≥p , we have 3q = q 1 · · · q t for some primes q 1 , · · · , q t ∈ P ≥p with t ≥ 1. So 3 = q i for some i ∈ {1, · · · , t}, i.e., 3 ∈ P ≥p , hence p = 3. Furthermore, since 3n ∈ nP ≥3 = nZ o ≥2k+1 , we have 3n ≥ (2k + 1)n. So k = 0 or 1. If k = 0, then
In particular, we have 1 = q 1 · · · q s for some primes q 1 , · · · , q s ∈ P ≥3 with s ≥ 1. This is impossible! So k = 1. This proves Proposition 3.1.
Definition 3.2. Let p be a prime number and m, n ∈ Z ≥1 . We denote S ≥p =< P ≥p >, the multiplicative sub-semigroup generated by P ≥p in Z. Obviously, S ≥p ∈ F ue (Z) n for each prime number p and integer n ≥ 2 (see Example 2.5 (1) above).
Moreover, it is easy to see that S ≥3 = Z (1) Let p and q be two prime numbers. If S ≥p ⋗ ⇋ n P ≥q holds for some integer n ≥ 2, then p = q. Particularly, if n = 2, then p = q ≥ 3.
(2) If the Goldbach conjecture is true, then P ≥2 is a n−type optimal subset for every integer n ≥ 3.
(1) By S ≥p ⋗ ⇋ n P ≥q one has nS ≥p = nP ≥q . So as the minimums of both sides, we get np = nq, hence p = q. Moreover, Since 11 = 4 + 7 ∈ 2S ≥2 , but 11 / ∈ 2P ≥2 , we have 2S ≥2 = 2P ≥2 . Therefore, p = q ≥ 3 if n = 2. This proves (1).
(2) Obviously, P ≥2 ∈ F ir (Z) n and < P ≥2 >= Z ≥2 , so by the definition, we only need to show that nZ ≥2 = nP ≥2 . We use induction on n(≥ 3). For n = 3, it is easy to see
or m ≥ 8 and m − 2 ≥ 6 is even, so by the Goldbach conjecture, m − 2 = p + q for some p, q ∈ P ≥3 . Hence m = 2 + p + q ∈ 3P ≥2 . This shows that 3Z ≥2 ⊂ 3P ≥2 and so 3Z ≥2 = 3P ≥2 . Now we assume that our conclusion holds for n(≥ 3), and we need to show that it also holds for n + 1, i.e., (n + 1)Z ≥2 = (n + 1)P ≥2 . To see this, let
. So by the inductive hypothesis, we
This shows that (n+1)Z ≥2 ⊂ (n+1)P ≥2 , and so (n+1)Z ≥2 = (n+1)P ≥2 . Therefore, by induction, our conclusion holds for all integers n ≥ 3. This proves (2), and the proof of Proposition 3.3 is completed. Conjecture (see [IK] , p.444). For even integers N ≥ 4, one has
where S 2 (N) is a positive function and r is a positive number. see [IK] , formula (19.5) on p.444 for the detail.
From this conjecture, one can easily see that the number of representations of every sufficiently large even integer as a sum of two odd primes is large, so especially, one can expect that 3 + P ≥k ⊂ 2P ≥5 for a given positive integer k, and then predict that < P ≥5 > ⋗ ⇒ 2 P ≥5 , i.e., S ≥5 ⋗ ⇒ 2 P ≥5 . By this observation, we suggest the following Conjecture 3.4.
(1) (strong form) For every prime p ≥ 3, one has
(2) (weak form) For every prime p ≥ 3, there exists a positive integer k such that
Another question here is, can one find all the subsets B ⊂ P ≥2 such that Now we come to work out some 2−th sum-factor collapsed subset of Since b 1 ≥ c 1 ≥ 9, we have 3
Therefore 3 + c = 3
. This proves Proposition 3.6.
From Proposition 3.6, one can obtain many infinite sets which are 2−th sum-factor
So by Proposition 3.6, one has
Another interesting example is the following sequence which Odoni considered in 1985 (see [R] ):
Therefore, S and W are 2−th sum-factor collapsed subsets of Z o ≥3 .
Proposition 3.7. For the ring Z, the following statements are equivalent:
, that is, the Goldbach conjecture is true.
, the conclusion follows from Lemma 2.3. (2) ⇒ (3) and (3) ⇒ (1) follow easily by the definitions.
Recall that for positive real number x, π(x) denotes the number of primes ≤ x, and for every positive integer k, c k is the k−th odd composite number.
by the unique factorization property of Z, we only need to show that 2B ⊂ 2D. To see this, for each i ∈ {1, · · · , r}, denote s i = π(k i ) and let p 1 , p 2 , · · · , p s i be all the primes ≤ k i with p 1 < p 2 < · · · < p s i . As before, note that p 1 = 2, p 2 = 3, p 3 = 5, and so on. By assumption,
(
(2) Otherwise, we may as well assume that a ∈ {k 1 , · · · , k r }, and we need to show that a + b ∈ 2D for each b ∈ B.
is at least one element, say
thus a + b = 3 + (k r + b − 3) ∈ 2D. This shows that k r + B ⊂ 2D.
(2B) Let a = k i , 1 ≤ i < r. Suppose that k j + B ⊂ 2D for each j such that i < j ≤ r. We come to verify that k i + B ⊂ 2D. To see this, for any b ∈ B, if b = 3,
there is at least one element, say
some j ∈ {i + 1, · · · , r}, then by our hypothesis, we have a
This shows that k i + B ⊂ 2D. Therefore, by induction,
Together with (1), we obtain 2B ⊂ 2D. This proves Theorem 3.8.
Corollary 3.9.
(1) For any a 1 , · · · , a 22 ∈ C o >1 with a 1 < · · · < a 22 , we have This proves (1).
(2) We may as well assume that (2), and the proof of Corollary 3.9 is completed.
Note that by Proposition 2.14, it is easy to see that the conclusions of Propositions 3.6, 3.7, Theorem 3.8 and Corollary 3.9 about the relation ⋗ ⇒ 2 also hold for ⋗ ⇒ n with every integer n ≥ 2. 
(1) By the well known Chebyshev inequality x log x < π(x) < 1.25506 x log x (x ≥ 17) (see [Nar] , p.117),
If 31 ≤ k ≤ 45, then one can directly verify that π( c k ) ≤ k − 1 and c k ≤ 4k − 3. This proves (1).
(2) Let t k = π( c k ) − 1 and 3 = p 2 < p 3 < · · · < p t k be the set of all odd primes ≤ c k . If k ≥ 31, then by the proof of (1) above, we know that t k ≤ k − 2. Obviously or 3 + P ≥3 .
(1) If 2k − 3 ∈ P ≥3 , then we are done. Otherwise, 2k − 3 ∈ C (2) From the proof of Proposition 3.12.
(1), we have k > (log c k /2.51012
(3) Since c 31 = 121 > 17, for each integer k ≥ 31, by Proposition 3.12.
(1) and its proof, one has c k < π( c k ) · log( c k ), and
log(4k) − 1)π( c k ) + 1. This proves (3), and the proof of Corollary 3.11 is completed.
Theorem 3.12. For every k ∈ Z ≥1 and l ∈ Z ≥7 satisfying 3 + c k+l ≥ 2 c k ,
Proof. Firstly, we want to verify that 3 + c k+l ∈ 2P ≥3 . In fact, by Proposition 3.10(2), we have 3
we may as well assume that i ≥ k.
If otherwise, we may as well assume that a / ∈ P ≥3 , then a ∈ C o >1 (k + l), and so
and so 3+ c k+l = a+b ∈ 2P ≥3 . Next, denote
by the unique factorization property of Z and the definition, we only need to show that c k+l + B l ⊂ 2(B l \ { c k+l }). To see this, for any b ∈ B l , if b = 3, then by the above discussion, c k+l + b = c k+l + 3 ∈ 2P ≥3 and we are done. If b > 3, then
The proof of Theorem 3.12 is completed.
Proof. It follows easily from the above Theorem 3.12.
Definition 3.14. We define a sequence of subsets C (i)
inductively as follows:
>1 (the disjoint union). Moreover, it is easy to see that the Goldbach conjecture is equivalent to say that C
(1)
>1 . Denote r = π(c), then r ≥ 4 because c ≥ c 1 = 9. As before, let 2 = p 1 < 3 = p 2 < p 3 < · · · < p r < c be all the primes < c. 
by definition, this implies c ∈ C
>1 for any j ∈ {2, 3, · · · , r}. But r ≥ 4 and c j < c for each j > 2, this contradicts the minimality of c. So
>1 . The proof of Lemma 3.15 is completed.
>1 is a n−th sum-factor collapsed subset of Z ⊂ kP ≥3 (∀k ∈ Z ≥2 ).
We show this by induction on k. For k = 2, let c 1 ∈ C
>1 , by definition, 3 + c 1 ∈ 2P ≥3 . Now assume our assertion holds for k(≥ 2), we come to consider k + 1.
Let c k ∈ C (k)
>1 , by definition, 3 + c k ∈ P ≥3 + C (k−1) >1
, so 3 + c k = p 1 + c k−1 for some p 1 ∈ P ≥3 and c k−1 ∈ C (k−1) >1
. By the inductive hypothesis, 3(k −1)+c k−1 ∈ kP ≥3 , i.e., 3(k −1) + c k−1 = q 1 + · · ·+ q k with q 1 , · · · , q k ∈ P ≥3 , so 3k + c k = 3(k −1) + (3 + c k ) = 3(k − 1) + p 1 + c k−1 = p 1 + 3(k − 1) + c k−1 = p 1 + q 1 + · · · + q k ∈ (k + 1)P ≥3 . Therefore by induction, the above assertion holds for all k ∈ Z ≥2 . It then follows that
>1 ⊂ kP ≥3 (∀k ∈ Z ≥2 ).
In fact, for any c ∈ ⊔
>1 , we have c = c i ∈ C (i)
>1 for some i ∈ {1, · · · , k − 1}. So by the above assertion, 3i + c i ∈ (i + 1)P ≥3 , i.e., 3i + c i = p 1 + · · · + p i+1 for some p 1 , · · · , p i+1 ∈ P ≥3 , so 3(k−1)+c = 3(k−i−1)+3i+c i = 3(k−i−1)+p 1 +· · ·+p i+1 ∈ kP ≥3 because 3 ∈ P ≥3 . Now we come to verify that nZ for all i ∈ Z ≥N 0 and the number of such representations can be large enough, for example, greater than 6. Then we assert that { c i : i ∈ Z ≥N 0 } ⊂ C
(1) >1 ⊔C
>1 . In fact, for every i ≥ N 0 , as above, we may take a representation of 6 + c i as 6 + c i = q 1 + q 2 + q 3 with q 1 , q 2 , q 3 ∈ P ≥3 because the number of its representations is greater than 6.
Then 3 + c i = q 1 + (q 2 + q 3 − 3). Denote c = q 2 + q 3 − 3, obviously c ∈ Z 
>1 , then by definition, one can easily see that c / ∈ P ≥3 , so c = c j for some j ∈ Z ≥1 , thus q 2 + q 3 − 3 = c = c j , and then 3 + c j = q 2 + q 3 ∈ 2P ≥3 , hence by definition, c j ∈ C
>1 and then c i ∈ C
(2) >1 because 3 + c i = q 1 + c j ∈ P ≥3 + C
>1 . This proves our assertion, and so C is a finite set. This proves (1).
(2) By (1), Remark 3.18. From Theorem 3.17.(2), we know that, for all sufficiently large integers n, the sum of any n number of odd integers (≥ 3) is equal to the sum of n number of odd primes. This is consistent with the prediction of Goldbach conjecture (see the first paragraph in Section 3 and the Proposition 2.14 above).
