Simulations of heat and mass transport may require complex nonlinear boundary conditions to describe the flow of mass and energy across an interface. Although stochastic methods do not suffer from the numerical diffusion of grid-based methods, they typically lose accuracy in the vicinity of interfacial boundaries. In this work we introduce ideas and algorithms to account for mass ͑or energy͒ transfer at reactive interfaces, with accuracies comparable to the bulk phase. We show how to introduce particles into the system with the correct distribution near the interface, as well as the correct flux through the interface. The algorithms have been tested in a channel flow, for which accurate numerical solutions can be independently calculated.
I. INTRODUCTION
Surface chemical reactions, involving deposition and dissolution of molecular species, are controlled by the transport of reactants and products as well as by the intrinsic chemical kinetics. The two dominant transport mechanisms, convection and diffusion, frequently produce quite different dynamics and structures within the system. We will consider systems containing a reactive solid surface S, which might, for example, be the surface of a biological cell, the porous matrix of a specimen of limestone, or a corroding metal surface. The transport of chemical species in the surrounding fluid is described by the convection-diffusion equation
where c i is the concentration of species i, D i is its diffusion coefficient, and u is the fluid velocity field. The essential assumption here is that the chemical concentrations are sufficiently small that they do not affect either the diffusion coefficient or the fluid velocity, which is then determined solely by the solid geometry and external boundary conditions on the flow. Stochastic methods have long been used to solve problems in heat transport ͓1-3͔ and neutron transport ͓4͔, because of the ease with which these methods can be adapted to complex interfaces. An extensive bibliography of applications is contained in Ref. ͓3͔ . Stochastic methods have also been applied to bulk-phase reaction-diffusion systems ͓5,6͔, and to the dispersion of passive tracers in a porous medium ͓7-9͔. Recently, a stochastic method was used to calculate the flux of reactive tracers between complex fractured surfaces ͓10͔. Although stochastic methods can lead to accurate solutions of the convection-diffusion equation in bulk phases, they typically lose accuracy in the region of interfacial boundaries. For example, the algorithms used in Ref.
͓7-10͔ introduce errors proportional to the square-root of the time step in the vicinity of an interface ͓11,12͔. However, in recent work ͓12͔ we developed second-order implementations of the zero-flux and constant concentration boundary conditions. Although we were not able to solve the boundary-condition problem for a completely general flow field, we were able to obtain quadratic convergence in two of the most important cases; a local shear flow parallel to the surface and a uniform flow across the interface. In this paper we propose generalizations of these ideas to situations where there are chemical reactions at the interface, which can include spatially varying nonlinear rate laws. Although we only explicitly consider mass transfer in this paper, the same algorithms can also be applied to stochastic simulations of heat transfer.
The paper is organized as follows. In Sec. II we briefly summarize our previous work. In Sec. III we introduce the different types of boundary condition that are encountered in systems with surface mass transport, and a method to measure the concentration in the vicinity of the interface is described in Sec. III B. Stochastic implementations of these boundary conditions in the presence of a linear shear flow are constructed in Sec. IV. The implementations are tested in Sec. V, and conclusions are given in Sec. VI.
II. REFLECTION AND ABSORPTION
A stochastic process X(t), associated with the convection-diffusion equation ͓Eq. ͑1͔͒ obeys the stochastic differential equation
dXϩv͑X͒dtϭͱ2DdW, ͑2͒
where dW is the differential of a Wiener process with unit variance. We use a Heun predictor-corrector method to solve Eq. ͑2͒;
where the increment ⌬W(t)ϭW(tϩ⌬t)ϪW(t) is a Gaussian random variable with variance ⌬t, and is the same for both predictor and corrector steps. The Heun method can be shown to be weakly second-order convergent ͓13,14͔, meaning that, if X ex is an exact trajectory, then the error in any polynomial function of X is bounded by
where ␦ is a positive constant.
In a previous paper ͓12͔ we developed and tested stochastic algorithms to solve the convection-diffusion equation in the vicinity of reflecting and absorbing boundaries:
where n (r) is a unit vector normal to the surface. Although we were not able to solve the problem for a general flow field, we constructed second-order approximations to the stochastic processes near reflecting and absorbing walls for two physically relevant flow fields: a linear shear flow, which is characteristic of the flow near a solid interface, and a locally uniform flow, which occurs near an inflow or outflow boundary. In the latter case we also generalized Eq. ͑6͒ to include a constant nonzero concentration. Near a solid boundary, an incompressible flow can be approximated by a linear shear flow
with a velocity gradient ␥ normal to the surface xϭ0. In order to determine the convective contribution to the tangential ͑y͒ displacement, we must integrate over all possible trajectories between the initial and final x positions. The average tangential displacement can then be computed by introducing a weighting function p(x͉x,xЈ,⌬t) ͓12͔
where G(x,xЈ,t) is the one-dimensional diffusion propagator. The quantity p (x͉x,xЈ,⌬t) ⌬t is the mean time the particle spends at a position x during its move from xЈ to x in the time step ⌬t. The weight function turns out to be uniform in the region between xЈ to x, but with tails that account for indirect paths from xЈ to x. A typical distribution of p (x͉x,xЈ,⌬t) is shown in Fig. 5 of Ref. ͓12͔; the unit of length in this paper is chosen to be the root-mean-square displacement in unit time, ͱ2D, as before.
In the vicinity of the wall, a reflection must be applied to the negative (x Ͻ0) part of the function so that in this case the proper weight function p r is ͑see Fig. 1͒ p r ͑ x͉x,xЈ,⌬t ͒ϭ p͑x͉x,xЈ,⌬t ͒ϩ p͑Ϫx͉x,xЈ,⌬t ͒, ͑9͒ and is limited to the region (x Ͼ0). The average convective velocity v y , during the time step ⌬t, can be calculated by integrating the flow field v y ϭ␥x at each x , using p r (x͉x,xЈ,⌬t) as the weight function,
although the final expression is quite lengthy. If the source and receiver positions are not too close to the wall the average velocity reduces to the mean of the source and receiver velocities, as in Eq. ͑3͒. The details of the implementation can be found in Ref.
͓12͔.
A zero-concentration ͑absorbing͒ boundary condition can be implemented by modifying this scheme so that reflected particles are converted into holes, carrying negative mass in the overall concentration balance. A virtual distribution of particles can be constructed to simulate a constantconcentration reservoir at an inflow or outflow boundary. Again the details of the implementation, together with examples, can be found in Ref.
To save computational time, boundary conditions are only applied to particles close to the interface, the critical distance, d c , being of the order of the rms displacement. We fully expect that these boundary conditions can be applied to curved surfaces by dividing them into locally flat regions, for example by triangulation. If the distance from the source point to the nearest face is less than d c , the particle is advected according to Eq. ͑10͒ with the distances x and xЈ measured with respect to that face. Since this algorithm ignores the curvature of the interface, it is necessary to ensure that d c is smaller than the characteristic length scale of the surface features. In the vicinity of a corner a reflected trajectory may encounter more than one surface in a single time step. In this case we have found ͓12͔ that the algorithm appropriate to each interface can be applied sequentially, at each successive encounter with a bounding surface. For example, a specular reflection at a reflecting wall followed by reflection plus conversion to holes at an absorbing one. This is simple to implement in the absence of the flow or when the convection is included to the first order in ⌬t. Secondorder corrections for the flow are difficult to implement near a sharp corner, where the flow field is no longer a simple shear. However, in this case the first nonvanishing contribution to the flow field is quadratic in the distance from the surface and a first-order method is sufficient. FIG. 1 . The conditional probability distribution p r (x͉x,xЈ,⌬t) for a trajectory beginning at xЈϭ2 and ending at xϭϪ1 behind the wall ͑which is reflected to the point xϭ1) ͓Eq. ͑8͔͒.
III. MASS-TRANSFER BOUNDARY CONDITIONS
In this paper we will investigate more complex boundary conditions describing mass transfer due to chemical reactions at the interface:
where J i is the flux of species i across the boundary, c 1 ,c 2 , . . . are the concentrations of the respective species at the boundary, and n (r) denotes a unit normal pointing into the fluid. Conservation of mass leads to the boundary condition
The convective contribution to the flux vanishes at a solid surface and is omitted from Eq. ͑12͒. There are two qualitatively different cases contained in Eq. ͑12͒, depending on the sign of f i .
͑1͒ f i (c 1 ,c 2 , . . . )Ͼ0. Particles are added to the fluid ͑dissolution͒.
͑2͒ f i (c 1 ,c 2 , . . . )Ͻ0. Particles are removed from the fluid ͑deposition͒.
Although surface reaction rates may depend on several concentrations, from now on we consider only a single component in describing our implementation of the various boundary conditions; the generalization to multicomponent systems is straightforward. In this section we will consider purely diffusive transport, for which the Green's functions near a planar interface are known analytically. In Sec. IV we will generalize these results to a linear shear flow.
A. Dissolution
A mass transfer boundary condition specifies the flux of particles, f (c 0 )n , entering or leaving the system; f is prescribed by the chemical kinetics at the surface and c 0 is the concentration at the surface c(rS). The mass flux can be generated by distributing an appropriate number of particles along the interface, but the numerical implementation must lead to the correct concentration profile near the interface as well. We first consider one-dimensional diffusion with a dissolving interface at xϭ0, and show that the correct boundary condition corresponds to a continuous ͑in time͒ concentration source of strength
In the absence of the flow, such a source produces the concentration profile
where it has been assumed that the concentration at the wall, c 0 , is essentially unchanged during the time step ⌬t. At the same time the particles already in the system are reflected at the xϭ0 wall. The total concentration profile is then
which is the solution of the diffusion equation with an initial concentration profile c(x,t) and boundary conditions ‫ץ‬ x c(0)ϭϪ f (c 0 )/D and c(ϱ)ϭ0. The derivative of the concentration profile in Eq. ͑15͒,
matches the required flux f (c 0 ) at xϭ0. It then follows that a linear profile c 0 Ϫx f (c 0 )/D is stationary near the dissolving wall.
In multidimensional systems, a continuous particle source again generates a matching particle flux and concentration gradient. For example, in a two-dimensional system bounded by a dissolving wall xϭ0, with a spatially varying flux across the interface f ͓c 0 (y)͔,
In implementing a continuous dissolution process, it is not sufficient to simply ensure that the correct number of particles, f (c 0 )⌬tdS, are introduced through the surface element dS. For example, introducing the particles at the beginning of each time step, rather than continuously throughout the time step, produces a concentration profile with vanishing normal derivative at the wall, as shown in Fig. 2 . Moreover discrete dissolution of particles even fails to maintain the correct stationary state, as shown in Fig 3. The above analysis suggests the following procedure for implementing mass transfer boundary conditions, which incorporates continuous dissolution.
͑1͒ Divide the interface into a number of cells ⌬S i .
͑2͒ Determine the concentrations of the individual species at the center of each cell, r i , ͑see Sec. III B͒, and calculate the fluxes J(r i )ϭ f ͓c(r i )͔n (r i ) according to Eq. ͑11͒.
͑3͒ Distribute particles in the surface element ⌬S i around r i . The exact distribution of particles depends on the order of the approximation scheme. It is usually sufficient to include only linear variations in concentration along the surface, so that
where ٌ ʈ indicates a derivative along the interface. ͑4͒ Advance the source particles with a time step picked from a uniform random distribution in the range ͓0,⌬t͔, to simulate continuous dissolution. Advance the particles in the bulk by ⌬t, using specular reflection at the solid surfaces.
B. Measuring the concentration profile at the interface
In order to determine the interfacial fluxes in Eq. ͑11͒, the concentration profile of each species is required along the system boundaries. We have investigated several possible methods of measuring the concentration, and the method presented below is the most accurate scheme we have discovered so far. It is also robust and relatively simple to implement. First we discretize the system boundaries: for example, on the xϭ0 interface, mesh points are of the form (0,y k ) with 0ϭy 0 Ͻy 1 Ͻ•••Ͻy nϪ1 Ͻy n ϭL y . This divides the wall into n cells, C 1 ,C 2 , . . . ,C n , with C i extending from y iϪ1 to y i . The location of each element is taken to be the center of cell C i ,
In order to determine the concentration profile on xϭ0, we measure the concentration profile in the vicinity of the boundary by taking moments:
where w i ϭy i Ϫy iϪ1 is the width of the ith cell and the sum is over all particles in the region 0ϽxϽh, y iϪ1 ϽyϽy i . The value of h is empirically chosen as a compromise between statistical errors, which are minimized by large values of h, and systematic errors, which are minimized by small values of h. Given a set of moments W n 1 ,n 2 i , with n 1 ,n 2 рm, the concentration and concentration gradients can be determined. The concentration around a cell i, located on the boundary xϭ0, is expanded in a Taylor series 
with errors of order h 2 . More involved expressions can be derived at second order and beyond, and in general the error is of order h mϩ1 . Higher order schemes give more precise results provided that enough particles are used to calculate the moments ͑20͒. However, increasing the number of tracer particles is computationally expensive and so only first-and second-order schemes are used in this work.
To make a comparison of different order measurements, we have inserted 5ϫ10 6 particles, distributed in the region 0ϽxϽh near the xϭ0 wall with probability P(x,y) ϰͱye Ϫ(xϩy) . Figure 4 shows measurements of the concentration profile on a uniform mesh y n ϭn/10, n ϭ0,1, . . . ,10. It can be seen that wherever the profile changes sufficiently slowly both first-and second-order methods give accurate results. However, as y→0, where the distribution has a singular derivative, it is difficult to obtain an accurate profile from the first-order technique.
C. Deposition
In a chemically reacting system, particles can also be deposited at an adsorbing wall, often in combination with the dissolution of other species. The deposition boundary condition, f (c 0 )Ͻ0 in Eq. ͑12͒, can be implemented in an exactly analogous fashion to the dissolving interface by introducing ''holes,'' or particles of negative mass. The addition of holes has the same effect on the concentration field in the bulk region V as removal of particles from the same locations, but it is simpler to construct the correct distribution near an interface by the addition of holes than by the removal of particles. It can be shown that this algorithm has the same properties as the dissolution algorithm described in Sec. III A. It produces the correct mass flux across the interface and a linear distribution with the appropriate slope is again stationary.
The trajectories of particles and holes are constructed from the same increment distributions and the concentration field is then determined by the difference between the particle and hole concentrations. Particles and holes can be cancelled in the bulk phase to reduce statistical fluctuations ͓12͔. In Sec. IV we will show how the dissolution and deposition boundary conditions can be modified, along the lines developed in Ref. ͓12͔, to take account of a linearly varying flow field. In the remainder of this section we will discuss alternative approaches, which have more limited applicability, but which may be useful in some circumstances.
D. Linear kinetic laws
The simplest model for the dissolution of a solid species has a linear kinetic law f (c 0 )ϭr(c s Ϫc 0 ), where c s is the saturation concentration and r is a positive rate constant. Material dissolves or deposits depending on whether the concentration in the solution next to the interface is less than or greater than the saturation concentration. Heat transfer at an interface can also be described by a similar rate law. If the surface kinetics are linear, then it is possible to construct an algorithm that does not require a measurement of the surface concentration, c 0 .
The Green's function for the one dimensional diffusion equation with boundary condition
has the form
where Erfc is the complementary error function. The boundary condition in Eq. ͑24͒ implies that the total mass of tracer particles decreases, so that
The mass of each reflected particle must therefore be rescaled by the factor M 0 (xЈ,⌬t), to account for deposition of material at the boundary. The new location of a particle already at xЈ is sampled from the probability distribution G d (x,xЈ,⌬t)/M 0 (xЈ,t). A constant flux of particles, rc s is added to the interface to account for the dissolution flux. The key advantage is that no concentration measurements are required, and this algorithm is therefore as accurate as the other reflection algorithms ͑for zero flux and zero concentration͒. However, it can only be implemented with a linear functional form for f (c 0 ) and cannot account for more general surface kinetics.
E. Finite-range increments
It is not essential that ⌬W be a Gaussian increment in order to obtain weak convergence. For example, any random variable with the correct second moment guarantees weak first-order convergence of the approximation scheme ͓13͔. Finite-range increments are frequently used ͓1,7,9͔ because they are simpler and faster than Gaussian-sampled increments. However, near an interface any non-Gaussian increment reduces the order of local convergence to 1/2 ͓11,12͔, and does not guarantee global convergence even in the ⌬t →0 limit. As a result, the dissolution algorithm with nonGaussian increments does not lead to the correct steady state, as can be seen in Fig. 5 . This contrasts with the case of reflecting and absorbing boundaries, where non-Gaussian increments immediately impose the correct boundary condition ͓12͔.
Nevertheless, it is possible to construct an algorithm that leads to the correct stationary distribution, even with non- Gaussian increments. Let us again consider one-dimensional diffusion with a reacting interface at xϭ0. Instead of a continuous source placed on the interface, we construct a virtual distribution of instantaneous sources c v (x) in a region behind the wall, xϽ0. The gradient in c v is chosen to generate the desired particle flux across the interface. When these ''virtual'' particles are propagated using an infinite space Green's function G(xϪxЈ,⌬t), their concentration profile at tϩ⌬t is
After propagation, particles moving into the region V (x Ͼ0) are retained whereas those outside V (xϽ0) are removed from further consideration. Note that virtual particles need only be placed in a small region ͓Ϫx max ,0͔ behind the wall, where x max is the maximum increment.
The distribution c v (x) is constructed so that, on average, f (c 0 )⌬t virtual particles cross the wall into the region V in one time step,
A linear concentration profile c 0 Ϫ f (c 0 )x/D is then stationary; after one time step,
͑29͒
where it has only been assumed that the propagator is translationally invariant and satisfies the first moment condition
For Gaussian increments, the distribution of virtual particles c v (x,tϩ⌬t) ͓Eq. ͑27͔͒ is exactly the same as the incremental concentration profile for continuous dissolution ͑Sec. III A͒. The key advantage of the virtual particle method is that the correct stationary state can be obtained by any translationally invariant propagator. The method can be generalized to more than one spatial dimension by including gradients along the interface into the virtual particle distribution ͑28͒ ͓cf. Eq. ͑18͔͒. However, we have not been able to generalize this method to include a fluid flow field, at least at this point in time. Therefore, in the remainder of the paper we will consider continuous dissolution only, with particles placed on the interface itself and Gaussian increments used to move them. FIG. 6 . Continuous dissolution from a point source in a linear shear flow ͓Eq. ͑7͔͒ with a Peclet number Peϭ10. The source is located at xϭyϭ0 on a reflecting wall, xϭ0. The concentration profiles c(x, 0, tϭ1) for ⌬tϭ1 ͑dash dotted͒, ⌬tϭ0.5 ͑dotted͒ and ⌬tϭ0.1 ͑dashed͒ are compared with the exact solution ͑solid͒. is shown for continuous dissolution with Gaussian increments ͑solid line͒ and with increments distributed uniformly in ͓Ϫͱ3,ͱ3͔ ͑dashed line͒. In the latter case the linear profile turns out to be unsteady.
IV. MASS TRANSFER IN THE PRESENCE OF FLOW
The implementation of mass-transfer boundary conditions presented in Sec. III can be generalized to the case of a local shear flow by using the predictor-corrector scheme developed in Ref. ͓12͔, which is summarized in Sec. II. The dissolution and deposition fluxes are set up by placing an additional distribution of particles on the interface, as described in Sec. III. The convective contribution to the tangential displacement of the source particles is determined by their normal displacements from the wall at the end of the time step, and by the local shear rate ͓Eq. ͑10͔͒. Figure 6 shows a concentration profile c(x, 0, tϭ1) produced by a point source located on the wall (xϭ0) in presence of a shear flow ͓Eq. ͑7͔͒. The method is quadratically convergent in ⌬t, and reasonable results can be obtained even for ⌬tϭ0.5 while for the time step ⌬tϭ0.1 the concentration profile is indistinguishable from the exact one on the scale of the figure.
Simpler algorithms are much less accurate and converge only linearly with the time step. Figures 7 and 8 show concentration profiles for the same system, using a simplified predictor corrector method and a first-order Euler scheme respectively. The predictor-corrector method uses the mean velocity at the beginning and end of the time step to estimate the convective displacement. The methods are both linearly convergent in ⌬t, but the errors in the Euler scheme are much larger and extend deeper into the bulk.
To avoid complications associated with the infinite range of Gaussian propagators, it may prove advantageous to sample diffusive increments of the particles from truncated Gaussian distributions instead. The truncated Gaussian distribution is multiplied by a polynomial in x 2 so as to recover the first two non-zero moments ͓12͔. Figure 9 shows the concentration profile for different truncation distances; for truncations larger than 3ͱ⌬t, the dynamics of the random walk are not noticeably affected.
V. CONVECTION-DIFFUSION IN A RECTANGULAR CHANNEL
In this paper we have constructed a consistent set of algorithms that impose a wide range of mass transfer boundary conditions. Here the algorithms are tested on twodimensional convection-diffusion problems whose solution can be found independently. We take a channel of width L y ϭ10 and length L x , with a zero concentration inlet and outlet, c(0,y,t)ϭc(L x ,y,t)ϭ0. The solid wall at yϭ0 is dissolving with kinetics described by the function f (c 0 )ϭr(c s Ϫc 0 ), while the wall at yϭL y is absorbing with kinetics described by f (c 0 )ϭϪrc 0 . Here r is the reaction rate while c s is the saturation concentration (c 0 Ͻc s ). We note that dissolution and deposition kinetics possess the important property of negative feedback. An increase in concentration near a dissolving wall leads to a decrease in the dissolution rate, and vice versa, while on an adsorbing wall, an increase in concentration increases the deposition rate. Negative feedback at reactive boundaries is an important stabilizing feature, which improves the accuracy of the numerical solutions because the errors in concentration measurement do not grow with time.
The tests were run from the diffusion-dominated limit Pe ϭ0.1, to the convection dominated limit Peϭ1000. The channel length was increased at higher Peclet numbers, so that the time step can remain large without particles entering and leaving within a single step. The Peclet number Pe ϭVL y /D is defined in terms of the velocity at the center of the channel. The rate constant r was taken to be rϭ0.1, which gives a Damköhler number DaϭrL y /Dϭ2. For the Peclet number Peϭ10, the simulations were run at additional Damköhler numbers Daϭ0.2 ͑Fig. 14͒ and Daϭ20 ͑Fig. 15͒. We have compared the concentration flux at the absorbing wall with a multi-grid finite-difference code from the NAG library ͓15͔.
The results in Figs. 10-15 show that the stochastic simulations are in essentially exact agreement with the finitedifference results over most of the channel, regardless of the Peclet or Damköhler numbers. However, there is a singularity in the concentration field in the corner (xϭ0, yϭ0), where the boundary conditions cϭ1 ͑along xϭ0) and c ϭ0 ͑along yϭ0) meet. The errors are largest at the highest Peclet number, as shown in Fig. 13 . Here the time step must be reduced by a factor of 3 to obtain accurate results in the vicinity of the corner. The time step must also be reduced at high Damköhler number ͑DaϾ10, Fig 15͒, but this is for stability rather than accuracy. If the system is far from equilibrium then there are rapid changes in surface concentration at the beginning of the calculation, while our dissolutiondeposition algorithms assume that the change in concentration over a single time step is small. At Daϭ20 we had to reduce the time step by an order of magnitude to obtain a stable solution, but it should be possible to use adaptive methods to increase the time step as the concentration at the interface builds up toward its steady-state value. We note that DaϾ10 is close to a constant concentration boundary condition, except near the inlet and outlet.
VI. CONCLUSIONS
In this paper we have developed and tested stochastic algorithms to simulate boundary conditions involving mass transfer. Our aim was to develop algorithms that are robust, simple to implement, and flexible with regard to possible chemical kinetics. The key ideas are the introduction of particles with negative mass ͑holes͒ to account for deposition kinetics and the sampling of the time step to model continuous dissolution. Combinations of these ideas enable the inclusion of surface chemistry with comparable accuracy to the bulk. Convective transfer near the interface can be included up to second order in ⌬t, using a sampling of particle paths to calculate the mean convective velocity. We have shown that these algorithms are much more accurate than those generally in use today.
We have tested a multidimensional implementation of the method, using a reactive flow in a rectangular channel, for which precise numerical solutions can be independently calculated. The stochastic simulations are in general indistinguishable from the finite-difference results, except in the vicinity of corners where the concentration gradient is very high. Even under the most extreme conditions, good agreement could be obtained by reducing the time step by a factor of 3-10.
