In this paper, the inverse scattering problem for the nonstationary Dirac system on the half-plane is considered. The uniqueness criterion for the inverse scattering problem in terms of boundary condition is described and the restoration of the potential from the scattering operator is proved.
Introduction
Consider the system of first-order PDE on the half-plane {( , ) : ∈ ℝ + , ∈ ℝ}, System (1.1) describes the linear system of interacting modes (waves) with the velocities , = 1, . . . , 2 , propagation in nonstationary media. The incident waves correspond to the positive value of velocities but the scattered waves correspond to the negative value of velocities. Because > 0, = 1, . . . , , and + < 0, = 1, . . . , , the considered problem describes a scattering problem with equal number of incident and scattering waves.
The inverse scattering problem (ISP) for system (1.1) on the half-plane {( , ) : ∈ ℝ + , ∈ ℝ} is the problem of recovering the potential from its scattering operator on the half-plane. In the case of distinct velocities of the incident and scattered waves, the ISP for system (1.1) on the whole plane was well studied in [12] by utilizing a Gelfand-Levitan-Marchenko (GLM) type linear integral equation and in [15] by utilizing a Riemann-Hilbert problem. In the case of equal velocities of the incident and scattering waves, the ISP for system (1.1) on the whole plane was studied in [9] via GLM equation.
The ISP on the half-plane for system (1.1) has the principal di culty of determining the su cient quantity of scattering problems (on the half-plane for the same system of hyperbolic equation) to ensure the uniqueness of the ISP under consideration. Moreover, the ISP on the half-plane for system (1.1) with the distinct velocities of incident and scattered waves was studied in [8] by using two scattering problems. However, the ISP on the half-plane is reduced to the ISP for the same system on the whole axis with the potential which is extended to < 0. This situation makes the algorithm of the ISP on the semi-axis di cult, which is a significant problem in the theory of inverse problems. One of the aims of this paper is to solve the ISP on the half-plane for system (1.1) in the case of equal velocities of incident and scattered waves by using a suitable method, which was applied to the solution of ISP for the two component nonstationary Dirac system in [11] . The interested reader can refer to [6, 7, 11] and the references therein for more information about the ISP for the first-order hyperbolic systems.
In this paper, we consider the scattering problem for the nonstationary Dirac system of 2 equations on the half-plane in the form − = ( , ) (1.2)
where 0 is the × zero matrix and is the × identity matrix, and the × matrix function has measurable complex-valued entries belonging to the Schwartz class.
The scattering problem for system (2.1) on the half-plane consists of finding the solution of system (2.1) with the boundary condition in = 0, and the asymptotic condition with the given incident waves which defines the asymptotic of 1 ( , ) as → +∞. Here is constant matrix of order , 1 ( , ) stands for the first components and 2 ( , ) stands for the last components, respectively, of the 2 component solution ( , ) = col( 1 ( , ), 2 ( , )) of (1.2).
In this paper, the uniqueness of the solution of the inverse scattering problem for system (1.2) is analyzed with respect to the parameter in the boundary condition.
When the potential is independent of , then by taking ( , ) = ( ) exp( ), with separation of variables we can convert (1.2) into the stationary Dirac equation given by
When = 1, the ISP for this system on the half-line was studied in [13] . The ISP for the 2 Dirac system on the half-line and on the line has been investigated in [4] and [1, 3] , respectively. The interested reader can refer to [2, 10, 14, 16] and the references therein for more information about inverse scattering and inverse spectral problems for the system of ordinary di erential equations and stationary Dirac equation. This article is organized as follows: In Section 2 we consider direct scattering problem for system (1.1) on the half-plane and construct its matrix scattering operator. In Section 3, we consider the ISP on the halfplane for system (1.2) in the case det ̸ = 0. In this section, we generalize the results and methods of the scalar nonstationary Dirac equation in [11] to the matrix case. This generalization is not di cult, but it is important for the next section. Specifically, we show that the matrix scattering operator admits two-sided factorization by using a transformation operator as → +∞. Then we consider the scattering problem for the space-shifted Dirac system and we show the relationship between both the scattering operator of system (1.2) and the space-shifted system. By the help of this relationship we can uniquely recover the potential in every ≥ 0 from the scattering operator of system (1.2) in the case det ̸ = 0. In Section 4, we consider the ISP on the half-plane for system (1.2) in the case det = 0. We give an implicitly solvable example for the Dirac system and show that the condition det ̸ = 0 is essential for the uniqueness of the ISP for the system (1.2). Then we determine a class of potentials in the case det = 0 so that the ISP for system (1.2) with such a type of potential is unique solvable.
Notation. Throughout the paper, we will write 0 and 0 × for the × and × zero matrices, respectively, and for the × identity matrix. In addition, we will denote by 0 and 0 × the × and × zero matrix operators, respectively, and by I the × identity matrix operator.
Scattering problem on the half-plane
Rewrite system (1.2) as follows:
Consider system (2.1) under boundary condition (1.3) and the asymptotic condition
The vector function ( ) denotes the profile of incident waves. We shall denote by (ℝ, ℂ ) the space of ℂ -valued bounded continuous functions on ℝ. Proof. The scattering problem (2.1), (1.3), (2.2) is equivalent to the following systems of integral equations:
where
The integral operator corresponding to (2.4)-(2.5) maps in (ℝ + × ℝ, ℂ 2 ). Moreover, this system is a homogeneous Volterra type system of integral equations with respect to . Then, for an arbitrary ( ) ∈ (ℝ, ℂ ), there exists a unique solution in the space (ℝ + × ℝ, ℂ 2 ) of the scattering problem. Moreover, this solution satisfies the asymptotic relation (2.3). Let us consider the system (2.4)-(2.5) for det ̸ = 0 and + ≤ . If ( ) = 0 for ≤ , then for + ≤ the free term in the system of Fredholm integral equations (2.4)-(2.5) is equal to zero. Therefore, the solution of this system is equal to zero, i.e. 1 ( , ) = 2 ( , ) = 0. Now, consider the system (2.4), (2.5) for det ̸ = 0 and − ≥ . If ( ) = 0 for ≥ , then for − ≥ the free term in the system of Fredholm integral equations (2.4)-(2.5) is also equal to zero and so the solution of this system is equal to zero.
Thus for every incident wave vector ∈ there are bounded solutions of system (2.1) and these solutions define the profile ∈ of scattered waves by (2.3). We can define in the space (ℝ, ℂ ) the × matrix operator S translating to :
The operator defined by (2.6) is called the scattering operator on the half-plane for system (2.1) with boundary condition (1.3).
Inverse scattering problem for det ̸ = 0
. Properties of the scattering operator
Introduce the new scattering operator S = S −1 with det ̸ = 0, which is in one-to-one relation with S . It is easy to see that S translates to .
In solving the inverse scattering problems, the Volterra type integral representation of the solution plays an important role. Such a representation can be taken from transformation operator as → +∞.
Lemma 3.1 ([7, Theorem 2]). For any , ∈ (ℝ, ℂ ), there exists a unique bounded solution of system (2.1).
This solution admits the representation
The kernels ( , , ), , = 1, 2, are determined uniquely by the coe cients of system (2.1), and for fixed these kernels are the Hilbert-Schmidt kernels.
In addition, these kernels are connected with the potential by the formulas (see [7, (3 
Using the representation (3.1) and the boundary conditions (1.3), we obtain
By comparing formulas (3.1) and the definition of the scattering operator S, we take the following Volterra structure of the matrix scattering operator for system (2.1) on the half-plane:
The left factorization of the scattering operator S is obtained by using the additional properties of the scattering problem in Theorem 2.1. Proof. Formulas (3.4) mean that the operator S admits a right factorization. Moreover, this operator is of the form S = I n + F, where F are matrix Hilbert-Schmidt operators. It is su cient to prove only the left factorization of S.
From (3.4) we obtain the inversion of the operator . In addition, this operator is given by
where G are matrix Hilbert-Schmidt operators. Let us denote the kernels of the operators F and G by ( , ) and ( , ), respectively. From the definition of the scattering operator S it follows that
In addition, if ( ) = 0 for ≤ , then the solution of the scattering problem is equal to zero for + ≤ by Theorem 2.1, i.e. 1 ( , ) = 2 ( , ) = 0 for + ≤ . By taking into account (3.5), from the representation (3.1) we obtain that for ≥ 0 and + ≤ , Analogously, due to Lemma 3.1, from (3.1) and (3.6) we obtain the following relations the kernels of the transformation operator and operator S −1 − I : By taking = 0, from (3.7)-(3.8) and considering (3.9) we obtain
Taking into account FG = GF = −F − G from the last equalities it follows that S admits the left factorization 
. Inverse scattering problem
The inverse scattering problem for system (1.2) (or system (2.1)) is the problem of finding its matrix coecients 12 ( , ) and 21 ( , ) from known scattering operator S. The following result is about the M. G. Krein factorization of the Hilbert-Schmidt integral operators of the second kind ( [5] ) and it will firmly be used below. Using this lemma, from formulas (3.2) and (3.4) we can determine the value of the potential for = 0 from the scattering operator (the uniqueness of this determination will be proved in Theorem 3.4). For finding the potential for any values 0 ≥ 0, it is natural to consider the scattering problem for system (1.2) with the shifted potential
Denote by S( 0 ) the scattering operator of the scattering problem on the half-plane with potential (3.10) with boundary condition (1.3). On the base of Lemma 3.1 we conclude that for any 0 ≥ 0 the operator S( 0 ) admits the right factorization and
Moreover, the operators
are Hilbert-Schmidt integral operators whose kernels we denote by ( , , ) and ( , , ). It is easy to see that, for 0 = 0, (0, , ) = ( , ) and (0, , ) = ( , ). Proof. Using Lemma 3.3, from formulas (3.2) and (3.11) we can determine the value of the potential for any 0 ≥ 0 from scattering operator S( 0 ). Now, show that the scattering operator S( 0 ) on the half-plane for system (1.2) with the shifted potential (3.10) is determined by S, that is, for any 0 ≥ 0,
(3.12)
From (3.7) by subtraction we obtain for ≤ ,
(3.13)
Taking for ≥ the left-hand side of (3.13) as the kernel of some operator R + ( 0 ) and ( − 0 , + 0 ) as the kernel of operator F 0 , we rewrite (3.13) in the operator form
Taking into account that the right-hand side is a Volterra operator, we conclude for ≤ 0 , , − − 0 , + 0 = 0.
By analogy, the remaining parts of (3.12) are proved. In this way, the algorithm of recovering of the potential from the scattering operator is as follows: (1) construct the operator S( 0 ), 0 > 0, by formula (3.12), (2) find the factorization factors A 22+ ( 0 ) − A 12+ ( 0 ) and
by Lemma 3.3, (3) determine the matrix coe cients 12 ( 0 , ) and 21 ( 0 , ) with respect to the kernels of the operators A 12+ ( 0 ) and A 21− ( 0 ), = 1, 2, by formulas (3.2). The uniqueness of this determination will be proved in the next theorem.
Inverse scattering problem for det = 0 . The nonuniqueness of the solution of the inverse scattering problem Let = (ℎ ) , =1 be an arbitrary constant matrix with det = 0.
Consider the system of equations (2.1) with boundary condition (1.3) in the case det = 0. Let S be the scattering operator for system (2.1) with boundary condition (1.3). As it was noted, the inverse scattering problem is the problem of finding the matrix functions 12 ( , ) and 21 ( , ) from known scattering operator S .
Since det = 0, there exist constants , = 1, . . . , , with | 1 | + ⋅ ⋅ ⋅ + | | ̸ = 0 such that
Without loss of generality assume that ̸ = 0. Denoting 1 = col( 1 , . . . , ), 2 = col( +1 , . . . , 2 ), consider the following particular case of system (2.1), which can be implicitly solved:
, + ( , ) + , = 1, . . . , , As is known, the operator S given by 
. , ).
As is seen, the operator S determines only the coe cients + ,1 ( , ), = 1, . . . , , of system (4.2). In other words, for arbitrary ,2 ( , ), = 1, . . . , , system (4.2) has the same scattering operator S (see (4.5) ). It means that the solution of the inverse problem is not unique for system (4.2) with boundary condition (1.3) in the case det = 0.
Since is arbitrary, the solution of the inverse scattering problem for system (4.2) under boundary condition (4.1) with det = 0 is not unique. Proof. As is shown, in the case det = 0, there exists a system in the form of (2.1) for which the uniqueness of the solution of the inverse scattering problem is violated. Now, assume that there are two potentials
21 ( , ) 0 which correspond to a single scattering operator S with det ̸ = 0. According to (3.2) we take that 
12 ( , − + ) =
21 ( , )( , − + )
12 ( , − + ) ,
12 ( , + − )
21 ( , + − ) .
Let us denote
12 ( , ) = The theorem is proved.
. A class of potentials for the uniqueness of the inverse scattering problem in the case det = 0
According to Theorem 4.1, the ISP has no unique solution for arbitrary potential when det = 0. In this case, the inverse problem can be considered in a class of potentials that contain a number of functional parameters less than 2 2 on the value that is related to the rank of the matrix .
Consider the case rank = with 0 < < , > 2. The matrix is equivalent tõ
Recall that the matrices and̃ are equivalent if and only if =̃ for some nonsingular matrices and . Problem (1.2)-(1.3) is reduced to It means that the scattering operator S 0 − is an upper Volterra integral operator with the kernel ). If the scattering operator S 0 − is known, then 3 is uniquely determined from the Volterra operator S 0 − as its kernel.
