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I would like to express my gratitude towards Alice Valkárová who supervised this work
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Abstrakt: Tématem práce je měřeńı účinného pr̊uřezu difrakčńı produkce dijet̊u v
pozitron-protonových interakćıch za použit́ı detektoru H1 na urychlovači HERA. Di-
frakčńı interakce e+p → e+Xp jsou měřeny při těžǐst̀ové energii 319 GeV, systém X
obsahuje nejméně dva jety a proton je detekován v H1 spektrometru VFPS. Měřeńı je
realizováno ve fotoprodukčńım režimu definovaném virtualitou fotonu Q2 < 2GeV2 a
v hlubokém nepružném rozptylu s 4GeV2 < Q2 < 80GeV2. Výsledky jsou srovnány
s QCD výpočty vyšš́ıho řádu založenými na difrakčńıch partonových distribučńıch
funkćıch źıskaných z měřeńı inkluzivńıho účinného př̊uřezu v difrakčńım hluboce ne-
pružném rozptylu. Platnost kolineárńı QCD faktorizace je testována s využit́ım na-
měřených účinných pr̊uřez̊u a jejich poměr̊u.
Kĺıčová slova: difrakce, dijety, narušeńı faktorizace, fotoprodukce, DIS
The cross section of the diffractive process e+p → e+Xp is measured at a centre-of-
mass energies of 319GeV, where the systemX contains at least two jets and the leading
final state proton p is detected in the H1 Very Forward Proton Spectrometer. The
measurement is performed in photoproduction defined by photon virtualities Q2 <
2GeV2 and in deep-inelastic scattering with 4GeV2 < Q2 < 80GeV2. The results
are compared to next-to-leading order QCD calculations based on diffractive parton
distribution functions as extracted from measurements of inclusive cross sections in
diffractive deep-inelastic scattering. A collinear QCD factorization theorem is tested
against the measured cross sections and their ratios.
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Processes, ep → eXY , where the systems X and Y are separated by a large non-
exponentially suppressed gap in rapidities of the final state particles, have been exten-
sively studied at the electron-proton collider HERA. They can be viewed as being me-
diated by exchange of quantum numbers of vacuum, usually referred to as a pomeron
(IP ), which in turn explains why the system Y often contains only the intact initial
state proton with slightly changed kinematics. Such processes are called diffractive.
Both the leading proton or gap observation are experimentally used methods for iden-
tification of diffractive processes, where the latter one allows the proton to dissociate
into states of relatively small masses if compared with total energy of the interaction.
If a hard scale can be defined in the system X (associated with the dissociated virtual
photon), perturbative approach to Quantum Chromodynamics (p-QCD) is applicable
and we speak of hard diffraction. Apart from these extra requirements, the diffractive
processes obey the standard definitions of deep inelastic scattering (DIS). In the frame-
work of the collinear factorization theorem [1] diffractive parton distribution functions
(DPDFs) may be defined. The factorization theorem predicts that the cross section
can be expressed as a convolution of non-perturbative DPDFs and partonic cross sec-
tions of the hard subprocess, calculable within p-QCD. The DPDFs have properties
similar to the parton distribution functions of the proton, but with the diffractive
constraints. The H1 experiment was equipped with two dedicated detectors, the For-
ward Proton Spectrometer [2] and the Very Forward Proton Spectrometer (VFPS) [3]
designed to detect the leading protons.
The mostly used DPDFs from HERA were obtained in analyses of large samples
of inclusive diffractive deep-inelastic scattering (DDIS) data [4, 5]. Given the DPDFs,
perturbative QCD calculations are expected to be applicable to other processes such
as jet and heavy quark production in DDIS[6–9]. Next-to-leading order (NLO) QCD
predictions using DPDFs describe these measurements well.
The universality of the DPDFs measured at HERA and the factorization approach
4
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is, however, called into question by measurements of diffractive hadron-hadron inter-
actions, where production of jets was found to be suppressed by about one order of
magnitude [10, 11] if compared with predictions based on HERA DPDFs. This ob-
servation is often explained by additional partonic interactions between both hadrons
which destroy the diffractive event signature [12, 13] and, thus, leading to factorization
breaking.
The issues of DPDF applicability and factorization breaking can be also studied in
hard diffractive photoproduction (γp), where the virtuality of the exchanged photon
Q2 is close to zero. In leading order, the small photon virtualities allow for partonic
fluctuations γ → qq that live long enough to interact with the partons in the proton. In
that case, only a fraction xγ of the photon’s four-momentum is expected to participate
in the hard interaction. Such interactions, where the photon exhibits a hadronic
structure, are named ”resolved”. Still, the photon may couple directly to the partons
of the proton and these interactions are then referred to as ”direct”. The direct photon
interactions dominate in DIS. A distinction between these two γp regimes can be made
by xγ which is expected to be equal to one at parton level for the direct contribution
and it is expected to be smaller than one in case of the resolved processes.
Factorization breaking effects in diffraction may be expected at HERA xγ < 1
where the photoproduction processes resemble hadron-hadron interactions. Looking
into greater detail, the resolved photon interactions can be further divided into a
hadron-like contribution and an anomalous or point like contribution, the latter one
arising from the inhomogeneous term in the PDF evolution equation for the photon
[14]. The point-like contribution to the photon structure is expected to be subject
to smaller absorptive corrections than the hadron-like part [15] and may generate
factorization breaking effects in diffractive photoproduction which are then slightly
dependent on the jet transverse energies ET . Typical suppression factors predicted by
this model are 0.7÷ 0.8 [15].
Diffractive photoproduction of dijets in ep collisions at HERA were measured by
H1 [16, 17] and ZEUS [18]. In each of these measurements, diffractive events were
selected by requiring a large rapidity gap. Contrary to the expectations, no significant
dependence of the ratio of data to the NLO QCD predictions on xγ was observed.
However, different ratios have been measured by H1 and ZEUS: while H1 reported
their data to be suppressed by a factor of 0.6 with respect to the next-to-leading order
QCD prediction [16, 17], the ZEUS data are compatible with the hypothesis of no
factorization breaking [18]. The ZEUS analysis covered somewhat different kinematic
region, especially the higher transverse energies of leading and subleading jets were
required.
A reliable method to test QCD factorization, first applied at HERA in [17], is
given by the examination of the double ratio of measured to predicted cross sections
in diffractive photoproduction to the corresponding ratio in diffractive DIS. The double
ratios profits from cancellations of many of the experimental and theoretical uncer-
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tainties.
In this thesis, new measurements of diffractive dijet cross sections in DIS and
photoproduction are presented. The data were collected in the years 2006-2007 with
a total integrated luminosity of 30 pb−1 for diffractive photoproduction and 50 pb−1
for diffractive DIS. For the identification of diffractive events, the leading protons are
detected in the Very Forward Proton Spectrometer. The results are compared with
NLO QCD predictions and the factorization theorem is tested by investigation of the
double ratio of the diffractive PHP and DDIS data to the respective prediction.
Chapter 2
Theory
2.1 Deep inelastic scattering
2.1.1 Kinematics
In this section, the kinematic invariants describing the lepton-hadron scattering are
introduced. This process can be mediated by charged (W±) or neutral (γ∗, Z0) ex-
change. Further, only neutral-current ep interactions
e(k) + p(P ) → e(k′) +X(PX) (2.1)
are discussed, where e, p and X denote electron or positron, proton and an arbitrary
hadronic system with their corresponding four-momenta, respectively (see Fig. 2.1).
The four-momentum of the exchanged virtual photon1 is denoted as q = k − k′.
Inclusive DIS kinematics can be described by the centre-of-mass (CMS) energy
squared (s = (k + P )2) and the following invariants:






where Q2 is the virtuality of the exchanging photon, y is the inelasticity and x is the
Bjorken scaling variable which can be interpreted within parton model as the proton
momentum fraction entering to the hard subprocess (section 2.1.3).





where the proton mass squared M2P was neglected with respect to s.
1Contribution originating from Z0 exchange, distinguishing between e+p and e−p scattering, can
be safely neglected, due to low virtuality of the exchange in this thesis.
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Invariant mass of hadronic final state (HFS) system (MX) is identical to γ
∗p centre-
of-mass energy (W ) and can be calculated as
W 2 = M2X = (q + P )












Fig. 2.1: The leading order Feynman diagram for DIS
2.1.2 Cross section
Process (2.1) is called deep inelastic scattering (DIS) if the virtual photon wavelength
λ ∼ 1/Q is much smaller than the proton size (=”deep”) and if the invariant mass of
the HFS system MX is much higher than the proton mass (=”inelastic”). Exchanging
virtual photon acts here as a probe of the proton structure with a wavelength λ ∼ 1/Q.
Further discussion is restricted to the kinematic region where the parity violating
Z0 contribution can be safely neglected (Q2 ≪ M2Z).
Fundamental principles – Lorentz invariance, parity conservation and gauge invari-






















where αem is electromagnetic coupling constant and F1,2 are the DIS structure func-
tions of the proton.
For HERA energies the term containing proton mass can be safely neglected, in
addition it can be shown that the FL = F2 − 2xF1 is proportional to the cross section
of scattering of longitudinally polarised virtual photon on a proton target. Eliminating
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In principle, it is impossible to determine both F2 and FL structure functions only
from differential cross section for single s.
Therefore, the differential cross sections must be measured at least for two CMS
energies
√
s. Then if the dσ
dxdQ2
is measured for both these energies
√
s but the same
x and Q2, the structure functions F2(x,Q
2) and FL(x,Q
2) are equal for both energies
whereas values of y-termes in formula (2.6) differ, because y = Q
2
xs . This approach
provides two linear equations for two variables F2 and FL.
Experimentally the longitudinal structure function FL was found to be small [19]
and is often neglected. The DIS data are often conveniently shown in terms of the













Compared to the differential cross section dσ
dxdQ2
which varies across several orders of
magnitude, σr ≃ F2 has a weaker dependence on x and Q2.
2.1.3 Parton Model
Flatness of the F2 with respect to the Q
2 observed in ep scattering at SLAC [19]
(Fig. 2.2) led to assumption that electron is scattered on point-like proton’s con-
stituents.
Fig. 2.2: SLAC measurement of F2 = νW2 as a function of W = Q
√
1/x− 1 [GeV]
for x = 1/3 (left) and x = 1/6 (right). Above the resonance region, the F2 is observed
to behave, within the experimental precision, as a constant.
A model was formulated where proton is composed of quasi-free massless objects
called partons and consequently γ∗ interacts only with individual one while others act
as spectators (Fig. 2.3). The fact that these proton’s constituents are not observed in
the final state is explained by the hadronization phenomenon, occurring at distance
around 1 fm corresponding to time ∼ 10.2GeV in the natural units. This parton model
picture is applicable if hadronization and hard interaction are well separated in time
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and space (Fig. 2.3). Naturally only electrically charged partons are allowed to couple
to the photon. If x̃ is the momentum fraction of such parton with respect to the proton
momentum, then the zero mass of the scattered parton leads to condition:




where the proton mass squared was neglected with respect to Q2. Formula for x̃ is
identical to the definition (2.2) of x, therefore, the Bjorken x has interpretation as the
momentum fraction of the struck parton with respect to the proton momentum.
Fig. 2.3: Feynman diagram showing ep interaction within the parton model. Partons
which act as spectators are depicted by dashed line. Interaction time is approximately
τint ∼ 1/Q, whereas hadronization starts around τhad ∼ 1/ΛQCD (ΛQCD ≃ 0.2GeV)
after the γ∗-parton interaction [20].
To derive characteristics resulting from parton model, the scattering of two charged
particles of spin 1/2 (electron and parton) and negligible masses is considered. Ac-
cording to the quantum electrodynamics (QED) the differential cross section in the












where eq denotes electric charge of interacting parton. This formula resembles first
term in equation (2.6) under the assumption that proton is composed of charged par-
tons with spin 1/2. If the charged partons were bosons with spin 0 or 1 the scattering
formula analogous to (2.9) would not be consistent with experiments. Proton structure







e2i (qi(x) + qi(x)) , (2.10)
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where qi(x)dx or qi(x)dx denotes the probability that a parton or anti-parton, re-
spectively, of type i with momentum fraction in interval (x,x + dx) is found inside
proton.
Note that F2 does not depend on Q
2, in agreement with experimental data [19]
available at the time when parton model emerged, and the FL is predicted to be zero
which is known as a Callan-Gross relation [21].
From the measurements, it was found that the parton distribution functions (PDF)
behave as ∼x−1.5 in the small x limit, so the mean number of partons of type i inside
proton (
∫ 1
0 qi(x) dx) goes hypothetically to infinity. The quantities which relate to
the constituent quarks from additive SU(3) quark model [22] are so-called valence
distributions
qvali (x) = qi(x)− qi(x). (2.11)
Mean numbers of valence u and d quarks inside the proton are then 2 and 1, respec-
tively, in agreement with additive quark model. The flavour index i denotes up, down,
strange, charm, bottom or top quark, but usually only u and d quarks have non-zero
valence quark distribution functions for proton.
By means of the electron-nucleon scattering the total momentum fraction carried









(qi(x) + qi(x))dx (2.12)
can be measured. Value around 0.5, obtained at the early experiments, signaled that
there must have been other, electrically neutral partons carrying the remaining half
of proton’s momentum. These partons were identified as gluons well known from
quantum chromodynamics.
2.2 Quantum Chromodynamics
Quantum chromodynamics (QCD) is a non-abelian gauge theory of strong interaction
based on SU(3) group which describes interactions between quarks with spin 1/2
by exchange of gluons – massless gauge bosons with spin 1. Each quark has a color
(”strong charge”), analogous to the electric charge in quantum electrodynamic (QED).
Contrary to quantum electrodynamics, gluons carry color too; therefore interactions
between gluons are possible. There exist three colors for quarks and eight colors for
gluons which corresponds to the dimension of the fundamental representation and the
adjoint representation of SU(3) color group.
Strong interaction is characterized by a strong coupling constant αs. If this con-
stant is sufficiently small, calculated cross section can be expanded into the perturba-
tive power series of αs, where coefficients are calculated from corresponding Feynman
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diagrams. This approach leads to ultraviolet divergences in higher orders of this ex-
pansion coming from the integration over large values of loop momenta. Problem
with infinite integrals was resolved by so-called renormalization procedure [23, 24],
where the divergent terms are absorbed in the newly defined renormalized quantities,
making the coefficients in the perturbative expansion finite. Within this procedure,
the renormalization scale µ2r is introduced and the renormalized quantities (coupling,
wave functions, particle masses) depend on this scale. However, any measurable quan-
tity should not in principle depend on an arbitrary scale µ2r . This condition leads to
renormalization group equation, which qualifies the fact that the µ2r dependence of a















Within perturbative QCD (p-QCD) approach, the cancellation of µ2r dependence in
equation (2.13) is required up to the order of perturbative calculations. Scale depen-
dence originating from higher orders in αs still persists and makes results obtained by
p-QCD in reality scale dependent. In addition an ambiguity in the renormalization
procedure known as renormalization scheme exists. The most frequently used renor-
malization scheme MS [25] is based on dimensional regularisation of the integrals. All
these unphysical dependencies diminish with increasing order of perturbative calcula-
tion.








s + · · ·
)
, (2.14)
where coefficients βi of the β-function [26, 27] are calculated using perturbative QCD.
First two β-coefficients are renormalization scheme independent and are functions of








Negative sign of β0 term in (2.14) results in a decrease of αs for growing renor-
malization scale, so for very high energy (small distance) the strength of the strong
interaction is negligible. This famous result derived for non-abelian quantum field the-
ories is known as asymptotic freedom [28]. Such behavior especially justifies validity
of the parton model in high Q2 (=high scale µ2r) region where αs is small and therefore
electromagnetic interactions dominate. On the other hand for small scales (close to
the QCD scale parameter Λ) the strong coupling constant grows which leads to diver-
gence of the perturbative series and therefore to non-applicability of the perturbative
theory.
2Quark masses are neglected in this simplified discussion.
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The approximate solution of (2.14) up to term proportional to β1α
3


















where the QCD scale Λ4
.
= 0.3GeV or αs(MZ)
.
= 0.118 must be determined from
experiment. Dependence of the strong coupling constant on µr is illustrated in Fig. 2.4.
QCD αs(Mz) = 0.1185 ± 0.0006















pp –> jets (NLO)(–)
Fig. 2.4: Strong coupling constant αs as a function of renormalization scale µr = Q.
Several experimental data points are depicted for scales tween 2GeV and 900GeV
[29].
The fact that the strength between ”color charges” grows with distance causes
that only color neutral objects (hadrons) can be stable making the direct observation
of quarks (with fractional electric charge) or gluons impossible. This phenomenon is
known as confinement [30].
2.2.1 The Hard QCD Factorization in DIS
Perturbative Quantum Chromodynamics enables us to calculate the QCD corrections
to the ”zero-order” DIS cross section in αs (2.9), the QED corrections are usually much
smaller. In the leading order in αs, there are QCD-Compton and boson(=photon)-
gluon fusion processes (see Fig. 2.5)
γ∗q → qg γ∗g → qq̄. (2.17)
Both of them exhibit a divergent behavior of the cross section for small scattering
angles. These infrared divergences can be regularised by imposing limit χ on the
transverse momenta of the scattered partons for processes (2.17), |p̂2T | > χ2.
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QCD compton Boson − gluon fusion
+ +
Fig. 2.5: The leading order αs Feynman diagrams for DIS, γ
∗q (left) and γ∗g scattering
(right).
Then the dominant part of F2 structure function, associated with inclusive DIS


































The first α0s-term corresponds to the parton model result, the second to QCD-Compton
and the third to boson-gluon fusion process. The Pqq(z) and Ppg(z) are so-called
splitting functions [31, 32] representing probability of quark (gluon) to emit quark
with momentum fraction z.
To get rid of the cut-off parameter dependence, the factorization scale dependent
parton distribution functions qj(x, µ
2
f ) are introduced
qj(x, µ
2






























































The structure function F2 as a physical observable cannot depend on the scale µ
2
f .
Within perturbative theory this cancellation occurs order-by-order. If µf -dependency
cancellation is imposed in (2.20) only for α0s terms then the PDFs are predicted to
be µ2f -scale independent which leads to the parton model relation (2.10). If also the
α1s-part of F2 is required to be not dependent on factorization scale, then by setting
the derivative of F2 according to µ
2
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Above formula represents one of the integro-differential equations known as an DGLAP
evolution[31, 33]. They can be written in the shortened form using Mellin convolution
defined as3:
F (x) = (u⊗ v)(x) =
∫
































P 0gq ⊗ qj + P 0gg ⊗ g). (2.24)
These equations allow to calculate PDF at arbitrary scale µ2f from knowledge of
PDF at the initial scale µ2f0. The DGLAP evolution equations together with relation
(2.20) are used in QCD fits of the inclusive DIS data σr(x,Q
2) (Fig. 2.6, Fig. 2.7).
The Bjorken Q2 scaling predicted by the parton model is violated, especially at low-
x region, where QCD corrections play the substantial role. On the other hand the
predicted logarithmic Q2 dependency is at higher x quite smooth, in example the
constant dependency suggested in Fig. 2.2 for x = 1/6, where the reduced cross section
was measured up to Q2 ≃ 5GeV2, holds in reality up to Q2 ∼ M2Z ∼ 104GeV2.




















where F̂ i2 are the coefficient functions that can be calculated using Feynman graphs
and are known up to O(α3s) [35]. In the lowest order coefficient functions F̂
q
2 =
e2qδ(1−z) and F̂ g2 = 0 reproduce parton model result (2.10). Note that (2.25) contains
both renormalization µ2r and factorization µ
2
f scales, which relate to subtraction of
ultraviolet and infrared divergences of the perturbative calculations. For perturbative
calculation up to O(αNs ), the residual O(α
N+1
s ) uncertainty is associated with the
ambiguity in choosing µ2r and µ
2






Extension of (2.25) to production of the general system F (dijet, W , Z, . . . ) in
collisions, where both beam particles h1,2 have partonic structure, takes form














3Note that if u, v and F are probability density function, then holds xF = ξu · zv, where i.e. ξu
means that random variable ξ is distributed according to distribution function u(ξ).
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Fig. 2.6: The parton distribution functions at next-to-leading order and scale µ2f =
10GeV2 of valence u-quark, valence d-quark, sea-quarks and gluon as measured by H1
collaboration [34]. For better visibility, the gluon and sea-quarks distribution functions
are multiplied by factor of 0.05.
where σij is a partonic subprocess cross section of F production obtained by p-QCD.
Equations (2.25) and (2.26) are manifestations of so-called QCD collinear factor-
ization theorem. It states that a cross section can be expressed as a convolution of
universal non-perturbative PDFs of colliding particles and perturbative cross section of
the hard subprocess, calculable within p-QCD. Albeit factorization theorem is widely
used in perturbative QCD calculation, only a few processes exist, where it has been
rigorously proven [36].
2.3 Diffraction
2.3.1 The Regge theory
Since 60th, the Regge theory represents experimentally successful phenomenological
approach to describe hadron-hadron interactions. It is based on the unitarity, analyt-
icity and crossing symmetry of the S-matrix [37].
The key idea is an analytical extrapolation of the partial wave amplitudes al(t),
where l is the integer angular momentum, into the complex values of l, in the t-
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Fig. 2.7: Neutral current DIS reduced cross sections e±p → eX for several x values as a
function of Q2 [34]. Along the data points results of QCD DGLAP fits are plotted. The
e+ and e− cross sections vary due to non-negligible electroweak exchange contribution
at higher Q2.
channel4. This extrapolation was shown to be unique.
Then the asymptotic high energy behavior of the s-channel process amplitude is
driven by leading singularity in the l-plane of al(t), i.e. the singularity which has the
highest ”real-coordinate”.
To demonstrate this property, let’s consider asymptotic high-energy behavior of
the hadron-hadron cross section. Many low-energy mesonic resonances exist, which
can be considered as exchanging objects, but in Fig. 2.8 only leading resonances, i.e.
resonances with the largest Re(α) of the corresponding Regge pole, are plotted into
t−α plane, where t is the mass square and α spin of the resonance (l was renamed to
α to empathize that it can have complex values).
Points in Fig. 2.8 can be fitted by linear function
α(t) = α(0) + α′t, (2.27)
where α(0) ≃ 0.5 and α′ ≃ 1 GeV−2 which is called reggeon trajectory.
4For reaction 1 + 2 → 3 + 4 (s-channel) hold s = (p1 + p2)
2, t = (p1 − p3)
2, u = (p1 − p4)
2. These
relations hold also for 1 + 3̄ → 2̄ + 4 (t-channel), where for instance 3̄ is antiparticle of 3. Particle i
has four-momentum pi and antiparticle ī −pi.
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Fig. 2.8: The leading mesonic trajectory (reggeon) superposed by corresponding res-
onances [38]
It could be shown that the s-channel amplitude in the Regge limit s ≫ |t| then
behaves asymptotically as
A(s, t) ∼ isα(t). (2.28)
The total cross section is according to the optical theorem given as the imaginary part
of the forward amplitude A(s, 0) divided by s:
σtot ∼ sα(0)−1. (2.29)
Accordingly, the equation (2.29) predicts for α(0) ≃ 0.5 asymptotic decrease of the
total cross section with growing energy.
In reality the opposite was observed (Fig. 2.9). To explain this behavior the new
trajectory with α(0) ≃ 1.1 named pomeron (IP ) was introduced. The pomeron trajec-
tory does not correspond to any known particles because all have intercepts α(0) ≤ 0.5
and is expected to be made by glueballs rather than conventional particles [39] which
are being studied using lattice QCD calculations [40]. As a dominant trajectory in the
elastic processes, pomeron possesses quantum numbers of the vacuum.
Regge fits made by leading (pomeron) and second leading (reggeon) trajectories
are able to sufficiently describe the present-day total cross sections data
σ = AIP s
αIP (0)−1 +AIRs
αIR(0)−1, (2.30)
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although power-like rising of total cross section violates unitarity Froissart-Martin
bound σtot < C ln
2 s at extremely large energies
√
s [41, 42].
Fig. 2.9: The total cross section of pp, pp̄ and π±p as a function of CMS energy
√
s
[38]. The cross sections measurements are shown together with Donnachie Landshof
fit (2.30).
Up to now only elastic and total cross sections were considered. Regge phenomenol-
ogy can predict also single inclusive 1+2 → 1′+X5 cross section if Mueller’s general-
isation of optical theorem is employed [43]. This theorem transforms single inclusive
process into three-body elastic reaction 1+2+ 1̄′ → 1+2+ 1̄′ where Regge framework
of complex angular momenta is applicable.
2.3.2 Diffraction
Diffractive effects were originally known from optics, where the diffractive pattern
appears, when the light’s wavelength is comparable to the size of the obstacle. In the
nuclear high-energy physics, the term ”diffraction” was introduced by Landau in 1953
[44]. Diffraction can be defined as ”a reaction in which no quantum numbers are, at
high energies, exchanged between the colliding particles” [45].
This definition is general enough (Fig. 2.10) to cover elastic scattering
1 + 2 → 1′ + 2′, (2.31)
single dissociation
1 + 2 → 1′ +X2 (2.32)
and double dissociation
1 + 2 → X1 +X2. (2.33)
5The system X is arbitrary hadronic state excluding particle 1′.











Fig. 2.10: The overview of diffractive processes: elastic scattering (a), single dissocia-
tion (b) and double dissociation (c). The exchange with vacuum quantum numbers is
depicted by the dashed line.
Where the system X1 (X2) has the same quantum numbers as the beam particle 1
(2).
From the empirical point of view, the usage of the definition above is problematic if
the final state is not fully reconstructed. In this case the another equivalent definition
is beneficial [46]:
”A diffractive reaction is characterized by a large, non-exponentially suppressed,
rapidity gap in the final state.”
An equivalence of these two definitions follows from the Regge theory. The rapidity,
y, is a dimensionless variable frequently used in particle physics6. For particle with








Difference in rapidities of two particles is invariant under the Lorentz boost along
the z-axis. For very relativistic particles the rapidity corresponds to pseudorapidity
η = − ln tan θ2 , where θ is the polar angle of the particle’s momentum.
For example in pp interactions, the maximally possible rapidity gap is ln s
M2p
, which
corresponds to elastic scattering with negligible transverse momenta of the scattered
protons in the final state. If one or both beam protons dissociate or gain transverse
momenta, then the final state rapidity gap is smaller.
2.3.3 Diffraction in ep Scattering
In the ep interactions, the diffraction is observed when the virtual photon γ∗ radiated
from electron dissociated into hadronic system X, whereas the beam proton stays
intact (four-momenta names designed to individual objects are displayed in Fig. 2.11):
γ∗ + p → X + p. (2.35)
6Do not confuse with kinematic invariant y denoting inelasticity of the DIS.


















Fig. 2.11: The Feynman diagram of ep → epX scattering (left) and the ”underlying”
diffractive process γ∗p → Xp (right).
It is a special case of single dissociative diffractive process (2.32). Masses of all
objects must be much smaller than the CMS energy of γ∗p collision, i.e. Q2 ≪ W 2
and M2X ≪ W 2, and scattered proton and system X are typically separated by a large
rapidity gap.
Kinematics of the diffractive reaction ep → epX is described by DIS invariants
x, y,Q2 defined before and newly introduced quantities related to the scattered proton.
They are the fractional energy loss of the scattered proton:
xIP =








which is sometimes also called ξ and is at HERA typically ∼ 0.017 and the four-
momentum transfer squared at the proton vertex:
t = (P − P ′)2, (2.37)
which corresponds approximately to the transverse energy of the scattered proton as
t ≃ −P ′2T and is rather small at HERA, |t| ∼ 0.1GeV2.











whose meaning will be explained later.
Sometimes the scattered proton dissociates into low mass hadronic system as well,
which is conventionally denoted as Y
γ∗p → XY. (2.39)
7The xIP variable must be small due to conditions M
2
X ≪ W
2 and Q2 ≪ W 2 mentioned before.
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If mass MY of system Y is small and there is a rapidity separation between X and
Y systems, these double dissociative (2.33) processes also exhibit diffractive nature.
These proton dissociative processes are part of the measured cross section if the events
are selected by means of large rapidity gap method.
2.3.4 Regge Phenomenology of Diffractive ep Scattering
As was already said also single dissociative diffractive processes can be described by
the exchange of pomeron trajectory. According to the Regge theory, the γ∗p cross
section takes form [47]:
dσγp
dxIPdt
= fIP (xIP , t)σγ∗IP (M
2
X), (2.40)
where fIP is the pomeron flux factor depending only on the scattered proton kinemat-
ics:
fIP (xIP , t) =
1
16π2
|gIP (t)|2x1−2αIP (t)IP (2.41)
and σγ∗IP is the total cross section of γ
∗IP scattering with CMS energy MX
σγ∗IP (M




The g3IP (0) is triple pomeron coupling and gIP (t) is pomeron coupling to the proton
which typically has exponential behavior
gIP (t) = gIP (0)e
BIP t/2. (2.43)
Note that since pomeron is not real particle this factorization is not unique and espe-
cially the pomeron flux normalization is ambiguous. Within the Regge picture, xIP is
interpreted as a momentum fraction of the pomeron with respect to the proton and
(−t) as the pomeron’s virtuality.
Following equations (2.40-2.43), the Regge prediction for the differential cross sec-













so for γ∗p scattering at high energy W and small xIP the diffractive interactions
mediated by pomeron dominate while for higher xIP the sub-leading reggeon trajectory
αIR(0) ≃ 0.5 plays a non-negligible role.
Substituting gIP (t) from formula (2.43), the pomeron and/or reggeon flux turns to
its usual form
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IP IR









Tab. 2.1: Parameters of pomeron (IP ) and reggeon (IR) trajectories and the B factors
of corresponding Regge poles as used and measured in [4].
where AIP ,IR are normalization factors, BIP ,IR relate to the t-slope of the cross section
and trajectories αIP ,IR(t) are commonly set to have a linear form (2.27). Approximate
values of these parameters are summarised in Tab. 2.1
2.3.5 Factorization in inclusive DIS
If the square root of photon virtuality Q is substantially larger than QCD scale Λ, Q2
provides hard scale for process (2.35) and perturbative theory is applicable.
In perfect analogy with inclusive DIS (2.6), the diffractive DIS differential cross
section can be written using two structure functions FD2 and F
D
L which depend on




















Similarly to non-diffractive case, the longitudinal structure function FDL is much
smaller than FD2 for β < 0.8 and can be therefore safely neglected in this range.
It has been proven by Collins [1] in perturbative QCD that similarly to what
happens in inclusive DIS, the factorization theorem holds for diffractive structure
function, if the hard scale Q2 ≫ Λ2:
FD2 (x,Q


















where the coefficient functions F̂ i2 calculable within p-QCD are exactly the same as
in DIS and fDi (ξ, µf , xIP , t) are the diffractive parton distribution functions (DPDF)
which describe the probability to find a parton of type i carrying momentum fraction
ξ in proton, under the requirement that the proton remains intact and its kinematics
is described by xIP and t. These DPDFs obey the same QCD DGLAP evolution
equation as non-diffractive parton densities (2.24) and were extracted from DGLAP
fits of reduced cross sections σDr ≃ FD2 of HERA inclusive diffractive data.
Within Regge theory, these diffractive proton densities can be viewed as a pomeron
PDFs multiplied by the pomeron flux factor, i.e. probability to find pomeron inside
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the proton. Resulting factorization formula is analogous to (2.40) and takes form
fDi (x,Q
2, xIP , t) = fIP (xIP , t)fi/IP (β = x/xIP , Q
2) (2.48)
where β has interpretation as momentum fraction of the struck parton with respect
to the pomeron and the pomeron flux fIP is usually parametrized by formula (2.45).
The pomeron PDF was at the stating scale Q20 of the QCD evolution in [4]
parametrized as βfq/IP (β,Q
2
0) = Aqβ
Bq(1−β)Cq and βfg/IP (β,Q20) = AgβBg(1−β)Cg ,
where the identical distribution functions were assumed for all considered quarks dis-
tributions (=u, d, s, ū, d̄ and s̄). This form of pomeron parametrization is physically

























Fig. 2.12: The leading order Feynman diagrams of diffractive DIS interactions ep →
eXp. The hard subprocess is γ∗q → q′. The dotted lines show the place where
the diagram can be divided under the assumption of QCD collinear factorization (a)
and proton vertex factorization. Pomeron and sub-leading reggeon exchanges are
represented by the double line.
The DPDFs parametrization form described above was used and it’s validity suc-
cessfully experimentally tested at HERA. For higher values of xIP > 0.02, the sub-
leading reggeon trajectory has to be included to describe the data.
Both types of factorization are shown in Fig. 2.12. It must be stressed, that the
QCD collinear factorization was proved within p-QCD and is therefore much more
fundamental compared to the proton vertex factorization resulting from Regge theory.
Origin of the Regge theory is linked to non-relativistic quantum mechanics, where it
stands on a firm ground, while the high-energy extension relies on a series of assump-
tions. Within the procedure of the DPDFs fitting, the proton vertex factorization is
utilized just as successful guess of the DPDFs parametrization on the starting scale
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of the QCD evolution and does not necessary represent any deeper physical principle,
similarly to the initial pomeron parametrization at the starting scale.
2.3.6 Diffractive Dijet Production in ep Scattering
The diffractive parton densities extracted from inclusive DDIS can be used to predict
cross section of others, less inclusive processes. One of such processes is high-pT dijet
production
e+ p → e+ p+ jj +X ′, (2.49)
where system X ′ is the hadronic final state system X excluding the two jets.
For diffractive dijet production two additional invariants are introduced. Denoting
u and v the four-momenta entering to the hard subprocess from photon and pomeron
side, respectively, xγ (zIP ) is the longitudinal fraction of photon (pomeron) momentum








































Fig. 2.13: The leading order Feynman diagram for the direct (left) and resolved (right)
diffractive dijet production. In direct production four-momenta u and q are identical.
To be stressed, for the dijet production the invariant x no longer plays the role
of the momentum’s fraction of parton entering to the hard subprocess. Repeating
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procedure of (2.8) and denoting this fraction as x̃ leads to:









where the proton mass squared as well as Q2 were neglected with respect to the W 2.
Due to the M12 term really x̃ 6= x. It can be shown, that relation analogical to (2.38)





where xIP (x̃) is momentum fraction of the pomeron (interacting parton) with respect
to the proton and zIP momentum fraction of the interacting parton with respect to
the pomeron.
Two regimes of the diffractive dijet production exist in the leading order picture
(Fig. 2.13). For direct processes, which dominate in high Q2 region, photon enters
directly into the hard subprocess and variable xγ is identically equal to 1. On the
other hand, if the photon virtuality Q2 is small, instead of photon, long living par-
tonic fluctuations γ → qq̄ can interact with partons in proton (resolved processes).
These hadronic fluctuations exhibit non-perturbative nature, therefore photon parton
distribution function (γ-PDF) is employed to describe the structure of resolved photon.
This γ-PDF fj/γ(xγ , µ
2
f ) represents the probability of finding parton j inside of real
photon when photon is probed on scale µ2f . Photon parton densities were extracted
from events of type e+e− → e+e−γ∗γ → e+e− + hadrons, which were studied at LEP
[48]. In these events, the hadronic structure of real photon γ is probed by short wave-
length virtual photon γ∗. In this thesis GRV [49] and AFG [50] as an alternative NLO
γ-PDF will be used for theoretical calculations.
Employing QCD collinear factorization theorem for diffractive processes, the cross
section of direct processes is given by the convolution of partonic cross sections dσ̂
with diffractive parton distributions fDi/p
8:













F )⊗ fDi/p(zIP , µ2F , xIP , t). (2.53)
Here the integrals extend over accepted phase space and the sum runs over all partons
i contributing to the cross section. Subprocess invariant energy squared is labeled as
ŝ ∼ xIP zIP ys−Q2 and µ2f and µ2r represent factorization and renormalization scales.
In the DIS region (Q2 ≫ Λ2) is the direct process (2.53) the only relevant contribution
to the cross section.
8In contrast to the fDi defined by relation (2.47), the first argument of f
D
i/p is here momentum of
parton entering to the hard subprocess with respect to the pomeron, instead of the proton.
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In the photoproduction regime (Q2 . Λ2) also the resolved interactions contribute,
the cross section for these processes (Fig. 2.13b) is given by












dxγ fj/γ(xγ , µ
2
F )× dσ̂ij→2 jets(ŝ, µ2R, µ2F )⊗ fDi/p(zIP , µ2F , xIP , t),(2.54)
where fγ/e is the Weizäcker-Williams equivalent photon flux [51, 52] integrated over
the measured Q2 range and fj/γ is the photon PDF. In this case, the CMS energy
squared of the hard subprocess is approximately ŝ ∼ xγxIP zIP ys.
The equivalent photon flux approximation can be safely used in the photoproduc-
tion regime, where Q2 is small and emitted photon is nearly collinear to the incoming


























determined by the measurement setup.
2.3.7 Factorization Breaking in Diffraction
In 1997 the QCD collinear factorization theorem was proven for diffractive dijet pro-
duction in the DIS region within perturbative QCD by Collins [1]. On the other hand,
there were theoretical indications [13, 53] that the factorization theorem is being bro-
ken in diffractive hadron-hadron interactions and diffractive photoproduction as well.
The factorization breaking was firstly experimentally observed at Tevatron [10].
The measured cross section was suppressed by around one order of magnitude com-
pared to the theoretical predictions based on HERA DPDFs and QCD collinear the-
orem.
Factorization breaking can be explained as a consequence of the additional soft
rescattering which populates the rapidity gap by secondary particles and destroys
the leading proton. Within the simple one-channel eikonal model, the gap survival
probability S2, which describes the suppression of the cross section with respect to the
predictions based on QCD collinear model is [54]
S2 =
∫
|M(s, b)|2PS(s, b) d2b
∫
|M(s, b)|2 d2b , (2.56)
where the integration is done in the impact parameter space. The PS(s, b) is the
probability that no inelastic soft interaction results in inelasticity of the final state
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(s, b) and is calculated by means of opacity Ω as PS = e−Ω(s,b), where the opacity is
Gaussian-distributed:







Functions ν(s) and R2(s) are obtained from the fits of the total, elastic, and inelas-
tic hadron-hadron cross sections. The matrix element in the impact parameter space
M(s, b) is process dependent [55], especially for single-dissociative diffractive pp inter-
action takes form:







where 2B ∼ 5GeV−2 is the slope of the diffractive inclusive cross section. This model
describes reasonably well the suppression factor of diffractive hadron-hadron cross
section.
Naively, the resolved photon interactions in the diffractive γp scattering resemble
diffractive pp collisions, because two objects with partonic structure interact, whereas
the direct photon interaction are expected to be unsuppressed. However, the hadronic
nature of photon and proton differs. The photon parton densities can be divided into
the hadron-like and the point-like contribution. The later is arising from the inhomo-
geneous term (corresponding to splitting γ → qq̄) in the QCD evolution equations for
the photon [14] and exhibits perturbative nature. The size of such qq̄ dipole represent-
ing the point-like contribution is smaller and therefore is expected to generate smaller
absorptive corrections compared to the hadron-like part [15]. The suppression factor
predicted for the ”point-like” photon slightly depends on the jet transverse energies
ET and equals about 0.7− 0.8 for the phase space of the HERA measurements [15].
The cross section originating from the hadron-like photon contribution is expected
to be suppressed by factor of ∼ 0.34 [12], which is similar value to the suppression
of diffractive pp interactions at the HERA CMS energies. The hadron-like part oc-
curs only at lowest values of photon four-momentum fractions xγ ∼ 0.1 which are
experimentally hardly accessible at HERA and can thus be neglected.
Unfortunately, the situation is even more complex due to ambiguity in the cross
section division to the direct and resolved photon interactions at the next-to-leading
order. This division in example depends on the factorization scheme of the γ-PDF,
hence only the sum of both photon components is physically meaningful. In addition,
direct xγ = 1 interactions are smeared by the hadronization and detector resolution
towards lower xγ values, which prevents from unequivocal identification of such inter-
actions in the measurement.
2.3.8 Experimental Signature of Diffractive Events
There are three techniques to select diffractive events, large rapidity gap method
(LRG), MX -subtraction method and forward proton detection. Discussion is focused
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on diffractive γ∗p → XY processes, with leading system Y in beam proton direction,
but is mostly valid also for hadron-hadron diffractive processes.
MX-Subtraction method










∼ exp((1− α(0)) lnM2X) (2.59)
shows that in case of diffractive events (α(0) ≃ 1) the distribution is nearly constant
whereas decreases exponentially for small lnM2X in case of non-pomeron trajectories
(α(0) . 0.5).








W = 164-200 GeV
Fig. 2.14: The events rates of reaction ep → eX + anything, where X is the system
observed in the detector [56], as a function of lnM2X . The yellow histogram shows
the distribution of events with the additional requirement of no hadronic activity in
the forward region above pseudorapidity 1.5 (ηmax < 1.5). The straight lines give the
nondiffractive contribution as obtained from the fits.
It allows to subtract exponentially suppressed non-diffractive background in small-
MX region. This method was used only by ZEUS collaboration [56] (Fig. 2.14) and was
abandoned in newer papers due to substantial model dependent proton dissociative
background of system Y .
Large Rapidity Gap Method
Another selection technique follows from approximate relation for size ∆y of the ra-
pidity gap:
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where W is centre-of-mass energy of the diffractive collision. Assuming constant W ,
the relation (2.59) turns to
dσ
d∆y
∼ exp(−(1− α(0))∆y), (2.61)
therefore the rapidity gap size is exponentially suppressed for non-diffractive events
(α(0) . 0.5) whilst diffractive events (α(0) ≃ 1) exhibit constant dσd∆y behavior.
In the typical inclusive DIS event, the rapidity interval between the proton rem-
nant and the struck quark is filled by hadronic activity, which is a consequence of the
color connection within these objects. Relation (2.61) can be interpreted as a Poisson
distribution, if (1 − α(0)) is the mean number of hadronic emissions per the unit of
rapidity. For the diffractive interactions mediated by the color singlet pomeron no
such color reconnection exists, resulting in no hadronic activity between the diffrac-
tive systems. The event pictures of typical non-diffractive and diffractive events are
presented in Fig. 2.15. Note that in the depict diffractive event the leading proton left
detector undetected.
The rapidity of the forward proton reaches at HERAmaximally ymax = 7.6. Within
experimental setup, rapidity is normally substituted to pseudorapidity η, which de-
pends only on the scattered angle and condition on no hadronic activity within certain
pseudorapidity interval is imposed. In contrast to rapidity, the pseudorapidity η has
no upper bound. For illustration, the mean η value for HERA diffractive events is
about 9, averaged over scattered proton angles and neglecting scattered proton energy
loss (xIP = 0). Efficient LRG selection requires good pseudorapidity coverage of the
forward region by the detectors. H1 experiment is equipped by forward detectors with
coverage up to η ∼ 7.5, which allows to require no hadronic activity between η = 3.2
and η = 7.5 yielding to rapidity gap size ∆η = 4.3. Such experimental condition
efficiently suppresses non-diffractive and proton dissociative background and allows
to measure higher MX -mass diffractive states, inaccessible by the MX -subtraction
method. More specifically, events with pT of diffractive systems Y above 1GeV and
masses above 1.6GeV, i.e. MY > 1.6GeV, can be excluded by such selection.
In the proton dissociative event, system Y consists usually of N∗ resonance, de-
caying primarily to nucleon and pion. To demonstrate, how can be such resonance
detected, let’s consider Y system being N∗(1680), which is slightly above H1 accep-
tance limit MY = 1.6GeV. Assuming isotropic angular distribution of N
∗ decays, the
pion’s pT would be around 0.4GeV and energy ∼ 120GeV. Resulting pion’s pseudo-
rapidity η ≃ 6.4 indicates that this dissociative state could be vetoed by H1 forward
detectors.
Leading Proton Detection
In principle, the cleanest way to select the diffractive events is to detect the leading
proton (the most energetic proton in the final state). The spectrum of the momentum
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( a )
( b )
Fig. 2.15: A ”standard” DIS event (top) compared to event with the large rapidity
gap (bottom), i.e. no activity in the forward region of the detector (=on the left), as
seen by H1 detector at HERA.
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fraction of the leading protons with respect to the incoming proton xL is shown in
Fig. 2.169. The diffractive peak xL ≃ 1 is dominated by the pomeron exchange (dashed
line) while at values xL . 0.95 the reggeon exchange, the proton dissociation and the
inclusive DIS events play a role which makes here the distinction between diffractive




















Fig. 2.16: The observed spectrum of the leading proton fractional momentum xL =
1−xIP as measured by ZEUS collaboration by the Leading Proton Spectrometer (LPS)
[57]. The diffractive signal modeled by MC Rapgap is represented by the dashed line.
The pion exchange contribution is denoted by the dotted line and the shaded area
corresponds to the proton dissociation. Note that the distribution is not corrected for
the detector acceptance, especially acceptance falls by almost an order of magnitude
between xL ≃ 1 and xL ≃ 0.8.
The leading diffractive protons tend to have small transverse momenta and xL ≃
1, therefore they stay very close to the nominal beam which makes their detection
challenging. There are two ways (not clearly separated) how to measure the diffractive
protons of xL ∼ 0.98.
The first possibility is to detect only protons with non-zero transverse momenta
(=angular deflection), at HERA typically pT & 0.1GeV which results in deviation
∼ 1 cm with respect to the beam line at distance of 80m from the interaction point.
This principle was used by the H1 Forward Proton Spectrometer (FPS) [2] with two
stations 61 and 80 meters away from the interaction point and by the ZEUS Leading
Proton Spectrometer (LPS) [58] which consists of six stations located between z = 20m
9Note that due to the momentum conservation law, there cannot be any other, more energetic
particle if any with xL & 0.5 is detected.
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and z = 80m. Acceptance of this method is for xL ∼ 0.98 quite limited because the
transverse momenta distribution of the scattered protons decrease exponentially.
The another possibility is to fully utilize the spectroscopic effect which causes that
the trajectories of protons with smaller energies tend to be more curved due to the
magnetic field of HERA collider. Hence the less energetic protons are well separated
from the nominal beam and therefore measurable. This idea was used by the H1
Very Forward Proton Spectrometer (VFPS) [3] which consists of two stations situated
218m and 222m away from the interaction point. Such higher distance makes the
spectroscopic effect dominant. This approach allows to measure protons without any
angular deflection which results in better acceptance in discussed xL region. On the
other hand protons with lower energies of about xL ∼ 0.9 are absorbed by the material
around the beam before they reach the detector.
These two approaches are nicely demonstrated in Fig. 3.8, which shows that the
FPS hit position dominantly depends on the leading proton angle while the VFPS hit
position on its energy.
2.4 Monte Carlo Generators
Monte Carlo (MC) generators became an essential tool in high energy physics which
provide either the theoretical predictions of the measured cross section or are used
to correct the measured data for the detector effects. Based on the random number
generator, MC can generate unweighted10 real-like events, i.e. events with stable

























Fig. 2.17: Schematic explanation of the parton, hadron and detector level event stage.
10Event weights are sometimes utilized to reduce amount of the uninteresting typically low pT soft
events in the generated MC sample.
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Parton Level
Monte Carlo generator Rapgap [59] usable in both diffractive and non-diffractive ep
scattering is based on leading order partonic QCD cross section of simulated subpro-
cess. Rapgap manages to simulate both direct and resolved diffractive dijet produc-
tion in the LO αs accuracy. Relevant higher order contributions are mimicked using
initial and final state leading logarithm parton showers. These parton showers are
usually rather successful in describing event shape, but the overall cross section nor-
malization may be wrong due to the absence of true higher order matrix elements
of the partonic subprocess. The stage of the simulation, where event contains scat-
tered lepton and partons originating from the hard subprocess, parton showers and
the proton (pomeron) remnant is known as a parton level (Fig. 2.17).
Hadron Level
In the next phase of the simulation partons from hard subprocess, parton showers
and beam (pomeron) remnant enter to the hadronization algorithm which produces
colorless hadrons. These phenomenological models of hadronization are very sensitive
to the color topology of the event which is described by so-called color lines within
partons, employing the Nc → ∞ picture [60]. In Rapgap the hadronization is im-
plemented by means of the Lund string model which is also used by the Pythia MC
generator [61]. An alternative model of hadronization, the so-called cluster model is
used in Herwig [62] and in corresponding diffractive version Pomwig [63]. Effects
of the QED initial and final state radiation, as well as virtual corrections, are simu-
lated using HERACLES [64] interfaced with Rapgap. Event stage of final state stable
hadrons is known as the hadron level.
Detector Level
For completeness, the detector level of the event includes in addition simulation of the
detector acceptance, resolution, and detector inefficiencies. These detector effects are
commonly simulated using GEANT program [65] which models passage of particles
through the matter (detector’s layers) and response of the detector’s electronics.
2.5 NLO QCD Predictions
For the diffractive dijet cross section, the next-to-leading contribution in αs to the
total cross section is by no means negligible and needs to be evaluated using special
programs. These programs manage to calculate two jets NLO QCD cross section at
the parton level.
Here the program of Frixione at al. [66] was used for photoproduction and NLO-
JET++ [67] for DIS. Both programs were adapted for hard diffraction based on the
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Resolved Pomeron Model [68]. The ep scattering is effectively replaced by the eIP
scattering, where the pomeron beam energy is downscaled with respect to the nom-
inal proton beam energy by a factor of xIP . The calculations are performed in the
central values of the xIP intervals (xIP − ∆xIP /2, xIP + ∆xIP /2) and the resulting
ep cross section corresponds to the sum of these intermediate results where the ∆xIP
is sufficiently small to mimic continuous distribution. For the resolved photoproduc-
tion a similar approach is applied also from the electron side, i.e. effectively the γIP
interactions are evaluated.
The NLO calculations are performed with the number of flavors fixed to 5 and QCD
scale parameter set to Λ5 = 0.228GeV, corresponding to a 2-loop αs(MZ) equals
to 0.118. The renormalization and factorization scales are set to be equal and are
calculated from the leading jet and sub-leading jet transverse energy in the γ∗p frame11
and the momentum transfer Q2 as12:
µR = µF =
√
〈E∗jetsT 〉2 +Q2. (2.62)
Note that for photoproduction, Q2 is taken as zero. The sensitivity of the calculated
cross section on the scale choice is studied by varying both scales simultaneously by a
factor of two up and down. The NLO calculations for photoproduction were verified
with an alternative NLO QCD program of Klasen and Kramer [69, 70]. Similarly, the
NLOJET++ predictions were checked with DISENT NLO [71].
2.6 Jet algorithm
Parton dynamics of the hard process is smeared by parton showering, hadronization,
and detector resolution. Jet algorithm is a procedure of clustering close objects into
jets, which properties resemble original final-state partons of the hard subprocess.
Furthermore, jet algorithm rescues p-QCD cross section from singularities stemming
from emissions of collinear and soft partons, because the ambivalence in the final state
is removed by merging these objects into single jet.
In this thesis, the inclusive kT jet algorithm [72] applied in the γ
∗p rest frame
is used. It fulfils all necessary features like infrared and collinear safety, z′-boost
invariance, good correspondence of jet’s dynamics between different levels (parton,
hadron and detector) and small dependence on the hadronization model. Roughly
saying this algorithm merges sequentially pairs of objects which have small distance in
the (η, φ) plane together. This distance is weighted by the minimum PT of this pair,
causing that the soft emissions are merged preferentially.
11In the γ∗p rest frame conventionally incoming proton momentum is pointing towards positive
z′-axis and azimuthal angle φ′ of the scattered electron is zero.
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Inclusive kT algorithm works with proto-jets which are identified, depending on
the event-level, with the final state particles, partons or calorimeter energy clusters in
the beginning. The workflow of the kT algorithm is the following:
1. Define distances Di and Dij for each proto-jet and each proto-jet pair:
Dij = min
(
P 2T i, P
2
Tj





2. Find the smallest value of Di and Dij distances.
• If this value is Dkl then merge proto-jets k and l into proto-jet m.









• If the smallest value is Dk then the corresponding proto-jet k turns into the
jet and is removed from the proto-jet list.
3. Go to step 1 until any proto-jet remains.
In the algorithm description η denotes pseudorapidity, φ azimuthal angle and PT
transverse momentum of the proto-jet in the γ∗p-frame.
The anti-kT algorithm [73], widely used at LHC, gives at HERA comparable results
as was studied in [74]. The only difference between kT and anti-kT algorithm consists
in distance formulas (2.63), where the anti-kT algorithm is obtained by substituting
P 2T → P−2T . Consequently, the anti-kT algorithm recombines first the hardest particles
(typically in the jet centre) in contrast to the kT -algorithm.
Chapter 3
Experimental Setup
3.1 The HERA Collider
The HERA (Hadron-Elektron-Ring-Anlage) was ring particle accelerator located at
the DESY1 facility in Hamburg. At HERA, electrons were collided with protons at
a CMS energy up to 319GeV, which represents the highest achieved energy of ep
interactions.
High collisions energies were allowed due to a series of smaller preaccelerators
which injected protons of 40GeV and 14GeV electrons into the main HERA ring.
The HERA tunnel (Fig. 3.1) has a circumference of 6.3 km and is located around 15
to 30m underground. During the operation, the circulating electrons were bended by
the conventional 0.17T dipole magnets while protons required superconducting coils
with strength 4.5T 2.
In HERA-I operation phase (1992-2000) the p and e beam energies were 820GeV
and 27.5GeV and the integrated luminosity of 130 pb−1 was achieved. After the high-
luminosity upgrade (HERA-II phase in years 2004-2007) additional data of luminosity
about 360 pb−1 were collected, with corresponding energies of protons and electrons
of 920GeV and 27.6GeV, respectively. The last phase of HERA-II operation with
reduced proton beam energies of 460 and 575GeV enabled the direct measurement
of longitudinal proton structure function (Fig. 3.2). In reality, not only electrons,
but both electrons and positrons beams were employed (Fig. 3.2), which allowed for
detailed study of the parity violating electroweak interactions.
Two multi-purpose experiments were located at HERA, H1 and ZEUS, in addition,
there were fixed target experiments HERA-B and HERMES to study CP violations in
the B-meson system and electron-nucleon scattering, respectively. The measured ep
interactions are due to the different e and p beam energies highly asymmetric and both
1Deutsches Elektronen Synchrotron
2Note that charged particle trajectory curvature is proportional to B/p.
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Fig. 3.2: The H1 integrated luminosity as a function of time for HERA-I and HERA-II
phase.
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general purpose detectors must reflect this property, especially most energy deposit is
in the forward region3 of the detectors (pseudorapidities ∼1.8).
The HERA beam survived typically for 12 hours (so-called Fill), at the end of Fill
the actual luminosity decreased by about 60%. Fill is split into several Runs, where
detector and trigger setup during each run is by definition stable. Time interval of
96 ns between collisions corresponds to 220 bunches in the accelerator. Effectively only
∼180 bunches are used for physical analyses, the others are important i.e. for beam
condition monitoring.
The peak luminosity of the HERA operation was 50µb−1/s which corresponds to
about ten interactions per hour for 100 pb process, the typical value of the diffractive
dijet cross sections discussed in this thesis.
3.2 The H1 Detector
The H1 was multi-purpose 2800 tones weighted detector with classical onion-like design






















1 Beam pipe and beam magnets
2 Silicon tracking detector
3 Central tracking detector
4 Forward tracking detector
5 Spacal calorimeter (em and had)
6 Liquid Argon calorimeter (em and had)











Fig. 3.3: Schematic drawing of the H1 detector. See the graphical explanation of H1
coordinate system on the right side of the figure, especially angles θ and φ.
3A right-handed coordinate system is employed with the origin at the nominal ep interaction point
and with the positive z-axis pointing to the proton beam direction (the incoming proton’s momentum).
The x-axis is pointing in the horizontal direction to the center of the HERA ring.
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The interaction point is surrounded by the Central Tracking Detector (CTD) sup-
plemented by silicon detectors located inside drift chambers, Forward Tracking Detec-
tor (FTD) and Backward Proportional Chambers (BPC). Here the charged particle
trajectories are bent by solenoidal homogeneous magnetic field of 1.16T. Calorime-
try system consists of Liquid Argon calorimeter (LAr) and SpaCal calorimeter in the
backward direction for precise scattered electron measurement. In the outer part of
H1 are muon detectors.
Detailed description of this experimental facility can be found elsewhere [75–77].
3.2.1 Tracking System
Due to large asymmetry of HERA ep collision the H1 tracking system is divided accord-
ing to the polar angle into central (CTD) 15◦ < θ < 165◦ and forward tracking system
(FTD) 7◦ < θ < 25◦4. Whole tracking system is situated inside 1.16T solenoidal
magnetic field created by a superconducting coil.
The CTD reconstruction is based on two large concentric drift chambers CJC1 and
CJC2 (Fig. 3.4) where wires are strung parallel to the beam axes. This configuration
allows track measurement with r − φ resolution of 170µm and around 22mm in the
z-coordinate. To improve z-reconstruction two thin drift chambers CIZ and COZ are
employed. These chambers have sense wire perpendicular to the beam axis which
leads to 300µm resolution in the z-coordinate. The resulting transverse momentum
resolution is ∆pT /pT = 0.2%× pT /GeV⊕ 1.5%.
Fast multi-wire proportional chambers CIP and COP are used for triggering.
Closest to the interaction point (6 cm and 10 cm away from the beam pipe) are
the silicon trackers (FST, CST, BST) which are mainly used for secondary vertex
measurement important for heavy quark identification and also for triggering.
The Forward Track Detector (FTD) extends CTD coverage and consists of several




The non-compensation high-granularity Liquid Argon calorimeter (LAr) covers the
polar range 4◦ < θ < 154◦ (Fig. 3.5).
High spatial resolution is ensured by 45000 calorimeter’s cells filled by 90K liquid
argon as an active medium. This sampling calorimeter uses 2.4mm thick lead plates
as absorber in the electromagnetic part and stainless steel plates of 16mm thickness
in the hadronic part.
4The Backward Proportional Chambers (BPC) are not used in presented measurement.









Fig. 3.4: Schematic view of H1 tracking system.
The inner electromagnetic part is 20-30 radiation length thick whereas the size of
hadronic part is 5-8 interaction lengths, both numbers depend on angle θ.
The calorimeter response to the hadron induced shower is about 30% smaller than
to the electromagnetic shower. Therefore, the resulting energy of the hadronic showers
must be obtained by the off-line software reconstruction.
The calorimeter resolution measured in the test beams is 11%/
√
E/GeV⊕ 1% for
electromagnetic showers and 50%/
√
E/GeV⊕ 2% for hadronic showers.
IP
Fig. 3.5: Schematic drawing of the LAr calorimeter.
SpaCal
The backward region 153◦ < θ < 178◦ is covered by so-called ”Spaghetti” Calorimeter
(SpaCal) [77] which was designed for precise scattered electron measurement in DIS
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(Fig. 3.6). Electromagnetic and hadronic parts of this sampling calorimeter consist of
lead modules with embedded scintillating fibers as an active material. The electro-
magnetic part corresponds to 28 radiation lengths while the hadronic part corresponds
to 1 interaction length only which makes SpaCal unfeasible for the jet measurement.
Calorimeter resolution is 7%/
√
E/GeV ⊕ 1% for electromagnetic showers and
50%/
√
E/GeV⊕ 2% for hadron induced showering.
Fig. 3.6: Schematic drawing of the SpaCal calorimeter.
Very Forward Proton Spectrometer
The aim of the Very Forward Proton Spectrometer (VFPS) was to measure scattered
proton kinematics in the diffractive events. With its acceptance it accomplished ex-
isting Forward Proton Spectrometer situated closer to the main H1 detector. VFPS
consisted of two Roman pot stations 218m (VFPS1) and 222m (VFPS2) away from
the interaction point. These pots were moved closer to the beam when the running
conditions were stable. The scattered proton energy loss is due to a spectroscopic
effect roughly proportional to the distance between proton’s hit and the beam center.
Using both Roman pots, global hit coordinates x, y and tilts x′, y′5 were used for full
diffractive proton kinematics reconstruction.
Each VFPS Roman pot (Fig. 3.7) contains two sub-detectors measuring each the
u, v coordinates oriented ±45◦ with respect to the horizontal coordinate x. In total
5 planes of 120 scintillating fibers with 480µm diameter are employed to determine
u and v hit coordinates in each of the sub-detectors. In total 20 fibers from four
different places are connected to the single channel of the position-sensitive photomul-
tiplier (PSPM). Ambiguity in the hit reconstruction were solved by four trigger tiles in
5Global x coordinate is defined as x = (x1 + x2)/2 and tilt as x
′ = (x2 − x1)/D12, where x1 and
x2 are hit coordinates in VFPS1 and VFPS2, respectively. Distance between VFPS1 and VFPS2 is
label by D12













Fig. 3.7: Schematic view of VFPS Roman pot and the readout topology.
front and behind scintillating fiber horoscopes connected to separate photomultipliers.
Therefore, the VFPS station incorporates four planes of trigger tiles (Fig. 3.7), where
two of these planes are segmented in u-direction and two in v-direction (together 16
trigger tiles). The trigger signal from single VFPS station is positive if at least three
of four expected planes fired. This triggering signal arrives at the main H1 trigger
within 2µs, fast enough to enter as level-1 trigger element.
In reality, the VFPS Roman pots were moved closer or further to the beam pipe
depending on actual beam conditions. Therefore, the diffractive variables depend in
addition to the hit fibers and tiles also on the Roman pots positions with respect to
the beam pipe and on the beam position inside the beam pipe. The latest parameter
was determined using Beam Position Monitor (BPM) located halfway the VFPS1 and
VFPS2 stations, i.e. about 220 from the interaction point.
Schematic view of the beam envelope in the forward region is shown in Fig. 3.8. In
the region closer than 12σ-beam from the nominal beam center (black lines) the high
radiation level forbids presence of the Roman Pots stations. Hence the Forward Proton
Spectrometer (FPS) can measure xIP = 0.02 protons only if |t| > 0.5GeV2 whereas
VFPS acceptance covers mainly small-t region, which has much higher cross section.
On the contrary, VFPS is unable to measure protons with xIP > 0.024 (accessible to
FPS) due to shadowing by the aperture (blue).
3.2.3 Luminosity System
At HERA the actual luminosity L was measured using Bethe-Heitler Bremsstrahlung
[78]
ep → epγ. (3.1)
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Fig. 3.8: The beam envelope [3] as a function of the distance s to the H1 vertex in
the x and y projection for the p-beam and the diffractive protons at xIP = 0.02 and
|t| = 0.01, 0.1 and 0.5GeV2. The locations of the FPS/VFPS stations are indicated
by the vertical dashed lines.




where the cross section σ is calculable with high precision within perturbative QED
and ε accounts for detection efficiency. Essential for luminosity measurement is high
event rate of the reference process, here about ∼0.4MHz. In this Bethe-Heitler process
the scattered electron e is bent by very small angle of order of 20µrad and is measured
using electron tagger (Fig. 3.9) situated 33m from the interaction point. Photon γ
is measured in coincidence with electron using Cherenkov calorimeter (−103m) with
tungsten absorbers. Unfortunately due to the residual beam gas the measured event
rate is contaminated by ∼ 10% background from eA → eAγ interactions, which have
larger cross section, especially for heavy nuclei A with high electric charge. Amount
of background is measured using electrons collisions with ”empty” proton bunches.
Due to high event rate the Bethe-Heitler Bremsstrahlung is suitable for actual
luminosity measurement. For the integrated luminosity, the detection efficiency is the
highest source of the luminosity error. During HERA-II running period the integrated
luminosity was determined using QED Compton process, which is the same as (3.1)
but e and γ have sizable transverse momenta. In this case, e and γ are detected in
the main H1 detector. Although the statistic is much smaller the overall error 2.3%
CHAPTER 3. EXPERIMENTAL SETUP 45
}9 ~
0 -10 -20 -30 -40 -50 -60 -70 -80 -90 -100 -110 (m)
Fig. 3.9: Electron tagger (ET) and photon detector (PD).
of integrated luminosity is better.
For VFPS analysis, the Roman pots station could be moved closer only when the
beam circulation is stable. This fact reduces VFPS luminosity by ∼30% and increases
uncertainty to 3% [3].
3.2.4 Triggering System
The bunch crossing frequency at HERA is 10.4MHz, but only small fraction of the
bunch crossings results in an interaction and even most of these interactions have low
pT and are therefore hardly measurable by the H1 detector. In addition, there is a
speed limitation originating from the maximum data storage speed of 10Hz.
Four levels trigger system (L1-L4) is employed to select physically interesting events























Fig. 3.10: Overview of the data flow within the H1 trigger system. Typical decision
latencies and event rates are given for each trigger-level.
The H1 subdetectors provide signals to the L1. These 180 inputs are called trigger
elements (TE) and are proceeded using hardware logic to the array of raw subtriggers.
Each subtrigger typically corresponds to some sort of physically interesting process.
For frequent process i the subtrigger could be pre-scaled by factor Npri which means
that if raw subtrigger i is true then final subtrigger is also true only with probability
1/Npri and the event rate for such process is downscaled. Event is kept at this stage if
at least one subtrigger has fired. Not every subdetector can provide TE information
before next bunch crossing (96 ns). So there is a pipeline where temporal events are
stored until all TEs arrive into central trigger logic and the decision is made. Latency
between bunch crossing and L1 decision is maximally 2.3µs and trigger information
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from subdetectors must arrive within 2.1µs which is enough even for remote VFPS.
The first level trigger (L1) reduces event rate to ∼1 kHz.
The L2 consists of topological (L2TT) and neural network (L2NN) subtrigger.
Based on L1 elements and additional information from the detector, including fast
track reconstruction by the Fast Track Trigger (FTT), L2 reduces event rate to
∼200Hz.
The trigger level L3 consists a farm of commercial PCs, which reconstructs event
properties and decays of particles resonances from L2 tracks [79]. In this way the event
rate is downscaled to ∼50Hz.
On the last level (L4) the complete event reconstruction is performed. It allows to
filter out remaining background (i.e. with vertex outside acceptance) and downscale
”soft” events, for example low pT photoproduction. To control L4 efficiency also 1%
of events is taken regardless of L4 decision





4.1 Inclusive Diffractive DIS
In the inclusive diffractive deep-inelastic scattering (Fig. 2.12)
ep → eXY (4.1)
the exchanged virtual photon dissociates into the hadronic system X and the beam
proton dissociates into system Y . Both systems are typically separated by a large gap
in pseudorapidity which is utilized in the large rapidity gap (LRG) selection method
(section 2.3.8). Experimentally, the reduced diffractive cross sections σDr ≃ FD2 (2.46)
are measured as a function of β, Q2 and xIP
1 and can be used later on to extract
diffractive parton distribution function by means of QCD DGLAP fits.
For measurements based on LRG diffractive selection the baryonic system Y can
contain not only the scattered proton, but also low mass resonances, fraction of these
states is highly model dependent and counts for additional systematic uncertainty of
the measurement. The H1 collaboration published their LRG data in range MY <
1.6GeV which corresponds to fraction of ∼ 20% of the proton excitation as it will
be explained in the following section. On the contrary, the diffractive cross sections
measured by a forward proton detector are free of proton dissociation (MY = Mp)
and allow for direct extraction of proton kinematics. Unfortunately, data statistics as
compared to the LRG selection method is usually smaller due to limited geometrical
acceptance of proton spectrometers.
1The t-dependence can be extracted only by the leading proton measurement. Up to now (2015)
no measurement of σ
D(4)
r (β,Q
2, xIP , t) was published. In the LRG analyses t is usually integrated up
to |t| < 1GeV2.
47
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Presently mostly used H1 2006 Fit B DPDF [4] was determined by fitting the re-
duced cross sections extracted from H1 1997-2000 HERA-I data of integrated luminos-
ity 74 pb−1. The diffractive events were selected using the large rapidity gap method
which restricts the diffractive kinematic range toMY < 1.6GeV and |t| < 1GeV2. Two
alternative parametrizations of the NLO QCD DGLAP fits were tested to demonstrate
low sensitivity of inclusive data to the gluonic part of the pomeron PDF (Tab. 4.1).
This is a consequence of the quark-induced dominating subprocess γ∗q → q′. Subse-
quently, the parametrization used in Fit B was found to be a better choice as it will
be explained in the next section 4.3.





0) Ag(1− z)Cg Ag
χ2/Ndf 153/183 164/184
Tab. 4.1: Differences between parametrisations used in H1 2006 DPDF Fit A and H1
2006 DPDF Fit B [4]. Gluon contribution of the pomeron at the starting scale of the
DGLAP evolution Q20 is denoted as gIP . The quark contribution is parametrized in
the same way for both fits.
Inclusive H1 and ZEUS diffractive reduced cross sections measured at HERA-II
are shown in Fig. 4.1.
For the lower values of xIP (top left and top right plot) the LRG measurement
is favoured, because the scattered proton is too close to the nominal beam position
and is therefore hardly detectable. These plots show that the H1 2006 Fit B DPDF
predictions agree satisfactorily with the H1 and ZEUS reduced cross sections across
several orders of β.
The bottom left plot in Fig. 4.1 compares the reduced cross sections of H1 col-
laboration measured by the LRG method of selection of diffractive events to reduced
cross sections measured by the Forward Proton Spectrometer (FPS). To correct for
LRG phase space definition (MY < 1.6GeV), the FPS cross sections are multiplied by
a factor of 1.2, because the proton dissociative contribution is missing in the leading
proton measurement.
The bottom right plot presents leading proton cross sections of H1 and ZEUS
collaborations for xIP = 0.05. The LRG cross sections are not presented due to large
non-diffractive background at higher xIP . Reasonable agreement between H1 and
ZEUS leading proton reduced cross sections allowed to combine these measurements
into one common HERA data set [81].
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Fig. 4.1: Reduced inclusive diffractive cross section as a function of Q2 for several xIP
and β values. Figures on the top show H1 and ZEUS LRG data, bottom left H1 LRG
and H1 FPS [80], bottom right plot compares H1 FPS and ZEUS LPS data [81]. Data
are compared to the H1 2006 Fit B DPDF [4] and the dipole model [82].
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4.2 Proton Vertex Factorization
The validity of the proton vertex factorization ansatz (2.48) was tested using the
Forward Proton Spectrometer [83]. For this purpose the phase space of inclusive
DDIS was divided into three Q2 intervals:
4 < Q2 < 12 12 < Q2 < 36 36 < Q2 < 110, where Q2 is in GeV2 (4.2)
and the parameters of the pomeron flux fIP (xIP , t) (2.45) were fitted to the data in
each Q2 region independently. The results (Fig. 4.2) show no significant kinematic
dependence of the pomeron flux parameters which confirms proton vertex factoriza-
tion within uncertainties of the measurement. The β-dependence of pomeron flux








































































H1 FPS HERA II
Fig. 4.2: The pomeron flux parameters αIP (0), α
′
IP , BIP as obtained from the Regge
fits as a function of Q2 [83]. The white lines enclosed by yellow error bands denote
results of the global Regge fits over full Q2 range.
To compare the HERA cross sections measured by LRG and leading proton tagging
method the fraction of proton dissociation must be known. This fraction was studied
in [83] by measuring the cross sections ratio of LRG and leading proton data as a
function of Q2, β and xIP (Fig. 4.3).
Within the data uncertainties, there is no significant dependence of this ratio on
any variable and the ratio is compatible with constant:
σ(MY < 1.6GeV)
σ(MY = Mp)
= 1.20± 0.11. (4.3)
The lack of any kinematic dependence of this ratio of two cross sections shows that
i.e. the H1 2006 Fit B DPDF can be directly used to predict cross sections of the
leading proton measurements, if it is scaled down by factor of 1.2 to subtract the
proton dissociation. It also evinces a remarkable consistency of the LRG and leading
proton cross sections despite their very different systematics.
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Fig. 4.3: The ratio of the inclusive diffractive cross sections measured in region MY <
1.6GeV obtained by the LRG method to that for MY = Mp obtained by means of
Forward Proton Spectrometer as a function of Q2, β and xIP . Both cross sections are
measured in |t| < 1GeV2 range. In the most right plot the normalization uncertainty
of the HERA-II global measurement is given [83].
In conclusion, the H1 collaboration measures the LRG cross sections up to MY <
1.6GeV which is related to the forward acceptance of H1 detector as explained in
section 2.3.8. Naturally there is no ”geometrical” acceptance edge of the detector at
value MY = 1.6GeV instead the probability of detecting proton dissociative system Y
increases gradually with rising masses MY (and values of |t|). Therefore the theoretical
model2 describing proton dissociation spectrum dσ/dMY must be used to correct the
measured cross sections to the exact MY < 1.6GeV region at the hadron level. The
model uncertainty originating from badly known MY spectra was found to be 7% in
[80] and would be larger if the cross sections were unfolded to the MY = Mp phase
space.
In publications of ZEUS collaboration are LRG cross sections presented without
any proton dissociation (MY = Mp). Their results can be therefore compared directly
to the leading proton cross sections but they suffer from larger model uncertainties
than in the H1 approach3.
4.3 Dijet production in diffractive DIS
The diffractive dijet production (Fig. 2.13) is dominated by the boson-gluon fusion
γ∗g → qq̄ subprocess and is therefore directly sensitive to the gluonic content of
the pomeron. This fact was used to test the quality of H1 2006 Fit A and Fit B
DPDFs described in previous section 4.1. As can be seen in Fig. 4.4, the Fit B used
2At HERA, the DIFFVM Monte Carlo generator [84] is commonly used to calculate amount of
proton dissociation. For example this model predicts the ratio (4.3) to be equal to 1.15+0.15
−0.08.
3At ZEUS, the amount of the proton dissociative events in diffractive data sample selected by the
LRG method was estimated to be 33% [85] compared to 20% observed by H1 collaboration.
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Fig. 4.4: The diffractive dijet DIS cross sections differential in zIP as measured by the
H1 collaboration [6]. The inner error bars on the data points represent the statistical
uncertainties, while the outer error bars include the systematic uncertainties added in
quadrature. The NLO QCD predictions based on H1 2006 DPDF Fit A (left) and Fit
B (right) are compared to the measured cross sections (the data points on the left and
right plots are identical). The inner band represents the DPDF and hadronization
uncertainty, the outer band shows full theory uncertainty including the QCD scale
uncertainty added in quadrature.
Even more recent measurement from 2014 with much larger statistics (Fig. 4.5)
shows satisfactory agreement between data and NLO QCD predictions, so that the
validity of QCD collinear factorization is confirmed in this process.
In DIS there are two comparable hard scales, Q2 and (p∗jetT )
2, i.e. jet’s transverse
momentum squared in the γ∗p frame, which can by used in QCD calculations. Spe-
cific form of the QCD hard scale is a matter of convention, but of course it influences
the predicted cross section. Lower scale means higher αs and therefore higher theo-
retical cross section. For that reason the overview of all existing DDIS measurements
(Tab. 4.2) contains in addition to the data and NLO QCD cross sections also the QCD
scale used. Note that within theoretical and data uncertainties the cross sections of all
measurements agree with the corresponding theoretical predictions. Different phase
space regions of the measurements (e.g. in the measured xIP range) causes that the
values of the measured cross sections vary up to one order of magnitude.
To better restrict gluon fraction of the DPDF, both HERA collaborations made
combined QCD DGLAP fits to inclusive and dijets DDIS data. Resulting DPDFs are
called H1 2007 Fit Jets [6] and ZEUS SJ [88]. Unfortunately, the theoretical errors of
the NLO QCD calculations originating from scale variation (sec. 2.5) are quite large
and make the use of these data for QCD fits less attractive.
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Fig. 4.5: The diffractive dijet DIS cross sections differential in zIP and the average p
∗
T
of the dijet system 〈p∗T 〉 as measured by the H1 collaboration [86]. The inner error bars
on the data points represent the statistical uncertainties, while the outer error bars
include the systematic uncertainties added in quadrature. The NLO QCD predictions
based on H1 2006 Fit B DPDF are compared to the measured cross sections. The inner
band band represents the DPDF and hadronization uncertainty, the outer band shows
full theory uncertainty including the QCD scale uncertainty added in quadrature.
4.4 Diffractive Dijet Production in Hadron-Hadron Col-
lisions
Measurement of hard diffractive interactions in pp or pp̄ has long history, starting in
1988 [89] by discovery of jets in the diffractive events at UA8. The existence of these
events was theoretically predicted already in 1984 by Ingelman and Schlein [68]. Later
on, DPDFs were extracted from inclusive ep DDIS reduced cross sections at HERA
and have been there extensively studied. These DPDFs, allow for p-QCD calculations,
assuming validity of QCD collinear factorization for considered diffractive process.
Hard scale, essential for p-QCD applicability, is in hadron-hadron collision typically
provided by high-pT dijet or vector boson system. However already in 1992, there was
a suggestion [46] of factorization breaking in diffractive hadron-hadron interactions4,
caused by spectator interactions which may fill rapidity gap and destroy leading proton.
This predicted phenomenon was really discovered at Tevatron in diffractive W [90]
4Suppression of data with respect to perturbative QCD calculation based on collinear factorization
by an order of magnitude
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DESY 07-018 07-115 11-166 14-200 07-126
Experiment H1 H1 H1 H1 ZEUS
Reference [17] [6] [87] [86] [8]
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Tab. 4.2: Data and NLO QCD cross sections of HERA DDIS dijets measurements.
In all cases the H1 2006 Fit B DPDF was used for the theoretical predictions. In
measurement [87] data were selected by means of Forward Proton Spectrometer, the
remaining analyses are based on the LRG method of selecting diffractive events. The
data cross sections σData are accomplished by the total uncertainty representing the
quadratic sum of the statistical and systematic errors. The uncertainty of the theoreti-
cal cross sections σNLO dominantly follows from the QCD scale variation (section 2.5).
The ratios of data cross sections to theoretical cross sections are accomplished by the
data uncertainties in the superscript and the theoretical uncertainties in the subscript.
and dijet [10] production.
Most recent measurement of this effect is shown at Fig. 4.6. The CMS collaboration
[11] measured the differential cross section for events with low ξ̃ = min(ξ+, ξ−), where











(Ei − P iz)√
s
. (4.4)
Events with low ξ̃ (analog of xIP ) are expected to be mostly single diffractive (Fig. 4.6):
pp → XY (MX ≫ MY ), (4.5)
where system Y is either scattered proton or his low mass excitation, ξ̃ has interpreta-
tion as a fractional momentum loss of system Y compared to the beam proton. System
X is required to contain at least two jets with transverse momenta above 20GeV.
The Fig. 4.6 shows that non-diffractive (ND) Pythia 8 prediction [91] fails to de-
scribe low ξ̃ events while agrees for higher ξ̃, where lower fraction of diffractive events
is expected. Single-diffractive and double-diffractive (SD+DD) Pythia 8 prediction
[92] based on Regge-like parameterisation of soft diffractive cross section is systemat-
ically lower than the data cross sections. The models which include hard diffractive
phenomenon and are based on H1 2006 Fit B DPDF ( LO Pompyt [93] and NLO
POWHEG) overestimated the measured cross section similarly to the measurements
at Tevatron.
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Fig. 4.6: Differential dijet cross section as a function of ξ̃ as was measured by CMS
collaboration [11] at centre-of-mass energy of
√
s = 7GeV (right plot). Data are com-
pared to several theoretical predictions. The Feynman diagram of the single diffractive
dijet production which dominates in the first ξ̃ bin is depicted on the left.
Unfortunately the resulting data suppression with respect to NLO prediction suffers
from large model uncertainty due to proton dissociation, which is absent in POWHEG
calculations. Using CMS estimate for fraction of proton dissociation (∼40%) in their
data, the measured rapidity gap survival probability for the first bin of Fig. 4.6 is
S2NLO = 0.08± 0.04, (4.6)
in agreement with theoretical models [54, 55, 94] which were briefly discussed in sec-
tion 2.3.7.
4.5 Diffractive Dijet Photoproduction
In the diffractive dijet photoproduction, the low virtuality photon exchange may dis-
sociate into non-perturbative hadronic bound state. This process (known as resolved
photon interaction) resembles hadron-hadron interaction, therefore can serve as a vital
tool to study the validity of QCD collinear factorization theorem. Naturally, photon
can also couple directly to the hard subprocess and these processes are called direct
(see Fig. 2.13). At leading order, the experimental discriminator between these two
regimes of photoproduction is xγ , defined by the relation (2.50).
Up to now two published [16, 17] and one preliminary [70] measurements made by
H1 collaboration and one measurement of the ZEUS collaboration [18] exist. All these
analyses are based on LRG method of selecting diffractive events. On the other hand,
different methods were used to select low Q2 events. In the H1 measurements, the
electron is directly measured by the electron tagger situated 33m away from the inter-
action point. Acceptance of this tagger restricts photon virtuality to Q2 < 0.01GeV2.
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In the ZEUS analysis, events are selected using condition of absence of a scattered
electron in the main detector which leads to the interval Q2 < 1GeV2. Phase spaces
of H1 and ZEUS measurements are compared in detail in Tab. 4.3 and the measured
cross sections and the NLO QCD predictions are presented in Tab. 4.5.
The xγ distributions from all mentioned analyses are shown in Fig. 4.7. Note that
xγ distribution agrees well in shape for all measurements and there is no indication of
resolved contribution (xγ < 0.8) being more suppressed than direct one, as predicted
by several models [15, 95, 96].
H1 ZEUS H1 Preliminary
Q2 < 0.01GeV2 Q2 < 1GeV2 Q2 < 0.01GeV2
0.3 < y < 0.65 0.2 < y < 0.85 0.3 < y < 0.65
Ejet1T > 5GeV E
jet1
T > 7.5GeV E
jet1
T > 7.5GeV
Ejet2T > 4GeV E
jet2
T > 6.5GeV E
jet2
T > 6.5GeV
−1 < ηjet1,2 < 2 −1.5 < ηjet1,2 < 1.5 −1.5 < ηjet1,2 < 1.5
Diffractive cuts
xIP < 0.03 xIP < 0.025 xIP < 0.025
zIP < 0.8
|t| < 1GeV2 |t| < 1GeV2 |t| < 1GeV2
MY < 1.6GeV MY = MP MY < 1.6GeV
Tab. 4.3: Phase space definitions used in H1 2010 [16] and ZEUS 2007 [8] and H1
Preliminary [70] analyses. Previous H1 measurement from 2007 [17] differs from the
newer one only by absence of the zIP restriction.
In the first H1 measurement [17] suppression S2 of data with respect to NLO
QCD calculation using H1 2006 Fit B of 0.5± 0.2 was measured. To reduce the data
systematic uncertainty and the theoretical uncertainty the double ratio
(DATA/NLO)PHP
(DATA/NLO)DIS
= 0.5± 0.1 (4.7)
was determined. This procedure requires to measure also DIS cross section in compa-
rable phase space (section 4.3), differing only by the Q2 interval. Previous observation
of factorization breaking was confirmed by newer H1 publication [16] (S2 = 0.6± 0.2)
with 3 times higher luminosity.
On the contrary, the measurement of ZEUS collaboration is compatible with no
suppression hypothesis, measured suppression factors are S2 = 0.8 ± 0.2 for H1 2006
Fit B DPDF and S2 = 1.0± 0.2 for ZEUS SJ DPDF [88].
The difference between kinematic regions of both experiments leads in [97] to a
hypothesis that the suppression may depend on the ET range of the jets (see Tab. 4.3).
In H1 analysis [70] where the phase space was changed to a phase space as close
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data correlated uncertainty













































































































Fig. 4.7: Differential cross sections as a function of xγ as measured in [16] (top left),
[70] (top right), [17] (bottom left), [88] (bottom right). The NLO QCD calculation in
H1 preliminary analysis (top right) were multiplied by factor of 0.61.
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as possible to ZEUS one (Tab. 4.3) the suppression 0.6 was measured. Thus the
inconsistency between collaborations remained unexplained.
Theoretical calculations of both collaborations5 [16, 18] were crosschecked in [98,
99], the only inconsistency was found in the hadronization corrections calculated by
both collaborations. On the other side, the hadronization corrections recalculated for
ZEUS differ in such a way that their application to NLO calculations will make the
difference in suppressions of both experiments even larger, as is shown in Tab. 4.4.
H1 ZEUS
recalculated original recalculated original
H1 Fit B 0.57 0.58 0.88 0.77
H1 Fit Jets 0.63 0.64 1.08 1.01
ZEUS SJ 0.72 0.70 1.11 0.98
Tab. 4.4: Suppression factors S2 = σDATA/σNLO measured by the H1 [16] and ZEUS
[18] collaborations. On the right are original values published by each collaboration,
on the left are the recalculated values [99], where exactly the same method was used
for both analyses phase spaces defined in Tab. 4.3. Uncertainties of S2 originating
from the data and QCD scale variation are about 20% and 25%, respectively.
In [99], there was made an attempt to transfer ZEUS [18] and H1 preliminary
High-Pt data [70] into the same phase space and compare the data sets directly. Since
the only difference between measurement’s phase spaces is broader y and Q2 in ZEUS
analysis, the ZEUS data were transformed to H1 High-Pt phase space by method based
on MC Rapgap (Fig. 4.8). Model dependence of such procedure was studying using
several DPDF fits and two photon distributions functions (GRV and AFG) and it
was found to be negligible due to high resemblance of both phase spaces. This study
concluded that the observed discrepancy between H1 and ZEUS results concerning
factorization breaking is not caused by different phase space of both analyses.
The puzzle of factorization breaking in diffractive dijet photoproduction could be
resolved by new experimental analyses. Among them the most promising one is the
identification of diffractive events based on leading proton detection; such analysis
is presented in this thesis. This method has both an advantage of providing a data
sample free of proton dissociation and of reducing the uncertainties of the diffractive
selection if compared with large rapidity gap method.
5The H1 collaboration use program of Frixione at all. [66] for the theoretical predictions while the
ZEUS collaboration employs an alternative NLO QCD program of Klasen and Kramer [69].
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Fig. 4.8: H1 High-Pt preliminary data cross section differential in xγ [70] compared to
ZEUS cross sections [18] transformed to the same phase space. This plot was presented
in [99].
DESY 07-018 10-043 prelim. 07-161
Experiment H1 H1 H1 ZEUS
Reference [17] [16] [70] [18]




















Tab. 4.5: Data and NLO QCD cross sections of HERA PHP dijets measurements.
In all cases, the H1 2006 Fit B DPDF was used for the theoretical predictions and
the diffractive events were selected using the LRG method. The data cross sections
σData are accomplished by the total uncertainty representing the quadratic sum of
the statistical and systematic errors. The uncertainty of the theoretical cross sections
σNLO dominantly follows from the QCD scale variation (section 2.5). The ratios of data
cross sections to theoretical cross sections are accomplished by the data uncertainties




5.1 Analysed Data Sample
The analysed data sample consists of e+ neutral current H1 data with forward proton,
detected by VFPS, collected during HERA-II operation phase. The events were split
into several VFPS Periods corresponding to different beam optics configuration which
results in alternating beam position (Fig. 5.1). The VFPS operation was stable from
VFPS Period 6, but the analysis subtrigger S103 started to operate smoothly later on,
therefore only events from VFPS Periods 11-16 are used in the presented measurement
(Tab. 5.1). The data sample corresponds to the run range 487289-500611 (November
17, 2006 - March 20, 2007).
Not all runs in the mentioned interval were usable, the operation of the detector
components important for current analysis (LAr and SpaCal calorimeters, CJC, CIP,
FTT, LAr triggering system and the luminosity system) must be required and only
runs classified either as good or medium quality according to the detector performance
and background conditions were chosen. Other runs were rejected due to unstable
beam conditions inappropriate for the VFPS measurement.
The subtrigger S103 is pre-scaled by different factors varying from run to run, the
average pre-scale of ∼ 1.7 leads to effective integrated luminosity in photoproduction
of 30 pb−1 compared to original 50 pb−1. For the DIS data triggered by S103 in many
cases also another non-pre-scaled subtrigger requiring scattered electron in SpaCal
was fired. This is used to increase the effective integrated luminosity of the DIS data
sample up to 50 pb−1.
The event properties are stored in the Object Data Store (ODS) format which
incorporates parameters of reconstructed tracks and clusters as well as important
detector informations. Average data size of event in this format is around ∼ 13 kB
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Period Luminosity [pb−1] x[mm]
9 482627 - 487166 10.6 -3.0 06e+
11 487216 - 489641 10.3 -3.0 06e+
12 488610 - 492231 7.9 -4.5 06e+
14 492252 - 495284 13.0 -4.5 07e+
15 495380 - 498987 12.3 -4.5 07e+
16 499007 - 500611 7.2 -4.0 07e+
Tab. 5.1: The overview of the VFPS Periods and the corresponding VFPS luminosities.
Note the seeming overlap of periods 11 and 12, in reality runs in the range 487216−
492231 were sort out according to Beam Position into two categories which are not
completely separated in time.
depending on the event complexity. The µODS formats contains four-vectors of the
physical particles and pointers to the ODS tracks and clusters that it was built from
(∼ 3 kB/event) and is, therefore, suitable for most physical analyses. For fast selection
of appropriate events even smaller data format (∼ 0.4 kB/event) named HAT which
contains summary about event kinematics and particle multiplicities can be used. The
H1 Object Oriented (H1OO) physics analysis framework [100] written in C++ is then
employed to process the data files as well as MC files.
The variables describing the leading proton kinematics as measured by VFPS were
missing in these standard data storage formats and only raw information about the
tracks in VFPS was present. I incorporate the reconstruction of the diffractive vari-
ables into standard H1OO analysis framework moreover several improvements on the
reconstruction precision and reliability were made. The standard storage format of
the VFPS variables allows for easier and faster access to the measured diffractive kine-
matics which is utilized not only in this analysis but also in measurement of D* in
diffractive photoproduction performed by diploma student Markéta Jansová [101].
5.2 MC Samples
The signal event sample was generated by the Rapgap 3.1 MC generator [59] which





elements for direct-photon subprocesses and α2s for the resolved ones (more detailed
information about MC Rapgap was given in section 2.4). The direct-photon subpro-
cesses implemented in Rapgap are shown in Fig. 5.2, where the process (b) is known
as boson-gluon fusion. The QCD Compton process (not shown in Fig. 5.2) represents
about 17% of the direct photon cross section and was also taken into account.
To generate the diffractive events, the H1 2006 DPDF fit B was used as a proton
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Fig. 5.1: Beam position, measured by Beam Position Monitor (BPM) as a function of
the Fill number in x-direction (a) and y-direction (b) [3]. VFPS Periods, which split
the data set into several subsets with stable x and y beam positions, are labeled by
different colors.
DPDF [4]. In the photoproduction regime, the resolved photon is described using GRV
LO γ-PDF [49]. Events are generated in the broader phase space than the phase space
of the measurement which allows to study off phase space migrations; in particular,
there is no restriction on inelasticity y and xIP is simulated up to xIP = 0.1. Soft
events are cut off by requiring p̂T of outgoing partons in the hard subprocess being
larger than 1.7GeV. To study possible migrations between the PHP and DIS phase
spaces, the corresponding MC samples overlap as it is shown in Tab. 5.2.
PHP DIS
Q2 < 6GeV2 2 < Q2 < 1000GeV2
Tab. 5.2: Ranges of the exchanged photon virtuality for the PHP and DIS MC samples.
The parameters of the generated MC samples are summarised in Tab. 5.3. It is
worth to note that the event weights were applied to suppress rate of non-interesting
low-pT events. In addition to the pomeron contribution the subleading reggeon contri-
bution, which represents around 2% of the total cross section in the measured region,
was included as well.
All the MC samples in Tab. 5.3 are passed through a detailed H1 detector and
VFPS simulation program H1SIMREC based on the GEANT [65] and are subjected
to the same analysis chain as it is used for data. Since the input H1SIMREC parame-
ters of the beam optics and VFPS stations positions differ within the VFPS Periods,
each MC sample is split into several VFPS Periods according to their integrated data
luminosities and the simulation is run separately for each VFPS Period with proper
settings of the parameters.
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Process
PHP DIS




gγ∗ → qq̄ 6 · 10
6 0.4 · 106 12 · 106 1.1 · 106
716 pb−1 650 pb−1 727 pb−1 1008 pb−1
qγ∗ → q′g 2 · 106
-
q̄γ∗ → q̄′g 833 pb−1





631 pb−1 2325 pb−1
Resolved
11 · 106 0.8 · 106
- -
194 pb−1 121 pb−1
Tab. 5.3: Overview of generated MC processes. Six PHP and three DIS MC samples
are presented in this table together with the MC statistics of events and the integrated
luminosity.
To determine QED radiative and hadronization corrections the MC samples with-
out QED radiation and QED virtual corrections were generated at the level of stable
hadrons (i.e. without the detector simulation) as well.
5.3 Reconstruction of the Kinematics
The method of reconstruction the kinematic variables describing diffractive dijet pro-
duction depends on the considered region of the photon virtuality Q2. In the DIS, the
scattered positron is measured using SpaCal which allows for a precise reconstruction
of the kinematic invariants Q2 and y related to the scattered positron angle and en-
ergy. In the PHP region, the scattered positron leaves H1 undetected1, therefore, the
kinematics of the scattered positron has to be determined indirectly by means of the
hadronic final state objects measured in the main H1 detector.
Other variables are mostly reconstructed in the same way in photoproduction and
DIS.
5.3.1 Leading Proton Kinematics
The reconstruction of the leading proton kinematics within VFPS is based on the
global hit coordinates x, y and angles x′, y′. These quantities are calculated by means
of the local hit coordinates x1, y1 and x2, y2 measured in corresponding VFPS1 and
1The Electron Tagger used in previous H1 measurements [16, 17] was not operating during the
HERA-II phase.
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Fig. 5.2: Feynman diagrams of the direct-photon diffractive processes implemented in
Rapgap [59]. (a) shows lowest order process γq → q′, (b) represents γg → qq̄. Note
the missing color flow between the outgoing proton and the γ∗IP system which causes
















where the d ≃ 4m is the distance between VFPS stations. Furthermore, the coordi-
nates have to be corrected for the beam position measured by BPM and the position
of the Roman Pots.
The beam optics and the VFPS simulation implemented in H1SIMREC links the






















where the angles θx and θy represent the proton scattered angles as calculated in xz-





between VFPS variables x, x′, y, y′ and xIP , θx, θy is demonstrated in Fig. 5.3. Such
plots do not contain the whole information about the proton propagation through the
beam optics because the problem cannot be fully separated between x and y directions.
Therefore, the positions of contours shown on the left plot also depend on angle θy and
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analogously contours on the right plot depend on angle θx, although the dependence
on the orthogonal angle is always weaker.
Fig. 5.3: Correlation of track position and track angle at a location halfway between
the VFPS stations in the (x, x′)-plane (left) and (y, y′) (right) for diffractive protons
with given xIP , θx and θy at the primary vertex [3]. Note that θy on the left plot and
θx on the right plot are set to be equal to 0.
The neural network method was employed to invert relation (5.3) and extract the





















Note, that the beam optics configuration varies between the VFPS Periods and con-
sequently also the weights describing the neural network are not constant.
The knowledge of xIP , θx and θy allows for reconstruction of the leading proton
azimuthal angle φ and the four-momentum transfer at the proton vertex t by formulas:




where Ep = 920GeV is the nominal proton beam energy
2.
2The expression for angle φ of vector (θx, θy) holds only if θx > 0. The general solution for arbitrary
θx and θy provides C++ function atan2 as φ = atan2(θy, θx).
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The quality of the xIP reconstruction was checked by the data sample of the diffrac-
tive ρ mesons in the DIS [3]:
ep → eρp → eπ+π−p. (5.6)
In this process, the scattered electron and two tracks of the opposite charge originating
from the ρ decay are required in the main H1 detector. Data were selected using S115
subtrigger which requires trigger signal in at least one VFPS station and scattered
lepton in SpaCal. The variable xIP can be then reconstructed using momenta of pion








where x denotes the Bjorken scaling variable determined from the angle and energy
of the scattered electron. The M2X ∼ 0.6GeV2 corresponds to the square of the ρ
mass and thus the term M2X/Q
2 represents only small3 correction in equation (5.7).
Consequently the xρIP resolution is mostly given by the resolution of x. The measured
absolute difference between xV FPSIP and x
ρ
IP is shown in Fig. 5.4 and is compared with
the MC prediction based on DIFFVM model [84] of vector meson production. The
both xIP variables measured by the independent methods coincide well, albeit the MC













 DataρH1 VFPS 
 sampleρDIFFVM 
H1 Preliminary
Fig. 5.4: The plot of the absolute difference between xV FPSIP measured by means of
VFPS and xρIP reconstructed from scattered electron and pion tracks in ρ → π+π−
decay. The measured data are compared with the MC simulation (red line) of the
diffractive vector meson production DIFFVM [84].
The ρ meson data sample has been also used to check the track efficiency of the
VFPS stations by comparing the total event rate in particular xρIP bin to the event
3Due to the acceptance of SpaCal, the Q2 was required to be Q2 > 4GeV2.
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rate, where, in addition, the track is reconstructed in VFPS1, VFPS2, VFPS1||VFPS2 and
VFPS1&&VFPS2. The resulting fractions shown in Fig. 5.5 indicate good description
of the track efficiency obtained from data by the simulation within the data statistical
uncertainties and the plotted 5% uncertainty band. Due to low statistics of the ρ data
sample, the resulting track and triggering efficiency of VFPS have been also studied
by using single VFPS station as a reference to measure the efficiency of the other
one. The obtained efficiencies are within 2.5% described by the simulation [3] which
is considered later on as a systematic uncertainty of the VFPS track reconstruction
and VFPS trigger element efficiency.
xIP (ρ)
Track efficiency from Rho events








































xIP (ρ) xIP (ρ)
xIP (ρ)
Fig. 5.5: The efficiency of the VFPS reconstruction, as estimated from the ρ mesons
data sample. The data (black points) are compared to the MC simulation, plotted
with ±5% uncertainty band. [102]
In previous paragraphs the quality of the xIP VFPS measurement was discussed
by studying its efficiency and resolution. The precise reconstruction of the remaining
diffractive variables t and φ is, however, a challenge compared to the reconstruction of
xIP , which is roughly proportional to the distance of the hit position to the beam. At
the moment, the quality of the t reconstruction is still not sufficient to measure cross
section differentially in this variable. Not sufficient performance of the t reconstruction
led to freezing of the F
D(4)
2 inclusive DIS analysis with the leading proton detected
in VFPS in the preliminary status [103]. In this preliminary analysis the structure
function was measured in xIP , β and Q
2 variables only. On the other hand, the
resolution of the xV FPSIP has been crosschecked by several methods.
CHAPTER 5. DATA SELECTION AND RECONSTRUCTION 68
5.3.2 Reconstruction of the HFS Objects
The hadronic final state (HFS) is reconstructed using the energy flow algorithm
Hadroo2 [104] which combines information from tracks and calorimeter clusters.
If the relative energy resolution of the track measurement is smaller than the







then the track energy measurement is used. In this case, the measured energy obtained
from charged track has to be subtracted from the energy in the calorimeter to avoid
double counting. Otherwise, if the inequality (5.8) is false, the track is removed and the
cluster energy is taken as the energy of the final state object. The relative resolutions
of tracker and calorimeter as a function of the energy of the track are shown in Fig. 5.6
and, as excepted, the track measurement is more precise at smaller energies. For more
detailed information see [104].
Fig. 5.6: The relative energy resolution for the central tracks (20◦ < θ < 160◦) as
obtained from data and MC events compared to the LAr expectation [104].
The invariant mass MX of the system X is reconstructed from all hadronic objects














The HFS objects four-momenta boosted into γ∗p frame represent inputs to the
inclusive kT jet algorithm (section 2.6) implemented in the FastJet package [105]. A
4Each track is assumed to have the pion mass within the Hadroo2 algorithm.
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jet distance parameter is set to R = 1 and the massless pT recombination scheme is
employed. In the PHP measurement, where no scattered positron is measured, the
outgoing positron is assumed to be parallel to the z-axis, which makes the laboratory
and γ∗p frames identical up to the boost in z-direction.
The found jets are sorted by the transverse jet energies in the γ∗p frame, the
superscript ”1” labels the leading (hardest) and ”2” the subleading jet in the transverse
energy. The jet properties are studied in terms of the transverse energies E∗jet1T , E
∗jet2
T ,
invariant dijet mass M12 and the pseudorapidity variables |∆ηjets| and 〈ηjets〉.
The invariant dijet mass M12 is defined as
M212 =
(
J (1) + J (2)
)2
, (5.10)
where J (1) and J (2) are four-momenta of the two leading jets transformed back to
the laboratory frame. The pseudorapidities ηjet1 and ηjet2 are calculated by formula
η = − ln tan θ2 using corresponding vectors J (1) and J (2). The mean jets pseudorapidity
〈ηjets〉 and the absolute value of the jets pseudorapidity difference |∆ηjets| are defined












For the DIS event selection, the polar angle θ′e and the energy E
′
e of the scattered
positron are measured using the SpaCal calorimeter and position of the primary inter-
action vertex. To estimate the invariants Q2 and y a reconstruction method introduced
in [106] is employed. It makes use of the good precision of the ”electron method” at
high y and the ”double-angle method” at low y:
y = yDA(1− yDA) + y2e , (5.12)














y,h − (Eh − pz,h)2
p2x,h + p
2
y,h + (Eh − pz,h)2
, (5.14)
5Note that zero deflection of positron corresponds within H1 coordinate system to θ′e = 180
◦, in
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where four-vector ph = (Eh, px,h, py,h, pz,h) represents the sum of four-momenta of all




sin γh + sin θ
′
e + sin(θe + γh)
sin γh + sin θ′e − sin(θe + γh)
. (5.15)








The momentum fraction zIP of parton entering to the hard subprocess with respect





where the dijet invariant mass M212 depends on the parameters of the jet algorithm
and, therefore, zobsIP may not exactly be equal to the zIP defined by the relation (2.50).
5.3.4 Photoproduction Selection
In photoproduction, the positron candidate is required to be absent in the H1 detector
(typically in SpaCal), therefore the variable y must be reconstructed only from the





Note, that in photoproduction, y has clear physical interpretation as a fractional energy




). In principle, the photon virtuality Q2 could be
also expressed by means of the hadronic final state and leading proton four-momenta,
however, in reality, due to the poor resolution, this Q2 reconstruction method cannot
provide any useful information about the value of Q2 in the photoproduction regime,
where these photon virtualities are very low (see Fig. 5.11).
The observables zobsIP and x
obs











where the sums in numerators runs over two leading jets in the transverse energy
reconstructed by the inclusive kT -algorithm as described in sec. 5.3.2. Note, that
denominator in relation (5.19) for observable zobsIP could be also calculated using the
information from VFPS, as 2xIPEp, but the final resolution of the z
obs
IP is in this
approach worse, because possible uncertainties in numerators and denominators of
(5.19) are partially correlated and therefore are partially cancelled in ratio.
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5.4 Events Selection
5.4.1 Phase Space Definition
The hadron-level phase space of the photoproduction and DIS analyses is presented
in Tab. 5.4. It was inspired by the phase space of the preceding H1 measurement of
diffractive photoproduction of dijets [16], but it was adjusted to a VFPS selection of
diffractive events and the different photoproduction selection method. The DIS region
then differs only in photon virtuality Q2.
Kinematic Quantities
0.2 < y < 0.7
Photoproduction Deep-inelastic scattering
Q2 < 2GeV2 4GeV2 < Q2 < 80GeV2
Diffractive selection






−1 < ηjet1,2 < 2.5
Tab. 5.4: Phase space of the diffractive dijet VFPS measurement for photoproduction
and deep-inelastic scattering.
The condition on the positron inelasticity y ensures that the energy deposit of
hadronic final state is located within the tracker and calorimeter acceptance, which is
especially important in photoproduction, where y is calculated only from HFS. The
upper bound of the y cut also reduces possible DIS background in photoproduction,
because low energy positrons in SpaCal can be more likely misidentified.
The selection intervals in photon virtuality Q2 relate to the SpaCal acceptance.
Especially for events with Q2 above 80GeV2 the highly deflected positron typically
scatters to LAr calorimeter which has worse resolution of the electromagnetic part
than SpaCal. The ”dead” interval between 2 and 4GeV2 corresponds to the region
where the SpaCal starts to detect the scattered leptons, but is not able to reconstruct
reliably their kinematics. Note that in the previous analysis [16] the electron tagger
was employed to measure the scattered electrons. This detection method allows for
precise electron kinematic reconstruction, in particular without any DIS background,
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but has lower acceptance compared to the untagged photoproduction.
The xIP and t cuts reflect the acceptance of the Very Forward Proton Spectrometer.
The highest zobsIP region is removed for the theoretical reasons. The H1 2006 Fit B
DPDF [4] used for the theoretical predictions in this analysis was fitted only in interval
zIP < 0.8 and for the higher zIP values the DPDF was only extrapolated.
The E∗jetsT cuts are comparable to the previous analysis, only the cut on the leading
jet is made to be a little bit higher (5.5 instead of 5GeV) to ensure a good performance
of the NLO QCD calculations. The measurement of jets can be extended here to more
forward region than in analyses using LRG method of selecting diffractive events.
This is due to the fact that the LRG selection method requires the forward part of
the calorimeter to be without energy deposit. For this reason, the upper limit on jet
pseudorapidity η is set to be 2.5, compared to 2 in LRG analyses.
5.4.2 Trigger selection
In the presented analysis the same subtrigger S103 is used both for photoproduction
and DIS regime. The main conditions required by this trigger are the presence of
two hard tracks in the tracker, small energy deposit in the forward part of the LAr
calorimeter and triggering signal from both VFPS stations. The subtrigger definition
does not contain any condition on the positron candidate, neither positive nor negative,
which makes this subtrigger applicable for both phase space regions of the presented
analysis. The precise definition of subtrigger S103 varies within its operating time and
can be split into three time periods D1, D2 and D3. The number of triggered events as
a function of integrated luminosity is shown in Fig. 5.7. The data obtained during the
D1 subtrigger running interval are not considered, especially due to strict condition
on small energy deposit in forward part of LAr calorimeter.
The subtrigger definition during phase D2 and D3 is presented in Tab. 5.5. These
phases differ only by L2 trigger element FTT Td gt 1 zvtx which is included in D3,
but missing in D2 time period. All remaining trigger elements belong to category L1
(see sec. 3.2.4) and are the same for both operating periods. Note, that Fig. 5.7 shows
smaller event rate per 1 pb−1 for period D3 than for D2, which is caused by extra
trigger element condition in the definition of period D3. However, this dissimilarity
almost vanishes when only events fulfilling the jet requirements are considered.
The H1 detector simulation H1SIMREC includes simulation of all trigger elements
presented in Tab. 5.5. To check the quality of this simulation, an alternative subtrigger
S115 is used as a reference which requires triggering signal in VFPS1 or VFPS2 and
signal from the scattered lepton in SpaCal. This subtrigger can be used to select
diffractive DIS data sample with leading proton, either inclusive or dijet.
The inefficiencies defined as:
InEff(TE) = 1− σ(S115&TE)
σ(S115)
(5.20)
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Fig. 5.7: The event yield of the S103 subtrigger as a function of the integrated lu-
minosity from the start of S103 operation. The definition of the S103 subtrigger was
changing over the time, which leads to the change of the yield curve slope.
were estimated for each trigger element using the dijet data sample and compared
to the simulation. The results are presented in Tab. 5.6. It is assumed that the
topology of the hadronic final state for events in the photoproduction and DIS region is
similar and thus also the S103 subtrigger simulation performance in these two regimes
is comparable and, therefore, the same corrections of the trigger simulation can be
applied in both discussed kinematic regimes. According to the Tab. 5.6, the most
inefficient trigger element is the CIP sig > 2 of which inefficiency is underestimated
by the simulation. The inefficiencies of other trigger elements are much smaller and
are within data errors described by the trigger simulation (only the measured LAr IF
inefficiency is a little bit smaller than simulated).
The inefficiency of the most ineffective trigger element CIP sig > 2 was found to
be nearly kinematically independent in the inclusive data sample and was described
by the simulation if the overall efficiency normalization is corrected by the factor of
5%6. This factor is comparable with factor (3.0± 1.5)% obtained from Tab. 5.6. As a
compromise based on these observations, it is assumed that these correction factors are
identical, therefore the correction factor of 5% is used in the presented measurement.
The overall uncertainty of this factor is taken to be 5% which ensures that efficiencies
of all data points of the dijet reference sample lie within this band, as shown in Fig. 5.8.
Uncertainties of the other trigger elements were found to be negligible, compared
to the uncertainty of the CIP sig > 2. The error of the VFPS1&& VFPS2 part of the
S103 was determined to be 2.5% [3] including the track reconstruction efficiency.
As was already mentioned in section 5.1, the subtrigger S103 had been for many
6The uncertainty of the integrated inefficiency, determined from the statistics of the inclusive VFPS
sample, is 0.5%.
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VFPS1&& VFPS2 Trigger signal in both VFPS stations
LAr IF < 2 Small energy deposit in the forward part of LAr
FTT mul Tc > 1 At least two tracks with pT above 400MeV
!FTT topo 6 Avoid single hemisphere track topology
CIP sig > 2
Two times more central tracks
compared to the forward and bakcward in CIP
CIP cosmic
Signal coincidence in 2 quadrants
of azimuthal angle in CIP
CIP T0 At least one central track in CIP
FTT Td gt 1 zvtx
At least two tracks with pT above 900MeV
and well reconstructed z-vertex position
Tab. 5.5: The definition of subtrigger S103 for time period D3. During the foregoing
phase D2, the trigger element FTT Td gt 1 zvtx was absent which led to higher event
rate during this time period.
Trigger Element
Inefficiency from DDIS dijet analysis
Data [%] Simulation [%]
LAr IF < 2 0.4± 0.2 1.3± 0.1
FTT mul Tc > 1 0.0± 0.1 0.2± 0.0
!FTT topo 6 0.9± 0.4 0.9± 0.1
CIP sig > 2 11.5± 1.2 8.5± 0.3
CIP cosmic 0.0± 0.1 0.1± 0.0
CIP T0 2.5± 0.6 2.1± 0.2
FTT Td gt 1 zvtx 2.3± 0.6 1.9± 0.1
Tab. 5.6: The inefficiencies of individual trigger elements of S103 as obtained from the
analysis using the reference subtrigger S115.
runs prescaled and it lowers the real integrated luminosity from 50 to 30 pb−1. Actu-
ally, if event fulfils all conditions summarised in Tab. 5.5, it only guaranties that the
raw S103 subtrigger is set to be true. The value of subtrigger S103 is then set to be
true only with probability 1/RunPrescale, otherwise it is false. The event is stored
if at least one subtrigger is true. For the DIS events, the positron hits SpaCal and
therefore the DIS subtriggers S115 which is without any prescale is fired. Then the
majority of the DIS events for which is raw S103 subtrigger true are stored no matter
if the S103 subtrigger was set to zero due to the prescale.
This fact was utilized using an algorithm described in [108], which determines the
actual event weight by the following code:
i f ( S103Raw && ( S103 | | S115 ) ) {
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Fig. 5.8: The S103 trigger efficiency as estimated from the S115 reference dijet data
sample. The efficiency obtained from the corrected simulation is accomplished by 5%
uncertainty band.
i f ( S115 )
Weight = 1 ;
e l s e
Weight = 1 .7
}
The value 1.7 ≃ 50/30 is the average S103 prescale and S103Raw, S103 and S115
denote the logical values of raw S103 subtrigger, S103 subtrigger and S115 subtrigger.
Note, that if the S115 had never fired, the code above would every time result in Weight
of 1.7. In reality the S115 fired in 99% of DIS events fulfilling raw S103 condition which
effectively increases the integrated luminosity from 30 to 50 pb−1.
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5.4.3 Vertex Reconstruction
The precise measurement of the vertex position is essential for the reconstruction of
the whole event kinematics. Specially the directions of the leading proton and the
scattered positron are determined with respect to the actual interaction point. The
position of the primary vertex is determined using the fit to the CJC and CST hits
[109], in case of DIS, the compatibility of the vertex position and the scattered positron
track is checked.
The vertex z-position is Gaussian-like distributed (Fig. 5.9) with mean around the
origin of the coordinate system and σz ∼ 9 cm, where the z-coordinate varies due to
large longitudinal beam size. The imposed cut −30 cm < zvtx < 30 cm ensures good
reconstruction of the event kinematic quantities and reduces the possible beam-gas
interaction background significantly, which is, after applying all selection cuts below
1%.
Vtx Z






Fig. 5.9: The distribution of the zvtx coordinate in the photoproduction kinematic
phase space as seen in data (black points) and in the simulation (red line).
5.4.4 The VFPS Selection Criteria
The selection of the diffractive event is based on the detection of the leading proton
in the Very Forward Proton Spectrometer. The analysis subtrigger S103 requires
triggering signal from both VFPS stations, which means the presence of a signal in at
least 3 of 4 scintillating trigger tiles in each station. However, the positive triggering
signal does not guarantee the presence of reconstructed proton track. Therefore, the
successfully reconstructed local tracks in both stations are required. These local tracks
are in the next step combined into single global track described by coordinates x, y
and angles x′ and y′. Furthermore, the upper limit on the coordinate x is imposed
to avoid a problematic region where the absorption of protons by the beam aperture
plays significant role7. This cut is defined using Fidu variable:
Fidu = xPeriodlimit − x, (5.21)
7See the beam pipe edge at ∼200m depicted by the cyan line in Fig. 3.8.
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where the constant xPeriodlimit varies between VFPS Periods because the beam optic
configuration differs as well and its values are between 25mm and 29mm.
The random overlap of ep events with beam-halo protons detected in the VFPS
can constitute a possible background to the VFPS diffractive data sample. In such
background events, the detected proton typically has a small energy loss, not compat-
ible with the energy loss expected from the energy deposited in the main H1 detector.
The relative energy loss of the proton detected in VFPS, xV FPSIP , is thus required to be
at least 60% of xH1IP measured in the H1 detector and reconstructed by relation (2.36).
Variable xH1IP is required to be smaller than 0.04. The VFPS acceptance drops
to zero already for xIP > 0.03, therefore there is a high probability, considering the
resolution of the xH1IP , that the proton measured in VFPS in event where x
H1
IP > 0.04
originates from another interaction. The remaining background contamination after
applying the above cuts is estimated from data by overlaying events without VFPS
activity with VFPS signals recorded independently of any detector activity and it is














































































































































Fig. 5.10: The figures shows the amount of the background events (red area) in the
data sample with signal in VFPS. The area xH1IP > 0.04 in the plot (a) is used to fix




the plot (c) includes this cut and in addition the condition xHFSIP < 0.04 which leads
to a background fraction of 1%.
The phase space region in xIP , where the cross section is measured is chosen in
accordance to the VFPS acceptance, 0.010 < xIP < 0.024
8. No restrictions on the
reconstructed four-momentum transfer at the proton vertex t and proton azimuthal
angle φ are introduced, but the resulting hadron level cross section is corrected to
|t| < 0.6GeV2 which roughly corresponds to the VFPS acceptance in variable t. All
selections conditions are summarised in Tab. 5.7.
8Note that restriction on xV FPSIP , 0.010 < x
V FPS






cally ensures that xHFSIP < 0.04.
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JTSTc VFPS1 nr = 1 Track reconstructed in VFPS1
JTSTc VFPS2 nr = 1 Track reconstructed in VFPS2
JTGTc nr = 1 Presence of global track
Fidu > 0.6mm Fiducial cut on x-coordinate




Cuts to suppress beam halo interactions
xHFSIP < 0.04
Tab. 5.7: The diffractive selection criteria at the detector level
5.4.5 Jet Selection
The jets were identified in the γ∗p frame by the inclusive kT jet algorithm as described
in section 5.3.2. The transverse energies of the leading and subleading jet are required
to be E∗jet1T > 5.5GeV and E
∗jet2
T > 4.0GeV, respectively. These cuts ensure the
existence of the QCD hard scale in the selected events required by perturbative calcu-
lations and moreover the asymmetric conditions remove problematic part of the phase
space where the negative virtual NLO QCD contributions cannot be compensated by
the real emissions [110]. These conditions guarantee that NLO QCD calculations are
feasible and can be compared to the measured data. The transverse jet criteria are also
motivated experimentally because the energy resolution deteriorates with decreasing
ET and also the jet energy scale calibrations starts to be not well justified for lower
ET .
The pseudorapidities of both jets in the laboratory frame are dictated by the
geometrical acceptance of the LAr calorimeter. The conditions −1 < ηjet1,2 < 2.5
ensure that not only the jet center but the majority of the jet energy is always deposited
within the calorimeter9.
5.4.6 Selection of the Photoproduction Events
During the HERA-II operation phase the electron tagger did not operate, therefore,
the only possibility is to measure untagged photoproduction, similarly to the ZEUS
analysis of the diffractive dijet photoproduction [18]. In this case, the photoproduction
event is accepted if no positron candidate is present in the final state, usually in SpaCal.
Criteria imposed on the positron candidate are discussed in detail in section 5.4.7.
The most important topic for current discussion is the energy of associated cluster
in SpaCal. When the energy of the cluster is lower than 8GeV, the cluster is not
identified as originating from scattered positron and this can fake the photoproduction
9The geometrical acceptance of LAr calorimeter is −1.5 < η < 3.4.
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signal. To remove possible DIS background, the upper bound of inelasticity y is
introduced, in particular little deflected positron with energy 8GeV corresponds to
y = 1 − 8/27.6 = 0.71. In addition, also events with y < 0.2 are removed from the
analysis. These events have energy deposit in the very forward region, as is seen
from relation (5.18), and, consequently, the HFS may not be well detected within
calorimeter and tracker acceptance.
The effect of the SpaCal geometry on the photoproduction phase space is illustrated
by extracting the deflection angle ϑ′e = 180
◦−θ′e of the scattered positron from formula





where Ee = 27.6GeV is the nominal beam energy of the positron. This formula is
analogous to relation (5.5) for diffractive proton, where Q2 is analogue of −t and
y of xIP . It was derived assuming small angle ϑ
′




the relative error of used approximation only 1%. The deflection angle is, therefore,
proportional to Q and inversely proportional to
√
1− y. As a result of this formula,
events with Q2 = 2GeV2 and 0.2 < y < 0.7, which still belong to the analysis
phase space (Tab. 5.4), have scattered positron deflected to angles between 3◦ and 5◦.
When the condition on no scattered positron is applied, about around 70% of these

























Q2 [GeV] Q2 [GeV]
Fig. 5.11: The left plot shows the MC hadron-level spectrum of photon virtuality Q2
without (solid line) and with (dashed line) positron veto. The fraction of non-vetoed
Q2 events (red curve in the right plot) is calculated as a ratio of the two Q2 spectra
showed on the left. If the cut on y is applied (black curve in the right plot), the
fraction of removed high Q2 events is around two times higher.
photoproduction is a matter of convention, the same phase space limit of 2GeV2 was
used e.g. in non-diffractive open charm photoproduction [111], whereas a little bit
higher limit (2.5GeV2) was employed in [112].
The possible amount of DIS events admixture in the PHP selection is very low,
also due to the fact of ten times lower DIS cross section than the PHP ones. If we
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consider the fraction of non-vetoed (∼10%) events presented in Fig. 5.11 we obtained
DIS background ∼ 1%. Moreover, the additional requirement for the presence of
jets improves y reconstruction and makes the fraction of this background even lower.
Nevertheless, the migration fromQ2 up to 6GeV2 is taken into account in the unfolding
procedure.
5.4.7 Selection of the DIS Events
For the selection of DIS events in this analysis, the positron candidate is required to
be detected in the SpaCal. The energy E′e and polar angle θ
′
e of the scattered positron
are determined from the SpaCal cluster and the interaction vertex reconstructed in
the Central Tracking Detector, as described in section 5.4.3.
The DIS phase space described by quantities Q2 and y is adjusted to cover the
acceptance of SpaCal. The photon virtuality Q2 between 4GeV2 and 80GeV2 roughly
corresponds to the angular acceptance of this calorimeter. For example, the Fig. 5.11
indicates, that the SpaCal acceptance stabilizes just for Q2 between 3 and 4GeV2, the
upper limit of Q2 is connected with the edge of LAr calorimeter. The inelasticity y is
approximately proportional to the fraction of positron energy loss, thus the maximum
allowed value of y determines the minimal allowed positron energy. Clusters with
lower energy have worse energetic resolution and are more often misidentified as pion
or photon. The minimal allowed inelasticity of 0.2 is fixed to be same as in the PHP
analysis.
To be sure, that the whole cluster of the scattered positron is inside the SpaCal
volume, the orthogonal distance of the cluster center to the beam is required to be
within 14.5 cm and 74 cm10 (see Tab. 5.8). Additionally the cluster radius rclus is set
to be less than 4 cm which reduces the background events where hadron is mistaken as
positron, because the electromagnetic shower is typically narrower than the hadronic
one. To select only clusters of good quality the cluster energy must be above E′e >
9.5GeV. More detailed information about particle showers in SpaCal and definitions
of cluster center and cluster radius is given in [113].
The quantity
∑
i(Ei − Pz,i) summed over all HFS particles and the scattered
positron, is required to be in the range 35 − 75GeV. For fully reconstructed neu-
tral current DIS events this quantity is expected to be twice the positron beam energy
(55.2GeV)11 but is expected to be lower for photoproduction background where the
scattered positron, which has sizable E − Pz momentum, escapes undetected. Ra-
diative events where a photon is emitted along the direction of the incident positron
10This distances are evaluated in plane z = −160 cm
11As a consequence of four-momentum conservation that implies conservation of so called light-cone
variables [114] E − Pz and E + Pz before and after interaction. In diffraction E − Pz of the incoming
and scattered proton equals to 0. In photoproduction E+Pz is equal to 0 for incoming and scattered
positron.
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4 < Q2 < 80GeV2 Virtuality of photon exchange
0.2 < y < 0.7 Inelasticity
rclus < 4 cm Cluster radius
E′e > 9.5GeV Cluster energy
14.5 < RSpaCal < 74 cm Cluster position
35 <
∑
i(Ei − Pz,i) < 75GeV Cut suppressing PHP background
Tab. 5.8: The DIS selection criteria at the detector level
beam, have also a reduced
∑
i(Ei − Pz,i). Applying all mentioned DIS selection cri-
teria, the amount of the PHP background events fulfilling these cuts was found to be
negligible.
5.5 Quality of the Detector Simulation and Variables Re-
construction
After applying all selection criteria, there were 3768 events in the PHP kinematic
phase space and 550 events in the DIS phase space regime.
The detector level distributions of the measured variables are presented in Fig. 5.12
and Fig. 5.13 and are compared with the reweighted MC Rapgap simulation. A good
description of the measured quantities by the simulation is the important prerequisite
for the unfolding procedure, explained in next chapter.
To achieve the displayed agreement between the measured data and MC simulation,
the simulated events were reweighted in variable zHFSIP , which was calculated for both
PHP and DIS using formula (5.19). This reweighting increases the rate of jets in
forward direction, which is apparently underestimated in unreweighted simulation.
Worse description in high zHFSIP region can be partially caused by missing higher
orders in Rapgap. Similar behaviour was observed in [70]. In addition, also the
variable xV FPSIP was reweighted. Such a procedure, together with changing of the MC
t-slope from 6GeV2 to 5GeV2, improved description of the VFPS variables.
The correlations plots which show the quality of the variables reconstruction by
H1 detector and VFPS can be seen in Fig. 5.14 and Fig. 5.15. As an alternative also
the differences between the reconstructed values and the true (=hadron level) values
are presented in Fig. 5.16 and Fig. 5.17. In photoproduction the best resolution is
observed for variables connected with jets pseudorapidities 〈ηjets〉 and |∆ηjets|. The
resolution of the xIP variable measured by means of VFPS, σxIP = 0.0022, is the same
as published in [3]. Low resolution is observed for E∗jet1T , moreover this resolution
shown in Fig. 5.16 is asymmetric which is typical for steeply falling distributions.
In DIS, the resolution of variable y is better than in photoproduction, because the
scattered positron is directly measured.
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We can conclude that the good agreement between data and reweighted MC Rap-
gap distributions allows to advance to the unfolding procedure.












































































Fig. 5.12: Comparison of the MC simulation (red) to data (black) in the PHP regime
for variables zobsIP , x
obs
γ , xIP , y, E
∗jet1
T , 〈ηjets〉, |∆ηjets|, M12 and MX .











































































Fig. 5.13: Comparison of the MC simulation (red) to data (black) in the DIS regime
for variables zobsIP , Q
2, xIP , y, E
∗jet1
T , 〈ηjets〉, |∆ηjets|, M12 and MX .















































































































































Fig. 5.14: The correlations between the hadron level and detector level variables in
the PHP regime as estimated from the MC model. The event rate is proportional to
the area of corresponding rectangle.















































































































































Fig. 5.15: The correlations between the hadron level and detector level variables in
the DIS regime as estimated from the MC model. The event rate is proportional to
the area of corresponding rectangle.
































































































































































Fig. 5.16: The detection resolution in the PHP regime.




































































































































































Fig. 5.17: The detection resolution in the DIS regime.
Chapter 6
Cross Section Measurement
6.1 Correction for the Detection Uncertainties
The measured event counts and consequently cross sections at the detector-level are
affected by the detector acceptance, resolution and the data statistics. These effects
smear the measured distributions and, therefore, can cause migrations into and out of
the measured phase space. To study the cross section dependence on a given variable,
the total cross section can be split into several pieces, called bins according to the
value of this studied variable. The size of these bins depends not only on the data
statistics but also on the detector resolution for the considered variable. The procedure
which estimates the hadron-level cross sections, free of the detector effects, is known
as unfolding.
6.1.1 Bin-By-Bin Unfolding Method
The simplest approach to estimate the hadron-level cross sections is so-called bin-by-











(1 + δirad), (6.1)
where Ndatai is the measured event count in bin i when the detector-level cuts are
applied, N bgri is excepted number of the background events in bin i which is typically
estimated by the MC model, L stands for the integrated data luminosity and ∆Xi
for the bin width. The radiative corrections δirad which correct for the QED radiative
effects will be explained in dedicated section 6.5.
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where NH(had i) and ND(det i) are the event rates in bin i of the signal MC at the
hadron-level and detector-level satisfying hadron-level phase space conditions (H) and
the detector-level selection criteria (D), respectively. The binning is normally set to
be equal on both detector- and hadron-level.
The trigger efficiency is assumed to be simulated by the MC model and therefore
taken into account in the ND(det i) event rate. In principle, the acceptances Ai
are allowed to be larger than one if the migrations into the detector-level bins are
substantial.
The bin-by-bin method requires satisfactory description of the data control plots
by MC model1, not only in the measured phase space, but also in the neighboring
regions to get hold on the migrations from outside. Even in this case, the obtained
hadron-level data cross sections tend to be biased towards the used MC model if the
events migrations between bins are considerable. The second condition is quantified
by so-called purity Pi (sec. 6.1.2) which is recommended to be higher than 0.8 in each
cross section bin to justify the applicability of the bin-by-bin method [115]. Otherwise,
more sophisticated unfolding method needs to be utilized.
6.1.2 Purities and Stabilities
In order to describe the migrations between the bins, the purities Pi and stabilities Si
are introduced. They are calculated using the MC events rates as:
Pi =
NB(det i = had i)
ND(det i)
Si =
NB(det i = had i)
NH(had i)
, (6.3)
where NB(det i = had i) denotes the number of events complying simultaneously
hadron- and detector-level selection cuts and are measured on both analysis levels in
the same bin i of the inspected variable.
The purity is interpreted as the fraction of the detector-level events in bin i which
passes hadron-level cuts and originates from the same bin i in the hadron-level. The
stability stands for fraction of the hadron-level events in bin i which is reconstructed
(passes detector-level cuts) and stays in the same bin i at the detector-level. Evidently,





The purities, stabilities and acceptances for the PHP and DIS phase spaces are
shown in Fig 6.1 and Fig 6.2. They are on average equal to 30% for the PHP variables
and 40% for the DIS ones. Quite low purities are observed for E∗jet1T and z
obs
IP variables
which have poor resolution. In photoproduction also the xobsγ variable exhibits lower
1The control plots description usually has to be improved by the MC reweighting.












































































Fig. 6.1: The purities, stabilities and acceptances for variables zobsIP , x
obs
γ , y, E
∗jet1
T ,
〈ηjet〉, |∆ηjets|, M12 and MX as obtained by MC model Rapgap for the photoproduc-
tion phase space.













































































Fig. 6.2: The purities, stabilities and acceptances for variables zobsIP , Q
2, y, E∗jet1T ,
〈ηjet〉, |∆ηjets|, M12 and MX as obtained by MC model Rapgap for the DIS phase
space.
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purities as a consequence of migrations from the direct photon interactions (xγ ∼
1) towards lower values at the detector-level. On the contrary, higher purities are
observed for 〈ηjet〉, |∆ηjets| and xIP distributions for PHP and DIS and for y and Q2
for DIS which are measured with good resolution.
The total2 purity for the PHP and DIS analysis is 47% and 55%, respectively. The
better purity of the DIS measurement is a consequence of direct measurement of the
positron kinematics in SPACAL, which results in better resolution in y and zobsIP and
hence lowers migrations.
The purities for both kinematic regions are lower than 80% which makes usage of
simple bin-by-bin method described in the previous section questionable.
6.1.3 Regularized Unfolding
Due to the considerable migration of events which was demonstrated in the previ-
ous section, the unfolding algorithm based on the Tikhonov regularisation [116] is
employed. Similar procedure was used also in recent H1 papers [86, 87] about the
diffractive production of dijets in the DIS region. All previous diffractive dijets anal-
yses reviewed in Tab. 4.2 and Tab 4.5, namely all measurements of the diffractive
photoproduction of dijets, use classical bin-by-bin unfolding method.
The smearing and acceptance effects of the detection can be described in more
detailed way by the matrix Aij which contains probabilities, that event in bin j at the
hadron-level will be reconstructed in bin i at the detector-level. Using this definition






Aij x̃j i = 1 . . . N, (6.5)
where x̃j denotes the vector of the hadron-level (”true”) cross sections. The Aij is
usually estimated by the MC model, in this analysis by the Rapgap MC generator
interfaced to the H1 and VFPS detector simulation. In reality, the measured cross
sections are affected also by the statistical fluctuations, so the data vector y is a
random variable as is illustrated in Fig. 6.3.
Note that in contrast to the bin-by-bin method the numbers of the hadron-level
and detector-level bins M and N are not necessary equal, in reality the choice which
shows to be most stable for unfolding based on the Tikhonov regularisation is to have
twice more detector-level bins N compared to the hadron-level bins M [117]. In this
case, the system of equations (6.5) is overdetermined and almost always has no exact
solution x̃j in the mathematical sense.
2Calculated for a single bin incorporating whole measured phase space













Fig. 6.3: The schematic explanation of the relation between the true cross sections
given in vector x and the measured cross sections y [117].
The χ2 variable which is the measure of agreement between the measured data
and the excepted values Ax can be expressed by relation:
χ2data = (y −Ax)TV−1yy (y −Ax), (6.6)
where the data covariance matrix is denoted as Vyy and contains the squares of the
data statistical errors at the diagonal if the measured data are supposed to be uncor-
related between bins at the detector-level. It is natural, to find the unknown vector of




= 0, j = 1 . . .M. (6.7)
However the vector x obtained in this way may exhibit large unphysical oscillations
as was shown in [118, 119]. To solve this issue an additional regularisation term χ2r of
form [116]:
χ2r = τ
2(x− x0)TLTL(x− x0), (6.8)
is added to the χ2data, where L is the regularisation matrix, x0 denotes the data bias
and the strength of the regularisation is determined by parameter τ . The resulting
3Method of least squares
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r) = 0 j = 1 . . .M. (6.9)









where the standard rule of error propagation was applied to estimate the hadron-level
covariance matrix Vxx and the auxiliary matrices E and D
xy take form:
E = (ATV−1yy A+ τ
2LTL)−1 Dxy = EATV−1yy . (6.11)
If the input detector-level data vector y represents the events counts then the final









(1 + δirad). (6.12)
The regularisation matrix L can be chosen in several ways as discussed in [117].
The simplest possibility is to set L to be equal to the unity matrix which is referred as a
regularisation on the size, because the χ2r is reduced to τ
2|x−x0|2 in this case. Another
possibility is to regularise on the first or second derivatives of x which corresponds to
the L matrix of the form of discrete differential operator. In this thesis, due to the
quite small number of bins of the measured distributions, the regularisation on the
size is applied.
The crucial aspect of any regularisation technique is the right choice of the regu-
larisation strength which is determined by the regularisation parameter τ . When the
parameter τ is too small, the result of unfolding tends to have large unphysical fluc-
tuations between the measured bins. On the contrary, if τ is too large, the resulting
cross sections x are biased toward x0.
The L-curve method [120] used in this thesis assumes that the best value of τ
corresponds to the point in the parametric plot of (Lx, Ly) with the highest curvature.




min(τ)] Ly(τ) = log




where the vector x in equations (6.6) and (6.8) is set to the value (6.10) which is a
function of the regularisation parameter τ .
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6.2 Structure of the migration matrix
The migration matrix A introduced in the previous section is used not only to describe
migration within the analysis phase space, but also to quantify migrations from the
neighboring parts. For this purpose several phase spaces surrounding the analysis
phase space were introduced (Tab. 6.1).
The kinematic restriction of these spaces was selected to control event migration
into the measured analysis phase space from the neighboring regions. These migrations
are typically large for steeply falling distributions with poor resolution, like transverse
jet energy. In this case, the frequent events with transverse energy below the analysis
threshold often migrate towards higher values, i.e. into the analysis phase space. The
effort to control as much of these off phase space migrations as possible typically
collides with the detector and simulation performance in these regions. For example,
the ability to measure low transverse energy jet is limited as well as detection of high
xIP events by the VFPS detector. The definitions of phase spaces in Tab. 6.1 represent
a trade-off between these two effects.
The Fig. 6.4 shows that about 80% of PHP events and 83% of DIS events originate
from phase spaces defined in Tab. 6.1.
Fig. 6.4: The impurity sources for the PHP (left) and the DIS (right) analysis. These
plots show from where the events fulfilling the detector-level cuts come from, especially
the green area represents classical purity defined by (6.3). The vertical axis denotes
the fraction of the total event count.
CHAPTER 6. CROSS SECTION MEASUREMENT 97
Phase space name PHP DIS
Analysis PS
E∗jet1T > 5.5 E
∗jet1
T > 5.5
E∗jet2T > 4.0 E
∗jet2
T < 4.0
−1 < ηjet1,2 < 2.5 −1 < ηjet1,2 < 2.5
0.2 < y < 0.7 0.2 < y < 0.7
Q2 < 2 4 < Q2 < 80
zobsIP < 0.8 z
obs
IP < 0.8
0.10 < xIP < 0.24 0.10 < xIP < 0.24
|t| < 0.6 |t| < 0.6
LowPt Jets
3.2 < E∗jet1T < 5.5 3.2 < E
∗jet1
T < 5.5
3.2 < E∗jet2T 3.2 < E
∗jet2
T
EtaOut Jets ηjet1 < −1 || ηjet2 < −1 ηjet1 < −1 || ηjet2 < −1
Low y
5.0 < E∗jet1T 5.0 < E
∗jet1
T
3.8 < E∗jet2T 3.8 < E
∗jet2
T








3 < Q2 < 4
High zpom
4.0 < E∗jet1T 4.0 < E
∗jet1
T
3.2 < E∗jet2T 3.2 < E
∗jet2
T




4.0 < E∗jet1T 4.0 < E
∗jet1
T
3.2 < E∗jet2T 3.2 < E
∗jet2
T
0.24 < xIP < 0.28 0.24 < xIP < 0.28
Tab. 6.1: The overview of the phase spaces definitions used in the unfolding procedure
to control off analysis phase space (PS) migrations. For the analysis PS the complete
definition of cuts is given whereas for the extended phase spaces only the unequal
conditions are presented. For simplicity the units of GeV or GeV2 are omitted.
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In addition to the binning of the measured variable in the analysis phase space,
also the binning of auxiliary phase spaces (Tab. 6.1) has to be specified. For the
measured variable, the bins widths have to be sufficiently large to suppress statistical
fluctuations and migrations from the adjacent bins due to the detector smearing, on
the other hand their size must be small enough to provide valuable physical informa-
tion about the shape of studied differential distributions. The number of bins in the
neighboring phase-spaces is chosen in correspondence with the data statistics, because
the TUnfold unfolding package [117] which implements the regularised unfolding de-






Fig. 6.5: The migration matrix for variable zobsIP in the PHP region. The area of
rectangles inside the plot is proportional to the rate of events which fulfil correspond-
ing hadron-level and detector-level selection. The last column called ”Rest” includes
events which are off any hadron-level phase spaces quoted in Tab. 6.1.
6.3 Systematic Uncertainties
The systematic uncertainties can be divided into two categories. The first group of
uncertainties is a consequence of imperfect knowledge of the detector which means
that the detector simulation does not perfectly correspond to the real detector. The
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second group originates from imperfect knowledge of the hadron-level4 spectra which
can result in the process of unfolding to some bias of the data toward used MC model.
Both uncertainty classes are considered by means of variation of the migration matrix
which is affected by both the detector simulation and the hadron-level MC model.
Each systematic source is typically classified by two systematic shifts, which repre-
sent variation of the imprecisely known detector simulation or MC-model parameter in
both directions from the central value. For every systematic shift a separate migration
matrix is filled and the difference ∂A to the nominal migration matrix A is propagated
through the unfolding procedure which results in the shift ∂x of the hadron-level cross
section vector x [117]:
∂x = E(∂A)TV−1yy(y −Ax)−Dxy(∂A)x, (6.14)
where all quantities in this equation were introduced in section 6.1.3. The correspond-
ing contribution to the covariance matrix V∂Axx is given as:
V∂Axx = ∂x(∂x)
T (6.15)
In the end all the contributions are added in quadrature for each bin to obtain the
total systematic uncertainty.
6.3.1 Detector Systematic Uncertainties
Several sources of the detection uncertainties are considered:
VFPS calibration: The primary source of VFPS systematic uncertainties is related
to an uncertainty of the x and y global track coordinates, defined by formulas
(5.1), with respect to the beam. The actual beam position is measured with
help of a beam position monitor [3, 121] which has a precision of 160µm in x
and 120µm in y. The horizontal coordinate x has an additional uncertainty
stemming from the VFPS calibration procedure, tied to the reconstruction of
xIP in the main H1 detector. The resulting x-coordinate uncertainty is 250µm,
where both mentioned x-coordinate systematic errors were added in quadrature.
The uncertainty in the y-coordinate is totally determined by the precision of the
BPMy.
The size of the beam x- and y-tilt uncertainties is related to the stability of the
beam over time. The obtained uncertainties are 8µrad for the x-tilt and 6µrad
for the y-tilt.
In the end the VFPS global track properties x, y, x′ and y′ which represent the
input parameters to the neural network (5.4) are shifted up and down for each
MC event with the given amplitudes.
4Otherwise no measurement is needed.
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The beam aperture limitation restricts the VFPS acceptance and introduces an
additional uncertainty in the θX reconstruction [3].
In total, all sources of VFPS uncertainties affect the integrated cross section by
5.5% for photoproduction and 3.7% for DIS.
Positron reconstruction: In DIS analysis the uncertainties of the measured positron
energy E′e (1%) and angle θ
′
e (1mrad) [122] in the SpaCal calorimeter lead to an
uncertainty of the total cross section of 0.4% and 0.7%, respectively.
Energy scale: The HFS energy scale is fixed with the help of the iterative calibration
method which uses the transverse momentum balance pbalT to determine the cal-
ibration constant. The balance pbalT represents the ratio of transverse momenta





Ideally this ratio should be 1 according to the transverse momenta conservation
law. In reality due to the LAr calorimeter resolution of 50%/
√
E/GeV ⊕ 2%
this ratio is smeared on the event by event basis (see middle row of Fig. 6.6)5.
The mean values as well as relative standard deviation of the Gaussian fitted to
the pbalT distribution for data and MC are plotted in Fig. 6.6. The p
bal
T ratio is
described by the MC simulation within 2% in the studied kinematic region of
scattered electron transverse energy PT,e, virtuality Q
2
e and inelasticity ye as is
demonstrated in the double ratio plot in the bottom row of Fig. 6.6.
Therefore, the absolute energy calibration of the HFS is known with 2% precision
[123]. The same factor was found in [124], where the presence of one jet with
transverse momenta above 3GeV was required. Due to poor data statistic of the
DDIS dijet analysis, no attempt was done to check this resolution factor in the
DIS analysis phase space.
The variation of the HFS object energies by ±2% leads to the total cross section
uncertainty of ±7.6% for photoproduction and ±6.1% for DIS.
Normalisation uncertainties: Several sources of normalisation systematic errors
are considered:
• The VFPS track reconstruction efficiency is known to within 2.5% [3].
• The VFPS background originating from interaction of the beam particle
with the residual gas, producing a proton signal in the VFPS in an acci-
dental coincidence with a dijet event in the main H1 detector is less than
1% and is treated as a normalisation uncertainty [3].
5The resolution of the transverse momentum measurement of the scattered lepton in SpaCal is
much better.
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Fig. 6.6: The pbalT , top, the relative standard deviation
σ
µ in data (black) and MC (red),
middle, and the double ratio of data to MC of pbalT [123], bottom. The 2% error band
for ratios is depicted by the dashed line.
• The integrated luminosity of the VFPS triggered data is known to 3% [125].
• The trigger efficiency has an uncertainty of 5%.
The resulting total normalisation uncertainty amounts to 6%.
6.3.2 Model Systematic Uncertainties
The measured hadron-level cross sections are also affected by the MC model which
was used for the unfolding. These effects could be studied ideally by using several MC
generators, differing for example in the hadronization model.
Unfortunately, at the present, the only usable MC generator Rapgap [59] for
the measured processes exists. This MC generator uses Lund String Fragmentation
model as implemented in Pythia 6 [126]. The possible alternative MC generator
Pomwig [63] which is based onHerwig [62] and employs Cluster fragmentation model
is currently not interfaced to the H1 detector simulation framework. The hadronization
model has particularly substantial influence on the rapidity gap spectra as was shown
in [127] and therefore can affect the size of the cross section obtained by the LRG
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method. For the leading proton diffractive selection used in this analysis much smaller
hadronization model dependency is excepted.
To mimic another MC model, the hadron-level spectra are varied in several vari-
ables in such way that the shifted control plots spectra are still consistent with the
data within the data statistical uncertainties. Note that the unfolded data cross sec-
tions do not depend on the absolute normalisation of the MC model used for the
unfolding, what matters is the shape of the distributions. All model systematic shifts
together with the resulting uncertainty of the integrated cross section are summarised
in Tab. 6.2, for simplicity the same variations were imposed for both the photopro-
duction and the DIS region.














y y±0.3 0.4% 0.4%
t e±t 4.5% 3.3%
Q2 (Q2 + 0.1)±0.2 1.0% 0.5%
Tab. 6.2: Overview of the model systematic shifts and their effect to the uncertainty
of the PHP and DIS integrated cross section. The variable E∗jet1T is in GeV and t and
Q2 in GeV2.
The effect of these variations on the detector-level spectra is demonstrated in
Fig. 6.7 and Fig. 6.8. The orange band represents all model systematic shifts de-








[Nk(det i)−N(det i)]2, (6.17)
where index k runs over all 14 systematic shifts defined in Tab. 6.2. The nominal and
shifted MC event count normalised to the data is denoted as N(det i) and Nk(det i),
respectively. The up and down model systematics shifts are averaged by the factor
of 12 .
The exponential slope of the t distribution which is not shown is varied by factor
±1 which is the uncertainty of this parameter used in H1 2006 Fit B DPDF [4, 128].












































































Fig. 6.7: The detector-level control plots in the PHP kinematic region. The black data
points are compared to the reweighted MC model Rapgap which is represented by
the red line. The orange band depicts the deviation in quadrature between all model
shifts.











































































Fig. 6.8: The detector-level control plots in the DIS kinematic region. The black data
points are compared to the reweighted MC model Rapgap which is represented by
the red line. The orange band depicts the deviation in quadrature between all model
shifts.
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6.4 Hadronization Corrections
The NLO QCD predictions of DIS and PHP cross sections are calculated at the level
of partons. In order to compare them to the measured cross sections, they must be
corrected for non-perturbative hadronization effects.
The hadronization corrections factors are estimated by the LO Monte Carlo gen-
erator Rapgap as




where the σhadri (nrad) (σ
part
i ) are the bin-integrated MC cross sections at hadron level
(parton level) in a given bin i. The QED radiation at the hadron level is switched
off, therefore the hadronisation corrections correct the NLO cross sections for the
hadronization effects only. The parton level Rapgap differential cross sections resem-
ble the NLO distributions quite satisfactory in shape because the partonic showers
mimic to some extent the higher order effects (Fig. 6.9 and 6.10). To make this agree-
ment even better, the MC sample is reweighted in the zobsIP variable. The corrections
factors δihadr are then expected to be more realistic.
The hadronization corrections reduce the predicted NLO parton level integrated
cross section by ∼ 9% in photoproduction and enhance the integrated cross section by
∼ 2% in the DIS. The negative sign of corrections δihadr in the photoproduction region
is caused by a contribution of resolved photon processes.
The hadronisation corrections 1 + δihadr for the measured variables in photopro-
duction and DIS are shown in Fig. 6.11 and 6.12. The hadronization correction factor
is particularly large at the second highest xobsγ bin for PHP (Fig. 6.11), where the
contributions with xobsγ ∼ 1 at the parton level migrate towards lower values due to
the hadronization effect.
Uncertainties in the hadronization corrections are supposed to be comparable to
[17], where an alternative MC generator Pomwig [63] was used. Differences between
Lund string model and Cluster model hadronization corrections were in average 3%.
6.5 Radiative Corrections
The initial and final state QED radiation from positron, as well as, virtual corrections
rising from the eγe′ vertex correction and exchanged photon self-energy are taken
into account. All these O(αem) corrections are evaluated by means of Heracles [64]
which is interfaced to the Rapgap MC generator. Since data and the theoretical
predictions must be compared at the same physical level, two possibilities exist, either
to incorporate the QED radiation effects into the theoretical NLO predictions at the
hadron level or to ”subtract” the QED radiation from the data. The second possibility
is standardly employed by the H1 collaboration, therefore the data and NLO QCD
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NLO prediction x 0.83
MC Rapgap x 0.83 x 2.3
































































































Fig. 6.9: The differential cross section for the PHP kinematic range as obtained by
the NLO QCD calculation (red lines) and by the MC model Rapgap (black lines)
at the parton-level which is normalized to the NLO calculations by the factor of 2.3.
The scale uncertainties of the NLO calculations are represented by the yellow band.
The Rapgap calculations are presented before (dashed lines) and after (solid lines)
reweighing.
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Fig. 6.10: The differential cross section for the DIS kinematic range as obtained by
the NLO QCD calculation (red lines) and by the MC model Rapgap (black lines)
at the parton-level which is normalized to the NLO calculations by the factor of 1.5.
The scale uncertainties of the NLO calculations are represented by the yellow band.
The Rapgap calculations are presented before (dashed lines) and after (solid lines)
reweighing.
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Fig. 6.11: The hadronization corrections 1 + δihadr in the PHP kinematic phase space.
The dashed lines represent corrections obtained by unreweighted MC Rapgap while
solid lines denote the final hadronisation corrections obtained by means of reweighted
MC.
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Fig. 6.12: The hadronization corrections 1 + δihadr in the DIS kinematic phase space.
The dashed lines represent corrections obtained by unreweighted MC Rapgap while
solid lines denote the final hadronisation corrections obtained by means of reweighted
MC.
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predictions are compared at the level of stable hadrons, but without QED radiation
effects.
From the experimental point of view the emitted radiative photon is often very
close to the scattered positron and both particles set up signal in the same cluster
of the SPACAL which makes the determination of true positron energy impossible.
On the other hand, the energy of the scattered positron before QED radiation is
well correlated to the energy of the SPACAL cluster. This fact makes the data cross
sections unfolded to the level without QED radiation more stable.
For this reason the data are corrected for the QED radiation in each bin i using
radiative corrections δirad defined as:




where both hadron level cross sections were obtained using MC Rapgap, for the non-
radiative case the Heracles simulation has been turned off. The resulting correction
factors are then applied in formulas (6.1) or (6.12).
The radiative corrections (1+ δirad) are shown in Fig. 6.13 for the DIS phase space
and were found to be negligible for photoproduction. Even in the DIS region the
corrections δirad are in average 0.00± 0.04, where the standard deviation is evaluated
from all bins of all distributions shown in Fig. 6.13.












































































































Fig. 6.13: The radiative corrections 1 + δirad in the DIS phase space region as defined
by the relation (6.19). The band of 4% variation is represented by the dashed lines.
Chapter 7
Results
The diffractive e+p dijet cross sections were measured in the kinematic range specified
in Tab. 5.4 and were compared to the NLO QCD predictions (section 2.5) relaying on
a validity of the collinear factorization theorem.
All NLO QCD predictions are scaled down by a factor of 1/1.2 = 0.83 [83], pre-
sented in expression (4.3), to account for contributions from proton dissociation, which
is present in the DPDF, but not in the data. The 9% uncertainty of this scaling factor
is omitted.
The dependence of the predicted cross sections on the diffractive parton distri-
bution function was considered by means of the 30 eigenvectors describing the un-
certainties1 of the central H1 2006 Fit B [4]. The cross sections were calculated for
each DPDF error shift separately, the resulting error (generally asymmetric) is calcu-
lated using the sign improved quadratic sum of all these cross sections deviations with
respect to the central value.
The effect of the photon distribution function on the resulting cross section in pho-
toproduction was studied using an alternative AFG distribution function [50] instead
of the default GRV γ-PDF [49].
7.1 Integrated Cross Sections
The integrated cross section for the photoproduction and the DIS regime is presented
in Tab. 7.1 together with the NLO QCD predictions.
In the DIS regime, the theoretical prediction agrees with the measurement within
the uncertainties. The same conclusions were made in the previous publications of both
H1 and ZEUS collaborations [6, 8, 17, 86, 87], the results of which are summarised
in Tab. 4.2. However, the unique analysis phase space driven for example by the
1The error fits are not made public for non-members of H1 collaboration, the responsible persons are
Frank-Peter Schilling (frank-peter.schilling@cern.ch) and Paul Newman (newmanpr@mail.desy.de).
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PHP DIS
Data [pb] 237 ±14 (stat) ±31 (syst) 30.5 ±1.6 (stat) ±2.8 (syst)








Data/NLO 0.55±0.08 (data) +0.23
−0.15 (theory) 1.08±0.11 (data) +0.45−0.29 (theory)
Tab. 7.1: Integrated e+p diffractive dijet cross sections in the PHP and DIS regimes
compared to NLO QCD calculations using the H12006 Fit-B DPDF set and GRV
γ-PDF in resolved photoproduction. The measured cross sections are shown with sta-
tistical and systematic uncertainties. For the theoretical predictions, the uncertainties
from scale variations and from the H12006 Fit-B DPDFs and hadronization corrections
are shown. The ratios data/NLO are also given.
VFPS acceptance prevents from the direct comparison of the data to the previous
measurements. Using an alternative QCD scale (E∗jet1T )
2 +Q2/4 which was suggested
by Misha Ryskin leads to similar ratio σdata/σNLO = 1.07.
In contrast, the predicted NLO QCD integrated diffractive dijet cross section in
photoproduction overestimates the measured cross section by almost a factor of two. A
comparable suppression factor2 of 0.59 is obtained using an alternative AFG photon
distribution function [50]. The observed suppression agrees with the previous H1
publications [16, 17] (Tab. 4.5) based on different data sets, where the diffractive
events were selected using large rapidity gap method and the electron was measured
by the electron tagger. On the contrary, the photoproduction data measured by the
ZEUS collaboration [18] agree with the NLO QCD prediction within the theoretical
uncertainty. The ZEUS collaboration observed perfect agreement for H1 Fit Jets [6]
and ZEUS SJ DPDFs [88] as presented in Tab. 4.4.
7.2 The Differential Diffractive Dijet Cross Sections in
DIS
The measured diffractive DIS cross sections differential in zobsIP , xIP , y and Q
2 together
with the NLO QCD predictions are shown in Fig. 7.1. The additional kinematic
distributions E∗jet1T , MX , |∆ηjets| and 〈ηjets〉 are shown in Fig. 7.2. For all distributions
the NLO QCD calculations within the theoretical and data uncertainties agree with
the measured distributions.
2A suppression factor is defined as a ratio of data to the NLO QCD cross sections.
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Fig. 7.1: The diffractive DIS cross sections differential in zobsIP , xIP , y and Q
2. The inner
error bars represent the statistical uncertainties, the outer error bars show statistical
and systematic errors added in quadrature. The overall data normalisation uncertainty
of 6% is not shown. The NLO QCD predictions based on H1 2006 Fit B DPDF set,
corrected to the level of stable hadrons, are shown as a white line. The inner orange
bands indicate the uncertainties of the DPDF fit and hadronization corrections added
in quadrature. The outer red bands indicate the total uncertainties of the NLO QCD
predictions, also including the QCD scale µ variation by a factor of 0.5 and 2. For
each variable also the ratio to the NLO prediction is given in the lower panel.
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However, a somewhat different shape is observed for data and theory in the Q2
distribution, where the data cross section is larger in the lowest Q2 bin, although
this deviation is still covered by the uncertainties. The higher twist [129] or resolved
photon [130] contributions, which are missing in presented NLO QCD calculations,
are expected to play role in such small Q2 regime. Especially the inclusive diffractive
DIS data for the H1 2006 Fit B [4] were fitted from Q2min = 8.5GeV
2 because for
lower Q2 the data were systematically above the fit and the χ2 was deteriorating. The
predicted y differential cross sections also slightly differ from the measurement, such
that the for higher y the smaller cross section is predicted than observed. Similar shape
deviations in Q2 and y were observed in the latest H1 measurement of the diffractive
dijet production in DIS based on large rapidity gap selection [86] with much higher
statistical significance3. The cross section as a function of E∗jet1T is observed to be
slightly harder than predicted, although still in agreement within uncertainties.
7.3 The Differential Diffractive Dijet Cross Sections in
Photoproduction
For the photoproduction regime, the measured diffractive cross sections differential in
zobsIP , xIP , y and x
obs
γ together with the NLO QCD predictions are shown in Fig. 7.3.
The additional kinematic distributions E∗jet1T , MX , |∆ηjets| and 〈ηjets〉 are shown in
Fig. 7.4.
3The integrated luminosity of that analysis is 290 pb−1.
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Fig. 7.2: The diffractive DIS cross sections differential in E∗jet1T , MX , |∆ηjets| and
〈ηjets〉. The detailed description is given in caption of Fig. 7.1.
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Fig. 7.3: The diffractive PHP cross sections differential in zobsIP , xIP , y and xγ . The
inner error bars represent the statistical uncertainties, the outer error bars show sta-
tistical and systematic errors added in quadrature. The overall data normalisation
uncertainty of 6% is not shown. The NLO QCD predictions based on H1 2006 Fit B
DPDF set and GRV γ-PDF, corrected to the level of stable hadrons, are shown as a
white line. The inner orange bands indicate the uncertainties of the DPDF fit and
hadronization corrections added in quadrature. The outer red bands indicate the total
uncertainties of the NLO QCD predictions, also including the QCD scale µ variation
by a factor of 0.5 and 2. The alternative NLO QCD calculations based on AFG γ-PDF
are shown by a dashed blue line. For each variable also the ratio to the NLO prediction
is given in the lower panel.
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The NLO QCD calculations agree well with the measured distributions in shape but
overestimate the measured cross section in normalization as discussed in section 7.1.
In particular, there is no indication of the resolved contribution (xγ . 0.8) being more
suppressed compared to the direct one. This statement is even stronger when an alter-
native AFG photon distribution function is used, since the predicted resolved photon
(xγ . 0.8) cross sections are then smaller. One should however take into account that
the migration of the direct events (xγ = 1) at the parton level towards lower values
due to the hadronization can lower the significance of this effect. This suppression
difference in xγ was predicted in [15, 96], but within uncertainties not observed in any
previous measurements (Fig. 4.7). There is also no significant shape variation between
the data and the NLO QCD calculations for zobsIP and E
∗jet1
T distributions which are
sensitive to the diffractive parton densities and the hard scale which is in accordance
with previous H1 large rapidity gap measurements [16, 17].
7.4 The Double Ratio of the PHP and DIS Cross Sections
The conclusion made in section 7.1 about the possible factorization breaking in the
diffractive dijet photoproduction suffers from large theoretical uncertainties. This
situation is summarised in Fig. 7.5, where the differential cross section is shown as a
function of the photon virtuality Q2 for both the photoproduction (0 < Q2 < 2GeV2)
and DIS (4 < Q2 < 80GeV2) regime. Such a plot is relevant because the PHP and DIS
phase space definitions were chosen to differ only inQ2 whereas all remaining kinematic
restrictions are identical (Tab. 5.4). The photon virtuality region (2 < Q2 < 4GeV2)
lies just on the edge of the SpaCal acceptance and is therefore hardly experimentally
accessible. The figure 7.5 demonstrates that in the DIS region, there is no significant
deviation of the suppression factor from unity whereas in photoproduction the NLO
QCD calculations based on QCD collinear factorization theorem fail to describe the
measured cross section.
A sophisticated method to test QCD factorization, firstly applied at HERA in [17]
is to examine the deviations of the ratio of PHP and DIS cross sections for data and
NLO QCD calculations (Tab. 7.2). In such a ratio for data, the systematic uncer-
tainties are reduced with exception of the model uncertainties which are taken to be
uncorrelated between the PHP and DIS regime. Furthermore, in the ratio of corre-
sponding NLO QCD predictions the DPDFs uncertainties and uncertainties from the
QCD scale variation cancel to large extent if the scale is varied simultaneously in both
phase space regimes. In contrast, the hadronisation corrections, estimated to be 3%
for both photoproduction and DIS (section 6.4), are considered being uncorrelated
between PHP and DIS.
The double ratio of photoproduction to DIS for data to NLO QCD predictions
is given in the bottom part of Tab. 7.2 and is shown together with PHP and DIS
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Fig. 7.4: The diffractive PHP cross sections differential in E∗jet1T , MX , |∆ηjets| and
〈ηjets〉. The detailed description is given in caption of Fig. 7.1.
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PHP
Fig. 7.5: The diffractive dijet cross section in the PHP (Q2 < 2GeV2) and DIS
(Q2 > 4GeV2) regime normalized to the NLO QCD prediction differential in the
photon virtuality Q2. The inner bars represent the statistical uncertainties. The
outer bars shows statistical and systematic uncertainties added in quadrature. The
data points are shown in the geometrical bin centres. The NLO QCD predictions
based on the H12006 Fit-B DPDF set and, in case of photoproduction, on the GRV
γ-PDF are shown as a white line. These predictions are corrected for the effects of
hadronization and proton dissociation. The inner orange band indicates the size of
the DPDF uncertainties and the hadronization corrections added in quadrature. The
outer red band indicates the total uncertainty of the NLO QCD cross sections, also
including the QCD scale µ variation by a factor of 0.5 and 2. Note that the linear
scale on the horizontal axis changes to logarithmic at Q2 = 2GeV2.
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Ratio of photoproduction to DIS
Data 7.78±0.60 (stat) ±1.14 (syst)
NLO QCD 15.21 +0.00
−0.04 (scale)
+0.21
−0.10 (DPDF) ±0.65 (hadr)
14.22 with AFG γPDF
14.17 with scale µ2 = (E∗jet1T )
2 +Q2/4
Data/NLO 0.511±0.085 (data) +0.022
−0.021 (theory)
0.547 with AFG γPDF
0.548 with scale µ2 = (E∗jet1T )
2 +Q2/4
Tab. 7.2: Ratio of integrated e+p diffractive dijet cross sections for Q2 < 2GeV2
(photoproduction) to Q2 > 4GeV2 (DIS). Shown are the ratios for data and for
the NLO calculation including two variants. The data and NLO uncertainties are
indicated. The double ratios of data to NLO and its uncertainties are also given.
cross sections normalized to the NLO QCD predictions in Fig. 7.6. Due to reduced
theoretical uncertainty the double ratio deviates significantly from unity indicating
that the factorization does not hold in diffractive dijet photoproduction with respect
to the same process in DIS. This conclusion is valid if the QCD scales are varied
simultaneously in both regimes as suggested by [131] and as it was done in the previous
dijets and open charm H1 diffractive analyses [7, 17].
The model dependence of this double ratio was studied by using an alternative QCD
scale and photon distribution function. The usage of AFG γ-PDF set instead of default
GRV rises the double ratio by 6%. Using an alternative4 QCD scale µ2 = (E∗jet1T )
2 +
Q2/4 leads to increase of the double ratio by 7%. The higher order corrections (NNLO)
can also affect the resulting double ratio. The possible size of these corrections was
determined as a difference between the leading-order and NLO QCD calculations scaled
by αs/2, which amounts to 5%.
To summarise, the estimated double ratio which tests the validity of the QCD
collinear factorization theorem significantly differs from unity and the possible model
dependence of the QCD predictions cannot change this conclusion. The observed
double ratio is consistent with the previous H1 large rapidity gap measurement 0.5±0.1
[17], whereas no measurement of this double ratio by the ZEUS collaboration exists.
The possible shape dependencies of the double ratio are studied in Fig. 7.7 for vari-
ables |∆ηjets|, y, zobsIP and E
∗jet1
T . The apparent shapes of the |∆ηjets| and y distribution
differ form the NLO QCD predictions, but large uncertainties does not allow for any
strong conclusion5. The shapes of zobsIP and E
∗jet1
T seem to be in good agreement with
4The default scale is µ2 = 〈E∗jetsT 〉
2 +Q2.
5The χ2/Ndf for the |∆η
jets| and y is 5.3/3 and 3.3/3, corresponding to p-value of 15% and 37%,
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constant, especially there is no indication of the E∗jet1T dependence of the double ratio
as suggested in [15].
respectively.


























Fig. 7.6: The diffractive dijet cross section in the PHP and DIS regime normalized to
the NLO QCD calculations. The double ratio of the of the PHP to DIS cross sections,
normalized to the corresponding ratio of the NLO QCD predictions is also presented.
The inner error bars represent the statistical uncertainties. The outer error bars
show statistical and systematic uncertainties added in quadrature. The NLO QCD
predictions based on the H12006 Fit-B DPDF set and, in case of photoproduction, on
the GRV γ-PDF are shown as a white line. These predictions are corrected for the
effects of hadronization and proton dissociation. The inner orange band indicates the
size of the DPDF uncertainties and the hadronization corrections added in quadrature.
The outer red band indicates the total uncertainty of the NLO QCD cross sections,
also including the QCD scale µ variation by a factor of 0.5 and 2. Two alternative
NLO QCD predictions normalized to the default one are also presented. The effect of
an alternative AFG γ-PDF is studied in photoproduction and an alternative functional
form of the QCD scale is studied both for photoproduction and DIS.
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Fig. 7.7: Ratios of diffractive dijet photoproduction to DIS cross sections differential in
|∆ηjets|, y, zobsIP and E
∗jet1
T . The inner error bars represent the statistical uncertainties,
the outer error bars indicate statistical and systematic uncertainties added in quadra-
ture. The NLO QCD predictions are based on the H12006 Fit-B DPDF set and GRV
γ-PDF and are corrected to the level of stable hadrons. The NLO QCD predictions
are shown as a white line accomplished by the orange band which indicates the size
of the DPDF and hadronization corrections uncertainties added in quadrature. The
outer red band represent the total theoretical uncertainty, also including QCD scale
µ variation by a factor of 0.5 and 2. Variants of the NLO QCD predictions with an
alternative functional form of the scale (for ∆η distribution) and AFG γ-PDF are
also presented. The possible shape dependencies can be studied in the double ratios
presented in the bottom panel of each distribution.
Chapter 8
Conclusion
The diffractive dijet production was measured at HERA in photoproduction and deep-
inelastic scattering (DIS) in the same kinematic range with only exception of photon
virtuality which is Q2 < 2GeV2 in photoproduction and 4 < Q2 < 80GeV2 in DIS.
This work represents the first published physical analysis using the H1 Very Forward
Proton Spectrometer which allows to measure leading protons in kinematic range
0.010 < xIP < 0.024 and |t| < 0.6GeV2. Furthermore, the leading proton detection
was used in the photoproduction regime for the first time.
In DIS, the next-to-leading order (NLO) QCD calculations based on H12006 Fit-
B diffractive parton densities (DPDF) of proton well describe the measured cross
sections within the theoretical and experimental uncertainties both in normalization
and shape. This result is consistent with previous H1 and ZEUS measurements and
confirms validity of the QCD collinear factorization in this regime.
In photoproduction the NLO QCD calculation based on H12006 Fit-B DPDF and
relaying on validity of the collinear QCD factorization theorem in this process over-
estimates the measured cross section by almost a factor of two. This result confirms
previous H1 measurements, where the large rapidity gap method for the selection of the
diffractive events was used. The shapes of the measured distributions are described
within the uncertainties, especially there is no hint of dependence of the observed
suppression on the variable xobsγ representing the fraction of the photon momentum
entering to the hard subprocess. Indeed, the direct processes which contribute at
higher values of xobsγ were found to be suppressed by a similar factor as resolved pho-
ton processes, which agrees which previous measurements of both HERA experiments.
In order to reduce the uncertainties in the suppression factor, the ratios of photo-
production to DIS cross sections and the double ratios of data to NLO were analysed.
The integrated double ratio was found to be equal to 0.51 ± 0.09, suggesting the
factorization breaking in the diffractive dijet photoproduction with high statistical
significance. In addition, within the uncertainties, no dependence of the differential
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double ratio on the leading jet transverse energy E∗jet1T is observed. The measured
double ratio agrees with older H1 analysis where the complementary experimental
methods have been used. Contributions from proton dissociative processes present
in the previous analyses but absent here are ruled out as a cause of the observed
suppression.
To conclude, the H1 collaboration observe the factorization breaking in the diffrac-
tive dijets photoproduction in three independent measurements. The confidence level
of this conclusion in the presented analysis is around 5σ, albeit the statistical inter-
pretation of model uncertainties may be problematic.
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