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ON 1-FACTORS WITH PRESCRIBED LENGTHS IN TOURNAMENTS
DONG YEAP KANG AND JAEHOON KIM
Abstract. We prove that every strongly 1050t-connected tournament contains all possible 1-factors
with at most t components and this is best possible up to constant. In addition, we can ensure that
each cycle in the 1-factor contains a prescribed vertex. This answers a question by Ku¨hn, Osthus,
and Townsend.
Indeed, we prove more results on partitioning tournaments. We prove that a strongly Ω(k4tq)-
connected tournament admits a vertex partition into t strongly k-connected tournaments with pre-
scribed sizes such that each tournament contains q prescribed vertices, provided that the prescribed
sizes are Ω(n). This result improves the earlier result of Ku¨hn, Osthus, and Townsend. We also
prove that for a strongly Ω(t)-connected n-vertex tournament T and given 2t distinct vertices
x1, . . . , xt, y1, . . . , yt of T , we can find t vertex disjoint paths P1, . . . , Pt such that each path Pi
connecting xi and yi has the prescribed length, provided that the prescribed lengths are Ω(n). For
both results, the condition of connectivity being linear in t is best possible, and the condition of
prescribed sizes being Ω(n) is also best possible.
1. Introduction
1.1. Disjoint cycles in tournaments with prescribed lengths and vertices. A 1-factor in a
digraph D is a spanning subgraph that is a union of vertex-disjoint cycles of length at least three in
D.
In 1959, Camion [7] proved that a tournament admits a Hamiltonian cycle (a cycle containing all
vertices) if and only if it is strongly connected. As a generalization of Camion’s theorem, Bolloba´s
(see [24]) posed the following question: for each t ∈ N, what is the least integer g(t) such that all
strongly g(t)-connected tournaments, up to finitely many exceptions, contain a 1-factor with exactly
t components? Clearly g(1) = 1 by Camion’s theorem, and it is easy to see that g(t) exists and
g(t) ≥ t for each t ∈ N. Reid [23] proved g(2) = 2 by showing that every strongly 2-connected
n-vertex tournament T with n ≥ 6 contains two vertex-disjoint cycles C1 and C2 with |V (C1)| = 3
and |V (C2)| = n− 3, if T is not isomorphic to the 7-vertex tournament with no transitive 4-vertex
subtournament. Finally, Chen, Gould, and Li [8] resolved the question of Bolloba´s by proving that
every strongly t-connected n-vertex tournament with n ≥ 8t contains t vertex-disjoint cycles covering
all vertices of the tournament, implying g(t) = t.
As these results only guarantee the existence of a 1-factor with t components in highly connected
tournaments, it is natural to ask when tournaments have all possible 1-factors with t components
(i.e. contain pairwise vertex-disjoint cycles of lengths ℓ1, . . . , ℓt for all tuples (ℓ1, . . . , ℓt) of natural
numbers with
∑t
i=1 ℓi = n and ℓi ≥ 3). Song [25] extended the result of Reid by proving that
every strongly 2-connected n-vertex tournament with n ≥ 6 contains all possible 1-factors with two
components as long as T is not isomorphic to the 7-vertex tournament with no transitive 4-vertex
subtournament, and posed the following question analogous to the question of Bolloba´s: for each
t ∈ N, what is the least integer f(t) such that all strongly f(t)-connected tournaments, up to finitely
many exceptions, contain all possible 1-factors with exactly t components? Clearly, the result of
Song [25] shows f(2) = 2, and it was conjectured that f(t) = g(t) for all t ∈ N.
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Recently, Ku¨hn, Osthus, and Townsend [18] extended the result of Song by proving that every
strongly 1010t4 log t-connected n-vertex tournament contains all possible 1-factors with at most t
components. More precisely, they showed that, for any integers ℓ1, . . . , ℓt ≥ 3 with
∑
i∈[t] ℓi = n,
the tournament T contains t vertex-disjoint cycles C1, . . . , Ct such that |V (Ci)| = ℓi for each i ∈ [t].
They asked whether the connectivity 1010t4 log t could be reduced to O(t). Later in [22, Problem
5.2], Pokrovskiy asked the same question again. In Theorem 1.1, we answer their question in the
affirmative.
On the other hand, Moon [20] proved another generalization of Camion’s theorem stating that
every strongly connected tournmanet T is vertex-pancyclic, meaning that for every vertex v ∈ V (T )
and any integer 3 ≤ ℓ ≤ |V (T )|, there exists a cycle of length ℓ containing v in T . Bang-Jensen, Guo
and Yeo [3] proved that for any strongly 3-connected tournament T with at least 8 vertices and two
distinct vertices v1, v2 ∈ V (T ), the tournament T can be partitioned into two vertex-disjoint cycles
C1 containing v1 and C2 containing v2. In Theorem 1.1 we proved that one can guarantee a much
stronger pancyclicity with t cycles if the connectivity of the tournament is linear in t.
Theorem 1.1. Let n, t, ℓ1, . . . , ℓt ∈ N with ℓ1, . . . , ℓt ≥ 3 and
∑
i∈[t] ℓi = n. For any strongly
1050t-connected n-vertex tournament T and t distinct vertices x1, . . . , xt ∈ V (T ), the tournament T
contains vertex-disjoint cycles C1, . . . , Ct such that xi ∈ V (Ci) and |V (Ci)| = ℓi for each i ∈ [t].
The connectivity bound is sharp up to a multiplicative constant, and we do not attempt to
optimize the constant 1050. In particular, Theorem 1.1 implies that t ≤ f(t) ≤ 1050t. It would
be interesting if one can prove f(t) = t, answering the conjecture of Song [25]. Note that one can
easily extend Theorem 1.1 to strongly 1051t-connected semicomplete digraphs, as every strongly
(3k−2)-connected semicomplete digraph contains a strongly k-connected spanning tournament [10].
There are some related results in different settings. Amar and Raspaud [2] proved that every
strongly connected n-vertex digraph with at least (n − 1)(n − 2) + 3 edges contains all possible 1-
factors except in two cases. Keevash and Sudakov [14] proved that every n-vertex oriented graph with
minimum semidegree close to n/2 admits t vertex-disjoint cycles with prescribed lengths covering
almost all vertices. For undirected graphs, the El-Zahar conjecture determines the minimum degree
condition guaranteeing a partion of an n-vertex graph into vertex-disjoint cycles of prescribed lengths,
and was proved for all large n by Abbasi [1]. For more on topics and results related to 1-factors in
digraphs, the readers are referred to [4, Chapter 13].
We end this subsection by noting that Theorem 1.1 is best possible in the following sense.
• A partition of a highly connected tournament T into strongly k-connected subgraphs of
prescribed sizes for k ≥ 2 may not exist (observe that Theorem 1.1 is the case of k = 1).
• A partition of a highly connected tournament T into cycles of prescribed lengths containing
at least two prescribed vertices may not exist.
Indeed, the following proposition presents a highly connected tournament T with diameter at least
Ω(n) such that every strongly k-connected subgraph of T with k ≥ 2 contains at least Ω(n) vertices.
Note that the diameter of T implies that there are two vertices x, y with distance Ω(n), thus any
cycle containing both x and y must have length at least Ω(n).
Proposition 1.2. For k, s, n ∈ N with 2 ≤ k ≤ s and 2
(s+1
2
)
+ 2s + 2 ≤ n, there exists an n-vertex
strongly s-connected tournament T of diameter at least
(s+1
2
)−1
(n − 2s) such that every strongly
k-connected subtournament T ′ of T satisfies |V (T ′)| ≥ k
(s+1
2
)−1
n− k − 2.
However, if we further assume that all the prescribed sizes are Ω(n), then both generalizations
of Theorem 1.1 become true. Theorem 1.4 shows that such a partition exists, provided that all
prescribed sizes are Ω(n).
1.2. Partitioning tournaments into highly connected subtournaments with prescribed
sizes. Thomassen [24] asked whether for integers k1, . . . , kt, there exists f(k1, . . . , kt) such that every
strongly f(k1, . . . , kt)-connected tournament admits a vertex-partition W1, . . . ,Wt such that for each
i ∈ [t], the set Wi induces a strongly ki-connected subtournament.
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The following two concepts were introduced to tackle the above problem. A tournament T is
critically strongly k-connected if T is strongly k-connected but it is no longer strongly k-connected
after deleting any vertex. A tournament isminimally strongly k-connected tournament if it is strongly
k-connected but any proper subtournament is not strongly k-connected.
By Moon’s theorem, the cycle of length three is the only critically (or minimally) strongly 1-
connected tournament. However, Thomassen (see [5, Theorem 2.14.11]) showed that there are
infinitely many critically strongly k-connected tournaments for every integer k ≥ 2. On the other
hand, Lichiardopol [19] (see also [5, Conjecture 2.14.12]) conjectured that the situation is different for
minimally strongly k-connected tournaments: for every integer k ≥ 1, there are only finitely many
minimally strongly k-connected tournaments, which yields the positive answer to the Thomassen’s
question if it is true. However, the following corollary disproves Lichiardopol’s conjecture. One can
easily prove this corollary by considering a smallest strongly k-connected subtournament of large
strongly k-connected tournament T in Proposition 1.2.
Corollary 1.3. For every integer k ≥ 2, there are infinitely many minimally strongly k-connected
tournaments.
Nonetheless, Thomassen’s problem turned out to be true: Ku¨hn, Osthus, and Townsend [18]
recently answered this question in the affirmative, and proved that every strongly 107k6t3 log(kt2)-
connected tournament can be partitioned into t strongly k-connected subtournaments. Moreover,
they also proved that the sizes of Wi can be prescribed as long as the prescribed sizes are not too
small. We improve their result in the following theorem. Here, δ(D) denotes minv∈V (D)
{
|N+D (v) ∪
N−D (v)|
}
.
Theorem 1.4. Let k, t, ℓ,m, n, q, a1, . . . , at ∈ N with t,m ≥ 2,
∑
i∈[t] ai ≤ n and ai ≥ n/(10tm) for
each i ∈ [t]. Suppose that D is a strongly 108qk2ℓ(k+ ℓ)2tm2 log(m)-connected n-vertex digraph with
δ(D) ≥ n − ℓ, and Q1, . . . , Qt ⊆ V (D) are t disjoint sets with |Qi| ≤ q for each i ∈ [t]. Then there
exists a partition W1, . . . ,Wt of V (D) satisfying the following.
(1) Qi ⊆Wi.
(2) For every i ∈ [t], the subgraph D[Wi] is strongly k-connected.
(3) |Wi| = ai.
Note that the condition δ(D) ≥ n− ℓ in the theorem ensures that the digraph D is close to being
semicomplete. Compared to the result in [18], we improve the connectivity bound to O(t) that is
best possible. Note that there are infinitely many strongly (kt− 1)-connected tournaments without
t pairwise vertex-disjoint strongly k-connected subtournaments.
Also, we extend the theorem to digraphs which are close to semicomplete, rather than just for
tournaments, and to allow each part to contain a small set of prescribed vertices, where the lower
bound Ω(n) on the size ai is necessary by Proposition 1.2.
The dependence on k,m, ℓ in the connectivity bound is unlikely to be best possible. Indeed,
Ku¨hn, Osthus and Townsend [18] conjectured that connectivity O(kt) suffices for tournaments when
we do not consider the prescribed sizes. For the clarity of statement and the argument, we have not
attempted to improve the orders of m and ℓ in the statements. In fact, it is very easy to make small
improvements of the orders of m and ℓ.1
1 If we assume that n is large, then the connectivity can be easily replaced with 108qk2ℓ(k + ℓ)2tm log(m). Note
that the only place we need the term m2 log(m) instead of m log(m) is (3.21). However, as long as n is large, we
can still obtain (3.21) with the smaller connectivity. Also, by sacrificing the order of k, one can easily improve the
order of ℓ. Note that (U∗1) in Claim 2 can be easily replaced by |U∗i | ≤ min{4k(k + ℓ), (k + 1)
2|Ui|} assuming |Ui| =
O(ℓ2k2tm log(kmℓ)). By altering some parameters and calculations in the proof, we can show that the connectivity
O(qk5ℓ2m2t log(kmℓ)) suffices.
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We remark that Theorem 1.4 proves a generalization of the following conjecture of Bang-Jensen,
Guo and Yeo [3], which states that there is a function h(k1, k2) such that for all strongly h(k1, k2)-
connected tournaments T and v1, v2 ∈ V (T ), T can be partitioned into vertex-disjoint tournaments
T1 containing v1 and T2 containing v2 such that each Ti is strongly ki-connected.
2
Now we end this subsection with some related open questions. Hajnal [11] and Thomassen [29]
proved an analogous theorem for undirected graphs. They proved that there exists f(k) such that
any f(k)-connected graph can be partitioned into two k-connected subgraphs. Later, Ku¨hn and
Osthus [17] further generalized this. It would be very interesting if one can prove Theorem 1.4
with a connectivity independent of ℓ. Indeed, Ku¨hn, Osthus, and Townsend [18] asked the following
question.
Question 1. [18] For all k, t ∈ N, does there exist f(k, t) such that every strongly f(k, t)-connected
digraph D can be partitioned into t vertex-disjoint strongly k-connected subdigraphs?
Stiebitz [27] considered similar question for minimum degree instead of connectivity and proved
that for integers s, t ≥ 0 and an undirected graph G with minimum degree at least s + t+ 1, there
exist two disjoint sets A,B ⊆ V (G) with V (G) = A∪B such that both G[A] and G[B] have minimum
degree at least s and t, respectively. He further asked the following question, whether the analogue
of this result also holds for digraphs.
Question 2. [26] For integers s, t ≥ 0, does there exist g(s, t) such that every digraph D with
minimum out-degree at least g(s, t) can be partitioned into two vertex-disjoint subdigraphs D1 and
D2 with minimum out-degree s and t respectively?
1.3. Disjoint paths in tournaments with prescribed lengths connecting prescribed ver-
tices. For an integer t ≥ 1, a digraph D is t-linked if |V (D)| ≥ 2t and for any 2t distinct3 vertices
x1, . . . , xt, y1, . . . , yt of D, there exist t vertex-disjoint paths P1, . . . , Pt such that for each i ∈ [t] the
path Pi starts at xi and ends at yi. Note that it is easy to see that every t-linked digraph is strongly
(2t−1)-connected, and it is natural to ask whether highly connected digraphs are highly linked. For
undirected graphs, Bolloba´s and Thomason [6] proved that every 22t-connected graph is t-linked.
However, Thomassen [31] proved that for every integer m ≥ 1, there exists a strongly m-connected
digraph that is not 2-linked, so high connectivity does not imply high linkedness for digraphs in
general.
On the other hand, Thomassen [30] showed that there exists a constant C such that any strongly
2Ct log t-connected tournament is t-linked, and thus high connectivity implies high linkedness for
tournaments. Recently, Ku¨hn, Lapinskas, Osthus and Patel [16] improved the connectivity bound
to O(t log t), and finally Pokrovskiy [21] gave a linear bound on the connectivity that any strongly
452t-connected tournament is t-linked. Gira˜o and Snyder [9] proved that every strongly 4t-connected
tournament T is t-linked if the minimum out-degree of T is large. Pokrovskiy [22] also proved that
there exists a constant C such that every strongly Ct-connected tournament is t-linked, so that the
union of t paths connecting given t pairs of vertices covers all vertices.
Theorem 1.5 (Pokrovskiy [22]). There exists c > 0 such that for any integer t ≥ 1, every strongly
ct-connected n-vertex tournament T with 2t distinct vertices x1, . . . , xt, y1, . . . , yt ∈ V (T ) admits t
vertex-disjoint paths P1, . . . , Pt so that Pi is a path from xi to yi for 1 ≤ i ≤ t and
∑t
i=1 |V (Pi)| = n.
By using Theorem 1.4, we can easily derive Theorem 1.6 which provides us vertex disjoint paths
of prescribed lengths connecting prescribed vertices.
Theorem 1.6. For integers n, t ≥ 1 and ℓ1, . . . , ℓt ≥ n/(100t) with
∑t
i=1 ℓi ≤ n, every strongly 10
14t-
connected semicomplete digraph D with 2t distinct vertices x1, . . . , xt, y1, . . . , yt ∈ V (D) contains t
vertex-disjoint paths P1, . . . , Pt so that Pi starts at xi and ends at yi and |V (Pi)| = ℓi for each i ∈ [t].
2Indeed, a few modification of the proof of the theorem by Ku¨hn, Osthus and Townsend [18] already implies the
existence of h(k1, k2).
3In fact, one may remove this condition by replacing some vertices with their neighbors.
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Proof. Thomassen [28] proved that given any strongly 4-connected semicomplete digraph D and
two vertices x 6= y of D, there is a Hamiltonian path from x to y. Applying Theorem 1.4 with
(k, ℓ,m, q, ai) = (4, 1, 10, 2, ℓi) and using the result of Thomassen, the theorem follows. 
By Proposition 1.2, the lower bound Ω(n) on the length of paths is best possible in the sense that
the digraph D may have the diameter linear in n.
We will derive both Theorems 1.1 and 1.4 from Lemma 2.11 that provides a powerful connectivity
structures of tournament-like digraphs, which may be of independent interest. To prove Lemma 2.11,
we use the concept of robust linkage structures introduced by Ku¨hn, Lapinskas, Osthus and Patel
in [16]. Robust linkage structure is a very useful tool providing “skeletons” of highly connected
tournaments that gives control on the connectivity. Further results were obtained by using this
method [12, 13, 15, 18, 21, 22]. We also remark that the sparse linkage structure introduced in [13]
is useful for our proof.
2. Preliminaries and Tools
2.1. Basic terminology. Let N = {1, 2, . . . } and for an integer n, we denote [n] := {1, . . . , n}. In
particular, [n] = ∅ if n ≤ 0. We always denote logarithm as log := log2. For k ∈ N and tuples
(i1, . . . , ik), (j1, . . . , jk) ∈ N
k, we write (i1, . . . , ik) < (j1, . . . , jk) if is < js where s = min{s
′ ∈ [k] :
is′ 6= js′}. We omit floors and ceilings and treat all large numbers as integers whenever it does not
affect our argument.
We denote D = (V (D), E(D)) as a directed graph or digraph if V (D) is a finite set and E(D) ⊆
{−→uv : u 6= v ∈ V (D)}. For a vertex v of a digraph D, we let N−D (v) := {u ∈ V (D) :
−→uv ∈ E(D)},
N+D (v) := {u ∈ V (D) :
−→vu ∈ E(D)} and ND(v) := N
−
D (v)∪N
+
D (v) be the set of in-neighbors, the set
of out-neighbors and the set of neighbors of v, respectively. For v ∈ V (D), let
d−D(v) := |N
−
D (v)|, d
+
D(v) := |N
+
D (v)|, dD(v) := |ND(v)|,
δ−(D) := min
v∈V (D)
{d−D(v)}, δ
+(D) := min
v∈V (D)
{d+D(v)} and δ(D) := min
v∈V (D)
{d(v)}.
A digraph D is semicomplete if δ(D) = n−1, and a semicomplete digraph D is a tournament if it
does not contain a cycle of length two. For a path P of D, we write P = (v1, . . . , vk) if P is a path
with V (P ) = {v1, . . . , vk} and E(P ) = {
−−−→vivi+1 : i ∈ [k − 1]} and we write Int(P ) := {v2, . . . , vk−1}.
We say a cycle C is a Hamiltonian cycle of D if V (C) = V (D). For two digraphs D and D′, we say
that D′ is a subgraph of D if V (D′) ⊆ V (D) and E(D′) ⊆ E(D). For a given set U ⊆ V (D), we
write D[U ] to denote the digraph with vertex set U and edge set {−→uv : u, v ∈ U,−→uv ∈ E(D)} and we
write D \U := D[V (D) \U ]. For disjoint sets U, V ⊆ V (D), we write D[U, V ] to denote the digraph
with vertex set U ∪ V and edge set {−→uv ∈ E(D) : |{u, v} ∩ U | = |{u, v} ∩ V | = 1}.
For k ∈ N, we say that an ordered pair (u, v) ∈ V (D) × V (D) is k-connected in D if for any
subset S ⊆ V (D) \ {u, v} with |S| ≤ k − 1, there exists a path from u to v in D \ S. We say that a
digraph D is strongly k-connected if |V (D)| ≥ k + 1 and every ordered pair (u, v) ∈ V (D) × V (D)
is k-connected in D. For a vertex v ∈ V (D) and a set U , we say that (v, U) is k-connected in D if
for any subset S ⊆ V (D) \ {v} with |S| ≤ k − 1, there exists a path from v to a vertex in U \ S in
D \S. Similarly, we say (U, v) is k-connected in D if for any subset S ⊆ V (D)\{v} with |S| ≤ k−1,
there exists a path from a vertex in U \S to v in D \S. Note that U does not have to be a subset of
V (D) in this definition. However, if (v, U) is k-connected in D or (U, v) is k-connected in D, then
either v ∈ U or |U ∩ V (D)| ≥ k. Note that for k ≥ 2 and u 6= v ∈ V (D), the pair (u, {v}) is never
k-connected in D while (u, v) may be k-connected in D.
2.2. Some lemmas. Now we state some basic results we use later in the proof. The following can
be easily deduced by using Hall’s theorem. We omit the proof.
Fact 2.1. Let G be a bipartite graph on vertex partition (A,B) with |A| = |B|. If dG(a)+dG(b) ≥ |A|
for any (a, b) ∈ A×B, then G has a perfect matching.
The following theorem by Camion [7] is useful to find a cycle of certain length in a tournament.
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Theorem 2.2. [7] Every strongly connected tournament contains a Hamiltonian cycle.
Moon [20] extended the result of Camion [7] by proving the following Theorem.
Theorem 2.3. [20] Let k and n be integers with 3 ≤ k ≤ n. For any strongly connected n-vertex
tournament T and a vertex v ∈ V (T ), T contains a cycle C with |V (C)| = k and v ∈ V (C).
The following lemma can be proved by using basic definition of strong k-connectivity. We omit
the proof.
Lemma 2.4. Let k ∈ N and D,D1,D2 be directed graphs and U,W be vertex sets. Then the following
hold.
• For v ∈ V (D1 ∪D2), if (v, U) is k-connected in D1 and (u,W ) is k-connected in D2 for all
u ∈ U , then (v,W ) is k-connected in D1 ∪D2.
• For v ∈ V (D1 ∪D2), if (U, v) is k-connected in D1 and (W,u) is k-connected in D2 for all
u ∈ U , then (W,v) is k-connected in D1 ∪D2.
• Suppose D[W ] is a strongly k-connected digraph. If (u,W ) and (W,u) are both k-connected
in D[U ∪W ] for all u ∈ U , then D[U ∪W ] is strongly k-connected digraph.
The following theorem by Kim, Ku¨hn and Osthus [15] is useful to prove Corollary 2.6.
Theorem 2.5. [15] For an integer k ≥ 1 and a strongly 109k6 log(2k)-connected tournament T ,
there exists a partition V1, V2 of V (T ) such that T [V1], T [V2] and T [V1, V2] are strongly k-connected.
The following corollary will be useful to prove Theorem 1.1. Indeed, slight modification of the
proof of Theorem 2.5 gives us a more general result, but Corollary 2.6 is sufficient for our purpose.
Corollary 2.6. Let ℓ and n be integers with n ≥ 6 and 3 ≤ ℓ ≤ n − 3 and T be a strongly 109-
connected n-vertex tournament with a vertex v ∈ V (T ). There exist two vertex-disjoint cycles C1
and C2 in T such that v ∈ V (C1), |V (C1)| = ℓ and |V (C2)| = n− ℓ.
Proof. By Theorem 2.5, there exists a partition V1, V2 of V (T ) such that T [V1], T [V2], and T [V1, V2]
are strongly connected. We may assume that v ∈ V1.
If ℓ ≤ |V1|, then by Theorem 2.3, T [V1] contains a cycle C1 of length ℓ that contains v. Since
T [V1, V2] is strongly connected, every vertex v ∈ V1 has an out-neighbor and an in-neighbor in V2.
As T [V2] is strongly connected, Lemma 2.4 implies that T [(V1 \ V (C1)) ∪ V2] is strongly connected,
thus Theorem 2.2 implies that T [(V1 \ V (C1)) ∪ V2] contains a spanning cycle C2 of length n− ℓ.
If ℓ > |V1|, then by Theorem 2.3, T [V2] contains a cycle C2 of length n− ℓ. Again, since T [V1, V2]
and T [V1] are strongly connected, Lemma 2.4 implies that T [V1∪(V2 \V (C2))] is strongly connected,
thus Theorem 2.2 implies that T [V1 ∪ (V2 \ V (C2))] contains a spanning cycle C1 of length ℓ which
contains v. This completes the proof. 
The following lemma guarantees the existence of a suitable almost dominating set in a semicom-
plete digraph which plays a crucial role to construct robust linkage structures.
Lemma 2.7. Let ℓ ∈ N and let D be a digraph with δ(D) ≥ n − ℓ. For each vertex x ∈ V (D) and
c ∈ N, there exists sets A,B ⊆ V (D) such that the following hold:
(i) |A|, |B| ≤ c and D[A] contains a spanning path from x and D[B] contains a spanning path
to x.
(ii) |V (D) \
⋃
v∈AN
−
D (v)| ≤ 2
1−cd+D(x) + 2ℓ and |V (D) \
⋃
v∈B N
+
D (v)| ≤ 2
1−cd−D(x) + 2ℓ.
Proof. Suppose that for some i ∈ [c], we have chosen a path (x = v1, . . . , vi) of D such that
|V (D) \
i⋃
j=1
N−D (vj)| ≤ 2
1−id+D(x) + (2− 2
1−i)ℓ.
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Note that such a path exists for i = 1. We will either find a desired set A, or extend the path by
adding a new vertex. Let
U := V (D) \
i⋃
j=1
N−D (vj) and U
′ := U \N+D (vi),
then we have |U ′| ≤ ℓ as U ′ ⊆ V (D)\ND(vi). If U \U
′ = ∅, then |U | = |U ′| ≤ ℓ and A = {v1, . . . , vi}
is a desired set and we are done. Otherwise, we choose a vertex vi+1 ∈ U \ U
′ with maximum
in-degree in D[U \ U ′]. Then it is easy to see that vi+1 has at least (|U \ U
′| − ℓ)/2 in-neighbors in
U \ U ′. Then the set V (D) \
⋃i+1
j=1N
−
D (vj) is included in the union of U
′ and the set of vertices in
U \ U ′ that are not in-neighbors of vi+1. Thus we have
|V (D) \
i+1⋃
j=1
N−D (vj)| ≤ |U
′|+
(
|U \ U ′| −
1
2
(|U \ U ′| − ℓ)
)
= |U |/2 + ℓ/2 + |U ′|/2
≤ 2−id+D(x) + (2− 2
−i)ℓ = 21−(i+1)d+D(x) + (2− 2
1−(i+1))ℓ.
As vi+1 ∈ U \ U
′ = U ∩ N+D (vi), (v1, . . . , vi+1) forms a path of D. By repeating this c times, we
obtain the desired set A. Similarly, we can obtain B by symmetry. 
We frequently use the following lemma which is a combined reformulation of Claim 3.1 and
Lemma 3.4 in [13]. In [13], it is only stated for digraphs with at least k vertices. However, the
lemma also holds for digraphs with less than k vertices as we can simply take A = B = V (D) in the
case.
Lemma 2.8 (Kang, Kim, Kim, and Suh [13]). Let k ∈ N and D be a digraph such that δ(D) ≥ n−ℓ.
Then there exist two sets A,B ⊆ V (D) satisfying the following.
(i) |A|, |B| ≤ 2k + ℓ− 2.
(ii) For any w ∈ V (D), both (w,B) and (A,w) are k-connected in D.
Recall that for an integer k ≥ 1, a digraph D is k-linked if |V (D)| ≥ 2k and for any k
(not necessarily distinct) ordered pairs (x1, y1), . . . , (xk, yk) of vertices of D, there exist k dis-
tinct internally vertex-disjoint paths P1, . . . , Pk such that Pi is a path from xi to yi such that
V (P ) ∩ {x1, . . . , xk, y1, . . . , yk} = {xi, yi} for each i ∈ [k]. Pokrovskiy [21] proved that highly con-
nected tournaments are highly linked.
Theorem 2.9 (Pokrovskiy [21]). For each k ∈ N, every strongly 452k-connected tournament is
k-linked.
Theorem 2.9 can be extended to the following corollary. We omit the proof here, because it can
be proved by the almost same proof as in [21] with obvious modifications using Lemma 2.7.
Corollary 2.10. For all k, ℓ ∈ N, let D be a strongly (452k + 188ℓ)-connected digraph with δ(D) ≥
n− ℓ. Then D is k-linked.
The following is the main ingredient in the proof of both Theorems 1.1 and 1.4. Lemma 2.11
states that every highly connected tournament-like digraph D contains pairwise disjoint vertex sets
W1, . . . ,Wt such that for each j ∈ [k], T [Wj] is strongly k-connected, and each vertex u outside⋃
Wi can be added to Wj for many j ∈ [t] while preserving the connectivity of D[Wj ]. To be more
precise, for each u /∈
⋃
Wi there exists a set Iu ⊆ [t] of indices such that T [Wj ∪ U ] is strongly
k-connected for any set U of vertices as long as j ∈ Iu for all u ∈ U . These sets Wj and the
relationship between the sets W1, . . . ,Wt and vertices in V (D) \
⋃
Wi provides very useful linkage
structures in tournament-like digraphs. We prove it in Section 3.
Lemma 2.11. Let k, t, ℓ,m, n, q ∈ N with t,m ≥ 2 and q ≥ 1. Suppose that D is an n-vertex
strongly 108qk2ℓ(k+ ℓ)2tm2 log(m)-connected digraph with δ(D) ≥ n− ℓ and Q1, . . . , Qt ⊆ V (D) are
t disjoint sets with |Qi| ≤ q for each i ∈ [t]. Then there exist disjoint sets W1, . . . ,Wt ⊆ V (D) that
satisfy the following for all i ∈ [t] and w ∈ V0, where V0 := V (D) \
⋃t
j=1Wj .
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x2 x1 w∗ z
1
1,1 z
1
2,1 z
1
2,2 z
2
1,1 z
2
2,1 z
2
2,2 w1 w2 y1 y2
Figure 1. Ordering of vertices from left to right and edges in E when s = m = s′ = 2.
(A1) Qi ⊆Wi.
(A2) D[Wi] is strongly k-connected.
(A3) |Wi| ≤
n
50mt .
(A4)
∣∣{i′ ∈ [t] : |N+D (w) ∩Wi′ | ≥ k and |N−D (w) ∩Wi′ | ≥ k}∣∣ ≥ (1− 130m1/2k )t.
(A5)
∣∣{w′ ∈ V0 : |N+D (w′) ∩Wi| ≥ k and |N−D (w′) ∩Wi| ≥ k}∣∣ ≥ (1− 1105k4m2 )|V0|.
2.3. An example. Here, we prove Proposition 1.2 showing that some lower bound on ai in Theo-
rem 1.4 is necessary.
Proof of Proposition 1.2. Let m ≥ 2 be an integer such that n =
(s+1
2
)
m+2s+1+ s′ with 1 ≤ s′ <(s+1
2
)
. Let
V := {xs, . . . , x1, y1, . . . , ys} ∪ {z
i
j,ℓ : i ∈ [m], j ∈ [s], and ℓ ∈ [j]} ∪ {w
∗, w1, . . . , ws′}.
We define an ordering < on V as follows.
• xs < · · · < x1 < w
∗ < w1 < · · · < ws′ < y1 < . . . , < ys.
• For all i ∈ [m], j ∈ [s], and ℓ ∈ [j], we have w∗ < zij,ℓ < w1.
• For all i, i′ ∈ [m], j, j′ ∈ [s], ℓ ∈ [j], and ℓ′ ∈ [j′], we have zij,ℓ < z
i′
j′,ℓ′ if and only if
(i, j, ℓ) < (i′, j′, ℓ′).
Let
E :=
{−−−→
z1j,ℓxj,
−−−→
yjz
m
j,ℓ : j ∈ [s], ℓ ∈ [j]
}
∪
{−−−−→
zi+1j,ℓ z
i
j,ℓ : (i, j) ∈ [m− 1]× [s], ℓ ∈ [j]
}
.
See Figure 1 for an illustration of E. Let T be a tournament with V (T ) = V and
E(T ) := E ∪ {−→uv ∈ V (T )× V (T ) : u < v and −→vu /∈ E}.
Let X := {x1, . . . , xs} and Y := {y1, . . . , ys}, and for each i ∈ [m], let Z
i := {zij,ℓ : j ∈ [s], ℓ ∈ [j]}.
For all j ∈ [k] and ℓ ∈ [j], we let P j,ℓ := (zmj,ℓ, . . . , z
1
j,ℓ). Then {P
j,ℓ : j ∈ [k] and ℓ ∈ [j]} forms a
collection of internally vertex-disjoint paths.
Now we prove that T is strongly s-connected. First, for a vertex v ∈ V (T ), either v ∈ Y or it has
at least s out-neighbors in Y ∪ {ws′}. As Y ⊆ N
+
T (ws′), we conclude that (v, Y ) is s-connected in
T . For each j ∈ [s],{(
yj, P
j,j, xj
)
,
(
yj, yj+1, P
j+1,1, xj+1
)
, . . . ,
(
yj , ys, P
s,1, xs
)}
∪
{(
yj, z
m
j,1, z
m−1
j,1 , P
1,1, x1
)
, . . . ,
(
yj, z
m
j,j−1, z
m−1
j,j−1, P
j−1,1, xj−1
)}
forms a collection of s paths from yj to X, where they intersect only at yj. See Figure 2 for an
illustration. Thus, (yj ,X) is s-connected in T . Together with Lemma 2.4, this implies that for any
v ∈ V (T ), the pair (v,X) is s-connected in T .
Similarly, for a vertex v ∈ V (T ), either v ∈ X or it has at least s in-neighbors in X ∪ {w∗}. As
X ⊆ N−T (w
∗), we conclude that (X, v) is s-connected in T . For each j ∈ [k],{(
yj, P
j,j, xj
)
,
(
yj+1, P
j+1,1, xj+1, xj
)
, . . . ,
(
ys, P
s,1, xs, xj
)}
∪
{(
y1, P
1,1, z2j,1, z
1
j,1, xj
)
, . . . ,
(
yj−1, P
j−1,1, z2j,j−1, z
1
j,j−1, xj
)}
forms a collection of s paths from Y to xj, where they intersect only at xj. Thus (Y, xj) is s-
connected in T . Together with Lemma 2.4, this implies that for any v ∈ V (T ), the pair (Y, v) is
s-connected in T .
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x3 x2 x1
X
w∗ z
1
1,1 z
1
2,1 z
1
2,2 z
1
3,1 z
1
3,2 z
1
3,3
Z1
z21,1 z
2
2,1 z
2
2,2 z
2
3,1 z
2
3,2 z
2
3,3
Z2
w1 w2 y1 y2 y3
Y
Figure 2. s paths from y2 to X when s = 3,m = 2 and s
′ = 2.
Hence, for any S ⊆ V (T ) with |S| ≤ k − 1, there exists a path PX from u to X and a path P Y
from Y to v. Since we have −→xy ∈ E(T ) for all x ∈ X and y ∈ Y , PX ∪ P Y contains a path from u
to v in T \ S. This shows that T is strongly s-connected.
Let P be a path from a vertex y ∈ Y to a vertex x ∈ X. For every i ∈ [m], there is no edge from
Y ∪
⋃m
j=i+1 Z
j to X ∪
⋃i−1
j=1 Z
j in T . Hence, for each i ∈ [m], Zi intersects every path from Y to X
in T . Since Z1, . . . , Zm are pairwise vertex-disjoint, it follows that
|Int(P )| ≥
∑
i∈[m]
|V (P ) ∩ Zi| ≥ m, (2.1)
implying that P has length at least m+ 1 ≥
(s+1
2
)−1
(n − 2s). This proves that T has diameter at
least
(
s+1
2
)−1
(n− 2s).
Let T ′ be a strongly k-connected subtournament of T . Let x, y be the minimum and maximum
elements in V (T ′) with respect to the order <, respectively. Since every vertex v ∈ V (T )\X satisfies
|N−T (v) ∩ {v
′ ∈ V (T ) : v′ > v}| ≤ 1,
if x /∈ X, then |N−T (x) ∩ V (T
′)| ≤ |N−T (x) ∩ {v
′ ∈ V (T ) : v′ > x}| ≤ 1, contradicting that T ′ is
strongly k-connected with k ≥ 2. Hence x ∈ X. Similarly, it follows that y ∈ Y . Since T ′ is strongly
k-connected, by Menger’s theorem, there are k internally vertex-disjoint paths P1, . . . , Pk from y to
x in T ′. By (2.1), |Int(Pj)| ≥ m for every j ∈ [k], and thus |V (T
′)| ≥
∑k
j=1 |Int(Pj)| + | {x, y} | ≥
km+ 2 ≥ k
(s+1
2
)−1
n− k − 2. This finishes the proof. 
3. Proof of Lemma 2.11
Outline of the proof. We first sketch the idea of the proof. As in [18], our proof starts with
constructing robust linkage structures. However, we introduce more involved ideas and techniques
in order to obtain the connectivity bound linear in t.
We aim to find t disjoint subsets of vertices W1, . . . ,Wt satisfying all the conditions (A1)–(A5)
of Lemma 2.11. First, let us consider the following ideal scenario. Assume Q1 = · · · = Qt = ∅ and
that there are small in-dominating sets Ai,j (i.e. every vertex outside Ai,j has an out-neighbor in
Ai,j) and small out-dominating sets Bi,j (i.e. every vertex outside Bi,j has an in-neighbor in Bi,j)
for each (i, j) ∈ [t] × [k], so that all sets are pairwise disjoint and each D[Ai,j ] and each D[Bi,j ]
contain a spanning path. As D is highly connected, provided that all these dominating sets are
small enough, one can use Corollary 2.10 to find kt vertex-disjoint paths Pi,j from the sink of the
spanning path in D[Ai,j ] to the source of the spanning path in D[Bi,j], where the path Pi,j intersects⋃
i∈[t]
⋃
j∈[k](Ai,j ∪Bi,j) only at its ends.
We will later construct W1, . . . ,Wt ⊆ V (D) in such a way that each set Wi contains
⋃
j∈[k](Ai,j ∪
Pi,j ∪Bi,j). This will guarantee the following property: for any vertex u, v ∈Wi \
⋃
j∈[k](Ai,j ∪Pi,j ∪
Bi,j), there are k edges from u to
⋃
Ai,j and k edges from
⋃
Bi,j to v and these together with k
paths Pi,j in Wi gives k internally vertex-disjoint paths from u to v. This property will be later
useful to ensure that each Wi satisfies (A2).
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However, we cannot hope for this ideal case, due to several issues. The following are some
major issues complicating the proof. Figure 4 drawn at the beginning of Step 3 will be helpful to
understand the structure we construct in Step 1–Step 3.
• Because dominating sets may be large in general, one cannot apply Corollary 2.10 to ob-
tain the desired paths Pi,j internally disjoint from the dominating sets. Instead of in/out-
dominating sets, we will use Lemma 2.7 to construct small almost in-dominating sets Ai,j and
almost out-dominating sets Bi,j that dominate most of the vertices outside
⋃
i∈[t]
⋃
j∈[k](Ai,j∪
Bi,j). Moreover, we will assign 3k, instead of k, almost in/out-dominating sets to the set
Wi and define vertices “exceptional” (denoted by E
S
i in Step 2) if they are not dominated
by at least k of those almost dominating sets. This will enable us to control the number of
“exceptional” vertices (see (3.11)) and help us to obtain (A5). We will further elaborate on
them in Step 1 and Step 2.
• Corollary 2.10 does not provide any information on the length of each path. Hence some
paths Pi,j may be very long and thus Wi may violate (A3). In order to control the length
of the paths, we build disjoint structures
⋃
j∈[3k](Ai,j ∪ Pi,j ∪ Bi,j) for each i ∈ [h] with
h = 1200k(k + ℓ)tm instead of t. This choice of h ensures that many of them are small
enough for (A3) (see Claim 5). We will assign t appropriate structures to the setsW1, . . . ,Wt
and discard the vertices in the rest structures (see Claim 7).
However, this may cause other problems, as these discarded vertices might not be in/out-
dominated by most of the remaining dominating sets. To obtain (A4) at the end, we will
distribute the discarded vertices to W1, . . . ,Wt nicely with guaranteeing (A2) and (A3). We
will also further elaborate on them in Step 3.
• After Step 3, there still could be some vertices not satisfying (A4) and not assigned to Wi
(the sets of these vertices are denoted by F˜A and F˜B in Step 4). So we will distribute these
vertices into one of the sets Wi. Showing that the number of such problematic vertices is
small, we will be able to distribute them nicely so that both (A2) and (A3) still hold. We
will further elaborate on them in Step 4.
Step 1. Construction of almost dominating sets. LetD be a strongly 108qk2ℓ(k+ℓ)2tm2 log(m)-
connected n-vertex digraph with δ(D) ≥ n − ℓ. Let V := V (D) and h := 1200k(k + ℓ)tm and
c := 31 + ⌈5 log(kℓm)⌉. As D is strongly 108qk2ℓ(k + ℓ)2tm2 log(m)-connected, it follows that
min{n, δ+(D), δ−(D)} ≥ 108qk2ℓ(k + ℓ)2tm2 log(m). (3.1)
By our assumption, t pairwise disjoint subsets Q1, . . . , Qt ⊆ V are given and satisfy |Qi| ≤ q for
each i ∈ [t]. Let
Q :=
⋃
j∈[t]
Qj , V
′ := V \Q, D′ := D \Q and n′ := |V (D′)|.
Then D′ is strongly 9 · 107qk2ℓ(k + ℓ)2tm2 log(m)-connected and
min{n′, δ+(D′), δ−(D′)} ≥ 9 · 107qk2ℓ(k + ℓ)2tm2 log(m). (3.2)
First, we choose vertices of small out-degrees and small in-degrees, and then we will construct
almost dominating sets Ai,j and Bi,j using these vertices. We plan to allocate the vertices in Ai,j∪Bi,j
into Wi later. Using these vertices to construct almost dominating sets, we can control the size of
the set of ‘exceptional’ vertices (vertices that are not dominated) in terms of degrees of vertices
(see (AB3)). This will ensure that any exceptional vertex has many non-exceptional out-neighbors
or many non-exceptional in-neighbors. If we put these neighbors along with v to Wi, then v will
have enough neighbors to reach (or to be reached from) non-exceptional vertices. We construct such
sets for all (i, j) ∈ [h]× [3k] instead of just (i, j) ∈ [t]× [k] so that we have more flexibility later. For
example, we can discard some sets later if necessary as h > t.
Let
{
xi,j : (i, j) ∈ [h] × [3k]
}
and
{
yi,j : (i, j) ∈ [h] × [3k]
}
be two disjoint subsets of V ′, each
consisting of 3kh vertices with smallest out-degrees/in-degrees in D′, respectively. Since n′ ≥ 6kh
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by (3.2), these sets exist. Let
Vlow :=
{
xi,j : (i, j) ∈ [h]× [3k]
}
∪
{
yi,j : (i, j) ∈ [h]× [3k]
}
.
δ+0 := min
w∈V ′\Vlow
d+D′(w) and δ
−
0 := min
w∈V ′\Vlow
d−D′(w).
By symmetry, we may assume that
δ+0 ≥ δ
−
0 . (3.3)
The other case follows from a symmetric argument. Since |Vlow| ≤ 6kh, by (3.1) for every (i, j) ∈
[h]× [3k], there are subsets Xi,j and Yi,j of V
′ satisfying the following for all (i, j) ∈ [h]× [3k].
(XY1) The sets X1,1, . . . ,Xh,3k, Y1,1, . . . , Yh,3k are pairwise disjoint.
(XY2) xi,j ∈ Xi,j, yi,j ∈ Yi,j and |Xi,j| = |Yi,j| = 2k + 1.
(XY3) xi,j has k out-neighbours and k in-neighbours in Xi,j and yi,j has k out-neighbours and k
in-neighbours in Yi,j, respectively.
Let V ∗low :=
⋃
(i,j)∈[h]×[3k](Xi,j ∪ Yi,j). We define Ai,j and Bi,j for each (i, j) ∈ [h] × [3k] as follows.
For each (i, j) ∈ [h] × [3k] in lexicographic order, we repeatedly apply Lemma 2.7 to a digraph
DXi,j := D
′ \
(
(V ∗low \ {xi,j}) ∪
⋃
(i′,j′)<(i,j)Ai′,j′
)
and the vertex xi,j with parameter c to obtain a set
Ai,j and a vertex ai,j where D
′[Ai,j ] has a spanning path from xi,j to ai,j . Again, for (i, j) ∈ [h]× [3k]
in lexicographic order, we repeatedly apply Lemma 2.7 to a digraph DYi,j := D
′ \
(
(V ∗low \ {yi,j}) ∪⋃
(i′,j′)∈[h]×[3k]Ai′,j′ ∪
⋃
(i′,j′)<(i,j)Bi′,j′
)
and the vertex yi,j with parameter c to obtain a set Bi,j and
a vertex bi,j where D
′[Bi,j] has a spanning path from bi,j to yi,j. Then we obtain pairwise disjoint
sets A1,1, . . . , Ah,3k, B1,1, . . . , Bh,3k ⊆ V
′ and vertices a1,1, . . . , ah,3k, b1,1, . . . , bh,3k. For each i ∈ [h],
let
Ci :=
⋃
j∈[3k]
(Ai,j ∪Bi,j ∪Xi,j ∪ Yi,j) and C :=
⋃
i∈[h]
Ci.
For each (i, j) ∈ [h]× [3k], let
EA(i, j) := V ′ \
C ∪ ⋃
v∈Ai,j
N−D′(v)
 and EB(i, j) := V ′ \
C ∪ ⋃
v∈Bi,j
N+D′(v)
 ,
which are the set of vertices in V ′ \C not in/out-dominated by Ai,j and Bi,j, respectively. Then the
following statements hold for every (i, j) ∈ [h]× [3k].
(AB1) The sets X1,1, . . . ,Xh,3k, Y1,1, . . . , Yh,3k, A1,1, . . . , Ah,3k, B1,1, . . . , Bh,3k are pairwise disjoint,
1 ≤ |Ai,j |, |Bi,j | ≤ c and |Ci| ≤ 250k
2 + 30k log(kmℓ).4
(AB2) D′[Ai,j] contains a spanning path from xi,j to ai,j and D
′[Bi,j] contains a spanning path from
bi,j to yi,j.
(AB3) |EA(i, j)| ≤ 21−cd+D′(xi,j) + 2ℓ
(3.2)
≤
δ+0
107k2(k + ℓ)2m2
and
|EB(i, j)| ≤ 21−cd−D′(yi,j) + 2ℓ
(3.2)
≤
δ−0
107k2(k + ℓ)2m2
.
Note that we obtain (AB3) because we have d+
DXi,j
(xi,j) ≤ d
+
D′(xi,j) ≤ δ
+
0 and d
−
DYi,j
(yi,j) ≤ d
+
D′(yi,j) ≤
δ+0 . Note that
|C|
(AB1)
≤ 250k2h+ 30kh log(kmℓ) ≤ 4 · 105k2(k + ℓ)2tm log(m). (3.4)
Later, we wish to assign vertices in Qi to some Wj. In order for this, we need to ensure that there
are many paths from a vertex in Qi to Wj . To ensure this we want to prepare a set Q
′
i and a set Q
∗
i
so that there are many paths between Qi and Q
∗
i through Q
′
i, and there are many paths between Q
∗
i
and Cj for many j ∈ [h] (See Figure 4 for the case when j = 1). Note that the reason why we need
4 For (AB1), |Ci| ≤
∑
j∈[3k](|Ai,j | + |Bi,j | + |Xi,j | + |Yi,j |) ≤ 3k(62 + 2⌈5 log(kml)⌉ + 4k + 2) ≤ 12k
2 + 200k +
30k log(kmℓ) ≤ 250k2 + 30k log(kmℓ).
12 DONG YEAP KANG AND JAEHOON KIM
Q′i is that the vertices in Qi might have very low in/out-degree compare to δ
−
0 or δ
+
0 . In particular,
(3.13) might not hold for the vertices in Qi, but it holds for the vertices in Q
′
i.
Claim 1. There exist pairwise disjoint sets Q′1, . . . , Q
′
t ⊆ V
′ \ C satisfying the following for each
i ∈ [t] and u ∈ Qi ∪Q
′
i.
(Q′1) The sets C,Q1, . . . , Qt, Q
′
1, . . . , Q
′
t are pairwise disjoint.
(Q′2) |Q′i| ≤ 4k(k + ℓ).
(Q′3) Both (u,Q′i) and (Q
′
i, u) are k-connected in D[Qi ∪Q
′
i].
Proof. We iteratively define pairwise disjoint sets Q′1, . . . , Q
′
t in order satisfying all (Q
′1)–(Q′3).
Let i ∈ [t] and assume that we have defined Q′1, . . . , Q
′
i−1 satisfying all (Q
′1)–(Q′3). By applying
Lemma 2.8 to D[Qi], there are two sets Q
source
i , Q
sink
i ⊆ Qi such that |Q
source
i |, |Q
sink
i | ≤ 2k + ℓ − 2
and
for every v ∈ Qi, both (v,Q
sink
i ) and (Q
source
i , v) are k-connected in D[Qi]. (3.5)
Note that for each u ∈ Qsourcei , we have∣∣N−D (u) \ (Q ∪ C ∪ ⋃
j∈[i−1]
Q′j)
∣∣ (3.4),(Q′2)≥ δ−(D)− qt− 4 · 105k2(k + ℓ)2tm log(m)− 4kt(k + ℓ) (3.1)≥ k.
Thus for every u ∈ Qsourcei , we can choose a set Q˜i,u ⊆ N
−
D (u) \ (Q ∪ C ∪
⋃i−1
j=1Q
′
j) with |Q˜i,u| = k.
Let Q˜i :=
⋃
u∈Qsourcei
Q˜i,u, then we have |Q˜i| ≤ k(2k + ℓ− 2) and
for each u ∈ Qsourcei , the pair (Q˜i, u) is k-connected in D[Qi ∪ Q˜i]. (3.6)
Similarly, for each u ∈ Qsinki , we have∣∣N+D (u) \ (Q ∪ C ∪ ⋃
j∈[i−1]
Q′j)
∣∣ (3.4),(Q′2)≥ δ+(D)− qt− 4 · 105k2(k + ℓ)2tm log(m)− 4kt(k + ℓ) (3.1)≥ k.
Thus for every u ∈ Qsinki , we can choose a set Q̂i,u ⊆ N
+
D (u) \ (Q ∪ C ∪
⋃i−1
j=1Q
′
j) with |Q̂i,u| = k.
Let Q̂i :=
⋃
u∈Qsinki
Q̂i,u, then we have |Q̂i| ≤ k(2k + ℓ− 2) and
for each u ∈ Qsinki , the pair (u, Q̂i) is k-connected in D[Qi ∪ Q̂i]. (3.7)
Let Q′i := Q˜i ∪ Q̂i. Then |Q
′
i| ≤ 2k(2k + ℓ− 2) ≤ 4k(k + ℓ), so we prove (Q
′2). The contruction and
(AB1) imply (Q′1). Combining Lemma 2.4 with (3.5), (3.6), and (3.7) it follows that Q′i satisfies
(Q′3). This completes the proof. 
Let Q′ :=
⋃t
i=1Q
′
i. Then by Claim 1 we have
|Q′| ≤
t∑
i=1
|Q′i| ≤ 4k(k + ℓ)t. (3.8)
Step 2. Defining exceptional vertices and constructing sets C∗i and Q
∗
i . In this step, we
define layers of the following two types of “exceptional” vertices.
For each i ∈ [h] and S ∈ {A,B}, we define
ESi :=
{
x ∈ V ′ \ C :
∣∣{j ∈ [3k] : x ∈ ES(i, j)}∣∣ ≥ k} and (3.9)
FS :=
{
x ∈ V ′ \ C : |{i ∈ [h] : x ∈ ESi }| ≥
t
100k(k + ℓ)
}
. (3.10)
Note that for any vertex u ∈ V ′ \ (C ∪ EAi ∪ E
B
i ), there are at least 3k − 2k ≥ k indices j ∈ [3k]
such that there exist an edge from u to Ai,j and an edge from Bi,j to u. Hence, this ensures that
if W ⊆ V (D) contains Ci and D[W ] is strongly k-connected, then D[W ∪ {u}] is also strongly
k-connected. For each j ⊆ [h], if Uj ⊆ V (D) contains Cj and D[Uj ] is strongly k-connected, then
for any vertex u ∈ V ′ \ (C ∪ FA ∪ FB), the digraph D[Uj ∪ {u}] is strongly k-connected for all but
at most t100k(k+ℓ) choices j ∈ [h].
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Ui U sinkiU
source
i
U˜i Ûi = U˜ sinki
Figure 3. Structure of U∗i in the proof of Claim 2.
These definitions yield the following upper bounds on the size of each exceptional set, which is
independent of t. For each i ∈ [h], we have
|EAi | ≤
1
k
3k∑
j=1
|EA(i, j)|
(AB3)
≤
3δ+0
107k2(k + ℓ)2m2
,
|EBi | ≤
1
k
3k∑
j=1
|EB(i, j)|
(AB3)
≤
3δ−0
107k2(k + ℓ)2m2
,
(3.11)
|FA| ≤
100k(k + ℓ)
t
∑
i∈[h]
|EAi |
(3.11)
≤
300k(k + ℓ)hδ+0
107k2(k + ℓ)2m2t
≤
δ+0
24m
≤
δ+0
30
and
|FB | ≤
100k(k + ℓ)
t
∑
i∈[h]
|EBi |
(3.11)
≤
300k(k + ℓ)hδ−0
107k2(k + ℓ)2m2t
≤
δ−0
30
(3.3)
≤
δ+0
30
.
(3.12)
Therefore, for every vertex v ∈ V ′ \ Vlow and i ∈ [h], (3.11) with (3.12), (3.1) and (3.4) implies
that
|N+D′(v) \ (C ∪ F
A ∪ FB ∪ EAi ∪ E
B
i )| ≥
9
10
δ+0 and |N
−
D′(v) \ (C ∪ F
B ∪ EBi )| ≥
9
10
δ−0 . (3.13)
The bounds (3.13) allow us to choose non-exceptional neighbours of a vertex u ∈ V ′ \ Vlow which
has in/out-degree at least δ−0 and δ
+
0 , respectively. In Step 3, we will be often in a position to
“distribute” many vertices into pairwise disjoint k-connected sets, while preserving k-connectedness
and not increasing the size of each too much. We will use the bound on |FS | to obtain a desired
distribution. We will also use the bound on |ESi | to ensure (A5) of Lemma 2.11 at the end.
Let W ⊆ V (D) be a set containing Ci. Some exceptional vertices in (E
A
i ∪ E
B
i ) \W may not
have edges to Ai,j or edges from Bi,j for many indices j ∈ [3k], however, we wish to find k internally
vertex-disjoint paths from/to each exceptional vertex to/from W , respectively. In order to do this,
for each exceptional vertex v ∈ (EAi ∪ E
B
i ) \ W , we take non-exceptional vertices v
+
1 , . . . , v
+
k ∈
N+D (v) and v
−
1 , . . . , v
−
k ∈ N
−
D (v) and allocate all vertices v, v
+
1 , . . . , v
+
k , v
−
1 , . . . , v
−
k together to W .
Then there are k internally vertex-disjoint paths from/to v to/from W through the vertices in
{v+1 , . . . , v
+
k , v
−
1 , . . . , v
−
k }, respectively.
In a similar way, when we add vertices in some set U into a set W , we will find another small
set U∗ of vertices and put U together with U∗ into W in such a way that there are many paths
between vertices in U ∪ U∗ and non-exceptional vertices in U∗. We often use the following Claim 2
as a blackbox in order to build such well connected linkages in Step 3.
Note that the proof of Claim 2 looks similar to the proof of Claim 1, however, it uses slightly
different arguments due to the additional constraints in (U∗2) that guarantee linkages from/to non-
exceptional vertices. While (Q′3) trivially holds for vertices in Q′i, (U
∗2) is no longer obvious for
vertices in U∗i which also belong to either E
A
i ∪ F
A or EBi ∪ F
B.
Claim 2. Let U ⊆ V (D′) with |U | ≤ 106k2ℓ(k + ℓ)2tm log(m). Let h′ ∈ [h] and U1, . . . , Uh′ ⊆
V (D′) \Vlow. Then there exist pairwise disjoint sets U
∗
1 , . . . , U
∗
h′ ⊆ V (D
′) \U such that the following
hold for all i ∈ [h′] and u ∈ Ui ∪ U
∗
i .
(U∗1) |U∗i | ≤ 4k(k + ℓ).
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(U∗2) Both (u,U∗i \ (C ∪ E
A
i ∪ F
A)) and (U∗i \ (C ∪ E
B
i ∪ F
B), u) are k-connected in D[Ui ∪ U
∗
i ].
Proof. We iteratively construct pairwise disjoint sets U∗1 , . . . , U
∗
h′ ⊆ V (D
′) \ U satisfying the claim.
Let us assume that for some i ∈ [h′] we have constructed pairwise disjoint sets U∗1 , . . . , U
∗
i−1 ⊆ V
′ \U
satisfying the following.
(U1)i−1 For each j ∈ [i− 1], we have |U∗j | ≤ 4k(k + ℓ).
(U2)i−1 For each j ∈ [i−1] and u ∈ Uj∪U
∗
j , both (u,U
∗
j \(C∪E
A
j ∪F
A)) and (U∗j \(C∪E
B
j ∪F
B), u)
are k-connected in D[Uj ∪ U
∗
j ].
Note that the empty collection satisfies (U1)0 and (U2)0. See Figure 3. We want to build sets U˜i
and Ûi such that (U˜i, u) and (u, Ûi) are both k-connected in D[U
∗
i ] for all u ∈ U
∗
i .
By applying Lemma 2.8 toD[Ui], there are two sets U
source
i , U
sink
i ⊆ Ui such that |U
source
i |, |U
sink
i | ≤
2k + ℓ− 2 and
for every v ∈ Ui, both (v, U sinki ) and (U
source
i , v) are k-connected in D[Ui]. (3.14)
Note that for each u ∈ U sourcei , we have
∣∣N−D′(u) \ (U ∪ C ∪ EBi ∪ FB ∪ ⋃
j∈[i−1]
U∗j )
∣∣ (3.13),(3.4),(U1)i−1≥ 9
10
δ−0 − 2 · 10
6k2ℓ(k + ℓ)2tm log(m)
(3.2)
≥ k.
Thus for every u ∈ U sourcei , we can choose a set U˜i,u ⊆ N
−
D′(u) \ (U ∪C ∪E
B
i ∪ F
B ∪
⋃i−1
j=1 U
∗
j ) with
|U˜i,u| = k. Let U˜i :=
⋃
u∈U sourcei
U˜i,u, then we have |U˜i| ≤ k(2k + ℓ− 2) and
for each u ∈ U sourcei , the pair (U˜i \ (C ∪ E
B
i ∪ F
B), u) is k-connected in D[Ui ∪ U˜i]. (3.15)
Similarly, applying Lemma 2.8 to D[U˜i ∪ U
sink
i ], there exists a set U˜
sink
i ⊆ U˜i ∪ U
sink
i such that
|U˜ sinki | ≤ 2k + ℓ− 2 and
for each v ∈ U˜i ∪ U
sink
i , the pair (v, U˜
sink
i ) is k-connected in D[U˜i ∪ U
sink
i ]. (3.16)
Note that, again for each u ∈ U˜ sinki , we have
∣∣N+D′(u) \ (U ∪ C ∪ ⋃
S∈{A,B}
(ESi ∪ F
S) ∪
⋃
j∈[i−1]
U∗j )
∣∣ (3.13),(3.4),(U1)i−1≥ 9
10
δ+0 − 10
7k2ℓ(k + ℓ)2tm log(m)
(3.2)
≥ k.
Thus for every u ∈ U˜ sinki , we can choose a set Ûi,u ⊆ N
+
D′(u)\(U∪C∪
⋃
S∈{A,B}(E
S
i ∪F
S)∪
⋃
j∈[i−1]U
∗
j )
with |Ûi,u| = k. Let Ûi :=
⋃
u∈U˜ sinki
Ûi,u, then we have |Ûi| ≤ k(2k + ℓ− 2) and
for each u ∈ U˜ sinki , the pair (v, Ûi\(C∪E
A
i ∪E
B
i ∪F
A∪FB)) is k-connected in D[Ui∪U˜i∪Ûi]. (3.17)
Let U∗i := U˜i ∪ Ûi, then |U
∗
i | ≤ 2k(2k + ℓ − 2) ≤ 4k(k + ℓ), thus (U1)
i follows, and U∗i is disjoint
from the sets U,U∗1 , . . . , U
∗
i−1 from its construction.
Now we prove that U∗i satisfies (U2)
i. Note that U∗i ∩ (C ∪ E
B
i ∪ F
B) = ∅. Thus, for v ∈ U∗i , it
is clear that (U∗i \ (C ∪E
B
i ∪ F
B), v) is k-connected in D[Ui ∪ U
∗
i ]. If v ∈ Ui, then Lemma 2.4 with
(3.14) and (3.15) implies that (U∗i \ (C ∪ E
B
i ∪ F
B), v) is k-connected in D[Ui ∪ U
∗
i ].
Similarly, if v ∈ Ûi ⊆ U
∗
i \ (C ∪E
A
i ∪E
B
i ∪F
A ∪FB), then it is clear that (v, U∗i \ (C ∪E
A
i ∪E
B
i ∪
FA ∪ FB)) is k-connected in D[Ui ∪ U
∗
i ]. If v ∈ U˜
sink
i , then (3.17) implies that (v, U
∗
i \ (C ∪ E
A
i ∪
EBi ∪ F
A ∪ FB)) is k-connected in D[Ui ∪ U
∗
i ]. If v ∈ U˜i ∪ U
sink
i , then Lemma 2.4 with (3.16) and
(3.17) implies that (v, U∗i \ (C ∪E
A
i ∪E
B
i ∪F
A ∪FB)) is k-connected in D[Ui ∪U
∗
i ]. If v ∈ Ui, then
Lemma 2.4 with (3.14) implies (v, U∗i \(C∪E
A
i ∪E
B
i ∪F
A∪FB)) is k-connected in D[Ui∪U
∗
i ]. Thus
U∗i satisfies (U2)
i. By repeating this, we obtain desired pairwise disjoint sets U∗1 , . . . , U
∗
h satisfying
(U1)h
′
and (U2)h
′
, thus (U∗1) and (U∗2). This proves the claim. 
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C1
C∗1 Q∗i Q′i
Qi
Int∗1
B1,1
B1,2
A1,1
A1,2
a1,1
x1,1 X1,1
a1,2
x1,2 X1,2
b1,1
y1,1 Y1,1
b1,2
y1,2 Y1,2
P1,2
P1,1
Figure 4. Structure of Z1.
Step 3. Construction of sets W ′1, . . . ,W
′
t . In this step, we construct sets W
′
1, . . . ,W
′
t satisfying
the following (W′1)–(W′4). Each W ′i together with some more vertices will give the desired set Wi
later.
Proposition 3.1. After permuting the indices in [h] (hence the sets C1, . . . , Ch), there exist pairwise
disjoint sets W ′1, . . . ,W
′
t ⊆ V of vertices and pairwise vertex-disjoint paths P1,1, . . . , Pt,3k that satisfy
the following for each i ∈ [t], where W ′ =
⋃
i∈[t]W
′
i .
(W′1) Qi ∪ Ci ∪
⋃
j∈[3k] Int(Pi,j) ⊆W
′
i and C ⊆W
′.
(W′2) 3k + ℓ ≤ |W ′i | ≤
n
180mt .
(W′3) For each v ∈W ′i , both (v, V
′ \ (C ∪ EAi )) and (V
′ \ (C ∪ EBi ), v) are k-connected in D[W
′
i ].
(W′4) For each j ∈ [3k], the path Pi,j starts at ai,j and ends at bi,j .
Proof. To prove this proposition, we will first construct pairwise disjoint vertex sets Z1, . . . , Zt which
satisfy (W′3), (W′4) and the first part of (W′1). For this, we will construct sets Ci, C
∗
i , Q
∗
i , Int
∗
i and
paths Pi,j for all i ∈ [h] and j ∈ [3k]. After that, we will discard some of these sets and we will
permute the indices in [t] so that the remaining sets are Z1, . . . , Zt containing C1, . . . , Ct, respectively.
Once we obtain such sets, we will distribute more vertices into appropriate sets Zi to obtain a desired
set W ′i that also satisfies (W
′1) and (W′2). Figure 4 shows how we will construct Zi.
First, we construct disjoint sets C∗1 , . . . , C
∗
h. The below property (C
∗3) ensures that every excep-
tional vertex in Ci ∪ C
∗
i can reach to V
′ \ EAi and can be reached from V
′ \ EBi even after deleting
at most k − 1 vertices. Moreover, as we plan to later discard Ci ∪ C
∗
i for some i ∈ [h], we wish to
be able to reassign them to Zj for many appropriate choices of j ∈ [h] to satisfy C ⊆ W
′, without
making each set Zj too large. Note that (C
∗3) also ensures that every vertex can reach to V ′ \ FA
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and can be reached from V ′ \FB even after deleting at most k−1 vertices, and the vertices v outside
FA or FB have many ‘good’ choices of Zj to ensure (W
′3), allowing us to reassign the vertices in
Ci ∪ C
∗
i together to some Zj .
Claim 3. There exist pairwise disjoint sets C∗1 , . . . , C
∗
h ⊆ V
′ \ (Q′ ∪C) satisfying the following. For
all i ∈ [h] and v ∈ Ci ∪ C
∗
i ,
(C∗1) The sets C,C∗1 , . . . , C
∗
h, Q1, . . . , Qt, Q
′
1, . . . , Q
′
t are pairwise disjoint.
(C∗2) |C∗i | ≤ 4k(k + ℓ).
(C∗3) Both (v,C∗i \ (E
A
i ∪ F
A)) and (C∗i \ (E
B
i ∪ F
B), v) are k-connected in D[Ci ∪ C
∗
i ].
Proof. We apply Claim 2 with Ci \Vlow and Q
′∪C playing the roles of Ui and U , respectively, which
is possible by (3.4) and (3.8). Then we obtain sets C∗1 , . . . , C
∗
h that satisfy (C
∗1) and (C∗2), and
(C∗3) holds for all vertices v ∈ (Ci ∪ C
∗
i ) \ Vlow.
For u ∈ Ci ∩ Vlow, it follows that (v,Ci \ Vlow) and (Ci \ Vlow, v) are both k-connected in D[Ci]
by (XY3). Hence Lemma 2.4 implies (C∗3), which proves the claim. 
Let C∗ :=
⋃
i∈[h]C
∗
i . By (3.4) with (C
∗2), we have
|C ∪ C∗| ≤ 5 · 105k2(k + ℓ)2tm log(m). (3.18)
Using the similar argument as the proof of Claim 3, we can prepare sets Q∗i as the following claim.
These sets will ensure that for each i ∈ [t], there are many choices of j such that we can assign
vertices in Qi ∪Q
′
i ∪Q
∗
i together into Wj.
Claim 4. There exist pairwise disjoint sets Q∗1, . . . , Q
∗
t ⊆ V
′ \ (Q ∪ Q′ ∪ C ∪ C∗) satisfying the
following. For all i ∈ [t] and v ∈ Qi ∪Q
′
i ∪Q
∗
i ,
(Q∗1) The sets C,C∗, Q#1 , . . . , Q
#
t are pairwise disjoint, where Q
#
i := Qi ∪Q
′
i ∪Q
∗
i for each i ∈ [t].
(Q∗2) |Q∗i | ≤ 4k(k + ℓ).
(Q∗3) Both (v,Q∗i \ F
A) and (Q∗i \ F
B, v) are k-connected in D[Qi ∪Q
′
i ∪Q
∗
i ].
Proof. By (3.8) and (3.18), for each i ∈ [t] we can apply Claim 2 with Q′i and Q∪Q
′∪C∪C∗ playing
the roles of Ui and U respectively. This gives t disjoint sets Q
∗
1, . . . , Q
∗
t satisfying (Q
∗1) and (Q∗2).
Moreover, by (Q′3) and (U∗2), we can deduce that Q∗1, . . . , Q
∗
t satisfy (Q
∗3). 
Recall that Q#i = Qi ∪Q
′
i ∪Q
∗
i for each i ∈ [t]. Let Q
# :=
⋃t
i=1Q
#
i . By (3.8) and (Q
∗2), for each
i ∈ [t], we have
|Q#i | ≤ q + 8k(k + ℓ) and |Q
#| ≤ qt+ 8k(k + ℓ)t. (3.19)
Now we will construct paths Pi,j from ai,j to bi,j . In order to satisfy (A3), we ensure that the
length of each Pi,j is not too long; the factor of m in the definition of h is for this. After constructing
3kh paths, we will choose short ones and discard the rest of them. However, discarding some paths
and dominating sets might cause some issues which we will handle later.
Since D′ is 9 · 107qk2ℓ(k+ ℓ)2tm2 log(m)-connected and 9 · 107qk2ℓ(k+ ℓ)2tm2 log(m)− |Q# ∪C ∪
C∗| ≥ 452 · 3kh+188ℓ, the subgraph D′ \ ((Q# ∪C ∪C∗) \ {ai,j , bi,j : (i, j) ∈ [h]× [3k]}) is strongly
(452 · 3kh+ 188ℓ)-connected, and thus 3kh-linked by Corollary 2.10.
Hence there is a collection {Pi,j : (i, j) ∈ [h] × [3k]} of vertex-disjoint paths in D
′ \ ((Q# ∪ C ∪
C∗) \ {ai,j , bi,j : (i, j) ∈ [h]× [3k]}) such that
(P1) Pi,j is a path from ai,j to bi,j, and
(P2) The sets C,C∗, Q#, Int1, . . . , Inth are pairwise disjoint, where Inti :=
⋃3k
j=1 Int(Pi,j) for each
i ∈ [h].
By permuting indices on [h] if necessary, we may assume that for i ∈ [h/6] and i′ ∈ [h] \ [h/6], we
have |Ci ∪ C
∗
i ∪ Inti| ≤ |Ci′ ∪ C
∗
i′ ∪ Inti′ |.
Claim 5. For each i ∈ [h/6], we have |Ci ∪ C
∗
i ∪ Inti| ≤
n′
1000mt
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Proof. For i 6= j ∈ [h], the set Ci ∪C
∗
i ∪ Inti is disjoint from Cj ∪C
∗
j ∪ Intj . If the claim is not true,
then we have
|V ′| ≥
∑
i∈[h]\[h/6]
|Ci ∪C
∗
i ∪ Inti| >
5hn′
6000mt
≥ n′,
a contradiction. This proves the claim. 
As some Pi,j may contain exceptional vertices, we need to ‘take care of’ such vertices. We will
construct small sets Int∗i so that Inti can be assigned to W
′
i as long as we assign it together with
Int∗i .
Claim 6. There exist pairwise disjoint sets Int∗1, . . . , Int
∗
h/6 ⊆ V
′ \ (Q# ∪ C ∪ C∗) such that the
following holds for all i ∈ [h/6] and u ∈ Inti ∪ Int
∗
i .
(Int∗1) The sets C,C∗, Q#, Int∗1, . . . , Int
∗
h/6 are pairwise disjoint.
(Int∗2) |Int∗i | ≤ 4k(k + ℓ).
(Int∗3) Both (u, Int∗i \(C∪E
A
i ∪F
A)) and (Int∗i \(C∪E
B
i ∪F
B), u) are k-connected in D[Inti∪ Int
∗
i ].
Proof. For each i ∈ [h/6], we have Inti ∩ Vlow ⊆ Inti ∩ C = ∅. By this with (3.18) and (3.19), we
can apply Claim 2 with Inti and Q
# ∪ C ∪ C∗ playing the role of Ui and U , respectively. Then we
obtain sets Int∗1, . . . , Int
∗
h/6 satisfying all (Int
∗1), (Int∗2) and (Int∗3). 
Note that the condition (Int∗2) holds no matter how big |V (Pi,j)| is. For each i ∈ [h/6], let
Z ′i := Ci ∪C
∗
i ∪ Inti ∪ Int
∗
i .
Although the set Int∗i takes care of the exceptional vertices in Inti by (Int
∗3), the set Int∗i may
intersect with another path Pi′,j′, hence {Z
′
i}i∈[h/6] does not necessarily consist of pairwise disjoint
sets. We utilise the following Claim 7 to keep only pairwise disjoint sets Z ′i.
Claim 7. There is a set I ⊆ [h/6] with |I| = t satisfying the following.
(I1) For all i 6= j ∈ I, we have Z ′i ∩ Z
′
j = ∅.
(I2) There is a bijective function φ : [t] → I such that for each i ∈ [t] and all v ∈ Q∗i \ F
A and
u ∈ Q∗i \ F
B, we have v /∈ EAφ(i) and u /∈ E
B
φ(i).
Proof. Let Daux be a digraph on a vertex-set [h/6] such that
−→
ij ∈ E(Daux) if Int∗i ∩ Intj 6= ∅ and
Gaux be a graph on a vertex-set [h/6] obtained from Daux by removing orientation of the edges and
by removing parallel edges. By (P2) and (Int∗1), ij /∈ E(Gaux) implies Z ′i ∩ Z
′
j = ∅.
As Int1, . . . , Inth/6 are pairwise disjoint, it is easy to see that for each i ∈ [h/6], we have d
+
Daux(i) ≤
|Int∗i |. Thus
|E(Gaux)| ≤ |E(Daux)| ≤
∑
i∈[h/6]
d+Daux(i)
(Int∗2)
≤
4k(k + ℓ)h
6
.
By Tura´n’s theorem, any n-vertex graph with average degree d has an independent set of size at
lease n/(d+ 1). Hence there exists an independent set I0 ⊆ [h/6] of G
aux with size 2t ≤ h6·8k(k+ℓ)+1 .
Now it is easy to see that every subset of I0 satisfies (I1) as I is an independent set in G
aux, and
thus it is enough to show that there is a subset I ⊆ I0 with |I| = t and φ : [t] → I satisfying (I2).
For each i ∈ [t], since
∑
S∈{A,B}
∣∣∣ ⋃
v∈Q∗i \F
S
{j ∈ [t] : v ∈ ESj }
∣∣∣ (3.10)≤ (|Q∗i \ FA|+ |Q∗i \ FB|) t100k(k + ℓ) (Q
∗2)
≤
4t
25
,
there exists a set Ji ⊆ [2t] with |Ji| ≥ 2t −
4t
25 > t, where for all v ∈ Q
∗
i \ F
A and u ∈ Q∗i \ F
B , we
have v /∈ EAj and u /∈ E
B
j for each j ∈ Ji. Hence we can greedily choose φ(i) ∈ Ji for each i ∈ [t] so
that φ is injective. Let us define I := φ([t]), which satisfies (I2). This proves the claim. 
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By permuting indices on [h/6], we assume that φ(i) = i for each i ∈ [t], and thus I = [t]. Note
that, by (Int∗1), for all i ∈ [h] \ [t] and j ∈ [t], the vertices in Ci ∪ C
∗
i do not intersect with Z
′
j . For
each i ∈ [t], let
Zi := Z
′
i ∪Q
#
i ,
then Z1, . . . , Zt are pairwise disjoint and Claim 5,(Int
∗2) and (3.19) imply that, for each i ∈ [t],
|Zi| ≤
n′
500mt
. (3.20)
Now we want to add some more vertices to each Zi to get the desired set Wi. However, some
discarded vertices in Ci ∪ C
∗
i for i ∈ [h] \ [t] might be dangerous to guarantee (A4), because (3.9)
and (3.10) only consider vertices in V ′ \ C and thus we have no information of the vertices in C on
whether they are in/out-dominated by almost dominating sets.
Therefore, we need to assign the vertices in these sets to one of Zj for j ∈ [t]. This issue can be
handled by using the property (C∗3) as follows. Note that if W ′i is too small, then it is difficult to
control the non-edges between two vertices. Hence we will add a set W ′′i of a few vertices into W
′
i
to obtain the lower bound in (W′2).
Claim 8. For each a ∈ [h] \ [t], we can choose j(a) ∈ [t] satisfying the following.
(j1) C∗a \ F
A and EAj(a) are disjoint, and C
∗
a \ F
B and EBj(a) are disjoint.
(j2) For each i ∈ [t], we have |Ji| ≤ ⌈
h
23t/25⌉ ≤
6h
5t , where Ji := {i
′ ∈ [h] \ [t] : j(i′) = i}.
Proof. For each a ∈ [h] \ [t], we have∑
S∈{A,B}
∣∣∣ ⋃
v∈C∗a\F
S
{i ∈ [t] : v ∈ ESi }
∣∣∣ (3.10)≤ (|C∗a \ FA|+ |C∗a \ FB |) t100k(k + ℓ) (C
∗2)
≤
2t
25
.
Thus, for every a ∈ [h]\ [t], there are at least 23t25 indices i ∈ [t] such that C
∗
a \F
S and ESi are disjoint
for each S ∈ {A,B}. For each a ∈ [t] \ [t], we can choose j(a) ∈ [t] among those 23t25 choices in a way
that (j2) holds. Moreover, this choice guarantees (j1). 
By Claim 5 and (Int∗2), for every i ∈ [t],∣∣∣V \ (Q# ∪ EAi ∪ EBi ∪ ⋃
i′∈[t]
(Inti′ ∪ Int
∗
i′) ∪ (C ∪ C
∗)
)∣∣∣ (3.19),(3.11),(3.2)≥ tℓ.
Therefore, for every i ∈ [t], we may choose a setW ′′i of ℓ vertices in V \
(
Q#∪EAi ∪E
B
i ∪
⋃
i′∈[t](Inti′∪
Int∗i′) ∪ (C ∪ C
∗)
)
such that W ′′i ∩W
′′
j = ∅ for all i 6= j ∈ [t]. For every i ∈ [t], let
W ′i := W
′′
i ∪ Zi ∪
⋃
i′∈Ji
(Ci′ ∪ C
∗
i′).
Now we aim to show W ′i satisfies (W
′1)–(W′4) for each i ∈ [t]. First, (W′1) is obvious from
the construction and the fact that J1, . . . , Jt partitions [h] \ [t]. Also (P2) and (I1) imply that
W ′1, . . . ,W
′
t are pairwise disjoint and (P2) with the definition of Pi,j imply that P1,1, . . . , Pt,3k are
pairwise disjoint paths satisfying (W′4).
Now we show (W′3). For each v ∈ Q∗i \F
A, since v /∈ C, (I2) implies that v ∈ V ′ \ (C ∪EAi ), thus
(v, V ′ \ (C ∪ EAi )) is k-connected in D[W
′
i ]. For each v ∈ Q
#
i , (Q
∗3) with Lemma 2.4 implies that
(v, V ′ \ (C ∪ EAi )) is k-connected in D[W
′
i ].
Similarly, for all i′ ∈ Ji and v ∈ C
∗
i′ \ F
A, since v /∈ C, (j1) implies that v ∈ V ′ \ (C ∪ EAi ),
thus (v, V ′ \ (C ∪ EAi )) is k-connected in D[W
′
i ]. Since this holds for all i
′ ∈ Ji and v ∈ C
∗
i′ \ F
A,
Lemma 2.4 together with (C∗3) and (Int∗3) implies that for any v ∈ W ′i \W
′′
i , the ordered pair
(v, V ′ \ (C ∪ EAi )) is k-connected in D[W
′
i ]. For each v ∈ W
′′
i , since v ∈ V
′ \ (C ∪ EAi ), it is clear
that (v, V ′ \ (C ∪ EAi )) is k-connected in D[W
′
i ]. Similarly, we can show that for any v ∈ W
′
i , the
ordered pair (V ′ \ (C ∪EBi ), v) is k-connected in D[W
′
i ], hence (W
′3) holds.
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Finally, we verify (W′2). For every i ∈ [t], we have
|W ′i | ≤
∑
i′∈Ji
|Ci′ ∪ C
∗
i′ |+ |Zi|+ |W
′′
i |
(AB1),(C∗2)
≤ |Ji|
(
250k2 + 30k log(kmℓ) + 4k(k + ℓ)
)
+ |Zi|+ ℓ
(j2),(3.20)
≤
h(310k(k + ℓ) + 36k log(kmℓ))
t
+
n
500mt
+ ℓ
(3.1)
≤
n
180mt
, (3.21)
where 3k+ℓ ≤ |W ′i | comes from (3.2) and the fact that |W
′′
i | = ℓ, hence (W
′2) holds. This completes
the proof of the proposition.

Using Proposition 3.1, we re-order the indices in [h] and find setsW ′1, . . . ,W
′
t and paths P1,1, . . . , Pt,3k
satisfying (W′1)–(W′4). Let W ′ :=
⋃
i∈[t]W
′
i , then we have |W
′|
(W′2)
≤ n180m .
Step 4. Distribution of updated exceptional vertices.
In this step, we aim to distribute exceptional vertices not satisfying (A4) intoW ′1, . . . ,W
′
t , without
increasing each size not too much. The resulting pairwise disjoint sets will be the final setsW1, . . . ,Wt
of Lemma 2.11.
From the construction,W ′i may contain many vertices other than the vertices in Ai,j∪Bi,j∪V (Pi,j);
some exceptional vertices in EAi ∪ E
B
i may have many in-neighbors and out-neighbors in W
′
i , and
thus become non-exceptional at this stage. Moreover, note that we defined FA, FB based on the
partition over [h] and as we discard many parts from the linkage structures and only preserve linkage
structures Ai,j ∪ Bi,j ∪ Pi,j ⊆ W
′
i for i ∈ [t], this changes the meaning of ‘exceptional’. Hence we
consider the “updated” sets E˜Ai , E˜
B
i , F˜
A and F˜B of exceptional vertices. Specific structures inside
Wi will not be important any more in this step.
One of the main difficulties is that for a vertex v ∈ F˜B , its in-degree provided by (AB3) can be
much smaller than |F˜A ∪ F˜B|, as δ−0 may be significantly smaller than δ
+
0 ; in this case, we may not
be able to find non-exceptional in-neighbors of v which we will assign together with v. To handle
this problem, we first distribute vertices in F˜A, and then we only define F˜B after the distribution
of F˜A.
Step 4.1. Distribution of vertices in F˜A. We define updated sets of exceptional vertices. For
every i ∈ [t], let
E˜Ai := {x ∈ V \W
′ : |N+D (x) ∩W
′
i | < k},
E˜A0 := {x ∈ V \W
′ : |N+D (x) \W
′| <
δ+0
4
},
F˜A := {x ∈ V \W ′ :
∣∣{i′ ∈ [t] : x ∈ E˜Ai′ }∣∣ > t50m1/2k}.
(3.22)
For a vertex v ∈ E˜Ai , it has at most k − 1 out-neighbors in W
′
i and thus by (W
′2), there are at
least k in-neighbors of v in W ′i . We can find many in-neighbours in V \W
′ of a vertex in E˜A0 and
we can find many out-neighbors in V \W ′ of a vertex in (V \W ′) \ E˜A0 . See Figure 5.
One of the issues is that we do not wish to assign too many vertices to a fixed W ′i so that we
can guarantee (A3). In order for this, we will first define a set IA(x) of the indices i ∈ [t] such that
x can be assigned to Wi provided that some set N
A(x) of additional vertices are assigned together
with x. We will then choose i(x) ∈ IA(x) in the way that, for each i ∈ [t], not too many vertices x
satisfies i(x) = i. We will further choose a set NA(x) of k vertices and assign vertices in NA(x)∪{x}
together to Wi(x).
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W ′
W ′1
V \W ′
E˜A0
E˜A1
Figure 5. E˜A0 , E˜
A
1 and in/out-neighbours guaranteed at a vertex in each set.
As the definition of EA(i, j) with (3.9) implies E˜Ai ⊆ E
A
i , we have
|F˜A| ≤
50m1/2k
t
∑
i∈[t]
|E˜Ai |
(3.11)
≤
50m1/2ktδ+0
106k2(k + ℓ)2m2t
≤
δ+0
2 · 104k3m3/2
. (3.23)
For each x ∈ F˜A, we define
IA(x) :=
{
{i ∈ [t] : |N−D (x) ∩W
′
i | ≥ k} if x ∈ F˜
A \ E˜A0 ,
{i ∈ [t] : |N+D (x) ∩W
′
i | ≥ k} if x ∈ F˜
A ∩ E˜A0 .
(3.24)
Note that for each i ∈ [t], if x ∈ E˜Ai , then (W
′2) with (3.22) implies that |N−D (x)∩W
′
i | ≥ k. Thus,
for each x ∈ F˜A \ E˜A0 , the set IA(x) contains all i ∈ [t] with x ∈ E˜
A
i , so we have
|IA(x)| ≥
∣∣{i′ ∈ [t] : x ∈ E˜Ai′ }∣∣ (3.22)≥ t50m1/2k . (3.25)
For each x ∈ F˜A ∩ E˜A0 , we have
δ+0 ≤ d
+
D(x) ≤ |N
+
D (x) \W
′|+
∑
i∈[t]\IA(x)
k +
∑
i∈IA(x)
|W ′i |
(3.22),(W′2)
≤ δ+0 /4 + kt+
|IA(x)|n
180mt
.
Thus by (3.1), for each x ∈ F˜A ∩ E˜A0 we have
|IA(x)| ≥
100δ+0 mt
n
. (3.26)
Thus for each x ∈ F˜A, by (3.25) and (3.26), we can choose i(x) ∈ IA(x) in such a way that the
following holds for each i ∈ [t].
∣∣{x ∈ F˜A : i(x) = i}∣∣ ≤ max(⌈ |F˜A|
t/(50m1/2k)
⌉
,
⌈ |F˜A|
100δ+0 mt/n
⌉) (3.23)
≤
n
300k2mt
. (3.27)
For each x ∈ F˜A \ E˜A0 , we have
|N+D (x) \ (W
′ ∪ EAi(x) ∪ E
B
i(x))|
(3.22)
≥ δ+0 /4− |E
A
i(x) ∪ E
B
i(x)|
(3.11),(3.23)
≥ k|F˜A|. (3.28)
Similarly, for every x ∈ F˜A ∩ E˜A0 , we have
|N−D (x) \ (W
′ ∪ EAi(x) ∪ E
B
i(x))| ≥ |V \W
′| − |N+D (x) \W
′| − (n − dD(x))− |E
A
i(x) ∪ E
B
i(x)|
(W′2),(3.11)
≥
(
1−
1
180m
)
n− δ+0 /4− ℓ− δ
+
0 /4
(3.23)
≥ k|F˜A|, (3.29)
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W ∗
W ∗1
V \W ′
E˜B0
E˜B1
EA1
Figure 6. EA1 , E˜
B
0 , E˜
B
1 and in/out-neighbours guaranteed at a vertex in each set.
where the last inequality follows since we have ℓ < n/10 by (3.1). Hence, for every x ∈ F˜A, we can
choose a set NA(x) of the size k such that NA(x) ∩NA(y) = ∅ for all x 6= y ∈ F˜A and
NA(x) ⊆
{
N+D (x) \ (W
′ ∪ EAi(x) ∪E
B
i(x)) if x ∈ F˜
A \ E˜A0 ,
N−D (x) \ (W
′ ∪ EAi(x) ∪E
B
i(x)) if x ∈ F˜
A ∩ E˜A0 .
(3.30)
For each i ∈ [t], let
W ∗i := W
′
i ∪
⋃
x∈F˜A : i(x)=i
(NA(x) ∪ {x}) and W ∗ :=
⋃
i∈[t]
W ∗i .
Claim 9. The sets W ∗1 , . . . ,W
∗
t satisfy the following.
(W∗1) W ∗1 , . . . ,W
∗
t are pairwise disjoint.
(W∗2) W ′i ⊆W
∗
i and F˜
A ⊆W ∗.
(W∗3) 3k + ℓ ≤ |W ∗i | ≤
n
80mt .
(W∗4) For each v ∈W ∗i , both (v, V
′ \ (C ∪EAi )) and (V
′ \ (C ∪EBi ), v) are k-connected in D[W
∗
i ].
Proof. As i(x) is well-defined for all x ∈ F˜A and W ′1, . . . ,W
′
t are pairwise disjoint, the definition of
W ∗i implies (W
∗1). By the definition, (W∗2) is clear. For every i ∈ [t], we have
|W ∗i | ≤ |W
′
i |+ (k + 1)
∣∣{x ∈ F˜A : i(x) = i}| (W′2),(3.27)≤ n
180mt
+
n
150kmt
≤
n
80mt
.
Together with the fact that |W ∗i | ≥ |W
′
i |
(W′2)
≥ 3k+ ℓ, the condition (W∗3) follows. To prove (W∗4),
by (W′3), we only have to show that for all i ∈ [t] and v ∈ W ∗i \W
′
i , both (v, V
′ \ (C ∪ EAi )) and
(V ′ \ (C ∪ EBi ), v) are k-connected in D[W
∗
i ]. If v ∈ N
A(x) for some x ∈ F˜A with i(x) = i, then
v ∈ V ′ \ (C ∪ EAi ∪ E
B
i ), thus we are done. If v ∈ F˜
A with i(v) = i, then (3.24) together with
(3.30) implies that v has at least k out-neighbors and k in-neighbors in W ′i ∪N
A(v). Thus (W∗4)
holds. 
Step 4.2. Distribution of vertices in F˜B. Now we will define the set F˜B of vertices which are
exceptional with respect to the partition W ∗1 , . . . ,W
∗
t . Since F˜
A ⊆ W ∗, all vertices in V \W ∗ has
at least k out-neighbors in W ′i ⊆W
∗
i for many indices i ∈ [t], which will simplify our analysis.
Again, for each x ∈ F˜B , we aim to find i(x) ∈ [t] and a vertex-set NB(x) so that we can assign x
together with NB(x) to Wi(x). We define the following “updated” sets of exceptional vertices. For
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each i ∈ [t],
EAi := {x ∈ V \W
∗ : |N+D (x) ∩W
∗
i | < k},
E˜Bi := {x ∈ V \W
∗ : |N−D (x) ∩W
∗
i | < k},
E˜B0 := {x ∈ V \W
∗ : |N−D (x) \W
∗| < δ−0 /4}, and
F˜B := {x ∈ V \W ∗ :
∣∣{i′ ∈ [t] : x ∈ E˜Bi′ }∣∣ > t100m1/2k}.
(3.31)
For a vertex v ∈ EAi , it has at most k− 1 out-neighbors in W
∗
i and thus by (W
′2), there are at least
k in-neighbors of v in W ∗i . Similarly a vertex in E˜
B
i has at least k out-neighbours in W
∗
i . Moreover,
we can find many out-neighbours in V \W ′ of a vertex in E˜B0 and we can find many in-neighbors in
V \W ′ of a vertex in (V \W ′) \ E˜B0 . See Figure 6.
As W ′i ⊆W
∗
i for all i ∈ [t], (3.22) implies E
A
i ⊆ E˜
A
i . The definition of E
B(i, j) with (3.9) implies
E˜Bi ⊆ E
B
i . Hence
|F˜B | ≤
100m1/2k
t
∑
i∈[t]
|E˜Bi |
(3.11)
≤
100m1/2ktδ−0
106k2(k + ℓ)2m2t
≤
δ−0
104k3m3/2
. (3.32)
For x ∈ F˜B \ E˜B0 , the vertex x has at least δ
−
0 /4 in-neighbors in V \W
∗. As we did in Step 4.1,
we wish to choose k non-exceptional in-neighbors of x in V \W ∗. However, δ−0 /4 could be much
smaller than |EAi |, as d
−
D(v) ≪ δ
+
0 could happen while |E
A
i | is proportional to δ
+
0 . Hence, we may
not be able to choose an appropriate set NB(x) ⊆ N−D (x) if we determine i(x) first. To resolve this
issue, for x ∈ F˜B \E˜B0 , we will choose N
B(x) first and then choose i(x) later, while for x ∈ F˜B∩ E˜B0 ,
we will choose i(x) first and then choose NB(x) later.
For each x ∈ F˜B \ E˜B0 , we have
|N−D (x) \ (W
∗ ∪ F˜B)| ≥ δ−0 /4− |F˜
B |
(3.32)
≥ k|F˜B |.
Thus, we can choose sets NB(x) ⊆ N−D (x) \ (W
∗ ∪ F˜B) with |NB(x)| = k in such a way that
NB(x) ∩NB(y) = ∅ for all x 6= y ∈ F˜B \ E˜B0 . For each x ∈ F˜
B \ E˜B0 , let
IB(x) :=
{
i ∈ [t] : |N+D (x) ∩W
∗
i | ≥ k
}
∩
⋂
y∈NB(x)
{
i ∈ [t] : y /∈ E˜Ai ∪ E˜
B
i
}
. (3.33)
This definition ensures that we can assign {x} ∪ NB(x) to W ∗i as long as i ∈ IB(x). Note that for
all x ∈ F˜B and z ∈ NB(x), we have z /∈ F˜A (as F˜A ⊆ W ∗), and z /∈ F˜B. Thus (3.22) and (3.31)
imply that, for each y ∈ NB(x), we have
|{i ∈ [t] : y /∈ E˜Ai ∪ E˜
B
i }| ≥ t−
t
50m1/2k
−
t
100m1/2k
≥
(
1−
1
30m1/2k
)
t.
This with (3.22) implies that for every x ∈ F˜B \ E˜B0 ,
|IB(x)| ≥ |{i ∈ [t] : x /∈ E˜
A
i }| −
kt
30m1/2k
≥ (1−
1
50m1/2k
)t−
kt
30m1/2k
≥ t/2, (3.34)
where the first inequality follows since we have EAi ⊆ E˜
A
i for each i ∈ [t], and the second inequality
follows since we have x /∈ F˜A ⊆W ∗. Let
NB1 :=
⋃
x∈F˜B\E˜B0
NB(x).
Then
|NB1 | =
∑
x∈F˜B\E˜B0
|NB(x)| = k|F˜B |. (3.35)
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Now we wish to choose sets IB(x) and N
B(x) for the remaining vertices x ∈ F˜B ∩ E˜B0 as follows.
For every x ∈ F˜B ∩ E˜B0 , we define
IB(x) := {i ∈ [t] : |N
−
D (x) ∩W
∗
i | ≥ k}. (3.36)
For each x ∈ F˜B ∩ E˜B0 , we have
δ−0 ≤ d
−
D(x) ≤ |N
−
D (x) \W
∗|+
∑
i∈[t]\IB(x)
k +
∑
i∈IB(x)
|W ∗i |
(W∗3)
≤ δ−0 /4 + kt+
|IB(x)|n
80mt
.
Thus by (3.1), we have
|IB(x)| ≥
50δ−0 mt
n
.
Now we choose i(x) ∈ IB(x) for all x ∈ F˜
B , regardless whether it is in F˜B ∩ E˜B0 or in F˜
B \ E˜B0 .
Together with (3.34), for every x ∈ F˜B, we can choose i(x) ∈ IB(x) such that for every i ∈ [t],
|{x ∈ F˜B : i(x) = i}| ≤ max
(⌈ |F˜B |
t/2
⌉
,
⌈ |F˜B |
50δ−0 mt/n
⌉) (3.32)
≤
n
103k3mt
. (3.37)
For every x ∈ F˜B ∩ E˜B0 , we have
|N+D (x) \ (W
∗ ∪ EAi(x) ∪ E
B
i(x))| ≥ |V \W
∗| − |N−D (x) \W
∗| − (n− dD(x)) − |E
A
i(x) ∪ E
B
i(x)|
(W∗3),(3.11)
≥
(
1−
1
80m
)
n− δ−0 /4− ℓ−
n
106
≥
n
3
(3.32)
≥ 2k|F˜B |. (3.38)
Thus by (3.35), for each x ∈ F˜B∩E˜B0 , we can choose sets N
B(x) ⊆ N+D (x)\(W
∗∪EAi(x)∪E
B
i(x)∪N
B
1 )
in such a way that NB(x) ∩NB(y) = ∅ for all x 6= y ∈ F˜B ∩ E˜B0 . Hence {N
B(x) : x ∈ F˜B} forms a
collection of pairwise disjoint subsets of size k. As i(x) ∈ IB(x), together with (3.33) it follows that
NB(x) ⊆
{
N−D (x) \ (W
∗ ∪ EAi(x) ∪ E
B
i(x)) if x ∈ F˜
B \ EB0 ,
N+D (x) \ (W
∗ ∪ EAi(x) ∪ E
B
i(x)) if x ∈ F˜
B ∩ EB0 .
(3.39)
For each i ∈ [t], let
Wi := W
∗
i ∪
⋃
x∈F˜B:i(x)=i
(
{x} ∪NB(x)
)
.
Claim 10. The following hold.
(W1) W1, . . . ,Wt are pairwise disjoint.
(W2) W ∗i ⊆Wi and |Wi| ≤
n
50mt .
(W3) F˜A ∪ F˜B ⊆
⋃
i∈[t]Wi.
(W4) For each v ∈Wi, both (v, V
′ \ (C ∪ EAi )) and (V
′ \ (C ∪ EBi ), v) are k-connected in D[Wi].
Proof. Note that (W1) is obvious from (W∗1) and the definition of NB(x). Note that (W3) is
obvious as i(x) is defined for all x ∈ F˜A ∪ F˜B. For each i ∈ [t],
|Wi| ≤ |W
∗
i |+ (k + 1)
∣∣{x ∈ F˜B : i(x) = i}∣∣ (W∗3),(3.37)≤ n
80mt
+
n(k + 1)
103k3mt
≤
n
50mt
.
Thus we have (W2). To show (W4), by Lemma 2.4 together with (W∗4), it suffices to show that
for every v ∈ Wi \W
∗
i , both (v,W
∗
i ) and (W
∗
i , v) are k-connected in D[Wi]. If v ∈ N
B(x) for some
x ∈ F˜B with i(x) = i, then v ∈ V ′ \ (C ∪EAi ∪E
B
i ) by (3.39), and thus we are done. If v ∈ F˜
B with
i(v) = i, then (3.36), (3.33) and (3.39) altogether imply that v has at least k out-neighbors and k
in-neighbors in W ∗i ∪N
B(v). This proves (W4) and completes the proof of the claim. 
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Step 5. Finishing the proof of Lemma 2.11 To finish the proof of Lemma 2.11, we now verify
(A1)–(A5). By (W1), W1, . . . ,Wt are pairwise disjoint. Note that (W2) implies (A3), (W3) with
(3.22) and (3.31) implies (A4), and (W′1) implies (A1).
For each i ∈ [t], because C ⊆
⋃t
i′=1Wi′ and Ci ⊆Wi, (3.9) imply that every vertex v ∈ V \ (E
A
i ∪
EBi ∪
⋃
i′∈[t]Wi′) satisfies |N
+
D (x) ∩Wi|, |N
−
D (x) ∩Wi| ≥ k. We also have∣∣∣V \ (EAi ∪EBi ∪ ⋃
i′∈[t]
Wi′
)∣∣∣ (3.11)≥ ∣∣∣V \ ⋃
i′∈[t]
Wi′
∣∣∣− n
106k2(k + ℓ)2m2
(W2)
≥ (1−
1
105k4m2
)
∣∣∣V \ ⋃
i∈[t]
Wi′
∣∣∣,
hence (A5) follows.
Now it only remains to show (A2). Let u, v ∈ V (Wi) and S ⊆ V (Wi) with |S| ≤ k − 1. By (W4),
both (u, V ′ \ (C ∪EAi )) and (V
′ \ (C ∪EBi ), v) are k-connected in D[Wi]. Thus there exist a path P
A
from u to a vertex u′ ∈ V ′ \ (C ∪EAi ) in D[Wi] \ S and a path P
B from a vertex v′ ∈ V ′ \ (C ∪EBi )
to v in D[Wi] \ S. By (3.9), there are J
A, JB ⊆ [3k] with |JA|, |JB | ≥ 2k such that u′ /∈ EA(i, j)
for each j ∈ JA and v′ /∈ EB(i, j′) for each j′ ∈ JB . Note that |JA ∩ JB | ≥ k > |S|. As
3k sets {Ai,s ∪Bi,s ∪ V (Pi,s)}s∈[3k] are pairwise disjoint by (AB1) and Proposition 3.1, there exists
j ∈ JA∩JB such that S∩(Ai,j∪Bi,j∪V (Pi,j)) = ∅. Since j ∈ J
A∩JB , there exist u′′ ∈ N+D (u
′)∩Ai,j
and v′′ ∈ N−D (v
′) ∩Bi,j . By (AB2), there exist a path Q
A in D[Ai,j ] from u
′′ to ai,j and a path Q
B
in D[Bi,j] from bi,j to v
′′. Then PA, u′u′′, QA, Pi,j , Q
B , v′′v′ and PB together form a directed walk
from u to v in D[Wi] \ S. Therefore, there exists a path from u to v in D[Wi] \ S and we obtain
(A2). This completes the proof of Lemma 2.11.
4. Derivation of main results
In this section, we prove Theorem 1.1 and Theorem 1.4. Both theorems will be derived from
Lemma 2.11 by using appropriate auxiliary bipartite graphs.
Proof of Theorem 1.4. Let D be a strongly 108qk2ℓ(k + ℓ)2tm2 logm-connected n-vertex digraph
with δ(D) ≥ n− ℓ, and Q1, . . . , Qt ⊆ V (D) be t disjoint sets with |Qi| ≤ q. For each i ∈ [t], we have
ai ∈ N with
∑
i∈[t] ai ≤ n and ai ≥ n/(10tm). Let us define b1 := a1 +
(
n−
∑t
i=1 ai
)
and bi := ai
for 2 ≤ i ≤ t. Then
∑t
i=1 bi = n.
As D is a strongly 108qk2ℓ(k+ ℓ)2tm2 logm-connected n-vertex digraph with δ(D) ≥ n− ℓ, there
are pairwise disjoint sets W1, . . . ,Wt satisfying (A3)–(A1) by Lemma 2.11. For every i ∈ [t], it
follows that
ai − |Wi|
(A3)
≥
n
10tm
−
n
50tm
≥
n
20tm
. (4.1)
Let
A := V (D) \
⋃
i∈[t]
Wi.
For each i ∈ [t], let
Ui :=
{
x ∈ A : |N+D (x) ∩Wi| ≥ k and |N
−
D (x) ∩Wi| ≥ k
}
.
Then for each i ∈ [t], we have
|Ui|
(A5)
≥ (1−
1
105k4m2
)|A|. (4.2)
For each i ∈ [t] and j ∈ [bi − |Wi|], we define a new vertex vi,j and let B be the set of all these new
vertices. Let H be an auxiliary bipartite graph with vertex partition (A,B) such that
E(H) :=
⋃
i∈[t]
{
xvi,j : j ∈ [bi − |Wi|], x ∈ Ui
}
.
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Note that we have
(1−
1
50m
)n
(A3)
≤ |A| = n−
∑
i∈[t]
|Wi| =
∑
i∈[t]
(bi − |Wi|) = |B| ≤ n. (4.3)
Moreover, for each x ∈ A, (A4) with the fact bi ≥ ai implies that
dH(x) =
∑
i∈[t]:x∈Ui
(bi − |Wi|)
(4.1)
≥
n
20tm
|{i ∈ [t] : x ∈ Ui}|
(A4)
≥
n
20tm
(
1−
1
30k
)
t ≥
n
30m
.
For every i ∈ [t] and vi,j ∈ B, we have
dH(vi,j) = |Ui|
(4.2),(4.3)
≥ (1−
1
40m
)n.
Thus for all x ∈ A, i ∈ [t] and vi,j ∈ B, we have
dH(x) + dH(vi,j) ≥ (1−
1
40m
)n+
n
30m
> |A|.
This together with Fact 2.1 implies that H has a perfect matching M . For each i ∈ [t], let
Vi :=
{
x ∈ A : xvi,j ∈M for some j ∈ [bi − |Wi|]
}
.
Then by the definition of H, we have Vi ⊆ Ui and V1, . . . , Vt forms a partition of A such that
|Vi| = bi − |Wi| for each i ∈ [t]. Now we remove b1 − a1
(4.1)
≤ |V1| arbitrary vertices from V1, then for
each i ∈ [t] we have |Vi| = ai − |Wi|.
By the definition of Ui, each vertex v ∈ Vi has at least k in-neighbors and at least k out-neighbors
in Wi. Hence (A2) together with Lemma 2.4 implies that D[Wi ∪ Vi] is strongly k-connected. As
{Wi ∪ Vi}i∈[t] forms a partition of V (D) and |Wi ∪ Vi| = |Wi| + ai − |Wi| = ai for every i ∈ [t] and
Qi ⊆Wi by (A1), this gives a desired partition. 
The proof of Theorem 1.1 is more involved than the proof of Theorem 1.4. In addition to the
auxiliary matching techniques used before, we also use Corollary 2.6 in the proof.
Proof of Theorem 1.1. Let T be a strongly 1050t-connected n-vertex tournament with any t distinct
vertices x1, . . . , xt. For each i ∈ [t], let ℓi ∈ N with ℓi ≥ 3 and
∑
i∈[t] ℓi = n.
The idea is as follows. Let ℓ1 ≥ · · · ≥ ℓt. We will use Lemma 2.11 to partition V (T ) into t sets
W1, . . . ,Wt satisfying (A3)–(A1). By using (A3)–(A1), we will distribute vertices outside
⋃
i∈[t]Wi
to eachWi to obtain partitionW1∪W
∗
1 ∪V1, . . . ,Wt∪W
∗∪Vt of V (T ) such that each T [Wi∪W
∗
i ∪Vi]
is strongly 109-connected with size ℓ′i such that the following holds for some s ∈ [t].
ℓi ≥ ℓ
′
i for each i ∈ [s] and ℓ
′
i ≥ ℓi for each i ∈ [t] \ [s].
Furthermore, we will ensure that there exists a partition J1, . . . , Js of [t] \ [s] such that ℓi − ℓ
′
i =∑
j∈Ji
(ℓ′j − ℓj) for all i ∈ [s]. By applying Corollary 2.6 to T [Wj ∪W
∗
j ∪ Vj] for each j ∈ Ji and
i ∈ [s], we will partition it into two cycles of size ℓj and ℓ
′
j − ℓj . By using collected properties, we
will be able to combine all the cycles of length ℓ′j − ℓj with j ∈ Ji together with Wi ∪W
∗
i ∪ Vi, we
will obtain the desired collections of cycles of prescribed lengths.
By permuting indices if necessary, we assume that ℓ1 ≥ · · · ≥ ℓt. Let
s := max
{
i ∈ [t] : ℓi >
n
30t
}
. (4.4)
Note that we have s ≥ 1 as
∑
i∈[t] ℓi = n.
We apply Lemma 2.11 to T with 109, 1, 10, 1 and t playing the roles of k, ℓ,m, q and t, respectively
to obtain pairwise disjoint sets W1, . . . ,Wt satisfying the following for every i ∈ [t], where W :=⋃
i∈[t]Wi and Ui := {v ∈ V (T ) \W : |N
+
D (v) ∩Wi| ≥ 10
9 and |N−D (v) ∩Wi| ≥ 10
9}.
(C1) |Wi| ≤
n
500t and n
′ := |V (T ) \W | ≥ (1− 1500)n.
(C2) T [Wi] is strongly 10
9-connected.
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(C3)
∣∣{i′ ∈ [t] : |N+T (w) ∩Wi′ | ≥ 109 and |N−T (w) ∩Wi′ | ≥ 109}∣∣ ≥ (1 − 19·1010 )t holds for every
w ∈ V (T ) \W .
(C4) |Ui| ≥ (1−
1
1043
)|V (T ) \W |.
(C5) xi ∈Wi.
Now we take a partition of [t] \ [s] satisfying the following properties.
Claim 11. There exists a partition J1, . . . , Js of [t] \ [s] satisfying the following.
(J1) For every i ∈ [s], we have |Wi|+ |Ji| · ⌈
n
5t⌉+
n
40t ≤ ℓi.
Proof. We may assume that s < t, otherwise the claim is obvious. Let J1, . . . , Js be a collection of sets
with maximum |
⋃
i∈[s] Ji| among all collections of pairwise disjoint subsets of [t] \ [s] satisfying (J1).
As J1 = · · · = Js = ∅ satisfies (J1), such a choice exists. For some j ∈ [t] \ [s], if j /∈
⋃
i∈[s] Ji then
for every i ∈ [s], we have
|Wi|+ (|Ji|+ 1)⌈
n
5t
⌉+
n
40t
> ℓi,
otherwise J1, . . . , Ji−1, Ji∪{j}, Ji+1, . . . , Js still satisfies (J1), contradicting the maximality of J1, . . . , Js.
However, we have
n =
∑
i∈[t]
ℓi <
∑
i∈[s]
(
|Wi|+ (|Ji|+ 1)(
n
5t
+ 1) +
n
40t
)
+
∑
i∈[t]\[s]
ℓi
(4.4),(C1)
<
sn
500t
+
(t− s)n
5t
+ (t− s) +
sn
5t
+ s+
sn
40t
+
(t− s)n
30t
< n,
where we obtain the inequalities as 0 < s < t. Hence the choice of J1, . . . , Js gives a partition of
[t] \ [s] satisfying (J1). 
For all i ∈ [s] and j ∈ Ji,
|Ui ∩ Uj |
(C4)
≥ (1−
2
1043
)|V (T ) \W |
(C1)
> ⌈
n
20t
⌉(t− s).
Thus, for all i ∈ [s] and j ∈ Ji, we can choose a set
W ∗j ⊆ Ui ∩ Uj with |W
∗
j | = ⌈
n
20t
⌉ − |Wj| (4.5)
in such a way that W ∗s+1, . . . ,W
∗
t are pairwise disjoint, and let W
∗
i := ∅ for i ∈ [s].
For every i ∈ [t], let us define
bi :=
 ℓi − |Wi| − |Ji| · ⌈ n5t⌉ (J1)≥ n40t if i ∈ [s]ℓi + ⌈ n5t⌉ − ⌈ n20t⌉ ≥ 3n20t if i ∈ [t] \ [s]. (4.6)
Then we have∑
i∈[s]
(bi + |Wi|) +
∑
i∈[t]\[s]
(bi + |Wi ∪W
∗
i |)
(4.5)
=
∑
i∈[t]
ℓi −
∑
i∈[s]
|Ji|⌈
n
5t
⌉+
∑
i∈[t]\[s]
⌈
n
5t
⌉ =
∑
i∈[t]
ℓi = n, (4.7)
since {J1, . . . , Js} is a partition of [t] \ [s]. Now we are ready to define an auxiliary bipartite graph
H. We consider the vertex set A and a set B of new vertices as follows.
A := V (T ) \ (W ∪
⋃
i∈[t]
W ∗i ) and B := {vi,j : i ∈ [t], j ∈ [bi]}.
Moreover, by (4.7), we have |A| = |B|. Then as |Wi| + |W
∗
i | = ⌈
n
20t⌉ holds for each i ∈ [t] \ [s] by
(4.5), (C1) implies
9n
10
≤ |A| = |B| ≤ n. (4.8)
Let H be a bipartite graph with vertex partition (A,B) and
E(H) :=
⋃
i∈[t]
{xvi,j : j ∈ [bi], x ∈ Ui}.
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Then (C3) implies that, for each x ∈ A
dH(x) =
∑
i∈[t] : x∈Ui
bi
(4.6)
≥
n
40t
∣∣{i ∈ [t] : x ∈ Ui}∣∣ ≥ n
40t
(
1−
1
9 · 1010
)
t ≥
n
50
.
Also, for all i ∈ [t] and vi,j ∈ B, we have
dH(vi,j) = |Ui \
⋃
i′∈[t]
W ∗i′ |
(C4)
≥ |V (T ) \ (W ∪
⋃
i′∈[t]
W ∗i′)| −
1
1043
|V (T ) \W |
(4.8),(C1)
≥
(
1−
2
1043
)
|A|.
Hence for every x ∈ A, i ∈ [t] and vi,j ∈ B, it follows that
dH(x) + dH(vi,j) ≥
n
50
+ (1−
2
1043
)|A|
(4.8)
> |A|.
This together with Fact 2.1 implies that H has a perfect matching M . For every i ∈ [t], let
Vi := {x ∈ A : xvi,j ∈M for some j ∈ [bi]}.
Then by the definition of H, we have Vi ⊆ Ui and V1, . . . , Vt form a partition of A such that |Vi| = bi
for each i ∈ [t]. Also W ∗i ⊆ Ui for all i ∈ [t]. By the definition of Ui, each vertex v ∈ W
∗
i ∪ Vi has
at least 109 in-neighbors and at least 109 out-neighbors in Wi. By (C2) together with Lemma 2.4,
T [Wi ∪W
∗
i ∪ Vi] is strongly 10
9-connected. Moreover, for all i ∈ [s] and j ∈ [t] \ [s], we have
|Wi ∪W
∗
i ∪ Vi|
(4.6)
= ℓi − |Ji|⌈
n
5t
⌉ and |Wj ∪W
∗
j ∪ Vj |
(4.6)
= ℓj + ⌈
n
5t
⌉. (4.9)
Note that we have ℓi ≥ 3 and ⌈
n
5t⌉ ≥ 3 for each i ∈ [t] \ [s]. Thus by Corollary 2.6, for each
i ∈ [t] \ [s], there exist two vertex-disjoint cycles Ci and C
′
i in T [Wi ∪W
∗
i ∪ Vi] with xi ∈ V (Ci),
V (Ci) ∪ V (C
′
i) =Wi ∪W
∗
i ∪ Vi and |Ci| = ℓi and |C
′
i| = ⌈
n
5t⌉.
By (4.4), (C1) and (4.5), for every j ∈ [t] \ [s], we have |W ∗j | ≥ ⌈
n
20t⌉ −
n
500t > ℓj . Thus for each
j ∈ [t] \ [s], there is a vertex yj ∈ V (C
′
j) ∩W
∗
j . By (4.5), for all i ∈ [s] and j ∈ Ji, it follows that
yj ∈ Ui. For each i ∈ [s], we let
V˜i :=Wi ∪ Vi ∪
⋃
j∈Ji
V (C ′j).
As Vi ⊆ Ui, each x ∈ Vi has at least 10
9 in-neighbors and out-neighbors in Wi. For all j ∈ Ji and
x ∈ V (C ′j), there exists a path from x to yj on C
′
j, and a vertex yj ∈ Ui has at least one out-neighbor
in Wi, together we obtain a path from x to Wi in T [V˜i]. Similarly, we can also obtain a path from
Wi to x in T [V˜i]. By (C2) and Lemma 2.4, we conclude that T [V˜i] induces a strongly connected
tournament. By Camion’s theorem (Theorem 2.2), for each i ∈ [s], the tournament T [V˜i] contains a
cycle Ci of length
|V˜i| = |Wi|+ bi + |Ji|⌈
n
5t
⌉
(4.6)
= ℓi.
Since
{
V˜i
}
i∈[s]
∪ {V (Ci)}i∈[t]\[s] is a partition of V (T ), C1, . . . , Ct form a set of vertex-disjoint t
cycles with xi ∈ V (Ci) and |V (Ci)| = ℓi for i ∈ [t]. This completes the proof. 
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