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強化学習の枠組み [1]では環境に対する行動戦略を方策関数 で表し, によるパラメータ化





















































詳細に説明すると,エージェントと環境は離散的な時間ステップ t = 0; 1; 2; 3 : : : の各々におい
て相互作用を行う.各時間ステップ tにおいて,エージェントは何らかの環境の状態 (state)の表
現 st 2 S(Sは可能な状態の集合)を受け取り,これに基づいて行動 at 2 A(st)を選択する (A(st)
は状態 stにおいて選択することの出来る行動の集合である). 1時間ステップ後に,エージェン
トはその行動の結果として数値化された報酬 rt+1 2 Rを受け取り,新しい状態 st+1にいること
を知る.
各時間ステップにおいて,状態から可能な行動を選択する確率の写像がエージェントに実装さ
れている.この写像はエージェントの方策 (policy)と呼ばれ, tで示す.ここで,t(s; a)は,もし
st = sならば,at = aとなる確率を示し,次のような式 (2.1)で表される:
t(s; a) = P (at = ajst = s): (2.1)
P (at = ajst = s)は条件付き確率であり,この場合,st = sならば at = aとなる確率である. した




推論規則やファジィ集合のパラメータを f とすると,ファジィ方策関数は次式 (2.2)で表される:
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ば,閉区間X = [0; 1]を全体集合,閉区間A = [0; 0:6]をXの部分集合とする. このとき集合Aの
境界は点 0.6で,集合Aの補集合 Aは境界の値 0.6よりも大きい数の集合,半閉区間 A = (0:6; 1]
である. ところが人間の社会には境界がはっきりしない集合が多く存在する. 例えば,若い人の


















Aのメンバーシップ関数 Aは [0; 1]に値をとるX上の関数として式 (2.3)で定義される:
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図 2.1: 「暑い」のメンバーシップ関数
A : X ! [0; 1]: (2.3)
メンバーシップ関数 A(x)の値は,要素 x 2 Xがファジィ集合Aに帰属する度合いを表し,こ






すべての x 2 Xに対して
A = B , A(x) = B(x) (2.4)
A  B , A(x)  B(x) (2.5)
A [B , A[B(x) = A(x) _ B(x) (2.6)
A \B , A\B(x) = A(x) ^ B(x) (2.7)
A ,  A(x) = 1  A(x) (2.8)







ここで,xは考えている対象を表し,Aはファジィ述語 (fuzzy predicate)といわれる. Aは,全
体集合Xにおけるファジィ(部分)集合によって表される.そうした意味から,Aはファジィ変数







Ri : If x is Ai and y isBi; then z is Ci(i = 1;    ; n): (2.10)
ここで,Riは i番目のファジィルール,集合Ai; Bi; Ciはファジィ述語,nはルールの総数を表す.
マムダニ型ファジィ推論では以下のように出力値を計算する.
まず,各ルールの推論結果Ciを式 (2.11)により求める:
Ci = (Ai(x) ^ Bi(y))  Ci(z): (2.11)
次に,すべての推論ルールの結論の和集合を計算する.
C0 = C1 [ C2 [   Cn (2.12)
= C1(z) _ C2(z) _   Cn(z)
式 (2.12)で得られた結果はファジィ集合である. しかし,本研究における局面評価関数では実














































解の候補は,遺伝子型として染色体に 1次元的に表現される. 各世代は,個体 (individual)の集



























集団に含まれる個体数 npopを集団サイズ (population size)という.npopは多様性 (diversity)を
制御する重要なパラメータであるが,通常,世代を通じて一定とされる. 交叉に用いる親個体を
集団から選び出すことを複製選択 (reproduction),親個体の近傍に子個体を生成する操作を交
叉 (crossover)という. 親個体数 npは交叉によって異なる.一組の親個体に対し,交叉を繰り返
し適用して子個体を nc個生成する. 親個体群と子個体群の中から次世代に残す個体を選ぶこ


















交叉REXでは確率分布',定数 n+ k(nは次元数)をパラメータとし,式 (2.14),式 (2.15)にし
たがって子個体 xc 2 Rnを生成する.



































































































agent2dは 2006年に公開され,現在での最新バージョンは 2012年 3月に公開された agent2d-
ver3.1.1である. 本研究では,agent2d-ver3.3.1を使用した (以下,agent2d-ver3.3.1を agent2dと
記す).
agent2dは RoboCupSoccer2Dリーグ用のライブラリ librcscを使用している. このライブラ
リは解析や幾何計算を行う数学クラス群,サーバと通信するためのクラス群,エージェントの内
部モデル群, 基本的な行動を行うクラス群などで構成されており,プログラム開発を支援するた
めのソフトウェアである. librcscは agent2dと同じく秋山氏らによって開発されている. 現在で





































 chain actionの終了とされている行動 (シュート)が生成される.
図 3.2に探索の例を示す.




















Ui(s)(i = 0; 1;    ; 5)は局面 sを評価する際に有効だと思われる 6つの先見的知識を表した関







































局面 (敵,味方プレイヤの位置 (x; y)とボールの位置 (x; y)),出力はその局面の優劣を示す評価値
である.
ファジィ局面評価関数による局面評価方法の手順を以下に記述する. まず,大局的判断ルー




り,各ファジィ推論ルールの適合度 (en(n = A;B;   F ))が得られる.
次に,各ファジィ推論ルールにより局面を評価する. 各ファジィ推論ルールにより局面の評価
値 (vn(n = A;B;    ; F ))が得られる. 本研究で実装した各推論ルールについてはBに記載する.
各ファジィ推論ルールの適合度を重みとして各評価値の重み付き平均を入力局面の評価値 V





























組み合わせ 勝 分 勝率 平均得点 (点)
S vs agent2d 114 79 0.512 1.92/1.85
S vs T 61 21 0.695 1.64/0.65
T vs agent2d 18 27 0.315 0.82/1.52
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4.1.4 考察
























組み合わせ 勝 分 勝率 平均得点 (点)
S2 vs agent2 110 56 0.460 1.74/2.06
4.2.4 考察
表 4.4より,ファジィ集合を変化させたプログラム S2の agent2dに対する勝率は 46％であり,









































図 4.2～図 4.5はそれぞれ子個体群数 40における世代ごとの最大適応度と平均適応度を示す.




図 4.6,図 4.7,図 4.8,図 4.9はそれぞれ子個体群数 60における世代ごとの最大適応度と平均適
応度を示す. これらの結果からも,子個体群数 40の場合と同様に適切な進化が行えていないこ
とが読み取れる.























































































































































































図 4.13,図 4.14はそれぞれ世代ごとの最大適応度と平均適応度である. これらの図を見ると
少しずつ適応度が増加しているように見える. そこで,さらに全体の傾向をつかみやすくするた
め,各々区間を 11とした移動平均を求めた. その結果をそれぞれ図 4.15,図 4.16に示す.
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図 4.10: 並列計算システム
図 4.11: 並列計算に用いたマシン 図 4.12: 並列計算に用いたマシン
4.3.9 考察












































































































組み合わせ 勝 分 勝率 平均得点 (点)
学習後プログラム vs agent2d 271 117 0.549 2.16/1.87
学習後プログラム vs T 364 158 0.738 1.59/0.625
表 4.8: 各プログラムごとの対戦実験結果
プログラム 試合数 勝数 負数 勝率
学習前 300 14 175 0.232
手調整 300 114 97 0.512
学習後 600 271 212 0.549
4.3.12 考察
手調整で定めたファジィ方策関数を用いたプログラム Sと agent2dとの勝率は 51.2％であ
る (表 4.2)のに対し,学習後のファジィ方策関数を用いたプログラムと agent2dとの勝率は 54.9
％であった (表 4.7).また,同様にプログラムTとの勝率も 69.5％から 73.8％に増加した. この
ことから,GAを用いてよりよいファジィ方策関数が獲得できたといえる.
平均得点をみると,学習前は agent2dに対し平均 1.92点であったが,学習後は 2.16点に増加し
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付 録A 既存研究における評価項の詳細


























敵の人数を opp cnt(s)で表す. ただし,ボール保持者が敵ゴール付近にいる場合はペナル
ティエリア内にいる味方の人数をmate cnt(s),敵の数を opp cnt(s)としている.
 U3：ボールと両ゴールとの距離.








dist m(s)はボール保持者と味方ゴール中央との距離を dist o(s)はボール保持者と敵ゴー




1 + exp(dist ball m(s)  dist ball o(s)) (A.7)









まず,ボールから半径 5m以内にいるプレイヤの数をカウントする.この値を aとする. 次
に,ボールから半径 5m以上 10m以内にいるプレイヤの数 bをカウントする. そして,ボー
ルから半径 10m以上 15m以内にいるプレイヤの数 cをカウントする. この時,point m(s)
の値は式A.9で求められる. point o(s)についても同様に求められる.






ジィ集合である. また,passer(s)は局面 sにおけるボール保持者の位置 (x; y)である.
 R1：if passer(s) is「自陣」 then Rule is A
 R2：if passer(s) is「中盤」 then Rule is B
 R3：if passer(s) is「中盤サイド」 then Rule is C
 R4：if passer(s) is「敵陣サイドコーナー」 then Rule is D
 R5：if passer(s) is「敵陣ペナルティエリア」 then Rule is E
 R6：if passer(s) is「敵陣ゴールエリア」 then Rule is F
B.2 各ルール
ルールA
ルールAのファジィ推論ルールは以下のとおりである. ball x(s)は局面 sにおけるボールの
x座標, ball(s)はボールの位置 (x; y),nearest opp(s)はボール保持者に最近接の敵の位置である.
また,eVAi(i = 1; 2;    ; 5)はRAiでの評価に関するファジィ集合である.
 RA1：if ball x(s) is「自陣味方ゴール付近」 then eVA1 is 「悪い」
 RA2：if ball x(s) is「自陣中盤」 then eVA2 is 「普通」
 RA3：if ball x(s) is「自陣ハーフライン付近」 then eVA3 is 「良い」
 RA4：if ball(s) is「味方ゴールから遠い」 then eVA4 is 「良い」
 RA5：if nearest opp(s) is「近い」 then eVA5 is 「悪い」
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ルールB
ルールBのファジィ推論ルールは以下のとおりである. ball y(s)は局面 sにおけるボールの
y座標を表す.
 RB1：if ball x(s) is「中盤自陣付近」 then eVB1 is 「悪い」
 RB2：if ball x(s) is「中盤の中盤」 then eVB2 is 「悪い」
 RB3：if ball x(s) is「中盤ペナルティライン付近」 then eVB3 is 「普通」
 RB4：if ball y(s) is「右サイド」 or 「左サイド」 then eVB4 is 「良い」
 RB5：if ball(s) is「味方ゴールから遠い」 then eVB5 is 「良い」
ルールC
ルールCのファジィ推論ルールは以下のとおりである.
 RC1：if ball(s) is「敵ゴールに近い」 then eVC1 is 「良い」
 RC2：if ball x(s) is「敵ゴールラインに近い」 then eVC2 is 「とても良い」
 RC3：if ball x(s) is「敵ペナルティラインに近い」 then eVC3 is 「良い」
 RC4：if ball(s) is「敵ペナルティエリア」 then eVC4 is 「とても良い」
 RC5：if ball x(s) is「自陣ラインから遠い」 then eVC5 is 「良い」
ルールD
ルールDのファジィ推論ルールは以下のとおりである.
 RD1：if ball x(s) is「中盤」 then eVD1 is 「悪い」
 RD2：if ball(s) is「ゴールエリア」 then eVD2 is 「良い」
 RD3：if ball(s) is「敵ゴールに近い」 then eVD3 is 「とても良い」
 RD4：if nearest opp(s) is「近い」 then eVD4 is 「悪い」
ルールE
ルール Eのファジィ推論ルールは以下のとおりである.
 RE1：if ball(s) is「敵ペナルティエリア」 then eVE1 is 「良い」




 RF1：if ball x(s) is「ハーフラインに近い」 then eVF1 is 「悪い」
 RF2：if ball(s) is「敵ペナルティエリア」 then eVF2 is 「とても良い」
 RF3：if ball(s) is「敵ゴールに近い」 then eVF3 is 「とても良い」
 RF4：if ball x(s) is「サイドラインに近い」 then eVF4 is 「悪い」
B.3 過去の研究活動
本論文を執筆するまでに,行った研究活動について記述する.
1. 「サッカー試合状態のこのへんファジィ大局的評価システム」,第 40回東海ファジィ研究
会 in日間賀島,2016
2. 「多次元ファジィ集合によるサッカー試合状態の大局的評価システム」,第 32回ファジィ
システムシンポジウム,2016
3. JapanOpen2017,RoboCupSoccer2Dシミュレーションリーグに出場,全8チーム中7位,2017
4. 「ファジィ階層型強化学習によるロボカップエージェント制御」,第 42回東海ファジィ研
究会 in日間賀島,2017
5. 「ファジィ局面評価関数を用いたRoboCupサッカーエージェントの意思決定の改良」,第
33回ファジィシステムシンポジウム,2017
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