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over an n-dimensional cube 
ALGORITHM 006 
Paul van Dooren  and Luc  de R idder  
ABSTRACT 
A program is presented for automatic numerical integration over the n-dimensional cube. In- 
teresting advantages of this program are the strong adaptivity of the algorithm combined with 
the use of a good basic integration rule. This is shown by some comparative t sts with other 
programs. 
1. INTRODUCTION 
It is a weUknown fact that multiple integration by 
means of repeated integration or by computing the 
integral by a product formula is time consuming be- 
cause the number of  function evaluations grows ex- 
ponentially with n. 
In recent years more attention has been given to 
other methods. 
Specifically for automatic numerical integration 
studies have been done not only on efficient integra- 
tion formulas but also on algorithms. 
In this article an automatic integrator for the n-cube 
is presented• It uses an adaptive and global [1] strategy 
based on a non-product formula. A comparison was 
done with four other programs, using 167 test-in- 
tegrals of dimension 2, 3, 4, 5 and 6. The major con- 
clusions are that product formulas are not suited to 
the problem and that an adaptive algorithm is almost 
a must. 
2. THE BASIC RULE 
The algorithm needs the computation of  the integral 
b n b 1 
i= Sa n ... f(xl '  x2 .... xn) dX1 dx2"'" (1) 
as well as an error estimate E. Therefore we approxim- 
ate I by two integration rules 17 and I5, respectively 
of degree of exactness seven and five. 
15 _- A5f(0, 0... 0) +B5F~ S f(r, 0... 0) 
+ D5F~ S f(r, r, 0... 0) (3) 
means 'fully symmetric' : summation over all per- 
FS 
mutations of the coordinates, ign changes included. 
• The formulas 17 and 15 are derived for the n-cube C n 
with vertices (± 1, ± 1 . . . . . . . .  ± 1). By a linear trans- 
formation they can also be applied for any region 
af£me to C n, e.g. the region of integral (1)• The result 
17 is used to estimate I : I -~ 17. E = II 7 - 15 I is con- 
sidered as an estimate of the error II ~I 7 1. 
Phillips [2] and Stroud [3] give a solution for the para- 
meters A 7, B 7 . . . . . .  D 5, X 1, X 2, #, ~, r, so that formula 
(2) has degree seven and formula (3) degree five. Since 
the solution for 17 is not unique, we tried to force r 
to be equal to X 1 or # so that both cubature formulas 
have some common points. The best attempt was 
r = X 1 for n =3 and n =4 and r =# for all other values 
of n. This reduces the total number of  function evalua- 
tions for both formulas I7and 15 to (4n3- 6n 2 + 20 n 
+3) /3  for all n except for n=3 (45) and n=4(97  
evaluations). A product formula derived from a one 
dimensional k-point formula would need kn integra- 
tion points. For n = 6 and for a three-point Gauss 
formula (which is of degree five) we would need 729 
points against 257 for 15 and 17 together. 
17 = A7f(0, 0... 0) + B7F~ S f(X 1, 0 .... 0) 
+ C 7 F~S f(X 2, O, 0.. .  O) + D-~,FSZ f(/.t, #, 0... O) 
+E ~ fCv, v,v, 0...0) (2) 
7FS 
3. ALGORITHM 
We use an adaptive and global strategy which already 
proved to give very good results in one dimension [4], 
[5]. At each step the total integration area is partitioned 
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into subregions Bi, all n-cubes. 
To each of them the basic rule has been applied to 
obtain an integral estimate Int i and an error estimate 
E i. Obviously HALF = ~1 Inti and Eps = ~ E i are 
approximations respectively for the integral and the 
error over the total integration area. The following 
step will consist in finding the subregion Bj with the 
largest estimate E- of the whole set {E i ), and sub- 
dividing it in sma(ler n-cubes to improve the global 
result. The iteration ends when Eps is smaller than the 
requested accuracy. To improve adaptivity the region 
Bj is not subdivided into 2 n regions (by dividing each 
dimension by two), but only into two regions. This 
seems to give the best results on condition that a good 
choice is made for the dimension that is halved. There- 
fore the fourth divided differences Dff k in each direc- 
tion are compared with each other and the dimension 
k* with the largest value Di£k, - which is a measure 
for the difficulty of the integration in that dimension 
- will be selected. The subdivision policy of the algo- 
rithm is illustrated in the following figures. 
Fig. 1 shows the subdivision pattern of the two dimens_ 
ional integration area for a function with singularity in 
the upper left corner; fig. 2 for a function with a bound. 
ary singularity at x = 1. 
For this subdivision strategy, the fourth differences 
have been chosen because all the information ecessary 
to calculate them is at hand during the computation of 
17. The five points used in direction i are : 
x i=-X2 '  -XI' 0, X 1, X 2 and x j=0for j¢ i  
Since these points are not equidistant but symmetric, 
the fourth divided differences are up to a constant 
factor given by 
k 2 
Dif i = [f(-k2)-2f(0) + f(X2)]- ~-~-[f(-X1)-2f(0 ) 
h 2 
+f(xl)] 
Note that no additional function evaluations are re- 
quired. 
4. THE PROGRAM 
0 1 x 
Y 
Fig. 1. 
0 
f l  = (x+y) -0"5  
y~ 
Fig. 2. f2 = 
l x 
The program is written as a double precision basic 
FORTRAN FUNCTION subroutine. 
It is possible to request an absolute accuracy as well 
as a relative one. As proposed by de Boor [6], both are 
combined in 
Epsmax = max [ Epsabs, Epsrel. I HALF I ) 
The algorithm ends when Eps < Epsmax, when round- 
ing errors occur or when the maximum number of func- 
tion evaluations i reached. 
The calling sequence is
I = HALF (AA, BB, N, F, EPSABS, EPSREL, MAX, 
EPS, NUMBER, IERR) 
with input parameters : 
AA(N), BB(N) are two vectors of length N with the 
lower- and upperbounds of the n-cube 
N is the dimension of the space (2 g Ng 6) 
F is the integrand (declared external in the 
calling program) 
EPSABS is the requested absolute accuracy 
EPSREL is the requested relative accur.acy 
MAX is the maximum number of evaluations 
allowed 
and output parameters : 
EPS is an estimation of the absolute rror 
NUMBER is the number of evaluations required 
for the integration 
IERR is an error code 
= 0 when Eps < Epsmax 
= I when the requested accuracy cannot 
be obtained because MAX is too small 
= 2 when the requested accuracy cannot 
Journal of Computational nd Applied Mathematics, volume 2, no 3, 1976. 208 
be obtained even when MAX would 
be increased because of memory 
shortage 
= 3 when rounding errors occur 
=4f fN<2orN> 6 
HALF, F, AA, BB are declared ouble precision. 
Subroutines called by HALF : CN7152. 
No common zones are used. 
5. RESULTS AND CONCLUSIONS 
We have compared HALF with four other available 
programs : 
QB01A [7], YIMITG [8], ROMBND [9] and 
FNTGRL [10], [11], all written in FORTRAN. The 
first two use repeated integration; ROMBND is based 
on Romberg integration; FNTGRL is an adaptive pro- 
gram that uses extrapolation. Only two of them, 
HALF and FNTGRL, give satisfying results for large 
dimensions (n ~ 4). The other three, which are based 
on product formulas, are only competitive for small 
dimensions (n = 2, 3). The principal feature of HALF 
and FNTGRL that favours them in regard to the other 
three programs i adaptivity. Both programs subdivide 
the integration area locally where some difficulty is 
met approaching the integral By looking not only for 
the localization of the difficulty but also for the dimen- 
sion in which it occurs, HALF is even more adaptive 
than FNTGRL. 
The comparison of these five programs i done with 
167 test functions. We give some results to compare 
the two best programs. 
Simple integrands 
ft 
1 1 I -~ I  2 I. {I/1 f-1 I0 /02 XlX2 sin(x3 )
(4 + x 4 + x 5 + x6 )-1 dx I dx 2 dx 3 dx 4 dx 5 dx 6 
= 0.1434761888397263D 01 
,0 ,ol,0  x 3 x 4 exp (x 3 x4) 
(x I + x 2 +1)  -2 dx I dx2 dx 3 dx 4 
= 0.5753641449035616D 00 
3. 61 /01 /018( l+2(x+y+z) ) -1dxdydz  
5. I01/01401 f01 sin(10xl) dxldx2dx3dx 4 
= 0.1839071529076452D 00 
6. /03~r/031r Cos (x + y) dx dy 
=-0.4000000000000000D 01 
Integrands with a peak 
7. J'l /01 /01(x+y+z) -2dxdydz  
0 
= 0.8630462173553432D 00 
8. $1 101605y [(l +120 (l _y)) 
((1 + 120(1 _y))2 + 25x2 y2)]-1 dxdy 
= 0.1047591113142868D 01 
9. /01 f01 [(x 2 +.0001)((y+ .25) 2 + .0001)l-ldxdy 
= 0.4991249442241215D 03 
Integrand having discontinuous derivative 
10. /01 /01 exp( lx+y- l l )  dxdy= 
= 0.1436563656918090D 1 
MAX is the maximum number of function evaluations 
allowed 
n 2 3 4 5 6 
MAX 10000 10000 30000 30000 40000 
NUM is the number of function evaluations performed 
by the programs 
ERROR is the actual relative rror of the result. 
Requested relative accuracy 1. E -2 
= 0.2152142832595894D 01 
Oscillating integrands 
If 
4. /0 ~/0~r ( / j r  13 c0s (Xl + x2 + x3+x4+x5 ) 
dx ldx 2 dx 3 dx 4 dx 5 = 0.1600000000000000D 02 
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FNTGRL 
ERROR NUM 
1 0.88E-3 411 
2 0.16E-2 735 
3 0.30E-3 81 
4 0.19E-2 3071 
5 0.95E-5 3087 
6 0.11E-2 247 
7 0.22E-1 513 
8 0.12E-2 1183 
9 0.61E-4 1209 
10 0.30E-2 39 
HALF 
ERROR NUM 
0.50E- 4 257 
0.32E.-3 873 
0.89E-3 45 
0.33E-3 3171 
0.13E- 6 873 
0.12E-2 289 
0.49E-2 3015 
0.14E-3 357 
0.20 E-3 391 
0.40E-2 153 
209 
Requested relative accuracy 1. E- 3 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
FNTGRL 
ERROR NUM 
0.31E-3 4521 
0.97E-4 6419 
0.14E-3 135 
0.84E-4 15687 
0.95E-5 3087 
0.11E-2 247 
0.20E-1 8397 
0.69E-3 2925 
0.68E-5 3757 
0.78E-2 91 
HALF 
ERROR NUM 
0.69E-4 2313 
0.84E-4 1843 
0.26E24 405 
0.49E-5 25217 
0.13E-6 873 
0.85E-4 493 
0.31E-3 6885 
0.56E-4 391 
0.12E-3 527 
0.75E-3 391 
Requested relative accuracy 1.E-4 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
FNTGRL 
ERROR NUM 
0.73E-4 24249 
0.32E-4 18081 
0.86E-5 891 
0.29E-5 28967 
0.30E-4 25039 
0.15E-5 871 
0.20E-1 8397 
0.68E-3 4615 
0.18E-4 6227 
0.21E-2 247 
HALF 
ERROR NUM 
0.26E-5 7967 
0.33E-5 9215 
0.13E-4 495 
0.24E-5 29747 
0.17E-6 1261 
0.25E-5 1003 
0.89E-4 9945 
0.22E-4 459 
0.79E-5 901 
0.80E-4 1343 
When a program cannot reach the requested accuracy, 
the returned results are underlined. 
Alle computations were done on a IBM 370/158. As 
expected, HALF detects very well the difficulties of 
the integrands with peak or singularity (7, 8 and 9) 
and especially the integrands that vary strongly in on- 
ly one dimension (5). 
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C 
C 
C 
C 
C 
C 
C 
C 
C 
C~,W,* 
C 
10 
C 
C***  
C 
C 
20 
30 
DOUBLE PRECISION FUNCTION FALF(~J ,BB~N~F, EPSABStEPSREL 
* tMAX~EPS,NUMBER~IERRI 
THIS SUBROUTINE CALCULATES THE INTEGRAL OF TEE FUNCTION 
F(X I .  X IS J VECTOR QF LEkGTH N T~AT REPRESENTS THE 
VARIABLES CF THE FUNCTICk F, THE INTEGRAL IS EVALUATED 
OVER THE N-CUBE WITH LCWER-BCUNDS AA(N) AND UPPERBOUNCS 
BB[N). IT TRIES TO MAKE EPS LESS T~AN MAX(EPSABSI 
EPSREL*ABS(RES)) 
INTEGER C,I,ICOUNI, IEERS 
¢IVGLG, IVEOR,12~I3,J,K,KE 
CLB~LK,LK2tLItP~NAXtN~kb~ 
REAL ACCURtEtEIKEYtEPS~E 
*EPSOtEPSRELtEPSRE2~RESNt 
DOUBLE PRECISION A~tAStA 
*VOL~VOLUME 
DIMENSICN JA(6)tAS(6)tAX 
*IG(IOOI,INT(IOO),IVCLG(I 
*O(650) ,DB(6) tOR(6) tV( IO0  
DATA ACCUR/ I .E - I4 /  
EXTERNAL F 
I , IERR~IFGUT, IG~IKEYt ILAAT~ 
UStKEY ,KEY2,K IES~KNl tK l tK2 ,  Lt 
kUMtNUNBERtNUM2tD~V 
PSABS~EPSAB2,EPSMAXtEPSNt  
RESO~SONI 
XtEBtDAEStINT~OBtOR,RES~SOM2, 
(6),BB(6),C(450)~E(IOO), 
CO),IVCCR(IOOItKIES(IO0), 
) 
CRGANISATION OF THE AVAILABLE STORAGE ***  
I F (N .LE .6 .AND.N.GE.2)  GO TO IO 
IERR=4 
RETURN 
IF|  MAX°GT ° IO000*N) MAX=IQOOO*N 
NUN=( ( (6*N-6 lWWN+20 | *N÷3) /3  
IF (N .EO.3)  NUM=45 
IF (N .EQ.k l  NUN=C)7 
12= ( MAX-NUM )/(NUMW'2) 46 
M=I2 /2  
IF IM,GT° IO0)  M=IO0 
IF ( (M-1) ' I 'N .GT .450)  M=450/N+l  
CALCULATION OF THE TOTAL VOLUNE ~"~'* 
IF  VOLUNE IS ZERO TEEN RETURN HALF=O.DO 
VOL=I .  DO 
DO 30 I= I~N 
IF IAA I I ) .NE .BB I I ) )  GO TO 20 
HALF--O.DO 
EPS=O° 
NUMBER=O 
• RETURN 
OB( I  l -  (AA( I )+BB( I I ) *0 .5DC,  
AS ! I )=BB(  I I -OB( I - )  
VOL=VOL*AS ( I I *2 ,DO 
CONT I NUE 
VOL=DABS (VOL) 
C 
C,I,,I,* FIRST STEP ~'~'* 
C THE BASIC RULE CN7152 IS JFPLIEC TO THE 
C 
TOTAL REGION 
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C 
C***  
C 
40 
50 
C 
~ 
C*** 
C 
C 
C 
C 
C 
C 
IERR=O 
KEUS=IO0 
NUMBER=NUM 
EPSMAX=AMAXI(EPSABS~ACCUR) 
CALL CN7152 (OBtAS~NyRESyEPS~F,VCL~KEUS~IFOUTtEPSMAX) 
HALF=RES 
EPSAB2=ABS(EPSABS) 
EPSRE2=ABS(EPSREL) 
IF (EPSRE2.GT.O.05) EPSRE2=O°05 
IF(EPSRE2°LT.ACCUR) EPSRE2=ACCUR 
RESN=DABS(FALF) 
]F(IFOUT°EQ.I) GO TO 40 
EPSMAX=AMIkl(AMAXI(EFSRE2~RESN,EPSAB2)~AMAXI(O.O5*RESN 
~ACCURI) 
IF(EPS.LE.EPSMAXIRETURN 
INITIALISATION OF TEE ALGORITHM *~*  
VOLUME=VOL 
NUM2=NUM~NUM 
EPSO=EPS 
SOM2=O.DO 
SOMI=O. 
EPS=O° 
HALF=O.DO 
ICOUNI=O 
KEY2=O 
ILAAT=2 
IEERST=2 
I=3 
K=KEUS 
E( I )=- I .  
IVOLG(2)=I 
IVOOR(1)=2 
V(2)=O 
DO 50 L=ltN 
O(L)=O 
C(L )=I  
CONTINUE 
DO 160 13=3,I2 
ITERATION ALGORITHM ***  
THE INTERVAL WITH THE LARGEST AESELUTE ERROR E(IEERST) 
IS CIVICEE I~ TWO SUEREGIC~S ANC TEE BASIC RULE IS 
APPLIED T~ BOTH O'F THEM 
A VECTOR IS MEMORIZEC WITP~ ALL TEE INTERVALS RANGED IN 
A CECREASIkE SEQUENCE WITP ~ POINTER IEERST TO THE TOP 
V( IEERST)=V( IEERST)~I 
V( I)-V(IEERST) 
LI=( IEERST-2I~N 
LK=LI+K 
O(LK)=2*O(LK  ) 41 
C(LK)=2*C (LK) 
LB=( I -2 )*N  
LK2=LB+K 
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C 
C***  
C 
II0 
120 
130 
160 
150 
160 
TI~E TWO N~EW SUBREGIONS ARE RANGED IN THE SEQUENCE E ***  
IKEY= I 
IFIE(IEERST).GT.E(I)) IKEY=IEERST 
KEY=I÷IEERST 
IEERST=IVDLG(IEERST) 
KI= IEERST 
KMI=I 
NU=O 
EIKEY=E l IKEY ) 
DO 130 K2=I,100 
IFIEIKEY.GEoE(KI)) GO TO 140 
KMI=K1 
KI=IVOLGIKI) 
CONTINUE 
IVOLGIKMI )=IKEY 
IVOLGI IKEYI=K1 
IVOORIKI)--IKEY 
IVOOR( IKEY)=KMI 
IFINU.EQ.I) GO TO 150 
IFIKMI.EQ.I) IEERST=IKEY 
KMI=IKEY 
NU=I 
IKEY=KEY-IKEY 
GO TO 120 
EPSO=E (IEERST) 
EPS=EPS-EPSD 
HALF=hALF- INT  I IEERST ) 
K-K IESi IEERST) 
IFOUT=IFOUT-IG(IEERST) 
I= I÷1 
IF tK I .EQ.1)  ILAAT= IKEY 
IF(I3.EQ.M) KEY2=I 
IF( I 3.EQ.I2-M) KEY2=2 
IFIKEY2.LT°I) GO TO 160 
I=ILAAT 
]LAAT= IVOOR(ILAAT) 
IVOOR ! I 1= ILAAT 
IVOLG( ILAAT)=I 
SOMI=SOMI+E(I l
SOM2=SOM2 4 INT ( I )  
I F (KEY2 .N .E .2 )  GO TO 160 
I LAAT= I VOOR ( I L AAT ) 
'IVODR(I )=ILAAT 
IVOLG ( ILAAT)=I 
CONTINUE 
RETURN 
END 
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30 
60 
50 
DIFMAX=O.DO 
DIFO=O.DO 
DO 30 I=I~N 
T=AX(I]*SQ35 
Y(I)=CR(1)+T 
FUNI=F(Y) 
Y( I)=OR(I)-T 
FUN2=F ( YI 
SOMI=SOMI+FUNI+FUN2 
DIFO=DIFO+DABS(FUNI-FUN2) 
DIFI=SOM3-FUN1-FUN2 
T=AX(1)~R 
Y(II=OR(I)+T 
FUNI=F(Y) 
Y(1)=OR(I)-T 
FUN2=F(Y) 
SOM2=SOM2+FUNI÷FUN2 
Y(I)=OR(1) 
DIFI=DABS(SOM3-FUNI-FUN2-DIFI*RU) 
IF(DIFI.LE.DIFMAX) GO TO 30 
DIFMAX=DIFI 
KEUS=I 
CONTINUE 
IF(DIFMAX,LE.ACCUR) KEUS=KEUS÷I 
IF(KEUS.GT,N) KEUS=I 
]NT=DO(NMI)*SOM64D2(NMI)~SOM2 
EVAL3=EO*SEM4+SOMI/3-6CO 
EVAL5=CO*SOM4+CI*SOMI 
IF(KEY34.EO.1) GO TO 50 
SOMI=O.DO 
DO 60 I=ItN 
T=AX(1)*R1 
Y(II=OR(II4T 
SOMI=SOMI÷F(Y) 
Y(I)=ORII)-T 
SOMI=SOMI÷F(Y) 
Y(I)=OR(1) 
CONTINUE 
INT=INT+DI(NMII*SOM1 
R3=SQ35 
KEY8=O 
DO 90 I t= I t2  
SOMZ=O.DO 
DO 80 I=2tN 
IMI= 1- I  
U=AX ( IMI)~R3 
DO 70 I2=112 
Y(IM1)=OR(IMI)+U 
DO 60 L=I,N 
T=AX(L)=R3 
Y(L)=OR(L)+T 
SOM2=SOM2÷F(Y) 
Y(L)=OR(L)-T 
SOM2=SOM2+F(Y) 
y(L)=OR(L] 
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