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I. INTRODUCTION
Part-of-speech (POS) tagging is an important process that is used to build many Natural Language Processing (NLP) applications. The POS tagger assigns a unique grammatical class to each word in a context (e.g., a sentence). However, natural language words can have different POS tags based on their contexts. This ambiguity makes the POS tagging a non-trivial process since context interpretation is essential to find the correct tag for a given word. To automate this process, machine learning techniques including statistical and probabilistic methods have been used to build powerful POS taggers.
Training the machine learning models necessitates a manually-built POS-tagged corpus to be able to predict the correct tags for new words. Such corpus may be available for the major languages. However, due to the lack of linguistic resources for Malay language, this corpus needs to be constructed manually to be used to train the POS models.
In this paper, a Malay POS tagger called Mi-POS is developed and compared with other existing Malay POS taggers. A manually-built corpus is constructed to train the models. Another two manually-built corpora are used to test the models.
To this end, this paper is structured as follows: Section II describes the related work on existing POS taggers; Section III highlights the proposed model of our Mi-POS; Section IV shows all the results of the experiment; Section V discusses the results and performance of Mi-POS compared to other systems. Finally, Section VI concludes this paper with a discussion on the overall outcome achieved and future research directions.
II. RELATED WORK
POS tagging is widely adopted for languages such as English, German, Spanish and Arabic [1] - [4] . It plays a significant role in text analysis as it is an initial step to identify the grammar information in the text. Among the existing POS taggers are TnT Tagger [2] and Brill Tagger [5] . All of them are adopting machine learning methods and achieve accuracies of 96.7%, 97.24% and 95% respectively. The rich availability of linguistic resources is the main factor which contributes to the development of these taggers<for the European languages. However, in contrast, there is less research on POS for Malay language due to its limited resources.
One Malay Tagger is developed by Mohamed [6] which applies trigram Hidden Markov Model (HMM) method to identify words" tags in Malay sentences. Context information other than the surrounding tags, namely the prefix and the suffix, has been used to predict the correct POS tags. His study measures the effect of using these features individually as well as using a combination of both the prefix and the suffix of each word in the final model"s predictions. The model is tested using a corpus of 18,135 tokens tagged with a set of 21 tags similar to the set of tags used by Dewan Bahasadan Pustaka (DBP) [7] . This corpus is tagged automatically by mapping each word to a list of possible tags from a dictionary, and then the ambiguity is solved manually. The results show that the best predictions are made with accuracy 67.9% using only prefixes information with a fixed prefix length equals to three letters. Similar results with accuracy 66.7% are achieved using a combination of the first and the last three letters of each word. When using suffixes information only, the best accuracy achieved is 60% with suffix length of five letters. These findings show that HMMs are suitable models to be used to predict any Malay word"s POS tag.
On the other hand, Rayner Alfred et al. proposed a rule-based method for identifying Malay POS tags called RPOS [8] . It applies affixing and word relation rules to determine the right word category. Malay words can be formed with prefixes, suffixes, circum fixes and/or infixes. In their paper the authors consider infixes less important and not effective for the task of POS tagging. Different affixes can be categorized in different word categories. For example, the verb type can be identified by the prefix mem-while the noun type involves prefixes such aspen-. When there is more than one possible tag for the word, word relation rules are applied to identify the most suitable POS tag based on the context. If the word is not found in the POS tag dictionary, affixing rules are applied to determine possible tags for the word and then the word relation rules are applied to solve the ambiguity (if any). The POS dictionary is manually built from Thesaurus Bahasa Melayu [9] and used to assign all possible tags to each word in a Malay sentence. The results of this rule-based method show that it has higher performance than the statistical POS tagger with an accuracy of 89% for Malay news articles and 86% for Malay biomedical articles. This shows that it is able to predict unknown words" POS tags at a reasonable accuracy. However, this tagger fails to tag words that are borrowed from English and also words that have no affixation especially proper nouns. Richer relation rules are needed to improve the tagging results of RPOS tagger.
A statistical unsupervised machine learning method for POS tagging was introduced by Norshuhani Zamin et al. as "Lazy Man"s Way" method [10] . It is called "Lazy Man" because it does not require laborious effort to annotate the Malay dataset for training purposes like taggers in [6] - [8] , and [11] . It annotates Malay sentences with POS tags using a Malay-English lexicon. First, Malay words are translated into English using Google Translate. The English words are then tagged using Brill" stagger [5] . After that, the results are mapped with the help of the Malay-English lexicon using N-gram and Dice Coefficient approaches for similarity measurement purposes. The system has a precision of 86.87% and a recall of 72.56%. This system can be used when there is no or limited language resources. However, since grammatical structure is different between Malay and English, the system may produce inaccurate results if it relies only on the Malay-English lexicon. Therefore, large set of lexical and disambiguation rules are needed to improve the system.
A relational lexical database, MALEX (MALayLEXicon) with purpose of providing linguistic information for Malay text analysis, has been developed by Gerry Knowles and Zuraidah Mohd Don [11] . They emphasize syntactic drift approach and data-driven approach to identify the Malay grammar class [11] , [12] where the tag is recognized through examining the syntactic structure. For example, the word "keras" (hard) has different tags. In the sentence "Buahini keras" (The fruit is hard), the word "keras" is an adjective whereas in the sentence "Buahitusudah keras sekarang" ( The fruit has become hard now), which contains a time marker "sudah", "keras" is considered as a verb. It can also be considered as an adverb as in the sentence "Kami berker jakeras" (We work hard) [11] . It integrates normalizing, stemming, tagging, parsing and pronouncing to identify the Malay tag. The researchers have further performed a corpus-based approach to analyze the Malay grammatical class. Around 120,000 words from four DBP novels have been manually tagged and used for this supervised system. The annotated corpus is used to predict unseen words in new dataset [10] . However, there is a lack of technical discussion on the learning approach and the performance of the system remains unclear.
Another POS tagger proposed in [13] shows possible methods for building a POS tagger for Bahasa Indonesia. Two machine learning methods namely Conditional Random Fields (CRF) and Maximum Entropy (MaxEnt) are compared using two different corpora. A CRF model consists of several feature functions weighted with values learned from the training corpus. This makes CRFs more general than HMMs and not restricted by the independence assumptions found in HMMs. In HMMs, each word depends on the current tag and each tag depends only on the previous tags. Also CRFs are not limited to constant probabilities since each feature function is weighted with unlimited weight value. Therefore, using CRFs to build a POS tagger is more preferable for the previous reasons. The second method used in [13] is MaxEnt to build a flexible POS tagger that relaxes probability assumptions and maximizes the use of context information to find the model with the highest entropy value of the probability distribution of the training data. For evaluation, [13] uses two different corpora tagged manually using two different tag sets with 37 tags and 25 tags. The first corpus is a manually-built corpus consists of 14,165 tokens, and the second is part of the Pan Localization project and considered as the equivalent of Penn Tree Bank corpus for Bahasa Indonesia with approximately 500,000 tokens. Results show that MaxEnt model has the highest accuracy for both tag sets in the two corpora with a better average accuracy when using the 25 tag sets which measured at 85.02% for the first corpus and 97.57% for the second corpus. The best accuracy for the CRF model is 91.15% using the 25 tags on the second corpus. Table I shows a summary of the comparison between the techniques mentioned taggers identify the tag category based only on the word itself and not based on the context. This may result in improper text analysis and thus inaccurate POS tags. Therefore, a context-based POS tagger which identifies word categories based on the meaning of the sentence is necessary.
III. PART-OF-SPEECH MODEL
Mi-POS is inspired by the probabilistic methods to perform the task of POS tagging. The MaxEnt method is used to develop Mi-POS where the joint probability of a specific class assigned to a token based on their occurrences in a training corpus is used. The estimated value P(c, t) is expected to maximize the entropy function defined in Equation (1).
where is the set of all classes, is the set of all unique tokens. OpenNLP [14] is an open source NLP code library with pre-trained models to perform different NLP tasks such as tokenization, POS tagging, Named-Entity recognition (NER), chunking, parsing and coreference resolution. Although there are pre-trained POS models available in OpenNLP for selected languages, there is no model available for Malay language. For the development of Mi-POS as a POS tagger for Malay language, we use OpenNLP and our manually built training corpus with Bernama news archive [15] . The following section describes the process of transforming an unlabeled corpus to a POS annotated corpus which will be used as the input to OpenNLP to generate the Malay POS model.
A. Dataset
The annotated training data is a collection of tokenized sentences where each token has an assigned POS tag. This manually-tagged corpus contains 152 articles with a total of 64,534 tokens from Bernama news archive. It was manually tagged by a Malay native speaker who assigned a single POS tag to each word. Then the tagged corpus was verified by two other Malay native speakers to correct mistakes and solve ambiguity if any.
There is a total of 13 non-symbols POS types used to tag the training corpus by the Malay native speakers, which can
The datasets that are used in existing Malay Taggers [6] , [8] , [11] to perform the evaluation are limited with 18,135 tokens, 8,700 tokens and 120,000 tokens respectively and these datasets are not publicly accessible. Therefore, to evaluate the performance of the proposed Malay POS tagger Mi-POS, another two manually-tagged Malay datasets are used. Three Malay native speakers had been invited to build the manually-tagged datasets for testing the model. The two Malay datasets consist of 40 different articles with 20 articles in each dataset and an average of 359 tokens per article for the first corpus and 550 tokens per article in the secod corpus. The articles in the first dataset are taken from Bernama news archive whereas the second dataset contains selected articles from the Malay corpus developed in [16] by Su"ad Awab which contains different categories including art, economics, education, health, information technology, low, literature, sport, and science. All categories are included when selecting the articles for the second dataset.
The two testing corpora are built similar to building the training corpus where the first tagging phase is done by one Malay native speaker to assign the correct tag / tags to each word. After that, the results are checked and verified by two other Malay native speakers to assign one tag to each word. The final result is used as our gold standard to evaluate the performance of the proposed Malay POS Tagger.
B. Training
In order to use the Bernamanews archive to train the model, we first converted it to the OpenNLP format by placing each sentence on a separate line. The end of a sentence is marked with "._.". The word tokens are combined with an underscore"_" and followed by the corresponding POS tag, whether the word is a noun (NN), verb (VB), preposition (IN) or adjective (JJ) as shown in Fig. 1 . All of the annotated sentences are stored in a training file called "ms-pos.train". We use the command line shown in Fig. 2 to generate the Malay POS model, with the setting of the parameters for the language to Malay (ms), the model type to "maxent", input data to "ms-pos.train" and the output model file to "ms-pos-maxent.bin". 
IV. EXPERIMENTS AND RESULTS
The results of Mi-POS are compared with the statistical Malay POS taggers proposed in [6] using trigram HMM. The best two HMMs used in the paper, i.e., the trigram HMM using prefixes only smoothed by successive abstraction and the unsmoothed trigram HMM using both prefixes and suffixes, are used in our comparative study.
The training accuracy of Mi-POS and the HMMs, which is obtained by calculating correct tags ratio of these systems tested on the same training data, is shown in Table II. Table III shows the results of Mi-POS when tested using both testing corpora. An accuracy of 95.16% is obtained for the first corpus with news articles and 81.12% when using the second non-news corpus. The processing time of Mi-POS is also shown in the same table for both testing corpora. Table IV shows the results of the two used HMMs using the two different testing corpora. The accuracy of a trigram be referred in Table V. HMM using information of both the prefix and the suffix is higher than that of a trigram HMM using only prefix information for both the testing corpora. Mi-POS outperforms both HMM models with higher accuracy and significantly better processing time. The results of Mi-POS are also compared with the results of the unsupervised tagger "Lazy Man" proposed in [10] . For this purpose, sentences in each of the two corpora were first translated into English using the online Google Translate service. Then, the translated sentences were passed to the free online version of Brill"s tagger [17] to be annotated with POS tags. And since Brill"s tagger has its own text tokenization algorithm, we enclose sentences in Malay version and English version with a special marker to make sure that all sentences are aligned and not further split by Brill"s tagger. To build the Malay-English lexicon, a special Web crawler was built to extract entries from the freely online available "Malay-English dictionary" [18] . We collected 18,177 unique Malay entries with their corresponding English translations. To enhance the dictionary lookup process, we first lookup the Malay word in its original form, if not found in the dictionary, the lemma of that word is used. Malay words other than symbols that cannot be found in the dictionary will be tagged with "NA".
The Lazy Man"s tagger uses a mapping process between the Malay sentence and the corresponding tagged English sentence. The processing time of this mapping can be ignored compared to the time required to translate the sentence and apply the Brill"s tagger. The processing time of the Lazy Man"s tagger depends on external online services and, therefore, cannot be determined with full accuracy.
To correctly compare the results of Mi-POS with the Lazy Man"s tagger, both POS tag sets need to be mapped to the same tag set. Table V shows the tags generated by Brill"s tagger which is used in the Lazy Man"s tagger and their Mi-POS corresponding tags. Table VI shows the results of the Lazy Man"s tagger for both the test corpora. It is noticed that the accuracy of this tagger is lower than that of Mi-POS and HMMs. In our efforts to benchmark the results of Mi-POS tagger, we also implemented the rule-based POS tagger RPOS proposed in [8] . There are two sets of rules used to implement the RPOS tagger: the word relation rules and the affixing rules. There are 14 different POS tags that could result after applying the word relation rules. From these rules we choose only the POS tags that exist in the tag set of Mi-POS. These POS tags are: noun, verb, adjective, adverb, preposition, conjunction and cardinal number. On the other hand, there are 6 POS types supported by the set of the affixing rules. Three of these tags are common with Mi-POS tag set and these are noun, verb and adjective. Only the corresponding rules, i.e., the word relation rules and the affixing rules of the common tags will be considered to facilitate the comparison with the results of Mi-POS.
To build the POS tag dictionary to be used in the implementation of RPOS, we use the manually tagged training corpus to extract all unique words and all possible POS tags that could be associated with them. As the algorithm of RPOS states, before applying the disambiguation rules, words will be assigned a list of their possible POS tags which will be used in the word relation rules to narrow down the possibilities.
In our comparison we use the same two testing corpora to
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evaluate the results of RPOS only on the tokens tagged with one of the following tags: noun, verb, adjective, adverb, preposition, conjunction and cardinal number. Only words that are given one tag by RPOS will be considered as correct.
Other cases where RPOS fails to assign a single tag to a specific word, i.e., the disambiguation rules fail to keep only one POS tag for the word, will not be considered correct results for the RPOS tagger. Fig. 3 . The comparison of Mi-POS with the two used HMMs, the Lazy Man"s Way and RPOS using the two testing corpora. Table VII and Table VIII show the results of RPOS tagger using the news articles corpus and the non-news articles corpus respectively. All words in each sentence need to be tagged first then only words with a specific tag will be counted to calculate the individual accuracy for that tag. Fig. 3 shows the performance for all models using the two testing corpora. It is noticed that Mi-POS has better accuracy for both testing corpora. Also Fig. 3 shows that the results for news articles are better than non-news articles for all models.
V. DISCUSSION
The results of Mi-POS show that the accuracy of tagging Bernama news archive is higher than the accuracy of tagging articles from fields other than news. This is mainly due to the fact that the training corpus used to train the model is also composed of articles taken from Bernama news archive and thus testing the model on articles from the same distribution as the training corpus will provide much accurate results since the model has been trained on similar words and similar contexts. However, for non-news articles, the model may find many unseen words in totally new contexts that the model is not trained to recognize with high accuracy. This can be solved by including articles from various domains in the training corpus used to train the model helps increasing the tagging accuracy of the model. Also increasing the size of the training corpus makes it possible for the model to correctly generalize to new unseen contexts.
Experiments from the previous section show that Mi-POS outperforms HMMs, the Lazy Man"s and RPOS taggers with higher training and testing accuracies. Also it is noticed that for all used models the accuracy is higher when using the first corpus that includes news articles. This is due to the fact that these systems are trained using corpus with articles from the same distribution, i.e., Bernama news archive.
In terms of the processing time, Mi-POS is significantly faster than HMMs since fewer computations are required. Also the additional computations of the linear successive abstraction make the smoothed HMM with prefixes much slower than the other unsmoothed model with prefixes and suffixes.
When using the HMMs, and during both the training and testing phases, sentences are extracted from the articles and passed as a sequence of tokens to the model. In our experiments, if the sequence length exceeds a specific threshold of 13, the sentence will be segmented into two parts to reduce the complexity of the calculations. Each token in the sequence is first assigned all possible tags seen in the training corpus. Different tag sequences are then build for each sentence and the best tag sequence is chosen by the HMM as the most suitable POS tags for the sentence. The process of assigning all possible tags and building all tag paths for a sentence make the processing time of the HMMs much higher than that of the proposed model.
As previously mentioned, the Lazy Man"s tagger tends to map Malay words to their tagged English words using a similarity formula. This mapping may be incorrect since the two languages have different structures. The nature of each language makes it difficult to map words since some phrases may be translated into a single word or vice versa. This is one The results of RPOS tagger show that the best achieved accuracy was for tagging nouns from both test corpora followed by tagging verbs. However, for the remaining five categories, the accuracy is relatively lower. This is due to the observation that most nouns and verbs where correctly tagged with only one tag as NN or VB respectively. Other words with other POS tags are tagged with multiple tags for the same word. Although RPOS processing time is very fast, it fails to assign a unique POS tag especially for the majority of the prepositions and conjunctions even if the right tag is selected as one of the possible tags for the word. Therefore, the total accuracy for all the seven categories of RPOS is low. A possible explanation for this is the limited number of word relation rules used in RPOS. It is also worth mentioning that changing the POS tag dictionary will certainly affect the tagging results. Therefore, the limitations of the POS tag dictionary in terms of tags supported and words number may be a possible cause of the low accuracy of the RPOS tagger.
Unlike other taggers, Mi-POS does not require any external resources such as a bilingual dictionary or an automatic translator. Also Mi-POS uses simple calculations based on the probabilistic methods to find the correct tags. Therefore, Mi-POS has shown higher accuracies and much faster processing time. The main error source is the limited training corpus used to train the model which makes the tagger biased to a specific text type (e.g., news articles).
VI. CONCLUSION
In this paper, we have presented a machine learning approach for the development of a Malay POS tagger called Mi-POS. The MaxEnt model used to develop the tagger is implemented using the open source NLP tool library OpenNLP. Mi-POS shows an accuracy of 95.16% on tagging corpus that is from the same type as the training corpus, and an accuracy of 81.12% when using a corpus from a different type. The proposed tagger also outperforms other Malay POS taggers with better accuracy and processing time.
We have shown the potentials of using statistical approaches to build a Malay POS tagger which out performs other rule-based taggers especially when using a large corpus for training. Also we have shown the limitations and drawbacks of existing Malay POS taggers applied using the conditions mentioned in the conducted experiments.
As future work, there are some improvements to be considered to enhance the performance of the system. A corpus of different types of articles other than news may be considered to train the model such as social media content, emails, and medical reports and so on in order to increase the accuracy of the system for these types. The variety and the size of the training data is an important factor to enhance the accuracy of the Mi-POS for assigning POS tags to unknown words correctly.
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