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ABSTRACT
We present an extension to multiple planes of the gravitational lensing code
GLAMER. The method entails projecting the mass in the observed light-cone onto a
discrete number of lens planes and inverse ray-shooting from the image to the source
plane. The mass on each plane can be represented as halos, simulation particles, a
projected mass map extracted form a numerical simulation or any combination of
these. The image finding is done in a source oriented fashion, where only regions of
interest are iteratively refined on an initially coarse image plane grid. The calculations
are performed in parallel on shared memory machines. The code is able to handle
different types of analytic halos (NFW, NSIE, power-law, etc.), haloes extracted from
numerical simulations and clusters constructed from semi-analytic models (MOKA).
Likewise, there are several different options for modeling the source(s) which can be
distributed throughout the light-cone. The distribution of matter in the light-cone can
be either taken from a pre-existing N-body numerical simulations, from halo catalogs,
or are generated from an analytic mass function. We present several tests of the code
and demonstrate some of its applications such as generating mock images of galaxy
and galaxy cluster lenses.
Key words:
1 INTRODUCTION
Gravitational lensing has become a tool of greater and
greater importance to cosmology and the study of galaxy
structure. Large scale weak lensing surveys are being used
to measure cosmological parameters and study dark energy1
and larger ones are planned in space and with purpose built
telescopes (Laureijs et al. 2011; LSST Science Collaborations
et al. 2009). At the same time strong lensing is being used to
study cosmology (Suyu et al. 2012; Treu et al. 2013) and the
mass distribution within galaxies down to unprecedentedly
small scales (Metcalf & Amara 2012; Xu et al. 2013; Veg-
etti et al. 2012). Long term monitoring of strong lenses is
being carried out with networks of telescopes spanning the
globe to obtain time delays (Sluse et al. 2012; Treu et al.
2013). The Hubble Space Telescope (HST) has spent many
orbits observing lenses (Postman et al. 2012; Coe et al. 2012,
? E-mail: margarita.petkova@lmu.de
1 see DES: http://www.darkenergysurvey.org, Pan-Starrs
:http://pan-starrs.ifa.hawaii.edu
2013; Zitrin et al. 2013) and many more are scheduled.2 Get-
ting the most out of these huge observational efforts will
require very good simulations of the lensing phenomena for
interpretation of the data and to control systematic effects.
These simulations should include all the physical and instru-
mental effects that we know will affect the data. Currently,
weak lensing simulations have limitations in resolution and
the contribution of baryonic physics is usually neglected. In
addition, they often use unperturbed light rays instead of
fully tracing their paths through the simulation. Individual
galaxies and the distortions they experience are not resolved
in these simulations. Strong lensing and cluster lens simu-
lations often use highly idealized lens models and usually
neglect the environment of the lens and contributions to the
lens that lie at different redshifts along the line of sight. The
GLAMER code is an attempt to improve this situation in a
way that can be applied to many different lensing situations
on different scales.
2 HST Frontier Fields: http://www.stsci.edu/hst/campaigns/frontier-
fields/
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2 Petkova et al. 2013
Typically, simulations of strong gravitational lensing
treat the lens as a single plane without foreground and back-
ground structure. Systematic studies, on clusters extracted
from a cosmological numerical simulation, have been con-
ducted by Meneghetti et al. (2010a, 2011) With the aim
of better understanding of the properties of galaxy clusters
that can potentially act as strong lenses. In these works how-
ever the simulated clusters are analyzed using the single lens
approximation. The same method has also been used by Gio-
coli et al. (2012a); Boldrin et al. (2012), where the individual
cluster components are analytically modeled. However, it is
probable that structures along the line of sight have a sig-
nificant effect on the observed properties of the lens: both
in the weak and in the strong lensing regime. For example,
the inconsistencies in the flux ratios between four-images
quasars (Metcalf & Madau 2001; Dalal & Kochanek 2002;
Metcalf & Zhao 2002; Amara et al. 2006; Maccio` & Miranda
2006; Chen 2009; Xu et al. 2009; Chen et al. 2011) can be
at least partially explained by line-of-sight objects (Metcalf
2005; Puchwein & Hilbert 2009; Wambsganss et al. 2005;
Xu et al. 2010). Furthermore, in cluster lensing, the mass
and concentration of halos derived from lensing properties
can be affected by the line-of-sight contribution. Puchwein
& Hilbert (2009) showed that the presence of uncorrelated
large scale structures can boost the Einstein radius by as
much as 50%.
Weak lensing simulations are usually done by creating a
shear map on a fixed resolution grid via FFT of the potential
on one uniform grid (Jain et al. 2000; Vale & White 2003;
Pace et al. 2007; Angulo et al. 2013; Hamana & Mellier
2001; Sato et al. 2009; Takahashi et al. 2011) or on separate
grids for long and short range (Hilbert et al. 2007, 2009).
The resolution of the grid is much larger than the image
of a typical galaxy. The shear at the positions of individual
galaxies is found by interpolating off this grid and is assumed
to be uniform over the image of the source. The lensing mass
in the light -cone is projected onto multiple lensing planes
and rays are traced from the observer to the source. Also the
simulation used to represent the mass distribution typically
does not have high enough resolution to represent the inner
regions of halos or any of the baryonic physics happening
there. Because of these limitations no strong or quasi-strong
lensing of individual galaxies will occur in these simulations.
Although the contribution from smaller scales to the weak
lensing might be small it is a potential source of systematic
error and it is important to characterize it in the future high
precision weak lensing surveys.
To ensure better resolution and less computational
demand, other codes have used the tree force algorithm
(Barnes & Hut 1986) to calculate the deflection and distor-
tion of rays. Wambsganss et al. (1998) used this method par-
ticularly for simulations of quasar microlensing. And Aubert
et al. (2007) use it for lensing by N-body particles. Both of
these use the single plane approximation.
Another set of codes (Fluke et al. 1999; Killedar et al.
2012) use the ray bundle method, where a collection of rays
is traced from the image to the observer, integrating the
and computing the shear and convergence of the bundle
along the way. A third class of codes (Couchman et al. 1999;
Carbone et al. 2008) calculate the distortion to ray-bundles
along unperturbed paths that pass through a three dimen-
sional simulated potential of a cosmological simulation. Still
others use the unperturbed paths, also know as the the Born
approximation, but put the mass from the simulations on
multiple planes (White & Vale 2004; Hilbert et al. 2007)
The Born approximation can cause systematic errors and is
clearly not sufficient in the case of strong lensing.
In Metcalf & Petkova (2013) (here after MP) we de-
scribe the GLAMER code’s structure, its adaptive mesh re-
finement capabilities and how it calculates the deflection of
light rays by a single lens plane. These capabilities allevi-
ate many of the limitations codes have with resolution and
make it possible to construct fully resolved images of mil-
lions of galaxies in a single simulation. In this paper, we
describe the code’s ability to simulate lensing in three di-
mensions; that is with the lensing mass and also the sources
distributed throughout the light-cone in angle and redshift.
We also discuss some of the ways a light-cone can be gener-
ated and input into the code.
There are many interesting questions that can be ad-
dressed with a lensing code like the one we have developed.
Among them are: the importance of line-of-sight objects to
strong lenses, the importance of strongly lensed individual
galaxies to weak lensing surveys, the statistical properties
of strong lenses, the importance of multi-plane effects on
precision weak lensing, and many more.
We start this paper by presenting the basics of lensing
in Sec. 2. We elaborate on the multiple plane formalism in
Sec. 3. We continue in section. 4 by describing the implemen-
tation of this formalism in the GLAMER code. In Sec. 5 we
describe the different types of light-cones implemented in the
code. In Sec. 5.2 we discuss the use a simulated halo catalog
to populate the light-cone and in Sec. 5.3, the generation of
a light-cone from a mass function. Then in Sec. 6 we perform
several tests of the code, determining the optimal number of
lensing planes to be used. We also show some future applica-
tions of the code, such as Einstein radius mapping of galaxy
clusters and producing galaxy-galaxy strong lens catalogs.
We conclude our discussions in Sec. 8. For more extended
information we have also included several appendices.
2 LENSING BASICS
We will assume a weak field approximation to General Rel-
ativity. In this case, light propagates through the universe
on the geodesics of the perturbed Robertson-Walker metric.
The line element of this metric in the Newtonian gauge is
ds2 = a2
[
−
(
1 +
2Φ
c2
)
dτ2 +
(
1− 2Φ
c2
)
dl2
]
, (1)
where a is the cosmological scale factor, Φ is the Newtonian
potential, c is the speed of light, τ is the conformal time
time, and
dl2 = dχ2 +D2(χ)dω2, (2)
dω2 = dθ2 + sin2 θdφ2. (3)
Here χ is the comoving distance and D(χ), the comoving
angular diameter distance, is defined for different curvatures
K as follows:
D(χ) =

R sin(χ/R) K = +1,
χ K = 0,
R sinh(χ/R) K = −1.
(4)
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Figure 1. A schematic view of the multi-plane formalism, as described in eqn. 19.
where R is the curvature scale (R−1 = Ho
√
1− Ωm − ΩΛ/c
in the standard cosmological model before radiation domi-
nation).
The geodesic equation for a null geodesic on small
enough scale to ignore the curvature R is
d2x
dλ2
= − 2
c2
[
∇Φ−
(
∂x
∂λ
· ∇Φ
)
∂x
∂λ
]
(5)
neglecting higher order terms in Φ and λ being an affine
distance along the path. From the prospective of the light
ray this can be written more simple as
d2x⊥
dλ2
= − 2
c2
∇⊥Φ (x) , d
2x‖
dλ2
= 0 (6)
where x⊥ and x‖ are the coordinates perpendicular and par-
allel to the direction of propagation respectively.
If we imagine a thin slab that the ray enters perpen-
dicularly we can integrate equation (6) with a unperturbed
path within the slab. We can then calculate the deflection
angle of the ray on leaving the slab,
α (x⊥) = − 2
c2
∇⊥φ(x⊥), (7)
where φ(x⊥) is now the surface potential.
The surface potential is related to the surface density
by
∇2⊥φ(x⊥) = 4piGΣ (x⊥) (8)
where Σ(x⊥) is the surface density within the slab which
can be solved to get
φ(x) =
4G
c2
∫
d2x′ Σ(x′) ln |x− x′|. (9)
The position on the sky will be θ. The position of this
point where there no lensing will be θS , the source position.
The magnification matrix, or the Jacobian matrix of the
map between these coordinates, is
A ≡
[
∂θSi
∂θj
]
. (10)
This matrix is often decomposed into the convergence, κ(θ)
and the components of shear γ(θ). In the notation of ap-
pendix A, this decomposition is
A = (1− κ)I− γ1σ1 − γ2σ2 − γ3σ3 (11)
We have included a third component of “shear”, γ3, which
is not usually included, but, as we will see, is required when
there are more than one lens plane. The magnification of an
infinitesimal point on the sky is then
µ =
1
detA
. (12)
2.1 single lensing plane
It is instructive to consider the case of a single lens plane
where it is assumed that the light rays follow unperturbed
geodesics outside of the lens plane. This is the case usu-
ally considered in the literature so expressing it here in our
notation will serve to clarify our approach and what new
phenomena arise from multi-plane lensing.
In this case, the source and image positions are related
by
θS = θ − DlsDs α (θ) (13)
where Ds is the angular diameter distance to the source and
Dls, between lens plane and the source (x⊥ = θDl). In this
case, the convergence can be written in terms of the surface
density on the plane
κ(θ) = Σ(θ)/Σcrit , Σcrit ≡ c
2
4piG
Ds
DlDls (14)
so in this case κ(θ) can be considered a dimensionless surface
density. This is not the case for multiple lens planes. The
deflection field is a potential field which mean that γ3 = 0,
the field θS − θ has no curl and the shear field has no B-
modes. Also every point on the lens plane has a one-to-one
correspondence to a point on the image plane. As we shall
see these things are not guaranteed when there are multiple
lens planes.
3 MULTI-PLANE FORMALISM
In the multi-plane formalism, the mass in the universe is
projected onto multiple lensing planes, perpendicular to the
line of sight. As light travels from the lensed object to the ob-
server, it experiences deflection from each plane and passes
c© 0000 RAS, MNRAS 000, 000–000
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Figure 2. Halo mass function, recreated in a light -cone of 106arcsec2, for different redshift bins. The left panel shows the Press-Schechter
mass function, the middle one – the Sheth-Tormen one, and the right one – a power law with a slope of 1/6. The distribution of masses
(histograms), for which we put together 64 different light-cone realizations, is in very good agreement with the theoretical mass functions
(lines) for all redshifts.
unperturbed through the space between the planes. The
multiple plane lens equation has the following form
θS = θ −
N∑
i=0
Dis
Ds α
i(θi) , (15)
where N is the number of planes, Ds is the angular diameter
distance to the source and Dis – between plane i and the
source. See figure 1.
For the purpose of our work, from now on we will use
only comoving positions and angular distances:
x = (1 + z)x, (16)
D = (1 + z)D, (17)
where z is the redshift of the plane in consideration.
It is important to note here that since we calculate the
angular diameter distances between planes assuming the
Robertson-Walker metric, the mass added to those lenses
planes will cause our light-cone to effectively contain more
mass than the average for the Friedman-Lemaitre universe
used to calculate the distances if it is not compensated for –
the average angular size through the planes will the smaller
on average. This is not a small effect if a significant fraction
of the mass in the universe is represented on the planes.
When needed we correct for this by add a uniform negative
mass density to each of the planes that compensates for the
clustered mass so that the average surface density is zero on
each plane (Schneider & Weiss 1988)3. This will be further
discussed in section 5.
The deflection angles at each plane add to give the angle
with respect to the radial direction at the ith plane. From
equation (15) it follows then that the position on the (i+1)th
plane is
xi+1 = xi −Di+1,i
{
θ +
i−1∑
j=1
αj(xj)
}
. (18)
Applying this to the ith plane in terms of the (i−1)th plane
3 This could be avoided by using a Dryer-Roeder angular diam-
eter distances.
Figure 3. Position of the four images (different symbols) of a
lensed quasar at redshift z = 3.62 by a galaxy at redshift z = 0.42
in simulations with different numbers of lensing planes (6, 8, 12,
14, 16, 18, 20, 22, 24, 26, 28, 30, 32, 44, 56, 68, 80, 92, 104). The
color of the symbols darkens with increasing number of planes.
The positions clearly converge as the number of planes increases.
and subtracting the equations gives a recursion relation for
the positions on the planes
xi+1 =
(
Di+1,i
Di,i−1
+ 1
)
xi− Di+1,i
Di,i−1
xi−1−Di+1,iαi(xi) (19)
with the initial conditions
x0 = 0 , x1 = θD1. (20)
The first of these is the requirement that all the rays con-
verge at the observer.
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Figure 4. Image positions and magnification as a function of the
comoving distance between the lensing planes (different number of
planes) for the lensing simulation of a quasar at redshift z = 3.62
by a galaxy at redshift z = 0.42. Separation of approximately 300
comoving Mpc corresponds to 22 lensing planes in this case.
The magnification matrix defined in (10) can be ex-
pressed on each plane as
Ai ≡ 1
Di
∂xi
∂θ
. (21)
This is what the normal magnification matrix would be if
the (i + 1)th plane where the source plane. Differentiating
equation (19) yields
Ai+1 =
Di+1,i−1
Di,i−1
Di
Di+1
Ai − Di+1,i
Di,i−1
Di−1
Di+1
Ai−1 (22)
−Di+1,iDi
Di+1
GiAi (23)
with the initial conditions
A0 = 0 A1 = I. (24)
The forcing term is
Gi ≡ ∂α
i
∂xi
= gi0I+ g
i
1σ1 + g
i
2σ2. (25)
where the notation of Appendix A is used. The coefficients
are related to the Newtonian surface potential on the planes
by
g0 =
1
2
∇2φ g1 = 1
2
(φ,11−φ,22 ) g2 = φ,12 (26)
The term (23) can be written out as
GA = [g0(1− κ)− g1γ1 − g2γ2] I
+ [−g0γ1 + g1(1− κ) + g2γ3]σ1
+ [−g0γ2 + g2(1− κ)− g1γ3]σ2
+ [−g0γ3 − g1γ2 + g2γ1]σ3 (27)
It can be seen in equation (27) that there is a σ3 com-
ponent to the magnification matrix which does not exist in
the case of one lens. In appendix A, it is shown that this
implies a rotation in the image (Pen & Mao 2006). The case
of two lens planes is worked out explicitly for pedagogical
purposes in appendix B.
4 CODE IMPLEMENTATION
Multi-plane lensing is implemented as an extension to the
preexisting GLAMER code. Other aspects of the GLAMER
code are described in more detail in Metcalf & Petkova
(2013) (MP). The code is written in C++ in an object ori-
ented manor so that characteristics of the lenses and sources
can be chosen by the user in a very flexible fashion. There are
a number of options allowed which will be described briefly
here.
Rays are shot from the observer to the source plane us-
ing equations (19) and (27). In each plane the deflection,
convergence and shear are calculated using the methods de-
scribed in MP. The mass distribution on each plane can be
represented in several different ways. A surface density map
can be input in FITS format. This option is useful for repre-
senting the output of N-body simulations and semi-analytic
methods for constructing galaxies and galaxy clusters such
as MOKA (Giocoli et al. 2012). The lens planes can also con-
tain analytic “halos”. The halos can have a variety of differ-
ent mass profiles – Navarro-Frenk-White (NFW) (Navarro
et al. 1997), non-singular isothermal sphere (NSIE), power-
law, Hernquist (1990), point-mass, etc. These “halos” can
represent the baryonic component of galaxies, the dark mat-
ter halos or even stars. The contributions of the halos to the
lensing quantities are calculated using a modified tree algo-
rithm when there are enough of them to warrant it (see MP).
Finally, the mass on a plane can be represented by simula-
tion particles with an adaptive smoothing in which case the
lensing quantities are calculated by tree algorithm. The code
allows for any combination of these representations. For ex-
ample, the dark matter halos could be represented by NFW
profiles, the baryonic galaxy by an NSIE, the mass outside
of halos by a mass map and the stars by point masses all at
the same time.
Once the lens has been constructed rays are shot back
to the source plane in a uniform grid on the image plane.
This initial gridding can be used to make shear or magni-
fication map with uniform resolution if that is desired. As
described in MP there are a number of options for refin-
ing the grid of rays. The code can be made to find critical
curves and caustics and increase the resolution of them to
the desired level. It can also be made to refine the grid to
resolve a particular source. The ray shooting is parallelized
with POSIX threads, which increases the performance sig-
nificantly especially when the number of planes is large.
There are also a variety of options for representing the
sources. The simplest source is circular with uniform sur-
face brightness. The source can also have an analytic sur-
face brightness distribution or a pixelized surface brightness
distribution that can be input in FITS format. There can
be any number of sources and they can be of mixed type.
Each source can also have a different redshift. Because of the
adaptive gridding of the rays each source can be resolved by
c© 0000 RAS, MNRAS 000, 000–000
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Figure 5. Relative error (31) of the lensing properties – inverse of
the magnification (top), magnitude of the deflection angle, mag-
nitude of the shear and convergence (bottom) – for simulations
with the same light-cone, but differing comoving distance between
the lensing planes (different number of planes). Separation of ap-
proximately 300 comoving Mpc corresponds to 18 lensing planes.
The field of view is 104 arcsec2, the mass function goes down to
109M halos and up to redshift z = 2.0. The true solution in
this case is assumed to be the one with one plane for each halo
at precisely its redshift.
shooting a relatively small number of rays to the particular
redshift of the source.
5 GENERATING LIGHT CONES
In this section, we describe the different types of light-
cones that are implemented within or can be input into
the GLAMER code. The mass within the light-cone can
be generated in four different ways: (i) particles can be
taken directly from a N-body simulation of a light-cone and
sorted onto planes, (ii) halos can be identified in the N-body
simulation and inputted into GLAMER as a halo catalog,
(iii) random halos can be generated within GLAMER from
a redshift dependent mass function and other analytic de-
scriptions of their internal parameters, (iv) two dimensional
maps of surface density, which are generated from a N-body
simulation or semi-analytic simulation, can be input into
GLAMER. A light-cone can have lensing planes of any mix-
Figure 6. Distribution of the deflection angle, convergence, and
shear of a set of 32 random and uncorrelated fields of view. The
area is 104 arcsec2 and the NFW halos are from a ST mass func-
tion down to 109M, distributed on 20 planes. The source is at
redshift z = 2.0. The results agree very well with simulations by
Pace et al. (2011)
ture of these types – for example a galaxy cluster might be
represented by a mass map and the foreground and back-
ground objects generated randomly from a mass function.
We will discuss each of these cases below.
5.1 Light-Cones from Simulation Particles
GLAMER allows the user to input a list of particle positions
and smoothing scales for a light -cone. The smoothing is
best done adaptively according to particle density in three
dimensions – as in Smooth Particle Hydrodynamics (SPH).
The particles are sorted onto the desired number of lens
planes and then a tree structure is constructed on each plane
to calculate the deflection and other lensing quantities (see
MP for details). For state-of-the-art numerical simulations
the number of particles within a complete light-cone can
be very large which makes memory management difficult.
For this reason, we favor using methods (ii) or (iv) or a
c© 0000 RAS, MNRAS 000, 000–000
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combination of them to represent the output of a N-body
simulation, but the ability to use the particles directly is
maintained. A simulation of a single object with relatively
few particles can be implanted within a light-cone that is
represented in a different way.
5.2 Light-Cones from Halo Catalog
GLAMER is able to read in a catalog of halos and their
properties. These halos can be taken from an N-body sim-
ulation or any other source. The halos are projected onto
the lensing planes keeping their angular positions fixed and
a tree structure is constructed on each plane. The force and
deflections are calculated by tree algorithm (see MP).
To represent an N-body halo as an analytic halo, pa-
rameters of the halo model must be matched to quantities
calculated from the particle distribution – virial mass, half
mass radius, maximum circular velocity, moments of iner-
tia, etc. This procedure is somewhat dependent on the halo
catalog used and what information it provides. One can also
attempt to represent the baryons that might not be in the
simulation with an additional “halo” within the dark matter
halo. This requires further modeling of the relation between
halo mass and stellar mass and the distribution of baryonic
mass within a N-body halo of a given type. These are inter-
esting subjects that are being actively investigated. Lensing
has great potential for investigating these relationships. We
will not discuss them in detail here since our purpose is to
introduce a tool for investigating them and not to advocate
any particular model.
We have implemented one full pipeline for N-body to
sky images using the Millennium Simulation catalog of ha-
los and with sources from the Millennium Run Observatory
(Overzier et al. 2013). This project will be discussed in a
separate paper.
5.3 Light-Cones from Generated Halos
The halos catalog can also be created internally and then
sorted onto lens planes as in the case a catalog from a N-
body simulation. No attempt has been made yet to cluster
these halos or to create subhalos within halos for the full
light-cone. The halos masses are drawn randomly from a
mass function. The mass functions implemented in our code
so far are:
• Press & Schechter (1974) (PS);
• Sheth & Tormen (1999) (ST);
• Power-Law (PL), given by the following equation:
dN
d lnM
=
A
M2
√
1
2pi
[
M
M∗(z)
]α
× exp
{
−1
2
[
M
M∗(z)
(1 + z)3/2
]ζα}
; (28)
where α represents the slope of the power-law, A = 0.2,
ζ = 1.3 and M∗(z) the non-linear mass at redshift z given
such that δc(z) = S(M), with δc(z) the overdensity required
for spherical collapse at z, and S(M) is the variance in the
linear fluctuation field when smoothed with a top-hat filter
of scale R = (3M/4piρ¯)1/3 where ρ¯ is the comoving density of
the background. The Sheth & Tormen (1999) mass function
in ΛCD on cluster mass scales is well approximated by α =
1/6.
The three different mass function are plotted in Fig. 2 .
For a test, we have populated light-cones of 106arcsec2 and
measured the mass function in different redshift bins. The
histograms of the halo masses, for which we put together
64 different realizations of the light-cone, are also plotted in
Fig. 2. The agreement is very good.
In order to model the halo lensing properties we need to
make some assumption about the dark matter distribution
inside the virial radius of each system - the virial radius
defines the scale inside which the overdensity exceeds the
critical value predicted for collapse (Gunn 1977; Bond et al.
1991; Lacey & Cole 1993). Numerical simulations predict
that the dark matter follows an NFW profile (Navarro et al.
1997, 2004) or something very close to it. Using this model
we must also fix the concentration (the ratio between the
scale and the virial radius: c = rs/R ) for each halo. In
GLAMER we have implemented four model for the mass-
concentration relation (we refer the reader to the cited pa-
pers for more details): Zhao et al. (2009), Mun˜oz-Cuartas
et al. (2011), Giocoli et al. (2012b) and a power-law rela-
tion:
c = 10
(
M
1012
)α [
H0
H(z)
]2/3
(29)
where the redshift evolution factor is motivated by the
change of the normalization as seen in cosmological numer-
ical simulations.
This method of populating the light-cone with halos has
several limitations with respect to using a halos catalog de-
rived from an simulation. Since the positioning of the halos
is random, we discard any clustering or particular environ-
mental effects. Halos do not have subhalos within them. The
advantage is that there is no resolution limit and no limit
to how many light-cones can be created.
As in the halos from N-body case, the baryonic com-
ponent can be modeled by adding an additional halo to the
center of each NFW halo. So far we have implemented one
simple way of doing this. The galaxy is modeled as a NSIE
with a random orientation. The mass of the NSIE is cal-
culated using the stellar mass/halo mass relation of Moster
et al. (2010):
Mstar = mo
(Mhalo/M1)
γ1
[1 + (Mhalo/M1)β ]
(γ1−γ2)/β (30)
with mo = 7.3113 × 1010 M, M1 = 2.8575 × 1010 M,
γ1 = 7.17 , γ2 = 0.201 and β = 0.557. This is derived from
matching the abundance of observed galaxies to the number
of predicted halos in mass bins. The NFW halos mass is re-
duced accordingly. Much more sophisticated ways of doing
this are possible and will be implemented in the future.
The centers of some halos will lie outside the light-cone,
but they will intersect the cone’s boundary. This can result
in boundary effects because the density out the boundary of
the field is artificially low. A buffering option is implemented
to avoid this. All the halos are created in the region outside
of the cone but within a fixed proper distance (∼ 1Mpc)
from the boundary. The result is a funnel shape instead of
a cone.
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5.4 Mass Maps
Maps of surface density in FITS format can be read into
GLAMER and placed on a lens plane at the desired redshift.
The deflection and shear are found by Fourier transform-
ing the surface density, solving equation (9) for the poten-
tial, evaluating equations (26) and then Fourier transform-
ing back to real space. Maps of shear and deflection are
stored so that this need be done only once. The lensing
quantities are then evaluated by interpolating from these
maps during the ray shooting procedure.
When using a light-cone taken from a large-scale sim-
ulation it is very advantageous to project the particles in
shells around the observer onto planes and then construct
two dimensional density maps by CIC (clouds in cell) or
some other method. Because the shells can be quite thick,
as we will see in section 6, this can save an enormous amount
of memory and computational time over using the particles
directly without significant lose in accuracy. We have also
used this capability to implant simulated galaxy clusters into
light-cones that are otherwise populated with halos. Fig. 7
shows and example of this.
5.5 Sources
Sources can be distributed throughout the light-cone. They
can be represented by a number of analytic forms including
a circular uniform surface brightness profile, a Se´rsic (1963)
profile and an inclined exponential disk profile. A pixelized
image of the source can also be used. A catalog of sources
can be read in from an external source or individual sources
can be created randomly. GLAMER can adaptively find and
refine around the image even when they are highly distorted
and there are multiple images of the source. The rays are
shot only back to the redshift of this source.
A numerical effect can occur if the source is placed in the
center of a halo and then the halo is projected to the nearest
lens plane that is at lower redshift than the source. This
will produce alignments with significant differences in radial
distance and spurious lensing. The distance between planes
should be small enough to make the lensing by the nearest
plane small, but the perfect alignment can have unwanted
effects. To avoid this, the deflection is turned off for the lens
plane that contains the source’s halo.
6 TESTS
We perform several tests to check the accuracy and conver-
gence of our multi-plane gravitational lensing implementa-
tion in the code GLAMER. In our first test we determine the
convergence of our code by comparing the image positions
and magnification of a four-imaged quasar, as a function of
the number of lensing planes. In Fig. 3 we plot the posi-
tion of the four images of the quasar at redshift z = 3.62,
lensed by a galaxy at redshift z = 0.42. The field of view
of 104arcsec2 with a buffer of 1 Mpc, filled with NFW halos
from a ST mass function down to 109M. We compute the
lensing properties and change the number of planes in two
plane interval as the main galaxy lens stays fixed on a plane
at redshift z = 0.42.
The changes in the image positions are no greater
Figure 8. The number of planes needed in a simulation versus
source redshift. The values are chosen for separation distance be-
tween lensing planes of 300 comoving Mpc.
than 0.4 arcsec in one x-direction and 1.2 arcsec in the
y-direction. This can also be observed in Fig. 4, where plot
the image positions and inverse magnifications as a func-
tion of the distance between the planes. The positions show
very small (< 0.2 arcsec) scatter for 300 comoving Mpc or
less, equivalent to 22 lensing planes. The same holds for the
inverse magnification.
Our next test aims to examine how other lensing prop-
erties, such as shear and convergence, converge with increas-
ing the number of lensing planes. For the study we generate
a light-cone with a field of view of 104 arcsec2 that extends
to redshift z = 2.0. We populate it with NFW halos from
a ST mass function down to 109M. As a “true” result we
consider the case where an infinite number of planes is used,
i.e. each lensing halo occupies a single lensing plane. We will
denote this results as the “true” solution.
We compare the relative error of the lensing properties
of simulations with different number of planes to the true
solution. To do this we compare the image maps pixel by
pixel and we formulate the the relative error  in the follow-
ing way:
 =
1
Npixels
Npixels−1∑
i=0
xi − xtruei
xtruei
, (31)
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Figure 7. Convergence map of a cluster without (left) and with (right) structure along the line of sight. The cluster lens is located at
redshift z = 0.3, it posses a mass of 9.2× 1014M and a concentration of 7. The green contours in the two figures show the location of
radial and tangential critical lines. The cluster on the left possess an Einstein radius of 18.9 arcsec while in the right panel, where the
structure along the line of sight are included, the Einstein radius is 21.3 arcsec.
where
Npixels =
Npixels−1∑
i=0
xi, (32)
and xi is the value of the quantity at the respective pixel i.
In Fig. 5 we plot the relative error for the convergence,
shear, deflection angle, and inverse magnification as a func-
tion of the comoving separation between the lensing planes.
The relative error for the deflection angle and the inverse
magnification is very small – for less than 300 comoving Mpc
between the planes it is around 0.1%. The error for the con-
vergence and shear is ten times larger and drops down to
less than 5% for less than 300 comoving Mpc, which sup-
ports the conclusions from our previous test. This separa-
tion corresponds to 18 lensing planes for a source at redshift
z = 2.
In the next test, we investigate the agreement of our
distributions of the lensing quantities with already published
results. We compute histograms of the lensing properties of
a field of view with the same parameters as the one from
the previous test (field of view of 104 arcsec2, extending to
redshift z = 2.0, populated with NFW halos from a ST
mass function down to 109M), but keeping the number
of planes fixed to 20. We change randomly the distribution
of the NFW halos in the light-cone and obtain a set of 32
different and uncorrelated fields of view. In Fig. 6 we show
the average of the convergence, shear, and deflection angle
for the 32 realizations of the image plane and we overplot
the standard deviation. The results agree very well with the
ones from Pace et al. (2011), despite the much smaller field
of view.
Finally, we show how structure along the line of sight
may change the Einstein radius of a galaxy cluster. In our
simulation we define the Einstein radius as the median dis-
tance of the tangential central critical points from the cluster
center Meneghetti et al. (2010a). In the left panel of Fig. 7
we show convergence map of a halo created with MOKA
(Giocoli et al. 2012a) at redshift z = 0.3. The cluster pos-
sess a virial mass of 9.2× 1014M and a concentration of 7.
In the right panel we include in the map the effect of uncor-
related structures along the line of sight, assuming an empty
light-cone. The green lines in the maps represent the radial
and tangential critical curves, where the magnification of the
background sources, located at zz = 2, is infinite. The green
connected points in the center of the maps indicate the Ein-
stein radius of the cluster, measured as the median distance
of the tangential central critical points to the halo center.
From the analysis we notice that while the Einstein radius
in the left figure is 18.8 arcsec, in the right increases to 21.3
arcsec, where LSS are included. We will discuss motivate
and better quantify this effect in a future paper Giocoli et
al. in preparation.
We have also performed further small test to ensure the
accuracy of our multi-plane lensing scheme. For example, we
have tested that the average lensing mass on each plane is
zero and that an empty light-cone with an arbitrary number
of lensing planes always produces zero deflection. We also
checked that an analytic lens placed in an empty light-cone
with an arbitrary number of planes agrees fully with the
single lens plane calculation.
From our tests we conclude that a separation of 300
comoving Mpc or less is sufficient for accurate representa-
tion of the lensing field. In Fig. 8 we show the correspon-
dence between number of planes and source redshift, that
gives approximately 300 comoving Mpc plane separation.
For redshift z = 2, 18 planes are sufficient. For much higher
redshifts, z = 10, the number increases to 32.
7 SOME APPLICATIONS
In this section, we present some example applications to
demonstrate GLAMER’s applicability to interface with other
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lensing codes and to produce simulated observations. We do
this without fully describing the parts of the simulations that
are not directly related to the functionality of GLAMER.
As previously discussed, Fig. 7 shows the convergence
map for a simulated galaxy cluster. The cluster lens located
at redshift z = 0.3 was created using MOKA (Giocoli et al.
2012), and has as input parameters a mass of 9.2×1014M/h
and a concentration of 7, and sources are located at redshift
zs = 2. The axial ratios of the cluster ellipsoid are randomly
drown from the Jing & Suto (2002) distributions, they are
a/b = 0.62 and a/c = 0.3 where a, b and c represent the
smallest, intermediate and largest axis of the halo ellipsoid,
respectively; the random orientation of the systems, with
respect to the line of sight, gives in the plane of the sky
an axial ratio of the ellipse that is a′/b′ = 0.32. As a re-
sult the cluster on the left is characterized by an Einstein
radius θE = 18.8 arcsec. In GLAMER we have created an
interface that allows MOKA outputs to be reprocessed in-
cluding background and foreground objects by constructing
a random light-cone as described in section 5.3. The MOKA
map was in this way inserted into the light-cone. As in all
these examples, the ray tracing was done without the Born
approximation. Similar map of the shear and deflection are
created. The critical lines and caustics can be mapped and
the images of lensed background objects can be found. The
created light-cone realization modify the size of the Einstein
radius to θE = 21.3 arcsec.
Fig. 9 shows a map of the inverse of the magnification
for a random 8.4 by 8.4 arcminute field. The light-cone was
constructed from a halo catalog extracted from the Millen-
nium simulation. Each halo is represented by a NFW profile
for the dark matter and a NSIE profile for the inner regions.
The grid in which the rays have been shot was refined to give
higher angular resolution where the magnification is high.
Fig. 10 shows twelve examples of simulated galaxy-
galaxy strong lenses. The ray shooting grid is refined to
adapt to the surface brightness of the images. Each source
is ray traced back to its own redshift and has a NFW+NSIE
halo. Here the caustics in a random light-cone were found
and an extra source was put close to the caustic. Many thou-
sands of such lenses can be created easily. Such images are
being used to test lens finding robots, lens modeling algo-
rithms and predict the statistics of detectable lenses.
8 DISCUSSION AND CONCLUSIONS
We have presented an extension of the ray-shooting lensing
code GLAMER to multiple planes and its ability to perform
lensing simulations in a light-cone, rather than using a sin-
gle lens. This allows us to perform more accurate statistical
strong and weak lensing simulations and study properties of
the strong lensing galaxies and galaxy clusters, as well as
the structure along the line of sight outside of the primary
lens.
We have presented in detail the methodology and nu-
merical implementation that we have use. The mass in the
universe, in the form of halos, is projected onto a discrete
number of lensing planes and the lensing properties, such as
deflection and convergence, are computed on each of these
planes and summed up according to the lens equations. The
summation of the contributions from the different halos is
performed via a spacial tree algorithm in order to improve
accuracy and speed. Details of the performance and limita-
tions of the tree can be found in MP.
The halos, populating a light-cone, can be either taken
from a dark matter simulation or randomly generated from
a mass function at different redshifts. For the second one
we have adopted three different mass functions – Press-
Schechter, Sheth- Tormen and a simple power law. In this
context more general and useful relations can be imple-
mented and inputed as desired.
We have presented various tests and applications of our
code. We have shown that the optimal number of planes
per light-cone is achieved for a separation of circa 300
comoving Mpc. We have presented that the image position
of a lensed quasar by a galaxy converges for this value. More-
over, the relative uncertainty between the lensing properties
in a simulation with that given plane separation and an in-
finitesimal one is less than 3%. We have also shown that the
statistical distribution for the lensing properties in our sim-
ulations agree very well with previously published results.
Finally, we have demonstrated some of the applications that
the code is already being applied to.
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APPENDIX A: ELLIPTICITY IN TENSOR
REPRESENTATION
We have found the following formalism useful in dealing with
propagating magnification matrices and dealing with galaxy
ellipticities.
The magnification matrix, ellipticity or any 2-by-2 ma-
trix can be represented as
E = ρI+ 1σ1 + 2σ2 + 3σ3. (A1)
where 1, 2 and 3 are scalar coefficients which may depend
on position on the sky. The matrices are
I =
(
1 0
0 1
)
(A2)
σ1 =
( −1 0
0 1
)
σ2 =
(
0 −1
−1 0
)
(A3)
σ3 =
(
0 1
−1 0
)
(A4)
These matrices obey the following algebraic relations
σ1σ2 = σ3 σ1σ3 = σ2 σ3σ2 = σ1
σ1σ1 = I σ2σ2 = I σ3σ3 = −I (A5)
σiI = Iσi = σi , σiσj = −σjσi , for i 6= j
Some of the standard quantities and transformations are
easily expressed in this basis:
trE = 2 ρ trace (A6)
detE = |E| = ρ2 − 21 − 22 + 23 determinant (A7)
ET = ρI+ 1σ1 + 2σ2 − 3σ3 transpose (A8)
E−1 =
1
|E| [ρI− 1σ1 − 2σ2 − 3σ3] inverse. (A9)
The rotation operator in this space is
R = cos(φ)I− sin(φ)σ3 (A10)
Using the algebraic relations, the behavior of these matrices
under rotations can be written
R−1σ1R = cos(2φ)σ1 − sin(2φ)σ2 (A11)
R−1σ2R = cos(2φ)σ2 + sin(2φ)σ1 (A12)
R−1σ3R = σ3 (A13)
Thus I and σ3 are rotationally invariant.
The ellipticity of a galaxy can be represented by a ma-
trix with only σ1 and σ2 components
Eˆ = 1σ1 + 2σ2. (A14)
Using equation (A11) it can be seen that an ellipticity with
only an 1 component will become an ellipticity with a 2
component when rotated. In this way an angle can be asso-
ciated with any ellipticity – the rotation angle required to
rotate the ellipticity into having only an 1 component. This
angle is defined only up to an additive integer multiple of pi.
We can multiply ellipticities together using the alge-
braic relations (A5)
Eˆ(1)Eˆ(2) =
(

(1)
1 
(2)
1 + 
(1)
2 
(2)
2
)
I
+
(

(1)
1 
(2)
2 − (1)2 (2)1
)
σ3 (A15)
= |(1)||(2)|
[
cos
(
2(φ(1) − φ(2))
)
I
+ sin
(
2(φ(1) − φ(2))
)
σ3
]
(A16)
where || = 21 + 22. This product is rotationally invariant
and describe the relative orientation of the ellipticities. Half
its trace can be used as a scalar product.
APPENDIX B: TWO PLANE LENS
To get a better intuitive feel for what is happening we can
apply the equations in section 3 to the case where there are
two lens planes. In this case, the position on the source plane
(i = 3) is
x3 = D3θ −D3,1α1 [D1θ]
−D3,2α2
[
D2θ −D2,1α1 [D1θ]
]
(B1)
and the magnification is
A3 = I− D3,2D2
D3
G2 − D3,1D1
D3
G1 (B2)
+
D3,2D2,1D1
D3
G2G1. (B3)
The nonlinear term written out is
G2G1 =
(
g1og
2
o + g
1
1g
2
1 + g
1
2g
2
2
)
I
+
(
g1og
2
1 + g
1
1g
2
o
)
σ1 +
(
g1og
2
2 + g
1
2g
2
o
)
σ2
+
(
g11g
2
2 − g12g21
)
σ3. (B4)
It is seen in these formulae that the magnification matrices
of each of the lens planes acting alone add (B2), but there
is an additional nonlinear contribution (B3) which gives rise
to a rotation.
APPENDIX C: TRANSFORMATION OF THE
MOMENTS
For completeness we include here the transformation of an
image’s moments by the gravitational lensing distortion in
the tensor formalism. We feel that this is a more intuitive
way to express these transformations than the more common
ways in the literature (see Miralda-Escude 1991; Kaiser &
Squires 1993; Bartelmann & Schneider 2001).
The moments tensor of an image with surface brightness
I(θ) can be define as
M =
∫
d2θ I(θ) (θ − θo)(θ − θo)T (C1)
= ρI+ 1σ1 + 2σ2. (C2)
where θo is the centroid of the image. The surface brightness
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is conserved but the coordinates are transformed
M =
∫
d2θ I(θ) (δθ)(δθ)T (C3)
=
∫
d2β
|A| I(β) A
−1δβ(A−1δβ)T (C4)
=
∫
d2β
|A| I(β) A
−1δβδβT(A−1)T (C5)
=
1
|A|A
−1M′(A−1)T (C6)
where it is assumed that the magnification matrix is con-
stant over the source. Primes will indicate quantities for the
original, pre-lensed source. Written out in our tensor nota-
tion this is
M =
1
|A|
[
ρ′A−1(A−1)T + ′1 A
−1σ1(A
−1)T (C7)
+′2 A
−1σ2(A
−1)T
]
. (C8)
This can be readily worked out in terms of convergence and
shear using equations (A7), (A8) and (A9) along with the
decomposition of A (11) (note the negative signs),
M =
(1− κ)2
|A|3
{
ρ′ [
(
1 + γˆ21 + γˆ
2
2 + γˆ
2
3
)
I (C9)
− 2 (γˆ1 + γˆ2γˆ3)σ1
−2 (γˆ2 − γˆ1γˆ3)σ2]
+′1 [ − 2 (γˆ1 + γˆ2γˆ3) I
+
(
1 + γˆ21 − γˆ22 − γˆ23
)
σ1
+2 (γˆ3 + γˆ1γˆ2)σ2]
+′2 [ − 2 (γˆ2 − γˆ1γˆ3) I
− 2 (γˆ3 − γˆ1γˆ2)σ1
+
(
1− γˆ21 + γˆ22 − γˆ23
)
σ2
]}
where γˆ is the reduced shear,
γˆi ≡ γi
(1− κ) . (C10)
Equation (C9) is the full transformation without aver-
aging over the unknown orientation of the source or mak-
ing the weak lensing approximation (while it is assumed
that the shear and convergence are constant over the whole
image). Averaging over the orientation of the source gives
〈′1〉 = |′|〈cos(2φ)〉 = 0 and, by the same argument, 〈′2〉 =
〈′1′2〉 = 0 and 〈ρ′′1〉 = 〈ρ′′2〉 = 0. By expanding to first
order in shear and convergence (the weak lensing approx-
imation) and then averaging over the source’s orientation
one obtains,〈
M
trM
〉
'1
2
I− γˆ1σ1 − γˆ2σ2 (C11)
+
〈
′1
2
〉
γˆ1σ1 +
〈
′2
2
〉
γˆ2σ2 (C12)
=
1
2
I−
(
1− |
′|2
2ρ′2
)
(γˆ1σ1 + γˆ2σ2) (C13)
where 〈′12〉 = 〈′22〉 = |′|/2 has been used. For convenience
and to comply with the common definition of ellipticity, we
define ˆ1 = 1/ρ and ˆ2 = 2/ρ.
4
4 It is common to define the components of ellipticity as e1 =
(M11 −M22)/trM and e2 = 2M12/trM.
It is convenient to renormalize moments matrix and
subtract the trace
Q ≡ 1
1− 〈|ˆ′|2〉/2
(
1
2
I− M
trM
)
(C14)
where the average in the denominator is now over both
the magnitude and the orientation on the source ellipticity.
When Q is average in this way we get
〈Q〉 ' γ1σ1 + γ2σ2. (C15)
Thus Q is an estimator of the weak shear. We find this ex-
pression simpler and more intuitive than the more common
transformations using “polars” (Kaiser & Squires 1993) or
complex ellipticities (Seitz & Schneider 1997).
This paper has been typeset from a TEX/ LATEX file prepared
by the author.
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