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1.1. Concept de la microprogrammation 
1.1.1. Qu'est-ce_gue_microprogramme:-? 
Formellement, un ordinateur est composé de cinq unités 
de base - l'uni té d' entrée 
- l'unité de contrôle 
- l'unité de mémoire 
- l'unité arithmétiaue et logique 
- l'unité de sortie. 
Le cheminement des données et des instru ct ion s machine 
à travers ces unité s est généralement bien compris (Fig . I.l). 
Par contre les signaux de contrôle le sont moins sau f par le 
"constructeur". Ces signaux , générés dans l'unité de contrôle , 
déterminent le chemin des informations ainsi que ''les tops 
d 1 horloge 11 du système . 
La microprogrammation est associee à l'aµproche ordonnée 
èt systématique des fonctions de l'unité de contrôle . Celles-ci 
comprennent: 
1. la prise en charge de l ' instruction à exécuter ; 
2. l e décodage de l ' instruction machine et l e contrôle 
d e chaque "mic ropas" ; 
3. le contrôle du chemin des données pour exécuter l a 
dite opération; 
4. l e change ment d'état de la machine pour permettre la 
prise en charge de l ' instruction suivante. 
Les unités de contrôle conventionnelles réalisent ces 
fonction s par un assemblage relativement complexe de 11 fl ips-flops 11 
(ex: registres,cornpteurs, etc ... ) ; Au contraire , l'unité de con-
trôle d ' un ordinateur microprogrammable comporte deux parties : 
la mémoire de contrôle et le décodage du contrôle. Les éléments 
sont bien structurés et fourniss e nt un moyen de contrôle bien 
organisé et flexible (Fig . I. 2 ) . La microprogranm1a tion est donc 
une technique pour implémenter les fonctions de contrôle qui sont 
organisées sur la base de mots stockés dans une unité mémoire . 
Remarquons que si cette mémoire est altéra ble, la microgrammation 
p e rmet la modification de l'architecture du système. Le même 
hardware , peut apparaître corrm1e une variété de systèmes différents 
et , par voie de conséquence , atteindre des possibilités optimales 
pour chaque applicat i on à effectuer . 
1.1.2. Quelgues_dates 
1951 L'obj ectif de Wilkes ~tait de "fournir un e approche d'élà -
boration systématique et ordonnée pour la partie contrôle 
de tout système de calcul" (WILKES~ 1951). I l compare 
l'exécution des p a s individuels d'une instruction machine 
avec l' e xécution des instr uctions individuelles d'un pro- .t . 
gramme , d'où le terme microprogrammation . 
19 56/7 Glantz et Ivie.rcer R.J. (GLANTZ , 1956 ; MERCER , 1957) mettent 
en évidence que, par la microprogramrnation , l'ensemble des 
instructions peut ê tre v ar iable . 
1964 Des artic les sur la microprogr.ammat:io1vapparaisse nt. Ils 
montrent comment on peut étendre les possibi lités des 
Co ntrôl~ 
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petites machines (BECK, 1964 ; BOUTWELL, 1964 ; AMDAHL, 
1964 ; HILL, 1964 ; Mc GEE, 1964). Les machines IBM 360 
montrent que par la microprogrammation, des ordinateurs 
de puissance différentes peuvent être fournis avec un 
ensemble d'instructions identique . 
Melbourne et Pugmire (MELBOURNE , 1965 ) décrivent un support 
de microprogrammation pour"compilei' et interpréter les 
l angages de haut-niveau. 
Green et Tucker (GREEN 1966 TUCKER, 1 965 ) décrivent 
l ' émulation d'une machine sur une autre par la micronro-
grammation. 
Opler (OPLER , 1967 ) forme le terme "firmware " pour désigner 
des microprogrammes destinés à supporter du softvB.re. 
Wilkes (WILKES, 1969) et Rosin (ROSIN, 1969 ) font le point 
sur le -développement de la microprogrammation . 
Husson (HUSSON, 1970) publie le premier traité sur la 
microprogrammation . 
Durant les cinq dernières années peu d'articles de base 
furent publiés. En fait, on s ' est penché sur le développement 
matériel des multiples idées émises et les articles sont plutôt 
devenus des descriptions de réalisations pratiques . 
1.2. Champs d'aJ?p:lication 
Nous pouvons distinguèr cinq grandes classes d ' applications. 
Ces classes n e s ' excluent pas mutuellement; au contraire leur 
intersection est significative. Ce sont les problèmes spécifiques 
qui se présentent· qui ont amené une telle classi f ication . 
1.2.1. Contrôle_efficient_pour_une _architecture_bien_seécifigue 
Un exemple est "l ' implémentation" de la gamme IBM 360 
dans laquelle de nombreux processus d'organisation interne radica-
lement différente coexistent grâc e à une microprogrammation assu-
rant une spécif5.cation architecturale ide nt i que . C'est la compati-
bilité de bas et de haut de gamme. La microprogra mmation est ici 
considérée comme un moyen économique de standardisation . 
1.2.2. Adaptation_d'une_architecture_existante_avec_ou_sans 
modifica tion du che min d es données 
Cette application est plus tournée vers 1:utilisateur 
que toutes les autres. Les concepts d'ensembles _d!instructions 
particulières et d 'addi. tion de "macros II pour étendre l'arc hi tec-
ture d'un système, peuvent sans problème entrer dans cette classe. 
Nous pouvons qualifier cette classe d'applications d e 
microprogrammation interprétative. En effet , le chemin de données 
existant est adapté pour interpréter et exécuter une autre archi-
tecture ou un langage de haut niveau. Les émulateurs, pourrait-on 
nous objecter, sont aussi interprétateurs, c'est vrai. Cependant, 
deux raisons nous guident à les -placer dans une autre classe 
d'applic a tions . D'ab6rd, la conception d'émulateurs s'est consi-
dérable ment étendue, ensuite les émulateurs ont de nombreux pro-
blèmes particuliers ~ui doivent être discutés séparément. 
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1.2.3. Emulation d'hardware exi s tant 
Comme nous 1 'avon s écrit ci--dessus , nou s pouvons considérer 
cette application comme une sous-classe de la précédente . De 
nombr eux exemp l es existent ; ci tons notamment la VARIAN 62.0 .. émulée 
sur l a VARIAN 70. 
1.2. 4 . Intégration_du_ h ardware_et_de_différents_niveaux_de_software 
en_un_syst ème_global_et_intégré 
C' est surtout parmi les macros rocs , les contrôleurs et 
les traitements d'interrupt que l'intégration peut s ' effectuer. 
J acquemart étudie dans son mémoire de 1975 les prob l èmes relatifs 
à ce type d'application (JACQUEMART , 1975 ). 
1.2.5. AEplication_temps_réel_pour_le_contrôle_d~_Erocessus 
Dans ce cas, l e problème principal est d~ permettre à 
l'ordinateur de contrôl e de processus de répondre , en temps réel, 
à des fonctions interdépendantes ou indépendantes. Le processus 
doit être suffisamment puissant pour pouvoir répondre à toutes 
les demandes même aux heures de pointe. Il peut être intéressant 
d'introduire des programmes indépendants du temps afin d'utilicer 
_les temps morts. Le programme de contrôle doit donc être capable 
d'interrompre à tout instant de tels programmes afin de prendre 
en charge l es demandes temps réel. Ce sont ces obj ectifs qui ont 
motivé la conception de l a gamme VARIAN. 
1 L3. Types de micro-instructions et implications 
Les ordinateurs microprogramma bles peuvent être groupés 
en d eux classes d'après le format des micro-instructions qui l es 
contrôlent , cell e s-ci pouvant être verticales ou horizontales. 
A travers la littérature , ces deux terme s prennent toutefois des 
sens différents. 
Nous dirons que le s micro-instructions verticales effec-
tuen t des opéra tions simples comme le chargement , l' addition, 
l e sauvetage ou l e bra nchement. Elles ress emb l ent souvent aux 
instructions d u l a ngage machine contenant un code opération 
et des opérandes. La longueur des micro-instructions vertic~les 
varie généralement de 12 à 24 bits. 
Les micro-instructions horizontales, au contraire , contrô-
lent de nombreuses ressources qui travaillent en parallèle . Si 
les micro-instructions horizontales ont l ' avantage d'ut i liser .le 
matériel de façon efficiente , la construction de microprogrammes 
utilisant les ressources de façon optimale est un problème diffi -
cile. Puisque la micro-instruction hori zonta l e contrôle de mul-
tiples ressources , e ll e contient plus d'informations qu 'une 
micro-instruction vert i cale et a donc une longueur supérieure; 
une longueur de 64 bits ou plus es t classique pour ce type de 
micro-instruction. La caractéristique déterminante pour différen-
cier les micro-instructions verticales et horizontales est donc 
l e nombre de ressources contrôlées simultanément. 
Avec les micro-instructions à format vertical , la concu-
rence entre opérations est minimale . Un format horizontal c herche 
à donner à l'utilisa teur plus de puissance en fournissant un 
· micromot encodé de taçon conc.i.se et une plus grande simul taréité 
d'opérations. L'optimal isat ion du microprogramme de format vertical 
est par conséquent similaire à celle d'un langage de base ( type 
assembler). Les• micro- i nstructions s ont exécut~es séquentiellement 
vu leur encodage maximal. Pour les machines à;format hori z ontal , 
·r 
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la réduction du nombre de micro-instructions implique un autre 
problème : Ja fusion des micro-opérations individue lles en 
micro-instructions. 
Une technique intéressante, appelée contrôle résiduel 
(FLYNN et ROSIN, 1971) combine les schémas verticaux et horizon-
taux pour réaliser, à c ertains points de vue, les avantages des 
deux méthodes. Dans le contrôle résiduel, il existe plusieurs 
registres "à positions" qui contiennent des informations sta- . 
tiques, c'est-à-dire des informations qui restent inchangées 
durant l'exécut ion de plusieurs micro-instructions. Ces registres 
"à positions" contrôlent plusieurs ressources, mais sont choisis 
et manipulés par des micro-instructions verticales. Le contrôle 
résiduel travaille avec des micro-instructions verticales en 
conservant le contrôle de ressources en parallèles par des 
registres "à positions". 
A l'heure actuelle, si certains constructeurs,encore 
trop peu nombreux, permettent à l'utilisateur d'adapter lui-même 
un ensemble d'instructions en fonction du temps et de ses 
applications (voir 1.2.2. adaptation d'architecture), les software 
de microprograrnmation sont inexistants ou à l'état embryonaire. 
C' est l'étude d'une partie d'un tel software, appliqué à la 
microprogrammat ion horizontale, qui fait l'objet du mémoire. 
•(' 
Problèmes liés à la création d'un langage de haut niveau 
2.1. Etat de la question 
Dans ce paragraphe, nous passerons en revue les différents 
type s de langage de microprogramrnation de haut niveau en les 
classifiant. 
Comme pour les caractéristiques hardware, les aspects des 
langages de microprogrammation sont liés à leur présentation et 
à leur "implémentation". La présentation d'un langage de micro-
programmation détermine son nive au qui peut aller d 'une représen-
tation mnémonique des micro-instr uctions jusqu'aux langages in-
dépendants du hardware .L' ~mplémentation'' d'un langage de micro-
programmation décrit comment les microprogrammes exprimés dan s c e 
langage sont effectués. 
2.1.1. Niveaux_ des_ langages_de_microprogrammat ion 
Comme pour les l angages de prograITmation, il existe une 
variété de l angage s de microprogramma tion de niveau de complexité 
différente. Au bas de l'échelle, se situent l es microl a ngages 
dans l esque l s chaque micro-instruction est une série de bits. Les 
langages d 'assemb lage de microprogrammation fournissent la possi-
bilité d'exprime r les micro-instructions symboliquement ccmrne 
le font les langages d'assemblage traditionnels. Da ns les langages 
par ordinogrammes , l'enchaînement des "cadres·" représente l e 
microprogramme . Chaque c adre décrit une micro-instruction et des 
flèches connectrices indiquent leur s équence . Da ns le cadre, cha-
que ligne désigne une opération ou un champ de la micro-instruction. 
Les langages à transfert de registres permettent l'écriture des 
micro-instructions dans un format fort semblable à celui des lan-
gage s de programmation qe ha ut niveau. 
Les micro-opérations ou commandes qui constituent les 
micro-instructions représentent des opérations primitives de la 
machine et apparaisent comme de simples instructions dans le s 
langages de haut niveau. Bien que , sur le plan syntaxique , c es 
langages soient attirants, ils ne sont que des l ang ages d'assembla -
ges et se mont rent aussi exigeants qu'eux : la programmation deman-
de une connaissance familière des caractéristiques hardware; il 
y a une correspondance "un-un" entre les instruct ions du langage 
de haut niveau et les instructions machine et il n'y a que peu de 
types de variables. 
Les Iangage!ë;-à transferts de registres sont souvent utilisés 
pour des machines horizontales ; par contre, les langages d'ass em-
blage et d'ordinogrami~es y sont proscrit par suite du grand ncmbre 
de champs dans les micro-instructions. Les macros l angages de 
microprogrammation à transferts de registres peuvent fournir, 
en plus, des équiva lences générales et les facilités des macros. 
Ils permettent ai.nsï une représentation mnémonique des registres, 
des micro-opérations et des micro-instructions ai.nsi qu'une sub-
stitution paramé tré~. Dans les langages de micro-programmation 
orientés ptocédurcs mais d épendants de la machine, l es registres 
et les opérations peuvent être exprimés comme dans l es langages 
à transferts de registres. Il existe d'autres~facilités de -langa-
ge telles que le contrôle du chemin des donné.es, les expressions 
compos ées et une défini t±m de l a .structure des données. La conver --
·, 
' 
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sion de ces faciljt és en micro-instructions entraîne souvent 
une perte d ' efficac ité . 
La figure I-3 résume l e présent paragraphe en donnant 
les différents niveaux ainsi que le gain obtenu en passant 
d e l'un à lJ_autre. Des exemples des différents niveaux de lan-
gages sont présentés et discutés ci-dessous (2 . 1 . 3 ). 
2.1.2. I mplémentation_des_langages _de_micro-programmation 
r 
L ' impl émen tation des l angages d ' assemb l age et à ordi-
nogrammes est directe : e ll e est généralement "un-un 11 , c ' est-à-
dire qu'à une instruction correspond une micro- instruction du 
micro-code . Du fait de leur similarité avec les l angages d ' assemb -
l age , les langages à transfe:tts de régistres sont auss i" implé -
mentés"par traduction directe en microcode; . La traduction de 
c es l angages est souvent effectuée par un "cross assembler " 
c ' est-à-dire que les microprogrammes sont traduits sur un ord i -
nateur différent et le micro-code est ensuite chargé dans l a 
mâchine exécutant le microcode . Cette traduction séparée est 
utilisée pour des raisons pratiques . Elle permet un développement 
simultané du micro-processeur et de ses microprogrammes . 
La variété d ' implémentation des langages de haut niveau 
va de la traduct i on directe du programme en un microprograrmne 
exécutable jusqu ' à l ' interprétation d irecte par microprogramrne. 
Entre ces deux extrêmes., il existe un autre mode d ' imp l émentation 
la traduction (par software ou par firmwar e ) du langage de haut 
niveau en langage intermédiaire (fig. I- 4 ) interprété par micropro-
gramrnes. Cette dernière technique sera illustrée dans la 3ème 
partie. Le niveau du langage int~rmédiaire varie de l'assembleur 
jusqu ' au codage simple du langage de haut niveau en passant· --.par 
les quadruples et la notation polonaise . 
2.1.3. Exemples de langages de microprogrammation 
a) Langage à notation ordinogra~lffies. 
L ' approche d'IBM est sans doute la plus connue . Le CAS 
(Controls Automation System) a été développé pour aider le 
microprogrammeur dans l a préparation de la logique en fournissant 
notamment des ordinogrammes de ces microprogrammes. 
Chaque micro-instruction est décrite dans un cadre 
où l es différentes lignes expriment soit une constante , 
soit le contrôle de l ' ALU ou de la mémoire, etc .. . Les sous-com-
mandes sont sous forme mnémoniques, mais très proches de l a nota-
tion algébrique . 
exemple ; (1) J + 0 + l + JC 
( 2 ) I + 0 + 1 + IC 
( 3 ) IJ + MN 
( 4 ) WRITE 
L'instruction (1 ) incrémente le registre J d'une unité, 
sauve le report (c) sui sera propagé dans le registre I (2) . 
La sous-commande (3) sauve les registres I et J dans les regis-
tres adresse mémoire Me~ N. Finalement (4) écrit à cette adresse. 
La s équence est indiquée par les lignes joignant les diff érents 
cadres. Pour trouver la séquence correcte, on est aidé par des 
"leg identifiers ". 
- 11 -
.1 
1 
Types de langages Appo_rts nouveaux 1 
~ 
- -- ---....... --· ! I' 
1 Haut Procédu ral , indépendant Généralisation : c réation d'une 
n i veau machine fictive unique Procédural dépendant de 
l a machine 
Aspect haut-niveau. Connaissan-
ce Eartiel l e du hardware 
"Macro" t ransferts de 
registres 
Regroupement de mi cro- i nstruc -
Bas tions sou s un même mnémonique 
Transferts de registres 
niveau Introduction de mnémoniques pour 
A 
N 
G 
A 
G 
E 
D 
E 
exprimer des 11 micro-:opérations 11 
Ass embleur et ordino-
grammes 
Introduction de mnémon±Jùes :pour 
1 
exprimer des groupes de bits 
Microlangage 
Figure I-3 Niveaux des langages de mi croprogrammation 
H 
A T . d t · . Langage . -t . M' d - ra· uc ion~ . t _d . . 4---- lnterpre· ation - icroco e 
~ in erme iaire ~
~ N I 
V 
E 
A 
u In 
Figure I-4 
tion 
_ta · 
re 
terp 
"Implémentation" microprogrammée des l angages 
de haut niveau 
• 
•(' 
- 12 -
Le CAS fournit ses services pour une grande variété de 
processeurs ainsi que pour des contrôJ.eurs de disques. Les 
formats diffèrent dans leur longueur , mais non dans leur struc-
tuie ce qui permet a u CAS de fournir un langage unique·· pour tout 
une gamme de processeurs. 
Un point de vue différent a été adopté dans le d éveloppe -
ment des microprogrammes des grands ensembles tel le Siemens 
4004/150. Comme illustration, l a figureI-5montre en haut le for-
mat de la micro-instruction et en-dessous l e c adre correspondant 
de la notation ordinogramme. Les mêmes abréviations sont utili-
sées dans l es deux parties de la figure, car chaque champ ·de 
contrôle de l a micro-instruction est repris de façon uni~ue dans 
le c adre. La notation repose presque exclusivement sur des 
mnémoniques indiquant l es valeurs non nulles des champs. Son 
principal avantage es t la correspondance "un - un" des mnémoniques 
avec les champs de la micro-instruction. C'est l e nombre réduit 
de champs (1 4 ·dont 5 pour l e contrôle de séquence) qui permet 
une telle représentation . En reprenant l a définition précédemment 
donnée, on peut dire que nous sommes en présence d'une micropro-
grammation vert i cale. 
Ces deux approches différentes de la notation à ordinogram-
mes ne peuvent être appliquées que dans leur environnement 
particulier. Dans l es autres cas, l es inconvénients deviennent 
trop nombreux : manque de souplesse (BARTOW, 1968 ) spécialeme nt 
du point de vue correction, documentation trop peu importante 
(HUSSON, 1970 ) et nécessité de connaître a fond le h ardware pour 
l equel le travail est effectué. 
b) Langage de haut niveau dépe ndant du matériel 
Les langages de microprogrammation pour le Data 1aab FCPU, 
l e MLP-900 et le MIL (Micro Implementation Language) d ....:veloppé 
pour le Burroughs B 1700 fournissent les instructions issues 
des langage s de programmation pa r ex · = IF ... 'THEN . . . ELSE 
l a boucle DO, l'instruction CASE , la structure de bloc 
BEGIN . .. END, etc .. . Le MPL (Microdata Progra mming Language) 
développé pour le Microdata 32/S est plus sofistiqué que l es 
précédents. Il fournit, notamme nt des f a cilités pour allouer 
de pla ces mémoires tandis que d a ns les autres on ne pouvait que 
réutilis e r des r e gistre s ha rdware . De ce fait il n' est pas éton-
nant que le MPL ne soit pas traduit directement en micro-instruc-
tions. 
Il est intéressant de noter que tous ces langages ont 
été développés pour des machines à structure verticale (pas de 
problème de simulta~éitê en appliquant simplement des techniques 
déjà bien éprouvées . 
c) Langages de haut niveau indépendant de tout h ardware 
Cornme nous l'avons signalé, de tels l a ngages appartiennent 
e ncore au doma ine de l a recherche. Husson (HUSSON, 1970) a 
présenté quelques caractéristiques que devrait avoir un langage 
de haut niveau. Malheureusement, à l'époque, l' expérience man-
quait et ses souhaits sont quelque peu utopistes. Tirell (TIRELL, 
1973), trois ans plus tard , a mise~ ~vidence les buts d'un 
compilateur pour l a traducti6n d 'un langage de haut niveau en 
~ ~ 
. ----------------------
r----------------------------------
1 ~~~~~ ~~~ --- 1 t ~JillA~ ~ •t~-- : 
l &$,·,~- --- ~u9~~~ 
1 
! ~rt~ BË:çM 
1 
l -~AJ>~la 
1 
: ~Ka ~~58 
: -~:?%~./, ijv~ 00 f!Al fM. ~ : 
1 ~~ rçJ leJ [!;j ~ ~TI , 
1 ----------··----------------------- 1 
~--
TC Test Condition 
SR Source Register 
DR Desti n;;ition Register 
MA Fast Memory Address 
FC Function Controt 
FD Fun et ion Destination 
CT Counter Tri gger 
DESIGMATIO 
~ : bits de pari té 
ADDR : C urrent A.ddress 
. 
E1 Except ion Group l 
E2 Exception Group 2 
MC Mode Control 
AB Address B 
AF Address False 
AA Address A 
AT Address True 
DES CHAMPS 
FIG. I -5: Format de la micro -instruction et notation ordinogramme 
, 
du Siemens 4004 / 150 
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microcode et ce de façon optimisante (faci li té d ' écr i ture , de 
documentation , de correction et de compatibilité ). L ' approche 
de l' assignation unique (single assignent approach ) a également 
été étudié pour certa ines architecture s . SIMPL (sing l e i dentity 
microprogramming lang·L1age ) créé par Ramamoorthy (RAMAMOORTHY , 
197 4 ) en est un exemple. 
2.2. Obj ectifs à atteindre par un langage de h a ut niveau 
2.2.1. Objectifs_du_langage 
Pour que l a mi c roprogrammation soit effectivement utile 
à "l'utilisateur moyen", le langage proposé doit présenter des 
moyens r ée ls pour faci liter la prat ique de la microprogratnmation. 
Les l angages de haut niveau sont les plus efficaces pour réduire 
l es difficultés de codage . Un l angage de haut niveau d evràit : 
+ Permettre à l'utili sateur d!écrire d es microprogrammes d'une 
manière 
- conventionnelle (c'est au compilateur de reconnaître et 
d ' exploiter les contraintes de paral l élisme , donc d'opti-
maliser le microcode en utilisant au mieu x l es possibilités 
o ffertes ) 
procédura le (capable de calculer des expressions arithméti-
ques et logiques quelconques en les transformant en une 
évaluation pas à pas ) · 
+ Permettre que ces microprogrammes soient compilés en 
microprogrammes exécutables et efficients. 
+ Pouvoir être adapté aux besoins futurs , de la machine. 
+ Etre bien défini du point de vue de la s éman tique. 
+ Etre ind épendant de la machine. Bien qu ' il semble impossible 
de construire un compi l ateur capable de fournir un - output 
accepté par tous l es micro-processeurs , il faudra essayer 
d e le faire accepter par une large gamme de machines. 
+ Fournir un maximum de renseignements pour aider l'utilisateur 
dans son travai l . 
En résumé , l es proptiétés attendues d'un l a ngage de hau t 
niveau pour la micropr ogrammation doivent être un compromis 
entre : 
1. La dépendance de la machine. 
2. La facilité de d étection et de r eprésentation du parallélisme. 
3. Le naturel demandé à tout langage je programmation pour 
établir des communications effectives et s i mple s entre l ' homme 
et la machine. 
2.2.2 . Aeeroche_du _modè l e_ idéa l 
La plupart des compilateurs décrits dans la littér ature 
(GRIES, 1971 ; LLYOD , 1974) sénarent la traduction en deux ou 
p lusieurs phases (voir fig. I-7). Dans la phase initiale, l' ana-
lyse syntaxique et sémantique produit un langage intermédiaire 
(LI, d'une machine abstraite). Dans les phases su i vantes le LI 
est transformé en des l angages intermédiaires de niveaux de plus 
en plus bas jusqu'à'la géné ration des instructions exécutables. 
Du fait de l a performance exigiêe de s microprogramrnes, 
nous devons générer un mi croprogra:mrne optimisé. Ce qui implique 
qu'à certains niveaux d e la co~Jilation nous d evons rec onnaître 
les actions concurrent.es ains i que les contraintes de ressources . 
Après c tte id~ntification, l es act ions sont .regroupées dans 
~ 
une rnicroinst~uction horizontale . de façon à ne pas modifier 
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Partie indépendante 
- ~ programme 
source en 
1 
langage de 
haut niveau 
' 
Analyse syn- Tables 
taxique et ~ Listes 
sémantique et 
Piles 
différents 
niveaux de 
langage 
intermédiaire 
Part±e dÉ pendante 
' 
' Génération 1 
du code obj eL .. 
C 
code objet 
Figure I-7 modèle élémentaire 
de compilateur d'un 
langage de haut ni-
veau classique. 
1 
Partie indépendante 
• ource en 
angage de 
aut niveau 
Tables 
Analyse Listes 
et syntaxique et 
'- Piles sémantique ,~ 
Différents 
f 
niveaux de 
langage 
intermédiaire 
Séquence de 
micro-
opéra tions 
Compositj on 
Reconnaissance 
des concur-
,--;, 
et 14--rences 
composition 
l 
MI optimales 
du point de 
vue concur-
rence ress. 
1 
Partie d~pendante 
Reconnaissance 
d es contraintes - -
hardware 
·'· 
{· 
QOmposition 
es micro--
nstructions 
-· 
~ 
Figure I-6 modèle de compilateur 
d'un langage de 
microprograrnmation 
de haut niveau. 
,, 
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la logique du programme . Un modèle de compilateur pour langage 
de microprograrnrnation de h au t niveau pourrait être décomposé 
en deux parties principales : l a pr emière , l'analyse syntaxique 
et sémantique produisant un langage intermédiaire . ; l a seconde 
trans formant l e l angage intermédiaire en séquence d e micro-opé -
rations (MOP ) pouvant être regroupées dans des micro-instructions 
(MI) . 
Le modèle proposé à la figure I-6 solutionne quelques 
problèmes et r encontre l es objectifs décrit ci-dessu s . Dans la 
partie indépend a nte nous proposons un traducteur complet qui trans-
forme , à travers plusieurs niveaux , le langage source en un LI 
qui est une séquence de MOP pour un micro-processeur parallèle 
fictif. Ce LI devrait être s uf fisamment généra l pour rencontrer 
les propriétés généra l es des différentes machines. Pour atteindre 
un e efficacité maximale , l a syntaxe du langage de haut niveau 
(LHN ) peut ê tre bas ée sur ce LI général. Ensuite, vient une 
r echerche des concurrences de dépendances d ans l'utilisation des 
r essources et un algorithme d'optimisation compose u ne nouvel l e 
s équence de MOP . La génération de code (partie complètement dé-
pendante de la machine ) décompose éventuellement l es regroupeme nts 
de MOP pour t en i r compte des c ontraintes spécifiqu es à l'ins-
t a llation. 
' 
Chapitre III 
Orientations 
3.1. Situation et objectifs du mémoire 
Lors de l'analyse du problème de la création d'un langa-
ge de haut ni.veau , nous avons établi un modèle idéal de compila-
teur (point I.2.2.2). La réalisation de ce modèle pose de nombreux 
problèmes de types différents dont certains sont classiques et se 
rencontrent lors de l'établissement de n'importe quel nouveau 
langage. Comme toujours deux méthodes de travail se présentent 
l'une "top-down" qui consiste à partir de la définition d 'un lan-
gage de haut niveau, de sa grammaire pour arriver à u n microcode 
en passant par des langages intermédiaires; l'autre "bottom-up" 
entreprend l'étude par l e biais d'une définition de machine . 
Elle crée d'abord un langage intermédiaire indépendant traducti-
ble en micro-instructions et aboutit à la définition d ' un langa-
ge de haut-niveau. Le point commun, qui est en fait l'interface 
entre les deux grandes parties du compilateur , serait donc une 
espèce de macrolangage ou 1er langage intermédiaire ( = LIM dans 
le modèle). 
La réalisation complète du compilateur comprend deux 
parties mobil:i@nt chacune les r essources dont nous disposons 
pour l'élaboration de ce mémoire. Un choix doit donc s'effectuer. 
Le risque de l'approche "top-down" est la création d 'un langage 
intermédiaire non traductible en micro-instructions. L ' autre ris-
que par contre de créer un langage intermédiaire ne pouvant être 
génér é par un automate. Compte-tenu de ces risques , l'approche 
"bottom-up" a été choisi e pour différentes raisons : 
- un micro-processeur possédant une mémoire de contrôle 
modifiable était à notre disposition, l ' étude serait 
donc concrète; 
- l ' étude de problèmes nouveaux, spécifiques à la micropro-
grammation a été jugée préférable à une étude de 
problèmes classiques ; 
Afiri de répondre 5 l'obj ection que le langage intermédiaire est 
incomplet et non cohérent, un exemple d'écriture par automate 
a été étudié et présenté en 3ème partie. 
C'est donc la création d'un langage intermédiai~e , la 
recherche des concurrences et 1 'optimalisation du microcode 
qui seront étudiées dans la suite. En bref, nous avons voulu 
construire un langage intermédiaire (LIM) à la fois utilisable 
par le microprogrammeur et indépendant de la machine . 
3.2. Travail effectué 
La créa tion et la traduction en microcode du macrolangage 
ou premier langage intermédiaire ont été effectuées pour la 
VARIAN 73, machine à microinstructions horizontales. Le microcode 
généré a été optimalisé du point de vue occupation mémoire en 
utilisant des algorithmes de détection de parallélisme . Le 
microcode est chargeable en mémoire, c'est-à-dire que l'adressage 
des micro-instructiorrs peut être effectué. 
Nous ne présenterons pas certafns détails , même s'ils 
ont été étudiés et élucidés, comme la fusion des adresses et 
des micro-instructions ou la mise en forme "chargeable 11 du 
microprogramme. 
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Le micro- assemb l eur élaboré tient compte d'un c erta in 
nombre d e contraintes h ardware . Cependan t , pour des ra:i_sons d e 
performances , d ' a utres contraintes sont l aissées au niveau du 
langage . C'est ainsi que la synchronisat ion avec la mémoire r este 
à l'utilisateur . Ces quelques exceptions seront signa lées dans le 
cours de l' exposé afin de mieux saisir l e s motifs qui nous y ont 
amen é . 
3.3. Prése ntation et critique _~u langag e 
3.3.1. Ave rti ssements 
Da ns le paragraphe suivant, nous décrivons le langage 
intermédia ire. Par rapport au modèle général ana lysé au point 
2.2 .2. , c e langage intermédiaire est celui qui doit êtr e généré 
par partie indépendante de tout hardware. 
Pour l a bonne compréhens i on de tout microlangage , il faut 
connaître l e chemin d es données et des contrôles. A cet effet 
l' annexe 1 rassemble l es principales caractéristiques de l a 
VARIAN ainsi qu 'un schéma d escript i f du chemin des données. 
Nous n e d écrivon s a ucun e i nstruction fournissant des 
f ac ili tés (de corrections , de contrôles) à l'utili sateur . Si 
ce point est des p lus impor t a nts dans l' étab lis sement d'un 
assembleur, sa réal isation ne prése nte aucune difficulté logique. 
Signalons que dans le cadre du modGle général , le niveau de d é-
finition de c es instructions est du même ordre que celui d u l an -
g age de h a u t niveau ; et q u' en outre, il faut t e nir compte de 
leur existence dans l'élaborat ion du compilateur (voir I-3.1). 
3.J.2. ~~-!~~g~g~ 
Le langage intermédiaire travai lle au niveau d e micro-opé-
rations qui seront regroupées (partie composition) en r espectant 
les contraintes d u matérie l (voir annexe 1). L' ensemb l e des 
micro-opérations a été divisé en 5 classes distinctes : 
- opérat ion s avec l a mémoire ; 
- opérat ioris avec l'unité arithm é tique et log i que (ALU ) 
- opérations de tests ; 
- contrôle de séquence ; 
- opérations de décalage. 
3.3 . 2.1. OPERATIONS AVEC LA MEMOIRE 
forme générale "Opération (adresse 
TESTT 
TESTT 
[ ' TESTF ] ) Il 
où [TESTF ] e xpr ime que l'opérat ion est liée à un test 
pos é par une i nstruc tion conditionnelle (I-3.3.2.3 ) 
"TESTT" , l' opération se fera quand le tes t est vérifié 
et "·TESTF II dans l e cas contraire . 
Opérations : IF (instruction fetch ). Le cture d'un mot (1 6 bits) 
en mémo ire centrale et sauvetage d a ns l e MIR 
et.l'IBR -
OF (operand fetch). Lecture d'un mot en mémoire 
centrale et sauvetag~ da n s le MIR 
OS (ape rand store) . Sauvetage d'un mot en mémoir e 
BS (byte store ). Sa uvetage d 'un byte . 
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Dans l'OS et le BS, l a donnée à sauve r se trouve sur 
la sortie de l'ALU. L 'u tilisateur doit s'assuier qu ' e ll e s'y 
trouvera jusqu'au WAIT ou l'opération mémoire s uivante par l'ut i-
lisa tion d'un TRN (data, ) . 
WAIT synchronisation avec le cycle mémoire. Son 
emploi est rendu obligatoire aprè s chaque 
opérat ion mémoire si l es registres mobilis és 
doivent être utilisés ou si la donnée ~lue 
doit être traitée 
Adresse donne le lieu où se trouve l'adresse de l a mémoire 
ALU la sortie de l'unité arithmé tique et logique 
P dans le compteur d'ins tructions 
MIR dans le registre entrée de la mémoire 
Rn d ans le registre général n 
OVR (override ) l' adresse de l'opérat i on est 
identique à celle de l'opéra~i6n précédente . 
3.3.2 .2. OPERATIONS ARITHMETI0UES ET LOGIQUES 
a ) Opérations ' unaires 
f orme générale "Opérations (opérande, destination ) 11 
opérations : INC i ncrémenter l ' opérande avant transfert dans 
la destination 
DEC d écrémenter l'opérande avant transfert 
TRN transfert de l'onérande dans la destination 
TC complémenter à 2 l' opérande et l e transférer 
NOT complément vrai de l'opérande avant transfert. 
b) Opé r at ions binaires 
forme générale· : "Opérations 
destination) 
(opérande 1, opérande 2 [, report], 
Il 
opérations ADD 
opérandes 
SUB 
AND 
OR ou inclusif des deux opérandes 
XOR ou exclusif. 
Rn registre général n (n = 0,1 ... 1 5 ) 
. . 
SRn x~g±stre g€néra1 n déca l é d'uhe position à 
droite 
SLn . registre g énéra l n d é c alé d 1 une position à 
g·auche 
P (program. c ounter ) 
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MIR (memory in~ut register ) 
STA'I' mot d ' état du processus. Contient notamment 
tous les flags de l ' ALU (signe - report ... ) 
MSKxxxi registre instruct i on masqué par l a cons-
t ante hexadécimale xxxx 
OPR (operand register ) 
OLSE byte gauche de l ' OPR, le signe étant étendu 
ORSE byte droit de l ' OPR , le signe étant étendu 
OLZF byte droit de l ' OPR , l e byte gauche étant 
rempli de zéros 
dans 
ORZF byte droit de l ' OPR le byte gauche , étant 
rempli deszéros remplissant le droit 
X ' xxxx constante hexadécimale 
O'xxxxx constante octale 
ZERO opérande tout à zéro 
ONES opérande tout à 1 (FFFF ) 
SC (shift counter ) 
RSi registre général choisi par les bits i + 3 à 
i du registre instruction (IR ) . Ce type 
d'opérande ne pouvant toutefois être utilisé 
qu'une seule fois par micro-opération. 
Destinations : OPR - SC - P - Rn - IR 
Report 
"blanc " l e résultat se trouve uniquement affiché 
sur la sortie de l'ALU. 
0 ou "blanc" ne pas tenir compte du report 
1 considérer un report "l " 
SC prendre le report sauvé auparavant 
CSC Considérer le complément du report sauvé 
Le report étant sauvé par un "SAMPLE · (ALUC ) 11 (voir en 
I -3.3.2.3 .) . 
La lecture des opérations arithmétiques et logiques fait 
apparaître des opérandes spécifiques à la VARIAN (ex : OLSE , 
ORZF, RSi ... ). En fait , les opérandes prévus sont trop nombreux 
et les automates ne généreront qu'une partie de ceux-c i. 
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3.3.2.3. OPERATIONS CONDITIONNELLES 
forme généra l e :_ "Opération (f lél_g [, condition] ) " 
opérat ions : TEST 
flags 
SET positionnement d'un flag à la valeu r 1 ( SET) 
ou O (RESET) 
RESET ces d eux instructions ne sont valables que 
pour OVFL 
SAMPLE échantillonnage du flag. Obligatoi re avant 
chaque test 
OVLF peut être positionné à .1 ou 0 inconditionnellement . 
Il p e ut a in s i servir à contrôler des boucle s . Il 
est automatiquement r emis à zéro lors du chargement 
du système ou lorsque l' on spécif{e un TEST (TFIR) 
(voir ci -dessous ) et que le bit Ode l'IR est à 1. 
SSW3 l f lags pos i t.ionnÉs u niquemen t manuelleme nt p a r 
SSW2 manipulation du panneau de contrôle 
SSWl 
ALUO l ' ALU es t - il tout à un? 
ALUS signe de l' ALU 
ALUC report de l'ALU 
ALUZ l 'ALU est-il tout à zéro? 
SBFT copie du bit 15 du registre généra l spécifié et 
appartenant à l a li ste suivante (P , Rn, l e r egistre 
décalé par SRn et SLn, ZERO ,ONES ) si l'on 
n'utili se pas un littéral (X ' xxxx ). Il peut être 
testé par une micro-instruction pour provoquer un 
b ranchement suivant sa valeur (v o ir I. --3. 3. 2. 4 ) 
MIRS copie du bit 15 (signe ) MIR 
SFTC signale si le SC est tout à 1 (X 'FFFF ) 
GPRS copie du b it 15 du reg i stre 0 
NORM. vaut 1 après toute micro-opération qui positionne 
l es bits 15 et 14 à des valeurs diff é rentes. Il est 
r emis à zéro chaque fois que les bits 15 et 14 
de l a sortie de l' ALU sont égaux 
QUOS flàg du quotie nt ·: copie du b it 15 de l 'ALU après 
une micro-inst ruction n'uti lisant pas de constante 
MULS signe de l a multiplication : positionné par toute 
micro-opérat ion arithmétique dans laquelle une de s 
conditions s uivantes esi vérifiée 
a ) le bit 15 de l 1 ALU et l e bits 15 d ' un des 
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opérande s sont tous deux à un 
b) le bit 15 des deux opérandes est à 1 
BYTA copie le bit 0 d'un registre général décalé 
et immédiateme nt utilisé dans une autre opé-
ration arithmétique. Ce flag peut être utilisé 
pour déterminer l ' adresse de l 'instruction 
suivante à e x écuter (voir I-·3 .3.2.4) et dans 
le s BS (opération mémoire) pour déterminer quel 
byte choisir dans le sauvetage . 
Si BYTA = 0, il s ' agit du byte gauche 
conditions TESTT'\ utilisé uniquement pour le "TEST" et détermi-
TESTFJ( nent si l'on teste la condition vraie (TESTT) 
ou fausse (TESTF ) 
3.3. 2.4. OPERATIONS DE CONTROLE DE SEQUENCE 
JUMP 
JUMP 
( symbole ) c ' est la rupture de séquence 
inconditionnelle 
(page , symbole ) saut inconditionnel dans une 
autre page de la w .c .s. 
(writable control stor e) 
GO TO (ad. vraie, ad. fausse ) saut conditionnel à 
une condition testée par une 
instruction de test (I- 3.3 . 2.3) 
NOP 
GO TO 
(no ope ration ) ne g é n è re rien 
(IR , MSKxxxxx , ni], ni 2 ••• [ ,n. k] ... n'l ) 
sauÏ suiva nt la v a ieur Bes bits~ à y+~de n 
l'IR. Ce u x-c i pouvant êtr e ma8qu é s 
MSKxxxxx où chaque x à la Vâ Leur 1 lorsque 
l e bit corre s pond ant es t séle ct i onn~. Les 
ni. sont les adr esses d e br <1 ncheme nt où j 
est é gal à l a val e ur d es b·~t s s é lectionné s 
quand le saut est désiré. 11 j" doit varier d e 
0 à·la vale ur max imal e qu ' il est possible 
d e générer avec le nombre de bits sélectionnés 
mê me si les adress e s n e sont pas utilisée s 
Ex : GO TO (IR0, MSK 10110, Nl, N2, N3 , N4 , 
N5 , N6 , N7, NB ) 
où IR0 = séle ction des bits 1,2,4 
de l 'IR 
d ' où 8 possib ilité s de branche ments 
DECODE branchement par l'intermédiaire du décodeur 
(voir technique dans l'annexe 1. Description 
d e l'adressage). Il utilise les bits de re-
gistre instruction ( IR ). 
CALL (page, symbole, ad - r e tour) saut à une adresse 
avec stoèkage de l'adresse de retour sur 
u ne pile (ma x imum 15 entrées ) 
RETURN 
' 
GO TO 
ç;o TO 
GO TO 
GO 'l'O 
branche me nt à 1:adresse se situant au-de:Sus 
de la pile 
(STEP, ad-l,ad-2) branchements spéciau x uti-
lisant des flags priv il é -
giés : (voir page suivante ) 
(BYT]:l , ad-1 , ad-2 ) 
(INT, ad-1, ad-2 ) ,·" <; 
( SHFT, ad- 1 , a d-2) 
J 
- 23 -
STEP flag indiquant que le pro_cesseur travaille 
en mode pas à pas . Uniquement modifiable au 
panneau de contrôle 
BYTA et SHFT (voir ci-dessus I-3.3.2.3 ) 
INT flag d ' interrupt que le programmeur peut 
remettre à zéro (RESET (INT )) 
3.3.2. 5. OPERATIONS DE DECALAGE 
forme générale : "opérat ion (opérande , type )" 
Opérations SHFTL décalage gauche d 'une position 
SHFTR décalage droit d 'une position 
Opérandes 
Types 
OPR le registre opérande 
Rn l e registre général n 
LOGIC les 15 bits du registre spécifié sont déca-
lés d ' une position , un zéro occupant la 
position rendue vacante 
ARITH le bit 15 ne participe pas à l'opération, 
u n zéro occupant l a position rendue vacante 
DOUBLE ce type travai lle avec l'OPR 
- s i l'opérande est un registre général, 
le bit "expulsé" se place dans le bit 
o (SHFTR) ou le bit 15 (SHFTL ) de l'OPR 
si l ' opérande est l'OPR, nous devons 
spécifier un registre général entre 
parenthè s e . Celui-ci jouera le même rôle 
que l 1 0 PR du cas précédent (ex : SHFTR 
(OPR, DOUBLE (R3)) 
ROTATE l e bit 15 de l'opérande est sauvé dans le 
bit 0 
Remarquons que la VARIAN n ' effectue pas physiquement les décala-
ges opérés sur les registres géné raux (voir schéma de la VARIAN 
dans l'annexe 1 ). Le r egistre général est décalé et rentre dans 
l' ALU comme opérande. Pour avoir le décalage physique , il faut 
recopier la sortie de l 1 ALU dans ledit registre. Dans un l angage 
intermédiaire général , il faudrait que c ette opération se fasse 
automatiquement. Nous l' avons l aissé "aux bons soins" du 
microprograrnrneur ce qui lui permettra d'utiliser au mieux sa 
machine. 
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Chapitre 1 
~~SC!:_iption générale du compilat~_ur 
1.1. Définition générale des diffé rentes parties du compilateur 
Reprenons notre modèle généra l de la figure I-6 . Dans un 
p remier temps nous avons choisi de partir du langage intermédiai-
re (voir I-3.1 ) pour arriver au microcode . Ensuite, ce l a ngage 
intermédiaire a pris u ne forme mnémonique compréhensible par u n 
microprograrnmeur (voir I-3 .3.1.). Le l angage est, de ce fait, 
devenu micro-assembleur ; le travail suivant c onsiste dans l'éta-
bl issement d'un compilateur dont le schéma général (fig. II-1 ) 
s era un sous-schéma de la figure I -6 auquel s'ajoute un module 
d' analyse syntaxique . 
Le compilateur est logiquement découpé en deux parties . 
La première comporte une analyse syntaxique qui part du programme 
source et produit un l angage intermédiaire . Quant a l a s econde 
partie , elle est orientée vers les deux grands problèmes que 
sont d ' une part, la prise en charge des contraintes· hardware 
pour composer les micro-instructions et d ' autre part , l' assigna-
tion d ' adresses a ces dernières. 
La figure II-2 d6crit l'analyse syntax i que. Le - p~ogramme 
source y est lu et c' est dans cette partie aussi que toutes les 
informations utiles par la suite (tables de symboles , tabJ.es des 
erreurs, ... ) doivent être rassemblées. Pour limiter le problème , 
nous considérons que , dans cette phase , nous t raitons un program-
me source contenant uniquement des instructions décrites précédem-
ment. C' est donc dans u ne phase précédente que le problème des 
macros ou encor~ , celui des ordres a l'assembleur (du type PRINT, 
EJECT, ... ) auront été résolus. Seules les "équivalences " et les 
"externes" seront prj_s en considération , car ils interviennent 
au niveau de la table des symboles. La partie ana l yse doit aussi 
+ Transformer les micro-opérations en un langage interciédiaire 
( ILTSTO) et mettre a jour la table des correspondances 
(CTSTO) pour permettre dans les pha·se s su ivantes d'appareil-
ler l e texte source e t le l angage intermédiaire ; 
pour cela il faut éva l uer: 
- les mnémoniques exprimant le c ode opération (MOTGET ); 
~ les opérandes (TORi ) 
+ Exécuter l es "équivalences" et les "externes " pour mettre a 
jour la table des symboles (POTGET); 
+ Tenir a jour la t able des erreurs (ETSTO ). 
La seconde partie (f ig.I I-3 ) s'organise autour de la notion de 
blocs d 'opérations (= ensembles d'opérations ayant u ne seule 
entrée et une seule sortie ). La lecture de la table des symboles 
(STGET ) permet de reconnaît!re facilement les blocs 1BTSTO). Pour 
chaque bloc lu (BTGET ) , il faut trouver et tenir compte des con-
currences de ressour c es (DGSTO), prendre en charge les contraintes 
h ardware que le mic!="oprog-rarnmeur ignore pour fi na l ement regrouper 
l es micro-opérations en micro-instructions (ROTGETl ). I l reste 
alors a assigner une adresse a chaque micro- instruction (ATSTO 
et ROTGET2 ) af in qu'elles puissent toutes se trouver dans le mé-
moire de contrôle. ( 
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Figure II-1 Schéma général du compilateur étudié. 
OUI STSTO 
T POR i 
PT 
~ STSTO 
CT 
T 
PT 
TORi 
Compteur d'opérat ions 
Opér . trouvee dans table 
Opèr. non trouvée 
Routine de traitement 
d'une opérël.t ion 
PORi Rout i ne de t raitemen t 
d 'une pseudo - o éra ti on 
RITE1 
EAD 1 
POTGET 
FONCTIONS DES MODULES 
Lecture d'une instruction source (carte ) 
Recherche du code opération dans ta table des 
pseudo- opert1tions ( OT ) 
MOTGET Recherche du code op rë1tion dans la table d s 
opérations ( MOT) 
STSTO Mise . ta table des symboles (ST) a jour .de 
ETSTO Mise - de la table des ( ET ) a jour erreurs 
ILTSTO Gené-ration du langage i n ter m-ê d ia i r e 
CTSTO Mise à JOUr de la tabl e des correspondances ( CT) 
0 -ET Recherche d 'autres icro - opérations _ u r la carte 
ITE 1 Copi e du l é:l. gage source sur fichier SP 
FIG. II -2 : Prem ière part i e du comp ilateur : 
Analyseur syntaxique c-t sémantique 
1 IT1AL 
STGET 
0 BTGET-~ 
DGSTO 
ROTGET1 
N 
TGET 
BTSTO 
B GET 
CTGET 
DGSTO 
ROTGET 1 
READ 2 
ACTSTO 
ATSTO 
OTGET 2 
FONCTLONS DES MODULES 
Lecture de ta table des symbo l es 
Génération de la table des blocs 
Lecture de la tabl e des blocs 
Lecture table d s correspondances 
Gêné-ration du graphe de 
d pe11dance 
Optimalisation ou composition 
Lecture langage source sur fichier SP 
Génèration table des sê-q uences 
Assignat i on des adres.s<.?s 
Fusion des micro-opt-rations 
~ des adresses 
E1G . II -3 Deuxième part ie dl! compilateur 
Composition et adr ssage 
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1. 2 . Données internes et externes 
Nous décrivons brièvement l ' énsemble des données nécessai-'. 
r es au fonctionnelles des différents modules décrits ci-dessus. 
L'analyse syntaxique utilise : 
1. un programme source (SP ) 
2. une table des codes opérations existants (MOT ) indiquant 
le mnémonique et l ' action c o r respondante à effectuer 
(TORi ) 
3. une table des pseudos-opérations (POT ). Sa structure 
est identique à celle de MOT 
et doit créer 
4. une table de symboles (ST) servant à mémoriser les 
symboles, le lieu de leur définition e t de l eur u ti l i-
sation ; 
5. une table des erreurs (ET) donnant le numéro de l' opéra-
tion erronée et le type de l ' erreur ; 
6. une table de correspondances (CT ) donnant le numéro 
de la micro-opération du langage source et le numéro 
de la micro-opération correspondante dans le l angage 
intermédiaire ; 
7. une copie du langage source pour impress ion et l'inser-
tion des erreurs 
8. les instructions en l angage intermédiaire ( ILT ) 
La seconde partie travaille à partir : 
1. de l a table des symboles (ST ) 
2. de la table des correspondances (CT ) ; 
3. du langage intermédiaire ( ILT); 
elle complète : 
4. la table des erreurs (ET ); 
et crée : 
5. u ne table d ' adresse de micro-instructions (AT ); 
6. un graphe de séquences (SG) 
7. des micro-instructions chargeables (MIT ). 
La figure II-4 illustre les r~lations entre l es différentes 
données . 
'<". 
ST -SP Langage source C POT Pseudo - opérations 
M A 0 MOT Opérations 
N M ST Symboles .. ~-
A CT p BT CT Corre-spondances ., 
L 0 ET Erreurs 
Lan gage y s 1 T Lu gage intermé- iaire 
source 1 SG SéquencE.>S s T ( ) AT - ILT SG Adresses Ex pans ion E 
cl s macros 1 MIT Micro - instructions 
et 0 interpr ·ctio N . LISTE. D s TABLES 
SP ET MIT 
A 
D 
R AT 
E 
s E 
s D 
A 1 
G µ-CODE T Li ste-s 
E 1 
0 
N 
FIG. II - 4 : Relatio ns entre les tables du compilateur 
2.1. Description et justification du langage intermédiaire 
(fig. II-5 ) 
Lors de la description du langage mnémonique, nous 
avons distingué cinq classes d 'instructions (de test, avec la 
mémoire, arithmétiques et logiques, de contrôle de séquence, de 
décalage ). La micro-opération du langage intermédiaire conserve 
cette distinction, car d'une part le traitement de l a dépendance 
est fonction de la catégor ie et d ' autre part deux micro-opérations 
de même type n'appartiendront j amais à la même micro-instruction. 
En fait , cela n' est vrai que si la notion de t ype est plus fine 
que celle de classe. Le tableau ci-dessous illustre la différence 
entre ces deux notions. 
classes code types 
TEST 1 échanti llonnage (SAMPLE) 
2 test (TEST ) 
3 autres (SET, RESET ) 
MEMOIRE 5 lecturès/écritures en mémoire 
centrale (IF, OF, os' BS) 
ALU 6 opératd:.ons arithmétiques et logi -
ques (AND , OR, ADD , SU B) 
4 opérations indépendantes de toutes 
unités (ex : INC (P , p ) 
DE SEQUENCE 7 contrôle de séquence (GO TO, 
J UMP, RETURN) 
DECALAGE 8 décalage des registres. 
Grâ c e à ce nouveau découpage on s ' assure que deux micro-opérations 
de même type et traitant la même ressource, appartiendront tou-
jour s à deux micro-instructions différentes . 
Comme nous l'avons déjà signalé plusieurs fois , il existe 
un problème de séquences à respecter. Ce problème comporte deux 
aspects. Le premier est résolu par l 'interméd i aire des instruc-
tions de séquence et d~labels (points de branchement ) que nous 
retrouvons dans la table des symboles (ST ). L'autre es t en ~fait 
i mplicite et esi la conséquence de la recherche du paralléli sme 
max imal . Ainsi, par exemple, une opération sur des registres ne 
peut s'effectuer que lorsqu'ils ont effectivement l e contenu 
désiré par le microprogrammeur . Cette vérification s'exprime 
aisément par un graphe , mais pour le construire, il faut conna ître 
"qui utilise ou modifie quoi". Ainsi, dans l'exemple de la figure 
II-6, il est clair que l'opératton (3) ne peut s ' effectuer correc-
tement qu'après achè~ement des opé rations (1) et (2 ) qui modifient 
l es registres 1 et 2 dont elle se sert~ 
La structure du langage source implique qu 'il n' y a u ra 
jamais plus de deux ressources modifiées et plus de deux ressour -
ces utilisées par micro-opération. 
Dans le iangage intermédiaire, nous troµvons également 
un pointeur d'alternative. Une anaJ_yse détaillée de l a micro-ins --
·c ' 
VOLET 1 
Taille 
en bytes 
VOLET 2 
Taille 
en bytes 
OLET 3 
CHAMPS ALTER TYPE UTIL MOD IF LABEL 
( 64 X 2 bit s ) (2 IC 2 ) ( 2 X 2 ) 
16 2 2 4 4 l, 
"------- ____ --J/"'-------- ___ / 
dé dvt d h d t' vd d t partie pen an e u ar are par 1e in pen an e 
______ ___,/\ ________ ____ 
/ " 
CHAMPS ALTER 
( 64 x 2 bits) 
1 6 2 
1 7 
Contient les labels des micro - opérations de sé uence . Ceiles--ci 
sont sèparées par un z ro . 
FIG. II - 5 : Structure du langage intermédiafre . · 
·r 
.an za,ze incermédia~re (ILT) 
·ol ec l CHA::-!PS 
= 
lv ! SF '.-! AB M H S V W iALTER TS AF ''.S ."l FS TF GF 1H LB LA RF FF ·cF XF SH BB AA . rr R F R C F F 
01 110 1! l 
01 1010 l 0001 
00 00 1 
00 11 OH 2 
P 0000 10 3 
00 0001 
01 0lJi 10 10 1 0001 
001( :. 1101 
01 00 1010 1 1 0101 lllC 
J 11 00 011 1011 0 00 0 0 0 0 0 1 111 1111 lllC 
' 0000 0 0000 ... 
2 0 1 00 1010 1 1 0100 lllC 
3 11 00 011 1011 0 00 0 0 0 0 01 111 1111 lllC 
!. 01 1010 1 1 0000 1111 
5 10 011 1010 1 11 1 1 1 1 11 111 1111 
< 01 1010 1 1 0000 lllC 
' 00 011 1111 1 1111 
3 00 0100 00 1011 1 11 1 1 1 1 01 111 1111 lllC 
r 100 
C 01 1000 4 
1000 00 10 0 1 0001 0 0000 
2 · 100 
3 01 1000 5 
!. 000-~ 
1 
00 00 0011 6 
1 10 00 110 1 0 1 00 11 0111 0 0000 11 1 10 00 1000 1 10 00 1000 , OJ 10 l table Nm'.S DROIT GAUCHE 
I AD 
SS3M 
TRAIT 
'.) r.0.;.;c::r: r,rwrr SYHBOLES UTILI SES TRF 
0 SS3. 0 DEF ., o e la micro -opé ration de définition du s ymbole 
" REF N• de la micro - opération ré férencant le symbole 
:iso~iR ~~ 0 de la n icro-opération source 
tlL x• de la micro-opéracion du langa ge inter.nédiaire 
' ls~re è:-S b EY.e~pl c èe tradLct ion du langa ge source en langage intermédiaire. 
TYPES MODIF !ITIL lul:lU. 
5 17 l ï 
6 44 17 
1 33 
2 42 33 
7 42 1 
5 17.4~ 
6 20 17 
7 17 4 
6 14 20 
6 20 14 
ï 7 
6 14 20 
6 20 14 
6 15 20 
6 20 
6 14 20 
6 20 15 
6 4ï 14 
4 16 16 
5 17 ~41? 16 
6 48 20,4~ 
4 16 16 
5 17 , 46 16 
7 9 
des s ymboles ST 
DEF REF 
11 8 
9 8 
1 5 
18 
li 5 
12 10 
. 
. 
RD 
> 
'fRAIT 
C.AUC~E 
DROIT 
TRF 
' 
a bles 
XSOUR 
1 
2 
3 
4 
5 
6 
7 
8 
9 
\ \ 
·. 
OF (,!IR) 
,TRK( ~!IR , ) 
SA~!?LC: (ALU) 
TEST(ALCS ) ! 
:ifI~{~D .TRAIT) r 
T )l ( ~:IR , 07R ) 
C:OTO(IRr , ~!SK loooo , GA 'C!tE , ;l,:n::) 
:TRl\ (OLSE,Rl4 ) 
A~;c (Rl4,:· 1 0JFF , O?R) 
J C-!? (TRF) 
:TR>;(OLS::,R-q 
AXD(Rl!. , . ' ù..:'FF , PR) 
:TR>;(ùPF,. ,Rl5) 
TR:(>'.S;;.FHF , 0?:s. ) 
T:'>;(ü R , Rl!. ) 
~:- (R"S , ?"- ) 
A:-.1: ( "l~ , X' F:é:FF 7 R) 
l l\C(P , ? ) 
IF( P) 
OR (RS5 , 0PR ,RS5) 
INC( P, P) 
IF( ) 
J U>IP (0,5S3~!) 
des correspor:èa 
NLI NSOCR ar
1 
1 1 10 1 11 
2 11 1~ ' 
3 12 1-!. 1 
4 13 1~ , 
5 14 20 
6 15 21 
7 16 22 
8 lï 23 
~ 18 2 4 
ces CT 
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t ruction de la VARIAN fait en effet apparaitre une redondance 
possible d ' expression de la même micro-opération de notre lan= 
gage. Il est int6ressant d ' exploiter au maximum cette redondan-
ce; c'est pourquoi, comme i l est montr é d ans la figure II-5, 
le langage intermédiaire est formé de deux volets ; l ' un expri-
mant les champs "s tandards " d ' expression et l'autre exprimant l es 
façons différentes de le faire . 
Il r es te à définir les champs qui correspondent à la 
micro-opération et à préparer la composition. De nombreuses 
contraintes hardware sont exprimées par l'intermédiaire des 
champs. Ainsi d eux micro-opérations utilisant les mêmes unités 
(ALU-décaleur ... ) auront les mêmes champs déf ini s de la même 
façon. Une comparaison des champs permettra d'éviter le regrou-
pement de ces micro-opérations dans la même micro- instruction. 
Pour pouvoir réaliser ces comparaisons entre champs , une valeur 
n eutre nous est nécessaire ; c' est pourquoi chaque bit est 
dédoubl é . 
La figure II-5 décrit la structure adoptée pour le l angage 
i ntermédiaire . ETh laisse apparaitre deux parties : l'une d épend 
de la microprogrammation de la VARIAN puisque les champs sont 
· positionnés en fonction de la micro-opération et du chemin des 
d onnées de cette machine, 
- l'autre , affe~tée uniquemefit par l e code opération (TYPE ) 
et les opérandes (MODIF - UTIL) est, au contraire, indépendante 
de tout matériel. 
Si nous reprenons le modèle général de l a figure I-6, 
nous constatons que l a partie indépendante servira à reconnaitr e 
les concurrences et à effectuer une premiôre c omposit ion de 
micro-in structions tandis que l a partie dépendante ajustera cette 
c omposition en fonction du hardware utilis é . 
2.2. Du langage source au l angage intermédiaire 
Pour traduire l e langage source en microprogramme, nous 
aurions pu, comme l'assembleur 360, organiser la t able MOT 
(mnémoni~ues des opérations) de telle sorte qu ' elle fournisse 
l e nom de champs à positionner et leur valeur . Une seconde passe 
aurait alors traité les opérandes suivant le type de l'opération. 
Dans notre cas , ce travail ne peut être effectué de manière systé-
matique sans nécessiter des tables énormes. En effet , une même 
opération positionne des bits différents suivant l es opérandes . 
De plus, nous avons vu qu'une même opération pouvait se traduire 
de différentes manières. 
exemple : La table MOT en assembleur 360 
Mnémonique 
11 SRA 11 
"SRDA" 
"SRDL" 
> 
. toujours --->~ 
-----• 
code opération 
8A 
8E 
8C 
tra itement des 
opérandes 
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correspondrait dans notre langage à 
Mnémonique code opération ( = c hamps à posi t ionnèr) 
SHFTR (Rl,ARITH ) 
SHFTR (OPR , ARITH ) 
LA 
3 
SC 
1 
WF 
0 
XF 
2 
SH 
2 
Nous avons donc choisi une solution software dynamique 
plutôt que la solution statique des tables . La tab l e MOT donne 
en fait l ' adresse d'une routine de traitement. Elle se présente 
sous la forme de la table reprise à la figure II-7. Ce sont les 
différefites routines appelées après la reconnaissance des mrié-
moniques qui positionnent les champs , créent les alternatives et 
remplissent les parties MODIF , UTIL et TYPE du langage intermé-
d:i.aire. 
Cette manière de procéder se justifie d ' autant plus que , 
ce travail n'étant qu'un premier pas dans l ' élaboration d ' un 
langage de microprogrammation , il importe de s'orienter le plus 
possible vers une forme modulaire de programmation. 
2.3. Fonctionnement détaillé du traducteur 
Après une brève analyse de la partie syntaxique (fig.II-2), 
nous procèderons à un examen plus approfondi des différentes 
fonctions et des tâches effectuées dans chacune d 'àles. 
Rappelons que le but de la phase d'analyse syntaxique 
est d'extraire l es micro-opé rations du langag~ source , de prendre 
un maximum d'informations pour préparer les travaux d ' optimali-
sation et d'adressage qui suivent. Nous commençons par mettre 
le compte ur de micro-opérations à zéro. Ce compteur permettra 
d'établir la table des symboles et la table des correspondances , 
Le l abel éventuel est alors traité : sauvetage dans la table des 
symboles (ST). Nous recherchons ensuite l'opération à effectuer 
et son examen détermine s'il s ' agit d'une pseudo-opération 
(POTGET) ou d ' un code-opération (MOTGET). La table d es micro-opé-
rations (MOT) donne la routine à exécuter (TORi ) pour traiter 
l'opération (fig. II-7 ) . Cette séquence est alors répétée. Cette 
boucl e n'est qu'une petite partie de la phase d ' analyse, mais elle 
en est la plus importante. 
La majorité des modules de la figure II - 2 sont suffisamment 
généraux et bien connus pour nous abstenir de les décrire plus 
en détail. Seuls le module de mise à jour de la table des symboles 
(STSTO) et les routines de trattement des grands t ypes de micro-
opérations (TORi) sont analysés ci-dessous. ·En outre, nous présen-
tons un exemple qui montre le chemin suivi du langage source au 
langage intermédia:lre 
2.3.1. Dessription_de_la_routine_de_rnise_à_jour_de_ la_table 
d~s_symboles 
Le module STSTO peut être appelé par la routine de recher-
che des pseudos-opérat ions (POTGET J , la routine des micro-opéra-
tions (MOTGET) et enfin exécutée indépendamment. Schémaniquement 
nous avons : 
TR ( X ' 4 , 1 ) ( 1 ) 
' R (:: ' 12, R ) ( 2 ) 
AOD ( P 1 , R2 , RO ) ( 3 ) 
sus (RO , Rl, R3 ) ( 4 ) 
AND ( R1 , R2 , R4 ) ( 5 ) 
OR ( RO , R4 , R4 ) ( 6 ) 
AD D { R2 , R1 , RS ) ( 7) 
ADD ( X'3 , 2 , R6) ( 8 ) 
FIG . II 6 : Exemple de- sèq uence " implici te ,, ent re micro - opérations 
Mné-moniques 
AOD 
A D 
s 
CALL 
EC 
DECODE 
GOTO 
I F 
INC 
JUMP 
NOT 
OF 
OR 
RESET 
RETURN 
SAMPLE 
SET 
SHFTL 
SHFTR 
sus 
TC 
TEST 
TRN 
WA IT 
XOR 
Routines à exécuter 
TORALU 
TORALU 
TORMEM 
. TO SEQ 
TORALU 
TORSEQ 
TORSEQ 
TORMEM 
TORALU 
TORSEQ 
TORALU 
TORMEM 
TORALU 
TORTST 
TORSEQ 
TORTST 
TORTST 
TORSHFT 
TORSHFT 
TORALU 
TORALU 
TORTST 
TORALU 
rom" EM 
TORALU 
FIG . II-7 : Description de la table MOT : mnémoniques des 
mi cro - ope-rations 
' 
.. 
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POTGET MOTGET 
/ 
Définition d'une équ i valence cas des opérations de séqu ence 
,,/ 
Mise à jour de la partie 
définition 
mise à jour de la partie ré-
/ férence de la table 
STSTO 
t 
Apparition d ' un l abe l 
Mise à jour de la p a rtie définition 
La table des symboles a l a structure : 
Nom numéro micro-op. 
de d éfini t ion 
numér o micro-op. 
de réf érenc e 
Nous trions l a t able à c~aque appel de STSTO par un 
algorithme de recherche dichotomique. Cela permet de systémati-
ser la recherche et l'insertion d 'un symbole.Ainsi il n ' est pas 
néc essaire d' avoir des procédures différ e ntes suivant l ' origine 
de l ' appel. 
d éf inition 
STSTO (nom d u symbole , ) 
référenc e 
) 
Recherche 
Dichoto-
miqùe 
trd,uv é 
oui 
erreur 
double déf . 
ETSTO 
·/ 
Retour 
Insertion et mise 
as 1--=---,-;----à jour d e la p a rtie trouvé 
référence 
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2.3.2. Description des_différente s _routines_de_traitement 
Nous savons qu ' au départ, la table MOT (mnémoniques des 
opé ration s ) cho"isit la routine de traitement à e x écuter . Dans 
ce paragraphe, nous donnerons un exemple (TORMEN ) de ces routines 
ainsi que des commentaires généraux permettant de construire les 
autres sur le même schéma logique. Le but de ces routines est 
de transformer le langage source en un langage intermédiaire 
(fig. II-5). Nous avons vu que ce dernier était composé d'une 
partie dépendante du hardware (parties CHAMP-ALTERNATIVE) et 
d'une partie utilisée lors du regroupement des micro-opérations 
sur base de l'utilisation des ressources de ces dernières. Enfin, 
c'est aussi aux routines TORi qu'il incombe d'éclater les micro-
opérations fournies à l'utilisateur, mais intradui sib l es directe-
ment en terme de bits positionnés dans les champs de la micro-
instruction. Ainsi , par exemple, nous permettons un travail en 
mémoir e sur une adre s se fournie par un registre général (ex: 
IF (R3 )), celui-ci n'étant pas connecté au registre adresse mé-
moire, MAD (voir schéma des connex ions en annexe 1). Il faudra 
dès lors éclater cette opération en opé rations réalisables (d a ns 
l'exemple : TRN (R3, ) ; IF (ALU)~ Dans le langage créé , de 
telles micro-opé rations ne nécessitent jamais de sauver le contenu 
de ressources pour l e s rendre réalisalbe s. Un tel sauvetage de 
ressources impliquerait rapideme nt une gestion de toutes les 
ressources et diminuerait considérablement l'optima lité du code 
généré. 
La figure II-8 présente TORMEM s ous forme de table de 
séquenc e . Ce lle-ci est facil e ment compréhensible à la lumière 
de ce qui pr é c è de. 
2.3.3. Exempl e d e tr a duction 
~--- .---------- ------
Le tr a v a il de l'ana lyseur syntax ique est illustré sur 
un microprogramme plaçant un byte d e la mé moire dans les 8 bits 
de poids f a ible s d'un r e gistre R0 • R7). La référence au 
microprogramme à partir.de l'assembleur se fera par un "br anch 
to control storen : 
BCS j, reg, IC 
où "j 11 spécifie de quel byte du mot il s'agit (j = 0 byte droit 
j = l byte g a uch e ) "reg" donne l e nùmér o du registre (0 à 7). 
11 IC 11 ser a l'adresse de la WCS où le microprogra mme débute. 
Cette instruction sera suivi e par l'adresse du mot contepant 
le byte, c e ll e -ci pouvant être di r ecte ( i = 0 ) ou indirecte 
(i = 1). 
Nous avons donc : 
1 
2 
1 1 
i 
BCS 
. 1 
0 1 000 jj reg A ( IC) 
adresse 
faut d'aboraune bouc.l e 0 Logiquement, il pur aller lire 
le byte e n mé moire (opé r ations 1 à 5) . Celui--ci trouvé, nous le 
cadrons dans l' OPR; nous préparons le registre concerné afin 
de conserver le byte de gauche et nou s opérons l 'insertion du 
byte. A cette logiq_ue de base, nous pouvons a jouter quelques 
opérations (1 4, 15, 1 7 , 18) pour conserver le "pipe line" dont 
on bénéficie au début du programme . 
·r. 
If> 
w 
•- 0:: ::::> c:: 1./) LL LL r.f) r.f) 
-
-COMMENTAI RES ~ 0 0 en 1 > a.. ....1 - 0 <( 2 a. 
--
Ch c, ix ;:s. 
1 2 3 4 5 6 opérat ions 
Opérations: IF 2 7 8 9 10 
OF 3 7 8 9 10 
os 4 7 8 9 10 
s 5 7 8 9 10 
WAIT 6 
Opérandes : OVR 7 
p 8 
ALU 9 
MIR 10 
Rn 11 
Opérat ions 
12 
conditionne lles : 
13 
\ 14 
X : val eur neutre 
FIG . II - B : Rout ine TORMEN 
-0 C -,, f. { X: "'-0 
u 
11 
11 
11 
11 
14 
12 13 
12 13 
12 13 
12 13 
12 13 
14 
î RAI TEMENTS 
IM = XXOO 
MODIF = IBR , MIR 
IM :XX01 
MODIF = MIR 
MODIF = MEMOIRE 
UTIL= ALU 
IM:XX10 
MODIF = MEMO IRE 
UTIL = ALU 
I M::: XX11 
IM:: 0001 
SF= 0 , TF= 00 
MODIF = MIR 
IM =IM u (OOXX) 
UTIL = OUR 
IM = I M u (lO XX ) 
UTiL = p 
IM = 1 lv1 u (Ol XX) 
UTIL = Ml R 
UTIL = MIR 
IM = !M u (11X X) 
Gén~re- r TRN ( Rn , ) 
IF(ALU) 
SF= 3 
UT! L = t est unit 
Crèer 3 atte-rnat ives 
t) S F:::2 TF:::1 
2) SF:::2 TF:2 
3) SF=2 TF:3 
SF= 1 
Cr ~er une alternative 
SF:::2 TF=O 
Instruction su ivante 
_,,.. 
.. 
1 
·-
( l ) 
( 2) 
( 3) 
( 4) 
( 5) 
( 6) 
(7) 
(8) 
( 9) 
(10) 
( 11 ) 
(1 2) 
(13) 
(14 ) 
( i 5) 
( 16 ) 
(17) 
(1 8 ) 
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__________ ,;___+---- --:-------·----
Labe ls micro-instructions comrnentaires 
--- . -------- ----- -------------1----------
RD OF (l-1IR ) 
TRN (MIR ,) 
.SAMPLE (ALU) 
TEST (ALUS ) 
GOTO ~ (RD, TRAIT) 
TRAIT WAIT 
TRN (MIR,OPR ) 
GOTO IR9 , MSK1 0000, 
GroJC.HE,DROIT) 
GAUCHE : AND : (OLSE , x .•·ooFF, 
OPR ) 
JUMP (TRF) 
DROIT AND (ORSE,X'OOFF, 
OPR) 
TRF : AND (MSKFFFF , X'FEFF , 
I R) 
I NC (P ,P) 
IF (P) 
OR( RS5 ,OPR,RS5) 
INC (P,P ) 
IF (P ) 
JU MP (Oï SS3M) 
Le registre d ' cntié m6rnoire 
donne l'adresse du byte 
L'adressage est-il direct? 
Si oui on est en train de 
lire le byte (TRAIT ), sinon 
on r ecommence la boucle (RD) 
Synchronisation avec l' opéra-
tion mémoire. 
T~ansfert du mot contenant 
l e byte dans l'OPR et bran-
chement 
suivant le byte à extraire 
cadrage du byte à trans férer 
dans l e byte droit de l' OPR 
et mise à zéro du byte gauche 
rétablissement du "pipe-line" 
insert ion du byte dans le 
registre· spécifié 
rétablissement du "pipe-line 11 
pr :ise en charge de 1 'instruc-
tion suivante. 
L' analyseur synta*ique prend en charge la première micro-
opération , place l e symbole RD dans la tabl e des symbo+es (S'l' ) 
et. l a va}eur du compteur de micro-opération source dans l a 
partie définition. Il traduit ensuite l e "OF( MIR) ", à l'aide 
de la table de séquence de la figure II -8 (TORMEM). Celle-ci 
traduit une instruction du langage source en u ne instruct ion du 
l angage intermédiaire (ILT). La phase 3 , puis la phase 10 posi~ 
tionnent le champ IM , à la valeur h exadéc imale D, ainsi que les 
parti es MODIF et UTIL. L ' instruction n' étant pas conditionnelle, 
la phase 1 3 comp l ète l e champ SF et crée une alternative, c' est-
à-dir e que la colonne ALTER es t complétée et qu'une entrée est 
créée dans l e volet 2 du l angage intermédiaire. Excepté les 
champs SF et TF, cette entrée est identique à c el le cmnstruite 
ci"-dessus . 
Ce trava il est d'une logique relativement simple et peut 
être appliqué _à t outes les micro-opérations du langage sourc e . 
Les résultats finau x sont expl icités à la figure II -5 (b ). 
·r: 
Chapitre 3 
La Composition 
3.1. Buts de la composition 
A ce stade, les microprogrammes ne sont constitués que 
de micro-ordres exprimés séquentiellement. Or une machine à 
format de micro-instruction horizontal permet un c er t a in parallé-
lisme qu ' un microprogrammeur exploiterait. Pour être eff±cient, 
le compilateur doit également pouvoir lLexploiter. Chercher à 
regrouper des micro-opérations exige ~ne analyse des ressources 
utilisées par les micro-opérations et une analyse de la séquence 
à respecter. Comme la composition doit se faire de façon optimale, 
une étude des algorithmes d'optimalisation est d 1 abord effectuée 
et . il n ' est pas étonnant que le terme "optimalisation" remplace 
dans le texte celui de "composition". 
L'optimalisation peut se faire à deux niveaux : global 
et local. L'optimalisation globale travaille sur l'ensemble 
des instructions. Gries (GRIES, 1971) , Allen (ALLEN, 1970), Aho 
· (AHO, 1970) et d'autres analysent le programme dans son ensemble 
pour en extraire des relations intéressantes au niveau global. 
Elles serviront dans la suite, par exemple, à éliminer les évalua-
tions de constantes à 1-' intérieur de boucles. Ces algorithmes 
gériéraux peuvent être applitjués ici. Le niveau d'optimalisation 
global minimise généralement l e temps d'exécution des micropro-
grammes par l'exploitation du parallélisme. Ce qui implique l a 
détection de flots parallèles et le transport de micro-opérations. 
Pour d é tecter de tels flots, un microprogramme est partitionné 
en segments (= blocs ) exécutables indépe ndamment les uns des 
autres et pouvant être confiés à des processeurs multiples 
(BERNSTEIN, 1966). L 1 0ptimalisation des microprogramrne s par 
transport de code s'effectue sur les segments et détecte les micro-
opérations pouvant être transf é rées dans un autre segment afin 
de diminuer le temps d ' exécution sans affecter le résultat. Si 
par exemple, une micro-instruction d'une boucle est exécutée avec 
des opérandes constants, elle peut être transportée en dehors de la 
boucle et diminuer ainsi le temps nécessaire à l'exécution. 
L'optimalisation locale est exécutée sur chaque segment 
du microprogramrne. A ce niveau, la notion de bloc (ou segment ) 
doit être précisée : c'est une portion de microprogramme ayant 
au plus une instruction de contrôle de séquence vers les autres 
blocs. C'est l'équivalent d'un noeud dans le graphe réduit des 
tâches d'un programme dans le sens de Ramamoorthy et Gonzales 
(RAMAMOORTHY et al. , 19 6 9 ) . Le bloc peut être considéré comme 
indépendant et être analysé sépérément pour la détection du 
parallélisme possible. L'optimalisation du temps d'exécution 
s'en déduit vu l'hypothèse faite sur le type de micro-instruction 
traité (à format horizontal ). En effet , la recherche d ' une com-
position minimale ou d'un temps d ' exécution minimum conduit à 
l'exploitation maximale du parallélisme. L'optimalisation l ocale 
est rendue difficil~ par le nombre limité des ressources contrô-
lables par l es micro-instructions. Puisqu'à ce niveau ,les opérations 
parallèles sont exécutées par un processeur u niqu e , cela requiert 
la détection d'opérations exécutables en parallèle dans le micro-
programme et l'allocation à des ressources concurrentes. Deux · 
/ 
.. 
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opérations exécutables parallèlement dans un microprogramme , par 
ex mple, ne peuvent pas être exécutées simultanément si el l es 
utilisent ]a-même unité (ALU, bus, . .. ). Les conflits d ~ns l'uti~ 
lisation des ressources doivent être résolus pour l ' optimalisation 
locale. C'est une_ des premières difficultés en micropr ogrammation 
horizontale. Pour détecter et résoudre automatiquement de tels 
conflits , un schéma d'allocations de ressources doit être incor-
poré dans une techniqu e de détection de paral}élisme. 
3.2. Technique;d'optimalisat ion existantes 
Seules les techniques d ' optima l isation utilisant lare-
cherche du parallélisme seront exposées. La littérature décrit 
suffi samment (GRIES, 1971 ; ALLEN, 1970 ; AHO , 1970) 1es méthodes 
travaillant au niveau global. 
Dans l'optima lisation d'un programme machine que l c onque , 
le souci principal est de préserver l ' algorithme programmé. Ici , 
la seoond souci est de générer une séquence de micro-instructions 
minimale à l'intérieur d'un segment. Les algorithmes doivent 
donc garantir que l ' ensemble des micro-instructions de chaque 
segment soit valide et minimum. 
Pour un bloc den micro-opérations , la technique qui 
consiste à énumérer toutes les micro-instructions afin de déter-
miner le s conflits de ressource peut demander plus de (n-1 ) 
comparaisons entre micr~-opérations. Atstopas et Pl~kas (ATSTOPAS, 
1971 ) garantissent un ensemble de micro-instructions optimal , 
mais leur stratégie consiste à énumérer tous les ensembles 
de micro·instructions par bloc et chois~issent l ' optimum. Yau , 
Schowe et Tsuchiya (YAU.et al., 1974) ont affiné l a méthode en 
remarquant que le nombre de comparaisons demandées peut être 
réduit si toutes les micro-instructions ne doivent pas être 
g énérées et/ou si tous les ensembles ne doivent pas être construits. 
Le nombre minimum de pas est atteint si seul l'ensemble ayant 
le minimum de micro-opération est généré. Les micro-opérations 
sont assignées aux micro-instructions si et seulement si les 
conflits de ressources et de dépendance des données l e permetten t. 
Si une telle méthode garantissait l'optimum, elle serait beaucoup 
mieux qu'une méthode énumérative. En fait, les auteurs n ' arrivent 
qu'à diminuer le nombre de pas. Leur algorithme ressemble fort 
à un "Branch and Bound" où à chaque pas un choix est fait et où 
l'alternative est èntièrernent mémorisée pour une reprise ulté-
rieure éventuelle. Ramamoorthy et Tsuchiya (RAMAMOORTHY, 1 97 4 ) 
ont créé un langage de micro-prograIT~ation horizontal (S IMPL ) 
et l'utilisent avec un compilateur optimisateur . Pour c haque 
bloc, ils déterminent la date au plus tôt et la date au plus tard 
d'exécution de chaque micro-opération. Ils obtiennnent alors 
des micro~opérations critiques (date au plus tôt = date au plus 
tard ) Ils assignent ensuite ces micro-opérations à des micro-
i nstructions. Les micro~opérations non critiques sont ordonnées 
~uivant leur date au plus tôt d'exécution et leur séquence. Elles 
sont finalement comparées avec les micro-instructions précédemment 
créées pour y être incluses. 
-· 4 2 -
3.3. Options choisies 
Prêcisons d'abord que l'optimalisat ion globale ri'est pas , 
prise en considération . D'une part, elle est très longue et 
n'apporterait probablement pas de grands résultats vu la simpli-
cité de notre langage . De plus tout bon programmeur sait, par 
exemple, que les calculs de constantes sont à placer hors des 
boucles. Enfin , s i l'optimalisation globale était retenue , elle 
pourrait trouver place dans une première phase de l'analyse. 
Pour ce qu i est de l'optimalisation locale , nous avons 
repris l'idée de Ramamoorthy & Tsuchiya(RAMAMOORTHY, 197 4 ) qui 
consiste à partir des principes de ' assignation unique que 
Tesler et Enea (TESLER , 1968) ont développé dans COMPEL (compute 
parallel), un langage de haut-niveau pour le multiprocessing. 
Un programme écrit dans un langage d'assignatio~ unique à les 
caractéristiques suivantes 
+ Aucune variable n ' est modifiée par plus d ' une instruction. 
Le seul effet de l ' exécution d ' une instruction est 
d'assigner des valeurs à certaines variables. Elle n'affec-
te jamais l e contenu des variables d'entrée (pas de " side 
effect'' ) .Toutes les instructions sont des asslgnations. 
Les variables appartiennent à un des groupes : 
- sortie celles qui reçoivent une valeur ; 
- entrée : celles dont la valeur est utilisée dans 
l'instruction. 
+ L'instruction donnant une valeur à une varia~lè doit 
s'exécuter avant toute instruction l'utilisant en entrée 
ou utilisant une valeur qui en dépend. 
Une façon d'optimaliser un tel prograrnme est de réduire le · 
nombre de calculs redondants par une combinaison ·des expressions 
comrnunes. Dans un programme d'assignation unique il n'y a 
pas de "side effect", donc les expressions communes du programme 
peuvent être combinées pendant la phase de compilation. Un autre 
moyen serait l'allocation efficiente des mémoires. Les restric-
tions données dans un tel langage permettent qu'une instruction 
soit exécutée sans tenir compte de la séquence dès que toutes 
ses variables d'entrée ont une valeur. 
Exemple de programme d'assignation unique 
B = 4 
C 12,5 
A = B/C 
D = A::kB 
E = CtB-A 
.F = C/B 
G 3xC 
(ou les deux), 
ment. Et ainsi 
(1) 
( 2 ) 
( 3 ) 
( 4 ) 
( 5 ) 
( 6 ) 
( 7) 
( 3 ) , ( 6 ) 
de suite 
et 
Les instructions (1) e t ( 2 ) peuvent 
s ' exécuter directement et simulta-
nément puisqu'elles ne dépendent 
d'aucune variable. Après que B et 
C aient reçu u ne valeur, (1 ) et ( 2 ) 
toutes les instructions ne nécessi-
tant qu'une de ces d eux variables 
(7) peuvent être exécutées simultané-
D'oü le graphe de dépendance 
.,· 
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Les propriétés de l ' assignation unique permetten t d o nc 
l a détection des instructions exécutables simultanément. Ces 
concepts ont été approfondis par Chamberlin (CHAMBERLIN , 197 1) 
dans la créati_on du SAMPLE (Single Assignment Mathematical 
Programming Language ) . 
Pour que ces concepts soient applicables à la microprogram-
mation, il nous faut ajuster les différentes définitions de 
l 'assignat ion unique. D' abord l'environnement d'application _est 
assez différent. Nous n ' avons pas un multi-processeur, mais 
un ensemble multiple d ' opérations élémentaires . La difficulté 
provie nt des différences suivantes : 
1 . Les variables des microprogrammes représentent des 
res sources mémoires (registres- indicateurs) 
2. ce n'est pas aux ressources , mais plutôt à leur conte-
nu, que les concepts de l ' assignation unique doivent 
être appliqués ; 
3. d es processus parallèles sont réalisés en microprogram-
mation par des chemin s de données parallèles (bus ) 
et des registres plutôt que par des processus multiples ; 
4. d es ·processus paralleles sont exécutés par des unités 
multiples asynchrones tandis qu ' ici les micro-opérations 
sont exécutées de manière synchrone durant un temps 
d'horlog-e. 
Pour appliquer les principes de l ' assignation unique, 
l ' ensemble des micro~opérations est partitionné en blocs. Les 
blocs étant définis, une analyse du parallélisme est exécutée 
sur chacun d'eux . Pour cela , il faut encore préciser qutune 
variable ayant reçu une va l eur est considérée comme définie pour 
toutes les instructions apparaissant avant une instruction lui 
assignant une nouvelle valeur . Ainsi dans l' exemp l e : 
X • A ( 1 ) 
Q • B ( 2 ) 
Ar.. Q • Q ( 3 ) 
X+l • A ( 4 ) 
X-B • p (5 ) 
Les instructions (1 )_ et ( 4 ) ne dépendant que de X i-:iourrà.ient s ' exé-
cuter s i mu l tanément . Cepend ant l ' instruction (3 ) réfère l a valeur 
définie à l ' instruction (1 ) . Il faut·donc "retarder" l ' exéc ution 
d e (4 ) jusqu ' àprès ~• exécut ion de (3 ). 
·, 
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3.4. Algorithmes 
Avant de commencer une discuss ion sur la façon d'obtenir 
u n microprogramme optimal, la d éfinition de que lques termes 
est nécessaire 
Conflit de ressource (entre deux micro-opérations ) : s i deux 
micro-opé rations théoriqu eme nt concurrentes ne peuvent s ' exé cu-
ter simultanément parce qu'elles utilisen t les mêmes ressources 
de la machine (ne pouvant être partagées ), nou s dison s qu ' un 
c onflit de res source existe entre-elles. 
La liste Rj disponible a u pas j est la liste des micro-opérations 
e xécutables de façon concurrente à l a date j s ' i l n' y avait pas 
de limi te hardware , c' est-à-dire s i la machine ava it des ressour-
ces de chaque type en nombre infini . 
Une micro- instruction complète es t une micro-instruction qui , 
du fait des limites du hardware e t/ou de son e ncodage ne peut 
plus accepter ~ucune d es micro-opérations de Ri. 
Les micro-opérations libres sont celles n ' appartenant pas au chemin 
cri tLJt,i~c ' est-.:à-dir.ecelles dont l es dates d'exécution a u plus 1 
tot et au plus tard forment un intervalle de temps. 
Un graphe dedépendance es t un graphe connexe et acycl ique qui 
représente la dépendance des données pour toutes les micro-opé-
rations du bloc. Chaque noeud représente une mic r o-opérat ion 
du bloc et chacune d' entre-el l es est représentée par un et un 
s eu l noeud. Les arcs du graphe expriment la dépendance des données 
qui existent entre les micro-opérations. Chaque noeud est directe-
ment dépendant des données de ses prédécesseurs i mméd iat s et 
indépendant des données de c eux qui ne sont ni s es prédécesseurs 
ni ses successeurs . 
Comme pour la partie précédente, c e paragraphe d écr it 
les fonctions principales composant l a phase. Dans la figure II -3 , 
un découpage du programme en blocs est effectué . Un bloc étant 
c onstitué par une séquence d ' instructions terminée par une opéra-
tion de contrôle d e séquence , il est facilement identifia ble à 
part i r de l a table des symbol es qui fournit l es numéros des 
micro-opérat ions définissant les labels et c e lles l es référenciant. 
Ces numéros sont traduit s en numéros de micro-opérations du l an-
gage intermédiaire af in d'aller les r echercher lors de l ' étab lisse-
ment du graphe d e d épendance . Tout cela ne const itue e n fait que 
la préparation d e s données au travail de composition proprement 
dit. 
Le l angage intermédiaire partitionn é en blocs est analysé 
pour détecter le parallélisme local. L' a n alyseur de concurrences 
e xaminé chaque bloc pour trouver le s micro-opérations e xécutables 
simultanément et déterminer l es moments d'exécutions possibles. 
En particulier, cette analyse détermine, sans tenir compte des 
limitations hardware, le nombre minimal de cycles nécessaires à 
l'exécution de chaqu·e bloc. Elle travaille en quatre é tapes : 
La 1ère étape balaye s équentie l lement chaque bloc , d éter-
mine l a dépendance des variables et établit l e graphe de dépen-
dance. Celui-ci const i t u e le parallélisme maximal possible en 
·r ' 
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supprimant les conflits de ressources du microprogramme (fig . II-1 4). 
En appliquant l es principes de l ' assignation unique, la 2eme 
étape détermine· la d ate d ' exécution au plus tôt de chaqu_e __ 
micro-opération (fig . II-15 ). 
La construction du graphe de dépendance nécessite l a 
tenue à jour de l ' utilisation d es ressources. Comme 
signalé , c'est le but des deux tableaux TABUTIL et TABMOTIF . 
Ils donnent en regard de la ressource l e numéro de la dernière 
micro-opération l ' utilisant ou la modifiant respectivement. 
Comment TABUTIL et TABMODIF sont-ils utilisés pour construire 
le graphe de dépendance? Cela revient à adapter l'approche de 
l' assignation unique (voir II-3.3. ) à la microproqrarr®ati0n . Dans 
l ' analyse des ressources utilisées, ce qui est important de 
connaître, c ' est le numéro de l a dernière micro-opération qui 
la modifie . L'utilisation antérieure n ' a plus d'importance . Inver-
sément, lors de la détection d'une modification, seule la dernière 
utilisation est importante, car la modification a déjà été t rai-
tée. 
exemple TRN (R3 , R6 ) (1) UTI MODIF 
ADD (Rl, R2 , R3 ) . ( 4 ) Rl 4 
TRN (R6, R3 ) ( 7) R2 4 
R3 1 4 + arc ( 1 ) • ( 4) 
7 • arc ( 1 ) • ( 7) 
R 
R6 7 1 + arc (1) • (7 ) 
Le sens de l'arc va toujours de l'ancienne micro-opération vers 
celle en cours de traitement. Enfin le poids de l'arc vaut O ou 1 
suivant le cas. Le t ab leau de la figure II-14 (b ) donne les 
ressourc es utilis ées et-modifiées ainsi que le poids de l' arc 
créé par type de micro-opération. Les poids nuls sont introduits . 
afin d'obliger certaines micro-opérations à être de la même 
époque que d'autres et donc d'appartenir à la même micro-instruc-
tion. Dans c e trava il, d es unités fictives (ex ::test ) sont uti ·-
l isées afin de g~néra l iser le traitement . 
La 3ème étape considère l ' exécution inverse du microcode du bloc 
pour trouver la date au plus tard de leur e xécution . 
La 4ème étape balaye les micro-opérations ayant l eur moments 
d'exécution au plus tôt et au plus tard égaux. Puisque de telles 
micro-opérations sont c ritiques elles seront rattachées à des 
mi?ro-instructions critiques . 
Le para l lélisme détecté-dans cette phase de compilation 
étant le parallélisme maximal, on pourrait prouver théoriqueme nt 
(principe de Bellman R. , "Une politique est optimale si à une 
période donnée, que~les que soient les décisions précédentes, 
les décisions qui restent à prendre constituent une politique 
optimale en regard du résultat des· décisions précédentes") que 
les micro-opérations critiques constituent une séquence minimum 
pour un microprogramme complet disposant de ressources illimitées. 
Ces micro-opérations saont utilisées dans une analyse suivante 
pour générer un e nsemble mi nimum de rnicro--instructions pour un 
bloc. 
INIT 
EXTRACT 
Tenue à jour des tables de ressources PARAMETRES 
Lan gage intermédiaire 
EXAM BUTIL Limites du bloc(= N° micro-opérations ) 
VARIABLES ET sv· ,BOLES UTILI SES 
3 Exprime l' xistence 
MARQDE i Exprime la non ex istence 
TABMOD!F Table de tenue à Jour de la 
TABUTIL mod iticat1on (de l'utilisation) 
des ressources t-'ar l s 
PDSM 
MARQOEP 
3 .----
'----------; EXTRACT 1 
micro-ope-rations . 
F 
FONCTIOt s DES MODULES 
IN !T Initialisation d e:s ta bles de res:sources ( TABMOD IF et TABUTIL) 
EXTRACT prise en charge prnmière micro- op erati on du laloc ( soit X) 
EXAM Id en tificatio n des r essources modifiées par la rnicro-opération 
UTIL La ressource est - elle utilisl•e auparavant ? 
. 
PDSM Re-cherche du po ids de l'a rc x- v ,Y etant le r,o d e- ta micro - op&rat ion 
MARQDEP M i se à jou r du graphe de dépEmdance 
BUTIL identif icat ion des ressources u til i:sées par la micro-op~r ation 
MODIF La ressource est - él le modifiée auparavant ? 
EXTRACTl Prise en charge de la mic ro-opéra tion suivante et d~tection de 
, 
FIG . II-14(a) GSTO , etabliss me-nt du graphe de dépendance 
utilisatrice 
la fin du toc 
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Opérations Re ssources Poids 
utili sées modifiées 
Avec l' ALU 
Op (opl, op2, d es t) test opl, op2 d est, ALU 1 
Avec l a mémoire 
IF (opl ) opl, mem MIR, IBR 1 
OF (op l) opl, mem MIR 1 
Op (opl , test) opl, mem MIR, mem 0 
( l ) ( 2) ( 3) 
t est 
Tes t 
--
SAMPLE ( f l ag ) ALU fl ag 0 
TEST ( f lag ) fl ag test 1 
SET (flag ) flag 1 
RESET (f l ag ) 
De ·séquence 
GO TO (vrai, faux ) test 0 
GO ·ro (IR, ... ) IR 1 
(1) dans l e cas d'un IF ou d'un OF 
(2 ) dans le cas d'un OS ou d'un BS 
(3) l ' arc issu d e l'opération de test à un poids nul, tou s les 
autres ont un poid s u n itaire . 
mem 
ALU 
t est 
Op 
op 
Figure II - 14 (b ) 
Symboles utilis é s 
un ité mémoire 
unité arithmétique et logique 
unit é de t es t 
code opération 
opérande 
Tableau résumé d es poids des a rcs et des 
ressources u tilisées ou modiœes par l es 
différentes micro-opérations. 
•(' 
1 ,t,aJ,satiJ 
!--da te 
o---nm a rq 
oui 
PARAMETRES 
Graphe de dépendance 
Nombre de sommet du bloc :nsom 
VAR !AB LES ET SVMBO LES UT! LI SES 
date n° de l a p d-r iode en cours d'examen 
nmarq nombre d e som~t mdrquf.! 
ncd 
nlig 
p 
NP 
A 
NA 
n° du sommet desti nation (suivant) 
n° du sommet ori g i ne ( pr c~de nt) 
prccédence vérifiée 
pas de précédence dêtc-ctêe 
li mite ctteinte 
l imite non atte inte 
comparaison de deux éldments 
.__ ______ 1 SUPr\ëSS 1 
FONCTIONS DES ~ODULES 
LIM 1 Tous les prl-cbdents 
. 
pot entiels (nl i g ) ont -il s é-té analysés ? 
MA QUE !arquer le sommet vec la " dati: .. n cours 
IM 2 Tous l es sommets (ncd) ont - ils dté anaty~ô-s ? 
NUL? Existe-t-it des sommets rnliôs par des a:-cs do poids nul ? 
UM 3 Tous l es i:;ommets sont- ils marqués ( nmarq = nsom ) ? 
su RESS Supprim er du graphe l es sommets rnarquô::; 
ENUL Signaler qu' Il existe des arcs de- poids nuls dans le cycie n cours 
IG. II-t5 : R·cher he de l a date d' xeéution au plus ·tot 
' 
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La phase suivante introdui t les contraintes de la machine. 
L'organisation hardra r e et les caractérist iques des opérat ions 
possib l es sont déf i nies par la représentation de l a micro-instruc-
tion. La liste des micro-opérations c r itiques générées d a ns la 
ph ase précédente est balayée pour construire le flot de contrôle 
principa l du bloc. L'utilisation des res sources des micro-opé-
rations cri tiques a.yant le même moment d I exécution est examinée 
pour trouver l e s c onflits éventuels et créer une séquence de 
micro~instructions rêsolvant c es conflits. Ainsi deux micro-opé-
rations critiques ap9artenant au même moment d'exécution et qui 
utilisent la même ressource (ex : ALU) ne peuvent s'exécuter 
simultanément , deux mic r o - i nstructions seront donc nécessaires pour 
exptimer un tel cycle. Si par contre , il n'y a ni conflit de 
ressou r c e ni conflit d' encodage, elles s eront groupées pour être 
exécutées simultanément. Ce processus génere un ensemb le minimum 
de mj_cro-instructions sans conflit de r essource incluant toutes 
l es micro-opérations cri tiques . Les micro-opérations libres res-
tantes sont a lors insérées dans cet ensemb l e de micro- i nstructions 
compte tenu de l eur t emps d'exécution. Les procédures g énéra l es 
de détection de conflits de ressources entr e micro-opérations 
critiques et d'insertion des micro-opérations libres sont illus-
- trées r espectivement par les figures II-16 et II-1 7. La figur e 
II-16 montre l a procédure de réarrangement des micro-opérations 
critiques en tenant compte des contraintes hardwa r e représentées 
dans notre cas par l e ·fait que deux micro-opérations d e même 
type ne pourront pas être placées dans la même micro-instruction. 
A ce stade, les conflits d'utili sation des ressources ont tous 
été pris en considération par le .graphe de dépendance des r essour-
c es et par le type de la micro-opération. Mais il faut r emarquer 
que dans certaines machines ayant, par exemple , un additionneur 
et une un i té de multiplication distincts des conflits d ans l'uti-
lisation des registres pourraient encore se produire à ce niveau 
du fait de l'utilisation d'un bus cornmun • 
Signalons enfin qu ' un conflit d e ressources e ntre deux 
micro-opérat i ons est exprimé par le positionnement de champs 1 
identiques à des valeurs différe ntes dans l es deux micro-opérations. 
REGIS'" 
TRES 
l 1 
Exemple 
Rl + R2 R3} ->-
Rl + R4 -+ R5 
pourraient s'exécuter simultanément 
Rl + R2 -+ R3} 
R4 ~ R4 ->- R5 
ne peuvent pas s ' exécuter si.mul t a nément 
•(' 
PARAMETRES 
Micro - o pé>ra lions par cycl e DAC RIT 
ENDC V 
~-~-~ 
F C _ I K • M-K I-l 1 + N-- 1 VARIABLES ET SYMBOLES UTILISES 
1 n° du cycle en cours d 'analyse 
ENDIN K no du cycle en cours d'êlabcrotion 
N no de l a micro -opérat i on dans l e 
cy c l e 1 
M no de l a micro -opération dans 
l e cycle K 
FC tin de cycle 
C conflit dé-tect~ 
FO CT!ONS DES MODULES 
EXTRACT Pr i se en charge de t a micro -op ration ! de DACR IT 
COMP Comparer la micro - opération 1 avec l es micro - opl!-rat ion!S du cycle 1( de 
DACR I T 1 pour détectio n des conflits de ype 
I NSE T Ajouter l a mic r o - opér'.l li on au cyc le K de DAC RIT 1 
END!N Placer " fin de micro- instruction ., cfons DAC RIT 1 ( K <- M) 
ENDCY lhdique r fin de cycle et pr end r e le cycle su ivant en compte 
F I G . II - 16 : Ré-sol ut ion des confl it s entre micro -op'-?'ratio ns critiques 
FOLCY 
PUTAC 
MAJLI S 
EXTACT 
CRITI C 
CO NF L 
ADDOP 
LAST 
ADDCY 
FOLCY 
E~ DACT 
EN DBL K 
ACFUR 
Les li stes ACTUEL et FUTUR 
cont iennent r espective ment les 
numéros d es micro-opérat ions 
pouvant s ' c!xécutcr ou cycle 
exam iné et au cycle suivant. 
oui 
PARAMETRES 
1-• l 
Date d'é xécution au plus t ô t 
micro - opora tien s 
Date d'éxc.lcution au plu s tard 
micro - opéra t ien s 
Mi cro- opérat ic_ns critiques :. DACR!T 
oui 
FO NC ï lONS DES MODULES 
Place r les instructions ~xécutables au premier cycle dans ACTUEL 
Mise d jo ur d es listes ACTUEL et 
Prise en char ge de la micro-opé r at ion 
L' opération 1 appartient-elle au ch em in 
FUTUR 
:suivante 
critiqu e ? 
de ACTUEL 
des 
de:: 
Détection des conflits avec l es opérations d e la m icro-instr uctio n exam i née 
Ajouter la m icro-opérat i on au · cy le examiné 
Le cycl e est- il l e dernier possible pour la micro-opération ? 
Inserti on d ' un nouveau cycle et. placement de l a micro-opé r a tion 
Prise en charge du cycle suivant pou r ei:amen de r. e-s micro - opérations 
La liste ACTUEL est - el I e terminée ? 
L e bloc est - il t erminé ? 
Transfert de la l i ste FUTUR dans la li s t e ACTUEL 
FIG. II -17 : Proc~dure d'insertion des micro-op~rations libres 
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Cet algorithme compose les micro-opérations mais dans 
certains ·cas ·; cette compoàtion peut ne pas être la meilleure. En 
effet, lors de l'insertion des micro-opérations dans les micro-
instructions critiques, seule une combinaison est analysée et 
choisie. Le choix peut ne pas être le meilleur et trop de micro-
instructions sont alors générées. Ainsi dans l'exemple suivant 
l'algorithme génére trois micro-instructions quand deux suffisent. 
Exemple : soit l e bloc : A 
B 
C 
D 
E 
F 
G 
INC ( P, P ) 
AND (RO, X'OFOF, Rl ) 
ADD (R2 ,MIR, R2 ) 
IF ( P ) 
SHFTL (OPR, ARITH ) 
TEST (ALUS) 
GO TO (TRUE, FALSE ) 
L'établissement du graphe de dépendance montre que deux micro-
opérations sont critiques (A et D) et les conflits se situent 
entre B et C, D et C, B et E. L'algorithme d'insertion crée alors 
trois micro-instructions ; cycle 1 A, B ( 1 ) 
C, E ( 2 ) 
cycle 2 D, F, G ( 3) 
alors qu'en réalité d eux micro-instructions pouvaient suffire: 
ACE et DB F G. 
En pratique de t~ls cas sont rares et l' a lgorithme est 
satisfaisant. Cependant, pour des programmes demandant un mini-
mum absolu , un algorithme conduisant au nombre minimum de 
micro-instructiorupar bloc est donné à la fin du chapitre. Cet 
al~orithme, fournit l'optimum mais au prix d ' un t emps de compi-
lation très long et d 'un espace mémoire conséquent. Son utili-
sation est justifiée quand le temps d'exécution des microroutines 
est crucial ou si les microroutines sont amenées à travailler 
très souvent (ex : routines du système ). 
3.5. Exemple 
Le bloc de micro-opérations de la figure II-18 constitue 
le point de départ de l'exemple. Théoriquement, l es micro-opéra-
tions devraient être sous forme de langage intermédiaires, mais 
pour une compréhension plus simple et plus rapide, la forme 
mnémonique est conservée. 
Le graphe de d épendance étant établi à partir de l'utili-
sation des ressources, les micro-opérations sont balayées séquen-
tiellement et les tableaux (TABMODIF , TABUTIL) sont complétés . 
Ceux-ci permettent de répondre aux questions de la figure II - 14 
- la ressource est-elle utilisée auparavant? (UTIL ) 
- la ressource est-elle modifiée auparavant? (MODIF). 
Pour toute ressource utilisée en °des sens différents (en entrée , 
en sortie) par des micro-opérations différentes, une dépendance 
existe et le graphe est complété. Ainsi le registre 4 à sa valeur 
modifiée par la micro-opération 2 et est utilisé par la troisième. 
La troisième micro-opération dépend donc de la seconde. Le même 
raisonnement 0st appliqué au reste du bloc. Le poids des arcs 
entre micro-opération s vaut l lorsque la dépendance est réelle 
et O lorsque les 2 micro-opérations doivent appartenir à la même 
micro-opération pour assurer une exécution correcte. Ainsi les 
instructions 18 et 1 9 , qui sont des opérations conditionnelles 
doivent appartenir à la même micro-instructio.n que le test (micro-
opération 17). 
TABTOT 
TABTARD 
TABCRIT 
DACRIT 
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(1) AND (Rl , X ' OOFF,Rl4 ) 
(2) AND(R2,X ' OOFF,R4) RESSOURCES TABUTIF TABMODIF 
( 3) ADD (R4,Rl4 , Rl4 ) 
( 4 ) INC ( P , P ) 
(5) IF(P) 
(6)' WAIT 
(- 7 ) T RN (MIR , R 1 ) 
(8) TRN (IBR,IR) 
(9) OF(ALU) 
(10) TRN (Rl4 , 
(11) WAIT 
(12) TRN(MIR,R5 ) 
(13) ADD(R5,Rl4 , Rl4 ) 
(1 4 ) SAMPLE(OVFL ) 
(15) OR ( Rl 4 , X ' FFOO, Rl 4 ) 
- Rl 1 7 
R2 2 
R4 3 2 
R5 13 9 12 
Rl4 3 101315 1 3 1315 
p 4 5 1618 4 16 
IBR-· 8 5 
IR 8 
MIR 7 12 5 9 J. 8 
OVFT J. 7 J. 4 
MEM 5 9 18 6 J. 1 
ALU 9 1 4 1 2 3 7 10 121315 
( 1 6 ) INC ( P , P ) 
(17) TEST (OVFL ) 
(18) OF (P ,TE ST]) 
(19) GOTO ( . , 
DEGRAPH 
J. 2 3 4 5 6 7 8 9 10 11 T2 J. 3 J. 4 15 J. 6 J. 7 18 19 
1 l 1 
2 1 
3 1 1 
4 1 1 
5 1 1 1 1 
6 1 
7 1 1 
8 
9 1 1 1 
10 J. 
11 1 
J. 2 1 J. 
1 3 0 1 
14 1 J. 
15 
1 6 1 
17 0 0 18 
J. 9 
ou le 11 blànc 11 expr i me la non dépendance. 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
1 
191 
1 1 2 1 2 3 3 3 4 5 5 5 6 6 7 3 7 7 7 
-
2 3 4 1 2 3 3 7 4 5 5 5 6 6 7 6 7 7 7 
4 0 5 0 6 7 0 9 0 10 11 12 0 J. 3 1 4 0 15 17 18 19 0 
4 0 5 0 6 7 0 9 0 10 11 f> 12 0 13 14 0 15 17 18 l 9 0 
Figure II-18 exemple de la détection des micro-instructions 
c r itiques. 
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A parti r du graphe de dépendance , l es micro-op é rations 
critiques (TABCRIT ) peuvent facilement être déterminêes par 
l ' intermédiaire· de TABTOT et TADTARD . Ces micro-opérations cri-
tiques doivent encore ê t re analysées pour tenir comp te d e s c on-
trainte s h ardware . DACRI 'I' est donc l e premier schéma d u programme . 
Insérons-y l es micro-opérations libres (n'apparten a nt pas à 
DACRIT) en utilisant la figur e II-17. Au départ, les l istes 
ACTUEL et FUTUR contiennent:ACTUEL:l . 2 ' 4 
1 2 3 4 
4 5 6 9 
7 
FUTUR : 3 . 5 .. 
et DACRIT : 
5 6 7 
1 0 12 1 3 15 
11 1 4 17 
18 
19 
cyc l es 
micro-opérations 
La première micro-opération est confrontée à l a 4ème. Aucun 
conflit n ' apparaissant , e lle est insérée dans le cycle 1 et 
r etirée de ACTUEL. La seconde micro-opération est prise en charge. 
Ell e n'appartient pas au chemin critique, mais est en conflit 
a vec la première. Elle est donc placée dans la liste FUTUR. 
ACTUEL devenu vide , FUTUR y est transférée et la procédure 
recommence . Finalement DACRITl contient la liste des micro-opé-
rations par micro-in struction (= cycle) 
DACRITl 
cycles l i ste des micro-opérations 
1 1 4 
2 2 5 
3 6 7 8 16 
4 3 9 
5 1 0 11 
5' 12 
6 1 3 1 4 
7 15 17 18 19 
3.6 . Algorithme d'optimalisation assurant l'optimum 
Dans cet algorithme, on obtient l e chemin critique en 
considérant que des micro-opérations doivent rester dans des 
c ycles donnés (=restrictions ). Avant de commencer , la variab le 
NM' est posée éga le à 1' infini (NM ' = (}{) ) . 
·,; 
; I 
2. 2. 
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Obtenir le chemin critique en considérant les restric-
tions s ' il en existe.(voir 2.2 ). 
Examiner les micro- instructions d'une tranche de 
temp s du c h emin c r itique : 
Il n ' existe pas de conflits, un arrangement comp l et du 
chemin critique est réalisé. Poser cck les micro-ins-
truct ions appartenant a u keme cycle. Poser NM,0 = NM = 
l e nombre tota l de micro-instructions. Aller à l ' étape 3 
pour arranger les micro-opérations restantes. 
S'il y a des conflits machine entre K ( > 2 ) micro-opé-
rations, il y a au moins K ! façons de l es arranger. 
Sauver toutes les combinaisons possibles des micro-
opérations en conflit . Ces combina i sons constitu eront des 
"forçages" de micro-opérations à des micro-cycles quand 
un nouveau chemin critique devra être déterminé . Sauver 
aussi les micro-opérations précédemment forcées. Re-
tourner à l' étape 1 en prenant les micro-opérations 
précédemment forcées et la première combinaison du 
nouvel ordonnancement pour trouver u n nouveau chemin 
critique . 
Génére r une liste CLi (vide au début ) , i = 1, 2, . .. NM,0 
pour l' arrangement futur des micro-opérat ions libres. 
~~~p~_i_: Pour chaque micro-cycle i(i = 1, 2, 3 .. . NM,0' ), la li ste 
P ~ contient les micro-opé rations libres pouvant s'exé-
c~ter dès le moment i. -
4 .1. 
4 . 2. 
Si Pi est une liste vide, aller à l' étape 5 . 
Sinon examiner toutes ses micro-opérations pour détecter 
les conflits avec celles de CCi d'abord puis celles 
de CLi. 
4.2.1 . S'il n'y a pa s de conflit, ajouter l a micro-
opération à celle de CLi .Prendre la micro-opé-
ration suivante de Pi et répéter l' étape 4. 
4.2.2. S'il y avait un conflit avec une que lconque 
micro-opération de CCi (micro-opération; critique:} , 
t ransporter la micro-opération ~xaminée Me -
plus loin_,œ.nsles limites admises par les dates 
au plus tard_,.., et vérifier à nouveau l ' existence 
de conflits. S'il existe e nc ore a u moins un 
conf lit avec des micro-opérations c r itiq u ê s 
CC répéter le point 4.2 .2. S 'il n ' y en a plus, 
confronte~ Me avec les micro-opérations du 
CL1 correspondant posé CLj. 
4 . 2.2 . 1. 
4.2.2. 
S'il y a encore des conflits aller en 
4.2.3. 
Sinon , ajouter Me à 'CLj. 
Si on ne peut plus retarder Me, générer une 
nouvelle liste cci + 1 (vide ) et CL. + 1 dans l aquelle Me est placée. NM = NM + 1! 
5 .1. 
5. 2 . 
5.3. 
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4.2.3. Si le conflit se produit avec une micro-opéra-
tion de (CLi)nr essayer de ·retarder chacune 
des micro-opérations dans ses limites autoris6es 
par l es dates d'exécution au plus tard dans le 
but d'obtenir à nouveau un arrangement sans 
devoir ajouter une nouvelle micro-instruction. 
4 .2 .3 . 1 . S i cela réussit, a l ler à l' étape 4. 
4 .2. 3 . 2 . Sinon, créer l es listes CC. + 1 (vide ) et CLi + 1 dans laquelle une àouvelle 
micro-opération libre pourra se placer . Poser 
(CC j) 11 et (CLi) , n = 1 , 2 ... représentant 
c es copies. All~r à l ' étape 4. 
Si toutesles micro-opérations ont été arrangées , compa-
rer NM avec NM~ puis avec NM ' précédemment obtenus . 
Si NM = NM0, alors onaatteint la borne inférieure 
du nombre total de micro-instructions. Arrêter, car 
une solution est atteinte. 
Si NM > NM0 et NM > NM' ignorer les calcûls actuèds 
et aller en 5.3.1. 
NM > NM0 
Si NM < NM ', Poser NM ' = NM et sauver CCi et CLi 
( i = 1 , 2 NM). Vérifier s'il existe un cas sauvé 
à l ' étape 2. 
5.3.1. S'il y a un, aller à l'étape 1 avec les 
nouvelles micro-opérat ions critiques forcées. 
5.3.2. Si toutes le s possibilités ont été examinées, 
la solution optimale est sauvée. Générer toute 
les micro-instructions à partir des listes 
c c i et CLi . Mi= CLi U cci i = 1 , 2 . .. NM. 
Reprenons ie dernier exemple du paragraphe 3.4. Le nouvel 
algorithme permettra de réduire le nombre de micro-instructions 
de trois à deux. 
La première étape de l'algorithme appliquée à ce-bloc 
donne comme chemin le plus long : cc i = A 
cc ' = D 
2 
Puisqu'il n ' y a qu' une micro-opération dans -chaque micr o - i nstruc-
tion aucun conflit machine ne peut apparaître (étape 2.1 ) . C ' est 
donc le chemin . le plus long sans conflit machine, c ' est-à-dire: 
CCi = CC'i pour i = 1 , 2 et NM = NMo = 2. A l ' étape 3 , deux 
listes CL sont crées. Au premier passage dans l'étape 4, P 
contient les opérations B, Cet E. Après l'examen de l ' ins!ruction 
B , celle-ci est placée dans CLi . L'analyse de J.a micro-opération 
C fait apparaî tre un conflit avec B. Le retardement de B (étape 
4.2 . 3. ) permet de ne pas créer une nouvelle micro-instruction 
(CLi ) , et C est assigné à CL1. La situation est donc : 
CC1 = A 
cc 2 = D 
CL1 = C 
CL 2 = B 
·; 
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L'opération E peut entrer dans CL 1 et ~G dans CL2. 
Toutes les micro-opérations sont placées et NM == NMO = 2. Il 
n'est donc pas nécessaire de poursuivre. Le inombre total de 
mic.ro-instructionses t égal à la limite inférieure (NMO = 2 ). La 
solution obtenue est donc optimale . 
...-· 
4 . 1 . Le problème 
Chapitre 4 
L'adressage 
L ' exécution d e s instructions dans un ordre d i fférent 
de leur apparition donne aux programmes une c ertaine f l exibilité 
et autorise une compress ion du code. C ' es t u ne propriété bien 
connue e t va l able pour tous les l angages , mais l a flexibili t é 
est un p r oblème crucial en microprogrammation . En effet, c e sont 
les microprogrammes qui ont la charge de tout le contrôle du 
p r ocesseur , ils doivent pouvoir exécuter telle ou telle partie 
de code suivant l'instruc tion qu i se .présente , suivant l ' état 
du processeur ou enfin suivant une condition. Dans le premi er 
cas, l'adresse du microprogramme à exécuter est formée à partir 
du code instruction par un décodeur. Les autres c as peuvent se 
résumer à un choix entre deux adresses. La résolu tion du problè-
me de l'adressage à l ' intérieur des microprogrammes est réalis ée 
de d e u x façons principales. Dans l a première, un registre de 
micro-instruction donne toujour s l'adresse de l'instruction à 
exécuter et est incrémenté au fur et a mesure. Cela permet de 
diminuer la longueur de la micro-instruction. Un branchement 
à deux alternatives nécessite l'utilisation d ' un micro-mot pour 
exprimer la seconde adresse , la première étant obtenue par i ncré-
mentation du registre de micro-instruction. La figure II-19(a) 
illustre ce premier mode de travail. Une seconde façon de résoudre 
l e problème de la séquence d'exécution consiste à utiliser un 
11 modifieur 11 qui c ompose une adresse à partir d'entrées multiples 
présentes ou non. Ce circuit est plus ou moins élaboré se lon le 
nombre de sources acceptées et le type d ' opération qu 'il effectue 
entre ces sources (concaténation, ou, et , ou calcul hardware ). La 
figure II-19 (b ) montre que d ' une façon générale , il s'agit de 
fusionner par u ne opération logique un registre R (par exemple 
c e l ui des interrupts ) et un masque M provenant de l a micro-instruc-
tion pour obtenir une adresse . Afin de n e pas nécessiter trop 
de "bi ts" dans l a micro-instruction , les différentes adres s es 
ont une partie commune ( l es poj_ds farts , par exemp l e ) . 
Le problème étudié dans ce chapitre est d ' affecter une 
adresse à chaque micro-instruction de façon à occuper l e mieux 
pos sible la mémoire de contrôle et de remplir l es champs servant 
à déterminer l a micro-instruction suivante . La solution~ ce 
problème est différente suivant le mode d'adressage envisagé. 
Dans un premier cas, on affecte des blocs d ' adresses à d e s 
segments de microprogrammes. C~ la r ev ient à découper la mémoire 
en bloc s continu s de façon à minimiser l e nombre de trou s . Dans 
un second cas , les bloc s de mémoire à affecter aux segments sont 
discontinus . Comme expliqué dans l'annexe 1 , l a VARIAN travaill e 
suivant l e s e cond mode. · 
4.2. Description de l' algorithme 
Alors que la composition travaillait au niveau de biots 
de micro- instructions , le problème.de l' adressage es t résol u 
au niveau du microprogramme ou plus exactement au nivea u de la 
page de mémoi re morte (512 micro-instructions ) . En effet , pour 
s'approcher le plus possible d'une occupation maximale de l a 
(E J;i t i ndiquant la part!cularitê adresse de!' 
~.__ ___ X____ -----__,.__ l a micro- instructi on suivant 
Séquenci, vra ie 
y 
y ::: adresse de la commande suivanl'e 
X 
Séquence fausse 
FI G. II -19 (a) : Adresse interne et disposition vert icale 
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mémoire de contrôle, il est préf6rable de laisser le plus possible 
d'adresses libres plutôt que d ' affecter des places , restées 
libres, au fur et à mesure de l a construction des micro-program-
mes . 
Pour assurer la séquence des micro-opérations d ésirées , 
il suffit de conna ître la succession des micro-instructions . 
Cela est réalisé grâce à un graphe de séquence. D'un autre c ôté, 
l'assignat ion ne peut s ' effectuer aléatoirement, mais au contrai -
re en respectant l es contraintes relatives au type d' adressage. 
Elles s ' expriment de deux façons différentes : 
- soit en imposant des valeurs à certains bits de 
l' adresse ; 
- soit par la r eprésentation du type d ' adressage le 
plus contraignant effectué sur l a micro-instruction. 
Partant du langage intermédiaire , du langage source et 
d es tables de symboles et de correspondances (ST et CT), la 
table d es séquences e t des contraintes ( SG ) de la figure 
II- 20 peut être construite (ACTSTO). Une analyse de l' a d ressage 
de la VARIAN, montre que tout bit de l'adresse peut : 
- être amené à posséder la même valeur que le bit corres-
pondant d'une allt:re adress e ( = pointeur vers adresse 
de base dans SG) · ; 
- être forcé à une valeur. 
4.2.1. Assignation_des_adresses_(ATSTO) 
Tout microprogrammeur a rencontré le problème de l 'inser-
tion d'une microroutine dans des places restantes de la mémoire 
de contrôle. Dans de nombreux c as , il aura dû reprendre en 
charge tou tes les micro-instructions pour analyser les possibi-
lités de permutation et modifier les adresses. Problème d'autant 
plus épineux qu'il nécessite un nouveau test de toutes les 
microroutines afin de v ér ifier le nouvel adressage . Une résolution 
automatique du problème sera donc appliquée. 
Au point de départ, la table de séquences ( SG ) expri-
me les contraintes à respecter. Elles sont de deux types : 
~ des bits déjà forcés à leur valeur définitives ; 
- des bits devant posséder la même valeur que les bits 
correspondants d'une autre adresse . 
Avant de commencer l'explication de la procédure suivie, préci-
sons qu'un groupe de micro-instructions est l'ensemble des micro-
instructions dont les cinq bits de poids forts doivent posséder 
la même valeur que ce~x d'un~ autre adresse. 
4.2.1.1. Philosophie de la procédure de résolution 
L'ensemb le des micro-instructions est d'abord divisé 
en deux : 
- les micro-instructions dont les cinq bits de poi~S ~forts 
doivent être identiques ( = définition de groupe ) 
- les micro-instructions indépendantes, c'est-à-dire 
celles n ' appartenant pas à un groupe . 
Ces deux classes sont traitées séparément. Les micro-instructions 
i ndépendantes n'ayant aucune contrainte viendront remplir l es 
•• 
- 6 1 -
1 1 
NMI PREC SUIV TY REF ADR 
~----~--------------
., 
~ 
" ( 1 ) ( 2 ) ( 1) 
NMI : numéro des micro-instructions 
PREC : pointeur v er s le premier précédent de la micro-instruction. 
Le numéro de cette dernière est contenu dans un tabl e où 
tous les préc édents d'une même micro- i nstruction sont 
chaînés entre-eux 
SUIV: comme PREC pour les suivants 
TY type d'adressage de la micro-instruction 
N: adressage normal 
C : adressage conditionnel(deux adresses ) 
S : adressage par sélection de champs (plus de deux adres-
ses ) 
Pi : changement de page 
R : appel de routine 
REF : donne le type d'adressage maximal utilisé pour atteindre 
l a micro-instruction. Les types considérés sont : 
ADR : 
( 1) : 
( 2 ) : 
N : adressage normal, sans contrainte 
V : a lternative vraie d'un adressage bi-directionnel 
(GOTO (vrai , faux )) 
F : alternative fausse d'un adressage hi-directionnel 
S : alternative d 'un adressage multi-directionne l 
(GOTO (IRy, MSK ... )) 
Pi : changement de page 
L'ordre de priorité étant N, V/F, S, Pi. 
Partie adresse. Destinée à recevoir les contraintes d e 
positionnement d e b its 
Partie utilisée lors de l'assignation des adresses 
Partie uiilisée lors de la mise en place des adresses 
dans l es micro~instructions . 
Figure II-20 : ds~ ~table des séquences et des contraintes aaressage . 
·r 
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places restées libres après le traitement des groupes. Les adres-
ses appartenant à des groupes sont, elles , traitées en deux 
temps. A l ' intéiieur d'un groupe, les micro-instructions sont 
d ' abord différenc i ées à l ' aide des bits de poids faibles . P l u-
s ieurs micro-instructions , de groupes d i fférents ont donc d es 
valeurs identiques dans leurs bits de poids faib l es et sont encore 
suscept i bles d ' avoir des adresses identiqu es. La séparat i on est 
a ssurée en affectant des v a l e urs di fféren t e s a ux poids fo r ts des 
différents groupes . 
4. 2 . 1 . 2. Heur i stiq ue de résolu tion 
4 . 2 . 1 .2 .1 . Affectation d 'une valeur aux bi t s d e p o id s f aib l es 
Cette p rodédure travail l e au niveau du groupe de micro-
i nstructions. La première tâche évalue l e nombr~ de bi t s nécessai-
r es pour distinguer les micro-instructions du groupe (solut i on 
de : 2x > nombre de micro-instructions ) . I l fau t a l ors tenir 
c ompte des contraintes. En effet, certains bits peuvent être 
contraints à posséder la même valeur, certains autres possèdent 
déjà une valeur. Pour cela, t outes l es valeurs qu'i l est possible 
de former à partir des 1 12.~ts de la micro-instruction sont géné-rées et une combinais8R· @Hterecherchée. Cette généra t i an se fait 
grâce à deux tables. La première contient toutes les possibilités 
d 'adresses pour les micro-instructions de base des sous-groupes, 
c I est-à-dire ayant des bits de poids faibles à valeur :. devant 
être identique , et toutes les micro-instructions n ' ayant que 
des bits libres ou forcés. L'autre contiendra l es ~icro-instruc-
tions reliées à une micro-instruction de base: Elle est organisée 
en colonnes, chacune d'entre-elle fournissant l es adresses des 
micro-instructions correspondant à un choix dans la micro-instr uc-
tion d e base. La validité de la combinaison est vérifiée par 
un tableau d'occupation de 2x positions. Pour diminuer le nombre 
de combinaisons à générer, les valeurs des micro·-instructions 
n ' ayant qu'une possibilité d'adresse sont retirées des tables 
( =nombre entre parenthèses dans l ' exemple ) . 
·, 
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Exemple soit le groupe de treize micro-instructions 
. 
NMI ADRESSES 
. 
8 7 6 5 4 3 2 1 
. 
1 2 2 2 2 2 2 
2 2 2 2 2 2 2 
3 2 2 2 2 2 2 
4 2 2 2 2 2 2 
5 2 2 2 2 2 2 
6 2 2 2 2 2 2 
7 2 2 2 2 2 2 
8 2 2 2 2 1 0 1 101 1 0 1 1 0 1 
9 8 8 8 8 1 0 1 1 0 1 1 0 1 1 0 1 
10 8 8 8 8 101 1 0 1 1 1 1 1 0 1 
11 8 8 8 8 'l' 1 0 1 1 11 1 0 1 
12 8 8 8 8 'l' 1 0 1 1 11 '0 1 
. 
. 
. 
17 2 2 2 2 
Les chiffres entre quotes représentant les vaJ2urs 
imposées aux bits. 
0 
1 0 1 
1 0 1 
101 
1 0 1 
1 11 
Ayant 13 micro-instructions, quatre bits sont néc e ssaires pour 
les distinguer. En fait les instructions 10 et 11 ne peuvent 
pas se distinguer par ces seuls bits. Cinq bits sont donc pris 
en cons~dération. Deux tables sont alors créées 
table 1 NMI VALS table 2 NMI VAL2. 
------- ------- l 
2 2 8 10 ( 0) 1 19 25 27 (1 7) 
8 ') 3 3 9 11 ( 1 ) 
9 1 4 6 12 14 ( 4 ) 
10 4 5 7 13 15 ( 5) 
11 20 6 18 24 26 (16) 
12 21 7 23 29 31 ( 21 ) 
17 ( 0) . 1 ... 15 
NMI numéros d es micro-opérations. 
VALS : valeurs possibles des 5 bits de poids faibles. 
VAL2i : valeurs des 5 bits de poids faibles pour chaque choix 
d'un VALS de la micro-instruction 2. 
tableau des combinaisons : 0 
(en hexa) 
1 2: 3 4 5 6 7 8 9 1 0 11 12 _1_3 1 4 15 
0 (8) ( 9 ) ( 2) (3) (10) (17) (4) (5 ) 
1 ( 6 ) (1) (11) (12) (7) 
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Si la valeur 2 est pr ise pour la micro-instruction 2, celle-ci 
impose les valeurs 3, 6, 7, 18, 19 , 23 pour fes micro-instructions 
qui y sont rattachées . Etant encore toutes disponibles , elles 
l e~r sont affectées . La micro-instruction suivante (17) peut 
prendr e les valeurs O à 15 dans ses 5 bits de poids faibles. Cinq 
est choisi, les valeurs O à 4 étant déjà affectées. 
Ce travail effectué pour chaque groupe , il reste à séparer les 
groupes entre-eux à l'aide des bits de poids forts non encore 
forcés (4 ou 5) . 
4 .2 .1.2.2. Différentiations des groupes 
Si leur nombre est inférieur à 16 (24 ) la solution est 
immédiate puisqu 'il existe au moins quatre bits pour les distin-
guer. Sinon les groupes n'ayant que quatre bits de poids forts 
non encore forcés sont traités et il faut ensuite espérer qu ' il 
reste assez de valeurs libres pour les affecter aux groupes res-
tant s (ayant 5. bits non forcés). Quand il existe plus de 16 
groupes dans la première catégorie ou quand il existe plus de 
25 groupes, certains d'entre eux possèdent la même valeur dans 
leur cinq bits de poids forts et certaines micro-instructions ont 
donc l a même adresse. Des classes sont alors formées avec les 
groupes ayant des valeurs identiques dans leur cinq bits de poids 
forts pour essayer de redistingue r les micro-instructions avec 
leur s poids faibles (= procédure 4.2 .1.2.1.). Cela n ' est possible 
que si les classes ainsi formées ne sont pas trop conséquentes . 
C' est pourquoi la procédure minimise le nombre de groupes à bits 
forts identiques. 
Cette notion de marche arrière se justifie-t-elle? 
En effet,Pggr§g~icornrnencer par distinguer les groupes pour en-
suite séparer les adresses à l ' intérieur de chacun d'entre-eux ?Pour 
y répondre, rappelons la philosophie suivie pour créer l e module 
d'adressage : 
le rnicroprogrammeur écrit une nouvelle micro-routine et désire 
la placer dans la mémoire de contrôle; 
- la mémoire morte est donc complétée module par module et si le 
problème de l'assignation est simple a u départ, il se complique 
peu à peu. 
Il ne faut donc pas utili ser une méthode complexe tant que le 
problème reste relativeme nt simple, sinon le coût devient prohi-
bitif dans le cas simple. La méthode plus complexe n'est · intéres-
sante que là où la précédente échoue. 
4.2.1.2.3. Affectation des micro-instructions indépendantes 
Le traitement des micro-instructions appartenant à des 
groupes étant terminés, il reste à affecter une adresse aux 
micro-instructions indépendantes. Ne possédant aucune contrainte, 
elles servent à remplir les places laissées vacantes en mémoire 
morte. Celles-ci sont identifiées dans un tableau d'occuoation 
et le travail est alors très simple. 
' I 
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4 . 2.2 . Mise_en_Elace_des_adresses_dans_les_rn~cro- · nstructions 
(ROTGE'r2) 
Les adresses étant affectée s à chaque micro-instruction , 
l e problème est maintenant de les placer dans les micr o-in struc-
t ions afin d ' assurer un e séquence correcte. La co l onne SUIV de 
la table de séquence fournit l ' enc haînement des micro- i nstructions. 
I l n e reste plus qu'à fusionner les adresses référencées et à 
compléter les champs d'adressage convenab l es. Ce u x-c i varian t 
suivant le type d'adressage effectué . La colonne TY du araphe 
de séquence le définit pour chaque micro-instruction. La figure 
II-21 fournit la valeur des différents champs suivant l e type 
d e l 'adressage. Les types C (adressage hi-directionnel) et S 
(sélection de champs ) travaillent sur plusieurs adresses à fusion-
ner. Cette fusion, décrite dans la figure II-21 , est d i rectement 
déduite d e la description de l ' adressage , particul ier a u matér i el 
(voir annexe 1 ) . 
Le mic roprogramme représenté par le graphe de l a fig ure 
II-23 (a ) servira de point d e départ à un exemple c omplet 
de l'adres sage. Dans c e graphe, les sommets symbolisent les 
micro-instructions (Mii ) et l es arcs la séquence. Les arcs 
possèdent également les conditions dans lesquelles ils sont 
empruntés. 
Les colonnes PREC, SUIV, TY et REF de l a table des 
séquences (figure II-23 (b) ) se complètent facilement par 
simple lecture du graphe, seul l e r emplissage de la colonne 
ADR présente quelques particularités. L'arc is su de l'entrée 
et celui issu de Mil n'ayant aucune condition, les adre sses des 
mic ro - instructions n'ont aucune contrainte. La MI2 es t un bran-
chement sur test, l'alternative fausse doit être paire e t par 
conséquent le bit de l a micro-instruction 4 est forcé à zéro. 
De plus, les 5 bits de poids forts d es deux branches de l' alter-
native doivent être identiques , ce quisindique par un pointeur 
dffi 5 bits de MI4 vers ceux de MI3. Il en est de mê me pour l es 
micro-instruct ions 3 et 4. La micro-instruction 5 est un bran-
chement par sélection d e champ de l'IR . Les bits de poids faibles 
correspondan t à des "l" du masque doivent contenir la valeur de 
la condition du branchement. Comme lor s de toute prise en charge 
d'une micro-instruction, il y a véri f ication pour détecter les 
conflits avec ce qu i existe déjà . Supposons que l e champ TS soit 
utilisab le, l es bits correspondan t aux zéros du masque doivent 
tous être id e ntiques, c e qui s'indique par un pointeur vers la 
branche de valeur nulle (= Mil0). Les bits Odes MI6 et MI 7 étant 
déjà forcés à zéro, l es bits Odes MI8 , 9 et 1 0 sofit forcés à 
zéro. Le bit 4 <le ces mêmes micro-instructions possèdent déjà un 
po i nteur (vers MIS et Mill ) , dans ce cas, le pointeur à placer 
est transféré dans c es micro-instructions. Il en est d e même pour 
les autres bits de poids forts . Pour traiter Mlll , l e champ TS 
est supposé non utilisable et les bits de poids faibles corres-
pondant à d es zéros du masque sont positionnés à zéro (bits 0-1-2). 
Le graphe balayé , l'asstgnation d'ad~esse peut débuter . 
Le premier groupe, composé de Mil et MI21 est pris en c h arge. 
N ' ayant que deux micro-instructions , un seul bit suffit pour les 
d istingue r. Le bit O de Mil étant à 0 , celui de MI21 sera posi -
t ionné à 1. Le deuxième groupe c omposé de MI2 et MI15 ain si que 
de toutes les ·micro-instructions qui s'y réfèrent directement 
o u non: MI6 , MI7, MIS , Mi l l, MIS , MI9 , Mil0 et MI 1 9 . Quatre bits 
•( 
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Valeur s prises pàr l es champs 
TYPE rrs l\F MS MT FS 
----- --------
N 0 0 0 0 ( 8) (7) ( 6 ) ( 5 ) ( 4 ) ( 3 ) ( 2) ( 1 ) ( 0 ) 0 0 0 0 
C 0 (2) (1) (0) ( 8 ) ( 7) ( 6) ( 5) ( 4 ) ( 3 ) ( 2 ) (1) ( 0) 0 0 0 0 
(* ) ( + ) 
P. i i i i ( 8 ) ( 7) ( 6) ( 5) ( 4 ) ( 3 ) ( 2) ( 1 ) ( 0) 0 0 0 0 l 
s 4 1 41 4 ' 0 ( 8 ) ( 7) ( 6 ) ( 5) 2' 5 1 3 1 5 1 
Les nombres entre parenthèses font référence aux bits correspondants 
de l'adresse 
(* ) de branchement si la condition n'est pas vérifi ée 
(+ ) de branchement si la condition est vérifiée. 
Adressage_par_sélection_de_champs (S) 
ensemble des adresses référencées 
8 ·7 6 5 4 3 2 1 0 
~ + '----.,,----1 
l' 2 ' 4' 
3 ' 
1 1 Les 4 bits de poids forts commun s se placent dans AF 
2' Si le bit 4 est commun, le placer dans li.F 
3 1 Si le bit 4 n'est pas commun, mettre 0 dans le bit 0 de 
et 1 dans MT 
AF 
4' Si TS est utilisable, mettre les bits correspondants à des 0 
dans l es bits 3 , 2 et l du masque. Sinon laisser TS inchangé 
5 ' Masque positionné dans une phase précédente. 
Figure II-21 : Insertion des bits de l'adresse dans les champs. 
·•.: 
0 1 
0 
0 
,.. -, 
I \ 
1 1 m i cr - inc.truct ion 
\ / 
' --~ 
_ i_ séquence , i = ondi ion 
,,,. - , 
t E ' c-\ / u rnicro-• ior ram me-
' / ..... _ .... 
0 sorti e du micro - programme 
F 
GOTO ( IR 4 , MSK0 1110 ... 
F 
3 2 0 
8 
OOTO ( IR3 , MSK01101 . .. 
F 
F IG. II - 23 (a ): Graphe du prog ramme 
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NMI PREC SUIV TY REF 8 
---
- . 
1 E, 20 2 N ~ F 21 
2 1 ' 14 3,4 C ~ s 6 
3 2 6,11 C V 
4 2 5 , 7 C F 3 
5 4,10 6,7 ,8, 9 ,10 s V 10 
6 3, 5 , 14 s N 1 s 11 
7 4 , 5, 14 s N J! s 5 
8 5,14 s N s 10 
9 5 s N s 10 
10 5,18 5 N s 19 
11 3 12,13,1 4 s V 10 
12 11 s N s 
l 3 11 s N s 1 2 
14 11 2 , 6,7,3,15 s s 12 
15 14 16 N s 6 
16 15 17 N N 
1 7 16,19 18 N po' V 
18 17 10,19 C N 
19 18 17, 20 C V 
20 19 l ,21 C F 17 
21 20 s N V 
, 
Dans ADR : chiffre : pointerir 
"chiffre " = valeur du bit. 
7 6 
21 21 
6 6 
3 3 
10 10 
11 11 
5 5 
10 10 
10 10 
19 19 
10 10 
12 12 
12 12 
6 6 
17 17 
Figure II-23 (b) SG, graphe de séquence. 
ADR 1 
5 4 3 2 1 0 
21 21 "0 Il 
6 6 Il 1 Il "0 Il "l" 110 Il 
3 3 "0 Il 
10 10 
11 11 "0 Il '·'0 Il "l" 110 Il 
5 5 "0 Il "l" "l" "0 Il 
10 10 "l" "l" Ill" "0 Il 
10 l 0 . 11 l 11 "l" "0 Il 110 Il 
19 19 "0 Il "O" "0 Il 110 Il 
10 10 
"0" Ill" Il 0 Il 110 Il Il 0 Il 
12 "l" "l" Il 0 Il 110 Il "0 Il 
12 "l" "0 Il "0 Il "0 Il "0 Il 
6 6 "l" "l" n, 11 Ill" J. 
-
17 17 "0 Il 
2 
5 
6 
7 
8 
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devraient suffire pour les distinguer par leur adresse. Une table 
de possibilités et le tableau des combinaisons sont construits. 
10 
0' 1 , ... 15 
2 
6 0 1 2 3 4 5 6 7 . 8 9 10 11 12 13 1 4 
14 
15 
1 ( 5) ( 11 ) (1 9 )· 9 12 (l O) ( 6 ) ( 7) ( 2 ) ( 9) ( 8 ). ( 15)1 10 0 
11 0' 1 ' 15 
15 15 
19 0' l' 15 
table 1 : des possibi lités tableau d ' occupation 
Les possibilités uniques sont directement placées dans le t ableau 
d'occupation (1 0, 2, 6 , 12, 14, 0 et 15 ) . Les adresses restées libres 
peuvent facilement recevoir les adresses des micro-instruc tions ''flot-
tantes". La table 2 des possibilités est ici inexistante , car aucun 
des-bits de poids faibles ne contient de pointeur . Il en est de même 
pour les autres groupes. 
N'aya nt que cinq grou~es, il n ' y aura aucune difficulté 
pour les séparer ave c l es 4· bits de poids forts. Il reste alors à 
placer les micro-instructions indépendantes dans les places restées 
libres. Toutes ces adresses se retrouvent dans la table des adresses 
AT (figure II-23 (c)). 
Ces adresses doivent maintenant être placées dans les 
champs du langage intermédiaire (MIT). La colonne mrv estutilisée 
pour retrouver la séquence. Dans ce qui su±t , une micro-instruction 
de chaque type est expliquée (TY). 
tyEe_norma l_N : (exemple Mil ) . L'adresse de la micro-instruction sui-
vante (MI2) est placée tel l e quelle dans les champs AF et MS. 
iYP~ _Ç (exemple MI2 ) Deux adresses doivent être fusionnées : celles 
de MI3 et MI4. Lors de l a recherche de leur adresse , leur type de 
référence est analysé afin de connaitre la destination des bits de 
poids faibles (MS ou TS). Les cinq bits de poids forts, communs, sont 
placés dans AF. 
iYE~_§ (exemple MIS ). Cette fois , plusieurs adresses do i vent être 
fusionnées . MI6 est d ' abord prise en charge , ses 4 bits de poids 
forts sont placés dans AF. Pour ce groupe , TS a été suppposé utili-
sable, il faut donc placer les bits correspondants à des zéros du 
masque ( = champs MT-MS) dans TS. Les autres micro-instructions 
(MI 7, MI8, MI9 , MilO ) sont alors analysées pour détecter une diff é-
rence éventue l le dans la valeur de leur bit 4 . Ce lle-c i n' apparaissant 
pas dans ce cas, il est placé dans le champs AF. 
' 
8 7 6 5 4 3 2 1 0 TS AF MS MT FS 
1 0 0 0 0 0 0 0 0 0 00 1 00010 10 l. 0 
2 0 0 0 1 0 1 0 1 0 2A 2 0000 00100 0001 
3 0 0 1 0 0 0 0 0 1 41 3 0001 00010 0011 
4 0 0 1 0 0 0 0 0 0 40 4 0011 00010 0001 
5 0 0 0 1 0 0 0 0 1 21 5 0 0 00010 0 
0 
6 0 0 0 1 0 0 0 1 0 22 6 00000 0100 8 Cil 'd 
7 0 0 0 1 0 0 1 1 0 26 7 00000 0100 (!)\ t--' 8 (!)\ 
Pl rt 
8 0 0 0 1 0 1 1 1 0 2E 8 1 00000 0100 ::i (!)\ rt 
9 0 
. 
0 0 1 0 l l 0 0 2C 9 00000 0100 1-'· t--' .0 0 
~ ~ 
10 0 0 0 1 0 0 0 0 0 20 10 00010 0001 (D Ul 
11 0 0 0 1 0 0 0 1 1 23 11 00110 1 
p_, 
(D 
12 0 0 1 l 0 1 0 0 0 68 12 00000 0100 t--' 
-
13 0 0 1 1 1 1 0 0 0 78 13 00000 0100 Pl ::i • 1 
1 Pl 
14 0 0 1 1 1 0 0 0 0 70 14 0001 00010 t--' ~ 
15 0 0 0 1 0 1 1 1 1 2F 15 00000 0010 Ul (D 
1 6 0 0 0 0 0 0 0 1 0 02 16 01000 0001 
17 0 1 0 0 0 0 0 0 1 81 17 00000 0011 
18 0 0 0 0 0 0 0 1 1 03 18 0000 00010 0100 
19 0 0 0 1 0 0 0 0 0 24 19 0000 01000 0001 
20 0 , 0 0 0 0 0 0 0 .1. 80 20 0000 00000 0001 
" 
. .. 
21 
s 
0 0 0 0 0 0 0 0 1 
0 0 0 0 0 0 1 0 0 
01 2 1 
04 s 
0000 00000 1 0100 
1 
Figure II -23 (c) AT, table des adresses Figure II -2 3 (d) MIT, langage intermédiaire (extra it) 
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Chapitre 1 La microprogrammation dans le cadre d'un compilateur 
de langage de haut niveau 
1.1. Enoncé du problème 
1.2. Etude comparée des différentes solutions 
1.2.1. Les différentes solutions 
1.2.1.1. La méthode classique : quadruples - langage de 
base - microprogrammes 
1. 2 .1 . . 2. Interprétation des quadruples par microprogrammes 
1 .2. 1.3 . Traduction directe des quadruples en micro-ins-
tructions 
1.2.2. Analyse comparée des temps d'exécution 
1.3 . Choix de la meilleure solution 
Chapitre 2 Conclusions et réalisations 
Chapitre l 
La ccmpilation dans le 
cadre d'un compjlateur de l angage de haut niveau 
1.1. Enoncé du problème 
Un modèle idéal de compilateur d'un langa g e de micropro-
grammation de haut niveau a été établi dans la première partie 
(figure I-6 ) . Rappelons qu 'i l génère des micro-instructions en 
trois grandes étapes : 
- la première travaille sur un langage source plus ou moins 
complexe - c'est-à-dire libérant l 1 utilisateur des contraintes 
inhérentes au matériel utilisé - et fournit une séquence de 
micro-opérations équivalente ; 
- la seconde reprend l' ensemble des micro-opérations pour l es 
fusionner, en tenant compte des concurrences dans l 'utilisation 
des différentes ressources. 
- finalement les contraintes du matériel sont prises en compte 
pour créer un microprogramme exécutable par la machine envi-
sagée. 
Dans la deuxième partie du mémoire, nous avons construit 
les algorithmes nécessaires pour transformer l es séquences de 
micro-opérations en micro-instruction. Nous avons ainsi mis en 
évidence comment réali.ser les deux dernières étapes du modèle 
général. Avant de conclure , il reste encore à montrer que les 
micro-opérations imaginées sont effectivement générables par 
programme. Ce programme peut tout aussi bien être la première 
étape du modèle idéal établi (figure I-6 ) que la phase de 
traduction d ' un langage intermédiaire (quadruples , triples, 
polonais inversé ... ) en langage de base dans un compilateur 
classique. C'est ce dernier qui est envisagé et dévelon.pé ci-des-
sous. Nous en profitons pour mettre en évidence les gains obte-
nus par l'introduction de la microprogrammation dans les compi-
l ateurs. 
Rappelons qu ' un compilateur est un système dont la fonction 
est de traduire un programme source exprimé en langage de haut 
niveau (FORTRAN , I3ASIC , COBOL , ... ) en un programme objet 
reconnaissable par une configuration spécifique. La traduction 
s ' effectue généralement en trois phases. La première est un e 
analyse syntaxique des instructions du langage source assurant 
leur validité et établissant les tables de symboles ; l a deuxième 
phase consiste en une analyse sémantique qui convertit l e l anga-
ge source en un langage intermédiaire . Les quadruples constituent 
une r eprésentation classique des instructions binaires du t exte 
intermédiaire. La troisième phase, appelée processus de généra-
tion de code, convertit le langage intermédiaire en uncode machine 
particulier. Le processus de conversion est donc fortement li é 
à l'ensemble des instructions de la machine pour l aquelle il est 
écrit. 
Troi s modèles seront envisagés. Le point de départ est 
toujours l'ensemble' d es quadruples représentant l e programme. 
On se rappelera qu ' un quadruplë est composé d'un code opération 
et de un à trois opérandes. La structure de base est : 
"( <code opération> , <opérande> , <opérande>, <résultat >) " 
chacun des opérandes étant spécifiés par son nom ou par un 
pointeur. Les opérations envisagées sont reprises et expl iquées 
à la figure III-1 . La représentation physiqu~ des quadruples y 
est également reprise . · 
•( 
Opérations Opé r a ndes Actions 
BR i' 
' 
Brancher au qua druple i t------- ·--· - --- ·-·-· 
BRL P, 
' 
Brancher au quadruple décrit par l' élément 
pointé par p 
BZ i, P , Branche r au quadruple i si la valeur de 
BP l' élément pointé par p est nulle, positive 
BN ou négative 
BG i,Pl,P2 Brancher au quadruple i si la valeur pointée 
par Pl est supérie ure , égale ou inférieure 
à celle pointée par P2 
+/- Pl , P2,P3 (P 1) +/- (P2) -----), (P3 ) 
*/..!.. Pl,P2,P3 ( p 1) *I-~ (P2) ----~ (P3 ) 
. . 
: = Pl,P2, Affecter l a valeur pointée par Pl à 
code 
opération 
( 2 byte s ) 
Cod e opé r a tions : 
l'élément 
1er opér a nde 
(=adr-1 ) 
(2 byte s) 
pointé par P2 
2ème opé rande 1 
(=adr-2 ) 
(2 bytes ) 
bit s : 15 1 
14 ( signa lent le s adr e sses e x i s t a ntes 
13 ) 
3ème opéra nde 
(=adr-3 ) 
(2 bytes) 
12 v a ut 1 si a d r - 1 est un numéro d e qu a druple 
11 } 
10 clas s e du qua druple 
id e n t ifica tion du quad r u p l e 
non utilis ée 
Classe et ide n t ificat ion du quadruple 
BITS OPERATIONS 
12 11 10 9 8 
1 0 1 0 0 BR,i , 
' 0 0 1 0 0 BRL, P , 
' 1 0 1. 0 1 BZ,i,P, 
1 0 1 1 0 BP ,i, P, 
1 0 1 1 1 BN,i,P , 
0 0 0 0 0 +,Pl;P2,P3 
0 0 0 0 1 -,Pl,P2,P3 
0 0 0 1 0 *,Pl,P2,P3 
0 0 0 1 1 :- ,Pl, P2,P3 
0 1 0 - - :=,Pl,P2, 
1 1 1 0 0 BG, i, P 1 , P2 
1 1 1 0 1 BL,i,Pl,P2 
1 1 1 1 0 BE,i,Pl,P2 
Figure III-1 Description des quadruples . 
., 
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Certaines méthodes partent du langage source (WEBER ,1967 
BASHKOW, 1967 ), mais elles semblent peu intéressantes par suite 
de l a dépendance des microprogrammes vis-à-vi s du l angage machine. 
Nous ne nous préoccupons donc pas des phases syntax ique e t sé-
mantique qui sont l aissé.es aux: compilateurs existants. 
Pour apprécier l'efficience de ces différents modèles, 
nous avons, pour chacun d'eux, établ i l es t emps d ' exécution des 
divers quadruples. 
1.2. Etude comparée des différentes solutions 
1.2.1. Présentat i on des différe ntes solutions 
1.2.1.1. La méthode classique : quadruples - l a ngage d e b ase -
microprogrammes 
La plupart des compilateurs actuels (GRIES ,1971 ) après 
avoir généré des quadruples, les traduisent en un l angage de 
base spécifique et c ' est ce langage qui finalement permet d' accé-
der aux microprogramrnes. Le modèle représentatif de cette solut ion 
a été construit suivant la méthodologie de Gries en profitant de 
la remanence de l' accumulateur et en utilisant des routines d'op -
timalisation du nombre de variables temporaires. 
La traduction ne pose pas de problèmes ; l a génération 
se conformant à l 'ordiriogramme de la figure III-2 pour un l anga-
g e à un opérande comme celu i de la VARIAN. En effet, se l on 
l'opérateur du quadruple, on distingue trois fami ll es : 
l es quadruples - d ' assignation (: = ) 
- de branchements ; 
- des opérations arithmétiques. 
- L' assignation, dé fi nie par le quadruple (: = , Pl, P2 , ) devra 
garnir la zone "valeur" de l'identificateur pointé par P2 dans 
la table des symboles avec la valeur de la table des c onstantes 
pointée par Pl. Il s'agit donc de convertir l e quadruple en un 
LDA symb + Pl 
STA const + P2. 
-Les branchements conditionnels et inconditionne ls. Pour un 
branchement incond itionne l, la valeur pointée par l e deuxième 
opéran de du quadruple constitue le déplacement ou une adresse 
r e l ative. 
Dans le c as d'un branchement conditionnel , on génère : 
LDA Pl 
SUB P2 
JA {: 
si l'accumulateur est libre 
i 
~Les opérations arithmétiques 
La traduction e n langage machine ne pose pas de problème si 
ce n'est celui de l'optimalisation si la natu re du problème 
l'exige. Ceci serait l e cas pour un programme du type : 
X= (D+E ) + (A* B) -C 
Y= (A~B )/(D+E ) / F ) * C 
Z A ~ B * C 
.• -
LDA SYMB s- Pl 
ST A CO î6 T + P 2 
VIDE 
LDA P1 
OPERATEUR 
+ 
Ill 
ACCUMULATEUR 
BRANCH 
NON ViDE 
oui 
,--_IN_C_.---< BRANCHEMENT 
JMP 
ACC = OP2 non 
oui 
ACC=OP1 non 
STA P3(mèmorisë ) 
LDA Pl 
:~~} 
MUL PZ 
DI V 
0 
FIG. III - 2 : Gên ration dies in structions VA l.i\N d partir des quadï u ples 
COND· 
LDA Pl 
sua P2 
JA{~ 
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L'optimalisat ion consistera à économiser du volume, d'une part 
en réduisant l e nrnnbre des instructions (suppress ion des instruc-
tions STA et LDA qu i c onduisent à des opérations blanche s) e t 
d'autre par en diminuant l e plus poss ible l e nombre de zones de 
stockage des variab les intermédiaires (GRIES , 1971 ) . 
Le s t emps d' exécution r ésu ltants sont donnés à la figure 
III-3. Pour les établir, l e l angage de base de l a VARIAN a été 
utili sé ce qui permet de reprendre les t emps donnés par l é 
constructeur pour éva luer le nombre de manosecondes nécessaires 
à l'exécution des instructions remp l açant les différents types 
de quadruples . 
1.2.1.2. Interprétation des qua d ruples par microprogrammes 
L'exécut i on microprogrammée demande un accès mémoire 
pour obtenir l e texte intermédiaire , décoder l e code opération 
et brancher au microprograrnme appropr i é pour transformer l es 
données ou mod i fier l a séquence. C ' est exactement l a procédure 
qu'un ordinateur s ui t pour exécuter ses instructions. Si l a 
machine possède un ensemble de r eg istres b eauc oup plus rapide-
- ment accessibles que la mémoire, des routines spéc i a l es sont 
nécessa i res pour accéder à c es registres et traiter l es cas 
où les données s ' y trouvent. La disposition de registr es généraux 
complique auss i la seconde phase de l'analyse séma ntique de l a 
compilation. En effet , le texte intermédiaire doit être généré 
en tenant compte de l'utilisation des registres pour sauver l es 
r ésultats intermédiaires. Une approche simple à ce problème est 
de permettre au compilateur de générer les instruct ions d u texte 
intermédiaire sans tenir compte de ce fait et employer une secon-
de phase qui essaye de mettre l es résultats intermédiaires dan s 
l es registres libres. Cette technique n ' est pas développée ici. 
L' approche de l' exécution directe est fortement i nfluencée 
par le matériel utilisé. Une analyse détaillée a été faite pour 
la séquence des opérations n écessaires à l'exécut ion d'une série 
de quadruple s. Ceux-ci sont supposés p l acés en mémoire. Une 
routine de 11 fetch" prend un quadruple de l a mémoire c e ntra l e et 
positionne un pointeur vers le quadruple su ivant . Une r outine 
de décodage et de sé l ection balaye la partie opération et branche 
vers une séquence de micro-instructions qui exécute l'opération 
demandée ou initialise un branchement c'est-à-dire une opération 
mémoire. Toute exécution de routine se termine par un branchement 
v ers l a rout:Lne de "fetch" . L'exécution d'un quadrupl e p eut donc 
être décomposée en quatre cycles principaux: 
- prise en charge du code opération 
- prise en charge des opérandes 
- exécution; 
- sauvetage des résu l tats . 
Afin de déterminer l es t emps d'exécution d es ~différents 
quadr uples, les microroutines nécesiaires ont été écrites . Le 
nombre de micro-inst.ructions servant à les exécuter a été d éter-
miné et mult iplié par l e temp s de base de la mémoire d e contrôle 
(165 manosecondes ). Les résultats sont présentés à l a fi gure III -4 . 
.. -
QUADRU PLES 
: = ,Pl, P2 
BR,i, 
' 
BG,i,Pl,P2 
BL,i,Pl,P2 
BE,i,Pl,P2 
BP ,i, P , 
BN ,i, P , 
BZ,i,P, 
+,Pl,P2,P3 
- ,P l , P2,P3 
* 
,Pl,P2,P3 
-
~,Pl,P2,P3 
. 
Figure III-3 
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Génération temps 
- - - -
mini maxi mini maxi 
lda 1320 2640 
. 
sta sta 
jmp jmp 1320 1320 
sub lda 
ja sub 2640 4620 
ja 
ja lda 
ja 1320 3300 
add lda 
sta add 2640 3960 
sta 
sub lda 
sta sub 2640 3960 
sta 
lda lda 
mul stb 7 466 10 60 1 
sta ldb -
mul 
sta 
lda lda 
div stb 77 96 11261 
s ta ldb 
div 
sta 
~emps d'ex écution ( ma no-s) des quadruples par la 
méthode classique. 
Figure III-4 
Quadruples 
:= , Pl , P2 
BR,i , 
' 
BR , i,Pl,P2 
BL,i,Pl , P2 
BE ,i, Pl ,P2 
BP ,i,P, 
BN,i,P , 
BZ ,i, P, 
+ , P l, P2 ,P3 
-,Pl,P2 , P3 
* ,Pl,P2,P3 
• :,Pl,P2,P3 
Figure III-5 
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Quadruples temps 
:= , Pl ,P 2 2640 
BR,i, 
' 
1650 
BG,i,Pl,P2 
BL , i,Pl,P2 3960 
BE, j_ , P 1 , P 2 
BP,i,P 
BN , i,P 297 0 
BZ,i,P 
+,Pl,P2,P3 3795 
-,Pl,P2,P3 3795 
* Pl,P2,P3 87 45 
--;--,Pl,P2,P3 9240 
temps d' exécution des quadruples interprétés par 
microprograrnme. 
Nbr . de micro-ins tr . temps 
mini max i mini maxi 
1 8 l 6 5 1320 
1 1 165 165 
2 12 330 1980 
2 7 330 1155 
1 14 16 5 2310 
1 14 165 2310 
. 31 50 5115 8250 
34 61 5610 100 65 
Temps d' exécution vnBno-s) des quadrup l es traduits 
directement en micro-instructions. 
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1 . 2.1.3 . Traduction directe des quadruples en micro-instructions 
La philosophie de la traduction est identique à celle 
utilisée pour traduire l e s quadruples en langage de base. La 
micro-instruction , ou plutôt la micro-opération , est directement 
utilisée comme langage de base. Une différence fondamentale exis-
te cependant : le travail au niveau de la mémoire de contrôle 
permet , dans bien des cas, l ' utilisation de beaucoup p l us de 
régistres qu'au niveau du langage de base. Une gestion de ces 
régistres, dans le but de minimiser les accès a la mémoire cen-
trale , est donc intéressante. 
Cette routine ainsi que celles nécessaires à la génération 
ont été écrites afin de déterminer les micro-opérations nécessai-
res. Ces dernières furent ensuite regroupées en micro-instructions 
pour déterminer les temps minimaux (les opérandes se trouvent 
dans les registres ) et maximaux (pas d'opérandes dans les regis-
tres) d'exécution de chaque quadruple (figure III-5 ) . 
1 .2.2. Analyse_comparée_des_temps_d'exécution 
Les temps d'exécution des quadruples demandés par les 
trois modèles ont été rassemblés dans le tableau récapitulatif 
qui suit. On remarque que ces temps donnés dans la première et la 
derniere colonne de ce tableau sont des temps moyens arrondis 
à un nombre entier de micro-instructions . 
Tableau récapitulatif des temps d'exécution (nanosecondes) 
-
METHODE INTERPRETATION Pl\R GENERA'rION DES 
QUADRUPLES CLASSI0,UE MICROPROGRAMME MICRO-INSTRUCTIONS 
:=,Pl,P2, 1980 2640 825 
BR,i, 
' 
1320 1650 165 
·BG i , Pl,P2 3630 3960 1 151: 
BP i, Pl, 2310 29 7 0 825 
-/+,Pl,P2 , P3 3300 3795 1320 
~ 
* , Pl,P2,P3 9075 8745 6765 
' 
.Pl , P2,P3 9570 9240 7 920 
Comparant ces résultats on constate ce qui suit : 
- Modèle 1 et 2 : Excepté les multiplications et les divisions, tous 
l es autres quadruples ont un temps. d'exécution supérieur dans le cas 
d ' une interprétation directe par microprogramme. Cela provient des 
11 fetch" d ' opérandes puisque l'on travaille en fait sur des instructions 
à trois adresses tandis que le pre~ier modèle travaille sur des 
instructions à une adresse. Les temps donnés pour le deuxième modèle 
pourraient cependant être diminués par une utilisation et une gestion 
de tous les registres ce qui est toujours impossible dans le premier 
cas. En conclusion , nous pouvons dire qu'au point de vue temps d'exé-
cution, les deux modèles pourraient être identiques. Dans les machines 
commercialisées, le premier modèle sera toujours le meilleur , mais 
... 
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pour le concepteur de machines COBOL , FORTRAN ou autres, 
l'interprétation directe peut être intéressante du point de 
vue place occupée dans la mémoire de contrôle. Broca et Merwin 
(BROCA,1973 ) ont démontré que cette solution pouvait être inté-
res sante dans certaines conditions. 
+ Modèle 1 et 3 : le gain obtenu par la troisième solution est 
évident. Il est principalement dû à l'utilisation de tous 
les registres disponibles. De plus, il faut remarquer que les 
temps donnés pour le troisième modèle sont surestimés, car 
lors de l eur établissement les fusions possibles entre groupes 
de micro-opérations n'ont pas été considérées. L'inconvénient 
majeur du troisième modèle est le grande taftle des séquences 
générées. Dans bien des cas il faudrait envisager un chargement 
dynamique de la mémoire de contrôle, ce qui peut diminuer consi-
dérablement les gains obtenus. 
1.3. Choix de la meilleure solution 
On a vu qu'à l'aide du troisième modèle il est possible 
de générer des séquences de micro-instructions. Pour des program-
mes de grande taille, il se peut que la traduction du langage 
de haut niveau en micro-instructions ne soit pas intéressante; 
toutefois elle le sera certainement dans le cas de programmes 
plus courts. Dans ses travaux, Jacquemart (JACQUEMART, 1975) isole 
des séquences de quadruples se retrouvant l e plus souvent dans 
l es différentes applications d'un Centre de traitement de l'in-
formation. Ces quadruples seront microprogrammés dans l'int~ntion 
de diminuer les temps d'exécution. Ces séquences n~étant pas trop 
longues, l'intérêt est évident. 
Nous pouvons donc dire qu ' à partir des idées de Jacquemart 
et à l'aide du troisième modèle, l'intégration du hardware et 
des différents niveaux du software en un système global ser~it 
facilement réalisable en se servant du compilateur décrit dans 
la seconde partie. 
La génération directe des micro-instructions (sans passer 
par les micro-opérations) est d'une part beaucoup plus difficile 
à réaliser et d'autre part peu efficace. En effet, une génération 
directe ne permet plus d'effectuer de regroupements comme c'est 
_le cas en travaillant à partir des micro-opérations. De plus, 
la plus grande part de l a f lexibilité vis-à-vis des contraintes 
du matériel est perdue. Le langage créé est donc un point de 
passage facile et permet une certaine indépendance vis-à~vis 
du hardware. 
·, 
~hapitre 2 
Conc lusions et réalisations 
Actuellement le t erme "microprogrammat ion" évoqu e l ' image 
d'un travail très ardu demandant une connaissance détaillée des 
particulari tés du hardware et u tilisant des moyens relativement 
primitifs . L'acceptation généralisée de cet outil par l e program-
meur requiert la création de supports plus sophistiqués. Tradi-
tionnellement , l'aide à la programmation est fournie par un sys-
tème de traduction d'un langage de haut niveau. Celui-ci p ermet 
un e me illeure concentration de l'attention sur la logique du tra-
vail et non plus sur les caractéristiques du hardware . Ce s avan-
t ages devraient être appliqués à la microprogrammation. C ' est 
l'idée qui nous a conduit durant la réalisation de ce mémoire. 
Nous avons commencé par effectuer un tour d ' horizon des 
l angages de microprogrammation existants. Il est rapidement 
apparu qu'ils sont encore de bas niveau, c'est-à-dire que l'uti-
lisateur doit connaître le matériel sur lequel il travaille et 
tenir compte de toutes les contraintes. Cet examen a permis 
d e mettre en évidence les principaux problèmes qui se 
présentent ; 
- d ' établir les objectifs d 'un modèle idéal. 
Ceux-ci peuvent se résumer à l a recherche d ' un compromis entre 
1. Une dépendance de la machine ; 
2. La facilité de détection et de la représentation 
du parallélisme ; 
3. Le naturel de l ' expression . 
L'indépendance peut être obtenue en adaptant les princi-
pes de la théorie des compilateurs à phases multiples , c' est-à-
dire en travaillant sur-une succession de langages intermédiaires. 
Ce modèle comporte alors trois parties principales . 
1 . L'analyse syntaxique et sémantique ; 
2. La composition de micro-instructions à partir des 
micro-opérations ; 
3. La création des micro-instructions conformément aux 
contraintes imposées par le hardware. 
La premiere phase comprend de nombreux problèmes de gestion des 
ressources offertes à l'utilisateur, mais inexistantes au niveau 
d es micro-opérations définies. Ainsi , par exemple , si le n ombre 
de reg i stres alloués au microprogramrneur est supérieur à 16 
(=nombre de registres hardware), il faut pouvoir traduire l e 
travail défini en u ne séquence effectuant ce même trava il, mais 
cette fois en utili sant uniquement les lG registres. Nous avons 
simplement montré qu'il était possible de traduire directement 
un langage symbolique en micro-opérations (cf . chapitre III-1) . 
Par contre , nous av9ns élaboré les deux dernières parties dans 
le d étail en appl iquant l'étude à une machine existante : la 
VARIAN 73 . . 
Dans notre système, il n'appartient pas à l'util isateur 
d' exprimer le parallélisme qui conduirait à une exécution opti-
male. Cet objectif est atte i n t par les micro-opérations qui, dans 
la phase de composition, sont regroupées en tJtilisant toute s les 
possibilités de la machine et prGnant en compte certaines contrain-
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tes. Cette phase de composition é tablit un graphe de dépendanc e 
des micro-opé ra t ions et, après une recherche des micro-instructions 
critiques, construit un premier schéma du microprogramme sans 
tenir compte encore des contraint es du matériel. La prise en 
charge des contraintes propres à la machine conduit à la cons-
truction d ' un nouveau schéma qui supprime les conflits entre 
opérations critiques et insère les micro-opérations libres. Si-
gnalons toutefois que toutes les contraintes existantes n'ont 
p as été prises en c harge . Ainsi , l'utilisateur doit toujours 
c onnaître un sous-schéma du chemin des données et c'est à lui 
d'assurer la synchronisation lorsqu'il lance une opération mémoi-
re. 
Les microprogrammes ainsi construits ne sont pas toujours 
optimum, c'est-à-dire que le nombre de micro- instructions géné-
rées peut être supérieur au minimum nécessaire , .mais nous avons 
montré (c f . II-3.6) ce que l a recherche d ' un optimum absolu pou-
vait coûter en temps de compilation et en occupation mémoire. 
Avant de construire l es micro-instructions définitives, 
il reste à assigner une adresse à chacur1=d ' entre-elles . Ce 
problème, n'est pas simple car il faut essayer d'atteindre un 
bon rapport d ' utilisation de la mémoire de contrôle. Nous partons 
d'un tableau représentant les adresses des différentes micro-
instructions. Dans un premier temps, les contraintes d ' adressage 
sont traduites en forçant la valeur de bits ou en obligeant cer-
tains d ' entre-eux à posséde r la même valeur qu e d ' autres (= bits 
liés). Des ensembles , appelés groupes , de micro-instructions 
devant posséd e r des bits à valeur identique sont alors mis en 
évidence et l e s adresses de leurs micro-instructions sont diffé-
renciées par les bits restés libres. Il suffit à ce moment de dis-
t inguer les groupes pour être sûr que toutes c es micro-instruc- . 
tians ont des adresses différentes. Cela s ' effectue en agissant 
sur les bits liés. Les micro-instructions n ' ayant aucune contrain-
t e peuvent alors recevoir l'adresse d'une des positions mémoire 
restées libres. 
Le modèle décrit n' a pas été réalisé dans son entièreté. 
On remarquera cependant que le langage (intermédiaire ) qui nous 
sert de point de départ est d'un niveau assez élevé (cf. fig. 
I-3) puisque c e rtaines micro-opérations sont de véritables 
"macros". De plus il est présenté sous une forme -mnémonique très 
sembla ble à celles des langages de base . En outre, on n ' exige 
plus de l'utilisateur qu'une connaissance partielle ·du h~rdware. 
Tous les principes de la traduction de c e langage en 
micro~instructions ont été décrits dans le mémoire . Afin de ne 
pas en alourdir la l ecture , les détails complémentaires ainsi 
que les program.mes relatifs à l'a composition des micro-opérations 
en micro-instructions sont reportés dans des annexes séparées. 
Celles-ci sont disponibles au secrétariat . 
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l\.:1 nex e 1 
l\.pprocl~ de l a VARIZ\N 
1 .1. Description hardware 
1 . 1 . 1 . Principe_conducteur 
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La série V7 0 de VARIAN a été conçue dans le but de rempla-
cer le 620 , micro-processeur destiné au contrôle et à l a commu-
tation de processus. Il fallait pouvoir remplir les rôles du 
620 tout en permettant un accroissement des possibilités. La 
solution choisie a été la microprogrammation grâce à l aquelle 
la 620 est émulée. Le développement de la série est rendu possible 
notamment par une W. C . S. Nous retrouverons dans la description 
hardware les deux grandes options pr i ses : l'émulation de la 620 
et la microprogrammation dynamtque (fonction du temps et de 
l ' utilisateur ). 
1 .1. 2 . Description_b~~9~~~~ 
Partons du schéma d u chemin des données (figure 2 ) et 
analysons brièvement le s caractéristiques principales . D ' abord , 
remarquons que si l es 1 6 registres généraux de la microprogramrna-
tion sont connectés aux deux entrées de l ' ALU , la mémo i re ne 
l ' est pas. Toute donnée venant de la mémoire ou allant vers la 
mémoire devra transiter dans un registre . Quelques registres 
spéciaux , sur lesquels certaines opérations peuvent s'effectuer 
sans l ' iriterventionde l ' ALU, appara issent et font ressortir le 
souci de rapidité recherché. Ainsi le "Program counter" (P ) 
peut s ' incrémenter sans passer par l ' ALU , le " shift counter" 
(SC ) lui se décrémente indépendamment. L' "opêrand register " est 
u n registre s u r l equel l es décalages peuvent s ' effec tuer en 
c onjonction avec des opérations arithmétiques . Tous ces registres 
sont chargeables à partir de l ' ALU. Du côté de · la· mémoire, un 
"pipe-line" ( IBR-IR) pour une prise en charge rapide des instruc-
tions est créé. Deux micro-opé rations de lecture en mémoire c e ntra-
le sont donc créé es (un"operand fetch"affectant le MIR et un 
"instruction fetch "àff ectant le MIR et .. 1 ' IBR ) . L ' adresse oe _la _ 
mémoire (MAD) peut venir du registre P de l ' ALU ou du registre 
d ' entrée mémoire (MIR). S:i.glalons enfin qu ' un masque peu t être 
appliqué s u r le registre instruction (IR). 
La VARIAN est une machine à microprogrammation horizontale. 
C~l l e-ci est effectuée dans une mémoire inaltérable (512 mots 
de 64 bits) conte nant l ' ensemble standard des instructions de 
base de la 620. L ' util i sateur peut y adjoindre une mémoire de 
microprogrammation altérable (WCS) pouva nt atteindre J..536 mots. 
Le contr ôle e ~t p a ssé aux micro-routine s de l'utilisateur p a r 
l'inter médiaire d'un BCS (branch to contr ol store ) qui n ' est 
rien d'autre qu'un branchement ver$ une table de branchements 
de la WCS, celle-ci devant être chargée par l ' utilisateu r . 
Al-2 
Programme ROM wcs 
- table de branchements 
-
(6 4 entrées ) 
instru·~c~t~i~o=nrs:-- -~>~micro-instructions 
s tandards de l ' émulateur 
de 
BCS -dép l acement ____ .. 
Dans la VARIAN , l e contrôle des E/S et l e décodage l ogi-
que des instructions s ' effectuent dans des ROM différentes sépa-
rées de celles contenant les micro-routines. Il est également 
possible de s ' équiper de WCS distinctes pour ces parties . L' u ti-
lisateur peut ainsi non seulement ajouter de nouvelles primiti-
ves à l ' ensemble des instructions , mais aussi modifier la logique 
standard du décodage (et donc le format des instructions ) et la 
structure des E/S . Grâce à cela , nous pourrions créer une machine 
d ' architectu~e compl è tement différente de celle déf i nie dans 
les ROS (read only storage ). Les problèmes des trois WC S 
peuvent être dissociés très facilement ce qui nous a permis de 
n ' envisager dans le travail que le problème de l ' é l aborat i on 
d ' un micro-assembleur pour les instructions traitant avec la 
mémoire. 
1 .2 . Description de la micro-instruction 
Elle se compose de 64 bits par lesquels le micro- pr ogram-
meur contrôle le che min des donné e s . Le format de l a micro-instruc-
tion comprend 25 champs ; le plupart d ' entre-eux uti l isent un 
encodage à deux ou même trois niveaux , c'est-à-dire que l a signi-
fication d ' un champ dépend de la valeur d ' un autre champ de 
c ontrôle (voir fig. 1 , {c )) . Cette technique permet de rfdu i re 
l a longueur de l a micro-instruction et donc la grandeur de la 
mémoire de contrôle , des conflits entre opérations de contrôle 
en découlent . Ainsi si o n utilise une c onstante , certaines opé-
r ations de l ' ALU sont i nhibées . Les 25 champs indiquent ·plusieurs 
opé rations : adr e ssage de la mémoire de cont rôle , test de condi-
tions , sélection des données pour l ' opérat i on suivante , opéra-
t ions mémoire, opérations arithmétiques et logiques. La figure 1 
illustre le format de la micro-instruction et montre l 'util i -
s ation des différents c hamps . 
2. Interdépendance des c hamps 
L ' analyse reprise à la figure 1 - b montre que l ' interdé-
pendance des champs est quasi nulle. Ce travai l est u n peu 
simpliste et cache tous les problèmes. Cette analyse ne fait 
p a s ressortir l ' e ncodage à différents nive2ux dont nous avons 
parlé et qui est explicit é pour -un cas à la figure 1-c. Cette 
i nterdépendance de champs peut s ' exprimer de différentes 
manières 
- par les tables séquentielles 
- par un· graphe 
~ par toute autre technique exprimant les dépendances . 
La figure 3 est un graphe global m?ntrant au microprogrammeur 
63 59 54 50 49 45 ,.3 41 Yl 36 34 30 28 26 23 19 18 1 15 14 13 12 10 7 3 
TS AF MS ,~, FS jr jsl G 
a) Schema d la micro- instruction 
Op6 a ions 
Formation de l'adresse 
Choix des fonctions d l'ALU 
Choix d s op rondes · 
Choix d la destinat ion 
Opératio s avec la mémoire 
Opérations d aecalage 
Opérations de test 
Cha ps utilis~s 
TS,AF, MS,MT , FS 
FF , MF, CF 
, AB, LA , LB, BB , AA 
. R , RF, AA 
SF, lM 
SH, XF, LA, LB , WF, SC 
GF , SF , TF 
b} ~ti_l!__s~!.!_'!.._n_ génèrale_ j _s __ d_Lf.!_ê!~n_!_s __ champs d'après _tes micro-opératio s 
BB AA 
Le dècodage d MR condi tionne la signification de AB, 
leq el oblitère éventuel le ment les champs LA et LB qui 
sp cifiaient les oplt-randes de l'ALU • 
c) ExempL d 'encodage_ à _trois niveaux 
FIG. 1 : Format de . a micro - instruc ! n 
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G. 3 : Dépenda nce gènérale ç1es champs 
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les champs dont la valeur doit être contrôlée lors du po s itionne -
m nt de l'un d ' entre-éux. Un automate devrai t effe ctuer une ana -
lyse similaire , c ' es t-à-d ire qu·' il devrait balayer le graphe lors 
de chaque insertion pote ntielle de micro-opérations dans une 
micro-instruction. C'est une solution trop longue. Une table 
simplifierait déjà ce travail. Nous avons trouvé préférable de 
c réer un langage intermédiaire reflètant la future micro-instruc-
tion , c'est-à-dire qu'il se compose des 64 bits de l a micro- i ns-
truction. Il suffit dès lors de positionner les bits requis par 
la micro-opération et de comparer ces bits avec ceux de la 
micro-instruction au cou'rs de la composition . Cette technique 
permet , sans perte de place , de gagner en nombre de comparaisons. 
3. Description de l' adressage et expression des c ontra in tes 
Dans la microprogrammation de la VARIAN , un branchement 
n ' est pas une opération séparée , mais il fait partie intégrante 
de la micro-instruction . 
L'adresse suivante est déterminée soit par l a micro-instruc-
tion en cours , soit par le décodeur . Dans le cas où l ' adresse 
· vient d e · la micro-instruction , elle est construite à partir de 
champs diff érent s suivant qu ' il s' agit d ' un branchement incon-
ditionnel ou d 'un branchement conditionnel soit à un état soit 
au contenu du · registre dnstruction ( IR ). Malgré ces différenc e s , 
la formation de l ' adresse s ' organise toujou r s autour des champs 
AF , TS , FS , MT , MS combinés suiva nt le S1éma de la figure 4 a. 
Les paragraphes suivants reprennent l es différentes opérations 
de contrôle de séquence et ajustent le shéma général à chaque 
cas particulier. 
3 .1 . Adressage normal (figure 4-b ) 
C'est l ' adressage utilisé lorsque l ' utilisateur spécifie 
un saut incondit ionnel (JUMP (symb)). Aucune condition n'est 
donc sp écifiée , aucune interruption n ' est active et l'adressage 
par le décodeur n'est pas spécifié . Les champs FS-TS et MT sont 
mis à zéro de telle sorte que les 4 bits de poids faible ·. sont 
donnés par le champ MS. Les cinq bits de poids fort sont donn é s 
par le champ AF . 
3.2 . Adressage par un "GO TO (IRy , MS I<xxxxx ,ad- 1, ... ad-i, . . . )" 
Un tel adressage utilise les bits y à y+ 4 du registre 
instruction (IR ) masqués (par MSK) . Le paramètre IRy détermine 
la valeur du champ FS et le masque (MSK) se retrouve dans ~les 
c hamps MT et MS de la figure 4-a. 
Dans le bas du graphique , se trouve le processus de sélection 
des bits du registre instruction (IR). (FS ) ** représente le 
contenu des bits de l'IR spécifiés par FS. Ainsi si FS = 4 , 
· (FS) *~ représente les bits O à 4 del' IR . La partie supérieure 
forme l es bi ts de l ' adresse que l ' on ne peut modifur par l'IR 
masqué. Une r emarque (TS* ) TS n' est pas utilis é pour former l' adres -
se lorsque : 1° on d emande une extraction de registre (RSi); 
2° on autorise les inte rrupts ; 
3° lors d'un saut de page (JUMP (page, symb ) 
4° une opération de test est demandée (TEST ... ). 
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Les valeurs 1 ' 2 ' 3 de FS serviront à coder :Les instructions 
GO TO (STEP , - - ) FS = 3 et M'r//MS = 2 
GO 'TO (INT, -) FS = 1 MT//MS = 1 
GO TO (BYTA , -) FS = 2 MT//MS = 1 
3. 3 . Adressage par "GO TO (ad-vraie,ad-fausse)" 
Ici, deux adresses doivent être spécifiées . L'adresse 
utilis ée quand le test est vérifié est idèntique à celle formée 
par l'adressage ci~dessus (avec FS =0000). L ' autre est formée 
par un "ou" entre les champs AF et TS d'après ' le schéma 4 c. 
Cette description fait apparaître les contraintes que 
l'on devra respecter : 
type JUMP - - ~>~ pas de contraintes 
GO TO ( IRy, MSK ... ) -- toutes les adresses doivent avoir 
GO TO (pass , fai l) 
cinq bits de poids fort identiques 
--- idem+ adresse non passante paire. 
Les autres instructions de contrôle de séquences sont 
plus particulières et nécessitent généralement plus de bits. 
3.4. Saut de page (JUMP (page, symb)) 
Le numéro de page est donné par le champ TS, d 'oü les 
limitations de son utilisation dans les trois grands types. Les 
9 autres bits de l'adresse sont formés comme dans le cas de 
l'adressage normal. 
3.5. Contrôle de routine (CALL, RETURN ) 
Ces instruction s utilisent une pile dans laquelle le CALL 
place l'adresse de retour qui sera ~ vioitée parie RETURN. Le 
CALL est en fait un JUMP (page, symb) avec sauvetage de l ' adresse 
suivante sur la pile. Le numéro de page est donc placé dans le 
champ TS et l es 9 bits restantssont établis comme dans l'adressa -
ge normal. L ' adresse de retour comprend/elle aussi/t~-ize bits 
(n~ page+ adresse normale). Celle-ci occupera les champs WR 
à BB comme indiqué dans la figure 4 d . 
Lors de l'établi s sement d e s micro-opérations du langage 
intermédiaire , nous ne connaissons pas la valeur de ces · dernières . 
Nous ne pouvons les mettre ni à zéro , ni à un , ni à la valeur 
quelconque , car ils risqueraient d'être utilisés lors d'une 
fusion. 
Zéro étant représenté par 00, un par 01 et la valeur que lconque 
par 11 il reste le "10" pour signaler que ces bits seront 
positionnés ultérieurement. 
3 . 6. DECODE 
Nous d evrions présenter ici par souci d'être complet 
la f aç on dont l e d écod e ur travgill e pour g é nérer l'adresse . Il 
suffit de savoir qu~on l'utilise pour prendre en charge l'instruc-
tion suivante du langage machine et ~ue le décodeur travaille 
sur l'IR qui doit contenir cette instruction . Pour la description 
complète nous renvoyons aux manuels du constructeur. 
' 
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4 . __ Résumé __ des ___ cont.rain t es_ à respecter 
---- -·- . -------·-· --~· 
4.1. Hardwar e 
+ Taille de la WCS ; 512 mots de 64 bits ; 
+ certains status doivent être "échantillonnés " par firmware 
avant de pouvoir être tes tés ; 
+ le chemin des données ne permet pas l a banalisation des 
entrées dans l'unité arithmétique et logique ; 
- entrée A Rn , Rn, SL; Rn, SR; P ; ZERO; ONES ; 
- entrée B : Rn: MIR : IOR ; STAT; OPR; ORSE; OLZF 
OFSF ; ORZF lès "littéraux" et les masques 
MSKxxx; 
+ INCB et TCB exigent que l'entrée A soit ZERO; 
+ DECB exigent que l'entrée A soit ONES ; 
+ dans le contrôle des champs AA et BB par analyse du registre 
instruction (IR), on ne peut contrôler qu 'un seul champ 
tandis que l ' autre reste à son ancienne valeur ; 
+ positionnement du flag de retenue suivant fonction 
. 4.2. Firmware 
Les différents champs de la micro-instruction ne sont pas 
indépendants l'un de l'autre~ Cette d épendance peut s ' exprimer 
assez facilement par un· graphe où chaque sommet représente un 
champ et chaque arc qui en part est nommé par une valeur prise 
par ce champ. 
Dans le cas où l'opérande ·est un littéral ou MSKxxxx, 
les opérations INCB (incrémenter l'entrée B), SUB (substract), 
NOTB (inverser l'entrée B), TCB (two's complement ) ne peuvent 
être effectuées. 
4.3. Temps 
+ Les micro-instructions suivant un OS ou un BS doivent con-
server les données à sauver sur la sortie de l'ALU jusqu'à 
la fin de l'opération, c'est-a-dire jusqu ' à l a prochaine 
demande d'opération mémoire ou jusqu'au prochain WAIT ; 
+ la plupart d es m· cro-opéra tions sont terminées à la fin 
du cycle. Les exceptions sont: 
+ l'incrémentation du "Pcounter" qui se passe à la moitié 
de la micro-instruction; 
la valeur qui entre dans l'ALU est celle non incrémentée , 
par contre la nouvelle valeur sera prise pour adresse 
mémoire 
+ le transfert de l'ALU vers l ' instruction buffer register 
(IBR ) et l'instruction register demande que la sortie de 
l'ALU soit maintenue pendant 2 micro-cycles . 
4.4. Adressage 
+ Dans l'adressage par sélection de champ GOTO (IRy , MSKxxxx, .. ) 
le champ TS n'est pas utilisé quand l'une des conditions 
ci-dessous est vérifiée ou si on utilise un TEST (TF f 0). 
a) utilisation de la sélection de registre (AB= 01 V 10); 
b) les interrupt sont permis (S - T = 00 et GF = Ml XX ); 
c) un page- jump est spécifié (T = 00, S - 10, G = XlXX) . 
.... . 
Al 10 
+ dans le cas d ' une adresse par sélection de 
(STEP, n 1 , n?), ... GOTO (IRx , MSK , n 1 ... d e base lAF , ~TS ) doit êt r e paire ; 
champs (GOTO 
n ) , l ' adresse 
n 
+ dans l'adressage conditionne l (GOTO (vrai, fau x ), l'adresse 
de branchement dans le cas où le test donne une réponse 
négative doit : - être paire; 
- être plus grande que l'adresse passante 
modulo 16, c'est-à-dire que les cinq 
bits de poids forts doivent être identique s. 
+ dans l'adressage par sélection de champ, des adresses des 
micro-instructions à exécuter doivent être de la forme 
suivante : 
GOTO (STEP, nl, 
GOTO (BVTA 
GOTO (SHFT 
GOTO ( INT 
adresse passante 
n2 ) xxxxxxxxl 
) xxxxxxxxl 
) xxxxxxxlX 
) xxxxxxxx0 
adresse non passante 
xxxxxxxxü 
xxxxxxxx O 
xxxxxxx OX 
xxxxxxxx l 
·r 
1 ÎI 
1 
1 
1 
