In this paper, we present two heavy-tailed distributions related to the new class J of distributions obeying the principle of a single big jump introduced by Beck et.al. [2] . The first example belongs to the class J , but is neither long-tailed nor dominatedly-varying-tailed, and its integrated tail distribution is strongly subexponential. The other one does not belong to the class J , but its integrated tail distribution does but is neither long-tailed nor dominatedly-varying-tailed. These two examples of heavy-tailed distributions help to illustrate properties of the class J and its relationship to well-established other distribution classes. In particular, the second example shows that the Pakes-Veraverbeke-Embrechts Theorem for the class J in [2] does not hold trivially.
Introduction
In this paper, unless otherwise stated, all distributions have unbounded support contained in [0, ∞). Recall that a distribution F is called heavy-tailed, denoted by F ∈ K, if for all α > 0, otherwise, F is called light-tailed, denoted by F ∈ K c . Many heavy-tailed and light-tailed distributions have important applications in various fields of applied probability, such as risk theory, queueing system, warehouse management, branching theory, communication networks and infinite divisible distribution theory, see e.g. [1] , [7] and [9] . Recently, new classes of (mostly) heavy-tailed distribution were introduced, for example, in [17] , [18] and [2] . In particular, Beck et al. define the following new distribution class J in [2] .
Let {X i , i ≥ 1} be a sequence of independent and identically distributed (i.i.d.) random variables with common distribution F . Define the class J as the set of all distributions F such
Usually, (1.3) is replaced by the equivalent condition that for all n ≥ 2 (or -equivalentlyfor n = 2) F * n (x) ∼ nF (x), where F * n denotes the n-fold convolution of F with itself, and F * n = 1 − F * n and F = 1 − F denote the tails of F * n , n ≥ 2 and F , respectively. Say that a distribution F is dominatedly-varying-tailed, denoted by F ∈ D, if for some (orequivalently -for all) y ∈ (0, 1), lim sup x→∞ F (yx)(F (x)) −1 < ∞.
(1.4)
The classes S and D were introduced in [6] and [8] , respectively. Further, we say that a distribution F is generalized subexponential, denoted by F ∈ OS, if
The class OS was first introduced in [12] and called "weakly idempotent". Later, it was called "generalized subexponential" by Shimura and Watanabe [15] , exactly corresponding to "O-regularly varying" in the terminology of Bingham et al. [3] . Some recent work on the class OS can be found in [4] , [5] , [14] , [10] , [19] and [18] .
Although OS is rather large class and contains class J and many other heavy-tailed and some light-tailed distributions, it does not contain the class L which we introduce next.
Say that a distribution F is long-tailed, denoted by F ∈ L, if for any y ∈ (−∞, ∞),
The definition shows that the tail of a long-tailed distribution is insensitive to shifts, so it is heavy-tailed. None of the classes L and D includes the other, see Embrechts et al. [7] . For the class L ∩ OS, Wang et al. [18] recently found the following profound characterization: If F ∈ L ∩ OS, then for any K > 0,
Using (1.1) and (1.7), it is easy to see that if
. A number of authors have studied properties and applications of distributions in the rather large class (L ∩ OS) \ S, for example [13] , [14] , [19] and [18] . The disjoint classes (L ∩ OS) \ S and J have independent significance and complement each other.
In this paper, the object of study is the class J ∩ K. The following two questions inspired our interest in this class.
First, since L ∩ J = S (see [2] ) and D ⊂ J , the following question arises: is the class (J ∩K)\(L∪D) nonempty? If it were empty, then J ∩K ⊆ L∪D and hence we had J ∩K = S∪D, so there would be no need to study the class J ∩K, because the classes S and D have been extensively studied in the literature.
Second, in Theorem 17 of [2] , the integrated tail distribution of the claim size in the Sparre Andersen risk model is required to belong to the class J , so the question naturally arises: does there exist a distribution F such that its integrated tail distribution F I belongs to the class J \ S? Otherwise, if F I ∈ S, then the corresponding result is the known Pakes-Veraverbeke-Embrechts Theorem, see Theorem 16 of [2] .
In this paper we will present two distributions, which provide a positive answer to both questions. Let us recall the concepts of an integrated tail distribution and a generalized long-tailed distribution.
For a distribution F , if 0 < µ := ∞ 0 F (y)dy < ∞, then the distribution F I defined by
is called the integrated tail distribution of F . Say that a distribution F is generalized long-tailed, denoted by F ∈ OL (see [15] ), if for any
2 Proof of Proposition 1.1
We prove Proposition 1.1 via the following example for which we need to introduce yet another class.
Say that a distribution F is strongly subexponential, denoted by F ∈ S * , if 0 < µ :
Klüppelberg first introduced the class S * in [11] and noted that S * is a proper subset of S.
Example 2.1. Let m ≥ 1 be an any integer. Choose any constants α ∈ (2 + 3m −1 , ∞) and
. Clearly, x n+1 > 4x n and x n → ∞ as n → ∞. Now, define the distribution F as follows
This example shows that there are many such distributions since m, α and x 1 are arbitrary. By (2.1), it is easy to see that when x ≥ x 1 , then
Moreover, using (2.1) and (2.2), we see that the distribution G m is heavy-tailed but has a finite mean which we denote by µ. In fact, we get
Observe that G m / ∈ L ∪ D by (2.1) and the following facts
and
Next we prove G m ∈ J . For x > 2K, we obtain
Next we estimate B 1 (x) in each of the five cases
Thus, by (2.1), we obtain
, we have,
Note that x n ≤ x − y ≤ 2x n for K ≤ y ≤ x − x n , n ≥ 2, so by (2.1), (2.2) and (2.3), we have
Now we deal with B 12 (x) in the two cases x n + K ≤ x < 3 2
x n and
, n ≥ 2, so by (2.1), we have
x n , 2x n ), then 2x n−1 ≤ y ≤ x n , n ≥ 2 and, by (2.1), we get
Thus, by (2.1), (2.2) and (2.3), we have 
Finally, we prove that G I m ∈ S * , which is equivalent to
We deal with I(x) in the two cases x n ≤ x < 2x n and 2x n ≤ x ≤ x n+1 , respectively. When x ∈ [x n , 2x n ), by (2.1) and (2.2), we have
(2.14)
For I 1 (x), we consider the two cases: x n < x ≤ 3 2
x n and 3 2
x n < x < 2x n , n ≥ 1. When x ∈ (x n , 3 2 x n ], since 2x n−1 ≤ x 2 ≤ y ≤ x n and using (2.1), (2.2) and (2.3), we have
x n , 2x n ), since 2x n−1 ≤ x 2 ≤ y ≤ x n , so by (2.1) and (2.2), we have
3) and the C r -inequality, we have
where f (x) = O(g(x)) mean lim sup x→∞ f (x)(g(x)) −1 < ∞ for two positive functions f and g. By (2.1), we find that
For x ∈ [x n , 2x n ), by (2.17), (2.18) and (2.19), letting first n and then K tend to infinity, we have
, we first deal with I(2x n ). This time, if 0 ≤ y ≤ x n , then x n ≤ 2x n − y ≤ 2x n , so by (2.1), (2.2) and (2.3), we have
Now, we deal with
Therefore, according to the above inequality, (2.1), (2.2) and (2.21), we have that is G m ∈ K * which is the class of all distributions satisfying (2.23) (see [2] ). This class was denoted by DK c in [16] . The results of Wang et. al. [16] show that (2.23) is equivalent to the condition that for all
Wang et. al. [16] also introduced another distribution class DK 1 . Say that the distribution F belongs to the class
where
Wang et. al. [16] proved that F ∈ DK 1 is equivalent to F satisfying the following condition:
The proof of these results is not trivial. Note that DK 1 ⊂ DK c ⊂ K is a proper containment relationship. According to (2.2) and (2.24), we obtain that G m ∈ DK 1 and Property 7 of [16] shows that G I m also belongs to the class DK 1 ⊂ DK c .
Proof of Proposition 1.2
In Example 2.1 we had G I m ∈ S * ⊂ S, so we need to construct a different distribution to prove Proposition 1.2.
Example 3.2. Define the distribution F as follows
First, it is easy to check that
so F ∈ OL. Obviously, F ∈ K. Since J ⊂ OL we get F ∈ J . In addition, since
the distribution F has a finite mean µ = 1. Further, we obtain
It is easy to see that F I ∈ L ∪ D by (3.2) and the following facts
Next we prove F I ∈ J . Let {X i , i ≥ 1} be a sequence of i.i.d. random variables with common distribution F I . As before, X n,k denotes the k-th largest random variable in the sequence
For all x ∈ [2 n , 2 n+1 ), n ≥ 2, by (3.2), we have
Now, we estimate B 1 (x) in the two cases 2 n ≤ x < 2 n + K and 2
2), we have Now we deal with B 12 (x) in the two cases 2 n + K ≤ x < 3 × 2 n−1 and 3 × 2 n−1 ≤ x < 2 n+1 . When x ∈ [2 n + K, 3 × 2 n−1 ), n ≥ 2, by (3.2), (3.6) and When x ∈ [3 × 2 n−1 , 2 n+1 ), n ≥ 2, by (3.2) and (3.6), we have
Therefore, by (3.3)-(3.9), we get F I ∈ J . ✷ Remark 3.1. From (3.1) and (3.2), we see that F ∈ DK c \DK 1 and F I ∈ DK c \DK 1 . Observe that the example shows that F I ∈ J does not imply that F ∈ J . Conversely, F ∈ J does imply F I ∈ J either even if we assume that F has a finite first moment (otherwise F I is not defined). As an example, we can take the example in Section 3.8 in [9] for which F ∈ S and F I / ∈ S. Since S ⊂ J we have F ∈ J . Further, S ⊂ L and F ∈ L implies F I ∈ L by Lemma 2.26 in [9] . Since J ∩ L = S we obtain F I / ∈ J .
