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Abstract:  
 
This thesis describes the different steps needed to design a steady-
state computational fluid dynamics (CFD) wind farm wake model. 
The ultimate goal of the project was to design a tool that could 
analyze and extrapolate systematically wind farm measurements to 
generate wind maps in order to calibrate faster and simpler 
engineering wind farm wake models. The most attractive solution 
was the actuator disc method with the steady state k-ε turbulence 
model. 
The first step to design such a tool is the treatment of the forces. 
This thesis presents a computationally inexpensive method to apply 
discrete body forces into the finite-volume flow solver with 
collocated variable treatment (EllipSys), which avoids the pressure-
velocity decoupling issue.  
The second step is to distribute the body forces in the 
computational domain accordingly to rotor loading. This thesis 
presents a generic flexible method that associates any kind of 
shapes with the computational domain discretization. The special 
case of the actuator disc performs remarkably well in comparison 
with Conway’s heavily loaded actuator disc analytical solution and 
a CFD full rotor computation, even with a coarse discretization. 
    The third step is to model the atmospheric turbulence. The 
standard k-ε model is found to be unable to model at the same time 
the atmospheric turbulence and the actuator disc wake and performs 
badly in comparison with single wind turbine wake measurements. 
A comparison with a Large Eddy Simulation (LES) shows that the 
problem mainly comes from the assumptions of the eddy-viscosity 
concept, which are deeply invalidated in the wind turbine wake 
region. Different models that intent to correct the k-ε model’s issues 
are investigated, of which none of them is found to be adequate. 
The mixing of the wake in the atmosphere is a deeply non-local 
phenomenon that is not handled correctly by an eddy-viscosity 
model such as k-ε . 
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Abstract
This thesis describes the different steps needed to design a steady-state
computational fluid dynamics (CFD) wind farm wake model. The ultimate
goal of the project was to design a tool that could analyze and extrapolate
systematically wind farm measurements to generate wind maps in order to
calibrate faster and simpler engineering wind farm wake models. The most
attractive solution was the actuator disc method with the steady state k-ε
turbulence model.
The first step to design such a tool is the treatment of the forces. This
thesis presents a computationally inexpensive method to apply discrete body
forces into the finite-volume flow solver with collocated variable treatment
(EllipSys), which avoids the pressure-velocity decoupling issue.
The second step is to distribute the body forces in the computational
domain accordingly to rotor loading. This thesis presents a generic flexible
method that associates any kind of shapes with the computational domain
discretization. The special case of the actuator disc performs remarkably
well in comparison with Conway’s heavily loaded actuator disc analytical
solution and a CFD full rotor computation, even with a coarse discretization.
The third step is to model the atmospheric turbulence. The standard
k-ε model is found to be unable to model at the same time the atmospheric
turbulence and the actuator disc wake and performs badly in comparison
with single wind turbine wake measurements. A comparison with a Large
Eddy Simulation (LES) shows that the problem mainly comes from the
assumptions of the eddy-viscosity concept, which are deeply invalidated in
the wind turbine wake region. Different models that intent to correct the
k-ε model’s issues are investigated, of which none of them is found to be
adequate. The mixing of the wake in the atmosphere is a deeply non-local
phenomenon that is not handled correctly by an eddy-viscosity model such
as k-ε .
i AAU - DCE Thesis No. 22
Acknowledgments
This research was carried out in the Wind Energy Division at Risø DTU
- National Laboratory for Sustainable Energy, Roskilde, Denmark. The
work was supervised by Research Professor Niels N. Sørensen and Doctor of
Technology Sten T. Frandsen, between October 2006 and September 2009.
The PhD program was conducted under the International Doctoral School of
Technology and Science - Aalborg University and was fully financed by the
Danish Public Service Obligation (PSO) research project “Offshore Wind
Power - Research Related Bottlenecks”.
I would like to express my sincere gratitude to all my colleagues of the
Wind Energy Division at Risø DTU and in particular to my supervisors
Niels N. Sørensen and Sten T. Frandsen. Niels spent many hours to share
his extensive knowledge on the practical and theoretical aspects of computa-
tional fluid dynamics and provided a constant guidance and support during
the difficult phases of my PhD. Sten gave me the passion for studying wind
turbine wake and the motivation for carrying out this PhD; he also provided
guidance for the data analysis of wind farm wake.
I would like to thank Rebecca J. Barthelmie from Indiana University,
Kurt Hansen from DTU-MEK and Leo E. Jensen from DONG Energy for
all their help on wind farm data analysis.
I would also like to thank all my friends and colleagues at Risø for provid-
ing such an academically and socially inspiring environment, in particular
Alfredo Pen˜a for his one-of-a-kind friendship and his extravagant review of
this thesis; Frederik Zahle, Andreas Bechmann and Niels Troldborg for their
constant support and help; Nick Johansen for his work on wind farm data
analysis; and Lars Henriksen and Piotr Kucio for entertaining me.
Finally, I could not have done these three years of work in Denmark
without the unconditional warm and delicious support of the cappuccino
machine.
iii AAU - DCE Thesis No. 22
Contents
Abstract i
Acknowledgments iii
Publications During the PhD Period ix
Nomenclature xi
1 Introduction 1
1.1 Wind Farm Wake . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Wind Farm Wake Models . . . . . . . . . . . . . . . . . . . . 3
1.3 How to Improve the Models? . . . . . . . . . . . . . . . . . . 5
1.4 CFD Wind Turbine Wake Models . . . . . . . . . . . . . . . . 6
1.5 Turbulence Models . . . . . . . . . . . . . . . . . . . . . . . . 7
1.6 Work Summary and Thesis Structure . . . . . . . . . . . . . . 8
2 Forces Treatment 13
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Pressure Jump Correction . . . . . . . . . . . . . . . . . . . . 14
2.3 Force Correction Validation . . . . . . . . . . . . . . . . . . . 22
2.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3 Actuator Shape Model 29
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.3 Comparison to other models . . . . . . . . . . . . . . . . . . . 34
3.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
v AAU - DCE Thesis No. 22
4 Comparison of k-ε and Measurements 41
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.3 Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.4 Main results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5 Comparison of k-ε and LES 51
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.3 Setup & Numerical Aspects . . . . . . . . . . . . . . . . . . . 55
5.4 Main results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
6 Modifications of k-ε 91
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.2 k-ε Modification Models . . . . . . . . . . . . . . . . . . . . . 92
6.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
6.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
6.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
7 Conclusions 127
7.1 Forces Treatment . . . . . . . . . . . . . . . . . . . . . . . . . 127
7.2 Actuator Disc Method . . . . . . . . . . . . . . . . . . . . . . 128
7.3 Turbulence Modelling . . . . . . . . . . . . . . . . . . . . . . 128
7.4 Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
7.5 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
Bibliography 130
A Description of EllipSys 137
A.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
A.2 Navier-Stokes Equations . . . . . . . . . . . . . . . . . . . . . 137
A.3 Reynolds-averaged Navier-Stokes . . . . . . . . . . . . . . . . 138
A.4 k-ε Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
A.5 Hybrid LES-k-ε Model . . . . . . . . . . . . . . . . . . . . . . 141
B Bessel-Laplace Integrals 143
C Wind Farm Data Reinforcement Tool 147
C.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
C.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
C.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
Risø-PhD-53(EN) vi
D Prescribed Wind Farm Wake Inflow 159
D.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
D.2 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
D.3 Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
D.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . 164
D.5 Shortcomings . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
D.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
vii AAU - DCE Thesis No. 22
Publications During the PhD Period
Pressure Jump Correction
1 Re´thore´, P.-E., Sørensen, N.N.,Modification of a Rhie-Chow/SIMPLE
Pressure Correction Algorithm to Handle a Pressure Jump. 3rd EAWE
Seminar, CENER, Pamplona, Spain, October 2007. [Link]
2 Re´thore´, P.-E., Sørensen, N.N., Actuator Disc Model Using a Modi-
fied Rhie-Chow/SIMPLE Pressure Correction Algorithm: Comparison
to Analytical Solutions. EWEC Brussels, April 2008. [Link]
Actuator Shape Model
3 Gilling, Lasse, Sørensen, N.N., Re´thore´, P.-E., Cost Reduction of
Large Eddy Simulation of Airfoils in Turbulent Inflow. EWEC Mar-
seille, March 2009. [Link]
Atmospheric and Wind Turbine Wake Turbulence
4 Re´thore´, P.-E., Sørensen, N.N., Bechmann, A., Zahle, F., Study of
the Atmospheric Wake Turbulence of a CFD Actuator Disc Model.
EWEC Marseille, March 2009. [Link]
Wind Farm Measurements
5 Barthelmie, R.J., Frandsen, S.T., Nielsen, N.M., Pryor, S.C.,Re´thore´,
P.-E., Jøregensen, H.E.,Modelling and Measurements of Power Losses
and Turbulence Intensity in Wind Turbine Wakes at Middelgrunden
Offshore Wind Farm. Wind Energy 10 (6) pp.517-528, 2007. [Link]
6 Re´thore´, P.-E., Johansen, N.A., Frandsen, S.T., Barthelmie, R.J.,
Hansen, K., Jensen, L.E., Bækgaard, M.A.B. and Kristoersen, J.R.,
ix AAU - DCE Thesis No. 22
Systematic Wind Farm Measurement Data Reinforcement Tool for
Wake Model Calibration. EOW Conference, Stockholm, September
2009. [Link]
Wind Farm Shadow Effect
7 Re´thore´, P.-E., Bechmann, A., Sørensen, N.N., Frandsen, S.T., Mann,
J., Jørgensen, H.E., Rathmann, O. and Larsen S.E. 2007: A CFD
Model of the Wake of an Offshore Wind Farm: Using a Prescribed
Wake Inflow. The Science of making Torque from Wind, Second Con-
ference, DTU, August 2007. [Link]
8 Frandsen, S.T., Jørgensen, H.E., Barthelmie, R.J., Rathmann, O.,
Badger, J., Hansen, K.S, Ott, S., Re´thore´, P.-E., Larsen, S.E.,
Jensen, L.E., The Making of a Second-generation Wind Farm Effi-
ciency Model Complex. EWEC Brussels, April 2008. [Link]
9 Frandsen, S.T., Jørgensen, H.E., Barthelmie, R.J., Rathmann, O.,
Badger, J., Hansen, K.S, Ott, S., Re´thore´, P.-E., Larsen, S.E.,
Jensen, L.E., The Making of a Second-generation Wind Farm Effi-
ciency Model Complex. Wind Energy 12(5) pp.445-458, 2009. [Link]
10 Frandsen, S., Barthelmie, R., Rathmann, O., Jørgensen, H. E., Bad-
ger, J., Hansen, K., Ott, S., Re´thore´, P.-E., Larsen, S. E., Jensen
L. E., Summary report: The Shadow Effect of Large Wind Farms:
Measurements, Data Analysis and Modelling. Technical Report, Risø-
R-1615(EN), Risø-DTU, 2009. [Link]
Risø-PhD-53(EN) x
Nomenclature
Abbreviations
Abbreviation Definition
AD Actuator Disc
AL Actuator Line
APG Adverse Pressure Gradient
AS Actuator Shape
BE Blade Element
BEM Blade Element Momentum
BC Boundary Condition
CDS Central Difference Schemes
CFD Computational Fluid Dynamics
DNS Direct Numerical Simulation
DTU The Technical University of Denmark
ECN Energy research Centre of the Netherlands
EKM El Kasmi & Masson model
EVM Eddy-Viscosity Model (based on RANS)
HAWT Horizontal Axis Wind Turbine
IEA International Energy Agency
LES Large Eddy Simulation
MM, Met. Mast Meteorological mast
QUICK Quadratic Upstream Interpolation for Convec-
tion Kinematics [52]
RANS Reynolds-averaged Navier-Stokes
RSM Reynolds-Stresses Model
SIMPLE Semi-Implicit Method for Pressure-Linked
Equations [65]
TKE Turbulent Kinetic Energy
xi AAU - DCE Thesis No. 22
Greek Letters
Symbol Definition
αηz Differential areas of the cell faces projected in
the Carthesian coordinates
β Jacobi amplitude
βp Production parameter of the Canopy model
βd Dissipation parameter of the Canopy model
δij Dirichlet function
∆ Maximum cell size in all directions
∆x Cell size in the x-direction
∆I Wake interface size
ε Turbulent kinetic energy dissipation
κ von Ka´rma´n constant
Λ0(β, k) Heuman’s lambda function
µ Viscosity
µt Eddy-viscosity
ν Kinetic viscosity, µ/ρ
νt Kinetic Eddy-viscosity, µt/ρ
Ω Dummy quantity
ω Vorticity distribution
ω Specific dissipation rate
Ψ Stream function
Πε Pressure-strain of rate term in the ε-equation
Πk Pressure-strain of rate term in the k-equation
ρ Density
σm Standard deviation of 10-minute wind speed
data
ΘX(λ,µ,ν) Coefficient associated to a function X,
(λ, µ, ν) ∈ N
Roman Letters
Symbol Definition
a Induction factor
A Area
Ayx Coefficient of the cell x relative to the cell y
c Number of cells on a rotor disc in the y-direction
Cx Cell face mass fluxes position x
CT Thrust coefficient
CF Force coefficient (include the thrust coefficient
and the torque coefficient)
Risø-PhD-53(EN) xii
Symbol Definition
CSwz Parameter in the Realizability model
Cεp Production parameter in the ε-equation of the
Canopy model
Cεd Dissipation parameter in the ε-equation of the
Canopy model
C∆ LES parameter
c/D Number of cells per rotor diameter
E(β, k) Incomplete elliptic integral of the second kind
E(k) Complete elliptic integral of the second kind
E East cell center
e Cell interface between P and E
EE Second east cell
fi Dummy function in i-direction
Fx Discrete force at position x
F (β, k) Incomplete elliptic integral of the first kind
Fε Source term in the ε-equation accounting for the
wind turbine forces
Fk Source term in the k-equation accounting for the
wind turbine forces
F Function to reduce the eddy-viscosity
g Dummy function
g Gravity acceleration
G Function to smooth locally the effect of the
canopy model
I(λ,µ,ν) Bessel-Laplace integral, (λ, µ, ν) ∈ N
Jν(z) Bessel function of the first kind
K(k) Complete elliptic integral of the first kind
k Elliptic modulus
k′ Elliptic complementary modulus (k′ =
√
1− k2)
k Turbulent Kinetic Energy (TKE)
k-ε EVM Turbulence model [50]
k-ω EVM Turbulence model [99]
Kni,j Knudsen number of i-component in j-direction
ℓ Turbulence length-scale
m Elliptic parameter (m = k2)
m′ Elliptic complementary parameter (m′ = 1−m)
n, ni Normal vector
nx,y Normal vector at position x in the y-direction
P Currently observed cell center
P Pressure
Px Pressure at position x
P jx Pressure jump at position x
xiii AAU - DCE Thesis No. 22
Symbol Definition
Pτ Production of turbulence
Rw(z) Wake radius at an axial distance z from the wind
turbine
R∞ Ultimate wake radius of the wind turbine
SU−mom Explicit terms of the momentum equation
Sx Face surface area at position x
U Flow velocity in x-direction
U∞ Inflow velocity
Vx Cell volume at position x
W West cell center
w Cell interface between P and W
WW Second west cell
D Rotor Diameter
H Wind turbine hub height
U∞ Inflow velocity
U∞,H Inflow velocity at hub height
u∗ Friction velocity
Rij Reynolds Stress
xp Position vector
x Position vector
xD Position of the actuator disc
tp Time at position p
t Time
U Velocity U = U + u
u Velocity fluctuation
U Velocity average
Lp,j Distance scale in j-direction Lp,j = xj − xp,j
z Height
z0 Surface roughness height
zH Wind turbine hub height
Note that in the current report the notation β, k and k′ are used for the
parameters of the elliptic functions to be consistent with the notation of
Conway [27] and Wrench [100]. It is nonetheless interesting to notice that
in most of the cases observed, the elliptic functions are coded using as input
the elliptic parameter m = k2 and m′ = 1−m, instead of k and k′.
Risø-PhD-53(EN) xiv
1
Introduction
Contents
1.1 Wind Farm Wake . . . . . . . . . . . . . . . . . . 1
1.2 Wind Farm Wake Models . . . . . . . . . . . . . 3
1.3 How to Improve the Models? . . . . . . . . . . . 5
1.4 CFD Wind Turbine Wake Models . . . . . . . . 6
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1.1 Wind Farm Wake
The purpose of wind turbines and by extension wind farms is to extract
energy from the wind and convert it into a usable energy (e.g. electrical,
mechanical). From the basic concept of conservation of energy, it is clear
that if kinetic energy is extracted from the wind, the kinetic energy left
downstream of a wind turbine is decreased compared to the kinetic energy
upstream of the wind turbine. It is consequently necessary to model the
wind turbine wake in order to estimate how much energy is left for the
downstream wind turbines and how much power the wind turbines can pro-
duce.
A typical modern wind farm has in general wake losses around 10–20% [7].
As a consequence, one part of the problem of wind farm wake is to estimate
how much power a wind farm can produce for a given wind inflow.
In the process of extracting kinetic energy, the wind turbines modify the
structure of the wind flow by creating small turbulence structures and by
reducing largely the wind velocity. The structure of the wind flow modified
by the turbine is transported downstream of the wind turbine. Furthermore,
the difference of velocity between the wake region and the free-stream region
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generates some turbulent vortex structures at the boundaries of the wake.
As the wake interface expands, the induced turbulent vortex structures grow
in size and contribute to the wake recovery. The interaction between these
different types of structures and the atmospheric turbulence creates a spa-
tial oscillation of the wake called wake meandering, which can be regarded
as a large-scale component of the wake turbulence.
The downstream wind turbines, as a consequence, observe a wind inflow
modified both in terms of mean velocity and turbulence. These wind fluc-
tuations increase the structural vibrations of the wind turbine, which cause
increased fatigue loads. The fatigue loads reduce the wind turbine lifespan
and can potentially increase the maintenance cost. Another part of the
problem of wind farm wake is then to estimate the fatigue loads caused by
the combined wakes.
The wind farm wake effect is an important issue during the whole lifes-
pan of a wind farm. During the planning phase, the wind farm developers
want to have a good estimate of how to place the wind turbines to obtain
the most power and the least fatigue loads. In this process, the wind farm
wake models can be used to optimize the wind farm layout based on the dif-
ferent economical factors (e.g. power production, wind farm lifetime, cables
cost, type of soils and water depth). Better wind farm wake models may,
therefore, increase the cost benefits of the wind farm.
In the funding phase, the bank requires, among other things, an accurate
estimate of the wind farm Annual Energy Production (AEP) and of the
maintenance cost. These two numbers are significantly linked to the qual-
ity of the wind farm wake analysis. A reduction of the uncertainty on the
wake models is linked to a reduction of the investments risks, which might
eventually make wind energy a more competitive solution.
In the operational phase, the wind farm operator has to be able to forecast
the production of the wind farm in order to bid precisely on the electricity
market. Any variation from the initial forecast costs money to the wind
farm operator. A good wake model may significantly increase the power
production forecast of the wind farm and may reduce its operational cost.
Moreover, it has been argued by Corten and Shaak [29] that a smarter wind
farm operational strategy, based on wake models, could reduce the equiva-
lent fatigue loads on the turbines and significantly increase its power output.
Finally, as it can become costly to make mistakes in the power production
forecasting, more and more wind farm operators implement wind farm regu-
lation control to reduce the power output of the wind farm in order to match
the requests of the grid operator. This process also needs to deal with wake,
as reducing the power output of a wind turbine means reducing its energy
extraction. This might influence the downstream wind turbines production.
Most of the wake models used by the industry nowadays were developed
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in the 1980s and early 1990s. Since that time the wind turbines rotor diam-
eter have roughly been multiplied by a factor 2–3 and the wind farms width
by 4–6 and is believed, by some, to keep increasing. The wind turbines and
wind farms have become so big that they are now believed to have a signifi-
cant effect on the local meteorology [21]. The net effect of these increases is
that the models, which were designed and calibrated for small wind turbines
and wind farms perform poorly. The assumptions made in those models are
too drastic and become more and more irrelevant with the sizes and the
distances increasing.
Moreover, the wind farms are now being built offshore, where the wind con-
ditions depends much more on stability effects than onshore. As the water
roughness is very small, the turbulence is also preserved over larger distances
offshore than onshore.
The wind turbine and wind farm increase of size also has another effect,
the amount of investments in relation to the wake losses have dramatically
increased.
Finally, wind farms are now installed at closer distances to each others,
to a point where problems arise on estimating the impact that one wind
farm has on another. The combined wake of a wind farm is here referred as
the wind farm shadow. There are, for example, many wind farm projects
in the German North Sea that are expected to interact in a very complex
manner. The current wake models are not designed for that task and are
expected to perform poorly. Moreover, there is no current data available for
their calibration.
1.2 Wind Farm Wake Models
A comprehensive literature survey on wind turbine and wind farm wake
models can be found in Crespo et al. [30] and Vermeer et al. [98]. More-
over, the latest developments in wind farm wake models to this date are
described concisely in Troldborg’s PhD thesis [97] and in the literature re-
view of Sanderse [76]. Nonetheless, for the sake of clarity, the main trends
in wind farm wake modelling are briefly introduced in the following sections.
Modelling wind turbine wake is a particularly challenging task because it
is directly associated to atmospheric turbulence modelling and to airfoil flow
modelling, which are two of the unresolved problems of the physics of fluid
dynamics. A particularly delicate issue that arises from this combination is
that several orders of magnitude of turbulence length-scales play an impor-
tant role and interact in a complex manner upstream and downstream of the
wind turbine. There is, for instance, the atmospheric turbulence scale, char-
acterizing the motion of large atmospheric eddies, which increases linearly
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with height in the surface layer and can be up to several hundred meters
(Pen˜a et al. [66]). Then, there is the wake interface turbulence scale, charac-
terizing the mixing of the wake boundaries with the atmospheric flow, which
eventually evolves to be roughly of the same order of magnitude than the
wind turbine rotor diameter. And finally, there is the turbulence length-scale
of the blade induced vortex structures, which are related to the dimension
of the blade chord.
Because of these different scales, which are more or less important at dif-
ferent locations in the wake, a natural simplification is to speak about close
wake and far wake regions. The close wake region is in the direct vicin-
ity of the wind turbine, where the role of the blades induced turbulence
structures are dominant. The far wake region is located at a larger distance
downstream, where the shear induced turbulence becomes dominant and is
progressively absorbed by the atmospheric turbulence. While models have
existed for these three types of scales for about a century, little is known
about the interaction between them.
Most of the wake models are based on the principle of conservation of
mass and momentum. The turbines are often modelled as a sink of momen-
tum corresponding to the thrust force of the turbine. The simplest models
neglect terms in the Navier-Stokes Equations and assume the wake to be
homogeneous and axisymmetric for increasing the solving speed.
Some of the fastest methods are designed to model the wake expansion
directly instead of the turbulence (Lissaman [53], Jensen [46], Frandsen [36]
Rathmann [69]). They basically enforce the momentum conservation on a
wake region, which is increased according to a semi-empirical wake expan-
sion function.
Other wake models resolve the turbulence using simplified turbulence
closure techniques such as eddy-viscosity mixing-length models (Ainslie [4],
Lange et al. [48]). As it is presented in Chapter 5, eddy-viscosity models
have difficulties to model large-scale turbulence in presence of smaller scale
velocity changes. For this reason turbulence is sometimes split in two parts,
the large-scale part, modelled as passive tracers to represent the meander-
ing effect and the small-scale part, modelled with an eddy-viscosity model
(Larsen et al. [49]).
More wake advanced models retain all the elements of the Navier-Stokes
Equations and model the wake and atmospheric turbulence in different
ways (e.g. Computational Fluid Dynamics (CFD) with Large Eddy Simula-
tion (LES), Reynolds-averaged Navier-Stokes (RANS) and Reynolds-stresses
Model (RSM)) with different flow solvers and different force estimation algo-
rithm. They are mostly research models (Ammara et al. [5], Mikkelsen [63],
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Crespo et al. [31], Cabezon et al. [18]), yet some faster CFD models are
also commercialized (Schepers [79], Castro et al. [19]).
The computational cost increases with the complexity of the model and
with the amount of physics it contains. The simplest models can resolve
many cases in a few seconds on a personal computer, while the most com-
plex models can only resolve a single case during several weeks using super-
computers.
1.3 How to Improve the Models?
The simpler models used by the industry lack some physics in comparison
to the more advanced CFD models. However, completely abandoning them
in favour of more computationally expensive models might not be the best
short-term solution. There are many cases where faster models can achieve
tasks that would simply be too time consuming with slower models (e.g.
layout optimization, power forecasting). Nevertheless, there is still much to
learn from the physics of the CFD models in order to improve the faster
engineering models.
Another way of improving the models is to use the information provided
by the wind farm measurements. The offshore wind farms are in partic-
ular interesting in the sense that they do not present any terrain effects
and they have various turbulence stability cases to study. The usable in-
formation available is nonetheless, in a way, rather limited. The wind farm
measurements are typically composed of some meteorological (met.) mast
measurements (e.g. wind speed, wind direction, pressure, temperature, hu-
midity) and of wind turbine measurements (e.g. nacelle wind speed, nacelle
yaw, power production, rotation speed, pitch angle, blade and tower bending
moments). While this certainly represents a very large quantity of informa-
tion, it does not give information about what happen to the wind between
the wind turbines, neither what happens above the wind farm. Moreover,
as measurements and wind turbines have a non negligible probability to fail,
the cases where all the wind turbines and measurements devices work simul-
taneously are very scarce (e.g. in a wind farm with 100 turbines where each
have an availability of 97%, the probability that all operate normally at the
same time is 0.97100 < 5%).
In these conditions, extracting valuable information from wind farm mea-
surements becomes so complex that it is a science in itself. Until a point
where it is actually needed to model the measurements in order to under-
stand them. There is, therefore, a need for more information than that the
measurements can provide and the most affordable solution is to try to ex-
tend the measurements and to extrapolate them using the most advanced
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models available. However, as the amount of data to process is rather large,
there is a need for a wake model, which is fast enough to process the mea-
surements in an acceptable time scale and at the same time retains most of
the physics necessary.
All this indicates that a CFD study of wake can provide a useful tool
to improve and calibrate faster engineering models. It might also help to
bridge the gap between the models and the measurements.
The Risø National Laboratory for Sustainable Energy - Technical Uni-
versity of Denmark (Risø-DTU) has done extensive studies on wind turbine
and wind farm wake in the last decades and has developed many different
types of wind farm models [46, 39, 69, 49]. In this context, one of Risø-
DTU’s objectives is to provide the wind industry with tools to estimate
wind farms energy production such as WAsP [2]. In order to improve the
existing wake models and to develop more advanced ones, some measure-
ments campaigns have been carried out on wind farms in collaboration with
wind farm operators [59]. Interpreting those measurements is nonetheless a
difficult task. In this context, the goal of the current project is to develop
a tool capable of carrying full-scale wind farm wake computations and to
enhance the available measurements for providing detailed wind map to help
the design of better and faster engineering wake models.
1.4 CFD Wind Turbine Wake Models
There are three main CFD wind turbine wake models. The most expensive
and detailed are the full-rotor computations, in which the whole geometry of
the rotor is detailed (Sørensen and Johansen [91], Zahle [101]). While they
provide very detailed information on the flow passing through the rotor, it
becomes extremely expensive to model the far wake region while retaining
the same level of details. Consequently, this method still requires too much
computational power for multiple wakes.
An intermediate method is to model each wind turbine blade as a line
or surface of force acting on the wind. The method is called actuator line
method (Sørensen and Shen [89], Mikkelsen [63]) and the actuator surface
method (Shen et al. [83], Dobrev et al. [33], Sibuet Watters and Masson [85]).
While it is still computationally expensive, multiple wake models have been
successfully studied by Trolborg [97] using the actuator line method. These
methods provide a cost effective way to study the dynamics of the vortex
structures evolving in the wake region. The forces can be estimated using
the airfoil definition and geometry of the blades and the local velocities at
the rotor disc.
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Finally the simplest CFD method to model the wind turbine wake is
the actuator disc (AD) method. The idea is to model the influence of the
wind turbine rotor on the flow as a disc of forces. The blade forces are
therefore assumed to be smeared over the area of the disc. The forces can
be determined in the same way as the actuator line or surface method or
in simpler fashions, e.g. using the thrust coefficient (CT ) curve. As this
method does not require the same level of details as the actuator line method,
it is relatively faster. The downside is that the vortex structures are not
as detailed as in the actuator line. One of the most attractive aspects of
the actuator disc is the fact that it can give a steady state solution with
the atmospheric boundary layer modelled, while the other method cannot
because of the rotating elements. A large number of different models have
been developed based on this concept [5, 63, 31, 18, 68, 19, 79]. They mostly
differ on the choice of the CFD flow solver, how the forces are computed (e.g.
using a thrust coefficient curve, Blade Element method, Vortex method) and
how the atmospheric turbulence is modelled.
1.5 Turbulence Models
There are different types of turbulence models used in CFD for modelling
wind turbine wake. The most advanced is the LES method. It basically
splits the turbulence into two parts, a resolved part modelling the large-
scale turbulence, which is carried out through an unsteady simulation and
an unresolved part modelling the small-scale turbulence, which is modelled
using more basic turbulence models such as an eddy-viscosity model (EVM).
LES models are particularly adapted to wake modelling as the wake can be
seen to have two distinct ways to dissipate. One part interacts mainly with
the large eddies of the atmosphere, which create the wake meandering phe-
nomenon. While the other part, the small-scale of turbulence, is mainly
self-generated through the local velocity shear.
As a large part of the LES turbulence is resolved, it needs to be generated in
some fashion. There are two main methods, which can be found in the litera-
ture. One way is to use an analytical model to generate coherent turbulence
(Trolborg [97], Ivanell [45] and Gilling et al. [40] used the turbulence model
of Mann [57]). The problem is that the large scale turbulence introduced is
naturally dissipated because it is not in balance with the wind speed shear
introduced, as a consequence it is difficult to model atmospheric turbulence
over large distance, such as a wind farm. Another way is to generate turbu-
lence using a precursor mesh (Bechmann [11]). A precursor box with a wall
boundary condition (BC) at the bottom, with the terrain roughness, is used
to run a LES using periodic condition. After a relatively large number of
iterations, the rough wall creates eddy structures that are numerically pre-
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served and are similar to atmospheric eddies. This method is very expensive
and building up the precursor box can take several weeks on a cluster.
The other types of turbulence models are mostly based on the RANS
Equations. They can nonetheless be steady state or unsteady. There are
many turbulence models based on RANS, the most used are based on the
eddy-viscosity concept, where the Reynolds-stresses are assumed to be di-
rectly proportional to the local velocity shear and where only the eddy-
viscosity is modelled (k-ε [50] and k-ω [99]).
More advanced models are based on modelling the Reynolds-stresses inde-
pendently. Gomez-Elvira et al. [41] and Cabezon et al. [18] used a non linear
constitutive relation, based on an expansion of the Boussinesq approxima-
tion (Lumley [54], Taulbee [93]). While they are more physical than the
eddy-viscosity models, they are more complicated to use and to validate, as
they have many more closure parameters. They are also significantly slower.
One common issue with the RANS models is that all the scales of turbulence
are mixed together. It is then difficult to model the complex interaction be-
tween the three types of turbulence introduced in Section 1.2.
Risø-DTU and DTU-MEK have developed in the last 15 years several
wind turbine wake models based on the flow solver EllipSys [90] [62]. Re-
cently, a considerable effort has been put on modelling the flow going through
multiple wind turbines using LES with the actuator line method (Trold-
borg [97]) and the actuator disc method (Ivanell [45]). While the studies
were successful and brought in light many interesting details of the multiple
wake interaction, they remain too computationally expensive for extrapo-
lating wind farm measurements or for carrying out the interaction of a wind
farm over another. In order to do that a simpler and faster turbulence model
is needed. For this reason, this study focuses on using the fastest turbulence
model used with EllipSys, the k-ε model, together with the fastest wind
turbine wake model, the actuator disc model.
1.6 Work Summary and Thesis Structure
During one year before and during the first year of the PhD, the work was
mainly focused on data analysis of offshore wind farms. The outcome of this
work was the development of an analysis tool that is able to extract infor-
mation from different databases, correct the eventual sensor errors, filter the
data to obtain relevant atmospheric and wind turbine conditions, present-
ing the status of the wind farm and met.mast in a Graphical User Interface
(GUI). This tool has been used to produce measurement results for several
publications [6, 9, 8, 7, 59, 39, 37, 38]. Finally, the accumulated experience
on correcting the data using a set of preprocessing methods was also the
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Figure 1.1: Power ratio along a line of 10 wind turbines. The blue lines represent
all the 10-minute cases meeting the filtering criteria (Wind direction aligned with
the row of turbines ±5o, P1 = 12Prated ± 5%). The black line is the average value
of all the cases, with the standard deviation presented as errorbars.
subject of an article (Re´thore´ et al. [71], which is presented in Appendix C.
While the data available for analysis was consequent and represented in to-
tal several years of wind farms operational time, statistical representative
information was difficult to obtain. A representative illustration of the mea-
surements output is presented in Fig. 1.1. The large number of different
types of inflow conditions (including stability effects) together with the com-
bined uncertainty and failure rate of the different sensors and wind turbines
reduce dramatically the number of cases available per inflow conditions. The
difficulty to interpret the measurements has a significant influence on the
quality of the wake model calibration. This observation motivated the de-
velopment of a general method for carrying out full scale wind farm wake
computation to be able to understand and expand the measurements infor-
mation.
The second part of the PhD was oriented towards wind turbine wake
modelling and was based on the flow solver EllipSys3D, which is described
in details in Michelsen [62], Sørensen [90] and Bechmann [11]. For the reader
convenience, EllipSys and the different models it is based on are briefly
introduced in Appendix A.1.
During the first year of the project, two Danish offshore wind farms
(Horns Rev II and Nysted II) were in the final planning phases at a close
distance to existing wind farms. As a consequence, there was a sudden
growth of interest regarding wind farms shadow effect from the different
groups involved in the wind farm planning. Risø-DTU presented different
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models to address this issue (Frandsen et al. [38]). As it was the early stage
of this PhD, the methods described in this thesis were not yet available for
analysis. Nonetheless, it was decided to complement the lack of a wind tur-
bine wake model by the available measurements of the offshore wind farms
to study if it was possible to observe a trend of the wind farm wake recov-
ery over a large distance downwind the turbine. The outcome of this work
was the subject of a journal paper (Re´thore´ et al. [70]) and is presented in
Appendix D .
Different actuator disc and actuator line models have been developed
for EllipSys. They are all based on a three steps method: 1) the rotor disc
velocities are interpolated, 2) the forces are estimated and 3) the correspond-
ing body forces are applied at the blades or rotor disc location. The third
step represented an issue, because it turned out that by applying a discrete
body force into a finite-volume CFD method based on collocated-variables
discretization, such as EllipSys, a pressure-velocity decoupling is generated
around the location of the forces. The decoupling is characterized in the
simulation by intense numerical fluctuations from one cell to another and is
a phenomenon previously discussed by Mikkelsen [63] and Leclerc and Mas-
son [51]. This is particularly inconvenient because a precise estimation of the
local velocities at the disc is necessary in order to determine the correspond-
ing wind turbine forces. A mitigation to this issue is to replace the discrete
body force by redistributing it over a larger amount of cells using for ex-
ample a Gaussian distribution (Mikkelsen [63], Troldborg [97], Ivanell [45]).
While this method effectively reduces the numerical fluctuations, it needs
a relatively large amount of cells to redistribute the forces, which increases
the computational cost.
The interest is here to develop a tool relatively fast so that it can carry out
computations over very large wind farms. In order to reduce the amount
of cells necessary for modelling each wind turbine, a method (Re´thore´ and
Sørensen [73, 74]) is detailed in Chapter 2. This method modifies the pres-
sure correction algorithm to take into account the discretization effects. This
method makes it possible to apply discrete body forces over only 3 cells.
The following step, when developing an actuator disc model, is to define
a way to redistribute the forces inside the computational domain. As this is
a common issue when dealing with body forces in CFD, it was decided to
develop a generic flexible method that can be adapted to all kind of actua-
tor methods and more generally to all kind of body forces applications. The
method presented in Chapter 3 is based on finding the intersectional poly-
gons between two types of discretization. In the case of the actuator disc,
the discretization of the disc is a polar grid. The intersectional polygons
of each polar element of the disc with the computational domain cells re-
distribute proportionally the disc forces in the computational domain. The
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method is successfully compared to Conway’s analytical solution for heavily
loaded actuator discs [24, 25] and a CFD full-rotor computation.
In addition, this method was used to design an immerse boundary technique
for generating an unsteady turbulent inflow (Gilling et al. [40]).
When the actuator disc is modelled together with atmospheric turbu-
lence using the standard k-ε model, the solution greatly underpredicts the
wake effect when compared to measurements (El Kasmi and Masson [35],
Cabezon et al. [18], Re´thore´ et al. [72], Rados et al. [68]). A parametric
study, carried out in Chapter 4, links this error with the size of the eddy-
viscosity. LES models have in general eddy-viscosities several orders of mag-
nitude smaller than the atmospheric k-εmodel. Based on the threshold value
found, under which the eddy-viscosity does not yield an underprediction of
the wake effect, it is postulated that LES models can avoid the problem
observed in the k-ε simulations.
Chapter 5 is then dedicated to explain the origin of this problem by com-
paring the results of a LES to the standard k-ε model. The eddy-viscosity
concept is found to be the main contribution to the k-ε errors.
Then, in Chapter 6, based on the observations performed in Chapter 5,
several scenarios are proposed to modify the k-ε model to address this is-
sue. The methods are compared to the LES model and to different single
wind turbine wake measurements. However, the outcome of this compari-
son it that the existing corrections to the k-ε model are not adequate for
modelling single wind turbine wake in atmospheric turbulent flows and by
extension full wind farms. There is therefore still a critical need for a steady-
state turbulence model that is able to handle different scales of turbulence
at the same time.
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2.1 Introduction
CFD generally refers to methods that solve the Navier-Stokes Equations by
spatial and temporal discretization. The Navier-Stokes Equations are essen-
tially composed of velocity terms, pressure gradient terms and body forces.
When spatially discretized over a mesh, using a finite volume method, if the
pressure and velocity terms are estimated at the same location, a pressure-
velocity decoupling might occur that can lead to numerical oscillations of
the pressure (or pressure wiggles). One way of dealing with this issue is to
keep the velocities at the cell faces and the pressure terms at the cell centers,
so that the derived pressure gradient terms, are located at the same place
as the velocity terms. This is called the staggered grid method. The other
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standard way is to keep the pressure and velocity terms at the cell centers
(known as the collocated variable method) and to use a special treatment of
the pressure, to avoid the pressure-velocity decoupling. This method, which
was first introduced by Rhie-Chow [75], was never intended for the treat-
ment of the pressure-velocity decoupling introduced by imposing a sudden
jump of pressure, or discrete body forces.
EllipSys, the in-house curvilinear CFD code designed at Risø-DTU [90] and
MEK-DTU [62] is based on a collocated variable arrangement that uses the
Rhie-Chow pressure correction algorithm. Discrete body forces are used in
the present context to model the influence of wind turbines on the flow. In
order to overcome the pressure wiggles introduced by discrete body forces,
one approach is to smooth out the body forces by using a Gaussian distri-
bution instead of a Dirac delta distribution (Mikkelsen [63]). This method
requires a pressure jump made over several cells, which can become com-
putationally expensive on large problems like, simulating a wind farm. In
order to save computational cost, a modification of the Rhie-Chow algo-
rithm is proposed to treat the special case of discrete pressure jumps. This
method is in practice close to what is proposed by Masson et al. [58] and
Mencinger et al. [60].
In the following sections, the problem of the pressure wiggles is presented
for a 1D example of a regular Cartesian mesh with a special case of uniform
velocity over the domain. The proposed algorithm is then described in the
context of the curvilinear CFD code EllipSys3D. For the sake of clarity, the
same notation found in the original description of EllipSys are here used
(Sørensen [90]).
2.2 Pressure Jump Correction
Implementing discrete body forces into a non-staggered CFD code can gen-
erate undesirable numerical wiggles. One way to cope with this situation is
to avoid having discrete body forces by smearing the force over its neigh-
bouring cells. This method can become computationally expensive, as there
is a need for having a large number of cells to model a discrete jump of
pressure.
This chapter presents an alternative way to avoid these numerical wiggles
by transforming the discrete forces located in the cell center, used in the
Navier-Stokes Equation, into pressure jump terms located at the cell faces,
used in the pressure correction algorithm. After describing the origin of
these numerical fluctuations using a simple 1D case, with uniform velocity,
the principle of the Rhie-Chow algorithm is briefly introduced. The basic
ideas behind the pressure jump correction and its application to the CFD
code EllipSys are then presented.
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Figure 2.1: 1D mesh.
2.2.1 Origin of Pressure Wiggles in the Non-Staggered Ap-
proach
The Navier-Stokes Equations are composed of the Momentum Equations
and the Continuity Equation. The 1D Momentum Equation in x-direction
can be written as
∂ρU
∂t
+
∂ρUU
∂x
= −∂P
∂x
+
∂
∂x
(
µ
∂U
∂x
)
+ F, (2.1)
where U is the flow velocity, P is the pressure, µ is the viscosity, ρ is the
density, t is the time, x is the distance and F is a volume force [N/m3].
In order to have an equation for the pressure, the Continuity Equation
is used
∂ρU
∂x
= 0. (2.2)
In the finite volume formulation, derivatives can be discretized by in-
tegrating them over a control volume. Using a Central Difference Scheme
(CDS) over the 1D mesh presented in Fig. 2.1, the following rules can be
applied.
∫
P
∂Ω
∂x
dxdy = (Ωe − Ωw)∆y = (ΩE − ΩW ) ∆y
2
, (2.3)∫
P
∂ΩΩ∗
∂x
dxdy = (ΩeΩ
∗
e − ΩwΩ∗w)∆y
= [ΩE(Ω
∗
E +Ω
∗
P )− ΩW (Ω∗W +Ω∗P )
+ΩP (Ω
∗
E − Ω∗W )]
∆y
4
, (2.4)∫
P
∂
∂x
(
∂Ω
∂x
)
dxdy =
[(
∂Ω
∂x
)
e
−
(
∂Ω
∂x
)
w
]
∆y
= (ΩW +ΩE − ΩP ) ∆y
∆x
. (2.5)
where Ω is a dummy variable, x and y are distances, W,P,E indicate the
position of the cells, w, e, the position of the faces (see Fig. 2.1) and the ∗
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indicates that the term is known from a previous time step.
Applying these rules on the Continuity Equation Eq. (2.2) gives
∆y (ρUe − ρUw) = 0, (2.6)
which, therefore, leads to a second relationship,
UW = UE . (2.7)
Assuming a steady flow and, therefore, dropping the unsteady term in
Eq. (2.1) gives
ρ [(UU∗)e − (UU∗)w]
∆y
4
= (PW − PE) ∆y
2
+ µ (UW + UE − 2UP ) ∆y
∆x
+ FP∆x∆y. (2.8)
Eq. (2.8) can be rewritten into a general formulation by linearization
and the assumption that one of the Us is known in the convective term (UU
term)
APUP =
∑
P
AnbP Unb + (PW − PE)
∆y
2
+ FP∆x∆y, (2.9)
with nb ∈ (W,E) and
AWP = µ
∆y
∆x
+ ρ
∆y
4
(U∗W + U
∗
P ),
AEP = µ
∆y
∆x
− ρ∆y
4
(U∗E + U
∗
P ),
AP = 2µ
∆y
∆x
+ ρ
∆y
4
(U∗E − U∗W ). (2.10)
Note that Continuity states that ρ∆yUW = ρ∆yUE, therefore AP = A
W
P +
AEP .
The cell center velocity obtained from the Momentum Equation Eq. (2.9)
can be interpolated, using the midpoint rule, at the cell face in order to apply
the Continuity
Ue =
1
2
(UP + UE) . (2.11)
A simple case can be applied, where the velocity is assumed to be uni-
form in the domain (i.e. UWW = UW = UP = UE = UEE). Combined
with the assumption of a regular Cartesian mesh, all the velocity terms and
coefficients A∗∗ are eventually cancelled with each other. Inserting Eq. (2.9)
into Eq. (2.7) gives
(PWW − PP ) ∆y
2
+ FW∆x∆y = (PP − PEE) ∆y
2
+ FE∆x∆y,
PWW − 2PP + PEE = (FE − FW )∆x. (2.12)
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If there are not body forces in the domain, the relationship between the
pressure at each cell becomes
PP =
1
2
(PWW + PEE) . (2.13)
As the pressure of a cell is not dependent of its direct neighbouring cells
pressure, this relationship can be satisfied by a pressure wiggle solution (also
called the check-board solution)
2.2.2 The Rhie-Chow Algorithm
The Rhie-Chow algorithm addresses this issue by separating the pressure
terms from the rest of the momentum terms, when the face velocities are
derived. Instead of interpolating the pressure gradient at the cell faces using
the pressure gradients at the cells center, they are directly derived from the
pressure at the closest cells center.
Ue =
1
2
(
U˜P + U˜E
)
+
∆y
Ae
(PP − PE) , (2.14)
where
U˜P =
1
AP
(∑
P
AnbP Unb + FP∆x∆y
)
, and Ae =
1
2
(AP +AE) . (2.15)
where the ~sign indicates that it is the velocity terms without the pressure.
By inserting Eq. (2.14) into the Continuity Equation (2.2) a different
relation is found
1
2
(
U˜E − U˜W
)
+
∆y
Ae
(PP − PE)− ∆y
Aw
(PW − PP ) = 0. (2.16)
Applying the same simple case of uniform velocity in the entire domain,
with a regular Cartesian mesh, all the velocity terms cancel each other,
which brings a relationship between the pressure and the body forces
1
2
(FE − FW )∆x∆y +∆y (2PP − PW − PE) = 0. (2.17)
If there are no body forces in the domain, then the pressure in the cell
PP is related with its direct neighbouring cells pressure,
PP =
1
2
(PW + PE) . (2.18)
In this case, the oscillation’s pressure field is not a solution.
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Figure 2.2: Pressure jump with wiggles.
2.2.3 Applying a Discrete Force
If there is a discrete force FP applied in the cell P , the Momentum dis-
cretization Eq. (2.9) can create wiggles. If the velocity is the same over the
domain, all the velocity terms are then cancelled with each other, which
gives a relationship between the body force and the pressure:
PE − PW = 2FP∆x. (2.19)
Similarly, applying Eq. (2.9) on the cell W and E shows that there is a
pressure wiggle solution
PP − PWW = 2FW∆x = 0 and PEE − PP = 2FE∆x = 0. (2.20)
So even using the Rhie-Chow correction, applying a sudden pressure
jump into this scheme causes the appearance of numerical pressure wiggles
(see Fig. 2.2).
2.2.4 Proposed Modification
In order to correctly handle discrete forces in the Momentum Equations,
the forces are defined at the face of the cells in the same way the pressure
gradient terms are. The body force in the cell P is split into two pressure
jumps: one on the west face P jw and one on the east face P
j
e respectively.
Eq. (2.9) can then be rewritten as
APUP =
∑
P
AnbP Unb + (PW − PE)
∆y
2
+
(
P jw + P
j
e
) ∆y
2
. (2.21)
The pressure jumps are then treated in the same way as the pressure
gradients for the derivation of the face velocity
Ue =
1
2
(
UP + UE
)
+
∆y
Ae
(PP − PE) + P
j
e
Ae
∆y, (2.22)
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Figure 2.3: Pressure jump without wiggles.
where
UP =
∑
P
AnbP Unb, and Ae =
1
2
(AP +AE) . (2.23)
The Continuity Equation (2.6) then gives
1
2
(
UE − UW
)
+
∆y
Ae
(PP − PE)− ∆y
Aw
(PW − PP ) + ∆y
Ae
P je −
∆y
Aw
P jw = 0.
(2.24)
By applying the same simple case (uniform velocity and regular Carte-
sian mesh), a relationship between the pressure and the body forces if found.
The Continuity, in Eq. (2.24), then gives
PW + PE − 2PP = P je − P jw. (2.25)
Furthermore, by canceling the velocity terms, Eq. (2.21) gives
PE − PW = P jw + P je . (2.26)
Finally, combining Eq. (2.25) and Eq. (2.26) gives
PP − PW = P jw and PE − PP = P je , (2.27)
which is the correct result without pressure wiggles (see Fig. 2.3).
2.2.5 Implementation in EllipSys
The SIMPLE algorithm [65] of EllipSys uses the predicted velocity, obtained
from the Momentum Equations, in order to find the pressure correction,
through the Continuity Equation. This pressure correction is used to correct
the predicted velocity so that it complies with the Continuity Equation (at
this stage, it is then not complying with the Momentum Equation). The
iteration goes on until the velocity converges to a solution that satisfies both
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the Momentum Equations and the Continuity Equation.
The Continuity Equation can be expressed using the divergence operator
−→∇ · −→ρU = 0. (2.28)
Using the notation of Sørensen [90]-Eq.28 for a curvilinear grid, this
equation can be rewritten as
1
J
(ρUαξx + ρV αξy + ρWαξz)ξ
+
1
J
(ρUαηx + ρV αηy + ρWαηz)η
+
1
J
(ρUαζx + ρV αζy + ρWαζz)ζ = 0, (2.29)
where ξ,η and ζ are the curvilinear coordinates, J is the Jacobian of the
curvilinear to Cartesian transformation matrix and the α’s are differential
areas of the cell faces projected in the Cartesian coordinates. Equation
(2.29) can be written in a more compact way ([90]-Eq.71);
1
J
[(Ce − Cw) + (Cn − Cs) + (Ct − Cb)] = 0, (2.30)
where Ce = ρeUe(αξx)e + ρeVe(αξy)e + ρeWe(αξz)e.
The predicted velocity, derived from the Momentum equations, is com-
posed of implicit terms (AnbUnb) and an explicit terms (SU−mom) ([90]-
Eq.65)
UP =
SU−mom −
∑
AnbUnb
AP,U
, (2.31)
where the explicit terms SU−mom contain the cross diffusion terms, the pres-
sure terms and the body forces.
In order to apply the Continuity, it is necessary to find the velocity at the
cell faces. The usual collocated approach is to interpolate the velocity UP
at the cell faces. This leads to the pressure wiggles, as explained previously.
The idea of the Rhie-Chow algorithm is to separate the pressure gradient
terms from the rest and to directly estimate them at the cell face,(
∂P
∂x
)
e
=
1
J
((
∂Pαξx
∂ξ
)
e
+
(
∂Pαηx
∂η
)
e
+
(
∂Pαζx
∂ζ
)
e
)
. (2.32)
The normal gradients are directly computed using a second-order accu-
rate CDS ([90]-Eq.42)(
∂Pαξx
∂ξ
)
e
= (PE − PP )(αξx)e. (2.33)
Risø-PhD-53(EN) 20
CHAPTER 2. FORCES TREATMENT
The cross-term gradients are computed as the interpolation between two
central difference approximations ([90]-Eq.43),(
∂Pαηx
∂η
)
e
=
1
4
[(PN − PS) + (PNE − PSE)](αηx)e (2.34)(
∂Pαζx
∂ζ
)
e
=
1
4
[(PT − PB) + (PTE − PBE)](αζx)e. (2.35)
Therefore, instead of interpolating directly Eq. (2.31), the pressure gra-
dient is estimated at the cell faces ([90]-Eq.69),
Ue =
(
SU−mom −
∑
AnbUnb
AP,U
)
e
+
(
1
AP
)
e
[
(αξx)e(PE − PP )
+
1
4
(αηx)e[(PN − PS) + (PNE − PSE)]
+
1
4
(αζx)e[(PT − PB) + (PTE − PBE)]
]
, (2.36)
where the first term in the Right Hand Side (RHS) is the linear interpola-
tion at the cell face of all the momentum terms except the pressure gradient
terms.
In the modification of the Rhie-Chow algorithm, the body forces are
also extracted from the momentum terms. They are then transformed into
pressure jumps located at each cell face in a similar fashion as proposed by
Mencinger and Zun [60]:
Ue =
(
SeU−mom −
∑
AnbUnb
AP,U
)
e
+
(
1
AP
)
e
[
(αξx)e(PE − PP )
+
1
4
(αηx)e[(PN − PS) + (PNE − PSE)]
+
1
4
(αζx)e[(PT − PB) + (PTE − PBE)] + P je, x
]
, (2.37)
where P je, x is the pressure jump at the east cell face in the x-direction and
SeU−mom is now the momentum source without the pressure terms and body
forces.
In order to be consistent with the original body force applied in the cell,
the pressure jump needs to satisfy the following property.∫∫∫
V
−→
F dV =
∫∫
S
−→n P j dS, (2.38)
where V is the volume of the cell, S is the area of the cell’s face and −→n is a
normal vector to the cell’s face. This relationship can be projected on the
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Cartesian coordinate system and discretized over the current cell. For the
x-direction, this corresponds to
FP, x VP =
∑
nb
nnb, x Snb P
j
nb, x, (2.39)
where nb are the neighbouring faces, S is the face surface area and V the
cell volume, nnb, x is the normal vector of the face nb in the x-direction.
One solution to Eq. (2.39) is to weight each face accordingly to its normal
vector and face surface area:
P jnb, x =
FP, x VP nnb, x Snb∑
nb(nnb, x Snb)
2
. (2.40)
The pressure jump contributions from the two cells adjacent faces are added
up. The final pressure jump can then be used directly in Eq. (2.37)
P je, x =
FP, x VP ne, x Se∑
nb, P (nnb, x Snb)
2
+
FE, x VE ne, x Se∑
nb,E(nnb, x Snb)
2
. (2.41)
Finally, the forces used in the Momentum equations are recomputed at
the cell center using the face pressure jumps and divided by two, so that
each neighbouring cell carry out the pressure jump equally.
F ′P, x VP =
1
2
∑
nb
nnb, x Snb P
j
nb, x (2.42)
Therefore, the new F ′P, x is not exactly the same as the original FP, x. In
practice, the force has been smeared over the nearest neighbouring cells, so
that the pressure jump, corresponding to the body force, occurs at the cell
faces.
The new face velocity can be used in the face mass flux coefficients from
Eq. (2.30), which is then used to compute the pressure and to correct the
velocity, in order to satisfy Continuity.
2.3 Force Correction Validation
Three cases, where the analytical solution is known, are used to validate the
force correction algorithm. The infinite plane of force, where the flow cannot
expand on the side, yields a jump of pressure at the position of the cells.
The infinite ribbon, or actuator strip in 2D, is a force acting in opposition
to the flow direction along a straight infinite ribbon. Finally, an analytical
solution for a lightly loaded actuator disc model.
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2.3.1 Infinite Plane
The test case is a channel flow similar to the example presented in the pre-
vious sections. The BCs are taken to be symmetric on the side, so that no
expansion is possible. An homogeneous force, opposed to the flow direction,
is applied along a line (in 2D) or a plane (in 3D) (Fig. 2.3.1). This setup
ensures that the flow direction remains 1D and constant because of Conti-
nuity. Only the pressure is expected to vary along the domain, increasing
discretely from one side to the other of the line/plane, as it was described
in the previous sections.
The results from EllipSys, Fig. 2.3.1, are in agreement with the theory pre-
sented in the previous sections. Using the uncorrected algorithm, the pres-
sure presents some wiggles, visibly damped after 5–6 cells both upstream
and downstream of the jump. The velocity also presents wiggles on the
same cells where the pressure fluctuates.
Using the pressure jump correction, the pressure follows a clean jump car-
ried over three cells, in good agreement with the analytical solution. There
are no visible wiggles on the pressure, nor on the velocity results.
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Figure 2.4: Infinite line/plane setup.
2.3.2 Infinite Ribbon
The second case considered is a 2D actuator strip under a rectangular in-
flow profile. In order to model it in 3D, the top and bottom faces of the
domain are taken as symmetric BCs, while the north and south faces are
taken as farfield BCs. The actuator strip is then represented as an infinitely
long ribbon of homogeneous force going from the top to the bottom of the
domain (see Fig. 2.3.2).
The analytical solution for lightly loaded actuator strip, was derived by
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Figure 2.5: Infinite line/plane case.
Madsen [55],
p(x, y,∆p,D) =
∆p
2π
[
tan−1
(
D/2− y
x
)
+ tan−1
(
D/2 + y
x
)]
, (2.43)
Ux(x, y,∆p,D) = U∞ − p(x, y,∆p,D)
ρU∞
− ∆p
ρU∞︸ ︷︷ ︸
only in the wake
, (2.44)
where D is here the actuator strip width, p is the pressure, ∆p is the pres-
sure jump, U∞ is the inflow velocity and ρ is the density. In the derivation
of Eq. (2.44), the Navier-Stokes Equations have been linearized. This as-
sumption is only valid for a very lightly loaded actuator strip (CT ≪ 1).
Fig. 2.7 presents the normalized velocity and pressure in the x-direction
along the centerline of the domain and in the y-direction at a position equiv-
alent to x = 1D, where D is the width of the ribbon. The numerical results,
using the correction, are in close agreement to the analytical solution. The
difference for the pressure distribution in the y-direction is relatively small
compared to the scale of the pressure jump. Similarly to the previous case,
the numerical result without the correction presents significant velocity and
pressure wiggles in the x-direction, both upstream and downstream of the
position of the actuator strip. However, there are no visible wiggles in the
y-direction.
2.3.3 Lightly Loaded Actuator Disc
The case of a lightly loaded actuator disc in 3D is studied. In order to model
the flow appropriately, the BCs on the side faces (south, north, top, bottom)
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Figure 2.6: 2D actuator strip setup.
are taken as farfield (Fig. 2.3.3).
The analytical solution for an axisymmetric lightly loaded actuator disc
in cylindrical coordinates (z, r), derived by Koning [47], can be numerically
integrated using the following equations,
p(r, z,∆p,D) =
∆p
4π
∫ D/2
0
∫ 2π
0
r′z dr′ dθ′
(r′2 + r2 + z2 − 2r′r cos θ′)3/2
, (2.45)
Uz(r, z,∆p,D) = U∞ − p(r, z,∆p,D)
ρU∞
− ∆p
ρU∞︸ ︷︷ ︸
only in the wake
, (2.46)
where D is the actuator disc radius, p is the pressure, U∞ is the inflow axial
velocity, ρ is the density and ∆p is defined as
∆p =
1
2
ρCTU
2
∞, (2.47)
where CT is the thrust coefficient.
The assumptions made to derive Eq. (2.45) and Eq. (2.46) are only valid
for a very lightly loaded actuator disc (CT ≪ 1). The numerical results,
using the correction, are also in good agreement with the analytical solution.
The behaviour of the numerical results, without the corrected algorithm,
is very similar to the previous actuator strip case. Velocity and pressure
wiggles are clearly visible both upstream and downstream of the position of
the body forces in the axial direction, yet not in the radial direction.
Note that the wiggles do not seem to affect the overall solution. They only
produce an error at the local position of the actuator disc. It is nonetheless
important to obtain a correct velocity and pressure at the actuator disc
position, as this information can be used, for example, to determine the
energy extracted by the wind turbine modeled using the actuator disc.
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Figure 2.7: Infinitely long actuator ribbon (3D) compared to a 2D analytical
solution for an actuator strip.
2.4 Summary
The force correction algorithm presented effectively removes the pressure
wiggles that appear in the original model of Rhie-Chow when using discrete
body forces. As it was visible in the example of the actuator strip, the wig-
gles just appear locally around the position of the forces and do not seem
to have a very large influence after several cells. This effect is nonetheless
highly non desirable when modelling wind turbines, as the forces applied
against the flow using actuator discs are derived using the local velocity at
the disc. If the velocities are incorrect at the disc because of the pressure-
Figure 2.8: 3D actuator disc.
Risø-PhD-53(EN) 26
CHAPTER 2. FORCES TREATMENT
−1 −0.5 0 0.5 1
0.994
0.995
0.996
0.997
0.998
0.999
1
1.001
 
 
−1 −0.5 0 0.5 1
−0.4
−0.2
0
0.2
0.4
0.6
−1 −0.5 0 0.5 1
0.994
0.995
0.996
0.997
0.998
0.999
1
1.001
−1 −0.5 0 0.5 1
−0.055
−0.05
−0.045
−0.04
−0.035
−0.03
−0.025
−0.02
3D − without correction
3D − with correction
Analytical axisymmetric solution
z
D [-]
r
D [-]
U
z
/U
∞
[-
]
P
/(
C
T
ρ
U
2 ∞
)
[-
]
z-direction, r = 0.0D r-direction, z = 1.0D
Figure 2.9: Actuator disc (3D) compared to an analytical axisymmetric solution.
velocity decoupling effect, then the forces are incorrectly estimated, which
eventually affects the whole simulation.
While similar results were obtained previously using a Gaussian smooth-
ing of the forces over several cells, the new method is able to apply forces
successfully over only 3 cells without any numerical instability. Using this
technique it is possible to increase the grid coarsening even at the position
where the forces are applied, reducing significantly the total amount of cells
needed for a computation. This improvement has a considerable effect for
the computational cost of modelling wind turbines.
27 AAU - DCE Thesis No. 22
3
Actuator Shape Model
Contents
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . 29
3.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2.1 Shape Position and Discretization . . . . . . . . . 31
3.2.2 Finding the Shape Points in the Domain Cells . . 31
3.2.3 Finding the Intersectional Polygons . . . . . . . . 31
3.2.4 Interpolating the Shape Velocities . . . . . . . . . 32
3.2.5 Estimating the Shape Forces . . . . . . . . . . . . 32
3.2.6 Redistributing the Shape Forces . . . . . . . . . . 33
3.3 Comparison to other models . . . . . . . . . . . . 34
3.3.1 Heavily Loaded Actuator Disc . . . . . . . . . . . 34
3.3.2 Full Rotor Computation . . . . . . . . . . . . . . . 36
3.4 Summary . . . . . . . . . . . . . . . . . . . . . . . 39
3.1 Introduction
In order to model wind turbines, there is a need for a model that is able to
read the velocities at the surface of the wind turbine rotor and to apply the
corresponding loading. The goal is to have a generic and flexible method that
can adapt to different shape of rotors (e.g. coned, tilted, bended, winglets)
and also do different modelling strategies (e.g. actuator disc, actuator lines,
actuator surfaces). For this purpose, an Actuator Shape (AS) model is pro-
posed. Given a geometry, the method is able to estimate the associated
velocities at different locations on the shape, calculate a corresponding force
and distribute it in the computational domain.
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Because of the general formulation of the model, it can also have other
applications. The actuator shape can be used to model any kind of immobile
or mobile objects with a known drag force (e.g. tower, nacelle, buildings,
forest, kites).
An indirect application of this formulation is to model dynamically atmo-
spheric turbulence through an immerse boundary technique (Troldborg [97]).
The fluctuating components of the velocity are enforced through the use of
equivalent body forces. This application, based on the current model, was
investigated by Gilling et al. [40].
Furthermore, as one goal of the model is to interpolate the velocity vector
at different positions on a shape, the model can be used as an extraction
tool for real time plotting and debugging.
The model is based on two levels of discretization. The shape by itself
is defined by a grid with 3D coordinates. The second discretization is the
intersection between the shape grid and the computational domain mesh.
A recursive algorithm detects the cells, which have intersections between
the two meshes and it define the intersection polygons. The intersectional
polygons are used during the simulation to transfer the forces of the shape
inside the computational domain.
This double discretization of the shape has the advantage to have the shape
grid and the computational mesh independently defined and still to preserve
the correct distribution of the forces even when the meshes are coarse.
The emphasis of the following sections is placed on the description and
the validation of the application of the actuator shape model as an actua-
tor disc (AD). The actuator disc model is compared to two different wind
turbine models. The first one is the heavily loaded analytical actuator disc
model developed by Conway [24, 25]. The second one is a full CFD rotor
computation of a Nortank turbine carried out by Zahle and Sørensen [102].
In each case, the same loading used in the models is distributed using the
actuator shape model.
The results show a very good agreement between the proposed actuator
shape model and the other two models.
3.2 Methods
The current section describes the necessary steps to initialize the model.
First, the shape is discretized into shape cells and positioned in the domain.
Then, each shape cell is linked to its respective domain cells. Finally the
intersectional polygons are found between each couple of shape cell and do-
main cell.
From this definition, the model estimates the velocities at the position of the
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shape points. These velocities are used to derive the equivalent forces. Fi-
nally the forces are redistributed in the domain cells using the intersectional
polygons.
3.2.1 Shape Position and Discretization
The shape is positioned through three vectors. The first indicates the po-
sition of the shape center in relationship with the computational domain
center. The second indicates the vertical direction of the shape in the com-
putational domain. The third indicates the direction normal to the shape,
in the computational domain. All three are variable and can be changed
during the simulation to model the shape displacements.
The shape is discretized as a 3D surface where each element is a 3-point
or a 4-point cell. One restriction imposed by the discretization is that each
point of the cells is within the same plane. This restriction is given in order
to easily find the intersectional polygons.
Each shape point coordinate is defined with respects to the shape center
and located in the domain using the three position vectors.
3.2.2 Finding the Shape Points in the Domain Cells
During the initialisation phase, all the shape points are located inside the
domain cells. The relationship tables between the shape points and the
domain cells are then created. As the algorithm is multiblock and deals
with actuator shapes that are split between several blocks, the initial step is
to loop through all the domain blocks to see if the actuator shapes are inside.
The search routine is based on a recursive dichotomy search of the DB in 8
independent parts. The algorithm then returns the association between one
shape point with one domain cell. From this point, a recursive spreading
search function is used to test all the association between the neighbouring
shape points and the neighbouring domain cells.
This method has the advantage to reduce the number of search iteration.
As the neighbouring cells are located physically close to one another, the
recursive spreading technique reduces significantly the number of iterations
needed to associate each shape cell with the corresponding domain cells.
3.2.3 Finding the Intersectional Polygons
A loop is done on each domain cell to find the intersectional polygon with
each shape cell it have been associated with at the previous step. In order
to construct the intersectional polygon, the algorithm searches for three
types of points. The intersectional plane between each domain cell and
each associated shape cell is found by looking for the intersectional points
between each domain cell segment and the shape cell plane. The following
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Figure 3.1: Illustration of the different elements considered in the intersectional
polygon search algorithm.
step is to exclude all the intersectional points that are not located inside the
shape cell and to add the rest to the intersectional polygon list of points.
Then, the shape points that are located inside the domain cell are added
to the intersectional polygon list. Finally, the intersectional points between
the domain cell faces and the shape cell segments are also added to the
intersectional polygon list.
Fig. 3.1 illustrates the different elements considered in this algorithm.
3.2.4 Interpolating the Shape Velocities
Each shape point has been associated with its corresponding domain cell in
Section 3.2.2. Using the velocity in the center of the neighbouring domain
cell, it is then straightforward to find the velocities in each shape point using
a tri-linear interpolation technique.
The time consuming part of this algorithm is to identify the neighbouring
domain cell centers and their respective interpolation coefficients, which are
related to the distance between the shape cell and the neighbouring domain
cell centers. If the point does not move from one iteration to another, the
interpolation coefficients are stored for improving the speed. The method
then uses only one loop for the number of shape points.
3.2.5 Estimating the Shape Forces
One of the advantages of this method is that any kind of force estimation
model can be used. In the case of the actuator disc, the forces can be mod-
elled using a simple drag coefficient in a similar way as it is done in the basic
actuator disc theory. Two approaches can be followed. Each shape point
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forces can be scaled according to the drag coefficient and the local veloc-
ity squared. Alternatively, the total thrust of the turbine can be estimated
using the average velocity over the disc and redistributed proportionally ac-
cording to the area of each shape cell, in order to reproduce the assumptions
of the basic actuator disc theory.
More complex methods involving the use of the airfoil geometry and aero-
dynamic properties (Blade Element method, vortex method) have also been
applied successfully in the literature (Ammara et al. [5], Mikkelsen [63]). In
this work, however, in order to focus the study towards the fluid effects, the
force model is kept as simple as possible.
In this chapter, the forces are directly extracted from the other wind
turbine models. In the case of Conway’s axisymmetric actuator disc model,
the axial loading of the turbine is spread equally over the disc. In the case of
the full-rotor computation, the time-history of the blade forces is averaged
and spread equally over the disc.
In the following chapters, the forces are estimated by using the full-rotor
computation forces as a local force coefficient scaled with the local normal
velocities at the disc. While the load distribution is not expected to be real-
istic in all kinds of inflow, it gives a simple and flexible way to test different
assumptions, which are used in the engineering models (e.g. the importance
of the load inhomogeneity, of the wake rotation, of the fluctuating forces).
3.2.6 Redistributing the Shape Forces in the Domain Cells
Once the forces are estimated in each shape cell, their values are redis-
tributed inside their associated domain cell. The procedure followed is to
use the area of the intersectional polygons as a weight to proportionally
redistribute the forces. This ensures that even if the discretization of the
shape cells or the domain cells are coarse, the forces are split proportionally.
Fig. 3.2a and 3.2b illustrate this method by presenting respectively the ax-
isymmetric force distribution in the shape discretization on the left and the
intersectional polygon areas between the shape cells and the domain cells,
on the right.
Similarly, if the shape has not moved since the initialization, the intersec-
tional polygons are kept in memory. The method is then processed using
only one loop on the number of shape cells.
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(a) Shape cells. The colour indicates the
force by area of each shape cell.
(b) Intersectional polygons between the
shape cells and the domain domain cells.
The colour indicates the magnitude of the
polygons area
Figure 3.2: Force discretization algorithm.
3.3 Comparison to other models
3.3.1 Comparison to an analytical Solution for a Heavily
Loaded Actuator Disc
The last case studied is a heavily loaded turbine, where the slipstream ex-
pansion is taken into account. In a series of articles [24, 25, 26, 78, 23],
Conway has developed an exact actuator disc model for a heavily loaded
propeller or a wind turbine. The model is based on the idea of axially dis-
cretizing the slipstream azimuthal vorticity of a wind turbine into vortex
disks. As there are ways to express the flow behaviour induced by vortex
disks, if the vortex distribution of the slipstream is known, it is possible to
derive an exact formulation of the induced flow features.
This method is relatively complex to implement as it requires solving Bessel-
Laplace integrals using recursive rules in order to get an expression in terms
of complete elliptic integrals and other associated functions. This section
presents a concise explanation on how to setup this solution and gives some
analytical expressions needed to solve the special case of a parabolic wake
profile.
The Special Case of a Parabolic Wake Profile
Conway has derived in [25] a solution for the special case of a parabolic wake
profile including the slipstream expansion, where the vorticity distribution
Risø-PhD-53(EN) 34
CHAPTER 3. ACTUATOR SHAPE MODEL
is taken as
ωφ = ar, (3.1)
where ω is the vorticity, φ is the tangential direction, a is a free parameter
and r is the radial coordinate. In this special case, the velocity profile in the
ultimate wake is known to be
Uz(r,∞) = U∞ + a(R2∞ − r2)/2, (3.2)
where R∞ is the ultimate width of the slipstream. In this case, the stream
function Ψ and the axial and radial velocities Vz and Vr can be found by
solving,
Ψ(r, z) =
U∞r
2
2
+
ar
2
∫ ∞
0
R2w(z
′)I(−1,2,1)(Rw(z
′), r, z − z′) dz′, (3.3)
Uz(r, z) = U∞ +
a
2
∫ ∞
0
R2w(z
′)I(0,2,0)(Rw(z
′), r, z − z′) dz′, (3.4)
Ur(r, z) =
a
2
∫ ∞
0
±R2w(z′)I(0,2,1)(Rw(z′), r, z − z′) dz′, (3.5)
where Rw(z) is the slipstream boundary radial position at an axial dis-
tance z from the disc (also defined as the wake width function), U∞ is the
freestream inflow velocity and I(λ,µ,ν) is the Bessel-Laplace integrals (BLI)
introduced by Conway [24] and defined as Eq. (3.6). The analytical expres-
sion of I(−1,2,1), I(0,2,0) and I(0,2,1), as well as the method used to derive them
are described in the appendix.
I(λ,µ,ν)(R, r, z) =
∫ ∞
0
e−s|z|sλJµ(sR)Jν(sr) ds, (3.6)
where λ, µ and ν are integers and Jα are Bessel functions of the first kind.
In order to find the wake width function Rw(z), Conway proposes in the ap-
pendix of [25] a recursive method based on the idea that the stream function
Eq. (3.3), is constant along the slipstream boundary, so that Ψ
(
Rw(z), z
)
=
Ψ(D/2, 0).
Comparison to the Actuator Shape Model
The loads on the disc are estimated by Conway’s model from the stream
function Eq. (3.3), using Eq. (3.7) [25]. To implement them into EllipSys,
they are distributed over a polar mesh and then inserted inside the compu-
tational mesh as described in Section 3.2,
L(r) = aρ
[
Ψ(RT , 0)−Ψ(r, 0)
]
, (3.7)
where L is the axial loading, a is the free parameter and ρ is the density.
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Figure 3.3: Actuator disc (parabolic wake case) compared to the analytical ax-
isymmetric solution of Conway.
Fig. 3.3 presents the comparison of the CFD actuator disc model to Con-
way’s heavily loaded actuator disc model. Conway’s model uses a vorticity
factor a = −4U∞/D2, corresponding to CT = −0.4484 applied in the CFD-
AD. The model in EllipSys was used without any turbulence model in order
to obtain a result close to the inviscid formulation of Conway.
The results show that the two models are in very close agreement, except
for the radial velocity directly at the disc.
As it was commented by Schaffarczyk and Conway [78], who did a simi-
lar comparison, this difference probably comes from the fact that the CFD
actuator disc model has a finite thickness, corresponding to the cell dimen-
sions, while the model of Conway is infinitely thin. Moreover, the radial
velocity evolves very rapidly at the disc position, which makes it difficult to
precisely interpolate the velocities at the correct disc position.
3.3.2 Comparison to a Full Rotor Computation
In order to fully validate the actuator disc model, it is compared to a full
rotor computation. The complete geometry of the rotor and nacelle of a
Nortank 500 kW wind turbine is simulated up to a steady state solution
by Zahle and Sørensen [102] using EllipSys and the k-ω SST turbulence
model [61]. An illustration of the mesh used in the full rotor computation
is presented in Fig. 3.4. In this computation, the emphasis is placed on the
accurate definition of the flow that passes through the rotor. For saving
computational cost, the mesh is then stretched in the wake region down-
stream of 3 rotor diameters. As it is based on an eddy-viscosity model,
the full rotor computation does not perform well under atmospheric turbu-
lence (see Section 5.5.4). For this reason, the inflow turbulence at the wind
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turbine rotor is intentionally kept relatively low compared to atmospheric
turbulence.
Figure 3.4: Illustration of the mesh surrounding the full-rotor computation. The
colours illustrate the axial velocity magnitude.
The actuator disc model does not give a detailed description of the flow
in the direct vicinity of the rotor blades. Instead, its application is to be used
to model the far wake of a wind turbine. The region of comparison between
the two kind of wind turbine flow model is chosen to be x ∈ [−3D,−1D]
and x ∈ [1D,3D]. The same inflow parameters for both the mean velocity
and the turbulence are used in the actuator disc model and the full rotor
computation.
On Fig. 3.5, the axial Ux and tangential Uθ velocity components as well
as the pressure are compared along the radial direction r, at different posi-
tions upstream and downstream of the rotor. The results are satisfactory in
terms of mean velocity and pressure distribution.
However, the comparison in terms of turbulence parameters shows a
large difference between the two models (not illustrated here). Indeed, the
turbulence generated by the actuator disc lacks the detailed structures gen-
erated by the blade and nacelle geometry that still dominate in this region.
The only turbulence generated by the actuator disc is produced through the
mean velocity shear at the boundary of the wake. As the inflow turbulence
is low, the production of turbulence is several orders of magnitude smaller
than the turbulence generated by the blades and nacelle in the full rotor
computation. Compared to atmospheric turbulence, the turbulence gener-
ated by the rotor is nonetheless an order of magnitude smaller and should
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Figure 3.5: Comparison between the full rotor computation and the actuator disc
model (with 10 and 20c/D) of the normalized axial velocity in a cross section at hub
height and at different positions upstream and downstream of the wind turbine.
not play a significant role in the far wake.
The difference between the two actuator disc computations (10 cells per
rotor diameter (c/D) and 20 c/D) is visible, yet remains relatively small.
This indicates that using only 10c/D is enough for obtaining a good reso-
lution of the close wake flow features. In the far wake region, the gradients
become smaller and the cell size becomes less critical.
Using only 10c/D open the possibility to carry out large wind farm com-
putations. For example an hypothetical cluster of 10 × 10 wind turbines
(WT), with a wind turbine spacing of 8D in each direction needs roughly
10 WT × 10D × 10c/D = 1000 cells in the two horizontal directions. With
128 cells in the vertical direction, this roughly needs 128M cells in the cen-
ter of the wind farm, in order to obtain a good resolutions. These types
of steady-state simulations can be solved in less than 10 hours on a large
computer cluster.
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3.4 Summary
The actuator shape model is a flexible method for estimating and imple-
menting forces inside the computational domain. The method was designed
focussing on increasing the computational speed by reducing the number
of iterations in order to find the shape discretization in the computational
domain.
The actuator shape model implemented in EllipSys agrees very well with
the analytical solution for heavily loaded actuator disc model of Conway.
This demonstrates that the distribution and treatment of the forces is well
implemented in the CFD flow solver. This result also confirms that the
actuator disc model of Conway, originally designed for propellers, can be
succeffully applied for the wind turbine cases.
The comparison between the actuator shape model of EllipSys and the
full-rotor computation of EllipSys shows that the modelling of the wake
of a wind turbine using forces is a good approximation at distances larger
than a rotor diameter from the wind turbine. Nonentheless, the forces fail
to model the small-scale turbulence generated at the blade location. This
added turbulence can however be added as a source of turbulence at the
disc location independently. The actuator disc model resolves reasonably
well the close wake region, even with as little as 10 cells per rotor diameter,
which opens the prospects of very large wind farm computations.
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4.1 Introduction
The force distribution and force treatment presented in the two previous
chapters are implemented with the k-ε turbulence model to simulate a wind
turbine in the atmospheric boundary layer.
The method followed to estimate the wind turbine forces is based on
a local thrust coefficient multiplied by square of the local disc velocities.
The atmospheric boundary layer is modeled using a simple wall function
that enforces a neutral temperature stratification inflow case. Under these
conditions, the main mean velocity component is fully logarithmic over all
the domain, which corresponds to an eddy-viscosity linearly dependent with
height.
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The method is compared to single wind turbine wake measurements
from Nibe [95] and Sexbierum [22]. These two data sets have been com-
pared extensively in the literature to wake models. Each represent a wind
turbine with met.mast measurements at different locations upstream and
downstream.
The comparison shows a large discrepancy between the measurements
and the standard k-ε model. In k-ε , the mean velocity does not reach
the same wake deficit in the close wake region and recovers much faster
than in the measurements. Furthermore, the turbulence kinetic energy and
the eddy-viscosity build up in an unrealistic fashion upstream of the wind
turbine. Similar comparisons carried out by El Kasmi and Masson [35],
Cabezon et al. [18] and Rados et al. [68] have drawn similar conclusions.
Different artificial inflow conditions, where the eddy-viscosity is con-
trolled independently from the other parameters, are tested and compared
to the basic actuator disc. There is a direct dependency on the velocities at
the disc and the background eddy-viscosity. A threshold value is found for
an eddy-viscosity of µtsh = 0.1, by doing a parametric study over the disc
velocities. This value gives encouraging prospects regarding the validity of
using LES methods to physically model wind turbine wakes using actuator
disc models.
4.2 Methods
4.2.1 Force Estimation
The method used to model the wind turbine is the actuator disc model,
as it was presented in Chapter 3. The forces are estimated using the local
velocities at the disc. The forces are estimated using is a drag force model,
where the drag coefficients, are predefined
F = −1
2
ρACD(U · n)2, (4.1)
where n is the normal vector to the disc and CD is a vectorial force coeffi-
cient that is function of the position relative to the center of the disc.
In this chapter, the drag coefficients used are found using a full rotor
computation on the Nordtank 500 kW turbine, as described in Section 3.3.2.
The advantage of using this method is that the force distribution along the
disc are relatively physical. There is for example a reduction of the velocities
at the blade roots and tips. Furthermore, the tangential forces, which model
wake rotation, are also present.
While more complicated Blade Element (BE) methods are relatively easy to
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implement, they need airfoil data, which are not always available. Moreover,
the details of the force distribution are not expected to play an important
role on the wake development further than 1–2 rotor diameters.
4.2.2 Turbulence Modelling
In order to model the atmospheric boundary layer turbulence, the law-of-the-
wall BC is used at the ground. This standard method, based on the balance
between the wall roughness turbulence production and the dissipation, is
well known and is fully described in Sørensen [90]. This method produces a
neutrally-stratified logarithmic mean velocity Eq. (A.18), p.140.
4.2.3 Numerical Considerations
The inlet and top BCs of the domain, are set to the atmospheric values de-
fined as Eq. (A.18), (A.19) and (A.20). The outlet BC and the side farfield
BC are both based on the assumption of fully developed flow (non-gradient
flow). The model constants are the standard values used in EllipSys (listed
in table A.1, p. 140). However, the Cµ value is used as a parameter in order
to obtain the same inflow turbulence as in the measurements. The Cǫ1 is
adapted to the change of Cµ with Eq. (A.23).
The domain is discretized in order to obtain 10 cells per rotor diameter
and is stretched at the boundaries to have the smallest cells where the gra-
dients are large (i.e. very small cells at the wall BC and very large cells at
the top, side and outlet BCs).
Figure 4.1: Illustration of the k-ε mesh. Only 1 out of 3 cells are represented.
The actuator disc is also visible.
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4.3 Measurements
The two data set available during this PhD project are the Nibe B tur-
bine [95] and the Sexbierum wind farm [22].
The Nibe wind turbine is located in Denmark. Four meteorological masts
were placed at different position behind the wind turbine (x = 2.5D, x = 4D,
x = 6D and x = 7.5D). In the measurements considered one wind turbine
located between the met.mast x = 4D and met.mast x = 6D was stopped in
order to study a single wake case. However, the drag force of this stand-still
turbine should to be considered in the interpretation of the measurements.
For this reason, the met.mast (x = 6D), located directly downstream of the
stopped turbine, is taken out of the analysis.
A similar comparison is carried out using the Sexbierum wind farm data set.
Three met.masts were placed downstream of a wind turbine (2.5D, 5.5D,
8D).
The computational setups used to compare the wind turbine wake model
and measurements are given in Table 4.1.
Table 4.1: Setup description.
Location D zH CT z0 U∞,H c/D
[m] [m] [-] [m] [m/s] [-]
Nibe 40.0 45.0 0.85 0.100 8.0 10
Sexbierum 35.0 40.0 0.75 0.049 8.0 10
Note that the measurement campaigns have been carried out between
15–20 years ago and are based on wind turbine sizes which are not relevant
with the large offshore wind turbine installed nowadays. It would be inter-
esting to have more inflow cases and measurement locations downstream of
the wind turbines.
4.4 Main results
Fig. 4.3a and Fig. 4.2b present the comparison of the standard k-ε model
to the measurements from Nibe and Sexbierum. As it can be seen, the gen-
eral trend of the result is that the standard k-ε model largely overpredicts
the wake recovery compared to the measurements. The closest met.mast
downstream of the wind turbine indicates a much larger wind speed deficit
in both data sets.
Similar results were obtained by El Kasmi andMasson [35], Cabezon et al.[18]
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and Rados et al [68].
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Figure 4.2: Axial velocity in the wake of the Nibe B wind turbine.
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Figure 4.3: Axial velocity and turbulent kinetic energy measured in the wake of
a wind turbine at Sexbierum wind farm.
Fig. 4.4 indicates that k has a sudden increase at about half a rotor
diameter upstream of the wind turbine. A similar trend can be observed for
the eddy-viscosity.
Another interesting observation is to notice that the velocities at the
disc are significantly larger than those estimated from the basic actuator
disc theory (Hansen [42]),
UD = (1− a)U∞, with a = 1
2
(
1−
√
1− CT
)
, (4.2)
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4.5 Discussion
The effect of turbulence over the mean velocity is implemented in the Navier-
Stokes Equations as a sink of momentum associated to the Reynolds-stresses.
Consequently, an underestimation of the mean velocity wake deficit, as it is
seen in comparison to the measurements, implies an overestimation of the
Reynolds-stresses. In the k-ε model and more generally in most of the eddy-
viscosity models, the Reynolds-stresses are functions of the eddy-viscosity
and the strain-rate tensor Sij Eq. (A.11), p.139. This indicates that the
eddy-viscosity is overpredicted in the standard k-ε model for the case con-
sidered.
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In order to check if the eddy-viscosity is overpredicted, a similar compu-
tation is carried out, yet this time imposing a constant eddy-viscosity over
the domain, defined as νt = κu
∗z, independent from k and ε.
In this computation, the velocities at the disc decrease compared to the stan-
dard k-ε computation and the wake is slightly more pronounced. However,
the velocities remain significantly higher than those from the basic actuator
disc theory or the measurements.
This observation indicates not only that the eddy-viscosity should not
increase as much as it does in the standard k-εmodel, but also that it should
actually be smaller than the atmospheric values in the region surrounding
the rotor. In order to estimate the order of magnitude of the maximum
eddy-viscosity that would give physical rotor velocities, a parametric study
is carried out over the eddy-viscosity.
To simplify the problem, the inflow velocity is taken as uniform, the actu-
ator disc is uniformly loaded, the turbulence model is switched off and the
molecular viscosity is increased to simulate the effect of the eddy-viscosity
over the mean momentum. Increasing the molecular viscosity gives the same
effect to having a constant eddy-viscosity all over the domain. This artificial
eddy-viscosity is referred in the following sections as an “equivalent eddy-
viscosity”.
Six different equivalent eddy-viscosities are illustrated on Fig. 4.5. The
atmospheric eddy-viscosity at hub height is of the same order of magnitude
as Fig. 4.5 e). In that case, the mean axial velocity has qualitatively the
same behaviour.
On Fig. 4.6, the deviation of the axial induction factor at the disc with the
theoretical one Eq. (4.2), is plotted for the different equivalent viscosities.
There is a visible threshold value after µtsh = 0.1, where the axial induction
factor becomes more and more different from the theory.
The eddy-viscosity based on the Boussinesq approximation is estimated
to be linearly dependent with height. Eq. (A.18) can be rewritten as a
function of the roughness and the velocity,
νt =
κ2Uz
ln (z/z0)
. (4.3)
Based on Eq. (4.3), Fig. 4.5, illustrates how far the standard k-ε eddy-
viscosity is from the threshold value for different hub height and different
surface roughnesses. Note that the hub heights of a modern offshore tur-
bine is located higher than zH = 70 m and the water roughness is at least
z0 = 10
−6 m. In those conditions, the eddy-viscosity is roughly two orders
of magnitude larger than the threshold value.
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Figure 4.5: Illustration of 6 identical uniformly loaded actuator discs (U∞ =
8.0m/s, CT = 0.85) under different equivalent viscosities. The turbulence effect
is modelled by increasing the molecular viscosity. The colors represent the axial
velocity [m/s].
All these observations indicates that the k-εmodel inappropriately treats
the large-scale turbulence for wind turbine flow applications. The threshold
value found for the eddy-viscosity can be used as a design parameter to
perform a LES analysis. In LES, the eddy-viscosity is only used to model
the action of the small-scale turbulence and νt is typically a fraction of the
grid cell size. If the cell size is taken small enough to obtain an eddy-viscosity
lower than the threshold value found previously, the LES results should be
unaffected by the same problem observed for the standard k-ε model.
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4.6 Summary
A standard k-ε model have been applied to simulate a wind turbine wake
flow. The results show that the mean velocities are significantly overesti-
mated compared to wind turbine wake measurements. A parametric study
of the eddy-viscosity shows that there is a threshold value. Higher than this
eddy-viscosity threshold value, the turbulence model overestimates the ve-
locities at the disc. This value is nonetheless large enough to enable LES of
wind turbine wake. This kind of turbulence model can give valuable insight
on the turbulence behaviour in the vicinity of wind turbines and can poten-
tially help the development of a set of correction that enable the modelling
of wind turbines flow using k-ε.
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5.1. INTRODUCTION
5.1 Introduction
In the previous chapter, the k-ε model was found to perform poorly for wind
turbines in atmospheric flow cases, in comparison to measurements. How-
ever, a parametric study performed on the eddy-viscosity showed that the
error made in k-ε is negligible for eddy-viscosities under a threshold value
µtsh = 0.1.
A LES splits the turbulence into two parts, the large-scale turbulence and
the small-scale turbulence and treats them differently. The large-scale tur-
bulence is fully resolved as a time-series, while the small-scale turbulence
is modelled using a so-called subgrid-scale (SGS) turbulence model. Bech-
mann [11] has developed a LES model, based on a k-ε SGS turbulence
model for EllipSys that was designed to perform complex terrain simula-
tions. As the SGS-k-ε model only models the small-scale turbulence, the
eddy-viscosity remains bounded to relatively small values. The free-stream
atmospheric value for the eddy-viscosity is proportional to the mesh’s cell
size Eq. (A.30). With a fine discretization, LES can operate under the
eddy-viscosity threshold value µtsh. For this reason, the LES model should
not have the same short-comings as the k-ε concerning atmospheric flows.
Comparing the result of the LES to k-ε could, therefore, give an in-depth
understanding of the modelling issues of wind turbine wake with k-ε.
The k-ε model has been introduced in the previous chapter and the gov-
erning equations are given in the Appendix A.4. The LES model used is
fully described in Bechmann [11]. Section 5.2 focuses on how to compare
steady-state k-ε results to unsteady LES time-series. Section 5.3 presents
the numerical aspects of the two kind of simulations. Section 5.4 compares
some of the main results of the LES and k-ε.
While the two turbulence models have comparable inflow conditions,
they behave very differently in the region surrounding and downstream of
the wind turbine. In order to fully understand where these differences come
from, the Discussion section 5.5 studies the main assumptions made by the
k-ε and confront them with the LES results. The eddy-viscosity concept
and the pressure-velocity correlation in the k and ε-equations are found to
perform poorly in the region surrounding wind turbines. These assumptions
are believed to be the main source of error in the k-ε simulation of wind
turbine in atmospheric flows.
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5.2 Methods
5.2.1 LES
Bechmann [11, 12] has developed an hybrid LES-RANS turbulence model
for EllipSys. While other models have to generate the inflow turbulence
through a statistical model (Troldborg [97] uses the Mann model [57]), Bech-
mann’s model is able to simulate directly the atmospheric boundary layer
turbulence generated from the surface roughness length. The idea is that
the small-scale turbulence, which is usually modelled using a Mixed Scale
Dynamic Smagorinsky model [86], are modelled using a more sophisticated
SGS model which automatically switch between the Smagorinsky model and
the k-ε model in the wall region. As the k-ε is better at modelling the wall
region, the LES model a obtain more realistic atmospheric behaviours. The
inflow turbulence is generated using a precursor mesh with periodic BCs at
the inlet and outlet and is run for a large number of iterations until the
turbulence is statistically representative with atmospheric values.
However, the disadvantage of this method, is that generating the inflow tur-
bulence is computationally expensive. Running the precursor mesh can take
several weeks on large computer clusters (see Bechmann [11]). Fortunately,
a precursor mesh, used in a previous project, was available and was appro-
priate for modelling a single wind turbine wake.
5.2.2 Steady and Unsteady forces
With LES, it is possible to compare the influence of a steady and an un-
steady force distribution. An unsteady force distribution depends on the
local instantaneous velocities at the disc and can be modelled using the
same method presented in Section 4.2.1 F(UD).
A steady force distribution does not depend of the local instantaneous
velocities and is constant over the time. It is the equivalent force that would
be applied in a steady-state k-ε computation.
There are two methods to estimate the steady force distribution from
LES. The unsteady force distribution can be averaged over time F(UD).
Otherwise, the time-averaged mean velocity field generated using an un-
steady force distribution can be used to estimate the equivalent steady force
distribution F(UD) in a similar fashion to a steady-state k-ε.
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5.2.3 Resolved LES eddy-viscosities
Two definitions are used to estimate the resolved LES eddy-viscosity. The
first one, νLES1t , is based on the k-ε definition,
νLES1t = C
LES
µ
k2
ε
. (5.1)
where CLESµ is the eddy-viscosity constant used for the LES (see Table A.2),
k is the resolved LES TKE Eq. (A.31) and ε is the resolved LES dissipation
Eq. (A.32).
The second one, νLES2t , is based on the eddy-viscosity concept Eq. (A.11),
using the time-averaged resolved Reynolds-stresses tensor u′iu
′
j directly esti-
mated from the computation and the mean strain rate tensor Sij Eq. (A.3),
This method is inspired from the eddy-viscosity concept:
νLES2t =
1
2
||R||
||S|| , (5.2)
where ||R|| and ||S|| are defined as:
||R|| =
√(
2
3
kδij − u′iu′j
)(
2
3
kδij − u′iu′j
)
, (5.3)
||S|| =
√
SijSij . (5.4)
Based on these two definitions, it is possible to define the eddy-viscosity
factor C∗µ,
C∗µ =
||R||
2||S||
ε
k2
. (5.5)
5.2.4 Resolved LES Reynolds-stresses
The Reynolds-stresses can be either estimated directly by time-averaging of
the square of the velocity fluctuations, Eq. (5.7)
u′iu
′
j = UiUj − U iU j, (5.6)
or through the eddy-viscosity concept, using νLES1t ,
RLESij =
2
3
kδij − 2CLESµ
k2
ε
Sij. (5.7)
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5.3 Setup description and numerical aspects
5.3.1 Setup
The same wind turbine is modelled using LES and k-ε. The wind turbine is
similar to the Nibe turbine and is described in Table 5.1.
Two LESs are carried out, one with forces adapted to the local velocities
(referred as “LES, Variable Forces“ or LESV F ) and the second one with the
time average force distribution of the first LES (referred as ”LES, Constant
Forces“ or LESCF ).
The time series are averaged over 3000 iterations to obtain a steady-state
comparable result.
The turbulent inflow is generated using a precursor simulation performed
by Bechmann [11] according to the wind speed and roughness described in
Table 5.1.
5.3.2 Meshes
The Mesh used for the k-ε computation is the same as presented in sec-
tion 4.2.3. However, the mesh used for the two LESs is different. The mesh
is gradually refined at the ground BC in order to obtain the details of the
gradient and is modelled using a standard wall-function. The sides have a
periodic BC, while the top has a symmetric BC.
The domain dimensions are 1200 m × 600 m × 200 m. The wind turbine is
placed at the position (300,300,45). The stretching in the x-direction begins
at 850 m from the inlet, which is 550 m downstream of the wind turbine (see
Fig. 5.1). This gives a region of more than 13 rotor diameters for the wake
study. In practice, the periodic BC on the side, do that the setup models
an infinite column of wind turbines spaced at 600 m (15D) from each other.
The spacing between them is nonetheless expected to be large enough to
avoid having an influence over the region of study (13D).
This setup models an atmospheric flow with a boundary layer correspond-
ing to the height of the domain (200 m). The symmetric BC at the top
intentionally reduces the turbulence intensity in this region by damping all
the fluctuations coming upwards. The relatively small height of the domain
also makes it economical and feasible to have small cells and consequently
Table 5.1: Setup description.
D zH CT z0 U∞,H c/D
[m] [m] [-] [m] [m/s] [-]
40.0 45.0 0.85 0.0001 11.0 10
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Figure 5.1: Illustration of the LES mesh. Only 1 out of 3 cells are represented.
The different blocks used are visible in black lines. The actuator disc is also visible.
a small eddy-viscosity. The maximum cell size is then ∆ = 4 m.
The mesh is decomposed in blocks of 643 cells. The whole domain has
the dimension of 7 × 5 × 2 blocks (448 × 320× 128 > 18.35M cells).
The time step is set to ∆t = 0.025 s. The solving time of the LES for 9000
iterations (225 s) is about 4 days on 70 CPUs. However, the k-ε simulation
takes only a couple of hours to converge to acceptable residuals on 64 CPUs.
5.3.3 Limitations of the comparison
Unfortunately, the surface roughness and the inflow conditions of the pre-
cursor mesh available were not compatible with the wake measurements test
cases and, therefore, the LES results could not be directly compared with
them.
The inflow time-series that could be extracted from the precursor mesh
were limited to 10,000 iterations with a time step of ∆t = 0.025 s, repre-
senting roughly 4 minutes. Of these 4 minutes, 2–3 minutes were needed
to fully initialize the domain, which left slightly more than 1 minute (3000
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iterations) for doing statistics. Because of this situation, the inflow resolved
turbulence is found to be significantly smaller compared to a longer time
series. Fig. 5.2 illustrates this issue by comparing the average turbulence
intensity in the precursor mesh over 1–4 minutes. The 4-minute statistics
converge towards the analytical solution. However, the 1-minute statistics
have a factor 10% lower than the analytical solution.
A RANS model averages the variables over an infinite long time. It is,
therefore, supposed to represent all the fluctuation-scales. However, the
LES precursor mesh only produces statistics over fluctuation-scales lower
than 1-minute. While the k-ε is able to give a TKE solution close to the
logarithmic values, the LES gives a significantly lower inflow condition.
In the case of a wind turbine flow, the time-scales larger than 1-minute
should mainly contribute to the meandering of the wake structure, which
becomes important in the far wake region. In the close wake region, the
“very“ large-scale turbulence does not play an important role in the wake
development.
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Figure 5.2: LES turbulence intensity for different averaging times in comparison
with the standard k-ε turbulence intensity.
The differences in the meshes between the LES and the k-ε also yields
constraints regarding the comparison of the two models. The LES mesh
has a relatively small height (200 m), with symmetric boundary condition,
which reduces the TKE with height. On the contrary, the k-ε mesh has a
larger height (500 m), with a inlet BC. This setup generates a constant TKE
with height. Combined with the short time statistics of the LES, the TKE
at hub height is significantly different in the two simulations.
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As the turbulence level of the two models is different, the results cannot
be directly compared and only the main trends and features of the two
models can be analyzed.
5.4 Main results
5.4.1 Mean velocities
Fig. 5.3 and Fig. 5.4 show the vertical and horizontal profiles of the axial ve-
locity in a centerline passing through the center of the rotor at hub height at
different positions upstream and downstream of the wind turbine. Fig. 5.6
shows the axial velocity over an horizontal plane at hub height.
The LESV F mean axial velocity progressively decreases until an inflex-
ion point, located x = 3.0D, where the wake begins to recover (Fig. 5.6).
The LESCF mean axial velocity has an inflexion point around x = 1.6D.
However, the 90% recovery point is roughly the same in both simulations.
The k-ε model predicts a wind speed recovery inflexion point occurring at
x = 0.22D rotor diameters downstream of the wind turbine. Following this
point, the recovery is completed at 90% at x = 6.0D. Note that these values
are dependent on the position of the extracted line and should be taken as
a trend comparison only.
The two LESs have a similar trend between each other in contrast to the
k-ε computation. One noticeable difference is that, while the two LESs am-
plitudes are similar, the wake shape becomes smoother earlier in the case of
the LESCF (Fig. 5.3 and Fig. 5.4). Another interesting observation is that
the wake expands more in the vertical direction for the case of the constant
forces and more in the horizontal direction for the case of the variable forces.
The tangential velocities have a different trend in the three computations
(Fig. 5.5). The LESV F has tangential velocities that are significantly higher
than the two others for as a long as 6D. The LESCF dissipates the tangential
velocities after half a rotor diameter. The difference of tangential velocities
between the two LESs can explain the difference of wake width horizontally
and vertically. As the LESCF have a reduced wake rotation, the recovery
is more dominant at the top of the wake, where the large eddies have more
energies. The LESV F has significantly more wake rotation and the recovery
of the wake is redistributed mode evenly between the horizontal direction
and the vertical direction.
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Figure 5.3: Axial velocity vertical profile at different positions upstream and
downstream of the wind turbine. The blue lines represent the results of the LESV F .
The black lines represent the results of the LESCF . The red lines represent the
k-ε simulation The green lines represent the free stream inflow u-velocity of the k-ε
simulation.
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Figure 5.4: Axial velocity horizontal profile at different positions upstream and
downstream of the wind turbine. The blue lines represent the results of the LESV F .
The black lines represent the result of the LESCF . The red lines represent the k-ε
simulation.
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Figure 5.5: Tangential velocity horizontal profile at different positions upstream
and downstream of the wind turbine. The blue lines represent the results of the
LES with variable forces. The black lines represent the results of the LES with
constant forces. The red lines represent the result of the k-ε.
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Figure 5.6: Axial velocity at hub height, normalized with the inflow value. The full
white line indicates the position of the wind turbine. The dot white line indicates
the position of the bottom plot (at y = −0.25D).
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5.4.2 Turbulence Kinetic Energy
Fig. 5.7, Fig. 5.8 and Fig. 5.9 present the same types of plots for the TKE
k. The k-ε indicates that the k increases upstream of the disc (Fig. 5.9).
In comparison, LESV F ’s and LESCF ’s k show no indication of an increase
upstream of the rotor. There is, however, a slight decrease of TKE in the
close vicinity of the wind turbine in the LESV F , which is not present in the
LESCF (Fig. 5.9).
In the two LESs, k starts to increase at the interface of the wake down-
stream of the rotor (Fig. 5.7 and Fig. 5.8). Further on, at about x = 10D,
the level of k is more homogeneous in the wake region. Similarly to the
axial velocity, there is a clear difference regarding the wake width of the two
LESs. The LESV F expands more horizontally, while the LESCF expands
more vertically.
While the inflow turbulence is not the same in the LESs and the k-ε
simulation, the level of turbulence in the wake region is equivalent after
x = 5D.
5.4.3 Dissipation
The dissipation ε is compared between the three simulations and presents
very similar trends with respect to the TKE (Fig. 5.10). The dissipation
ε starts to increase upstream the disc in the k-ε computation, yet not in
the two LESs. Moreover, the LESV F shows a slight decrease immediately
downstream of the disc position, which is not present in the LESCF . The
two LESs’ ε have similar trends. The LESV F has a slight delay compared
to the LESCF as it starts to increase half a rotor diameter later. This
difference is, however, not visible after 4D.
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Figure 5.7: TKE vertical profile at different positions upstream and downstream
of the wind turbine. The blue lines represent the results of the LES with variable
forces. The black lines represent the results of LES with constant forces. The red
lines represent the results of the k-ε simulation using the averaged force of the LES.
The green lines represent the free stream inflow k of the k-ε simulation.
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Figure 5.8: TKE horizontal profile at different positions upstream and down-
stream of the wind turbine. The blue lines represent the results of the LES with
variable forces. The black lines represent the results of LES with constant forces.
The red lines represent the results of the k-ε simulation using the averaged force of
the LES. The green lines represent the free stream inflow k of the k-ε simulation.
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Figure 5.9: Turbulence Kinetic Energy k at hub height, normalized with the
square of the friction velocity. The full white line indicates the position of the
wind turbine. The dot white line indicates the position of the bottom plot (at
y = −0.25D).
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Figure 5.10: Dissipation ε at hub height, normalized with the inflow value. The
full white line indicates the position of the wind turbine. The dot white line indi-
cates the position of the bottom plot (at y = −0.25D).
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5.4.4 Reynolds-stress
The normal axial Reynolds-stresses RLES11 Eq. (5.7) and u
′
1u
′
1 Eq. (5.6), for
the two LESs and Rk-ε11 , for the k-ε Eq. (A.11), are plotted in Fig. 5.11. As
for the TKE, the Reynolds-stress Rk-ε11 in the k-ε increases upstream of the
rotor.
The two different expressions for the resolved LES Reynolds-stresses gives
similar trends far upstream of the wind turbine and in the far wake region.
However, the region surrounding the wind turbine has a completely different
trend.
The RLES11 in the two LESs presents an increase upstream of the disc, in
a similar trend as Rk-ε11 , although at a much lower scale. On the contrary,
the time-average u′1u
′
1 terms do not increase upstream of the disc. As for k
and ε, the LESV F u′1u
′
1 term slightly decreases just downstream of the disc,
while the LESCF term starts to increase right downstream of the disc.
5.4.5 Eddy-viscosity
The two types of LES eddy-viscosities and the k-ε eddy-viscosity are plotted
on Fig. 5.12. As for k, ε and R11, the k-ε eddy-viscosity starts increasing
upstream of the disc and reaches its maximum value at about one rotor
diameter downstream of the wind turbine.
The two LESs eddy-viscosities are slightly more difficult to interpret, as
there is a large amount of noise. Nonetheless, some distinctive trends can
be seen in the region close to the rotor disc.
The νLES1t Eq. (5.1) stays constant in the two LESs up to the disc position.
Directly downstream of the disc, the LESCF starts increasing, while the
LESV F term decreases to a level lower than the inflow value. After about
1.5D downstream of the disc, the two νLES1t s have a similar trend. They
both increase steeply to a level similar to the k-ε value and start decreasing
steadily after 3D.
The νLES2t Eq. (5.2), based on the Reynolds-stresses and strain rate ratio,
starts to decrease about 1D upstream of the disc, to reach a level close to
zero. At the disc location, the LESCF starts increasing in a similar way as
for the LESCF ’s ν
LES1
t , while the LESV F term stays relatively small. The
two LESs’ νLES2t s meet again at 1.5D downstream of the disc and follow a
similar trend afterwards, i.e. a slow increase up to 10D, followed by a slow
decrease.
Note that the LESV F ’s term shows a peak at 10D, which is not visible
on other lines extraction. This peak is expected to be caused by the low
averaging time discussed previously.
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Figure 5.11: Normal axial Reynolds-stresses of LES Eq. (5.6), Eq. (5.7) and k-ε
(A.11). The full white line indicates the position of the wind turbine. The dot
white line indicates the position of the bottom plot (at y = −0.25D).
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Figure 5.13: Pressure at hub height for the two LESs and the k-ε. The full white
line indicates the position of the wind turbine. The dot white line indicates the
position of the bottom plot (at y = −0.25D). The analytical solution is found from
Eq. (2.46).
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5.5 Discussion
5.5.1 First observations
The large discrepancy between k-ε and LES at the vicinity of the wind tur-
bine shows that the way the large eddies are modelled in the k-ε model is
not appropriate in this region.
The velocity at the disc is significantly higher for k-ε (Fig. 5.6), which con-
firms the results of the previous chapter. As the LES model operates with
an eddy-viscosity much lower than the RANS model, the disc velocities are
closer to the theoretical values.
The tangential velocities are dissipated much faster in the k-ε than in the
two other LESs (Fig. 5.5). The wake rotation is known to yield a larger pres-
sure in the wake region, compared to the atmospheric pressure (Sharpe [82],
Madsen [56]) and could explain why the k-ε pressure is recovering faster in
the wake compared to the two LESs (Fig. 5.13).
The normal Reynolds-stress comparison, Fig. 5.11, shows that the Rk-ε11
starts increasing upstream of the actuator disc. While the increase of the
RLES11 is not of the same scale, it also starts to increase upstream of the disc.
These two Reynolds-stresses are based on k, ε and Sij through Eq. (5.7).
While the eddy-viscosity, which is linked to the ratio k2/ε, acts differently
in k-ε and LES (Fig. 5.12), the velocity gradient is very similar upstream
of the wind turbine (Fig. 5.6). This can explain the similar trend and the
difference of amplitude between the normal Reynolds-stress RLES11 and R
k-ε
11
(Fig. 5.11).
However, it is interesting to note that this peak is not present in the normal
resolved LES Reynolds-stress u′1u
′
1 Eq. (5.6) (Fig. 5.11). While there is a
steep increase of the axial velocity gradient, the LESV F normal Reynolds-
stress decreases shortly upstream of the wind turbine.
The similar trend between RLES11 and R
k-ε
11 , in contrast with the trend
of the LESs u′1u
′
1 indicates that the eddy-viscosity concept Eq. (5.7)) is in-
validated in the region surrounding the actuator disc (Fig. 5.11). Even if
the k-ε simulation had the same k and ε as the LES, the Reynolds-stresses
based on Eq. (5.7) could not be the same as the time averaged resolved LES
Reynolds-stresses u′iu
′
j .
The comparison between the two LESs also gives an interesting insight.
While they both have the same time averaged force, the mean velocity and
turbulence parameters present some visible differences. In the close wake
region, k starts increasing in the LESCF , while it decreases in the LESV F
(Fig. 5.9). As a consequence, the LESCF ’s axial velocity vertical and hori-
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zontal profile are smoothed more rapidly (Fig. 5.3 and Fig. 5.4). Moreover,
the LESV F tangential velocities are significantly larger than the LESCF
in the first 7D downstream of the disc. This indicates that the wake rota-
tion decays into turbulence faster in the case of LESCF and could partially
explain the increase of k. However, there is no clear indication of why k
decreases in the LESV F .
In the following sections, the different assumptions made to derive the
two turbulence models are studied in order to get an in-depth understanding
of why the two models differ so widely.
5.5.2 Assumption map
EllipSys, the flow solver used in the present work, is based on a series of
assumptions that simplify the physics of the problem in order to make it
solvable and to decrease the computational cost. The initial postulates are
the Navier-Stokes Equations (A.2), which are based on the concept of mass
and momentum conservation. From this point, the different assumptions
and their applicability to the wind turbine flows, are analyzed.
An illustration of the different layers of assumptions of the most widely used
turbulence models is presented in Fig. 5.14. The arrows indicate the path
followed by the different turbulence models to obtain their final equations.
The following analysis is focussed on the k-ε model and consequently follows
its assumption path. The LES model is taking care of the turbulence in two
different ways accordingly to its length-scale ℓ. The large-scale turbulence
is modelled directly in a similar fashion as a Direct Navier-Stokes (DNS)
simulation. The small-scale turbulence is taken care of, here, by the SGS
model, which is based on the same assumption as a RANS model (except
that the averaging is spatial instead of temporal). This is important to
notice, because this means that the LES model also depends on the RANS
assumptions for modelling the small-scale turbulence.
5.5.3 RANS assumptions
Averaging assumptions
In the RANS Equations, the forces are averaged with time. However, the
derivation of the time-averaged forces is not straightforward. The forces
representing the action of the wind turbine on the flow are calculated in the
k-ε as in the LES model, based on the local velocities. The difference is that
the LES model recomputes the velocities at each time step, while the k-ε
model obtains one equivalent steady state force.
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Figure 5.14: Turbulence assumption map
The forces are nonlinear functions of the local instant velocity F(UD).
Consequently, the time-averaged force is not a function of the time-averaged
velocity F(UD) 6= F(UD).
An illustration of this issue can be achieved by comparing the LESV F
time-averaged force F(UD), with the equivalent force reconstructed from
the time-averaged velocities F(UD). The difference between the two forces
F(UD) and F(UD) is found to be very small, with a relative difference of
the total thrust force under |T(UD)−T(UD)|/T(UD) < 0.1%.
The force averaging assumption done in the k-ε model does not produce
a large error. However, as it was observed in the previous sections, there
are visible differences between the time-averaged solutions of LESV F and
LESCF (Fig. 5.6). These differences cannot be explained by the force av-
eraging assumption, could, therefore, be linked to the turbulence modelling
assumptions.
Realizability assumptions
The concept of realizability of a Reynolds-averaged turbulence model is di-
rectly derived from the relation between the cross-correlations and auto-
correlation of the velocity fluctuations (see Schumann [81]). The realizabil-
ity can be checked using two relations. The Schwartz inequality imposes a
positive normal stress Eq. (5.8) and the inequality relationship between the
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off-diagonal terms and the diagonal terms Eq. (5.9):
Rij > 0, when i = j, (5.8)
|Rαβ|2 ≤ RααRββ. (5.9)
While the realizability concept does not hold any practical modelling
information, it can be used to check the validity of the method used to com-
pute the Reynold-stresses.
On Fig. 5.15, the regions where the realizability of type 1 and 2 do not
hold are flagged in white. The k-ε fails to predict Reynolds-stresses that
agrees with the realizability criterion in the region surrounding the wind
turbine, as well as the interface of its wake.
The resolved LES Reynolds-stresses u′iu
′
j Eq. (5.6) pass the realizability test
successfully. However, the resolved LES Reynolds-stresses RLESij Eq. (5.7),
based on the eddy-viscosity concept, fail the test in the wake region. This
also indicates that the eddy-viscosity concept is not appropriate to model
the Reynolds-stresses in the wind turbine wake region. The model showed
here is with the LESCF because it is the closest in theory to a k-ε simula-
tion, however the LESV F version gives similar results.
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Figure 5.15: Realizability criterion at hub height for LESCF and k-ε. The axial
velocity is represented with the colours. The white color illustrates the regions
where the Schwartz inequalities are significantly invalidated. The top plot is based
the time-averaged resolved LES Reynolds-stresses u′iu
′
j Eq. (5.6). The middle plot
is based on the Eddy-viscosity concept LES Reynolds-stresses RLESij Eq. (5.7).
The bottom plot is based on the Eddy-viscosity concept k-ε Reynolds-stresses Rk-εij
Eq. (A.11).
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5.5.4 Boussinesq assumptions
The Boussinesq approximation is derived from an analogy between the
molecular transport and the turbulence transport budget and was origi-
nally proposed by Boussinesq [16]. An introduction to the eddy-viscosity
concept and some of its assumptions is presented in most of the turbu-
lence textbooks (e.g. Wilcox [99], Pope [67], Tennekes and Lumley [96],
Bernard and Wallace [15]). Many publications discuss more in detail the
implications of the Boussinesq assumptions [54, 43, 94, 13, 14, 34, 80]. In
particular, Schmitt [80] analysed the correlation between the Reynods-stress
tensor and the strain rate tensor, using DNS and LES basic test cases and
found that in practice the Boussinesq hypothesis is almost never verified.
The following analysis is based on an approach originally proposed by
Bernard et al. [13, 14] and was also summarized in details in chapter 6 of
the turbulence textbook from Bernard and Wallace [15].
Turbulent momentum transport
The particle n passing through a fixed point x is studied. Through its
random path, the particle brings the flow features from different upstream
locations. The velocity component in the i-direction, at x, at the time t = tn
is defined as
Ui(x, t
n) = Ui(x) + u
′
i(x, t
n), (5.10)
where the overbar is the ensemble average value of the velocity field at the
position x. The path of this particle is defined by the vectorial time function
x
n(t), so that xn(tn) = x.
Figure 5.16: Illustration of different paths followed by particles passing through
the position x.
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For the purpose of studying the turbulent momentum transport, the
flow differences between the particles at the position x and at an upstream
position are analyzed. This upstream position is defined by the time t =
tnp < t
n, where the particle is located at the position xp
n = xn(tnp ). Note
that the time tnp and the position xp
n are directly linked to the particle
considered and, therefore, change when another particle is considered. The
velocity of the particle n at the time tnp is defined as
Ui(xp
n, tnp ) = U i(xp
n) + u′i(xp
n, tnp ). (5.11)
Note that the term U i(xp
n) corresponds to the ensemble average velocity
value of the position xp
n, which, therefore, still depends on the particle
considered (see Fig. 5.16).
For the sake of clarity, the terms n are dropped from now on.
From this definition, three assumptions are made:
1. For each particle, there exists a time τ = t − tp, during which the
particle conserves its momentum.
U(xp, tp) = U(x, t). (5.12)
2. This time τ is large enough so that the fluctuation components at the
time tp are uncorrelated with the other fluctuation components at the
time t.
u′i(xp, tp)u
′
j(x, t) = 0. (5.13)
3. The velocity between x and xp can be assumed to be linear.
Ui(xp) = Ui(x)− Lp,j ∂Ui
∂xj
(x), (5.14)
with
Lp,j =
∫ t
tp
Uj (x(s), s) ds = xj − xp,j. (5.15)
In order to define the eddy-viscosity concept, the expression of the fluc-
tuation component is first expressed as
u′i(x, t) = Ui(x, t)− Ui(x). (5.16)
Then the expression of the original position of the particle is added,
u′i(x, t) = u
′
i(xp, tp) +
[
Ui(xp)− Ui(x)
]
+ [Ui(x, t)− Ui(xp, tp)] . (5.17)
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The first assumption Eq. (5.12) cancels the last RHS term and the third
assumption Eq. (5.14) rewrite the second RHS term as a velocity gradient
term. Eq. (5.17) can then be rewritten as,
u′i(x, t) = u
′
i(xp, tp)− Lp,k
∂Ui
∂xk
(x). (5.18)
The Reynolds stress Eq. (5.19) are then found by multiplication of Eq. (5.18)
with another local fluctuation component and a time average
u′i(x, t)u
′
j(x, t) = u
′
j(x, t)u
′
i(xp, tp)− u′j(x, t)Lp,k
∂Ui
∂xk
(x). (5.19)
From Eq. (5.19), the second assumption Eq. (5.13) cancels the first term
of the RHS. The local fluctuation component are assumed to be mainly corre-
lated with the distance corresponding to their respective direction (u′j(t)Lp,k 6=
0 only if j = k),
u′iu
′
j = −νt,ij
∂Ui
∂xj
, (5.20)
νt,ij =
∫ t
tp
u′j(x, t)u
′
i(x(s), s) ds = u
′
j(x, t)Lp,j. (5.21)
From Eq. (5.20), the usual expression of the Reynolds stress Eq. (5.22)
is obtained by enforcing the tensor symmetry (u′iu
′
j = u
′
ju
′
i), as well as
enforcing the trace to be equal to the turbulence kinetic energy (k = 12u
′
iu
′
i).
In the process, the eddy-viscosity is assumed to be equal in all direction,
u′iu
′
j =
2
3
kδij − νt
(
∂Ui
∂xj
+
∂Uj
∂xi
)
. (5.22)
The Boussinesq assumptions can now be analysed in the context of wind
turbine wake in atmospheric flows.
Transport by acceleration
The first assumption Eq. (5.12) is based on the idea that the particles are
free of external or internal forces and conserve their velocity over their path.
However, the particles rarely conserve their velocity over long distances. The
particle constantly undergoes the work of pressure and viscous forces. The
term neglected is, therefore, accounting for the particle acceleration and
deceleration. Bernard and Handler [14] expressed this acceleration term
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with respect with the pressure gradient and a dissipative term.
u′j(x, t)[Ui(x, t)− Ui(xp, t)] = −
∫ t
tp
1
ρ
u′j(x, t)
∂p
∂xi
(x(s), s) ds
+
∫ t
tp
νu′j(x, t)∇2U(x(s), s) ds (5.23)
A wind turbine extracts energy from the wind by applying a thrust and a
torque on the wind. This thrust and torque create a jump of pressure at the
rotor that generate a strong adverse pressure gradient field surrounding the
wind turbine. The effect of this pressure gradient field is to gradually reduce
the wind velocity over a distance upstream and downstream of the rotor that
is larger than a rotor diameter. In the volume where the adverse pressure
gradient field acts, the first assumption of the Boussinesq approximation is
invalidated. The pressure gradient systematically reduces the momentum of
any particle passing through the volume.
The local velocity fluctuations are directly influenced by the velocity
brought by the particles. As the particles receive a different work from
the pressure gradient according to, which path they follow, the velocities
brought by the particles at the position x and, therefore, also the velocity
fluctuations are directly affected by the path of the particle. Neglecting the
term u′j[Ui − Upi ] consequently overpredicts the Reynolds-stresses.
In Fig. 5.17, the adverse pressure gradient region is indicated by the gray
contour lines. Underneath is illustrated the axial velocity deficit created by
the pressure gradient. The error made by the first assumption Eq. (5.12),
in the region of influence of the wind turbine, increases according to the
position respective to the wind turbine.
In Fig. 5.18, the LESV F eddy-viscosity factor Cµ, as defined in Eq. (5.5),
is plotted in the region surrounding the wind turbine. The region where the
adverse pressure gradient acts has a significantly lower eddy-viscosity fac-
tor. In the first rotor diameter, Cµ follow the inverse trend of the adverse
pressure gradient ∂P∂x . This indicates that in order to have a resolved nor-
mal Reynolds-stress based on the eddy-viscosity concept in the region of
the adverse pressure gradient independently from the values of k and ε, the
resolved normal Reynolds-stress u′1u
′
1 is not influenced
Transport by fluid particle displacement
The third assumption Eq. (5.14) is also invalidated by the wind turbine.
The turbulence length-scale created by the surface roughness can be ap-
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Figure 5.17: First Boussinesq assumption in the wind turbine adverse pressure
gradient field. The gray isobars surrounding the wind turbine illustrate the pressure
distribution. The blue line illustrates the axial velocity along the centerline passing
through the wind turbine at hub height. It is assumed that there is no pressure
forces acting on the flow and that the particle conserves its velocity between xp and
x (∆U = 0).
proximated as linear in the first hundred meters from the ground Eq. (A.21).
In neutrally stratificated flows the turbulent length-scale ℓ is found as
Eq. (A.21),
ℓ =
κz
C
3/4
µ
. (5.24)
In the close wake region, the interface between the wake and the free
stream wind flow can be very thin. However, in practice, the mesh imposes
a minimum wake interface size through the cell size. In the close wake
region, the interface of the wake is typically defined by three cells and has
therefore a minimum size ∆I = 2∆x. There are c cells per rotor disc in the
y-direction, therefore, the initial wake interface size is
∆I = 2D/c. (5.25)
If the wind speed is assumed to be linear in that context and the Reynolds-
stresses are based on the local velocity gradients of Eq. (5.22), the initial
error made at the thin interface can be up to a factor ,
Error =
ℓ
∆I
≈ κzc
2DC
3/4
µ
. (5.26)
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Figure 5.18: Illustration of the LESV F eddy-viscosity factor C
∗
µ at hub height.
The factor is computed by taking the ratio between the two definitions of the eddy-
viscosity Eq. (5.1) and Eq. (5.2), C∗µ =
||R||
2||S||
ε
k2
. The last graph is a line extraction
at y = −0.25D. It’s path is visible on the first contour plots as a white line. The
axial pressure gradient is also presented to illustrate that Cµ begins to decrease at
the same position where the axial pressure gradient begins to increase.
It is interesting to notice that the error increases linearly with the number
of cells used to model the disc. Eq. (5.26) indicates that, in the current k-ε
computation, the Reynolds-stresses are initially estimated 45 times larger
than they should at the tip of the blades.
On Fig. 5.19, the assumption of linearity is checked on the LESV F , at
the wake interface at two positions downstream of the wind turbine. Note
that the length-scale ℓ is reduced in the figures in order to illustrate the
problem.
The idea of using the local velocity gradient scaled over a length-scale in
order to estimate the equivalent difference of velocity brought by the particle
is fine when the length-scale is linked to the size of the velocity shear. This
would typically be the case of free stream turbulence. However, if the inflow
turbulence length-scale is several times larger than the velocity shear size,
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the scaled velocity gradient can greatly overshoot the difference of velocities
intended to be computed (L∂U/∂x≫ U(xp)− U(x)).
To sum up, the model breaks down when changes in the mean velocity
field occur over distances smaller than the turbulence length-scale. A wind
turbine wake in atmospheric boundary layer turbulence is an good example
of this issue.
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(a) Linearity assumption at x = 1D
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Figure 5.19: The linearity assumption in the y-direction is illustrated at two
positions downstream of the wind turbine. The shear Reynolds-stress u′v′ is related
with the difference between the local velocity U(x) and the velocity at a distance
L = ℓ. The Boussinesq approximation assumes the local linearity over the length-
scale, so that U(x+L)−U(x) = L∂U/∂x. Note that, for the sake of the illustration,
the length L is smaller that the turbulence length-scale found in the computation.
To check this issue, Wilcox suggests to look at the Knudsen number.
The Knudsen number, as defined in Eq. (5.27), checks the assumption of
linearity in a direction over a given length based on the ratio of the second-
order derivative and the first-order derivative,
Kni,j = ℓ
|∂2Ui/∂x2j |
|∂Ui/∂xj | . (5.27)
This number compares the second-order term in the Taylor series ex-
pansion, to the first-order term. The assumption of linearity assumes that
the second-order term is negligible compared to the first-order term. This
is consequently only valid when the Knudsen number is small compared to
1 (Kni,j ≪ 1).
For a logarithmic wind speed profile, the length-scale is usually assumed to
be linear over height (A.21, p.140). In that case, the Knudsen number is
found to be equal to the von Ka´rma´n constant (Kni,j = κ), which is smaller
than 1, nonetheless of the same order. Therefore neutral cases of boundary
layer flows are already located at the border of the assumption of linearity
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over the length-scale.
In practice, the Knudsen number is difficult to analyze on the LESs as it
gives a very noisy picture. Much more illustrative results are obtained by
checking the position where the second-order Taylor terms are larger than
the first-order Taylor terms
1
2
ℓ
∣∣∣∣∣∂2Ui∂x2j
∣∣∣∣∣ >
∣∣∣∣Uixj
∣∣∣∣ . (5.28)
Fig. 5.20 shows the nonlinearity check in the flow surrounding a wind
turbine, for a standard k-ε and the LESV F . The region where the second-
order term is larger than the first-order term is flagged in white over the
mean axial velocity contour. The whole wake region invalidates the linearity
assumption in both types of computations.
LES: Nonlinearity check on the axial velocity
y−
di
re
ct
io
n 
y/
D 
[−]
x−direction x/D [−]
 
 
−4 −2 0 2 4 6 8 10 12 14
−3
−2
−1
0
1
2
3
0.4
0.6
0.8
1
k−ε: Nonlinearity check on the axial velocity
y−
di
re
ct
io
n 
y/
D 
[−]
x−direction x/D [−]
 
 
−4 −2 0 2 4 6 8 10 12 14
−3
−2
−1
0
1
2
3
0.4
0.6
0.8
1
Figure 5.20: Non-linearity check on the LESCF and the k-ε. The region where
the second-order Taylor terms are larger than the first order terms are spotted in
white. The pink line indicates the position of the turbine.
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5.5.5 k-ε assumptions
Theoretical observations
The turbulence that is relevant to the rotor and the blades is not of the same
order of magnitude than the wind fluctuations considered as turbulence by
the atmospheric boundary layer. Consequently only a part of the turbu-
lence spectrum is really perceived as turbulence by the wind turbine, the
low frequency turbulence is perceived as rapid changes of inflow, to which
the wind turbine forces have time to adapt. As the body forces only act
at the momentum level, the consequence is that the large-scale part of the
turbulence is not modelled correctly in the k-ε model. Somehow, the influ-
ence of the rotor thrust should also act on the turbulence, not only through
the wind speed shear generated by the forces, yet also directly as a sink of k.
The literature review on wind turbine wake measurement from Vermeer
et al. [98] confirms the fact that the close central wake region of a wind
turbine sees an significant decrease of the axial normal stress. This was for
example observed in the Nibe wake measurement campaigns (Taylor [95]
Fig. 5.1-a). Taylor notes that “the suppression of low frequency turbulence
is very marked towards the centre of the wake and occurs at frequencies be-
low abou 5×102 Hz. Spectral amplitudes are reduced to typically 40–50% of
the corresponding upstream values. The data on the wake centreline at 25
m height indicate that the low frequency turbulence has started to recover
towards the ambient level by 2.5D”.
Moreover, Højstrup and Courtney [44] also noticed that in the close wake
region, the turbulence length-scale is reduced in comparison to the inflow
turbulence.
Fig. 5.9 shows that in the case of LESV F , there is a decrease of the k and
the ε. This is, however, not the case of the LESCF . The LESCF applies
constant forces that are not able to extract energy from the turbulence. On
the contrary, LESV F has the time to adapt to the local changes of velocities
and can, therefore, extract energy from the fluctuations.
Turbulent Equations
In the Momentum Equation, the discrete body forces action is smoothed
over a larger volume by the action of the pressure gradient. This action is
brought into the k and ε-equations directly through the force-velocity terms
Fk and Fε Eq. (5.29) and indirectly through the pressure-strain terms Πk
and Πε Eq. (5.30). These terms are derived in the same fashion as the k
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and ε-equations,
Fk = u
′
iFi and Fε = 2ν
∂Fi
∂xj
∂u′i
∂xj
, (5.29)
Πk = −u′i
∂P
∂xi
and Πε = −2ν ∂
2P
∂xi∂xj
∂u′i
∂xj
. (5.30)
The k-equation is found by taking the dot product of the Navier-Stokes
Eq. (A.2) and the velocity filed Ui and removing the terms only composed of
mean variables (Bernard & Wallace [15] Eq. 2.40). The extra term kept is
here the dot product of the force with the fluctuating velocity vector average
Fk Eq. (5.29). The standard form of the k-equation is rearranged as,
∂k
∂t
+ U j
∂k
∂xj
= −∂U i
∂xj
Rij − ε+ Fk +Πk + ν∇2k − 1
2
∂u′ju
′
iu
′
i
∂xj
. (5.31)
In the final k-equation in the standard k-ε model, the two terms Fk and
Πk are assumed to be negligible and are dropped of the equation (Wilcox [99],
Bernard & Wallace [15]).
Similarly, the ε-equation is derivable from the Navier-Stokes Equations
by differentiating by ∂/∂xj and then by multiplying by 2ν∂u
′
i/∂xj (Bernard
& Wallace [15] p.28). The force term is estimated as Fε Eq. (5.29). The
different terms of the Dissipation Equation undergo afterwards some heavy
surgical operations to be reduced to the standard k-εmodel Eq. (A.17). Dur-
ing this operation the two terms Fε and Πε are also assumed to be negligible.
The question is, therefore, are the four terms Fk, Fε, Πk and Πε really
negligible in the vicinity of a wind turbine wake? To address this question
the two LESs are compared.
The simulation show that, similarly to the momentum level, where ∂P/∂x
have a smoothing property to the discrete forces, Πk is smoothing out Fk
in the k-equation and Πε is smoothing out Fε in the ε-equation. For this
reason the study is focussed on the sum of the terms Πk+Fk and Πε+Fε. In
order to have an idea of what is the influence of the terms in the two equa-
tions, the terms are normalized with their respective equivalent. Πk + Fk
is a sink of turbulence and should, therefore, be compared with ε. Πε + Fε
is a compared to the ratio of ε2/k, which accounts for the “stretching of
dissipation” (Bernard & Wallace [15]).
The Fig. 5.21 and 5.22 present a contour plot of the terms scaled with
representative terms. The two terms are consequently (Fk + Πk)/ε, (Fε +
Πε)k/ε
2. If the terms are smaller than 1, they are negligible. In Fig. 5.21,
a clear peak is found around the disc position in the LESV F , which is not
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present in the LESCF . The k term is roughly two orders of magnitude
larger than the local dissipation, which indicates that it is not negligible.
This peak explains the decrease of k, which is observed in the LESV F and
not in the LESCF .
Fig. 5.22 also presents a clear peak around the disc location in the LESV F ,
which is not observed in the LESCF . However, the order of magnitude is
small compared to the ratio ε2/k. The reduction of ε in Fig. 5.10 is also less
significant than the equivalent reduction of k, which validates the previous
observation.
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Figure 5.21: Force and pressure terms of the k-equation normalized with the local
ε, in the two LESs. The white dot line indicates the path of the bottom plot.
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Figure 5.22: Force and pressure terms of the ε-equation normalized with the ratio
ε2/k, in the two LESs. The white dot line indicates the path of the bottom plot.
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5.6 Summary
Two LESs, one with unsteady forces and one with equivalent steady forces
were compared to a k-ε model. The large discrepancy between the k-ε and
LES results indicates that there were issues when modelling wind turbine
wake in atmospheric flows.
The two LESs gave the opportunity to analyze the different assumptions
made to design the k-ε model.
The RANS assumption of force averaging was found to be valid for the
case of the actuator disc. The difference between the time averaged forces
and the forces estimated from the time-averaged velocity were found to be
close.
The assumption of realizability in the RANS was found to be invalid
in the k-ε and in the LESs, when the eddy-viscosity concept was used to
derive the Reynolds-stresses. This finding indicates that the eddy-viscosity
concept was invalid in the wake region.
The assumption of velocity conservation over the turbulence length-scale
done in the Boussinesq approximation was found to be invalid in the region
of adverse pressure gradient that surrounds the wind turbine in a spherical
volume larger than 1D.
The assumption of the velocity linearity over the turbulence length-scale
yields a very large error in the estimation of the Reynolds-stresses based on
the eddy-viscosity concept. This assumption was found to be invalidated in
the major part of the wake region up to 10D.
The k-ε assumption, which neglects the pressure-velocity correlation in
the k- and ε-equation were found introduce a significant error. Because
of this assumption, the modelled turbine was unable to extract energy from
the turbulence, which yields an overestimation of the turbulence in the wake
and a too rapid dissipation of the wake rotation. In particular the sink term
of turbulence that was neglected in the k-equation was found to be roughly
two orders of magnitude larger than the local dissipation. However, the sink
term in the ε-equation was found to be negligible compared to the “dissipa-
tion stretching” term Cε2ε
2/k.
The methodology followed in this chapter can be applied to other types of
flows, like complex terrain and canopy flow modelling. These types of flows
also present some of the features of the atmospheric wind turbine flows and
might also suffer from the same issues.
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6.1 Introduction
In the previous chapter, the different limitations of the k-ε were analyzed in
comparison to LES. From this analysis, several assumptions were found to
be invalid in the context of wind turbine in atmospheric flow. This chapter
focuses on presenting different methods that intent to correct those invalid
assumptions.
The methodology followed is to describe the models and to compare their
behaviour to the LES turbulence model, to compare the different models to
the single wind turbine wake measurements from Sexbierum and Nibe and
finally to discuss the different advantages and shortcomings of the models.
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6.2 k-ε Modification Models
6.2.1 The El Kasmi-Masson Model
Description
El Kasmi and Masson [35] proposed an extended k-ε model based on the
same idea of Chen and Kim [20]. The idea is to add a term in the turbulence
kinetic energy dissipation ε-equation to enhance the creation of dissipation
proportionally to the production of turbulence Pτ ,
Sε = Cε4
P 2τ
ρk
. (6.1)
where Cε4 is a model parameter.
This model introduces practically two free parameters to calibrate the wake
turbulence model to the measurements, namely the dissipation parameter
Cε4 and the region size over, which it is applied. El Kasmi and Masson pro-
pose to use the constant Cε4 = 0.37 and a cylindrical region encompassing
the rotor (±0.25D).
The axial velocity development was compared to different sets of mea-
surements by El Kasmi and Masson [35], Cabezon et al. [18], Re´thore´ et
al. [72] and Rados et al. [68]. El Kasmi and Masson obtained results in good
agreements with the Nibe turbine, the Danwin 180 kW and the MOD-0A 100
kW measurements. However Cabezon et al. [18] found that the model be-
haviour was unsatisfactory in comparison to the Sexbierum measurements.
Theoretical Analysis
The model is intended to be used as a mitigation of the issues disscussed
in the two previous chapters. By adding this term around the wind tur-
bine location, the production of turbulence created by the velocity shear is
compensated by a proportional increase of dissipation. Chen and Kim [20]
argued that this added term represents the “energy transfer rate from large-
scale turbulence to small-scale turbulence controlled by the production range
scale and the dissipation rate time scale.”. This term, therefore, intent to
account for the short-circuiting of the turbulence cascade described in Sec-
tion 5.5.5. The influence of the turbine on the turbulence is here assumed
to be proportional to the production of shear stresses.
By introducing a source of dissipation in the ε-equation, the model also re-
duces the eddy-viscosity in the region of shear stress production. This is
consequently also a way to address the invalidity of the assumption of ve-
locity linearity over the length-scale (Section 5.5.4).
Finally, in the region of adverse pressure gradient, the model is triggered
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by the axial velocity gradient, which generate an unphysical increase in the
normal axial Reynolds-stress, as discussed in Section 5.4.4. It is therefore
also addressing the invalidity of the Boussinesq’s approximation in the re-
gion of adverse pressure gradient.
The El Kasmi-Masson model consequently partically accounts for different
types of modelling issues of k-ε occurring at different locations upstream
and downstream of the wind turbine.
6.2.2 The Adverse Pressure Gradient Model
In Section 5.5.4, concerning Boussinesq’s approximation, two main assump-
tions were found to be invalidated in atmospheric wind turbine flows. The
first assumption, which assumes that the particles can conserve their ve-
locity over a time-scale, is invalidated in the adverse pressure-gradient re-
gion surrounding the wind turbine. The net effect is that the axial normal
Reynolds-stress R11 are overestimated in this region, which is the main con-
tribution for building up the turbulence kinetic energy upstream of the wind
turbine and attenuating the effect of the wind turbine on the mean velocity.
In order to correct Boussinesq’s assumptions in the adverse pressure gradi-
ent, the overestimated Reynolds-stresses have to be reduced.
A simple way to mitigate this issue is to reduce the eddy-viscosity in the
region where the adverse pressure gradient acts. ν˜t is redefined as
ν˜t = Cµ
k2
ε
F
(
∂P
∂xi
)
, (6.2)
where F is a simple function that reduces the eddy-viscosity to a minimum
value in the region where the pressure gradient is higher than a threshold
value,
ν˜t =
{
Cµ
k2
ε when
∂P
∂xi
< cth
νt,min when
∂P
∂xi
> cth.
(6.3)
This method, however, creates a numerical coupling between the turbu-
lence and the pressure gradient. This coupling is characterized by numerical
pressure fluctuations in the wake of the wind turbine. In order to avoid this
coupling, the region where the eddy-viscosity is decreased is set manually
as a spherical region, where the radius ∆r is a free parameter. This method
is referred in the following section as the Adverse Pressure Gradient (APG)
model.
6.2.3 The Realizability Model
The second assumption of Boussinesq’s approximation that is invalidated in
the wind turbine flows is the assumption of velocity linearity over the length-
scale (Section 5.5.4). The regions where this assumption is invalidated are
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mainly at the interfaces between the wake and the free stream.
Some of these regions are visible by checking where the Schwartz inequalities
are not respected. While the Schwartz inequalities do not provide informa-
tion regarding the modelling of the Reynolds-stresses, they provide a useful
way to limit their relative size by comparing the shear-stresses with the
normal-stresses.
The Schwartz inequalities as a turbulence model correction have been
used in many studies including Schumann [81] and Shih et al. [84], who
introduced the k-ε Realizable model. It was studied in the context of wind
turbine by Cabezon et al. [18] and gave results closer to measurements than
the standard k-ε model. The method proposed here is to use the Schwartz
inequalities to reduce the eddy-viscosity following the same idea as the k-ε
Realizable.
ν˜t = min
(
Cµ
k2
ε
, νt,Swz
)
. (6.4)
The eddy-viscosity limiter νt,Swz is calculated by finding the maximum
value that matches the Schwartz inequalities based on the eddy-viscosity
expression of the Reynolds-stresses.(
2νt,SwzSαβ
)2
=
(
2
3
k − 2νt,SwzSαα
)(
2
3
k − 2νt,SwzSββ
)
, (6.5)
where the convention followed is that there is no summation on the Greek
letters.
Eq. (6.5) has two solutions:
νt,Swz1 =
k
6
√
S
2
αα + S
2
ββ + 4S
2
αβ − 2Sαα Sββ + Sαα + Sββ
Sαα Sββ − S2αβ
, (6.6)
νt,Swz2 =
k
6
√
S
2
αα + S
2
ββ + 4S
2
αβ − 2Sαα Sββ − Sαα − Sββ
S
2
αβ − Sαα Sββ
, (6.7)
where the maximum value of the two solutions is taken. In the case where
both solutions are negative, there is no solution and the normal definition
for the eddy-viscosity is used,
νt,Swz = max(νt,Swz1, νt,Swz2). (6.8)
To extend this method, a factor on the Schwartz eddy-viscosity can be
applied:
ν˜t = min
(
Cµ
k2
ε
,CSwzνt,Swz
)
, (6.9)
which gives more control over the region where the flow is unrealizable.
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It is possible to compute the minimum value the parameter CSwz can
take to respect the neutral boundary layer flows. Assuming that the flow is
unidirectional and the axial velocity is fully developed and only a function
of height Eq. (A.18), p.140, the Schwartz inequality is reduced to(
νt
∂U
∂z
)2
< CSwz
(
2
3
k
)2
. (6.10)
By using the neutraly stratified values for νt Eq. (A.22), U Eq. (A.18)
and k Eq. (A.19), p.140, a minimum limit is found for the parameter CSwz:
CSwz >
9
4
Cµ. (6.11)
This model is referred in the following sections as the Realizability model.
Note that the model only has a physical basis for the constant CSwz = 1.0.
6.2.4 The Wind Turbine Canopy Model
Section 5.5.3 showed that there was only a small difference between the
time averaged forces and the forces based on the time averaged velocities.
However, as it was showed in Section 5.5.5, the nonlinearity of the forces also
affects the derivations of the k and ε-equation. This section demonstrate how
to derive a theoretical estimation of the force terms in the k and ε-equation.
This derivation introduces the Wind Turbine Canopy model based on a
modelling of these terms.
Theoretical Analysis
The actuator disc forces are nonlinear functions of the velocity at the disc.
Section 5.5.3 showed that the time-averaged forces are not directly equivalent
to the forces based on the time-averaged velocities F(UD) 6= F(UD).
To investigate this effect, the forces can be modelled as a local drag forces
Eq. (6.12)
F = −CF(x)(U · n)2, (6.12)
where n is the normal vector to the disc and CF is a vectorial force co-
efficient accounting for the thrust and torque of the wind turbine that is
function of the position relative to the center of the disc. The vectorial force
coefficient is defined as a local actuator disc force coefficient multiplied by
the corresponding cell area and the density,
CF(r) =
1
2
ρA(x)CT(x), (6.13)
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where the thrust and torque coefficient CT and the area A depends on the
position on the actuator disc. This formulation gives a simple inhomoge-
neous force distribution, which does not have to rely on a more complex
Blade Element Method (BEM) formulation that would become impractical
in the following derivations.
The vectorial notation can be expressed using the Einstein notation:
Fi = −CF i (Ujnj)2 . (6.14)
The velocity is then split into the averaged and fluctuating parts,
Fi = −CF i
(
U jnj + u
′
jnj
)2
, (6.15)
which can be expanded to
Fi = −CF i njnk
(
U jUk + 2U ju
′
k + u
′
ju
′
k
)
. (6.16)
When the forces are averaged with respect to time, the Uu′ terms dis-
appear
Fi = −CF i njnk
(
U jUk + u
′
ju
′
k
)
. (6.17)
Eq. (6.17) confirms the observation of Section 5.5.3 that the added term
is relatively small compared to the square of the mean velocity (u′ju
′
k ≪
U jUk) and can be neglected most of the time.
However, as presented in Section 5.5.5, four terms have also been neg-
elected in the k- and ε-equations, i.e. Fk, Fε, Πk, Πε,
Fk = u
′
iFi and Fε = 2ν
∂Fi
∂xj
∂u′i
∂xj
, (6.18)
Πk = −u′i
∂P
∂xi
and Πε = −2ν ∂
2P
∂xi∂xj
∂u′i
∂xj
. (6.19)
Starting from the expression of Fi in Eq. (6.16), it is straightforward to
derive Fk Eq. (6.21) and Fε Eq. (6.22).
The k-equation is derived by taking the dot product of the Navier-Stokes
Equations with the velocity vector Ui and time-averaging:
FE = −CF i nj nk
(
U iU jUk + 2u
′
iu
′
k U j + u
′
iu
′
ju
′
k
)
, (6.20)
where there is a triple summation over i, j, k. The final step is then to
remove the mean energy part, i.e. the triple mean velocity terms,
Fk = −CF i nj nk
(
2u′iu
′
k U j + u
′
iu
′
ju
′
k
)
. (6.21)
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Similarly, the ε-equation is derived from the Navier-Stokes Equations by
differentiating with ∂/∂xj , then multiplying by ∂u
′
i/∂xj and time-averaging,
Fε = −2ν
[
2
∂
∂xl
(
u′kUjCF i
) ∂u′i
∂xl
+
∂
∂xl
(
u′ju
′
kCF i
) ∂u′i
∂xl
]
njnk, (6.22)
where there is a quadruple summation over i, j, k, and l.
From this point, it becomes difficult to justify further approximations
without a in-depth knowledge of turbulence modelling.
Canopy Modelling
Forest and urban canopies can also be modelled by accounting for the effect
of the obstacles with body forces. A significant effort has been made on
modelling atmospheric boundary layer turbulence together with the canopy
flow. The k-ε model has also been used in that context and extended using
a similar theory as that introduced in the previous section. A common
approach (Sanz [77], Sogachev et al. [88, 87]) is to neglect the terms u′iu
′
ju
′
k
and
∂u′ju
′
k
∂xl
∂u′i
∂xl
and to model the other terms using k and ε. They also add
a source term of turbulence based on the cube of the local mean velocity.
The following formulas are quoted from [77] and are related to Eq. (6.21)
and Eq. (6.22), when the flow is assumed to be directly normal to the wind
turbine disc. Sk is the added source/sink term to the k-equation,
Sk = CF
(
βpU
3 − βdUk
)
, (6.23)
where CF is the canopy drag, equivalent to the force coefficient and βp and
βd are two modelling parameters (where p stands for production and d for
dissipation).
Sε is the added source/sink term of the ε-equation,
Sε = CF
(
Cεpβp
ε
k
U3 − CεdβdUε
)
, (6.24)
where Cεp and Cεd are two model closure parameters.
In the previous derivations Eq. (6.21) and Eq. (6.22), the source term
in the k-equation does not retain the triple mean velocity terms U iU jUk,
as they are considered to be extracted from the mean kinetic energy of the
flow. Although, as noticed in the full rotor computation Section 3.3.2, part
of the energy extracted by the wind turbine from the mean kinetic energy
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is transformed into small-scale turbulence. For this reason, the parameter
βp is positive and included between [0, 1]. As a large part of the energy is
extracted from the system as mechanical work of the generator, or directly
lost through frictions as heat, only a fraction of the energy is transfered as
turbulence (βp ≪ 1).
However, the reason of the appearance of the term U3 in the ε-equation is
less clear. Sanz [77] uses the Kolmogorov relation to explain how the source
term in the ε-equation Sε is found. A source of turbulence eventually decays
and, therefore, introduces somehow a source of dissipation.
The intended effect of this model is illustrated on Fig. 6.1. The added
turbulence induced by the rotor geometry (modelled by the U3 terms) occurs
in the small-scale part of the u-spectrum, where the frequency are high. On
the large-scale part of the spectrum, the turbine extracts some the energy
at lower frequencies (modelled by the kU and εU terms). However, in the
k-ε model, all the turbulence scales are modelled at the same time in the
k and ε values. It is therefore not directly possible to control the effect of
removed large scales or added small scales other than changing the values
of k and ε.
Sogachev [87] argues that in forests these two quantities of energy are
identical and cancel each other. For this effect to be true, it would mean
that no energy is lost as heat or extracted from the turbulence and that
the small-scale vortex structures generated by the trees contain exactly the
amount of energy contained in the atmospheric large-scale eddies broken
down by the forest.
However, the full-rotor computation in Section 3.3.2 showed that even with
a laminar inflow, turbulence vortex structures appear in the wake, so that
their energy does come from the mean kinetic energy independently from
the large-scale turbulence. Similarly, the LES showed that the sink of large-
scale turbulence can exist without a conversion into small-scale turbulence.
These two independent observations show that it is unlikely that the two
numbers cancel each other in the case of wind turbines.
Application of the Canopy Model for Wind Turbines
The modified k-ε for canopy can be applied almost directly for the wind
turbine case, although the βp parameter is expected to be much lower than in
the case of a forest. Unfortunately, the model only acts at the position where
the forces are applied, while the wind turbine is expected to influence the
turbulence on a wider region upstream and downstrem of the wind turbine,
through the work of the pressure gradient. In order to model, as well,
the influence of the induced pressure gradient over the local turbulence,
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Figure 6.1: Illustration of the modelled u-spectrum in the close wake-region.
the two terms Πk and Πε need to be modelled based on the wind turbine
characteristics.
The Π∗ terms have a smoothing effect over their corresponding force terms
F∗, where they tend to counter act the effect of the force terms locally, while
adding some more effect in the vicinity of the forces. This effect is similar to
the effect of the pressure gradient with respect to the discrete forces at the
actuator disc position. When the discrete forces are applied in the Navier-
Stokes Euqations, the pressure gradient is acting as a smoothing function
to redistribute gradually the force action spatially (Fig. 6.2).
In order to reproduce this effect, the forces component calculated using the
adapted canopy model are spread out using a smoothing distribution under
the condition that the sum of the effect is conserved. With this approach,
Eq. (6.23) becomes Eq. (6.25) and Eq. (6.24) becomes Eq. (6.26).
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Figure 6.2: The pressure gradient smooths the discrete forces
99 AAU - DCE Thesis No. 22
6.3. RESULTS
Sk = CF
[
βpU
3 − βdUk G
(
x− xD
D
)]
, (6.25)
and
Sε = CF
[
Cεpβp
ε
k
U3 − CεdβdUεG
(
x− xD
D
)]
, (6.26)
where G is a smoothing function. Note that the spreading function only
concerns the sink of turbulence and dissipation (i.e. kU and εU terms).
The source terms primarily act at the position of the disc.
6.3 Results
The different models introduced in the previous section are compared with
the LESV F model presented in Chapter 5 and with the measurements pre-
sented in Chapter 4. The mesh and setup used to obtain the results are the
same as described previously.
6.3.1 Comparison to LES
As it was mentioned in Section 5.3.3, as the averaging time is small, the
turbulence kinetic energy level is not as high as it should be. Consequently,
the comparison is only qualitative and is focussed on the trends.
El Kasmi-Masson Model
The model of El Kasmi and Masson [35] has two independent parameters:
the model constant Cε4 and the size of the region where the model is applied.
In practice, some tests showed that increasing the region had a similar effect
than increasing the model constant. The cases illustrated on Fig. 6.3 and
Fig. 6.4 represents a parametric study on the model constant Cε4. In the
cases considered, the region where the model is applied is a cylinder centered
at the disc position. The cylinder’s diameter and its length are two times
larger than the rotor diameter.
By increasing the constant, the dissipation ε is increased in the region of
large velocity shear. The direct effect is an immediate reduction of the eddy-
viscosity (Fig. 6.3c).
The production of turbulence is also balanced by this increase of ε, which
indirectly slows down the recovery of the eddy-viscosity (Fig. 6.4c).
Increasing the constant tends to preserve the axial velocity deficit over a
longer distance (Fig. 6.3a and Fig. 6.4a). However, for an equivalent deficit
and inflexion point to LES (e.g. Cε4 = 0.001), the recovery of the wake
occurs at a slower rate compared to LESV F .
The TKE k of El Kasmi-Masson presents different trends according to the
parameter used (Fig. 6.4b). However, they all are significantly different than
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the TKE of LESV F .
Moreover, the sudden increase of ε at the disc, visible in the El Kasmi-
Masson model, is in complete disagreement with the LESV F results (Fig. 6.4d).
On the contrary, as it was noticed in the previous chapter, LESV F ’s ε has
a very small decrease at the position of the disc and slowly increases to a
peak located at x = 5D.
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Figure 6.3: Parametric study on the El Kasmi-Masson model [35]. The added
term in the ε-equation is applied in a cylindrical region surrounding the actuator
disc (±1D). Three different variables Cε4 are compared to LESV F . The contours
represent the axial velocity, TKE and eddy-viscosity (νk-εt , ν
LES2
t ), all normalized
with corresponding inflow values. The contours are extracted on a horizontal plane
at hub height. The white line shows the actuator disc position.
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Figure 6.4: Parametric study on the El Kasmi-Masson model [35]. The added
term in the ε-equation is applied in a cylindrical region surrounding the actuator
disc (±1D). Three different variables Cε4 are compared to LESV F and standard
k-ε. The lines represent the axial velocity, TKE, eddy-viscosity (νk-εt , ν
LES2
t ) and
dissipation, all normalized with corresponding inflow values. The lines are extracted
along a normal axis to the disc at hub height and y = −0.25D.
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Adverse Pressure Gradient Model
The Adverse Pressure Gradient (APG) model is based on a reduction of the
eddy-viscosity in the region of adverse pressure gradient. The eddy-viscosity
is reduced in a spherical region of given radius, centered around the position
of the disc. Fig. 6.5 and Fig. 6.5 presents three test cases, with a different
spherical radius.
The eddy-viscosity is reduced to its threshold value µtsh = 0.1 in the corre-
sponding spherical regions (Fig. 6.5c and Fig. 6.6c). However, as soon as the
flow leaves this region, the eddy-viscosity is rapidly increased. This sudden
increase is in clear contrast with the LESV F results.
The APG model axial velocity follows the LESV F trend inside the reduced
eddy-viscosity region (Fig. 6.5a). Downstream of the low eddy-viscosity re-
gion, the wake is dissipated rapidly.
k and ε both present similar characteristics (Fig. 6.6b and d).
The poor performance of the APG model shows that it is not an appro-
priate way to model the turbulence. Simply cancelling the eddy-viscosity
in the adverse-pressure gradient is not enough to influence the trend of the
wake recovery outside the region where it is acting. As soon as the flow
leaves the region of reduced eddy-viscosity, the eddy-viscosity based on k
and ε takes over starts to act through the Reynolds-stresses.
This model only adresses the first assumption of the Boussinesq’s ap-
proximation. In the region where it is acting, the different terms behave in
very good agreement with the LES. However, the wake region downstream
is clearly unphysical. This is in large part due to the velocity linearity as-
sumption of the Boussinesq’s approximation, which is not accounted by this
model.
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Figure 6.5: Parametric study on the Adverse Pressure Gradient model. The
eddy-viscosity is reduced to the threshold value in a spherical region (∆r =
0.5D, 1.0D, 1.5D) and is compared to LESV F . The contours represent the axial
velocity, TKE and eddy-viscosity (νk-εt , ν
LES2
t ), all normalized with corresponding
inflow values. The contours are extracted on a horizontal plane at hub height. The
white line shows the actuator disc position.
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Figure 6.6: Parametric study on the Adverse Pressure Gradient model. The
eddy-viscosity is reduced to the threshold value in a spherical region (∆r =
0.5D, 1.0D, 1.5D) and is compared to LESV F and standard k-ε. The lines rep-
resent the axial velocity, TKE, eddy-viscosity (νk-εt , ν
LES2
t ) and dissipation, all
normalized with corresponding inflow values. The lines are extracted along a nor-
mal axis to the disc at hub height and y = −0.25D.
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Realizability Model
Fig. 6.7 and Fig. 6.8 compare three different constants CSwz to the LESV F .
The standard Realizability model, which corresponds to a constant CSwz =
1.0, reduces the eddy-viscosity to a value lower than the atmospheric inflow
condition, in the region surrounding the disc (Fig. 6.7c). It presents similar
trends compared to the APG model applied on a spherical region of radius
∆r = 1.0D (Fig. 6.8a,b,c,d and Fig. 6.6a,b,c,d).
When the constant CSwz is reduced, the wake is preserved over larger
distances (Fig. 6.7a) and the region of action of the low eddy-viscosity is
increased as well (Fig. 6.7c). The model acts mainly in the high velocity
shear regions such as at the interfaces of the wake and in the region of in-
fluence of the adverse pressure gradient. The model with a parameter value
of CSwz = 0.4 gives a similar trend as the LESV F for the axial-velocity
(Fig. 6.8a). The TKE, however, starts to increase downstream of the disc
position, which contrasts with the LESV F results (Fig. 6.8b).
In the region where the model does not act, in the central part of the
wake, the eddy-viscosity is increased to a relatively high level compared to
the inflow values. This sudden increase is in contrast with the slower in-
crease of the LESV F (Fig. 6.7c).
The region of action of the model, at the interface of the wake, can ex-
tend up to x = 10D with the parameter CSwz = 0.4.
The dissipation ε has a similar trend compared to the LESV F (Fig. 6.8d).
The Realizability model successfully avoids the build up of ε seen in the stan-
dard k-ε model (Fig. 5.10).
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Figure 6.7: Parametric study on the Realizability model. Three scaling param-
eters (CSwz = 1.0, 0.5, 0.4) are compared to LESV F . The contours represent the
axial velocity, TKE and eddy-viscosity (νk-εt , ν
LES2
t ), all normalized with corre-
sponding inflow values. The contours are extracted on a horizontal plane at hub
height. The white line shows the actuator disc position.
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Figure 6.8: Parametric study on the Realizability model. Three scaling param-
eters (CSwz = 1.0, 0.5, 0.4) are compared to LESV F and standard k-ε. The lines
represent the axial velocity, TKE, eddy-viscosity (νk-εt , ν
LES2
t ) and dissipation,
all normalized with corresponding inflow values. The lines are extracted along a
normal axis to the disc at hub height and y = −0.25D.
109 AAU - DCE Thesis No. 22
6.3. RESULTS
Wind Turbine Canopy Model
The Canopy model of Sanz [77] is compared to the LESV F model. Only
the large-scale part of the model is considered (i.e. the dissipative terms in
the k and ε equation). As there is no production of small-scale turbulence
modelled in the LESV F , it would not be a fair comparison to model them
the k-ε model. The two production parameters are consequently set to zero
(βp = 0.0 and Cεp = 0.0).
Three sets of parameters are presented in Fig. 6.9 and Fig. 6.10. The first
set uses the constants βp = 1.0 and Cεp = 1.0 and is similar in trends with
the standard k-ε model (Fig. 6.10).
There is a significant difference with the second set of constants considered,
where the ε term is cancelled (i.e. Cεd = 0.0). The TKE increase is signifi-
cantly delayed to a position x = 1D downstream of the wind turbine. This
is an interesting result as it was observed in Section 5.5.5 that the dissipa-
tive term in the ε-equation is not expected to have a significant influence,
as it is several orders of magnitude smaller than other terms such as the
“dissipation stretching” (Cε2ε
2/k). This indicates that the parameter used
Cεd should be small enough to make the term of negligible influence.
For a larger value for the parameter, βd = 2.0 and no dissipative terms
(Cεd = 0.0), the TKE is significantly affected and even has a value lower
than the inflow condition (Fig. 6.10b). While it does decrease the eddy-
viscosity momentarily (Fig. 6.10c), it is not enough to preserve the wake in
a similar fashion as the LES model (Fig. 6.10a).
Increasing further the parameter βd can yield a negative k, which produces
unphysical results.
Risø-PhD-53(EN) 110
CHAPTER 6. MODIFICATIONS OF K-ε
a) Axial velocity U/UH,∞ [−]
−1
0
1
−1
0
−1
0
 
 
−2 0 2 4 6 8 10 12
−1
0
0.4
0.5
0.6
0.7
0.8
0.9
1
b) TKE k/u*2 [−]
−1
0
1
−1
0
−1
0
 
 
−2 0 2 4 6 8 10 12
−1
0
0
10
20
30
40
50
c) Eddy−viscosity νt/νt,H,∞ [−]
−1
0
1
−1
0
−1
0
 
 
−2 0 2 4 6 8 10 12
−1
0
0
1
2
3
4
5
βd=1, Cε d=1
βd=1, Cε d=0
βd=2, Cε d=0
LES
βd=1, Cε d=1
βd=1, Cε d=0
βd=2, Cε d=0
LES
βd=1, Cε d=1
βd=1, Cε d=0
βd=2, Cε d=0
LES
Figure 6.9: Parametric study on the Canopy model of Sanz. The U3
terms are not considered (βp = 0 and Cεp = 0). Three cases ((βd, Cεd) ∈
{(1.0, 1.0), (1.0, 0.0), (2.0, 0.0)}) are compared to LESV F . The contours represent
the axial velocity, TKE and eddy-viscosity (νk-εt , ν
LES2
t ), all normalized with cor-
responding inflow values. The contours are extracted on a horizontal plane at hub
height. The white line shows the actuator disc position.
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Figure 6.10: Parametric study on the Canopy model of Sanz. The U3
terms are not considered (βp = 0 and Cεp = 0). Three cases ((βd, Cεd) ∈
{(1.0, 1.0), (1.0, 0.0), (2.0, 0.0)}) are compared to LESV F and standard k-ε. The
lines represent the axial velocity, TKE, eddy-viscosity (νk-εt , ν
LES2
t ) and dissipa-
tion, all normalized with corresponding inflow values. The lines are extracted along
a normal axis to the disc at hub height and y = −0.25D.
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Realizability & Canopy Model
The Realizability model and the Canopy model are combined together and
compared to LESV F . Based on the observations made in the previous sec-
tion, only the parameter βp is kept non-null.
The standard Realizability model (CSwz = 1.0), combined with the canopy
model performs likewise as the standard Realizability model alone (Fig. 6.12
and Fig. 6.8). The main difference are visible on the trend of the eddy-
viscosity (Fig. 6.12c and Fig. 6.8c) and the dissipation (Fig. 6.12d and
Fig. 6.8d).
With smaller parameter values (e.g. CSwz = 0.5), there is a visible im-
provement of the TKE (Fig. 6.12b and Fig. 6.8b). The initial behaviour of
the TKE downstream of the wind turbine is in better agreement with the
LESV F . The eddy-viscosity also has a slower increase downstream of the
region where the model acts directly.
The combination of the two models does not modify significantly the
axial velocity in the wake compared to the Realizability model. However
it does contribute to smoothing out the rapid increase of turbulence and
eddy-viscosity that occurred when the flow left the region of influence of the
model. Finally, the shape of the contour look slightly more similar to the
LESV F .
113 AAU - DCE Thesis No. 22
6.3. RESULTS
a) Axial velocity U/UH,∞ [−]
−1
0
1
−1
0
−1
0
 
 
−2 0 2 4 6 8 10 12
−1
0
0.4
0.5
0.6
0.7
0.8
0.9
1
b) TKE k/u*2 [−]
−1
0
1
−1
0
−1
0
 
 
−2 0 2 4 6 8 10 12
−1
0
0
10
20
30
40
50
c) Eddy−viscosity νt/νt,H,∞ [−]
−1
0
1
−1
0
−1
0
 
 
−2 0 2 4 6 8 10 12
−1
0
0
1
2
3
4
5
βd=1, CSwz=1
βd=1, CSwz=0.5
βd=2, CSwz=0.5
LES
βd=1, CSwz=1
βd=1, CSwz=0.5
βd=2, CSwz=0.5
LES
βd=1, CSwz=1
βd=1, CSwz=0.5
βd=2, CSwz=0.5
LES
Figure 6.11: Parametric study on the combination of the Canopy and the Realiz-
ability model. Three sets of parameters are compared to LESV F ((βd, Cεd, CSwz) ∈
{(1.0, 0.0, 1.0), (1.0, 0.0, 0.5), (2.0, 0.0, 0.5)}). The contours represent the axial ve-
locity, TKE and eddy-viscosity (νk-εt , ν
LES2
t ), all normalized with corresponding
inflow values. The contours are extracted on a horizontal plane at hub height. The
white line shows the actuator disc position.
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Figure 6.12: Parametric study on the combination of the Canopy and the Realiz-
ability model. Three sets of parameters are compared to LESV F and standard k-ε
((βd, Cεd, CSwz) ∈ {(1.0, 0.0, 1.0), (1.0, 0.0, 0.5), (2.0, 0.0, 0.5)}). The lines represent
the axial velocity, TKE, eddy-viscosity (νk-εt , ν
LES2
t ) and dissipation, all normal-
ized with corresponding inflow values. The lines are extracted along a normal axis
to the disc at hub height and y = −0.25D.
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6.3.2 Comparison to Measurements
The methods presented in the previous section are compared to single wake
measurements from two wind turbines, Nibe [95] and Sexbierum [22]. The
two datasets are presented in Section 4.3.
El Kasmi-Masson Model
The El Kasmi-Masson model is able to preserve the wake deficit until the
first met.mast in the two datasets, which are both located at a distance
x = 2.5D downstream of the wind turbine (Fig. 6.13 and Fig. 6.14). Using
the constant originally proposed by El Kasmi-Masson [35] (Cε = 0.37), the
axial velocity deficit at x = 2.5D has the same magnitude as the measure-
ments, in the two datasets. However, the wake does not recover fast enough
to match the following two masts measurements.
The turbulence intensity, in the Sexbierum Test Case, is significantly lower
than the measurements at the first met.mast. Decreasing the constant does
increase the turbulence intensity, while at the same time it reduces the wake
deficit. It does not seem possible to obtain a perfect fit that matches all the
measurements at all the met.mast positions.
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Figure 6.13: Sexbierum Test Case. Parametric study on the El Kasmi-Masson
model. The added term in the ε-equation is applied in a cylindrical region sur-
rounding the actuator disc (±1D). Three different variables Cε4 are compared to
the standard k-ε model. The axial velocity (U/UH,∞) and the turbulence intensity
(k/U2) horizontal profile is plotted at the position of three met.masts downstream
of the wind turbine.
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Figure 6.14: Nibe Test Case. Parametric study on the El Kasmi-Masson model.
The added term in the ε-equation is applied in a cylindrical region surrounding the
actuator disc (±1D). Three different variablesCε4 are compared to the standard k-ε
model. The axial horizontal and vertical velocity profile is plotted at the position
of three met.masts downstream of the wind turbine. The vertical inflow profile is
indicated as a black dot line.
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Realizability Model
The standard Realizability model (CSwz = 1.0) performs slightly better than
the standard k-ε model (Fig. 6.15 and Fig. 6.16). It is, however, not enough
to obtain satisfying results, in comparison to the measurements both in
terms of axial velocity deficit and in terms of turbulence intensity.
By decreasing the parameter CSwz, it is possible to obtain an axial velocity
deficit in better agreement with the measurements. However, it is difficult
to obtain an axial velocity correct both for the first and second mast. The
best fit is obtained using the parameter value CSwz = 0.3 for both sets of
measurements.
The wake width is significantly larger in the measurements of the Sexbierum
Test Case than in the computation. The Realizability model does not seem
to be able to preserve the central wake deficit and at the same time having
a sufficient wake spreading.
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Figure 6.15: Sexbierum Test Case. Parametric study on the Realizability model.
Four different parameters CSwz are compared to the standard k-ε model. The axial
velocity (U/UH,∞) and the turbulence intensity (k/U
2) horizontal profile is plotted
at the position of three met.masts downstream of the wind turbine.
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Figure 6.16: Nibe Test Case. Parametric study on the Realizability model.
Five different parameters CSwz are compared to the standard k-ε model. The axial
horizontal and vertical velocity profile is plotted at the position of three met.masts
downstream of the wind turbine. The vertical inflow profile is indicated as a black
dot line.
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Realizability-Canopy Model
The combination of the Realizability model and the Canopy model gives
equivalent results compared to the Realizability model alone for the axial-
velocity (Fig. 6.17 and Fig. 6.15). However, the turbulence intensity in
the wake is significantly smaller than the measurements. The Realizability-
Canopy model has a slightly larger wake width and a more realistic vertical
wake shape than the Realizability model (Fig. 6.18 and Fig. 6.15).
The best fit with the measurements is obtained using the set of parameters
CSwz = 0.3 and βd = 1.0 for the Sexbierum dataset and CSwz = 0.5 and
βd = 1.0 for the Nibe dataset.
It is important to note that, here, the production terms of the Canopy
model, as well as the dissipative term of the ε-equation have been neglected
(βp = 0.0, Cεp = 0.0 and Cεd = 0.0). There is a contribution from the added
small-scale turbulence to the wake characteristics, that could potentially
influence the wake recovery. However, adding these terms is in practice
equivalent to reducing the dissipative terms and, therefore, does not make
sense in the context of a parametric study.
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Figure 6.17: Sexbierum Test Case. Parametric study on the Realizability-Canopy
model. Only the k term is considered in the Canopy model (Cεd = 0.0, βp = 0.0,
Cεp = 0.0). Six different sets of parameters are compared to the standard k-εmodel.
The axial velocity (U/UH,∞) and the turbulence intensity (k/U
2) horizontal profile
is plotted at the position of three met.masts downstream of the wind turbine.
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Figure 6.18: Nibe Test Case. Parametric study on the Realizability-Canopy
model. Only the k term is considered in the Canopy model (Cεd = 0.0, βp = 0.0,
Cεp = 0.0). Four different sets of parameters are compared to the standard k-ε
model. The axial horizontal and vertical velocity profile is plotted at the position
of three met.masts downstream of the wind turbine. The axial velocities are nor-
malized with the hub height inflow velocity. The vertical inflow profile is indicated
as a black dot line.
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6.4 Discussion
The different methods presented previously are found to perform poorly in
comparison to the measurements and the LES.
Cabezon et al. [18] found that the El Kasmi-Masson model could not give
the appropriate wake deficit in the case of the Nibe turbine and the Sex-
bierum wind farm. The results (Fig. 6.14) show that it is possible to obtain
an equivalent wake deficit at the first met mast by increasing the parame-
ter. However, the wake does not recover fast enough to present a velocity in
agreement with the following masts. A similar result is obtained by Rados
et al. [68] on the Nibe turbine data set. They also applied the El Kasmi-
Masson model using a k-ω model and obtained a better result on the first
two met.mast of the Nibe turbine data set (the results at met.mast 7.5D
were not presented).
The increase of dissipation introduces a low eddy-viscosity, which remains
too low, in the wake, in comparison to the LES (Fig. 6.4c). The consequence
is that the Reynolds-stresses are too low and do not recover the wake as fast
as they should.
Another issue is that the LES showed that there was nearly no influence of
the actuator disc on the dissipation in the region close to the disc (Fig. 6.4d),
which is in complete disagreement with what the El Kasmi-Masson model
practically does. The findings of Chapter 5, indicate that a model based
only on the modification the k and ε cannot give a complete picture of the
wake dynamics. Modifying k or ε cannot directly correct the invalid as-
sumptions of the Boussinesq’s approximation. By reducing k or increasing ε
it is possible to practically reduce the eddy-viscosity locally. However, this
can introduce an unphysical error in the two values, which is transported
downstream.
It is demonstrated in Section 5.5.5 that there is a reduction of k and of
ε in the region close to the rotor disc. However this effect is small in com-
parison to the error made by the invalid assumptions of the Boussinesq’s
approximation and is not enough to correct the k-ε model (see the com-
parison of LESV F and LESCF Fig. 5.6). This is illustrated by the poor
performance of the Canopy model applied for the wind turbine. The model
reduces k and consequently also the eddy-viscosity. This effect delays the
wake recovery, yet not enough in comparison to the LES results (Fig. 6.10).
The adverse pressure gradient and the high nonlinearity of the flow in
the wake region are found to be the main source of error in the Boussineq’s
approximation (see Section 5.5.4). The APG model, which follows the sim-
ple approach of reducing the eddy-viscosity in the region surrounding the
wind turbine, shows that the axial velocity and turbulence development in
this region is in agreement with the trends of the LES model (Fig. 6.6).
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This is, however, not enough to correct the flow development after the re-
gion of influence of the adverse pressure gradient. As soon as the flow leaves
this region and that the eddy-viscosity returns to its original formulation,
based on the ratio of the k and ε, the wake dissipates very rapidly. The
high nonlinearity of the flow in the wake produces an overestimation of the
Reynolds-stresses based on the Boussinesq’s approximation.
The Realizability model, which is based on the Schwartz inequalities, has
the feature to detect the regions of high nonlinearity and provides a simple
solution to limit the eddy-viscosity in those regions. The standard model,
which is based on the constant CSwz = 1.0 is enforcing that the Reynolds
stresses have a relation that respects the Schwartz inequalities. It provides
an upper-limit for the eddy-viscosity, so that the relationship between the
Reynolds-stresses is more statistically correct. As the Boussinesq’s invalid
assumptions produce an overestimation of the Reynolds-stresses in the re-
gion of high velocity shear, the Realizability model acts in those region by
reducing the eddy-viscosity. The standard model successfully accounts for
the adverse pressure gradient area and obtains a performance similar to the
APG model. However, the standard model does not give results satisfying
enough in comparison to the LES (Fig. 6.8) and the measurements (Fig. 6.16
and Fig. 6.15). A likewise observation was made by Cabezon et al. [18] on
the Sexbierum dataset.
Better results can be obtained by applying a parameter to the standard Re-
alizability model to reduce even further the eddy-viscosity. Nonetheless, it
is important to note that this is not justifiable theoretically. There is in fact
little chances that the value found to fit the measurements is applicable for
different types of turbines, inflow conditions, or in multiple wake cases.
The region of action of the wake extends far downstream (x > 10D) in the
cases of the low parameters. In the case of multiple wakes, which are not
presented here, the downstream turbine can be in the region of influence of
the first turbine, which can create unrealistic results.
Combining the Canopy model with the Realizability model is justifi-
able theoretically, as they act on two different issues. However, the Canopy
model mainly delays the development of the turbulence development and
does not provide a significant difference in comparison to the Realizability
model alone.
The comparison with measurements shows that the Realizability model
alone obtains closer turbulence values to the Sexbierum Test Case, than
the Realizability-Canopy model.
Finally it is important to note that the measurements test cases consid-
ered have been done 15–20 years ago. While the measurements have been
extensively documented, the original data is not available anymore. Even
at Risø-DTU, where the Nibe measurement data analysis took place. The
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number of cases to compare with the models are, therefore, limited.
Moreover, the measurements were done on small of wind turbines roughly
half the size of modern wind turbines. This is a problem because the er-
ror caused by the Boussinesq approximation is linked to the eddy-viscosity,
which is increasing with height (see Fig. 4.5). In order to fully validate
the models, new measurement campaigns are needed on single and multiple
large wind turbine wake, with many met.masts downstream and upstream
the wind turbine.
6.5 Summary
This chapter presents different models intended to correct the k-ε model in
the context of modelling wind turbine wake with atmospheric turbulence.
All the models are based on the idea to reduce directly or indirectly the
eddy-viscosity. The El Kasmi-Masson model increases the dissipation ε pro-
portionally to the turbulent production. The Realizability model reduces
the eddy-viscosity to enforce the Reynolds-stresses to respect the Schwartz
inequalities. Finally, the Canopy model acts on both the turbulent kinetic
energy and the dissipation in order to account for the extraction of energy
from the turbulence by the wind turbine.
A parametric study is carried out for each model and compared to the
LES test case of Chapter 5 and the measurements presented in Chapter 4.
The El Kasmi-Masson model can to obtain a similar wake deficit to the
measurements in the close wake region (x = 2.5D). However, the turbu-
lence level is found to be too low in comparison to the measurements. This
can partially explain why the wake development is too slow in comparison
to the LES results and the measurements farther downstream.
The Realizability model, using a low parameter, gives better results in
comparison to the LES and the measurements, both in terms of axial ve-
locity and turbulence intensity. However, it is important to note that the
model is only justifiable theoretically for a parameter CSwz = 1.0. Conse-
quently, the parameter found to give the best fit with the measurements is
not expected to be necessarily appropriate for different wind turbine kind,
or inflow conditions. Especially, the cases of multiple wakes have not been
considered in the current study and is expected to presents some issues, as
the area of influence of the model can extend to the downstream turbine.
The Canopy model performs best when keeping only the dissipative k
term. Its action is however too small to be able to correct the k-ε model.
When combined with the Realizability model, the two models produce too
little turbulence in the wake in comparison to the measurements.
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The modifications of the k-ε model investigated in this chapter were not
found to be appropriate to correct the issues presented in Chapter 5. More
turbulence modelling efforts are needed to develop a robust steady-state
model of wind turbine wakes in atmospheric turbulence.
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7.1 Forces Treatment
Chapter 2 presented a method to implement discrete body forces into a
finite-volume flow solver with collocated variables. The method avoids the
pressure-velocity decoupling that is numerically created by the discretization
of the Navier-Stokes Equations. The discrete body forces are redistributed
over three successive cells, with a pressure jump term acting at the common
faces between the cells. The method is successfully validated with several
test cases where analytical solutions are known.
The previous method used in EllipSys was to smooth the discrete forces
over several cells using a Gaussian distribution. The current method re-
duces significantly the number of cells necessary for doing a wind turbine
wake computation.
The method is flexible and can be used in all kind of flows where body
forces are necessary, e.g. immerse boundary methods, forest and urban
canopy, object’s drag forces.
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7.2 Actuator Disc Method
A generic and flexible method to redistribute shapes of body forces into a
finite-volume computational domain is presented in Chapter 3. The method
is based on three layers of discretization, the shape discretization, the do-
main discretization and the intersectional discretization between the two
first ones. This formulation is very flexible and lets the shape be distributed
in any kind of computational mesh.
The special case of actuator disc model is presented and compared with two
different models, an analytical solution for Conway’s heavily loaded actua-
tor disc and a full rotor computation in CFD. They are both in very good
agreement with the method presented, even with a coarse discretization (10
cells per rotor diameters).
The actuator disc model of Conway has been successfully implemented in
MatLab. The solution of the Bessel-Laplace Integrals necessary for the spe-
cial case of parabolic axial velocity in the wake have been derived and are
available in the Appendix B.
7.3 Turbulence Modelling
The standard k-ε model is not adapted to do wind turbine wake computa-
tion in atmospheric turbulent flows. This is demonstrated by a comparison
to two single wind turbine wake measurements in Chapter 4. A parametric
study on the eddy-viscosity in Chapter 4 shows that there is a threshold
value under which the error caused by the eddy-viscosity concept is negligi-
ble.
A comparison with LES, which can operate under the eddy-viscosity
threshold value, gives some insight on where the issues of the k-ε model
come from (Chapter 5). The Boussinesq’s approximation, which relates the
Reynolds-stresses with the local velocity gradients and the eddy-viscosity,
is found to be an important contribution to these issues. It is found to be
invalidated in the region where the wind turbine applies an adverse pressure
gradient to the flow and in the major part of the wake, where the veloc-
ity distribution is highly nonlinear over distances related to the turbulent
length-scale. This is an important results that shows that wind turbine
wake in atmospheric turbulence is outside of the envelop of the k-ε model
assumptions.
Moreover, as the wind turbine can adapt its forces to the local velocity
changes, it can extract energy from the TKE. The standard k-ε model does
not take care of this issue. This assumption is found to have a small, yet
significant, influence on the wake characteristics.
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Different strategies to modify the k-ε model are investigated in Chap-
ter 6. The El Kasmi-Masson model, which is the only method available in
the literature to correct the k-ε model in wind turbine wake cases, is increas-
ing the dissipation proportionally to the production of turbulence. This is
found to be in contrast with the trends observed in the LES results.
The Realizability model, based on the same idea of the k-ε Realizable model,
gives better results in term of turbulence kinetic energy and dissipation.
However, the model is not physical and is not expected to be robust enough
to work in all kind wind turbine wake cases without the need to be recali-
brated.
Finally, the Wind Turbine Canopy model is presenting an interesting way to
account for the turbulence extraction of the wind turbine. However, it does
not account for the invalid assumptions of the Boussinesq’s approximation,
which have a dominant effect on the flow development.
In conclusion, a physical steady-state wind turbine wake model is not
yet feasible with any of k-ε model correction investigated. More turbulence
modelling efforts are needed to perform steady-state wind turbine wake com-
putation with CFD.
7.4 Measurements
While the measurements analysis is not the main focus of this thesis, an ex-
tensive work has been done on analyzing several wind farms data. It is very
difficult to obtain statistically representative results out of the wind farm
measurements for numerous reasons, which are presented in Appendix C.
The general conclusions are that more wind farm measurements are needed
to obtain more robust statistics in order to validate the wake models. More
single and multiple wind turbine wake cases are also needed to calibrate
the CFD wake models and have to be done for modern types of turbines,
offshore as well as onshore, in different types of inflow conditions, of surface
roughness lengths and over larger distances.
Moreover, it is very important to be very careful while the measurements are
recorded, calibrated, reported and archived, in order to preserve the quality
of the measurement and to simplify the data analysis.
Finally, some measurements are needed for the study of the shadow effect of
a wind farm on another one. In that context, it is important to be able to
study the measurements from wind farms build at close distances, such as,
for example, the wind farms located Horns Rev and Nysted in Denmark.
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7.5 Future work
The tools developed during this study give the possibility to investigate
many different aspects of the wind turbine wake phenomenon and other
fluid dynamics problems, such as:
 Comparison of the far wake of an actuator disc and an actuator line
model.
 Comparison of multiple wind turbine wakes between LES and k-ε.
 Study of the influence of the tangential forces (i.e. the wake rotation)
over the wake development.
 Study of the influence of the inhomogeneous force distribution in con-
trast with the homogeneous force distribution.
 Study of the applicability of Reynolds stresses transport model, not
based on the Boussinesq approximation [99], to wind turbine wake in
atmospheric flow.
 Study of non-local turbulent closure models, such as Stull’s transilient
turbulence model [92], to wind turbine wake in atmospheric flow.
 Comparison of k-ε and LES for forest and urban canopy modelling,
following the same approach as Chapter 5.
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Description of EllipSys
A.1 Introduction
EllipSys [90, 62], is a flow solver based on a finite-volume spatial and tem-
poral discretization of the incompressible Navier-Stokes Equations formu-
lated in general curvilinear coordinates. The variables are colocated in
the cell centers to enable computations using complex geometrical meshes.
The SIMPLE method is used to solve the Navier-Stokes Equations system
(Patankar and Spalding [65]). The pressure correction method is based on
the Rhie-Chow algorithm [75] and is accelerated using a multigrid tech-
nique [62]. The flow is solved successively over three levels of discretization
in order to accelerate the convergence and to ensure a grid independent so-
lution. The equations can be discretized using different schemes. In the
present report the high order QUICK scheme (Leonard [52]) is used in all
the simulations. The method is based on a multiblock framework [62] which
gives the possibility to decompose the mesh and solve it on different proces-
sors.
In the following sections, the main constitutive equations are expressed in
Cartesian coordinate, using the Einstein summation rule.
A.2 Navier-Stokes Equations
The incompressible Navier-Stokes Equations are composed of the Continuity
Equation,
∂Ui
∂xi
= 0, (A.1)
where Ui is the velocity vector and the Momentum Equations,
∂Ui
∂t
+
∂UiUj
∂xj
= −1
ρ
∂P
∂xi
+ 2
∂νSij
∂xj
, (A.2)
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where P is the pressure, ρ is the density, ν is the kinematic molecular vis-
cosity and Sij, is the strain-rate tensor, defined as
Sij =
1
2
(
∂Ui
∂xj
+
∂Uj
∂xi
)
. (A.3)
A.3 Reynolds-averaged Navier-Stokes
Reynolds-averaged Navier-Stokes Equations
Each variable can be time-averaged using the following rule
Ω(x) = lim
T→∞
1
2T
∫ T
−T
Ω(x, t) dt, (A.4)
where Ω(x, t) is a dummy variable at the position x and the time t. Each
variable can be decomposed with a time-averaged part and a fluctuation
part,
Ω(x, t) = Ω(x) + ω′(x, t). (A.5)
The Reynolds-averaged Navier-Stokes (RANS) Equations are derived ap-
plying Eq. (A.4) and Eq. (A.5) to Eq. (A.1) and Eq. (A.2),
∂U i
∂xi
= 0, (A.6)
∂U i
∂t
+
∂U iU j
∂xj
= −1
ρ
∂P
∂xi
+
∂
∂xj
[
2νSij − u′iu′j
]
, (A.7)
with Sij is derived as
Sij =
1
2
(
∂U i
∂xj
+
∂U j
∂xi
)
. (A.8)
Reynolds-stresses Tensor
The Reynolds-stresses tensor is defined as
Rij = u′iu
′
j . (A.9)
Risø-PhD-53(EN) 138
APPENDIX A. DESCRIPTION OF ELLIPSYS
Turbulence Kinetic Energy
The Turbulent Kinetic Energy (TKE), k, is defined as the trace of the
Reynolds-stress tensor:
k =
1
2
Rii. (A.10)
Eddy-viscosity Concept / Boussinesq’s Approximation
According to the eddy-viscosity concept, the Reynolds-stresses are defined
as
Rij =
2
3
kδij − 2νtSij, (A.11)
where νt is the kinematic eddy-viscosity and δij is Kronecker’s function.
The k term is in practice absorbed in the pressure term in EllipSys (see
Sørensen [90]).
A.3.1 Eddy-viscosity / Kinematic eddy-viscosity
The eddy-viscosity µt is the kinematic eddy-viscosity νt multiplied by the
density ρ,
µt = ρνt (A.12)
A.4 k-ε Model
Eddy-viscosity
In the k-ε model, the eddy-viscosity is defined as
νt = Cµ
k2
ε
. (A.13)
The turbulent length-scale ℓ is defined as
ℓ =
k3/2
ε
. (A.14)
νt = Cµℓ
√
k. (A.15)
Turbulence Kinetic Energy k-equation
The TKE equation is given as,
∂k
∂t
+ Uj
∂k
∂xj
= −Rij ∂Ui
∂xj
+
∂
∂xj
[(
ν +
νt
σk
)
∂k
∂xj
]
− ε, (A.16)
where σk is a model constant given in Table A.1.
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Dissipation ε-equation
The dissipation equation is given as,
∂ε
∂t
+ Uj
∂ε
∂xj
= −Cε1 ε
k
Rij
∂Ui
∂xj
− Cε2 ε
2
k
+
∂
∂xj
[(
ν +
νt
σε
)
∂ε
∂xj
]
, (A.17)
where σε, Cε1 and Cε2 are model constants given in Table A.1.
Neutral Boundary Layer Values
The main direction mean wind speed profile follows the log-law,
U =
u∗
κ
ln
(
z
z0
)
, (A.18)
where κ is the von Ka´rma´n constant, z0 is the surface roughness length and
u∗ is the friction velocity.
The TKE k, the dissipation ε, the length-scale ℓ and the kinematic eddy-
viscosity νt are found as,
k =
u∗2√
Cµ
, (A.19)
ε =
u∗3
κz
, (A.20)
ℓ =
κz
C
3/4
µ
, (A.21)
νt = κzu
∗. (A.22)
Model constants
Table A.1: k-ε model constants for atmospheric flows [90].
κ Cµ σk σε Cε1 Cε2
0.40 0.03 1.00 1.30 1.21 1.92
The model constants are given in Table A.1. The parameter Cµ can be
used to adapt the TKE level. In that case, the parameter Cǫ1 is modified as
Cǫ1 = Cǫ2 − κ
C
1/2
µ σǫ
. (A.23)
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A.5 Hybrid LES-k-ε Model
The following equations are found in Bechmann [11, 12].
The LES turbulent length-scale is given as,
ℓLES = C∆∆, (A.24)
where C∆ is a model constant (Table A.2) and the mesh maximum cell size
∆ is found as,
∆ = max (∆x,∆y,∆z) . (A.25)
The hybrid LES-k-ε model switches between LES and RANS according
to the length-scale value,
ℓ = min
(
k3/2
ε
,C∆∆
)
. (A.26)
In the LES region, k and ε are still solved using the k-ε model. However,
the dissipation term in the k-equation is modelled directly using the k and
ℓ,
∂k
∂t
+ Uj
∂k
∂xj
= −Rij ∂Ui
∂xj
+
∂
∂xj
[(
ν +
νt
σk
)
∂k
∂xj
]
− k
3/2
ℓ
. (A.27)
The eddy-viscosity is still found using k and ε and Eq. (A.13). When
the k and ε are in balance, the eddy-viscosity can be approximated to a
Smagorinsky model,
νt = (∆Cs)
2|S|, (A.28)
where Cs is a model constant (Table A.2) and S is the local strain rate
defined by S = (2SijSij)
1/2.
Neutral Boundary Layer Values
In neutrally stratified atmospheric flows, the strain rate is approximately
|S| =
∣∣∣u∗
κz
∣∣∣ . (A.29)
The eddy-viscosity can, therefore, be approximated to
νt = (∆Cs)
2u∗
κz
. (A.30)
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Model Constants
The model constants used in the present work are presented in Table A.2.
Table A.2: k-ε model constants for atmospheric flows (for more details, see Bech-
mann [11]).
κ Cµ σk σε Cε1 Cε2 C∆ Cs
0.40 0.03 1.00 1.30 1.21 1.92 1.26 0.144
Resolved Turbulent Kinetic Energy
The resolved TKE is the trace of the resolved Reynolds-stresses
k =
1
2
u′iu
′
i. (A.31)
Resolved Dissipation
The resolved dissipation ε is found by taking the time-average of the follow-
ing expression
ε = ν
∂u′i
∂xk
∂u′i
∂xk
. (A.32)
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Bessel-Laplace Integrals
Conway [24, 27] has developed a recursive method to express the Bessel-
Laplace integrals (BLI) of type I(λ,µ,ν) Eq. (3.6) using elliptic integral func-
tion to derive a numerical solution.
In order to solve the parabolic wake case, only three basic BLIs are needed
(I(−1,2,1), I(0,2,0) and I(0,2,1)). While the analytical expression of I(−1,2,1) is
given in [28], the analytical expression of I(0,2,0) and I(0,2,1) could not be
found in the literature. The recursive method is therefore used to derive
them. The algorithm used to implement this method is briefly summarized
in the following.
First of all, it is interesting to notice the symmetrical property of the
Bessel-Laplace integrals [27],
I(λ,µ,ν)(R, r, z) = I(λ,ν,µ)(r,R, z). (B.1)
Furthermore, the Bessel-Laplace integrals can be related to each other
through recursive relations and some initial start formulae. The recursive
relations are given as [27],
I(0,ν,ν) =
4(ν − 1)ω
2ν − 1 I(0,ν−1,ν−1) −
2ν − 3
2ν − 1I(0,ν−2,ν−2), (B.2)
I(1,ν,ν) =
(2ν − 1)|z|k4
8Rr(1− k2)
(
I(0,ν−1,ν−1) − ωI(0,ν,ν)
)
, (B.3)
I(0,ν+1,ν) =
r
R
I(0,ν,ν−1) +
r
2ν
(
I(1,ν+1,ν+1) − I(1,ν−1,ν−1)
)
, (B.4)
which is only valid for ν 6= 0,
I(0,µ,ν) =
2(ν + 1)|z|
r(ν + 1− µ)I(0,µ,ν+1) −
2(ν + 1)R
r(ν + 1− µ)I(0,µ−1,ν+1)
+
(ν + 1 + µ)
(ν + 1− µ)I(0,µ,ν+2), (B.5)
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and
I(λ,µ,ν) =
R
2µ
(
I(λ+1,µ+1,ν) − I(λ+1,µ−1,ν)
)
, (B.6)
which is only valid for λ < 0 and where ω = (R2+ r2+ z2)/(2rR) is the pa-
rameter of an associated Legendre function and k =
√
4rR/[(R + r)2 + z2]
is the modulus of an elliptic integral.
The initial start formulae are I(0,0,0), I(0,1,0) and I(0,1,1) and can be found
in [28],
I(0,0,0)(R, r, z) =
kK(k)
π
√
rR
. (B.7)
I(0,1,0)(R, r, z) =
1
R
[
1− |z|kK(k)
2π
√
rR
− Λ0(|β|, k)
2
]
(r < R),
=
1
R
[
−|z|kK(k)
2π
√
rR
+
Λ0(|β|, k)
2
]
(r > R), (B.8)
I(0,1,1)(R, r, z) =
(2− k2)K(k)− 2E(k)
πk
√
rR
(B.9)
where β = arcsin(|z|/
√
(|z| −R)2 + z2) is the Jacobi amplitude, K(k) is the
complete elliptic integral function of the first kind, E(k) is the complete el-
liptic integral function of the second kind and Λ0(β, k) is Heuman’s Lambda
function defined as [27, 100],
Λ0(β, k) =
2
π
[
E(k)F (β, k′) +K(k)
(
E(β, k′)− F (β, k′)
)]
, (B.10)
where k′ =
√
1− k2 is the complementary modulus for an elliptic integral
of modulus k.
Using the recursive laws and the start formulae, it is possible to create
a recursive algorithm to express any Bessel-Laplace integral in terms of el-
liptic integral functions. The procedure suggested is to first use the relation
I(λ,µ,ν) Eq. (B.6) to find an expression where λ = 0. Then use relation
I(0,µ,ν) Eq. (B.5) to reduce the gap between µ and ν in order to use the
relation I(0,ν+1,ν) Eq. (B.4) and finally I(0,ν,ν) Eq. (B.2). Whenever possi-
ble, a shortcut in the recursion can be taken, using the symmetrical relation
Eq. (B.1). This procedure is only valid for λ ≤ 0, yet this encompasses all
the cases described by Conway’s actuator disc model.
In order to test the algorithm, one can compare to some of the Bessel-
Laplace integral solutions given in [28].
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Using this algorithm it is possible to express I(−1,2,1), I(0,2,0) and I(0,2,1)
with respect to elliptic integral functions. I(−1,2,1) is also given in [28],
I(−1,2,1)(R, r, |z|) = E(k)ΘE(−1,2,1) +K(k)ΘK(−1,2,1)
+
r
R2
(
zΛ0(β, k)
2
− |z|
)
(r < R),
= E(k)ΘE(−1,2,1) +K(k)Θ
K
(−1,2,1)
+
rz
2R2
Λ0(β, k) (r > R), (B.11)
where the coefficients ΘE(−1,2,1) and Θ
K
(−1,2,1) are given as,
ΘE(−1,2,1) =
1
k
1
2π
√
r
R
[
4r
R
− 8(2− k
2)
3k2
]
, (B.12)
ΘK(−1,2,1) =
k
2π
√
r
R
[
(4− k2)(4 − 3k2)
3k4
− r
2
R2
]
. (B.13)
I(0,2,0) is found using the recursive rules,
I(0,2,0)(R, r, |z|) =
1
k3π(rR)5/2
[
E(k)ΘE(0,2,0) +K(k)Θ
K
(0,2,0)
]
− Λ0(β, k)|z|
R2
(r > R),
=
1
k3π(rR)5/2
[
E(k)ΘE(0,2,0) +K(k)Θ
K
(0,2,0)
]
+
[
Λ0(β, k)− 2
]|z|
R2
(r < R), (B.14)
where the coefficients ΘE(0,2,0) and Θ
K
(0,2,0) are found as Eq. (B.15) and
Eq. (B.16).
ΘE(0,2,0) = −4rR
[
R
(
2
(−2 + k2) r + k2R)+ k2|z|2] , (B.15)
ΘK(0,2,0) = rR
2
[(
− 16 + 16k2 − 3k4
)
r − 2k2 (−2 + k2)R]
+ r
[
k4(r − 2R) + 4k2R
]
|z|2. (B.16)
I(0,2,1) is also found using the recursive rules,
I(0,2,1)(R, r, |z|) = E(k)ΘE(0,2,1) +K(k)ΘK(0,2,1)
+
Λ0(β, k)r
2R2
(r > R),
= E(k)ΘE(0,2,1) +K(k)Θ
K
(0,2,1)
+
[
2− Λ0(β, k)
]
r
2R2
(r < R), (B.17)
145 AAU - DCE Thesis No. 22
where the coefficients ΘE(0,2,1) and Θ
K
(0,2,1) are given as,
ΘE(0,2,1) =
2|z|
kπR
√
rR
, (B.18)
ΘK(0,2,1) = −
|z|
(
k2(r − 2R)− 4R
)
2kπR2
√
rR
. (B.19)
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Abstract
Wind farm wake data analysis is a complex process that requires filtering
over many different types of sensors located at different geographical posi-
tions. The complexity of the task is increased by the different types of data
corruption that can be present. Unfortunately, dealing with wind farm data
corruption has rarely been addressed in the literature.
This chapter presents different methods intended to reinforce a wind farm
dataset. These methods have been applied on several onshore and offshore
wind farms.
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C.1 Introduction
Wind farm wake data analysis requires wind information from meteorologi-
cal (met.) masts inside and outside wind farms as well as the wind turbines
status. This type of data gives invaluable information to inspire and validate
the development of wake models. However, such a dataset are very complex
and composed of hundreds of sensors. The first step of a successful data
analysis is to make sure that the data by itself is free of corruption. The
term data corruption used here is broad and refers to all the cases where
the data values are not equal to what they are intended to represent. This
corruption can come from various origins (e.g. sensor incorrectly mounted,
measuring device incorrectly calibrated, data conversion errors, sensor fail-
ure, obstacles on the wind path, unexpected external conditions).
With the number of wind farms and their respective size increasing, the
amount of sensor measurements in databases rapidly increases. Conse-
quently, the probability of occurrence of sensor failures or sensor drifting
offsets that affect the end goal of the data analysis is also considerably in-
creased. While a preventive methodology designed to mitigate these types
of problems is necessary, it is interesting to have as well, robust methods
that systematically detect, exclude or correct these events.
While extensive work has been carried out on wind turbine data anal-
ysis methods (the IEC 61400 standards series [1]), the source of documen-
tation concerning specifically wind farm data analysis is relatively scarce
(Barthelmie [10]). There are no clear guidelines concerning the data corrup-
tion that arises when combining several types of sensors located sometimes
at several kilometers from each other. In order to mitigate this need, we
propose a set of methods to reinforce a wind farm dataset. The methods
are based on general knowledge on wind turbine (DNV/Risø guidelines [32],
the Wind Energy Handbook [17]) and the practical wind farm data analysis
experience accumulated over several years.
The methods presented are divided into 3 sections. The first section is a
recommendation concerning the organisation of the data structure. The sec-
ond section deals with the calibration of sensors using neighbouring sensors.
The last section deals with sensor failure detection and correction.
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C.2 Methods
C.2.1 Organizing the Data Structure
Description
A large part of the sensor failure arises human error. And in that part, the
data analyst carries a large responsibility. For this reason, it is important to
have a data structure that is designed so that mistakes can be spotted and
recovered easily. The first generation databases contains the original data
supplemented with an individual signal quality parameter. We propose to
extend this data structure in order to include the different types of errors
detected in the data we investigated.
In order to assess the sensor quality, some neighbouring sensors are gen-
erally used. It is important to document as well, which sensors are associated
to a quality check.
Many types of sensors can be subject to time-drifting gain and/or offset.
When those values have been determined, they should be stored indepen-
dently of the raw data.
Similarly, the signals from sensors can be recorded on different monitor-
ing devices, which potentially have incorrect or incompatible time and date
stamps. So ideally there should also be a way to store the time offset value
independently from the raw data.
Eventually, the sensor itself can have a failure or the data can be corrupted
numerically. In this case, the raw data itself does not represent any valu-
able information, yet an alternative way to estimate its measurement can
potentially be derived using neighbouring sensors. There should also be a
way to store this estimation as well as the reference to the method used and
the sensors used in that process.
Proposed Data Structure
 Date & Time and period (e.g. 1-minute, 2-minute, 10-minute)
 Raw data (Mean, Maximum, Minimum, Standard deviation)
 Quality code (with sensors associated)
 Mean gain & offset (when available)
 Time offset
 Corrected data (Mean, Maximum, Minimum, Standard deviation)
 Methods used for correction (with sensors associated)
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Storing all this added information increases dramatically the amount
information, which represents a significant storing cost. However, having
access to all this information is recommended for the long term. It is often
seen that, after some time, the engineer responsible for the setting up the
database and doing the preprocessing work is no longer available. If the
data processing has not been documented both inside the database and on
a reference report, the end user is left to guess what has been done and faced
with the extra work to correct data errors.
C.2.2 Sensor Calibration
Wind Direction Offsets
A wind farm database has generally many accurate wind direction sensors
available. However, it is often seen that some of the sensors have not been
calibrated properly and operate with a biased offset with respect to the stan-
dard wind direction definition. When a reference wind direction is available
on site and is believed to be properly calibrated, all the wind direction sen-
sor offsets can be adjusted using the reference sensor.
One particular issue to be aware of during this process is the wind direction
dependency to height due to the Coriolis forces. It is important to take this
into account when deriving the sensor offset.
Moreover chances are that the offset in wind direction is time dependent.
This can come, for example, from a maintenance operation that affected the
sensor calibration.
The method proposed to determine a wind direction offset using a refer-
ence wind direction is based on a sliding time-window smoothing technique.
The difference between the two sensors is plotted with respect to time.
If the difference is noisy, a large time-window is first chosen (typically a
week, or a month) to obtain a general idea of the trend of the offset. If an
offset jump is spotted during this process, the region of the jump is scanned
recursively using a reduced time-window at each step, until an estimate of
the offset jump amplitude and the time stamp is determined.
Fig. C.1 illustrates a very large yaw offset jump between two close turbines.
Estimating a robust reference wind direction can be difficult, especially
in offshore context where access to the site is limited. Several types of infor-
mation can contribute to determining the offset of a wind direction sensor.
For a wind turbine yaw sensor, the wind turbine power production and geo-
graphical location can potentially provide a way to determine an offset. This
can be done by calculating the mean power ratio of two aligned turbines,
with the first turbine having a free stream wind direction. If the turbines are
relatively close (e.g. between 2 and 10 rotor diameters), a distinct power
deficit caused by the wake of the first turbine on the second one can be
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Figure C.1: Yaw difference between two close wind turbines.
measured at wind speed corresponding to high CT (e.g. 5–10 m/s). It is
possible to estimate with a few degrees accuracy the yaw sensor offset by
running an average smoothing algorithm or fitting a Gaussian distribution.
In order to avoid missing time dependent offsets, this process can be carried
out on a sliding time window.
For a met.mast, the same procedure as for the yaw sensors can be used, if
some wind turbines are located at a relatively short distance to the met.mast.
Fig. C.2 illustrates this method by comparing the wind direction sensor of
a met.mast to the power ratio of two close turbines on the edge of the wind
farm (on the first and second row) aligned in the direction of the free stream
wind speed.
Note that if the met.mast is located in close periphery of the wind farm,
there might be some park effects affecting the local wind speed and direc-
tion (e.g. blockage effect). This method might then give an offset dependent
with wind direction.
If the mast schematics are available, the position of the sensors on the
mast can also provide a way to determine the wind direction offset. The
idea is to use a wind speed measurement sensor (e.g. cup anemometer,
sonic anemometer) that is not placed on top of the met.mast, to determine
the offset of a wind vane on the same mast. The method is to plot the
turbulence intensity for different wind speed bins, with respect to the wind
direction. This plot should present a peak in the direction angle correspond-
ing to the shadow of the met.mast seen by the anemometer.
In order to spot a potential dependency of the offset with time, this method
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Figure C.2: Power difference between two close wind turbines compared to a
neighbouring met.mast wind vane. The wind direction is centered on the wind
turbines alignement direction angle.
should be applied over a sliding time window. Fig. C.3 illustrates a small de-
pendency of the offset with time that was observed on an offshore met.mast.
There are 3 visibly distinct peak angle locations over time, where the offset
jump is between 2 and 4 degrees.
As mentioned previously, the relative height between the two sensors is an
important parameter, since the wind direction is expected to be height de-
pendent.
In this method, one has to be careful not to mistake the wind farm added
turbulence intensity with the met.mast shadow turbulence intensity.
Time Offsets
Time offsets generally occur when measurement from several different record-
ing devices are gathered in the same database. If the recording devices were
not synchronized to the same time and the time offsets were not corrected
during the gathering process, the resulting database is unusable. It can
sometimes be a rather small time offset (e.g. a few hours) which can be
difficult to detect, yet large enough to corrupt the data analysis.
In order to determine precisely the time offset, we propose to use the
time correlation between two similar neighbouring sensors located on dif-
ferent recording devices. The time correlation function indicates how the
two sensors are correlated with respect to the time offset. If the two sensors
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Figure C.3: Illustration of a small time drifting wind vane offset on an offshore
met.mast.
are next to each other and synchronized to the same time, the correlation
function has a maximum peak at 0 seconds. If there is a time offset, it is
indicated by the maximum peak location. As this time offset can also be
time dependent, it is necessary to do a sliding time-window analysis in the
same fashion described in the previous section.
Fig. C.4 shows a time offset between a nacelle anemometer and a met.mast
anemometer. The two sensor data were originally recorded on two different
systems and gathered manually every month. During one month an offset
of 50–60 minutes was apparently introduced by a careless operation.
Note that the time correlation is related to the distance between the two sen-
sors and the wind speed. As most of the relevant information are convected
by the wind, if the sensors are located far apart and/or the wind speed is
small, it might be that the time for the information to reach the second
sensor is greater than the 10-minute averaging time window. In that sense,
an offset found to be under 20 minutes in a wind farm has to be treated
with caution. In Fig. C.4, the time offset has a precision of 10 minutes and
oscillates between 0–10 minutes in the first part. As the two sensors where
located far apart, it is expected that their relative time offset should be
between 0–10 minutes.
C.2.3 Sensor Failure
The type of sensor failure of interest here is when a sensor is producing
a value, which is unexpected from the values of other related neighbouring
sensors. The idea is that each sensor should be related to some neighbouring
sensors through a specific model within a degree of uncertainty.
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Figure C.4: Time offset found in a wind farm by comparing a nacelle anemometer
and a met.mast anemometer. The top plot is the cross-correlations between the
two signals. The bottom plot is the time history of the cross-correlation peak
location, indicating the time offset. The signals are 10-min means, therefore, the
cross-correlation precision is 10 min, which explains the spikes. There is a clear
time offset of 50–60 min during 5 weeks.
For example, wind turbines, when they are not externally controlled, have
usually a rather predictable control algorithm. In most cases, there is a
clear correlation between some of the main sensors (e.g. Power, RPM, Pitch
angle can all be reduced to a function of wind speed).
If there is a sensor that suddenly loses this correlation, the chances are that
the sensor has failed or that the external conditions are no longer “normal”
(e.g. exceptional wind condition, wind turbine shut down).
The challenge is, therefore, to determine a set of robust rules that as-
sociate each kind of sensor with its neighbouring sensors. Depending on,
which rule is violated, an action is determined. For example, not using the
sensor or using an estimate of the sensor based on its neighbouring sensors.
Individual power curves based on the nacelle wind speed for each individual
wind turbine can be used to qualify the power recordings or to eliminate
outliners (e.g. start/stop sequences, anemometer errors).. First generation
rules for screening wind speed measurements have been formulated in [3].
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Met. Mast Anemometer
Anemometers mounted on met.masts are meant to record the local wind
speed yet might experience systematic bias under specific conditions. It is,
therefore, interesting to determine when those conditions occur and to adopt
an appropriate mitigation method.
One of the most important issues with met.mast anemometry is caused by
the met.mast itself. If the anemometer is not mounted according to the
standards [1], the anemometer might be systematically biased. For a data
analyst who does not have access to the site, it is difficult to estimate when
this occurs. The best way is to compare to different wind speed recordings
mounted on the same met.mast or at different locations and mounted in a
different fashion.
Even if the anemometer is mounted according to the standards and if
the anemometer is not mounted at the top, some wind directions yield a
configuration where the anemometer is downstream of the tower. As it was
described in the Wind direction offset Section, this phenomena can easily be
determine by plotting the turbulence intensity with respect to the local wind
direction. The peak indicates the wind direction angle where the wind speed
measurements are affected by the met.mast tower shadow. In these wind
directions it is preferable to use another anemometer on the same mast, at
the same height and not located in the tower shadow.
Cup anemometers are instruments with a rotating part. The grease or oil
used to enhance this motion naturally introduces a viscous moment opposite
to the motion. The recordings are calibrated in a wind tunnel or in a met.
test station to partly estimate this viscous moment. The problem is that
the oil or grease used in the anemometer has a viscosity property dependent
to the temperature and humidity. For example, under cold conditions the
anemometer become iced and can completely stop working. These events
can be spotted using the temperature sensor.
Other important failure types is lightning strikes, which can partly dam-
age the bearings, yet such errors can be very difficult to identify. A proper
data screening procedure is needed [3].
When a met.mast anemometer recording cannot be trusted, we recom-
mend using the information from the other met.mast anemometers to es-
timate the correct wind speed information. At the sites we considered the
terrain effects were minimum and the undisturbed wind profiles are modelled
relatively easily using the surface roughness and standard atmospheric sta-
bility parameters. In those cases, when only one anemometer failed it was
possible to estimate the measurement using an interpolation of the wind
profile given by the other anemometers mounted on the same met mast.
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The main difference is that their recordings are not influenced on such a big
scale.
Met. Mast Wind Direction
Most of the recommendations above for anemometers are also valid for wind
vanes. Measurements are also influenced by the met.mast itself, how they
are mounted on it and the ambient temperature. Extreme temperatures
may alter the wind vane reaction speed.
Spotting the met.mast shadow is also a bit more difficult. One way could be
to try to see if there is a clear peak on the wind direction standard deviation
when plotted against the wind direction. If this was not the case, we assumed
that the wind direction sensor could be trusted even under the mast shadow.
When a wind direction sensor fails, we suggest to use the combined infor-
mation from different wind vane sensors located on the same met.mast, or at
a close distance. During this process it is important to keep in consideration
that the wind speed is height dependent.
Wind Turbines Main Operational Sensors
The main operational sensors that are generally accessible on modern tur-
bines are:
 Electrical power output
 Rotor rotation per minute (or eventually high speed shaft rotation per
minute)
 Blade pitch angle
 Nacelle yaw direction (or yaw misalignment combined with the wind
direction)
 Nacelle anemometer
 Eventually some strain gages to measure loads on different parts of
the turbine (blades, tower, shaft)
The wind turbine control system of most modern wind turbines can be sim-
plified on a 10-minute period to a simple relationship between the inflow
wind conditions and all the operational sensors. However, because of the
wake effect, the wind turbines inside a wind farm see a large variety of in-
coming flow conditions. In order to detect a sensor failure, it is ideal to
know the complete incoming wind speed profile and to conduct a simula-
tion of the wind turbine associated behaviour. Unfortunately, in most cases,
there is only a nacelle anemometer (placed downstream of the rotor) and a
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yaw sensor to estimate those different kind of inflow wind profiles. Nonethe-
less, we found that it was in most cases acceptable to use only the nacelle
anemometer to generate a robust sensor curve. By using a sensor curve with
respect to the nacelle anemometer, with an appropriate error acceptance, is
is possible to effectively spot the exceptional events when the sensor (or the
nacelle anemometer) is not recording a normal condition.
When one of the sensors on the wind turbine indicates a potential failure,
the safest action is to ignore the specific 10-minute data, as there are good
chances that they indicate a time when the wind turbine did not operate
under normal conditions. However, if this represents a significant amount of
data, it might be necessary to determine if this is indeed a recording failure
and that the wind turbine was actually operating normally. In this case it
is better to deactivate the pre-filter based on this sensor during a manually
set time period.
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Figure C.5: Outliers on the pitch and power curves. The outliers are found by
computing the distance between the point and the corresponding averaged value.
Some outliers on one curve are not found on the other curve.
Note that this method is not sufficient to filter out the cases when the
wind turbine is externally controlled, for example when the grid operator
wants to reduce the power fluctuation on its network. If the wind turbine
is systematically externally controlled, the original sensor curve might be
completely blurred by the external control. In that case it is necessary to
157 AAU - DCE Thesis No. 22
C.3. CONCLUSION
have an indication of when the external control happens.
Fig. C.5 illustrates this method on the pitch and power curve of a wind
turbine in the middle of an offshore wind farm. Some of the outliers found
with one curve are not found on the other curve.
The outliers spotted in this example represents roughly one percent of the
wind turbine data, when the wind turbine works without external control.
However, as each of the wind turbine operates to a large extend indepen-
dently, applying this criterion to the whole wind farm can reduce dramati-
cally the amount of data remaining. For example, the probability that 100
wind turbines operate under optimum conditions at the same time, when
each turbine has a reliability of 99% is P = 99%100 = 36.6%. For this
reason, it might not be the best solution to apply this method on all the
turbines at the same time.
C.3 Conclusion
Different methods have been presented in order to reinforce and to organize
a wind farm dataset. Such methods are particularly adapted to wind farm
wake analysis and wind farm performance estimation.
The methods have been applied with success on several wind farm datasets.
As the different sensors have independent probability of failure, the added
probability that all the sensors operate under normal conditions at the same
time becomes very unlikely as the number of wind turbine and met.mast
considered increase. A compromise has, therefore, to be made between the
quality and the quantity of data considered for the analysis.
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Abstract
An CFD model of the wake of an offshore wind farm, expanding existing
measurements is proposed. The method is based on solving the Navier-
Stokes Equations in a large domain downstream an offshore wind farm.
The inflow of the domain is estimated using existing met mast measure-
ments from both free stream and directly in-wake conditions. A comparison
between the simulation results and measurements from a met mast are pre-
sented and the shortcomings of the methods are discussed.
D.1 Introduction
The extension of two existing offshore wind farms, Horns Rev and Nysted,
are currently planned in Denmark. These new extensions might be built at
a relatively short distance from the original ones (less than 20 km), which
causes two problems. What will be the wind power resources available for
the new wind farm and how will the new wind farm affect the wind power
resources of the original wind farm? To address these questions, there is an
urgent need for a large offshore wind farm wake model applicable in those
situations.
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In this context several approaches are simultaneously investigated at Risø-
DTU [38]. This article focuses on a method extending the data available
from the existing wind farms, using a CFD analysis. The outcome of this
method is meant to give extra information to calibrate engineering models,
which can then be used in a systematic way.
The basic idea of the method presented here is to estimate the wind prop-
erties at the exit of a wind farm and to model the development of the wake
downstream of the wind farm. The key element is how to specify the wind
farm wake correctly at the computational inlet. The procedure followed is to
use the measurements of two met masts placed at a relatively short distance
from the farm, one in the free stream; and one directly downstream of the
park. The free stream mast is used to define the region of the inlet, where
the wind is undisturbed by the wind farm and the downstream met mast is
used to model the wake region of the inlet.
The two offshore wind farms Horns Rev and Nysted were used as test cases
as they both present a similar cluster and measurement mast setup. Because
of confidential restrictions, only the results from Horns Rev are presented.
D.2 Method
D.2.1 Methodology
The method is meant to extend the available information from the existing
wind farms to calibrate offshore wind farm downstream-wake engineering
models. The data set available includes 3 meteorological masts surrounding
the wind farm (one at a corner and two aligned with a row of turbines, see
Fig. D.1). The two aligned masts give an idea on how the wind recovers
from the influence of the wind farm, yet with only two locations, no trends
can be seen. The idea is to use these two met masts to extrapolate a trend
of the wind speed recovery downstream of the wind park.
A steady Computational Fluid Dynamics (CFD) code is used to model the
wind exiting the wind farm. The domain modeled begins at the location of
the first met mast downstream of the park and encompasses a large region
downstream of the wind farm, including the second met mast (see Fig. D.1).
The turbulence model used is the k-ε model, which implies that the inputs
needed at the inlet are the mean wind speed Umean, turbulent kinetic energy
k and dissipation distribution ε, the free stream friction velocity u∗ and the
roughness coefficient of the sea z0. All these parameters are estimated from
the met masts measurements whenever it is possible, or, otherwise, derived
from physical considerations.
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Figure D.1: Model setup.
D.2.2 Navier-Stokes Solver
The Navier-Stokes solver used is EllipSys, an in-house (Risø-DTU) CFD
code under development for the last 15 years [90, 62]. The EllipSys3D
code is a multiblock finite volume discretization of the incompressible RANS
Equations. The approximations of the Reynolds terms are done using the
first-order two-equations k- model originally introduced by Launder and
Spalding [50]. The set of constants used in atmospheric conditions are given
by Panofsky and Dutton [64]. The solver is used in steady state mode.
The main advantage of using such turbulence model is that it does not
require a very fine mesh to resolve the flow near a wall. On the other
hand, this model is also known to have a limited accuracy in boundary
layers cases with adverse pressure gradient [99]. This aspect was nonetheless
assumed to be negligible compare to the scale of the domain. Another
potential limitation of this model is coming from the assumption that the
eddy-viscosity is proportional with height in sheared flows. The effect of the
eddy-viscosity on the development of a wake needs further investigation.
D.2.3 Computational Mesh
Two types of meshes are considered, a 3D mesh of 30 km × 30 km × 1.2
km (around 4,000,000 points) and a 2D mesh of 30 km × 1.2 km (around
300,000 points). In order to obtain a satisfying convergence speed, the mesh
was stretched to obtain the highest precision at the location of the highest
gradients. One of the key restrictions concerning the design of the mesh is
the size of the cells close to the wall boundary, which needs to be of the
same order of magnitude as the roughness length of the sea z0.
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D.2.4 Boundary Conditions
The side BCs are taken as symmetric, while the top BC is taken as an inlet
boundary and the bottom as a wall boundary with a no-slip condition. As
previously mentioned, the inlet boundary is composed of two main regions,
a free stream region, where the flow is assumed to be undisturbed by the
wind farm and a wake region (see Fig. D.2). The wake region is defined
as a rectangle of 5 km of width and 200 m of height. In addition a linear
transition region of 100 m around the wake region is applied to smooth the
resulting shear forces generating by the difference of wind speed from one
region to another.
Figure D.2: Inlet specification.
The free stream region is defined in terms of mean flow velocity, turbulent
kinetic energy and dissipation. It is based on the requirements necessary for
obtaining a balanced logarithmic profile using the k-ε turbulence model.
The mean velocity is, therefore, a logarithmic profile, while the turbulent
kinetic energy is kept constant and the turbulent dissipation is inversely
dependent of the height,
Umean =
u∗
κ
ln
(
z
z0
)
, k =
u∗2√
Cµ
, ε =
u∗3
κz
, (D.1)
where Umean is the mean axial velocity, κ is the von Ka´rma´n constant, z
is the elevation, z0 is the roughness length of the sea, u
∗ is the friction
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velocity, k is the turbulent kinetic energy, ε is the turbulent dissipation and
Cµ is a constant of the k-ε turbulence model. In order to determine the
appropriate roughness length z0 and the friction velocity u
∗, measurement
data from the free stream mast is fitted for a prescribed wind speed bin. In
the case of the wind farm wake region, this inflow definition is modified in
order to account for the wake inflow. The mean velocity at the downstream
mast is found to be logarithmic and a new set of friction velocity u∗ and
roughness length applied in the mean velocity formula. The turbulent kinetic
energy profile can be estimated from the met mast measurements of the wind
speed fluctuation (i.e. the standard deviation of the wind speed during a 10-
minute period). This is done under an assumption of neutral boundary layer
stratification and using the similarity relationship lists given by Stull [92],
which gives an empirical relationship between the different components of
the wind fluctuations u′, v′ and w′ and the friction velocity u∗,
u′2
U∗2
= 6.1,
v′2
U∗2
= 2.9,
w′2
U∗2
= 1.7, (D.2)
which gives a relationship between u′, v′ and w′.
v
′2 = 0.48u
′2, w
′2 = 0.24u
′2. (D.3)
The available measurements are recorded using standard cup anemome-
ters, which are mainly influenced by the horizontal components of the wind
velocity u and v. It is, therefore, assumed that the measured standard
deviation σm can be expressed as
σm =
√
u′2 + v′2. (D.4)
Using the relationship given by Stull between u′ and v′, the measured
wind fluctuations are then
u
′2 = 0.68σ2m. (D.5)
Finally, the turbulent kinetic energy k can expressed as
k =
1
2
(
u
′2 + v
′2 + w
′2
)
= 0.88u
′2 = 0.60σ2m. (D.6)
This relation is only valid in an undisturbed atmospheric flow, where the
vertical fluctuations are relatively small compared to the two other compo-
nents. In a wake situation this balance is changed and the turbulence is
believed to be more isotropic. It is nonetheless difficult to say how this
turbulence distribution is evolving in the wake, which makes it difficult to
compare wind speed fluctuation measurements with the CFD results that
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only give an estimate of the turbulent kinetic energy k. Ideally one would
need more precise measurements of all the components of the wind speed
fluctuation at different heights to have a more reliable comparison data set.
As the met masts only give measurement until hub height, some extra as-
sumptions have to be taken considering how to match the free stream and
the wake profile. The assumption taken was to fit a Gaussian distribution,
centered around hub height, over the turbulent kinetic energy profile, de-
rived from the measurements. This solution is not based on any physical
evidence and is, therefore, expected to have a significant influence on the
validity of the results. Finally the turbulent dissipation was kept to the
same as in the free stream region. Again, this choice is not expected to be
realistic, yet without any proper measurement of turbulence, or a physical
model of the wind farm wake region, it was found to be the most appropriate
solution.
D.3 Measurements
Horns Rev is an offshore wind farm located on the west coast of Denmark.
It is composed of 80 Vestats V80 2 MW turbines arranged in a cluster of
10 × 8 (see Fig. D.1). The measurements available are recorded at three
locations around the wind farm. The met mast MM2 is used as the free
stream reference wind speed, while the met mast MM6 is used as the wake
region reference, for constructing the inlet profile. The met mast MM7, 4
km downstream MM6, is used to compare to the results of the method.
The reference wind direction chosen was 270◦+/−3◦, which is the direction
angle of the row of turbines for the west wind direction. The two downstream
masts are also aligned on this direction, yet not directly in line with a row
of turbine. The reference hub height wind speed chosen is 8.5± 0.5 m/s.
The measurements from the top anemometer in each 3 masts deviate with
the rest of the anemometers. This effect is believed to come from the met
mast geometry. These anemometers are, therefore, excluded from the curve
fitting. The mean wind speed profiles are fitted using the logarithmic law
(Eq. (D.1)) in order to extract the roughness length z0 and the friction
velocity u∗. The values found for the free stream profile are in agreement
with the logarithmic law defined in the k- model, (see Eq. (D.1)) with an
atmospheric set of constants (Cµ = 0.03).
D.4 Results and Discussion
The 2D results are similar to the 3D results in the center plane of the do-
main. This indicates that most of the recovery of the wind farm wake is
done from a transfer of momentum from the top. There is nonetheless also
a horizontal recovery done on the side of the wake region, which is of smaller
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influence. As a consequence, the spreading of the wake cross sectional profile
are not following a Gaussian shape as it is usually seen in wake situations,
with rectangular inflow profile (see Fig. D.5). The vertical mean wind speed
distribution 4 km inside the domain is in good agreement with measure-
ments (see Fig. D.6).
Figure D.3: Mean velocity horizontal profile in the center plane at hub height (70
m).
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Figure D.4: Turbulent Kinetic Energy horizontal profile in the center plane at
hub height (70 m).
On the other hand the turbulence profile is largely different from the
measurements (see Fig. D.7). In addition the expected trend of the turbu-
lence would be to decrease constantly instead of increasing as in Fig. D.4.
This turbulence plot clearly shows the weakness of this model. As there is
no physical model of the balance between mean wind speed profile and tur-
bulence profile at the inlet, the arbitrary wind shear of the transition region
yields a dramatic increase of the turbulent kinetic energy and dissipation
165 AAU - DCE Thesis No. 22
D.4. RESULTS AND DISCUSSION
until they reach a balance and begin to decrease.
Figure D.5: Mean wind speed horizontal profile at hub height (70 m).
The horizontal evolution of the mean wind speed at hub height is converging
asymptotically to a constant value (see Fig. D.3). This value, significantly
lower than the free stream hub height wind speed, is linked to the ratio
between the height of the domain considered and the wake region height,
because of the conservation of mass and momentum in the domain consid-
ered. Increasing the height of the domain would also increase this value,
making it converge to the free stream value. The height of the domain is
nonetheless limited by the height of the planetary boundary layer (around
1000–1500 m).
Figure D.6: Mean wind vertical profile in the center plane of the domain.
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Figure D.7: Turbulent kinetic energy vertical profile in the center plane of the
domain.
D.5 Shortcomings and Limitations of the Method
The rate of the wake recovery is directly dependent on the prescribed tur-
bulent kinetic energy and dissipation. While the first one can be partly
estimated from the available measurements, the second is totally unknown
and requires a more detailed description.
Similarly, the transition region, defined as linear, is also unphysical. This
high velocity gradient generates a high shear directly responsible for the un-
realistic increase of turbulent kinetic energy that can be seen on Fig. D.4.
In order to avoid this jump, this transition region also needs a better speci-
fication of the turbulence profile.
For these reasons, without a proper physical wake definition of a wind farm,
or more detailed information on the flow leaving a wind farm, the method
still needs further investigation to obtain reliable results.
D.6 Conclusion
A method to extend the measurement downstream an offshore wind farm is
presented. Nonetheless the information needed as inputs are far too demand-
ing compared to the available data sets. In consequence, without a more
detailed setup and without a proper wind farm/ boundary layer model, this
method cannot be used to give satisfying results.
In order to palliate this issue, a CFD model of an offshore wind farm wake,
including the wind farm, is currently in development. This method, mod-
eling the wind turbines as actuator discs, will hopefully reduce the amount
of input necessary to extend the available measurements. The end goal of
this method is to assist the development of an analytical expression of an
offshore wind farm wake.
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