A novel method for the estimation of temporal or spatial frequencies from measurements corrupted by additive white noise has been recently proposed in this journal. In the present paper we rederive that method in a more direct way than in the original work. Our simple derivation makes it possible to relate the subject method to the Estimation-of-SignalParameters-via-Rotational-Invariance-Techniques (ESPRIT). We show that ESPRIT and the new method under discussion are identical in nite samples, for a sensible choice of the user's variable in the latter technique. We also discuss the use of centrohermitian sample covariances with the previous two methods or, in fact, any other eigenanalysis-based frequency estimator.
INTRODUCTION AND PRELIMINARIES
As is well known, the estimation of temporal or spatial frequencies from uniformly sampled data corrpted by additive white noise can be reduced to the problem of determining the parameters f! k g in the following model of the data covariance matrix: R = APA + 2 I (1) In the above equation, P is an unknown (n n) positive de nite matrix, 2 is an unknown positive scalar, n is the number of signals, and A is the following (m m) Vandermonde (2) where m is the \data snapshot" dimension (which is at the disposal of the user in the temporal problem, whereas it is restricted by the number of available sensors in the spatial problem). The estimation of f! k g n k=1 in (2) is usually done by using the sample covariance matrixR as input data. We refer to 1]-5] for more details on the previous setting of the frequency estimation problem.
As rank(A) = n (by the properties of Vandermonde matrices), the n largest eigenvalues of R in (1) must be greater than 2 , whereas the remaining (m ? n) ones must equal 2 . Hence, we can write the eigendecomposition of R as
where S is m n, G is m (m ? n), is the diagonal matrix made from the n largest eigenvalues of R, and the superscript denotes the conjugate transpose. The sample covariance matrixR can be similarly eigendecomposed. We letŜ andĜ denote the matrices made from the n principal and, respectively, the other (m ? n) eigenvectors ofR.
The most well-known methods for estimation of f! k g n k=1 in (1), (2) fromR are based on processing eitherŜ orĜ. For example, this is true for ESPRIT, MUSIC and MINNORM, 2]-5]. In contrast to this, the method recently proposed in 1] is based on bothŜ andĜ. This feature was considered by the authors of 1] to be an advantage of their proposed methodology, on the grounds that the use of botĥ S andĜ should bring in \more information". However, it might not be a real advantage since the matricesŜ andĜ are related to one another by the condition that (ŜĜ) is a unitary matrix. In fact, there was no attempt in 1] to verify the conjectured performance advantage of the method proposed therein, for example by relating it to the existing methods mentioned above.
In this paper we rst rederive the method of 1] in a much more direct manner than in the original work. Then we go on to show that the subject method is quite related to ESPRIT. In fact, we prove that these two methods are identical (even in nite samples) provided a user's variable in the method of 1] is selected in a certain natural way.
MAIN NOTATION AND REVIEW OF ES-PRIT
In this section we introduce the main notation used in the later developments. To make the paper self-contained, we also brie y review a commonly-used variant of ESPRIT. For more details on the ESPRIT methodology the reader is referred to 3] and 4].
Combining the two expressions of R in (1) and (3) 
and let S 1 and S 2 be similarly de ned. As A 2 = A 1 ; = diag(e i! 1 : : : e i!n ) (8) it readily follows (with the use of (6)) that: S 2 = A 2 C ?1 = A 1 C ?1 C C ?1 = S 1 (C C ?1 ) (9) Since S 1 has full column-rank (which follows from the equality A 1 = S 1 C and the fact that rank(A 1 ) = n), we can determine the matrix = C C ?1 (10) appearing in (9) , as a function of the n principal eigenvectors of R:
= (S 1 S 1 ) ?1 S 1 S 2 (11) Observe that and have the same eigenvalues. ESPRIT makes use of this observation, and of (11) S QS = S QAC ?1 = S A C ?1 = C C ?1 (18) which provides an alternative expression for the matrix introduced in the previous section, = S QS (19) Note that the expression for used by ESPRIT, see equation (11), is a function of S only, whereas (19) depends on both S and G. 
It is readily veri ed that the matrixR above is centrohermitian, i.e. it satis es:
The use of the eigenanalysis-based techniques with the centrohermitianR in (28), in lieu of the more classical sample covarianceR, typically leads to better frequency estimates (see, e.g., 7], 9], 10], and the references therein). At the intuitive level of the present discussion the aforementioned performance enhancement can be explained as follows.
If the matrix P in (1) is diagonal then it is easily seen that R is centrohermitian. In such a case it is no wonder thatR leads to better ( nite-sample) performance thanR, as the former sample covariance matrix makes use of more structural information on the studied data than the latter does.
If, on the other hand, P in (1) is not diagonal, then R is no longer centrohermitian in general. In such a case,R does not estimate R anymore, but it estimates the following di erent matrix: 
A CONDITION NUMBER STUDY
In this appendix we prove the following result.
Lemma A.1. Let P be a Hermitian matrix and let U be a unitary matrix. Then cond(P ) cond(P + U P + U) (35) where cond(P ) = max j j (P )=min j j (P ) is the ratio between the largest and smallest eigenvalues.
Proof. For a Hermitian matrix it holds that max j j (P ) = sup x Px x x + inf y y P + y y y = 2 min j j (P ) from which (35) follows immediately.
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The above result is not only relevant to the centrohermitian sample covariance estimates, but also to the use of spatially-smoothed sample covariances with eigenanalysisbased frequency estimation methods 9]. A more specialized and less direct proof of this result rst appeared in 9].
