8 4 1 a r t I C l e S The processing of sensory information in cortical neurons is achieved through the spatiotemporal integration of converging synaptic inputs evoked by sensory stimuli 1-3 . Such synaptic integration is largely determined by the structure of the underlying functional cortical synaptic circuits 2,4,5 , but can also be influenced by the behavioral and cognitive states of the animal 6-11 , which modulate the internally generated brain activities [12] [13] [14] [15] . In visual and somatosensory cortices, it has been shown that behaviorally active states, such as locomotion and whisking, result in a depolarization of the membrane potential and a more desynchronized state of cortical neurons [16] [17] [18] , which alters the level or reliability of their spike responses to sensory stimulation 8, 11, [17] [18] [19] . Despite the observed changes in membrane potential dynamics, the manner in which behavioral states directly modulate cortical synaptic circuits, as reflected by potential changes of excitatory and inhibitory synaptic inputs to a cortical neuron, remains largely unknown.
a r t I C l e S The processing of sensory information in cortical neurons is achieved through the spatiotemporal integration of converging synaptic inputs evoked by sensory stimuli [1] [2] [3] . Such synaptic integration is largely determined by the structure of the underlying functional cortical synaptic circuits 2, 4, 5 , but can also be influenced by the behavioral and cognitive states of the animal [6] [7] [8] [9] [10] [11] , which modulate the internally generated brain activities [12] [13] [14] [15] . In visual and somatosensory cortices, it has been shown that behaviorally active states, such as locomotion and whisking, result in a depolarization of the membrane potential and a more desynchronized state of cortical neurons [16] [17] [18] , which alters the level or reliability of their spike responses to sensory stimulation 8, 11, [17] [18] [19] . Despite the observed changes in membrane potential dynamics, the manner in which behavioral states directly modulate cortical synaptic circuits, as reflected by potential changes of excitatory and inhibitory synaptic inputs to a cortical neuron, remains largely unknown.
Using high-quality in vivo whole-cell voltage-clamp recordings in awake head-fixed mice, we recorded excitatory and inhibitory synaptic inputs to the same cortical neurons under different behavioral states of the animal. In middle layers of the primary auditory cortex (A1), we found a robust functional balance between sound-evoked excitatory and inhibitory inputs to a cortical neuron under various behavioral states, which is a salient synaptic circuit property that has been demonstrated in anesthetized animal models 2, [20] [21] [22] [23] . The balanced synaptic excitation and inhibition were found to be scaled down at a similar level during active states as compared with the quiet resting state in L2/3, but not L4, excitatory cells, resulting in well-preserved sensory tuning of the former cells. We also found that layer 1 (L1) interneurons were activated in active states, which contributed to the reduced response gain of L2/3 excitatory cells. Together, our results suggest that balanced excitation and inhibition is a fundamental synaptic circuit basis for auditory cortical processing in the awake A1, and that behavioral state-dependent scaling of excitatory and inhibitory inputs may be a general strategy for cortical circuits to adjust the representation of sensory information according to momentary behavioral and task demands.
RESULTS

Lamina-specific downregulation of auditory responses
We first examined whether and how auditory cortical responses are modulated by changes of behavioral state in awake head-fixed mice habituated to rest or run on a flat rotatable plate (Online Methods). The behavior of the animal was monitored with a video camera and the speed of the rotation of the plate was recorded in real time (Fig. 1a) . The mice displayed three identifiable behavioral states ( Fig. 1b) : quiescence (Q, quiet resting), active without locomotion (A − L, whisking and/or facial, jaw or paw movements) and locomotion (L, running). During locomotion, the mouse also whisked. These behavioral states correlated well with different speeds of plate rotation (Fig. 1b,c) . The A − L state caused small back and forth movements of the plate, the speed of which was clearly distinguished from that caused by locomotion (Fig. 1c) . The power spectrum of the local field potential (LFP) recorded in the A1 (Fig. 1d) showed an increase in the power of highfrequency oscillations and a decrease in the power of lowfrequency oscillations (1-10 Hz) during both the A − L and L states as compared with the Q state ( Fig. 1e,f, and Supplementary Fig. 1 ), a r t I C l e S consistent with previous reports that locomotion or whisking can result in a desynchronized brain state [11] [12] [13] . After determining the location of the A1 with extracellular recordings, we performed in vivo cell-attached loose-patch recordings from individual A1 neurons (Online Methods). We recorded both the spontaneous and sound-evoked spikes of the cells. Cells in this recorded population were presumed excitatory cells, as they all exhibited broad spike shapes 24 (Fig. 1g) . Compared with the Q state, the A − L and L states similarly reduced the spontaneous firing rate in L2/3 neurons ( Fig.  1g-i) , but did not affect it in L4 neurons ( Fig. 1j-l , see Supplementary  Fig. 2 for layer assignment). This L2/3-specific decrease in spontaneous activity is reminiscent of a previous report in rat auditory cortex that spontaneous activity of superficial neurons is suppressed during cortical desynchronization 25 . Furthermore, the A − L and L states similarly reduced the spiking response to the characteristic frequency (CF) tone in L2/3 neurons as compared with the Q state ( Fig. 1m-o) , whereas, in L4 neurons, the CF tone-evoked spiking activity was not affected by the changes of behavioral state ( Fig. 1p-r) . Thus, different from the observations in the visual cortex 11, 18, 19 , where locomotion results in enhanced sensory-evoked activity in both L2/3 and L4, the auditory cortex exhibited a lamina-specific downregulation of sensory-evoked responses. In addition, it is worth mentioning that both the spontaneous and evoked firing rates were higher during the awake quiescence state than during the urethane-anesthetized state and high-frequency (20-80 Hz) components of LFP relative to quiescence, for the recording shown in d. Power spectrums were generated for each 3.3-s segment of LFP records. N = 5 segments. From left to right, t test (P = 0.0035, t = −5.118), Wilcoxon signed-rank test (P = 0.0313, Z = −1.888), t test (P = 0.0006, t = 8.268), t test (P = 0.0012, t = 6.865). Bottom, the ratio of power of the low versus high-frequency component. One-way ANOVA (P = 6.68 × 10 −6 , F = 37.73) and post hoc test. (f) Summary of recordings in six mice. Power ratio was normalized by the average value in the Q state. Top, t test (P = 0.0011, 0.0016, 0.0003 and 0.0006; t = −5.802, −5.302, 7.453 and 6.637, respectively). Bottom, oneway ANOVA (P = 1.75 × 10 −5 , F = 24.80) and post hoc test. (g-i) Spontaneous firing in L2/3 neurons in different states. (g) Top, records of spontaneous spikes of a L2/3 excitatory cell. Bottom, simultaneously recorded plate rotation speed. Arrow indicates speed at 0. Right inset, superimposed 500 individual spikes (blue) and the average spike shape (red). (h) Average spontaneous spike rates in the same cell. One-way ANOVA (P = 1.26 × 10 −5 , F = 12.88, n = 30 5-s segments.) and post hoc test. (i) Summary of 17 recorded L2/3 excitatory cells. Spike rate was normalized by the average value in the Q state. One-way ANOVA (P = 2.66 × 10 −7 , F = 21.10) and post hoc test. (j-l) Spontaneous spikes recorded in L4 excitatory cells. Data are presented as in g-i. (k) One-way ANOVA (P = 0.9841, F = 0.0160, n = 28 segments) and post hoc test. (l) One-way ANOVA (P = 0.1542, F = 1.955, n = 15) and post hoc test. (m) Peri-stimulus spike time histogram (PSTH, bin size = 1 ms) for the responses of a L2/3 excitatory cell to CF tones (black lines) in different states. Inset, sample record of evoked spikes by the tone. (n) Average evoked spike number per stimulus trial plotted for the same cell. Error bars represent s.d. One-way ANOVA (P = 1.21 × 10 −5 , F = 12.93, n = 25 trials) and post hoc test. 
Behavioral state-dependent gain modulation
To determine the nature of the behavioral state-dependent modulation of auditory processing, we continuously mapped the frequencyintensity tonal receptive field (TRF) of spiking response in an individual cell by applying tone pips of different frequencies and intensities (Online Methods). Trials during active (A) states were separated from those in quiescence. Given that the A − L state produced similar effects as locomotion ( Fig. 1n,q) , we did not further separate the trials in these two states. The spike TRF was reconstructed from at least ten complete sets of spike responses to 41 testing frequencies and eight testing intensities. In an example L2/3 cell, the A state apparently reduced the firing rates without affecting the overall shape of the spike TRF ( Fig. 2a) . In the TRF, the average evoked spike number in an A-state trial strongly correlated with that in the corresponding Q-state trial (Pearson's correlation coefficient, r = 0.94; Fig. 2b) , indicating that firing rates to different tone stimuli were reduced in proportion. In other words, firing rates were scaled down. The slope of the linear regression line (0.71) indicated an ~30% reduction in response gain ( Fig. 2b) . Concurrently, the onset of the evoked spike response was slightly delayed in the A state compared with in the Q state ( Fig. 2c) , and there was a reduced level of spontaneous activity. In comparison, in the example L4 cell, the A state did not apparently affect evoked or spontaneous firing rates or the shape of the TRF ( Fig. 2d-f) , with the slope of the linear regression line being close to 1 (0.98; Fig. 2e ).
In addition, the onset delay of the evoked spike response was not apparently changed ( Fig. 2f) .
In all of the 17 recorded L2/3 excitatory cells, the evoked spike rate in the Q state correlated well with that in the A state ( Fig. 2g) . The slopes of the linear regression line for A-state versus Q-state responses were nearly all below 1 (mean ± s.d., 0.77 ± 0.14; Fig. 2h ). This indicates that the response gain of L2/3 excitatory cells was reduced in active states. Most of these cells showed a 1-2-ms (1.5 ± 0.7 ms, mean ± s.d.) delay of spiking response onset in the A state relative to the Q state ( Fig. 2i) . In ten of these cells, we obtained complete TRFs for both the A and Q states. For these TRFs, no apparent npg a r t I C l e S difference was observed for the characteristic frequency ( Fig. 2j) , the bandwidth at 20 dB above the intensity threshold (BW20; Fig. 2k ) or the intensity threshold of TRF ( Fig. 2l ) between the two different states, indicating that the shape and sharpness of TRF remained the same despite the change in response gain. We found no correlation between the scaling factor and the cortical depth of recorded L2/3 cells ( Supplementary Fig. 3 ). In comparison, in all of the 15 recorded L4 cells, the slopes were close to 1 (1.02 ± 0.09, mean ± s.d.), indicating no change in response gain ( Fig. 2m,n) . The onset latency of evoked spiking response was overall unaffected by changes of behavioral state (∆latency = 0.1 ± 0.8 ms; Fig. 2o ) and the shape of spike TRF was unchanged ( Fig. 2p-r) .
The absence of response changes in L4 suggests that activity of auditory thalamic neurons may not change during active behaviors.
To confirm this, we performed loose-patch recordings in the ventral part of the medial geniculate body (MGBv), the thalamic nucleus that provides direct feedforward input into A1. Indeed, neither the spontaneous (Fig. 3a) npg a r t I C l e S neurons ( Fig. 3b) changed substantially from the Q to A state, indicating that auditory thalamic neurons were not directly affected by the behavioral changes.
Although the evoked firing rate of L2/3 cells was reduced in active states, their spontaneous activity was even more suppressed, and the signal-to-noise ratio (SNR), as defined by the ratio of the evoked firing rate to the spontaneous firing rate, was increased ( Fig. 3c) . This increased SNR, together with the unchanged intensity threshold (Fig. 2l) , indicates that the sensitivity of auditory processing was not reduced in active states despite the decreased response level.
Balanced excitation and inhibition in quiescent state
The properties of sound-driven synaptic excitation and inhibition to auditory cortical neurons in the awake brain remain unknown, as previous studies have been mostly carried out in anesthetized preparations 2,20-23 . To understand the synaptic mechanisms underlying the observed behavioral state-dependent modulation of response gain, we performed whole-cell voltage-clamp recordings to reveal excitatory and inhibitory synaptic inputs to A1 neurons (Online Methods). We first examined the properties of synaptic responses in quiescence. As shown by an example cell, a best-frequency (BF) tone elicited robust excitatory and inhibitory currents in the same cell (Fig. 4a) .
The major component of these currents could be best described as transient, as its temporal duration, as measured at the half-peak level (that is, 50% duration), did not increase with increasing tone durations (Fig. 4b ). In addition, the peak amplitude of synaptic currents did not increase with increasing stimulus durations (Fig. 4c) . The onset latency of inhibitory current was mostly delayed by 1-3 ms (1.95 ± 1.03 ms, mean ± s.d.) relative to that of the excitatory current evoked by the same stimulus ( Fig. 4d) , similar to what has been observed in anesthetized animals [20] [21] [22] [23] 26 , and suggesting that the inhibition has a fast feedforward nature 2, 27 . The amplitude of inhibitory conductance was larger than that of the corresponding excitatory conductance (Fig. 4e) , with a mean excitatory to inhibitory (E/I) ratio of 0.42 ± 0.12 (Fig. 4f) , which is consistent with our previous studies in anesthetized animals 23, 26, 28, 29 . We further compared the frequency tuning of excitation and inhibition at a moderate intensity level (40-50-dB sound pressure level, SPL). As shown by two example cells (Fig. 4g,h) , the total frequency ranges for evoked excitatory and inhibitory currents were about the same, and the amplitude of excitatory current was linearly correlated with that of the inhibitory current evoked by the same stimulus, resulting in very similar excitatory and inhibitory frequency tuning curves (Fig. 4g,h) . This finding suggests a functional balance of excitation and inhibition, that is, the strength of inhibition covaries with that of excitation. In a total of 15 recorded cells, we observed that the frequency range of excitation was not different from that of inhibition (Fig. 4i) . The bandwidth of excitatory frequency tuning curve, as measured at the half-peak level (BW50%), was not different from that of the inhibitory tuning curve of the same cell (Fig. 4j) . Excitatory and inhibitory tuning curves also exhibited the same best frequency (Fig. 4k) . Together, these results indicate that, in awake A1, excitation and inhibition are balanced in the frequency domain, with inhibition being briefly temporally delayed relative to excitation.
Scaling down of excitation and inhibition in active states
To examine how behavioral state regulates synaptic inputs, we applied best-frequency tones and varied their intensity in a random order. Responses were parsed into active state (including locomotion) and quiescence trials. As shown by an example L2/3 excitatory cell, the average excitatory current in response to BF tones increased in amplitude with increasing tone intensities (Fig. 5a) . In the A state, the excitatory currents to all tone intensities became smaller (Fig. 5a) in an approximately proportional manner (Fig. 5b) . The onset latencies of evoked excitatory currents were not changed apparently (Fig. 5b) . The evoked inhibitory currents to different tone intensities were also reduced by a similar factor from the Q to A state, whereas the timing of inhibitory currents was not affected (Fig. 5c,d) . In comparison, in a L4 excitatory cell, neither the excitatory nor inhibitory currents changed apparently in their amplitudes, and the onset latencies of these currents were unaffected ( Fig. 5e-h) .
To examine state-dependent changes of synaptic responses in the frequency domain, we applied tone stimuli of different frequencies at a moderate intensity (40 or 50 dB SPL). As shown by an example L2/3 excitatory cell (Fig. 5i) , tone-evoked excitatory and inhibitory currents were both reduced in amplitude from the Q to A state. The strong linear relationship between synaptic responses in the two states suggests a scaling of both excitatory and inhibitory inputs (Fig. 5j) . Such coordinated modulation resulted in apparently unchanged frequency tuning of synaptic inputs, as demonstrated by the superimposed normalized synaptic tuning curves for A and Q states (Fig. 5i) . Consistent with the results of spiking response, in L4, we did not observe apparent effects of the A state on the amplitude of either evoked excitatory or inhibitory synaptic responses (Fig. 5k,l) . Together, these results suggest that tone-evoked excitatory and inhibitory inputs to L2/3 cells are scaled down in behaviorally active states, thereby preserving the functional balance between excitation and inhibition.
In all of the 13 recorded L2/3 cells, we observed a strong linear correlation between evoked synaptic amplitudes in the A and Q states for both excitation and inhibition (Fig. 5m) , further demonstrating a scaling of excitatory and inhibitory responses by changes of behavior state. To determine the scaling factor, we calculated the ratio of peak response amplitude in the A versus the Q state for each tone-evoked response. As shown by the distribution of ratios for all the recorded neurons ( Fig. 5n) , the scaling factors were nearly all lower than 1 for both excitation and inhibition in L2/3 (mean ± s.d.; excitation, 0.64 ± 0.18; inhibition, 0.70 ± 0.18). In contrast, in L4, the scaling factors were 1.03 ± 0.11 and 1.01 ± 0.10 for excitation and inhibition, respectively (Fig. 5n) . We also quantified the scaling factor by the slope of the linear regression for peak response amplitudes in the A versus the Q state (Fig. 5o) . The average slope was 0.65 ± 0.11 for excitation and 0.69 ± 0.13 for inhibition in L2/3 cells, and 1.02 ± 0.06 and 1.00 ± 0.02, respectively, in L4 cells (Fig. 5o) . Similar results were obtained when the charge transfer of synaptic currents was measured (Supplementary Fig. 4) . When examined in the same cell, the slope for excitatory responses was similar to that for inhibitory responses (Fig. 5p) . Thus, evoked excitation and inhibition in a L2/3 cell were reduced by a similar factor from the Q to A state, whereas excitation and inhibition in a L4 cell were not affected by changes of behavioral state (Fig. 5o) . Finally, we argued that the reduction in recorded synaptic responses was not a result of compromised recording quality during animal movements, as the linear current-voltage relationship of the cell remained as good in active states ( Supplementary  Fig. 5 ) and there was no obvious change in series resistance with a r t I C l e S animal movements (Supplementary Fig. 6 ). In addition, we found that the response amplitude to the same stimulus remained essentially unchanged before and after an epoch of animal movements and remained relatively stable from the start until the end of the recording sessions (Supplementary Fig. 7) .
Change of membrane properties in active states
In visual cortex, locomotion is shown to cause a depolarization of neuronal membrane potential, which contributes to the increased visual responses 18, 19 . The reduced auditory responses that we observed suggest that the neuron's membrane potential might be hyperpolarized instead. We therefore recorded resting membrane potentials in current-clamp mode using a K + -based internal solution (Online Methods) from L2/3 excitatory neurons. In the absence of sound stimulation, the membrane potential (V m ) fluctuated largely with occasional appearance of spontaneous spikes (Fig. 6a) , but the distribution of potentials was statistically unimodal (P > 0.05, Hartigan's dip test; Fig. 6b ). In active states, the distribution shifted toward more hyperpolarized values (Fig. 6b) , resulting in a more hyperpolarized mean V m . In all similarly recorded cells (n = 7), the distribution of potentials was unimodal in both states, and the transition from the Q to A state resulted in a more hyperpolarized mean V m (from −61.67 ± 1.83 mV to −64.75 ± 1.84 mV; Fig. 6c ), as well as a reduction of V m variability (Fig. 6d) . The level of spike threshold remained constant (Fig. 6e) . As a consequence, the probability of instantaneous V m being within 10 mV of the spike threshold was reduced in the A compared with the Q state (Fig. 6f) . This can contribute to the reduction of both spontaneous and evoked spiking activity of L2/3 neurons. In addition, we found a reduction of baseline conductance from the Q to A state ( Fig. 6g-i) , which would result in an increase of input resistance of the cell. The decrease of baseline conductance may be partly attributed to reduced spontaneous synaptic events, as evidenced by the reduction of spontaneous spiking activity of L2/3 neurons (Fig. 1i) .
Modulation of PV neuron activity
The reduced auditory evoked inhibition to L2/3 neurons in active states likely reflects reduced inhibitory neuron activity. It is known that the major source of inhibition to L2/3 excitatory cells comes from the same layer 30 . Given that parvalbumin (PV)-expressing neurons most likely contribute to the feedforward inhibition in L2/3 excitatory cells 24 and have a major role in controlling the network gain as a result of their high firing rates and strong synaptic connections 24, 31 , we specifically examined PV neuron activity in different behavioral states. By injecting an adeno-associated virus (AAV) viral vector encoding Cre-dependent channelrhodopsin2 (ChR2) in PV-Cre mice in which Cre recombinase is specifically expressed in PV cells ( Fig. 7a and Online Methods), we were able to identify PV neurons with a previously described optogenetic method 32 . With loose-patch recordings, we actively searched for PV neurons, the identification of which was based on their trains of spikes in response to a pulse of blue LED light applied to the A1 surface (Fig. 7b) . These neurons responded robustly to tone stimuli (Fig. 7b) . Consistent with previous reports using two-photon imaging guided loose-patch recordings 24, 33 , PV neurons exhibited shorter trough-to-peak intervals in their spike shapes than excitatory neurons (Fig. 7c,d) . They also tended to have higher peak-to-trough amplitude ratios than excitatory cells (Fig. 7d) . In L2/3, we found that both the spontaneous and evoked spiking activity of PV neurons was reduced from the Q to A state (Fig. 7e,f) , whereas PV cell activity was not affected in L4 (Fig. 7g,h) . These results suggest that the L2/3 networks comprising both excitatory and PV inhibitory neurons are generally suppressed by active behaviors.
Contribution of L1-mediated suppression
It has been shown previously that L1 is involved in modulating activity in L2/ 3 (refs. 17,34) . We then examined whether L1, which contains only inhibitory neurons 35, 36 , is involved in the behavioral statedependent modulation of L2/3 activity. With loose-patch recordings, we found that L1 neurons were modulated by behavioral state differently from L2/3 and L4 cells: their spontaneous (Fig. 8a) and evoked (Fig. 8b) firing rates were both increased rather than decreased from the Q to A state. Given that L1 neurons inhibit both excitatory and inhibitory cells in L2/3 (refs. 34,37,38), the increased activity of L1 npg a r t I C l e S neurons may generally increase the inhibitory tone in the L2/3 network, leading to the observed reduced activity of L2/3 cells. To further confirm the involvement of L1, we silenced L1 spiking by applying 5 µM tetrodotoxin (TTX) to the A1 surface, following a previously published method 37 . We monitored auditory-evoked multiunit spike responses in different layers before and after TTX application. In a limited time window (~150 s) after the topical application of TTX, the firing rate of L1 neurons was gradually reduced to zero (Fig. 8c) . Concurrently, the evoked firing rate of L2/3 neurons increased to a stable level, whereas that of L4 neurons remained unchanged. These results indicate that L1 spiking activity tonically suppressed L2/3, but not L4, neurons so that removing L1 inhibition increased the firing rates of L2/3 cells. Beyond the time window, firing rates in L2/3 were gradually reduced, indicating that L2/3 cells were also progressively affected by TTX. L4 neurons also progressively reduced their firing rates, but with a delay. Thus, the 150-s window provided a good opportunity to examine the effect of silencing L1 spikes while leaving spikes in L2/3 and L4 unaffected by the drug. We next examined CF tone-evoked spikes in individual neurons with loose-patch recordings. Before TTX application, the L2/3 cells exhibited a normal reduction of response level from the Q to A state (20.1 ± 6.9%; Fig. 8d,e) . In the 150-s window after the drug application, the response level in the Q state was increased by 19.2 ± 8.6% compared with that before the drug application (Fig. 8d) . From the Q to A state, response level was reduced by only 4.1 ± 3.4%. Thus, the behavioral statedependent gain reduction was largely blocked when L1 spiking was silenced, supporting the notion that the increase of L1 firing rates in active states was responsible, at least partially, for the reduced response level in L2/3. As a control, the response level of L4 neurons was not affected by the drug application in the analysis time window or by the change of behavioral state (Fig. 8f) , which is consistent with our earlier observations.
DISCUSSION
How sensory processing in cerebral cortex is modulated by behavioral and cognitive states has been an important question for understanding the integrative function of the brain. To address this question, it is critical to examine how sensory-evoked responses in individual cortical neurons are modulated at cellular and synaptic levels. Using high-quality in vivo whole-cell voltage-clamp recordings, we detected excitatory and inhibitory synaptic inputs to a cortical neuron under different behavioral states. Our results suggest a robust functional balance between synaptic excitation and inhibition in the awake A1, as manifested by the covariation of inhibitory and excitatory response amplitudes across different tone frequencies. Relative to quiescence, behaviorally active states scaled down excitatory and inhibitory inputs at a similar level in L2/3, but not L4, neurons, resulting in a proportional reduction of their spike responses to different tone stimuli. As a consequence, the sensory tuning of spike response, as well as the functional balance between excitation and inhibition, was preserved.
Behavioral state-dependent gain modulation
The observed suppression of auditory responses during active behaviors is reminiscent of a previous report that the animal's engagements in an auditory task result in reduced auditory cortical responses 10 . In the current study, the magnitude of the modulation is relatively small. The average effect on evoked spike responses is about 20% (Fig. 1o) , whereas it can be as high as 50% for some individual neurons. Nevertheless, the moderate modulation effect may possibly change the information transfer in the A1 and consequently affect sound-dependent behaviors. This notion is supported by a study in the visual cortex showing that a moderate reduction in evoked firing rates caused by optogenetically activating PV inhibitory neurons can lead to a substantial change in performance in visual detection tasks 39 . Our results contrast with observations in visual and somatosensory cortices that behaviorally active states depolarize the membrane potential of cortical neurons [16] [17] [18] [19] , and with the idea that active states are characterized by an increase in excitatory and inhibitory conductances, even in baseline conditions without sensory stimuli 40 . It is possible that the modulatory effect of behavioral state is specific to sensory modality. Or it may depend on whether the specific sensory processing is engaged in the behavior that provides the modulation. Possibly during locomotion and whisking, the animal's exploration of the external environment depends more on visual and tactile than on auditory perception. In accordance with this change in task demands, the relative salience of auditory information may be reduced. a r t I C l e S Despite the reduction of response level, there was no change in the shape or size of TRFs of L2/3 neurons from quiescence to active states. And the intensity threshold and frequency tuning were well preserved. This is a result of gain modulation of spike responses, that is, responses to different tone stimuli are scaled by a similar factor. Counter-intuitively, the SNR of auditory information in this output layer (L2/3) of A1 was in fact increased by about 35% in active states (Fig. 3c) . The enhanced SNR is a result of relatively more suppressed spontaneous activity than of evoked activity, which is different from the observations in visual cortex that locomotion elevates SNR by enhancing sensory-evoked responses 18, 19 , resulting in enhanced visual discrimination 19 . Although the functional relevance of this enhanced SNR in A1 remains to be examined with behavioral studies, our results suggest that the sensitivity, as well as the quality, of auditory processing is at least maintained from quiescence to active states.
Balanced excitation and inhibition in awake cortex
Spectrotemporally balanced excitation and inhibition has been demonstrated in auditory cortical neurons of anesthetized animals, characterized by a similar frequency tuning of excitation and inhibition, a roughly constant ratio between excitatory and inhibitory response amplitudes across different stimuli, and a stereotypic temporal sequence of excitation briefly followed by inhibition [20] [21] [22] [23] . The short interval (~2-3 ms) between the onsets of excitation and inhibition is consistent with a synaptic circuit dominant with feedforward inhibition 2, 20, 22 . Recently, an awake recording study in the visual cortex found that, although balanced excitation and inhibition is prevalent in the anesthetized cortex, inhibition is much more broadly tuned than excitation in terms of spatial tuning in the awake cortex 41 . Our study in the auditory cortex, however, indicates that the functional balance between excitation and inhibition is ubiquitous across different brain states and that this balance is actively preserved through a specific modulation of excitation and inhibition. The evoked synaptic excitation and inhibition are reduced by a similar factor from quiescence to active states. Such balanced scaling down of excitatory and inhibitory inputs would result in reduced output responses 42, 43 , as well as a longer integration time for spike generation 27 (Fig. 2i) . In addition, the scaled excitatory and inhibitory inputs indicate that the observed gain modulation of spike responses could be largely attributed to a network effect of suppression of L2/3 circuits, which results in a reduction of total evoked synaptic conductance. Together, our results strongly suggest that balanced excitation and inhibition is a fundamental synaptic circuit basis for auditory cortical processing in awake conditions.
L1-mediated suppression of L2/3 activity
Modulation of cortical activity may be carried out by bottom-up or top-down pathways 44 . It has been shown in mice that action potential firing in the somatosensory thalamus increases during whisking, which drives the desynchronized state in the somatosensory cortex 45 . The absence of changes in spiking responses in L4 and MGBv neurons, as well as in synaptic inputs to L4 cells, that we observed argues that the behavioral state-dependent suppression of sensory responses in L2/3 of A1 is unlikely to be a result of a modulation of neuronal activity in subcortical nuclei along the ascending auditory pathway. On the other hand, previous studies have suggested that behavior can affect network state via corticocortical inputs 17, 46 . Corticocortical projections are known to ramify their axons in L1 (refs. [47] [48] [49] [50] , which is in a good position to mediate state-dependent modulation of cortical activity in a top-down control. We found that L1 activity was increased from quiescence to active states. Given that L1 activity can inhibit both excitatory and inhibitory cells in L2/3 (refs. 34,37,38), the increased spiking of L1 neurons may generally enhance the inhibitory tone in the L2/3 network. This was evidenced by the increase of spike responses of L2/3 excitatory cells when spiking of L1 neurons was suppressed. Silencing of L1 spiking activity largely blocked the reduction of sensory-evoked responses of L2/3 neurons when animals transitioned from quiescence to active states. This result indicates that the behavioral state-dependent gain modulation in the L2/3 network can be attributed, at least partially, to a direct regulation of L1-mediated inhibition.
Another possible way of modulating cortical activity is through neuromodulatory systems. In the mouse cortex, neuromodulatory projections such as cholinergic and noradrenergic fibers are distributed diffusely in all cortical layers without clear patterns (see the Allen Brain Atlas data portal at http://www.brain-map.org). In the visual cortex, the locomotion-induced depolarization of membrane potential and increase of firing rate is attributed to an effect of noradrenergic input and is more or less uniform across L2/3 and L4 (ref. 18) , which is consistent with the diffuse pattern of noradrenergic fibers. We observed the suppression of spontaneous and evoked responses induced by active behaviors in L2/3, but not in L4. To the best of our knowledge, there have been no reports about lamina-specific expression patterns of receptors for neuromodulators that are consistent with our observations. Nevertheless, our results do not exclude the possibility that the observed activity changes, including the enhancement of L1 activity, are mediated by the effects of specific neuromodulators.
In summary, we found that a balanced scaling down of excitatory and inhibitory inputs underlies the suppressive gain modulation of sensory responses of L2/3 excitatory neurons induced by active behaviors. We postulate that scaling of synaptic inputs may be a simple strategy employed by brain circuits to maintain the quality of sensory processing while optimizing the level of salience of sensory information according to momentary behavioral demands.
METHODS
Methods and any associated references are available in the online version of the paper.
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