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Abstract
New nonlocal symmetries and conservation laws are derived for Maxwell’s equations in 3+1
dimensional Minkowski space using a covariant system of joint vector potentials for the electro-
magnetic tensor field and its dual. A key property of this system, as well as of this class of new
symmetries and conservation laws, is their invariance under the duality transformation that ex-
changes the electromagnetic field with its dual. (In contrast the standard potential system using a
single vector potential is not duality-invariant.) The nonlocal symmetries of Maxwell’s equations
come from an explicit classification of all symmetries of a certain natural geometric form admitted
by the joint potential system in Lorentz gauge. In addition to scaling and duality-rotation sym-
metries, and the well-known Poincare´ and dilation symmetries which involve homothetic Killing
vectors, the classification yields new geometric symmetries involving Killing-Yano tensors related
to rotations/boosts and inversions. The nonlocal conservation laws of Maxwell’s equations are
constructed from these geometric symmetries by applying a conserved current formula that uses
the joint potentials and directly generates conservation laws from any (local or nonlocal) sym-
metries of Maxwell’s equations. This formula is shown to arise through a series of mappings
that relate, respectively, symmetries/adjoint-symmetries of the joint potential system and adjoint-
symmetries/symmetries of Maxwell’s equations. The mappings are derived as by-products of the
study of cohomology of closed 1-forms and 2-forms locally constructed from the electromagnetic
field and its derivatives to any finite order for all solutions of Maxwell’s equations. In particular
it is shown that the only nontrivial cohomology consists of the electromagnetic field (2-form) it-
self as well as its dual (2-form), and that this 2-form cohomology is killed by the introduction of
corresponding potentials.
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†Electronic address: dthe@math.mcgill.ca
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I. INTRODUCTION
Two basic aspects in the study of field equations in mathematical physics are their sym-
metry structure and their conservation law structure. Geometrically speaking, symmetries
are infinitesimal transformations of the fields under which all solutions are mapped into
solutions. Symmetries of local form in the fields and partial derivatives of the fields to a
finite order (generalizing classical point symmetries) are the basis for construction of exact
(invariant) solutions and provide an important connection with separation of variables in
certain cases. In the situation where a system of field equations has a Lagrangian, every local
symmetry that leaves the Lagrangian invariant to within a divergence yields a conservation
law, namely a current (density and flux) whose space-time divergence (i.e. time derivative
of density plus spatial divergence of flux) vanishes on all solutions of the field equations,
through Noether’s theorem. Conservation laws given by currents of local form determine
physically important conserved quantities such as energy, momentum, angular momentum,
mass, charge, etc. which are constants of motion central to an analysis of the time evolution
of the fields. An infinite hierarchy of local symmetries and conservation laws of increasing
higher order is a hallmark of complete integrability of field equations. Nonlocal symmetries
and nonlocal conservation laws, involving other than a local form, such as essential depen-
dence on potentials or integrals of the fields, have been less studied but are also important
and useful in the study of field equations — for instance, they yield exact solutions and
conserved quantities that are not obtainable from local symmetries or local conservation
laws [1].
For the source-free Maxwell’s equations in classical electromagnetic field theory in 3+1
dimensional Minkowski space, a complete explicit classification of all local symmetries and
local conservation laws in a unified coordinate-invariant form has been recently carried out
by Anco & Pohjanpelto [2, 3]. The symmetry classification was obtained by solving the sym-
metry determining equations through the use of spinor techniques (and properties of Killing
spinors). Since Maxwell’s equations are a non-Lagrangian system, Noether’s theorem cannot
be used to find conservation laws from symmetries. A scaling formula that generates all non-
trivial conserved currents from adjoint-symmetries was instead used to classify conservation
laws through solving the similar adjoint-symmetry determining equations. This formula is
a variant of a general conservation law formula that applies to any PDE system admitting a
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scaling symmetry and produces all local conserved currents with nonzero scaling weight [4].
The local conservation laws of Maxwell’s equations comprise the well-known stress-energy
currents and Lipkin’s zilch currents [5, 6, 7, 8, 9], and new chiral currents which contain
first derivatives of the electromagnetic field and hence are of one order higher in deriva-
tives compared to the stress-energy currents. Associated with these conservation laws are
corresponding conserved tensors. The local symmetries of Maxwell’s equations consist of in-
finitesimal scaling and duality-rotation transformations, infinitesimal Poincare´, dilation and
conformal transformations [10, 11, 12], and in addition infinitesimal chiral transformations
which are, again, of one order higher in derivatives. Second order symmetries and conserved
currents of chiral type were first discovered by Fushchich & Nikitin [13, 14, 15] several years
ago and possess the striking feature of odd parity under exchange of electric and magnetic
fields, in contrast to the even parity of the stress-energy and zilch currents as well as that of
the Poincare´ symmetries and the dilation/conformal symmetries. Due to the covariant lin-
ear nature of Maxwell’s equations, a hierarchy of higher order symmetries and currents arise
[16] by repeated replacement of the electromagnetic field by Poincare´ and dilation/conformal
symmetry operators applied to the field or its dual. The general classification results ob-
tained in Ref.[2, 3] state that no other local symmetries or local conservation laws exist to
all orders, apart from elementary ones of zeroth order (which are produced through shifting
the electromagnetic field by any particular solution of Maxwell’s equations).
Some nonlocal symmetries and conservation laws for Maxwell’s equations were also de-
rived by Fushchich & Nikitin [13, 14], in a non-covariant manner using Fourier transform
methods. For the reduction of Maxwell’s equations to 2+1 dimensions, nonlocal symmetries
and conservation laws in covariant form were obtained by Anco & Bluman [17] through
the use of electric and magnetic potentials. The well-known covariant vector potential for
Maxwell’s equations in any number of dimensions gives a Lagrangian system with gauge
freedom. Note that this potential arises from the absence of magnetic charges and currents
in free space and hence we refer to it as the magnetic vector potential. In Lorentz gauge
the magnetic potential system reduces to the vector wave equation. If electric charges and
currents are absent, as in the source-free Maxwell’s equations, there is an electric potential
system analogous to the magnetic one. In 3+1 dimensions, the electric and magnetic poten-
tials are each covariant vector fields that are dual in the sense that they are exchanged under
a duality transformation on the electromagnetic field. By comparison, in 2+1 dimensions
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the electric potential is a scalar field satisfying the ordinary wave equation and duality is
lost. (In more than three space dimensions, duality is also lost since the electric potential
becomes an antisymmetric tensor field.)
The introduction of these potentials for Maxwell’s equations is an instance of Bluman’s
method of potential systems [18, 19, 20] and Vinogradov’s theory of coverings for PDE sys-
tems [21, 22, 23]. In these two approaches, nonlocal symmetries of a given PDE system
are realized as local symmetries of a potential system (or covering system). Potential sys-
tems are characterized by the embedding property [19] that modulo gauge freedom their
solutions are in one-to-one correspondence with solutions of the given PDE system. (Gauge
freedom, meaning a local symmetry that depends on an arbitrary function of all indepen-
dent variables, arises automatically for potentials only in more than one space dimension.)
It is essential to have a gauge imposed on potentials in order to obtain nonlocal symmetries,
because as proved by Anco & Bluman [17] when a potential system possesses gauge free-
dom then all of its local symmetries project onto only local (gauge-invariant) symmetries of
the original PDE system (provided the system is locally well-posed in the sense that it is
locally solvable [24] but has no solutions involving an arbitrary function of all independent
variables). Furthermore, an extension of their proof shows that all local conservation laws
of such a potential system project onto conserved currents whose form is necessarily gauge
invariant modulo terms that are trivially divergence-free, which presents a severe limitation
for obtaining nonlocal conservation laws with essential dependence on potentials.
In this paper we use a natural joint potential system with Lorentz gauge imposed to obtain
new nonlocal symmetries and nonlocal conservation laws of Maxwell’s equations in 3+1
dimensions. This potential system involves the simultaneous introduction of both electric
and magnetic vector potentials. Thus, it inherits the electric-magnetic duality invariance
of Maxwell’s equations and similarly is non-Lagrangian. To our knowledge, there has been
no previous systematic investigation of the symmetries or conservation laws of Maxwell’s
equations using these joint potentials.
After setting out some preliminaries in Sec. II, we discuss some important inter-
relationships among symmetries, conservation laws, and adjoint-symmetries of Maxwell’s
equations and its various potential systems without gauges in Sec. III. These interrelation-
ships come from the local p-form cohomology of Maxwell’s equations, i.e. p-forms locally
constructed from the spacetime coordinates and the electromagnetic field and its derivatives
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(to some finite order) on all solutions. We show that the cohomology of closed p-forms mod-
ulo exact p-forms determines mappings between symmetries and adjoint-symmetries. Since
adjoint-symmetries generate conserved currents through a scaling formula [3, 4], we obtain
a correspondence between conservation laws and both symmetries and adjoint-symmetries.
Most importantly, this leads to an explicit formula that generates conserved currents directly
from any symmetries of Maxwell’s equations or its joint potential system (thus by-passing
the absence of a Lagrangian). We apply these results to the well-known geometric symme-
tries of Maxwell’s equations and their counterparts for the potential systems without gauges.
Our results explicitly demonstrate how these potential systems yield only local symmetries
and local conserved currents of Maxwell’s equations, with the exception of one conserved
current generated from the duality-rotation symmetry of the joint potential system. This
current has an essential dependence on the joint potentials yet is found to be invariant with
respect to the gauge freedom in these potentials modulo trivially conserved terms.
In Sec. IV we investigate the joint potential system with Lorentz gauge imposed. A clas-
sification of geometric symmetries is derived by solving the symmetry determining equations
using covariant tensorial methods, from which we obtain new local symmetries along with
corresponding new local conservation laws in terms of the potentials. As main results, in
Sec. V we show that these symmetries and conservation laws are nonlocal under projection
to Maxwell’s equations, and we discuss some of their resulting features. We make some
concluding remarks in Sec. VI.
II. PRELIMINARIES
Maxwell’s equations for the electromagnetic field tensor F
µν
(x) = F [µν](x) in Minkowski
space M
4
= (R4, η) are given by
∂
µ
F
µν
(x) = 4πJνe (x), ∂µ∗F
µν
(x) = 4πJνm(x), (2.1)
with electric and magnetic current sources. Here
∗F
µν
= 1
2
ǫ
µνστ
F
στ
(2.2)
is the dual of F
µν
, ǫ
µνστ
is the spacetime volume form, x
µ
are the standard Minkowski
coordinates, and ∂
µ
= ∂/∂x
µ
is the coordinate derivative. Throughout, indices will be
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freely lowered or raised using the spacetime metric η
µν
and its inverse η
µν
(with signature
(−+++)). When there are no current sources, the field equations
∂
µ
F
µν
(x) = 0, ∂
µ
∗F
µν
(x) = 0 (2.3)
display invariance under the duality transformation
F
µν
→ ∗F
µν
, ∗F
µν
→ −F
µν
. (2.4)
To introduce potential variables in a covariantly natural way, we rewrite the source-free
Maxwell’s equations (2.3) in the equivalent form
∂[σF µν](x) = 0, ∂[σ∗F µν](x) = 0. (2.5)
Since F (x) = F
µν
(x)dx
µ
∧dx
ν
is a closed 2-form and Minkowski space is topologically trivial,
we can conclude by Poincare´’s Lemma that F (x) is exact, i.e.
F
µν
(x) = ∂[µAν](x) (2.6)
for some 1-form potential A(x) = A
ν
(x)dx
ν
. The standard magnetic potential system is
given by
∂
µ
∂[µAν](x) = 0 (2.7)
which is a self-adjoint system and thus arises from a Lagrangian. This system (2.7) possesses
gauge freedom
A
ν
(x)→ A
ν
(x) + ∂
ν
χ(x), (2.8)
where χ(x) is an arbitrary function of x
µ
.
The field equations (2.5) also imply that ∗F (x) = ∗F
µν
(x)dx
µ
∧ dx
ν
is a closed 2-form.
So again by Poincare´’s Lemma, ∗F (x) is exact, i.e.
∗F
µν
(x) = ∂[µA
′
ν](x), (2.9)
for some 1-form potential A′(x) = A′
ν
(x)dx
ν
which satisfies an electric potential system
analogous to the magnetic potential system for A(x). Since by duality the electric potential
system shares all the same properties as the magnetic potential system, we will omit it in
our subsequent discussion and results.
A further natural potential system of Maxwell’s equations (2.3) is obtained by introduc-
ing both electric and magnetic potentials simultaneously. Since F
µν
(x) = ∂[µAν](x) and
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∗F
µν
(x) = ∂[µA
′
ν](x) must satisfy the duality relation (2.2), we define their joint electric-
magnetic potential system to be
∂[µA
′
ν](x) =
1
2
ǫ
µνστ
∂
σ
A
τ
(x). (2.10)
The duality transformation (2.4) on the electromagnetic field induces a corresponding duality
transformation
A
µ
→ A′
µ
, A′
µ
→ −A
µ
(2.11)
on the potentials. (Note that putting A′ = ıA would give the self-dual Maxwell’s equations.)
The electric-magnetic potential system (2.10) admits the gauge freedom
A
ν
(x)→ A
ν
(x) + ∂
ν
χ(x), A′
ν
(x)→ A′
ν
(x) + ∂
ν
χ′(x), (2.12)
where χ(x) and χ′(x) are arbitrary functions of x
µ
. Unlike the standard potential system
(2.7), the joint system (2.10) is not self-adjoint, and hence it is a non-Lagrangian system.
It is important to note that via the embedding relations (2.6), (2.9), and the duality
relation (2.2), the solutions of the potential systems (2.7) and (2.10) modulo gauge freedom
are in one-to-one correspondence with the solutions of Maxwell’s equations (2.3).
Associated with Maxwell’s equations or any of its potential systems is the respective jet
space J
q
of order 0 ≤ q ≤ ∞ defined as the coordinate manifold such that each point (q-jet)
in J
q
is identified with a spacetime point x and the values of the field or potential(s) and
its partial derivatives up to order q at x. Note here that the jet space J
0
is identified with
M
4
×E where E is the vector space of 2-forms for the case of Maxwell’s equations, 1-forms
for the case of the magnetic potential system, and pairs of 1-forms in the case of the joint
potential system. In this setting we use D
µ
to denote the total derivative operator with
respect to x
µ
and write a subscript “, µ” for coordinates corresponding to differentiation
by D
µ
on the field or potential(s) in the standard way [3, 16]. For Maxwell’s equations
the space of solutions is represented by the submanifold (solution jet space) R(F ) ⊂ J
1
(F )
whose coordinates quotient out the field equations on the first-order partial derivatives of the
electromagnetic field in J
1
(F ) [3, 16]. The q-prolonged solution jet space R
q
(F ) ⊂ J
q+1
(F )
of Maxwell’s equations is defined by a similar quotient with respect to the qth-order partial
derivatives of the electromagnetic field equations, 1 ≤ q ≤ ∞. There is an analogous
construction of (prolonged) solution jet spaces R
q
(A,A′) ⊂ J
q+1
(A,A′) in the case of the
joint potential system, and R
q
(A) ⊂ J
q+2
(A) in the case of the magnetic potential system
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[16]. Note explicit coordinates for R
0
(F ) := R(F ) consist of (x
µ
, F
µν
, trfrF
µ(ν,σ)); likewise
(x
µ
, A
ν
, A′
ν
, F
µν
, A(ν,µ), A
′
(ν,µ)) and (x
µ
, A
ν
, F
µν
, A(ν,µ), A(ν,µσ), trfrF µ(ν,σ)) are coordinates for
R
0
(A,A′) := R(A,A′) and R
0
(A) := R(A), where “trfr” on a tensor stands for its totally
trace-free part with respect to the Minkowski metric. Similar coordinates can be written
down for the prolonged solution spaces to all orders, representing those components of the
electromagnetic field, potentials, and their partial derivatives that are freely specifiable at a
spacetime point. Throughout, we indicate jet space coordinates by writing (derivatives of)
F,A,A′ without (x) dependence.
It would be typical to proceed by defining symmetries as infinitesimal transformations
on the (prolonged) solution jet space R
∞
. For our purposes, an equivalent characterization
of symmetries via determining equations [25] is better suited.
For Maxwell’s equations or its potential systems, local symmetries of order q < ∞ are
characterized by E-valued functions on J
q
⊂ J
∞
(in the given coordinates) whose restriction
to R
∞
satisfies the linearization of the system equations. Similarly, local adjoint-symmetries
of order q are characterized by E˜-valued functions on J
q
⊂ J
∞
whose restriction to R
∞
satisfies the adjoint linearization of the system equations, where E˜ is the vector space of 2-
forms in the case of the joint potential system, 1-forms in the case of the magnetic potential
system, and pairs of 1-forms in the case of Maxwell’s equations. A symmetry or adjoint-
symmetry of order q is trivial if it vanishes when evaluated on R
∞
; two symmetries or
adjoint-symmetries that differ by a trivial one are considered to be equivalent.
System Symmetry Equations Adjoint-symmetry Equations
Maxwell’s equations
D
µ
F
µν
= 0
1
2ǫµνστD
µ
F
στ
= 0
D
µ
P
µν
= 0
1
2ǫµνστD
µ
P
στ
= 0
D[µQ
′
ν] =
1
2ǫµνστD
σ
Q
τ
Magnetic potential system
D
µ
D[µAν] = 0
D
µ
D[µQν] = 0 D
µ
D[µQ
′
ν] = 0
Joint potential system
D[µA
′
ν] =
1
2ǫµνστD
σ
A
τ
D[µQ
′
ν] =
1
2ǫµνστD
σ
Q
τ D
µ
P
µν
= 0
1
2ǫµνστD
µ
P
στ
= 0
TABLE I: Symmetry and adjoint-symmetry equations for Maxwell’s equations and potential sys-
tems
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Viewed geometrically [26], a local symmetry of Maxwell’s equations or its potential sys-
tems describes a generalized vector field X on M
4
× E whose prolongation prX to J
∞
is
tangent to the solution jet space R
∞
and involves no motion on the spacetime coordinates
x
µ
. In particular, corresponding to P
µν
, Q
µ
, (Q
µ
, Q′
µ
) appearing in the symmetry equations
in Table I we have the generators
X = P
µν
∂
∂F
µν
, X = Q
µ
∂
∂A
µ
, X = Q
µ
∂
∂A
µ
+Q′
µ
∂
∂A′
µ
. (2.13)
This definition can be obviously generalized to allow motion on x
µ
but it is well-known that
every such symmetry is equivalent to one (referred to as its evolutionary form) without any
motion on x
µ
[24, 26]. In contrast, unlike for symmetries, there is no obvious geometrical
meaning for adjoint-symmetries unless the system equations are self-adjoint (in which case
adjoint-symmetries coincide with symmetries).
A local conserved current of order q <∞ for Maxwell’s equations or its potential systems
is a vector function Ψ
µ
on J
q
⊂ J
∞
whose divergence vanishes on the solution jet space,
namely
D
µ
Ψ
µ
= 0 on R
∞
. (2.14)
A current is trivial if it is equal to a curl Ψ
µ
= D
ν
Θ
µν
when evaluated on R
∞
, where
Θ
µν
= Θ
[µν]
is some skew-tensor function on J
r
, q ≤ r < ∞. Two currents that differ by
a trivial one are considered to be equivalent. The equivalence class of conserved currents
containing a current Ψ
µ
is called the conservation law associated with Ψ
µ
. A conservation
law has order q if the minimum order among all conserved currents in its equivalence class
is equal to q.
For Maxwell’s equations and its potential systems, the explicit coordinates introduced
earlier for R and its prolongations can be used to show that all nontrivial currents of order
q modulo curls are characterized by multipliers (also called characteristics) such that the
divergence of a current D
µ
Ψ
µ
on J
q+1
yields, after integration by parts where necessary, a
contracted product of the multipliers and the system equations. It is well-known from general
results (see for instance [27]) that multipliers of order q are adjoint-symmetries subject to
certain conditions on their adjoint-linearization on J
q
, and there is a homotopy integral
formula to recover a current (modulo a curl) from its multipliers. Two main complications
arise in dealing with the correspondence between multipliers and currents for Maxwell’s
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equations. Firstly, because it is not a PDE system of Cauchy-Kovalevskaya form, the simple
relation [24, 28] that two currents are equivalent if and only if their multipliers agree on R
∞
breaks down and there exist trivial currents Ψ
µ
= D
ν
(F
µν
χ+ ∗F
µν
χ′) of order q + 1 whose
multipliers are a class of nontrivial adjoint-symmetries Q
ν
= D
ν
χ, Q′
ν
= D
ν
χ′, which do
not vanish on R
∞
, for any (non-constant) functions χ, χ′ on J
q
. Secondly, due to the linear
nature of Maxwell’s equations, at every order q > 0 there are other classes of nontrivial
adjoint-symmetries all of which fail to satisfy the adjoint-linearization conditions even to
within the addition of a trivial adjoint-symmetry. Similar complications are found to occur
for the magnetic and joint potential systems.
However, an alternative way of generating all nontrivial conserved currents by-passing
these complications for Maxwell’s equations and its potential systems is provided by a general
scaling formula that produces conserved currents directly from adjoint-symmetries [3, 4].
This formula is derived from the adjoint relation between the determining equations for
symmetries and adjoint-symmetries of any given PDE system [27]. The resulting conserved
current formulas for Maxwell’s equations and its potential systems are displayed in Table II;
the notation |λF is used to denote a scaling of F and derivatives of F in functions on J
q
(F )
by a parameter λ, and likewise for functions on J
q
(A) or J
q
(A,A′).
System Adjoint-symmetry Conserved current formula
Maxwell’s equations
D
µ
F
µν
= 0
D
µ
∗F
µν
= 0
Q
ν
, Q′
ν
on R
q
(F ) Ψ
µ
=
∫ 1
0
(
Q
ν
F
µν
+Q′
ν
∗F
µν
)∣∣∣
λF
dλ
λ
Magnetic potential system
D
µ
D[µAν] = 0
Q
ν
on R
q
(A) Ψ
µ
=
∫ 1
0
(
Q
ν
D
[µ
A
ν]
−D
[µ
Q
ν]
A
ν
)∣∣∣
λA
dλ
λ
Joint potential system
D[µA
′
ν] = ∗D[µAν]
P
µν
on R
q
(A,A′) Ψ
µ
=
∫ 1
0
(
P
µν
A′
ν
− ∗P
µν
A
ν
)∣∣∣
λA,λA′
dλ
λ
TABLE II: Conserved current formulas for Maxwell’s equations and potential systems
General results in Ref.[4] establish a key property of these conserved current formulas. A
direct proof in the case of Maxwell’s equations was given in Ref.[3].
Proposition II.1 For an adjoint-symmetry that agrees with a multiplier on the solution
jet space, the conserved current scaling formula generates an equivalent nontrivial current;
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otherwise for an adjoint-symmetry differing from any multiplier on the solution jet space, it
yields a trivial conserved current.
In the case of the magnetic potential system, which is self-adjoint and thus arises from
a Lagrangian, adjoint-symmetries are the same as symmetries, and multipliers correspond
to those symmetries under which the Lagrangian of the system is invariant (to within a
divergence). The scaling formula in the Lagrangian case produces a current equivalent to
the one that comes from Noether’s theorem applied to such symmetries.
III. COHOMOLOGY, LOCAL SYMMETRIES AND LOCAL CONSERVATION
LAWS
In this section we present a unified account of interrelationships (i.e. mappings) among
local symmetries, local adjoint-symmetries, and local conservation laws of Maxwell’s equa-
tions, and the magnetic and joint potential systems on Minkowski space. The cohomology
of differential 1-forms and 2-forms on the solution jet space of these systems together with
a locality-projection theorem for local symmetries will be the main tools in the derivation
of these results.
We will consistently use P to denote a differential 2-form, Q a differential 1-form, χ a
scalar function (0-form), e.g. on Jq(F ),
P = P
µν
[F ]dx
µ
∧ dx
ν
, Q = Q
µ
[F ]dx
µ
, χ = χ[F ], (3.1)
where dependence on jet space coordinates to some finite order is denoted by [F ]. A similar
notation will be used for differential forms on Jq(A) and Jq(A,A′) and when these variables
carry primes, tildes, etc. The total differential will be denoted by D, e.g.
DP = D[σP µν][F ]dx
σ
∧ dx
µ
∧ dx
ν
, DQ = D[µQν][F ]dx
µ
∧ dx
ν
, Dχ = D
µ
χ[F ]dx
µ
.
(3.2)
In differential form notation, the system equations and determining equations for symmetries
and adjoint-symmetries are summarized in Table III.
Associated with the magnetic and joint potential systems, there is a natural embedding
of the respective jet spaces J
q+1
(A) and J
q+1
(A,A′) into the jet space J
q
(F ) under the total
differential mapping given by F = DA = −∗DA′ and its obvious prolongation (0 ≤ q ≤ ∞).
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System Symmetry Equations Adjoint-symmetry Equations
DF = 0
D∗F = 0
DP [F ] = 0
D∗P [F ] = 0
DQ′[F ] = ∗DQ[F ]
D∗DA = 0 D∗DQ[A] = 0 D∗DQ′[A] = 0
DA′ = ∗DA DQ′[A,A′] = ∗DQ[A,A′]
DP [A,A′] = 0
D∗P [A,A′] = 0
TABLE III: Symmetry and adjoint-symmetry equations for Maxwell’s equations and potential
systems
This embedding extends to the prolonged solution jet spaces R
∞
⊂ J
∞
and is linear and
one-to-one modulo the gauge freedom on the potentials, namely F = 0 if and only if A = Dχ,
A′ = Dχ′, where χ, χ′ are any scalar functions on J
q
.
We note the following consequences of gauge freedom in the potential systems here. The
(adjoint-) symmetry determining equations of the standard potential system have solutions
of the form Q[A] = Dχ[A] (i.e. gauge symmetries on A) for an arbitrary scalar function χ
on R
q
(A). Such solutions can be also viewed as representing a gauge freedom in the form
of Q[A]. Similarly, the symmetry determining equations of the joint potential system have
solutions Q[A,A′] = Dχ[A,A′], Q′[A,A′] = Dχ′[A,A′] (i.e. gauge symmetries on A,A′) for
a pair of arbitrary scalar functions χ, χ′ on R
q
(A,A′); the adjoint-symmetry determining
equations of this system can be shown to have no gauge freedom in the form of P [A,A′]
(basically, the latter equations are locally well-posed as a PDE system for P ). By comparison
with the corresponding determining equations for symmetries and adjoint-symmetries of
Maxwell’s equations, it follows that Q[F ] = Dχ[F ], Q′[F ] = Dχ′[F ] represent gauge freedom
in the form of adjoint-symmetries, for pairs of arbitrary scalar functions χ, χ′ on R
q
(F ), while
there is no gauge freedom in the form of the symmetries (since Maxwell’s equations are a
locally well-posed PDE system).
The total differential D obviously satisfies D2 = 0 and hence defines a complex of differ-
ential forms on J
∞
, which is a generalization of the de Rham complex on Minkowski space
to the jet space setting [29]. What we will refer to as differential forms on R
q
can be defined
more precisely as the pullback to R
∞
(via the inclusion map) of differential forms on J∞
whose coefficients depend on the jet coordinates up to a finite order q + 1 in the case of
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Maxwell’s equations and the joint potential system; q + 2 in the case of the magnetic po-
tential system. For notational convenience, we will also denote the induced total differential
mapping on R
∞
by D and hence obtain the D-complex on R
∞
. Results concerning the local
cohomology of this complex, i.e. D-closed modulo D-exact differential forms, will underlie
our study of the local symmetries and adjoint-symmetries of Maxwell’s equations and its
potential systems. It is worth remarking that, in contrast, off R
∞
the local cohomology of
the (free) D-complex is trivial, since (see [29]) all D-closed differential p-forms on J
∞
for
1 ≤ p < 4 are D-exact.
A. Cohomology and locality projection
We now state the cohomology and locality-projection theorems and then give their proofs
afterwards.
Theorem III.1 (Local Cohomology)
1-form cohomology: Let Q be a differential 1-form on R
q
, 0 ≤ q <∞. If Q is closed, i.e.
DQ = 0, then
(i) DF = D∗F = 0 =⇒ Q[F ] = Dχ[F ]; (3.3)
(ii) D∗DA = 0 =⇒ Q[A] = Dχ[A]; (3.4)
(iii) DA′ = ∗DA =⇒ Q[A,A′] = Dχ[A,A′]. (3.5)
Thus, the local 1-form cohomology is trivial for each of these systems.
2-form cohomology: Let P be a differential 2-form on R
q
, 0 ≤ q <∞. If P is closed, i.e.
DP = 0, then
(i) DF = D∗F = 0 =⇒ P [F ] = c1F + c2∗F +DQ[F ]; (3.6)
(ii) D∗DA = 0 =⇒ P [A] = c ∗F +DQ[A], F = DA; (3.7)
(iii) DA′ = ∗DA =⇒ P [A,A′] = DQ[A,A′]; (3.8)
for some constants c, c1, c2. Thus, F and ∗F represent the only nontrivial local 2-form
cohomology, and this cohomology is killed by the introduction of a corresponding potential.
We remark that local 1-form and 2-form cohomology has a field-theoretic interpretation in
terms of conserved charges [30], describing electromagnetic fluxes through closed loops and
14
surfaces in spacetime. (Namely, the integral of ∗F (x), F (x) over any closed surface yields
the total magnetic and electric charge enclosed within the surface; in Minkowski space, these
charges vanish for all smooth solutions F (x) of Maxwell’s equations.)
Theorem III.2 (Locality Projection)
Let Q be a differential 1-form on R
q
, 0 ≤ q < ∞. If the 2-form ∗DQ is closed, i.e.
D∗DQ = 0, then
(i) D∗DA = 0 =⇒ DQ[A] = P [F ], where F = DA; (3.9)
(ii) DA′ = ∗DA =⇒ DQ[A,A′] = P [F ], where F = DA = −∗DA′. (3.10)
Thus, any essential dependence on potentials in Q is killed under total exterior differentia-
tion.
A proof of the local 2-form cohomology theorem for Maxwell’s equations in the case
where P is a linear function on R
q
(F ) is given in Ref.[31] using tensorial methods. This
proof amounts to showing that the vanishing of the cohomology equation (3.6) has no non-
trivial linear solutions. The nonlinear case can be reduced to the linear case by standard
linearization techniques and the whole computation is especially tractable in spinor form
with the methods used in Ref.[3]. The proof for the potential systems and the local 1-form
cohomology theorem can be done by the same techniques.
The locality-projection theorem is a consequence of applying a general result proved by
Anco & Bluman [17]: for a locally well-posed PDE system (i.e. if it is locally solvable [24]
such that no solutions depend on an arbitrary function of all independent variables), the local
symmetries of any potential system with gauge freedom project onto only local symmetries
under the embedding of the solution space of the potential system into the solution space of
the given PDE system. In particular, no projected symmetries have any essential dependence
on the potentials. If a differential 1-form Q on R
q
(A) satisfying D∗DQ = 0 is viewed as a
local symmetry of the magnetic potential system, then since Maxwell’s equations is a locally
well-posed system we immediately conclude that the projected symmetry P = DQ for
Maxwell’s equations must be a differential 2-form on R
q−1
(F ). A similar argument applies
to a differential 1-form Q on R
q
(A,A′). Because D∗DQ = 0 implies that the differential
2-form P ′ = ∗DQ is closed, the equation ∗DQ = DQ′ holds for some 1-form Q′ on R
q
(A,A′),
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by the cohomology equation (3.8). If we then view the pair (Q,Q′) as a local symmetry of
the joint potential system, we again conclude P = DQ must be a 2-form on R
q−1
(F ).
It is crucial that both the cohomology and locality-projection theorems are formulated
on the solution jet spaces R
q
of finite order q < ∞. Indeed, on the infinite-order solution
jet space R
∞
, these theorems break down in the following manner.
Proposition III.3 On R
∞
(F ), the local 2-form cohomology becomes formally trivial:
F = DAF and ∗F = DA
′
F (3.11)
where
AF =
∑
k≥0
(−1)k
(k+1)!
xy(DkF ), (3.12)
A′F =
∑
k≥0
(−1)k
(k+1)!
xy(Dk∗F ), (3.13)
and D = x
σ
D
σ
denotes the dilation operator. Furthermore, these 1-forms satisfy Cron-
strom’s gauge
xyAF = xyA
′
F = 0. (3.14)
The proof amounts to an explicit computation and will be omitted. We note that the
formal series (3.12) and (3.13) arise from integration by parts of the Poincare´ homotopy
formula for the de Rham cohomology of differential forms on Minkowski space [24]. Thus,
the notion of nonlocality or nontrivial cohomology associated with Maxwell’s equations and
its potential systems is meaningful only when we work in finite-order jet spaces.
B. Mappings and duality
We now give the statements of our main results which are consequences of the cohomology
and locality-projection theorems. Throughout this section, it is understood that we work
on finite-order solution jet spaces R
q
, 0 ≤ q <∞.
Theorem III.4 The local symmetries and local adjoint-symmetries of Maxwell’s equations
and its potential systems have the following decompositions:
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(i) DF = D∗F = 0 =⇒
P [F ] = c F + c′ ∗F +DQ˜[F ], ∗P [F ] = c ∗F − c′ F +DQ˜′[F ], (3.15)
Q[F ] = Q˜[F ] +Dχ[F ], Q′[F ] = Q˜′[F ] +Dχ′[F ]; (3.16)
(ii) D∗DA = 0 =⇒
Q[A] = cA+ Q˜[F ] +Dχ[A], (3.17)
Q′[A] = cA+ Q˜[F ] +Dχ[A], (3.18)
with F = DA;
(iii) DA′ = ∗DA =⇒
Q[A,A′] = cA+ c′A′ + Q˜[F ] +Dχ[A,A′], Q′[A,A′] = cA′ − c′A+ Q˜′[F ] +Dχ′[A,A′],
(3.19)
P [A,A′] = c F + c′ ∗F +DQ˜[F ], ∗P [A,A′] = c ∗F − c′ F +DQ˜′[F ], (3.20)
with F = DA, ∗F = DA′;
for some constants c, c′, where
DQ˜′[F ] = ∗DQ˜[F ] (3.21)
in all cases. These decompositions are unique up to addition of arbitrary gradients Dχ[F ]
to Q˜[F ], Dχ′[F ] to Q˜′[F ], and are stable under the duality invariance
P → ∗P, (Q,Q′)→ (Q′,−Q) (3.22)
of the symmetry equations and adjoint-symmetry equations.
We mention that, moreover, the 1-forms Q˜[F ], Q˜′[F ] here are canonically related under
the duality transformation (2.4) on F , as will be discussed in Proposition III.13 later.
In the symmetry decompositions (3.15), (3.17), (3.19), the cohomology terms correspond
to infinitesimal scaling and duality-rotation transformations
Xscal = F
∂
∂F
, A
∂
∂A
, A
∂
∂A
+ A′
∂
∂A′
, (3.23)
Xdual = ∗F
∂
∂F
, A′
∂
∂A
− A
∂
∂A′
. (3.24)
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Note the duality-rotation is not realized as a local symmetry of the standard potential
system. The symmetry-decomposition terms that involve χ or χ′ correspond to a gauge
freedom in the symmetries, namely the infinitesimal transformations
Xgauge = Dχ
∂
∂A
, Dχ
∂
∂A
+Dχ′
∂
∂A′
(3.25)
for arbitrary functions χ, χ′ on J
q
are symmetries. The remaining terms in the symmetry
decompositions represent gauge-invariant infinitesimal transformations
X = DQ˜[F ]
∂
∂F
, Q˜[F ]
∂
∂A
, Q˜[F ]
∂
∂A
+ Q˜′[F ]
∂
∂A′
(3.26)
which are themselves symmetries. Note these terms are well-defined only up to gauge free-
dom (3.25) such that χ, χ′ are functions on J
q
(F ).
These results establish that the vector spaces of symmetries and adjoint-symmetries of
each system are a direct sum of cohomology subspaces spanned by the separate terms pro-
portional to c, c′, and a complementary subspace identified with the gauge-invariant non-
cohomology terms involving Q˜, Q˜′, up to gradient terms Dχ,Dχ′. Hereafter we let X denote
a vector space of symmetries, Y a vector space of adjoint-symmetries, and we use superscripts
c, c′, 0 to distinguish the respective subspaces in the direct sum decomposition; superscripts
χ, χ′ will denote the vector subspace defined by all Dχ,Dχ′ terms while a tilde will stand
for the quotient with respect to this subspace. Thus we have the following vector space
decompositions:
(i) XF = X
c
F ⊕X
c′
F ⊕X
0
F , YF = Y
0
F , (3.27)
(ii) XA = X
c
A ⊕X
0
A, YA = Y
c
A ⊕ Y
0
A , (3.28)
(iii) XA,A′ = X
c
A,A′ ⊕X
c′
A,A′ ⊕X
0
A,A′, YA,A′ = Y
c
A,A′ ⊕ Y
c′
A,A′ ⊕ Y
0
A,A′, (3.29)
where the X0, Y 0 subspaces in the case of differential 1-forms naturally partition into equiv-
alence classes modulo gradients
(iv) Y˜ 0F = Y
0
F /Y
χ,χ′
F , X˜
0
A = X
0
A/X
χ
A, Y˜
0
A = Y
0
A/Y
χ
A , X˜
0
A,A′ = X
0
A,A′/X
χ,χ′
A,A′. (3.30)
It will be convenient to introduce a linear map ∗′ on differential 1-forms Q˜[F ] mod Dχ[F ]
by the equation
D∗′Q˜[F ] = ∗DQ˜[F ] on R
q
(F ), (3.31)
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which defines an automorphism of each vector space (3.30). Note the relation (3.21) can be
simply written Q˜′ = ∗′Q˜.
Importantly, interrelationships hold between any two decompositions (3.15)–(3.20), given
by linear maps summarized in the following four theorems.
Theorem III.5 (Self-correspondences related to the systems DF = D∗F = 0,
DA′ = ∗DA, D∗DA = 0)
There is a linear mapping between:
(i) local symmetries on R
q
(F ) and local adjoint-symmetries on R
q−1
(F ), given by
P [F ] mod F, ∗F ←→ D(Q˜[F ] mod Dχ[F ]), (3.32)
∗P [F ] mod F, ∗F ←→ D(Q˜′[F ] mod Dχ′[F ]), (3.33)
corresponding to the isomorphism of vector spaces
X0F
∼= Y˜ 0F . (3.34)
(ii) local symmetries on R
q
(A,A′) and local adjoint-symmetries on R
q+1
(A,A′), given by
D(Q[A,A′] mod Dχ[A,A′])←→ P [A,A′], (3.35)
D(Q′[A,A′] mod Dχ′[A,A′])←→ ∗P [A,A′], (3.36)
corresponding to the isomorphism of vector spaces
XcA,A′
∼= Y cA,A′, X
c′
A,A′
∼= Y c
′
A,A′, X˜
0
A,A′
∼= Y 0A,A′. (3.37)
(iii) local symmetries on R
q
(A) and local adjoint-symmetries on R
q
(A), given by the direct
identification
Q[A]←→ Q′[A], (3.38)
namely XA = YA, as well as a dual identification
∗′(Q[A] mod A,Dχ[A])←→ Q′[A] mod A,Dχ[A], (3.39)
corresponding to a nontrivial duality (isomorphism) of vector spaces X˜0A
∼= Y˜ 0A.
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Note the composition of the maps (3.38) and (3.39) yields a linear mapping of local
(adjoint-) symmetries modulo A,Dχ[A] on R
q
(A) into themselves, corresponding to the
vector space automorphism ∗′ : X˜0A −→ X˜
0
A (and correspondingly Y˜
0
A −→ Y˜
0
A).
Theorem III.6 (Correspondences related to the systems D∗DA = 0 and DA′ =
∗DA)
There is a linear mapping between:
(i) local (adjoint-) symmetries on R
q
(A) and local symmetries on R
q
(A,A′), given by
Q[A] mod Dχ[A] ←→ Q[A,A′] mod A′, Dχ[A,A′], (3.40)
∗′Q[A] mod Dχ[A] ←→ Q′[A,A′] mod A,Dχ′[A,A′], (3.41)
where ∗′ is extended by ∗′A := A′ and linearity so it is well-defined on all local (adjoint-)
symmetries Q[A] modulo gradients Dχ[A], corresponding to the isomorphism of vector
spaces
XcA
∼= XcA,A′, X˜
0
A
∼= X˜0A,A′. (3.42)
(ii) local (adjoint-) symmetries on R
q
(A) and local adjoint-symmetries on R
q+1
(A,A′),
given by
D(Q[A] mod Dχ[A])←→ P [A,A′] mod ∗F, (3.43)
corresponding to the isomorphism of vector spaces
XcA
∼= Y cA,A′, X˜
0
A
∼= Y 0A,A′. (3.44)
Theorem III.7 (Correspondences related to the systems DF = D∗F = 0 and
DA′ = ∗DA)
There is a linear mapping between:
(i) local symmetries on R
q
(F ) and local adjoint-symmetries on R
q+1
(A,A′), given by
P [F ]←→ P [A,A′] (3.45)
which is an isomorphism of vector spaces
XcF
∼= Y cA,A′, X
c′
F
∼= Y c
′
A,A′, X
0
F
∼= Y 0A,A′. (3.46)
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(ii) local adjoint-symmetries on R
q
(F ) and local symmetries on R
q+1
(A,A′), given by
Q[F ] mod Dχ[F ]←→ Q[A,A′] mod A,A′, Dχ[A,A′], (3.47)
Q′[F ] mod Dχ′[F ]←→ Q′[A,A′] mod A,A′, Dχ′[A,A′], (3.48)
corresponding to the isomorphism of vector spaces
Y˜ 0F
∼= X˜0A,A′. (3.49)
(iii) local symmetries on R
q+1
(A,A′) and local symmetries on R
q
(F ), given by
D(Q[A,A′] mod Dχ[A,A′])←→ P [F ], (3.50)
D(Q′[A,A′] mod Dχ′[A,A′])←→ ∗P [F ], (3.51)
corresponding to the isomorphism of vector spaces
XcA,A′
∼= XcF , X
c′
A,A′
∼= Xc
′
F , X˜
0
A,A′
∼= X0F . (3.52)
(iv) local adjoint-symmetries on R
q
(F ) and local adjoint-symmetries on R
q+1
(A,A′), given
by
D(Q[F ] mod Dχ[F ])←→ P [A,A′] mod F, ∗F, (3.53)
D(Q′[F ] mod Dχ′[F ])←→ ∗P [A,A′] mod F, ∗F, (3.54)
corresponding to the isomorphism of vector spaces
Y˜ 0F
∼= Y 0A,A′. (3.55)
Theorem III.8 (Correspondences related to the systems DF = D∗F = 0 and
D∗DA = 0)
There is a linear mapping between:
(i) local symmetries on R
q
(F ) and local symmetries on R
q+1
(A), given by
P [F ] mod ∗F ←→ D(Q[A] mod Dχ[A]), (3.56)
corresponding to the isomorphism of vector spaces
XcF
∼= XcA, X
0
F
∼= X˜0A. (3.57)
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(ii) local adjoint-symmetries of R
q
(F ) and local symmetries of R
q+1
(A), given by
Q[F ] mod Dχ[F ] ←→ Q[A] mod A,Dχ[A], (3.58)
Q′[F ] mod Dχ′[F ] ←→ ∗′Q[A] mod A,Dχ[A], (3.59)
corresponding to the isomorphism of vector spaces
Y˜ 0F
∼= X˜0A. (3.60)
Proof: We give the proof of Theorem III.5 in detail. The proofs of Theorems III.6–III.8
are readily derived in a similar manner from the decompositions (3.15)–(3.20) combined
with the cohomology equations (3.3)–(3.8) and Theorem III.5.
For part (i) of Theorem III.5, by the symmetry decomposition (3.15) with c = c′ = 0
(i.e. quotienting out the scaling and duality-rotation terms), the pair of differential 1-
forms (Q˜, Q˜′) satisfy the adjoint-symmetry equation on R
q
(F ). Conversely, in the adjoint-
symmetry decomposition (3.16) we see that the differential 2-forms DQ˜, DQ˜′, and their
duals are closed due to the adjoint-symmetry equation and hence they directly satisfy the
symmetry equations on R
q
(F ).
Part (ii) follows analogously from the symmetry and adjoint-symmetry decompositions
(3.19) and (3.20), including the cases c 6= 0, c′ 6= 0 via the obvious mappings F ←→ DA,
∗F ←→ DA′.
Finally for part (iii) of the theorem, we apply the 2-form cohomology equation (3.7) to
the symmetry equation D∗DQ = 0 for the differential 1-form Q on R
q
(A), which shows that
the 2-form ∗D(Q+cA) is exact for some constant c. Hence the equation ∗D(Q+cA) = DQ′
holds for some differential 1-formQ′ on R
q
(A), and we see that the dual 2-form ∗DQ′ is exact
and therefore is closed. Thus, Q′ satisfies the (adjoint-) symmetry equation D∗DQ′ = 0 on
R
q
(A). 
We now prove the symmetry and adjoint-symmetry decompositions (3.15)–(3.20).
Proposition III.9 Every local symmetry P = P [F ] of order q of DF = D∗F = 0 has
the form (3.15) for some constants c, c′, where (Q˜[F ], Q˜′[F ]) is a local adjoint-symmetry of
order q − 1 of DF = D∗F = 0, and conversely.
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Proof: Since P [F ] and ∗P [F ] are closed differential 2-forms on R
q
(F ) for finite q then
by the 2-form cohomology equation (3.6) we have
P [F ] = c1F + c2∗F +DQ˜[F ], (3.61)
∗P [F ] = c3F + c4∗F +DQ˜
′[F ], (3.62)
for some constants c1, c2, c3, c4 and some differential 1-forms Q˜[F ], Q˜
′[F ]. Applying ∗ to
(3.61) and equating it to (3.62), we obtain
(c1 − c4)∗F − (c2 + c3)F = DQ˜
′[F ]− ∗DQ˜[F ]. (3.63)
The differential order of the right side is at least one while the left side is of differential
order zero, hence on R
q
(F ) a descent argument (similar to the ones used in the classification
results in Ref.[3, 32]) shows that both sides of (3.63) must vanish and so DQ˜′[F ] = ∗DQ˜[F ].
Since F , ∗F are local 2-form cohomology elements (which are linearly independent), then we
must have c1 = c4 ≡ c, c2 = −c3 ≡ c
′, which establishes (3.15). The converse is immediate.

Proposition III.10 Every local symmetry Q = Q[A,A′], Q′ = Q′[A,A′] of order q of
DA′ = ∗DA has the form (3.19) for some constants c, c′, and some scalar functions
χ[A,A′], χ′[A,A′], with F = DA = −∗DA′, where (Q˜[F ], Q˜′[F ]) is a local adjoint-symmetry
of order q − 1 of DF = D∗F = 0, and conversely.
Proof: By the locality-projection theorem, both DQ = P [F ], DQ′ = ∗P [F ] are local
symmetries of DF = D∗F = 0. Using Proposition III.9 and writing F = DA, ∗F = DA′,
we have
D(Q[A,A′]− cA− c′A′ − Q˜[F ]) = 0, D(Q′[A,A′]− cA′ + c′A− Q˜′[F ]) = 0, (3.64)
where (Q˜[F ], Q˜′[F ]) is a local adjoint-symmetry of DF = D∗F = 0. Since the local 1-form
cohomology on R
q
(A,A′) for finite q is trivial, we obtain (3.19). The converse is immediate.

Proposition III.11 Every local adjoint-symmetry P = P [A,A′] of order q of DA′ = ∗DA
has the form (3.20) for some constants c, c′, with F = DA = −∗DA′, where (Q˜[F ], Q˜′[F ])
is a local adjoint-symmetry of order q − 2 of DF = D∗F = 0, and conversely.
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Proof: Since the local 2-form cohomology on R
q
(A,A′) for finite q is trivial, we have
P = DQ, ∗P = DQ′ for some differential 1-forms Q = Q[A,A′], Q′ = Q′[A,A′]. Hence the
pair (Q,Q′) is a local symmetry of DA′ = ∗DA. By Proposition III.10, D applied to (3.19)
yields (3.20). The converse is immediate. 
Proposition III.12 Every local (adjoint-) symmetry Q = Q[A] of order q of D∗DA = 0
has the form (3.17) for some constant c and some scalar function χ[A], with F = DA, where
(Q˜[F ], Q˜′[F ]) is a local adjoint-symmetry of order q− 1 of DF = D∗F = 0, and conversely.
Proof: Regard Q[A] as a differential 1-form on J
q
(A,A′) ⊃ J
q
(A) with no dependence
on the coordinates involving A′. Since DA′ = ∗DA implies D∗DA = 0, the 2-form ∗DQ[A]
is closed on R
q
(A,A′) whose local 2-form cohomology for finite q is trivial. Hence ∗DQ[A] =
DQ′[A,A′] holds for some differential 1-form Q′[A,A′] and thus the pair (Q,Q′) is a local
symmetry of DA′ = ∗DA. Then by Proposition III.10, we have
Q[A] = cA+ c′A′ + Q˜[F ] +Dχ[A,A′]. (3.65)
But since Q[A] is independent of A′ we must have c′ = 0 and χ = χ[A]. Consequently, we
obtain (3.17). The converse is immediate. 
Finally, we point out the effect of the duality transformation
F → ∗F , (A,A′)→ (A′,−A) (3.66)
on symmetries and adjoint-symmetries of Maxwell’s equations and its potential systems,
which stems from the explicit classification of adjoint-symmetries (Q[F ], Q′[F ]) on R
∞
(F )
given in Ref.[3]. This classification shows that the differential 1-forms Q[F ], Q′[F ], modulo
gradients Dχ[F ], Dχ′[F ], are linear functions of the jet space coordinates and hence have
well-defined parity (eigenvalue) decompositions with respect to the combined duality trans-
formations (3.66) and (3.22). Consider more specifically the transformation (3.66) composed
with the inverse of the transformation (3.22)
(Q˜[F ], Q˜′[F ])→ (−Q˜′[∗F ], Q˜[∗F ]) (3.67)
acting on the vector space Y˜ 0F . (Here the notation [∗F ] denotes the duality transformation
(3.66) on the jet space coordinates [F ] in J
q
(F ); likewise [A′,−A] will denote the duality
transformation on the coordinates [A,A′] in J
q
(A,A′). Note that the duality transformation
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is well-defined on the corresponding solution jet spaces R
q−1
(F ) and R
q−1
(A,A′). However,
it does not exist on either J
q
(A) or R
q−2
(A).) Due to the linearity of Q˜[F ] and Q˜′[F ], the
square of the transformation (3.67) is the identity and hence its eigenvalues are ±1. The
eigenspaces of even/odd parity corresponding to these eigenvalues are then given by
Q˜±[∗F ] = ±Q˜
′
±[F ], Q˜
′
±[∗F ] = ∓Q˜±[F ] on R
q
(F ). (3.68)
Equivalently, we can write this canonical relation as
∗′Q˜±[F ] = ±Q˜±[∗F ] (3.69)
and likewise for Q˜′±[F ], where ∗
′ is the linear map (3.31). This parity decomposition result
(3.68) extends to all solutions of the symmetry equations and adjoint-symmetry equations
on R
q
(F ) and R
q
(A,A′) through the (cohomology and locality-projection) decompositions
in Theorem III.4.
Proposition III.13 The duality transformation (3.66) on the electromagnetic field and its
joint potentials induces a corresponding duality transformation (3.22) on local symmetries
and local adjoint-symmetries via
∗P±[F ] = ±P±[∗F ], ∗P±[A,A
′] = ±P±[A
′,−A], (3.70)
Q′±[F ] mod Dχ
′[F ] = ±Q±[∗F ] mod Dχ[F ], (3.71)
Q′±[A,A
′] mod Dχ′[A,A′] = ±Q±[A
′,−A] mod Dχ[A,A′], (3.72)
where ± denotes even/odd parity parts with respect to the combined duality transformations
P [F ]→ −∗P [∗F ] on XcF ⊕X
c′
F ⊕X
0
F , (3.73)
P [A,A′]→ −∗P [A′,−A] on Y cA,A′ ⊕ Y
c′
A,A′ ⊕ Y
0
A,A′, (3.74)
(Q[F ], Q′[F ])→ (−Q′[∗F ], Q[∗F ]) on Y˜ 0F , (3.75)
(Q[A,A′], Q′[A,A′])→ (−Q′[A′,−A], Q[A′,−A]) on XcA,A′ ⊕X
c′
A,A′ ⊕ X˜
0
A,A′. (3.76)
In addition we remark that a complete and explicit classification of all local symme-
tries and adjoint-symmetries of the magnetic and joint potential systems is now available
by combining the decompositions in Theorem III.4 with the classification of local adjoint-
symmetries of Maxwell’s equations from Ref.[3]. An illustration of this result applied to a
geometric class of symmetries and adjoint-symmetries will be given later.
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C. Conservation law formulas
There is an important application of the preceding results to local conservation laws
of Maxwell’s equations and its potential systems. We begin with a few preliminaries. In
differential form notation a conserved current of order q <∞ given by a vector function Ψ
µ
corresponds to a differential 3-form ∗Ψ
µνσ
= ǫ
µνστ
Ψ
τ
on J
q
that is closed on R
∞
. A current is
trivial if and only if the corresponding differential 3-form is exact (i.e. ∗Ψ
µνσ
= D[µ∗Θνσ] =
1
3
ǫ
µνστ
D
α
Θ
ατ
) on R
∞
. Thus, the local 3-form cohomology of Maxwell’s equations and its
potential systems describes the nontrivial conservation laws of these systems. (Note this
cohomology is clearly quite rich, in contrast to the local 1-form and 2-form cohomology. See
Ref.[30] for a general discussion of conservation laws of field equations from this perspective.)
The formulas in Table II that generate all conserved currents (modulo curls) in terms of
adjoint-symmetries are summarized in Table IV in this notation.
System Adjoint-symmetry Conserved 3-form current
Maxwell’s equations
DF = 0
D∗F = 0
DQ′[F ] = ∗DQ[F ] ∗Ψ =
∫ 1
0
(Q′ ∧ F −Q ∧ ∗F )|λF
dλ
λ
Magnetic potential system
D∗DA = 0
D∗DQ[A] = 0 ∗Ψ =
∫ 1
0
(A ∧ ∗DQ−Q ∧ ∗DA)|λA
dλ
λ
Joint potential system
DA′ = ∗DA
DP [A,A′] = 0
D∗P [A,A′] = 0
∗Ψ =
∫ 1
0
(−A ∧ P −A′ ∧ ∗P )|λA,λA′
dλ
λ
TABLE IV: Conserved current formulas in differential form notation
Now, through the adjoint-symmetry decompositions in Theorem III.4, the conserved
current formulas for the potential systems can be simplified to remove inessential dependence
on the potentials.
Proposition III.14 For the potential system D∗DA = 0, all nontrivial local conserved
3-form currents of order q are generated by
∗Ψ =
∫ 1
0
(
Q˜′ ∧ F − Q˜ ∧ ∗F
)∣∣∣
λF
dλ
λ
mod D∗Θ (3.77)
26
for q ≥ 1, where Q˜[F ] is the gauge-invariant part of the (adjoint-) symmetry Q[A] in the
decomposition (3.17) and Q˜′[F ] = ∗′Q˜[F ] is its image under the map (3.31), on R
q−1
(F ).
Proof: We substitute the decomposition (3.17) into the integrand of ∗Ψ in Table IV to
obtain
A ∧ ∗DQ−Q ∧ ∗DA = A ∧ ∗DQ˜− Q˜ ∧ ∗F + χD∗F −D(χ∗F ), (3.78)
where the second last term vanishes on R(A), and the last term is an exact 3-form which we
may drop. Next we apply the relation D∗′Q˜ = ∗DQ˜ to the first term on the right in (3.78),
where, note, ∗′Q˜ is determined only to within a gradient Dχ′. This yields
A ∧ ∗DQ˜ = A ∧D∗′Q˜ = F ∧ ∗′Q˜− χ′DF +D(χ′F − A ∧ ∗′Q˜), (3.79)
where we again drop the last two terms as before. Hence, the integrand of ∗Ψ modulo an
exact 3-form on R(A) is simply ∗′Q˜ ∧ F − Q˜ ∧ ∗F . 
Proposition III.15 For the joint potential system DA′ = ∗DA, all nontrivial local con-
served 3-form currents of order q are generated by linear combinations of
∗Ψ =
∫ 1
0
(
−Q˜ ∧ F − Q˜′ ∧ ∗F
)∣∣∣
λF
dλ
λ
mod D∗Θ on R
q−1
(A,A′) (3.80)
for q ≥ 1, and when q = 1,
∗Ψ = −1
2
(A ∧ F + A′ ∧ ∗F ) on R(A,A′), (3.81)
where Q˜[F ], Q˜′[F ] are determined by the gauge-invariant parts of the adjoint-symmetry
P [A,A′] and its dual ∗P [A,A′] in the decomposition (3.20), satisfying the relation Q˜′ = ∗′Q˜.
Proof: As in the previous proof, we first substitute the decompositions in (3.20) into the
integrand of ∗Ψ in Table IV, obtaining
−A∧P −A′∧∗P = c(−A∧F −A′∧∗F )+c′(−A∧∗F +A′∧F )−A∧DQ˜−A′∧DQ˜′. (3.82)
Note that on R
q−1
(A,A′) we have
A′ ∧ F − A ∧ ∗F = A′ ∧DA−A ∧DA′ = D(A ∧ A′), (3.83)
−A ∧DQ˜− A′ ∧DQ˜′ = −F ∧ Q˜− ∗F ∧ Q˜′ +D(A ∧ Q˜+ A′ ∧ Q˜′). (3.84)
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The last terms in both (3.83) and (3.84) are exact 3-forms which we drop. Hence, the
integrand of ∗Ψ modulo an exact 3-form on R
q−1
(A,A′) is c(−A∧ F −A′ ∧ ∗F )− Q˜∧ F −
Q˜′ ∧ ∗F . 
These 3-form formulas (3.77), (3.80), (3.81) now lead to our main results pertaining
to conservation laws. First, we see that with the exception of one conserved current (3.81)
coming from the joint potential system, all other local conserved currents of the two potential
systems are equivalent to local conserved currents of Maxwell’s equations. In particular, by
the adjoint-symmetry decompositions in Theorem III.4, the differential 1-forms Q˜[F ] and
Q˜′[F ] in the currents (3.77) and (3.80) can be directly identified with adjoint-symmetries
(Q[F ], Q′[F ]) of Maxwell’s equations by Q = Q˜[F ] and Q′ = Q˜′[F ]. There is also a dual
identification given by Q = Q˜′[F ], Q′ = −Q˜[F ] which reflects the duality invariance (3.22)
of the adjoint-symmetry equation DQ′ = ∗DQ on R
q
(F ). Note that the gauge freedom in
the form of the adjoint-symmetries given by
Q→ Q+Dχ[F ], Q′ → Q′ +Dχ′[F ], (3.85)
for arbitrary functions χ, χ′ on J
q
(F ) yields only trivial currents, since
Dχ′[F ] ∧ F −Dχ[F ] ∧ ∗F = D(χ′[F ]F − χ[F ]∗F ) on R(F ) (3.86)
is an exact 3-form. This result (3.86) applies as well to the exceptional current (3.81),
coming from the identification of the adjoint-symmetries Q = A′, Q′ = −A with an essential
dependence on the potentials. Therefore, all conservation laws given by the currents (3.77)
and (3.80) as well as the current (3.81) are gauge invariant.
Second, through the mappings relating local adjoint-symmetries of Maxwell’s equations
to local symmetries of Maxwell’s equations and its potential systems in Theorems III.7
and III.8, we obtain a direct correspondence between local conserved currents and local
symmetries of each system. This is especially interesting because Maxwell’s equations and
the joint potential system are not self-adjoint systems, i.e. Noether’s theorem relating
conservation laws and symmetries through a Lagrangian is inapplicable.
Theorem III.16 All symmetries of Maxwell’s equations induced through its joint potential
system directly generate conserved currents via the formula
∗Ψ =
∫ 1
0
(Q′ ∧ F −Q ∧ ∗F )|λA,λA′
dλ
λ
=
∫ 1
0
(A ∧ ∗P −A′ ∧ P )|λA,λA′
dλ
λ
mod D∗Θ
(3.87)
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where the pair of differential 1-forms (Q[A,A′], Q′[A,A′]) is identified with any local sym-
metry X of the joint potential system, and the differential 2-form P [A,A′] is identified with
any corresponding symmetry of Maxwell’s equations, written in terms of the joint potentials
via the relations DQ[A,A′] = P [A,A′], DQ′[A,A′] = ∗P [A,A′]. For the scaling symmetry
(3.23), the current (3.87) is trivial.
The proof of this theorem is similar to that of Proposition III.15 and will be omitted.
We note that this scaling formula (3.87) generates the exceptional current (3.81) natu-
rally from the duality-rotation symmetry (3.24) of the joint potential system and Maxwell’s
equations. The implications of the explicit dependence on the potentials in this current will
be dealt with in more detail in Sec. V. More generally, the scaling formula (3.87) yields
conserved currents for any symmetry, local or nonlocal, X = P ∂
∂F
admitted by Maxwell’s
equations.
Finally, we emphasize a main aspect of the interrelations we have derived between the
symmetry structure and the conservation law structure of Maxwell’s equations and its po-
tential systems.
Corollary III.17 No symmetries of DF = D∗F = 0 with essential dependence on a po-
tential arise from projection of local symmetries of the potential systems D∗DA = 0 and
DA′ = ∗DA under the mapping F = DA = −∗DA′, due to their gauge freedom A→ A+Dχ,
A′ → A′ + Dχ′. There is only one conservation law of DF = D∗F = 0 with explicit de-
pendence on a potential arising from a projection of the local conserved currents of these
potential systems, namely, the duality-rotation current (3.81). This exceptional conserva-
tion law nevertheless is gauge invariant.
Thus the locality projection results proven in Ref.[17] for symmetries of well-posed PDE
systems when applied to Maxwell’s equations extend in a natural sense to gauge-invariant
conservation laws. Indeed, a gauge-invariance projection result can be established directly
for conservation laws of any locally regular PDE system by an extension of the proof of
locality projection for symmetries, which we now outline.
By a locally regular PDE system we mean it and all its prolongations are locally solvable
[24] and of constant rank [24], so all conservation laws arise from multipliers. Consider a
conserved 3-form current ∗Ψ of any potential system with gauge freedom. Since conserva-
tion of ∗Ψ holds for all solutions of the potential system, it must remain conserved under
29
infinitesimal gauge transformations Xgauge on the potentials. Hence the 3-form current
∗Ψ¯ := Xgauge∗Ψ is also conserved and consequently projects to a conserved current of the
original PDE system through the embedding property of the respective solution spaces [19].
The projected current ∗Ψ¯ necessarily depends on an arbitrary function of x and therefore so
does its associated multiplier. Treating this function as an auxiliary dependent variable and
applying the corresponding Euler-Lagrange operator, we obtain a divergence identity hold-
ing on the PDE system. An integration-by-parts method can then be used to reconstruct
an equivalent current from the divergence identity, directly resulting in ∗Ψ¯ = D∗Θ holding
for all solutions of the system. Hence we conclude that the 3-form current ∗Ψ projects to
a gauge-invariant conservation law of the given PDE system, namely ∗Ψ is invariant with
respect to the gauge freedom on the potentials modulo trivially conserved (exact 3-form)
terms.
D. Geometric symmetries and conservation laws
To conclude this section, we consider the geometric symmetries, adjoint-symmetries, and
conserved currents of Maxwell’s equations and its potential systems in light of our main
results.
Definition III.18 A differential p-form on J
1
will be called geometric if it is locally con-
structed from F in the case of Maxwell’s equations and from A or A′ in the case of the
potential systems, using the Minkowski metric, volume form, spacetime coordinates, and
exterior derivatives.
To proceed we will make use of the following Lie derivative identities holding for p-
forms ω on any 4-dimensional spacetime manifold: Lξω = ξydω + d(ξyω), and for p = 2,
∗Lξω = Lξ∗ω. These identities extend in an obvious way to a definition of the Lie derivative
on differential forms in a jet space setting, for example, Lξω[F ] = ξyDω[F ] + D(ξyω[F ]),
and ∗Lξω[F ] = Lξ∗ω[F ]. Thus, it follows that any Lie derivatives of F , A, or A
′ produce
geometric differential forms in the sense of Definition III.18.
Accordingly, a symmetry, adjoint-symmetry, or conserved current will be called geomet-
ric if it is described by a geometric differential form. (Higher-order symmetries, adjoint-
symmetries, and conserved currents of an analogous form arise from geometric ones in an
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explicit manner by the repeated application of Lie derivatives on F,A,A′, with respect to
general conformal Killing vectors, i.e. general conformal symmetry operators.) Note the
classes of geometric symmetries, adjoint-symmetries, and conserved currents are each in-
variant under the duality transformations (3.22) and (3.66).
The geometric symmetries of Maxwell’s equations and its potential systems consist of the
general conformal symmetries
Xconf = LξF
∂
∂F
, LξA
∂
∂A
, LξA
∂
∂A
+ LξA
′ ∂
∂A′
, (3.88)
and their corresponding dual symmetries
X′conf = Lξ∗F
∂
∂F
, LξA
′ ∂
∂A
− LξA
∂
∂A′
, (3.89)
in addition to the obvious scaling and duality-rotation symmetries (3.23) and (3.24). Here
ξ denotes a general conformal Killing vector of the Minkowski metric, i.e. Lξη = Ωη,
Ω = 1
2
div ξ, representing four translation symmetries, six rotation/boost symmetries, a dila-
tion symmetry, and four conformal (inversion) symmetries. (Note that among these infinites-
imal transformations, Xscal , Xdual , Xconf are of point-type [25] while X
′
conf is not, i.e. its
type is first-order.) It is well known that the symmetries Xconf comprise the 15-dimensional
conformal Lie algebra so(4, 2), while Xconf and X
′
conf together form a 30-dimensional Lie
algebra isomorphic to the complexification of so(4, 2); the scaling and duality-rotation sym-
metries Xscal ,Xdual commute with both Xconf and X
′
conf . Thus we note the Lie algebra of
geometric symmetries of Maxwell’s equations and its potential systems has the structure
u(1)2 × so(4, 2)⊗ C.
The differential 1-forms and 2-forms associated with these symmetries and the corre-
sponding adjoint-symmetries obtained through the mappings in Theorems III.5 to III.8
are summarized in Table V. All these pairs of differential forms (P, ∗P ) and (Q,Q′) have
even-parity under the respective combined duality transformations (3.73)–(3.76). (We re-
mark that, in contrast, the analogous pairs associated with the chiral symmetries [2, 3]
of Maxwell’s equations possess odd-parity and exhibit a non-geometric form that involves
symmetrized derivatives of F .)
Substitution of the 1-forms and 2-forms in Table V into the conserved current formulas in
Table IV generates four currents, two of which are trivial. The two other currents generated
are the duality-rotation one (3.81) discussed earlier and one which is equivalent to the well-
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Q Q′ P = DQ ∗P = DQ′
A A′ F ∗F
A′ −A ∗F −F
ξyF ξy∗F LξF Lξ∗F
ξy∗F −ξyF Lξ∗F −LξF
TABLE V: 1-forms and 2-forms associated with geometric symmetries and adjoint-symmetries for
Maxwell’s equations and potential systems
known geometric stress-energy currents of Maxwell’s equations
∗Ψ = 1
2
((ξy∗F ) ∧ F − (ξyF ) ∧ ∗F ) on R(F ) (3.90)
= 1
2
(A ∧ Lξ∗F −A
′ ∧ LξF ) mod D∗Θ on R
1
(A,A′),
where ξ is a general conformal Killing vector.
IV. ANALYSIS OF THE JOINT POTENTIAL SYSTEM IN LORENTZ GAUGE
In light of the main results obtained in Sec. III, we must investigate the imposition of
gauges in order to obtain new symmetries or new conservation laws of the potential systems
for Maxwell’s equations. In the case of the magnetic potential system (2.7), some well-known
gauges are shown in Table VI. Note that x
µ
= {x0, xi} denotes time and space coordinates
in Minkowski space.
Gauge Name Description
Lorentz ∂
µ
A
µ
(x) = 0, i.e. ∂0A0(x) = ∂
i
A
i
(x)
Coulomb ∂
i
A
i
(x) = 0
Temporal A0(x) = 0
Axial n
i
A
i
(x) = 0, ni = const
Cronstrom x
µ
A
µ
(x) = 0, i.e. x
i
A
i
(x) = −x
0
A0(x)
TABLE VI: Well-known gauges for the magnetic potential system
Since Maxwell’s equations (2.3) are manifestly covariant and coordinate-independent,
natural gauges to investigate for symmetry purposes should also have these properties. It
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should be noted that in 2+1 spacetime dimensions, when temporal gauge or axial gauge is
imposed on the magnetic potential system, no new local geometrical symmetries arise [17];
moreover, some of the Poincare´ and conformal symmetries are manifestly lost.
A standard covariant gauge choice for the magnetic potential system (2.7) is the Lorentz
gauge. Cronstrom’s gauge is also covariant, but it is explicitly coordinate-dependent and so
we will not consider this gauge here. With Lorentz gauge imposed on the magnetic potential
we have the augmented system
∂
µ
∂[µAν](x) = 0, ∂
µ
A
µ
(x) = 0, (4.1)
which is no longer self-adjoint, and hence is a non-Lagrangian system. A well-known feature
of the potential system (4.1) compared to the system without Lorentz gauge is that the
conformal symmetries (3.88) on A
µ
(x) are lost. On the other hand, no new geometric
symmetries are gained, as shown in the linear case in Ref.[31].
For the joint potential system (2.10), duality between the electric and magnetic potentials
motivates the choice of Lorentz gauge on both A
µ
(x) and A′
µ
(x). Hence, we consider the
augmented potential system
∂[µA
′
ν](x) =
1
2
ǫ
µνστ
∂
σ
A
τ
(x), ∂
µ
A
µ
(x) = 0, ∂
µ
A′
µ
(x) = 0. (4.2)
Like the joint potential system itself, the augmented system is not self-adjoint and thus is
not a Lagrangian system. Note, importantly, the duality invariance (2.11) on the potentials
is retained.
Due to the imposition of Lorentz gauge, the potential system (4.2) becomes a locally
well-posed PDE system, with no gauge freedom on the potentials. As is the case for the
standard potential system in Lorentz gauge, the potentials still admit a residual freedom
given by gradients (2.12) involving scalar functions χ(x), χ′(x), but in order to preserve
Lorentz gauge these functions are restricted to satisfy the wave equation ∂
µ
∂
µ
χ(x) = 0,
∂
µ
∂
µ
χ′(x) = 0. (Hence the transformation (2.12) no longer involves arbitrary functions of
x
µ
.) Modulo this residual freedom, the solutions of the potential system (4.2) in Lorentz
gauge are in one-to-one correspondence with the solutions of Maxwell’s equations (2.3).
In this section, we will classify geometric symmetries and corresponding conserved cur-
rents admitted by this potential system (4.2). We will denote the solution jet space of the
system by R˜(A,A′). Note the coordinates of R˜(A,A′) are related to those of R(A,A′) by
quotienting out the Lorentz gauge equations on derivatives of the potentials.
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A. Symmetry analysis
The determining equations for local symmetries X = Q
µ
∂
∂A
µ
+Q′
µ
∂
∂A′
µ
of order q <∞ of
the potential system (4.2) are given by
D[µQ
′
ν] = ∗D[µQν], (4.3)
D
µ
Q
µ
= 0, D
µ
Q′
µ
= 0, (4.4)
on R˜
q
(A,A′) ⊂ J
q+1
(A,A′). These equations retain the duality invariance
(Q,Q′) −→ (Q′,−Q). (4.5)
Note that the loss of gauge freedom in this potential system under Lorentz gauge implies
there is no gradient freedom in the form of symmetries Q
µ
, Q′
µ
. We therefore refer to (4.4)
as Lorentz gauge equations on (Q,Q′).
Anco & Pohjanpelto have shown that any local symmetry of order 0 ≤ q <∞ of Maxwell’s
equations is linear in the field F
µν
and its derivatives on R
q
(F ) [2, 32]. The same method can
be expected to establish an analogous result for local symmetries of the potential system
(4.2). Moreover, the geometric symmetries of Maxwell’s equations and the joint poten-
tial system have even-parity under the respective combined duality transformations (3.73)
and (3.76). This motivates a classification using a linear homogeneous even-parity ansatz
for geometric symmetries:
Q
µ
[A,A′] = LξAµ + Lξ′A
′
µ
+ a
ν
µ
(x)A
ν
+ a′
µ
ν
(x)A′
ν
, (4.6)
Q′
µ
[A,A′] = LξA
′
µ
− Lξ′Aµ + a
ν
µ
(x)A′
ν
− a′
µ
ν
(x)A
ν
, (4.7)
where ξ
ν
, ξ′
ν
, a
ν
µ
, a′
µ
ν
, are functions of x to be determined. Note the even-parity condition
characterizing this class of symmetries is expressed by
Q′
µ
[A,A′] = Q
µ
[A′,−A]. (4.8)
Theorem IV.1 The (even-parity) class of geometric symmetries X of the form (4.6)–(4.7)
admitted by the potential system (4.2) consists of:
(i) the scaling and duality-rotation transformations
Xscal = Aµ
∂
∂A
µ
+ A′
µ
∂
∂A′
µ
, (4.9)
Xdual = A
′
µ
∂
∂A
µ
−A
µ
∂
∂A′
µ
, (4.10)
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(ii) the internal rotation/boost transformation
Xγ =
(
γ
ν
µ
A
ν
+ ∗γ
ν
µ
A′
ν
) ∂
∂A
µ
+
(
γ
ν
µ
A′
ν
− ∗γ
ν
µ
A
ν
) ∂
∂A′
µ
, (4.11)
with
γ
µν
= γ
[µν]
= const, (4.12)
(iii) the homothetic Killing-vector transformation and its dual
XξH = LξAµ
∂
∂A
µ
+ LξA
′
µ
∂
∂A′
µ
, (4.13)
X′ξH = LξA
′
µ
∂
∂A
µ
− LξAµ
∂
∂A′
µ
, (4.14)
with
ξ
µ
= k1
µ
+ k2
µν
x
ν
+ k3x
µ
, k1
µ
, k2
µν
= k2
[µν]
, k3 = const, (4.15)
(iv) the conformal Killing-vector transformation and its dual
Xξ =
(
LˆξAµ + ζ
ν
µ
A
ν
+ ∗ζ
ν
µ
A′
ν
) ∂
∂A
µ
+
(
LˆξA
′
µ
+ ζ
ν
µ
A′
ν
− ∗ζ
ν
µ
A
ν
) ∂
∂A′
µ
,(4.16)
X′ξ =
(
LˆξA
′
µ
+ ζ
ν
µ
A′
ν
− ∗ζ
ν
µ
A
ν
) ∂
∂A
µ
−
(
LˆξAµ + ζ
ν
µ
A
ν
+ ∗ζ
ν
µ
A′
ν
) ∂
∂A′
µ
,(4.17)
where Lˆξ := Lξ +
1
4
Ω and ζ
µν
:= −1
2
∂
[µ
ξ
ν]
, Ω := 1
2
∂
µ
ξ
µ
, with
ξ
µ
= k4
σ
x
σ
x
µ
− 1
2
k4
µ
x
σ
x
σ
, k4
µ
= const. (4.18)
This class is closed under the duality transformation (4.5).
Before outlining the proof of this theorem, we first discuss geometrical features of these
symmetries and the structure of their Lie algebra.
The parameters k1
µ
, k2
µν
, k3, k4
µ
appearing in the homothetic/conformal Killing vectors
ξ
µ
correspond respectively to four translations, three rotations and three boosts, one dilation,
and four inversions of M4, which are conformal isometries determined by the conformal
Killing equation
Lξηµν = Ωηµν . (4.19)
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The isometries (4.19) generated by translations, rotations/boosts, and a dilation comprise
the homothetic Killing vectors (4.15) on M4 and induce a corresponding Lie derivative ac-
tion on the potentials, i.e. infinitesimal Poincare´ and dilation transformations. In contrast
to the situation for the standard potential system in Lorentz gauge (4.1), the infinitesimal
conformal transformation associated with genuine conformal isometries (4.19) given by in-
versions on M4 are not lost. However, the transformation is modified through combining
a weighted Lie derivative with respect to a conformal Killing vector (4.18) and an internal
rotation on the potentials via the coefficients ζ
µν
and ∗ζ
µν
.
The infinitesimal internal rotation/boost transformation with parameters γ
µν
= γ
[µν]
is
genuinely new as there is no local counterpart of it in Maxwell’s equations or the standard
potential system with or without Lorentz gauge. Along with the infintesimal scaling and
duality-rotation transformations, these transformations are internal (non-spacetime) sym-
metries in the sense that there is no associated motion on spacetime. Note they comprise
three internal rotations and three internal boosts in addition to the one scaling and one
duality-rotation.
We give an alternative representation for the internal symmetries as follows. At any
point in spacetime, identify R4 × R4 ∼= R4 ⊗ R2, and introduce basis elements e1, e2 for R
2.
We will identify the jet space coordinates of the potentials A
µ
, A′
µ
with A
µ
⊗ e1, Aµ ⊗ e2.
Let id ∈ Hom(R4) be the identity map, and R ∈ Hom(R2) a standard rotation on R2, i.e.
id(v
µ
) = v
µ
, R(e1) = e2, R(e2) = −e1, for vµ ∈ R
4. Then the duality-rotation is given by
the transformation
id⊗ R ∈ Hom(R4 ⊗ R2) (4.20)
which acts non-trivially only on the R2 factor, or off-diagonally on the space R4 ⊗ R2, with
matrix representation 
 0 −I
I 0

 . (4.21)
The internal rotations/boosts combine a nontrivial action on the R2 and R4 factors. Define
R
γ
∈ Hom(R4) to be the standard rotation/boost operator with parameters γ
µν
= γ
[µν]
.
Recall that the rotations/boosts act infinitesimally by R
γ
(v
µ
) = γ
ν
µ
v
ν
for v
µ
∈ R4. Here the
constant parameters γ
µν
geometrically determine a 2-dimensional plane in R4 on which the
rotation/boost takes place (namely, the cokernel of R
γ
). With this notation, the internal
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rotations/boosts act via
R
γ
⊗ id + R∗γ ⊗ R ∈ Hom(R
4 ⊗ R2). (4.22)
We then see that the transformation (4.22) is a sum of diagonal and off-diagonal rota-
tions/boosts on R4 ⊗ R2: the diagonal action involves a standard rotation/boost on R4,
and the plane for the off-diagonal rotation/boost is the dual of the plane for the diagonal
rotation/boost.
The geometric symmetries (4.9)–(4.17) comprise a 38-dimensional symmetry algebra. To
describe its commutator structure, we first extend the transformation Xξ and its dual X
′
ξ
to general conformal Killing vectors (4.19).
Proposition IV.2 For a homothetic Killing vector ξ
µ
= k1
µ
+ k2
µν
x
ν
+ k3x
µ
,
Xξ = XξH +Xγ +
1
4
ΩXscal , X
′
ξ = X
′
ξH −X∗γ +
1
4
ΩXdual , γ = ζ (4.23)
is a geometric symmetry of the joint potential system in Lorentz gauge, where ζ
µν
= 1
2
k2
µν
=
const, Ω = 2k3 = const are the (scaled) curl and divergence of ξ
µ
.
Let [γ1, γ2]
µν
= 2γ1
σ[µ
γ2
ν]
σ
denote the commutator of two skew-tensors γ1
µν
, γ2
µν
viewed
as matrices, and [ξ1, ξ2]
µ
= Lξ1ξ2
µ
= −Lξ2ξ1
µ
denote the commutator of two general confor-
mal Killing vectors ξ1
µ
, ξ2
µ
. Note a general conformal Killing vector ξ
µ
has a decomposition
into a sum of a homothetic Killing vector (4.15) and a conformal Killing vector (4.18) whose
curl and divergence are given by
ζ
µν
= −1
2
∂
[µ
ξ
ν]
= 1
2
k2
µν
− k4
[µ
x
ν]
, Ω = 1
2
∂
µ
ξ
µ
= 2k3 + 2k4
µ
x
µ
, (4.24)
where ζ
µν
and Ω are constant only in the case of homothetic Killing vector. Recall, any
two conformal Killing vectors (4.18) commute, while the commutator of any two homothetic
Killing vectors (4.15) is again a homothetic Killing vector, which is given by the well-known
Poincare´ Lie algebra [10, 11, 12] enlarged by the one-dimensional Lie algebra of dilations.
(In particular, dilations commute with all homothetic Killing vectors except translations,
whose commutator is again a translation i.e. [x, k1]
µ
= −k1
µ
; the Poincare´ Lie algebra is
the semidirect product of the Lie algebra so(3, 1) of rotations/boosts and the abelian Lie
algebra u(1)4 ∼= R4 of translations.) The commutator of a conformal Killing vector (4.18)
and a homothetic Killing vector (4.15) is given by the parameters
k¯1
µ
= 0, k¯2
µν
= 2k4
[µ
k1
ν]
, k¯3 = −k4νk1
ν
, k¯4
µ
= −k4
µ
k3 − k4νk2
νµ
. (4.25)
37
Theorem IV.3 (Geometric symmetry algebra)
The nonzero commutators of the geometric symmetries (4.9)–(4.17) of the joint potential
system in Lorentz gauge have the algebraic structure
[Xγ1 ,Xγ2] = 2Xγ3 , where γ3 = [γ2, γ1], (4.26)
[Xξ1,Xξ2] = −[X
′
ξ1
,X′ξ2] = Xξ3, [Xξ1,X
′
ξ2
] = X′ξ3, where ξ3 = [ξ2, ξ1]. (4.27)
Moreover, Xscal ,Xdual span a two-dimensional abelian Lie algebra, Xγ spans the six-
dimensional rotation/boost Lie algebra so(3, 1), Xξ spans the 15-dimensional conformal Lie
algebra so(4, 2); the Lie algebra spanned by Xξ,X
′
ξ is isomorphic to the complexification
of so(4, 2). Thus the geometric symmetries together form a 38-dimensional Lie algebra
u(1)2 × so(3, 1)× so(4, 2)⊗ C.
The computation of this symmetry algebra is straightforward and will be omitted. To
conclude the symmetry analysis, we now derive the geometric symmetry classification by
solving the symmetry determining equations (4.3) and (4.4).
Proof of Theorem IV.1: Explicit coordinates for the solution jet space R˜(A,A′) are
given by (x
µ
, A
ν
, A′
ν
, F
µν
, trfrA
µν
, trfrA′
µν
) where
F
µν
= A[ν,µ] = −
1
2
ǫ
στ
µν
A′
τ,σ
, A
µν
= A(ν,µ), A
′
µν
= A′(ν,µ) . (4.28)
These components represent the linearly independent parts of the potentials and their first-
order derivatives at a point in spacetime, subject to the system equations (4.2).
To proceed, we substitute (4.6) and (4.7) into the determining equations (4.3) and (4.4).
The second-order derivative terms in A and A′ are found to vanish on R˜
1
(A,A′) ⊂ J
2
(A,A′).
For the remaining terms, we extract the coefficients of the linearly independent coordinates
on R˜(A,A′) as follows: (i) A
ν
, A′
ν
, (ii) F
µν
, (iii) trfrA
µν
, trfrA′
µν
. By setting the coefficients
to vanish, we obtain the equations
∂[αaβ]σ =
1
2
ǫ
µν
αβ
∂
µ
a′
νσ
, (4.29)
∂
σ
a¯
σα
= 0, ∂
σ
a¯′
σα
= 0, (4.30)
a
(µ
[α δ
ν)
β] +
1
2
a′
σ(µ
ǫ
ν)
αβσ
= 1
4
η
µν
(a[αβ] −
1
2
ǫ
αβστ
a′
στ
), (4.31)
a˜(αβ) =
1
4
η
αβ
a˜
σ
σ
, a˜′(αβ) =
1
4
η
αβ
a˜′
σ
σ
, (4.32)
a˜
σ
[α ǫ
µν
β]σ − a˜
σ[µ
ǫ
ν]
αβσ
+ 2(a˜′[α
[µ
+ a˜′
[µ
[α)δ
ν]
β] − a˜
′
σ
σ
δ
[µ
α
δ
ν]
β
= 0, (4.33)
a′[αβ] =
1
2
ǫ
αβστ
a
στ
, (4.34)
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where, for notational convenience, we have defined
a¯
αβ
:= a
αβ
+ ∂
α
ξ
β
, a¯′
αβ
:= a′
αβ
+ ∂
α
ξ′
β
, (4.35)
a˜
αβ
:= a
αβ
+ 2∂
α
ξ
β
, a˜′
αβ
:= a′
αβ
+ 2∂
α
ξ′
β
. (4.36)
From (4.31), contracting on ν, β, and then symmetrizing on α, µ, we find
a(αβ) =
1
4
η
αβ
a
σ
σ
. (4.37)
Similarly, multiplication of (4.31) by ǫ
αβστ
followed by a similar contraction and symmetriza-
tion leads to
a′(αβ) =
1
4
η
αβ
a′
σ
σ
. (4.38)
Combining (4.37) and (4.38) with (4.32), we obtain
∂(αξβ) =
1
4
η
αβ
∂
σ
ξ
σ
, ∂(αξ
′
β) =
1
4
η
αβ
∂
σ
ξ′
σ
. (4.39)
Through (4.37)–(4.39) and (4.34), the equations (4.31)–(4.33) reduce to identities.
The differential equation (4.39) is equivalent to the conformal Killing equation (4.19) and
hence both ξ
µ
(x) and ξ′
µ
(x) are general conformal Killing vectors:
ξ
µ
= k1
µ
+ k2
µν
x
ν
+ k3x
µ
+ k4
ν
x
ν
x
µ
− 1
2
k4
µ
x
ν
x
ν
, (4.40)
ξ′
µ
= k′1
µ
+ k′2
µν
x
ν
+ k′3x
µ
+ k′4
ν
x
ν
x
µ
− 1
2
k′4
µ
x
ν
x
ν
, (4.41)
where k1
µ
, k2
µν
= k2
[µν]
, k3, k4
µ
, and k′1
µ
, k′2
µν
= k′2
[µν]
, k′3, k
′
4
µ
are constants.
We decompose a
νσ
and a′
νσ
into their symmetric and antisymmetric parts using (4.37)
and (4.38), with the notation
aˆ
νσ
:= a[νσ], aˆ
′
νσ
:= a′[νσ] . (4.42)
Elimination of aˆ′
νσ
in (4.29) using (4.34) then gives the equation
∂[αaˆβ]σ −
1
2
∂
σ
aˆ
αβ
= η
σ[α∂
µ
aˆ
β]µ +
1
4
η
σ[α∂β]a
ν
ν
+ 1
8
ǫ
αβµσ
∂
µ
a′
ν
ν
. (4.43)
By contracting (4.43) on β, σ, followed by using (4.30) and (4.40), we obtain
∂
α
a
σ
σ
= 4
3
∂
σ
aˆ
σα
= −∂
σ
∂
σ
ξ
α
= 2k4α. (4.44)
Consequently, the trace-part of a
αβ
is
a
σ
σ
= 4λ+ 2k4
σ
x
σ
, (4.45)
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where λ is a constant. Then, a similar elimination of aˆ
νσ
in (4.29) leads to the trace-part of
a′
αβ
,
a′
σ
σ
= 4λ′ + 2k′4
σ
x
σ
, (4.46)
where λ′ is a constant.
Hence (4.43) becomes
∂[αaˆβ]σ −
1
2
∂
σ
aˆ
αβ
= k4[αηβ]σ −
1
4
ǫ
αβστ
k′4
τ
(4.47)
through (4.44)–(4.46). Antisymmetrization of (4.47) on α, β, σ leads to
∂[αaˆβ]σ +
1
2
∂
σ
aˆ
αβ
= −3
4
ǫ
αβστ
k′4
τ
. (4.48)
Combining (4.47) and (4.48) we obtain
∂
σ
aˆ
αβ
= −k4[αηβ]σ −
1
2
ǫ
αβστ
k′4
τ
, (4.49)
which yields
aˆ
αβ
= γ
αβ
+ ζ
αβ
− ∗ζ ′
αβ
, (4.50)
where γ
αβ
= γ[αβ] = const, and ζαβ = −
1
2
∂[αξβ] = −k4[αxβ], ζ
′
αβ
= −1
2
∂[αξ
′
β] = −k
′
4[αxβ].
Finally, using (4.34) we have
aˆ′
αβ
= ∗γ
αβ
+ ∗ζ
αβ
+ ζ ′
αβ
. (4.51)
All equations (4.29)–(4.34) now reduce to identities. 
We remark that if the ansatz (4.6) and (4.7) is generalized to include odd parity terms of
zeroth order on J
1
(A,A′), then the proof goes through and no new symmetries are obtained.
It would be a natural generalization to next include odd parity first-order terms, but we have
not investigated the outcome.
B. Conservation law analysis
Since the solution space of the joint potential system in Lorentz gauge has a nat-
ural embedding into the solution space of the unaugmented potential system, both the
duality-rotation current (3.81) connected with duality rotations on the potentials and the
stress-energy currents (3.90) associated with general conformal Killing vectors, discussed in
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Sec. IIID, continue to be admitted when Lorentz gauge is imposed. New conserved currents
are suggested by the appearance of the new local symmetries admitted under Lorentz gauge.
The joint potential system remains non-self-adjoint in Lorentz gauge and hence it is a
non-Lagrangian system. Consequently, conserved currents arise through adjoint-symmetries
via a scaling formula similar to the one in Table II for the system without Lorentz gauge.
Local adjoint-symmetries of system (4.2) consist of a differential 2-form P
µν
[A,A′] as in
the case without Lorentz gauge, plus a pair of differential scalar functions χ[A,A′], χ′[A,A′],
which arise respectively from the adjoint of the symmetry equations (4.3) and (4.4). In
particular, the determining equations for local adjoint-symmetries of order q <∞ take the
form
D
µ
P
µν
+D
ν
χ′ = 0, (4.52)
D
µ
∗P
µν
−D
ν
χ = 0, (4.53)
on R
q
(A,A′). Note these equations have the duality invariance
(P
µν
, χ, χ′)→ (∗P
µν
, χ′,−χ). (4.54)
Proposition IV.4 All nontrivial local conserved currents of the potential system (4.2) are
generated from local adjoint-symmetries by the conserved current formula
Ψ
µ
=
∫ 1
0
(
P
µν
A′
ν
− ∗P
µν
A
ν
+ χA
µ
+ χ′A′
µ
)∣∣∣
λA,λA′
dλ
λ
. (4.55)
To apply this result, rather than solve the adjoint-symmetry equations we will now utilize
our symmetry classification results and derive a mapping from local symmetries to local
adjoint-symmetries, extending the mapping (3.35)–(3.36) obtained in Theorem III.5 for the
joint potential system without gauges.
Since this map (3.35)–(3.36) relied only on the adjoint relation between the respective de-
termining equations for local symmetries Q
µ
[A,A′], Q′
µ
[A,A′] and local adjoint-symmetries
P
µν
[A,A′] of the unaugmented potential system, it carries over to the potential system in
Lorentz gauge if we project out the functions χ[A,A′], χ′[A,A′] associated with the Lorentz
gauge equations (4.4).
Theorem IV.5 For the joint potential system in Lorentz gauge, there is a linear mapping
from local symmetries into local adjoint-symmetries given by
(Q
ν
, Q′
ν
) −→ (P
µν
= D[µQν], ∗P µν = D[µQ
′
ν], χ = 0, χ
′ = 0) (4.56)
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as well as a dual mapping
(Q
ν
, Q′
ν
) −→ (P
µν
= −D[µQ
′
ν], ∗P µν = D[µQν], χ = 0, χ
′ = 0) (4.57)
coming from the duality invariance (4.54). Associated to these correspondences (4.56)
and (4.57) are respective formulas (4.55) that directly generate local conserved currents
Ψ
µ
=
∫ 1
0
(Q′
ν
F
µν
−Q
ν
∗F
µν
)
∣∣∣
λA,λA′
dλ
λ
(4.58)
and
Ψ
µ
=
∫ 1
0
(Q
ν
F
µν
+Q′
ν
∗F
µν
)
∣∣∣
λA,λA′
dλ
λ
(4.59)
from local symmetries of this potential system.
Proof: The adjoint-symmetry equations (4.52) and (4.53) reduce directly to the sym-
metry equations (4.3) and (4.4) through substitution of the mappings (4.56) and (4.57).
Similarly, the conserved current formula (4.55) reduces to formulas (4.58) and (4.59) mod-
ulo curls, since A
ν
D
[µ
Q′
ν]
= A
ν
∗D
[µ
Q
ν]
= 1
2
ǫ
µναβ
(
Q
β
D
ν
A
α
+D
α
(Q
β
A
ν
)
)
and likewise for
the other term A′
ν
D
[µ
Q
ν]
= −A′
ν
∗D
[µ
Q′
ν]
. 
We remark that a converse for either correspondence (4.56) or (4.57) would rely on
generalizing the local 2-form cohomology theorem to the joint potential system in Lorentz
gauge, which is unnecessary for the purpose of generating conserved currents.
Of the two conserved current formulas, the latter one (4.59) is distinguished by the
property that it generates a trivial current from the scaling symmetry (4.9) and a nontrivial
current from the duality-rotation symmetry (4.10) (while this correspondence is reversed by
the dual formula (4.58)). We emphasize that both formulas generate the same conserved
currents when applied to the class of geometric symmetries (4.9)–(4.17), since this class
exhibits duality-invariance (4.5).
We now list in Table VII the conserved currents that arise through formula (4.59) from
the geometric symmetries (4.9)–(4.17) classified in Theorem IV.1. For comparison, we write
out the stress-energy currents,
Ψ
µ
= ξ
σ
(F
σν
F
µν
+ ∗F
σν
∗F
µν
) := T
µ
σ
ξ
σ
(4.60)
where ξ
σ
is a general conformal Killing vector and T
µ
σ
denotes the conserved stress-energy
tensor of Maxwell’s equations.
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Geometric Symmetry Conserved current
scaling
Q
µ
= A
µ
Q′
µ
= A′
µ
Ψµscal =
1
2 (AνF
µν
+A′
ν
∗F
µν
)
= D
ν
(
1
4ǫ
µνστ
A
σ
A′
τ
)
duality-rotation
Q
µ
= A′
µ
Q′
µ
= −A
µ
Ψµdual =
1
2 (A
′
ν
F
µν
−A
ν
∗F
µν
)
internal
rotations/boosts
γ
µν
given by (4.12)
Q
µ
= γ
ν
µ
A
ν
+ ∗γ
ν
µ
A′
ν
Q′
µ
= γ
ν
µ
A′
ν
− ∗γ
ν
µ
A
ν
Ψµγ =
1
2γ
σ
ν
(A
σ
F
µν
+A′
σ
∗F
µν
)
+12∗γ
σ
ν
(A′
σ
F
µν
−A
σ
∗F
µν
)
general conformal
Killing vector
ξ
µ
, ζ
µν
given by (4.18)
Q
µ
= LˆξAµ + ζ
ν
µ
A
ν
+ ∗ζ
ν
µ
A′
ν
Q′
µ
= LˆξA
′
µ
+ ζ
ν
µ
A′
ν
− ∗ζ
ν
µ
A
ν
Ψµξ =
1
2 (LˆξAν)F
µν
+ 12(LˆξA
′
ν
)∗F
µν
+12ζ
σ
ν
(A
σ
F
µν
+A′
σ
∗F
µν
)
+12∗ζ
σ
ν
(A′
σ
F
µν
−A
σ
∗F
µν
)
general conformal
Killing vector dual
Q
µ
= LˆξA
′
µ
+ ζ
ν
µ
A′
ν
− ∗ζ
ν
µ
A
ν
Q′
µ
= −LˆξAµ − ζ
ν
µ
A
ν
− ∗ζ
ν
µ
A′
ν
Ψ′µξ =
1
2(LˆξA
′
ν
)F
µν
− 12 (LˆξAν)∗F
µν
+12ζ
σ
ν
(A′
σ
F
µν
−A
σ
∗F
µν
)
−12∗ζ
σ
ν
(A
σ
F
µν
+A′
σ
∗F
µν
)
Lie derivative terms
in Q
µ
, Q′
µ
Lˆξ = Lξ +
1
4Ω
Ω given by (4.18)
1
2(LξAν)F
µν
+ 12 (LξA
′
ν
)∗F
µν
= D
ν
(
1
2ξ
σ
(A
σ
F
µν
+A′
σ
∗F
µν
)
)
+T
µ
σ
ξ
σ
1
2(LξA
′
ν
)F
µν
− 12(LξAν)∗F
µν
= D
ν
(
1
2ξ
σ
(A′
σ
F
µν
−A
σ
∗F
µν
)
)
TABLE VII: Conserved currents derived from geometric symmetries of the joint potential system
in Lorentz gauge
Trivial currents (i.e. curls) are produced by both the scaling symmetry (4.9) and the
homothetic Killing-vector dual symmetries (4.14). The homothetic Killing-vector symme-
tries (4.13) themselves reproduce the same stress-energy currents (modulo trivial currents)
as admitted by the unaugmented potential system.
In contrast the currents associated with the new internal rotation/boost symmetries (4.11)
as well as the conformal Killing-vector symmetries (4.16) and their dual symmetries (4.17)
are genuinely new local conserved currents. Nontriviality of these currents is established in
Sec. V, where we will simplify all inessential dependence on potentials through the embedding
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of the solution space of the potential system (4.2) into the solution space of Maxwell’s
equations.
Finally, we remark that the duality-rotation current, internal rotation/boost currents,
conformal Killing-vector currents and their dual currents are related by considering a general
conformal Killing vector as was noted for the corresponding symmetries in Proposition IV.2.
Proposition IV.6 For a homothetic Killing vector ξ
µ
= k1
µ
+ k2
µν
x
ν
+ k3x
µ
,
Ψµξ = T
µ
σ
ξ
σ
+Ψµγ mod curls, Ψ
′µ
ξ = −Ψ
µ
∗γ +
1
4
ΩΨµdual mod curls, γ = ζ (4.61)
is a geometric current of the joint potential system in Lorentz gauge, where ζ
µν
= 1
2
k2
µν
=
const, Ω = 2k3 = const.
V. NEW NONLOCAL SYMMETRIES AND CONSERVATION LAWS OF
MAXWELL’S EQUATIONS
In this section we derive nonlocal symmetries and nonlocal conserved currents of
Maxwell’s equations through projection of the new geometric symmetries and new geometric
currents of the joint potential system in Lorentz gauge found in Sec. IV. The projection
is defined on J
1
(A,A′) using the natural embedding of the solution jet space R˜(A,A′) of
the potentials in Lorentz gauge into the solution jet space of Maxwell’s equations as fol-
lows: We note first that, with the introduction of potentials, points in J
q
(F ) are identified
with equivalence classes of points in J
q+1
(A,A′) under (prolonged) gauge transformations
A
µ
→ A
µ
+D
µ
χ, A′
µ
→ A′
µ
+D
µ
χ′, for any functions χ, χ′ on J
q
(A,A′). Any representative
in each equivalence class satisfying the equations
D
µ
D
µ
χ(A) = η
µν
A
µ,ν
, D
µ
D
µ
χ′(A′) = η
µν
A′
µ,ν
(5.1)
corresponds to the choice of Lorentz gauge being imposed on the potentials. (Note χ, χ′
are unique to within the addition of any solution of the source-free wave equation.) Hence
we have an embedding of R˜(A,A′) into R(A,A′) given by the explicit jet space coordinates
(x
µ
, A˜
ν
, A˜′
ν
, F
µν
, A˜
µν
, A˜′
µν
) such that
A˜
ν
= A
ν
−D
ν
χ(A), A˜′
ν
= A′
ν
−D
ν
χ′(A′) (5.2)
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satisfy Lorentz gauge
η
µν
A˜
ν,µ
= η
µν
A˜′
ν,µ
= 0. (5.3)
Note here
F
µν
= A˜[ν,µ] = −∗A˜
′
[ν,µ] , (5.4)
and
A˜
µν
= trfr(A
µν
−D
µ
D
ν
χ(A)) = A(ν,µ) −DµDνχ(A), (5.5)
A˜′
µν
= trfr(A′
µν
−D
µ
D
ν
χ′(A′)) = A′(ν,µ) −DµDνχ
′(A′), (5.6)
where, we recall, A
µν
= A(ν,µ), A
′
µν
= A′(ν,µ) . Hereafter, R(A˜, A˜
′) ⊂ J
1
(A,A′) will denote
R˜(A,A′) ⊂ J
1
(A,A′) under this embedding of the solution jet spaces.
A. Induced symmetries of Maxwell’s equations
Definition V.1 Any local symmetry XA˜
µ
= Q
µ
[A˜, A˜′], XA˜′
µ
= Q′
µ
[A˜, A˜′] of the joint
potential system on R(A˜, A˜′) projects to a symmetry XF
µν
= D[µQν][A,A
′] of Maxwell’s
equations on R(A,A′) via the transformation (5.2)–(5.6). A projected symmetry is lo-
cal in the electromagnetic field iff XF
µν
has no essential dependence on the potentials
A
ν
, A′
ν
, A
µν
, A′
µν
, so D[µQν] is a differential 2-form on R(F ); and otherwise a projected
symmetry XF
µν
[A,A′] is nonlocal.
We now list in Table VIII the projected geometric symmetries obtained from Theo-
rem IV.1. The projections are a straightforward computation using Definition V.1.
The projected symmetries with essential dependence on the potentials are simply the con-
formal Killing-vector symmetries and their dual symmetries, and the internal rotation/boost
symmetries, which comprise the new geometric symmetries found for the joint potential sys-
tem in Lorentz gauge. Note the Lie derivative term in the conformal Killing-vector symme-
tries corresponds itself precisely to the local conformal symmetries of Maxwell’s equations,
and likewise for the Lie derivative term in the dual symmetries. By subtraction of these
local symmetries
Xconf = (LξF µν)
∂
∂F
µν
, X′conf = (Lξ∗F µν)
∂
∂F
µν
, (5.7)
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Geometric symmetry type
Induced symmetry of
D
µ
F
µν
= 0, D
µ
∗F
µν
= 0
scaling (4.9)
and duality-rotation (4.10)
Xscal = Fµν∂/∂Fµν
Xdual = ∗F µν∂/∂Fµν
internal rotation/boost (4.11)
γ
µν
given by (4.12)
Xγ = (A˜
σ
[µ γν]σ + A˜
′
[µ
σ
∗γ
ν]σ)∂/∂Fµν
translation, rotation/boost, dilation (4.13)
and dual (4.14)
ξ
µ
given by (4.15)
XξH = (LξFµν)∂/∂Fµν
X′
ξH
= (Lξ∗F µν)∂/∂Fµν
conformal (4.16)
and dual (4.17)
ξ
µ
, ζ
µν
, Ω given by (4.18)
Lˆξ := Lξ +
1
4Ω
Xξ = (LˆξFµν + A˜
σ
[µ ζν]σ + A˜
′
[µ
σ
∗ζ
ν]σ
−A˜
σ
∂
σ
ζ
µν
+ A˜′
σ
∂
σ
∗ζ
µν
)∂/∂F
µν
X′ξ = (Lˆξ∗F µν + A˜
′
[µ
σ
ζ
ν]σ − A˜
σ
[µ ∗ζν]σ
−A˜′
σ
∂
σ
ζ
µν
− A˜
σ
∂
σ
∗ζ
µν
)∂/∂F
µν
TABLE VIII: Symmetries of Maxwell’s equations induced by geometric symmetries of the joint
potential system in Lorentz gauge
we are left with new symmetries Z of a similar form to the internal rotation/boost symme-
tries, involving no dependence on derivatives of the electromagnetic field F
µν
or its dual, as
given by the following transformations:
(i) internal rotation/boost transformation
Zγ =
(
A
σ
[µ γν]σ + A
′
[µ
σ
∗γ
ν]σ + γ
σ
[µ Dν]Dσχ(A) + ∗γ
σ
[µ Dν]Dσχ
′(A′)
) ∂
∂F
µν
, (5.8)
with γ
µν
= γ
[µν]
= const,
(ii) internal conformal transformation
Zξ =
(
1
4
ΩF
µν
+ A
σ
[µ ζν]σ + A
′
[µ
σ
∗ζ
ν]σ − A
σ
∂
σ
ζ
µν
+ A′
σ
∂
σ
∗ζ
µν
−D[µ(ζ
σ
ν] Dσχ(A) + ∗ζ
σ
ν] Dσχ
′(A′) + 1
3
∂
σ
ζ
ν]σχ(A))
) ∂
∂F
µν
, (5.9)
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and dual transformation
Z′ξ =
(
1
4
Ω∗F
µν
+ A′[µ
σ
ζ
ν]σ − A
σ
[µ ∗ζν]σ − A
′σ∂
σ
ζ
µν
− A
σ
∂
σ
∗ζ
µν
−D[µ(ζ
σ
ν] Dσχ
′(A′)− ∗ζ
σ
ν] Dσχ(A) +
1
3
∂
σ
ζ
ν]σχ
′(A′))
) ∂
∂F
µν
, (5.10)
where ζ
µν
:= −1
2
∂
[µ
ξ
ν]
and Ω := 1
2
∂
µ
ξ
µ
, with ξ
µ
= k4
σ
x
σ
x
µ
− 1
2
k4
µ
x
σ
x
σ
, k4
µ
= const;
χ(A), χ′(A′) are scalar functions satisfying the wave equation (5.1).
Their explicit dependence on the potentials means that these symmetries are nonlocal and
nontrivial.
We remark that the transformations (5.9) and (5.10) continue to be admitted as sym-
metries if the conformal Killing vector ξ
µ
is replaced by a homothetic Killing vector (4.15)
as seen from Proposition IV.2. Indeed, in the case of a rotation/boost ξ
µ
= k2
µν
x
ν
, these
transformations respectively reduce to the internal rotation/boost symmetries (5.8) with
parameters γ
µν
= 1
2
k2
µν
,−1
4
ǫ
µν
στ
k2
στ
; in contrast these transformations yield a multiple 1
2
k3
of the scaling and duality-rotation symmetries in the case of a dilation ξ
µ
= k3x
µ
, and trivial
symmetries in the case of a translation ξ
µ
= k1
µ
.
Thus, the nonlocal symmetries we have found for Maxwell’s equations arise from new
symmetries of the form (5.9) and (5.10) for a general conformal Killing vector i.e. ξ
µ
is any
generator of a conformal isometry (4.19) of Minkowski space.
There is a deeper unity between the internal rotation/boost symmetries and the internal
conformal and dual symmetries. Consider the transformations (5.9) and (5.10) using the
sum of a rotation/boost Killing vector and a conformal Killing vector
ξ
µ
= k2
µν
x
ν
+ k4
σ
x
σ
x
µ
− 1
2
k4
µ
x
σ
x
σ
. (5.11)
We observe that only the (scaled) curl ζ
µν
and divergence Ω of this Killing vector enter these
transformations, where Ω is related to ζ
µν
by
ζ
µν
= 1
2
k2
µν
− k4
[µ
x
ν]
, Ω = 2k4
µ
x
µ
= 4
3
x
ν
∂
µ
ζ
µν
. (5.12)
Moreover, ζ
µν
has precisely the form of the dual of a Killing-Yano tensor, namely Y
µν
(x) :=
∗ζ
µν
satisfies the Killing-Yano equation [33, 34]
∂
(σ
Y
µ)ν
= 0. (5.13)
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(More general Killing-Yano tensors of conformal type are parameters for local chiral sym-
metries of Maxwell’s equations [2, 13, 14, 32] and first arose in the study of integrals of the
geodesic equations for light rays in the curved Kerr metric; they are also connected with
separation of variables of Maxwell’s equations in that metric.)
Thus the nonlocal internal symmetries (5.8), (5.9), (5.10) have the following geometric
form:
ZY =
(
1
3
x
σ
∂
τ
∗Y
στ
F
µν
− A˜
σ
[µ ∗Y ν]σ + A˜
′
[µ
σ
Y
ν]σ + A˜σ∂
σ
∗Y
µν
+ A˜′
σ
∂
σ
Y
µν
) ∂
∂F
µν
,
=
(
1
3
x
σ
∂
τ
∗Y
στ
F
µν
−A
σ
[µ ∗Y ν]σ + A
′
[µ
σ
Y
ν]σ + Aσ∂
σ
∗Y
µν
+ A′
σ
∂
σ
Y
µν
+D[µ(∗Y ν]
σ
D
σ
χ(A)− Y
ν]
σ
D
σ
χ′(A′) + 1
3
∂
σ
∗Y
ν]σχ(A))
) ∂
∂F
µν
, (5.14)
Z′Y =
(
1
3
x
σ
∂
τ
∗Y
στ
∗F
µν
− A˜′[µ
σ
∗Y
ν]σ − A˜
σ
[µ Y ν]σ + A˜
′
σ
∂
σ
∗Y
µν
− A˜
σ
∂
σ
Y
µν
) ∂
∂F
µν
,
=
(
1
3
x
σ
∂
τ
∗Y
στ
∗F
µν
− A′[µ
σ
∗Y
ν]σ −A
σ
[µ Y ν]σ + A
′
σ
∂
σ
∗Y
µν
− A
σ
∂
σ
Y
µν
+D[µ(∗Y ν]
σ
D
σ
χ′(A′) + Y
ν]
σ
D
σ
χ(A) + 1
3
∂
σ
∗Y
ν]σχ
′(A′))
) ∂
∂F
µν
, (5.15)
where
Y
µν
= k¯1
µν
+ ǫ
µν
στ
k¯2
σ
x
τ
, k¯1
µν
= k¯1
[µν]
, k¯2
σ
= const (5.16)
is a Killing-Yano tensor. Note that only the set of constant Killing-Yano tensors is preserved
under duality Y
µν
→ ∗Y
µν
.
Theorem V.2 Maxwell’s equations admits the (nontrivial) nonlocal symmetries (5.14)
and (5.15) depending on an arbitrary Killing-Yano tensor (5.16). Under the duality trans-
formation (2.11) on the potentials, these symmetries are interchanged, and in the case of a
constant Killing-Yano tensor they are related through directly replacing this tensor with its
dual. Thus the symmetries comprise a 14-dimensional vector space.
The vector space structure of these nonlocal symmetries has a basis consisting of six of
internal rotation/boost type (5.8), four of internal conformal type (5.9) and four of dual type
(5.10). However, their commutator structure is not closed. Note the internal rotation/boost
symmetries themselves comprise a so(3, 1) Lie algebra, which follows from projection of the
commutator structure stated in Theorem IV.3 for the corresponding local symmetries on
the solution jet space R˜(A,A′) of the joint potential system in Lorentz gauge. In contrast
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the internal conformal symmetries and their duals do not arise from projection of any lo-
cal symmetries of this potential system, and as a consequence, their commutators do not
have the form of local transformations on R˜(A,A′), i.e. they necessarily involve a nonlocal
dependence on the potentials and hence there is no natural Lie algebra structure for them.
The same conclusion holds for the commutators of the internal rotation/boost symmetries
with the internal conformal symmetries or their duals. These commutators are still them-
selves nonlocal symmetries of the potential system and hence of Maxwell’s equations. More
generally, there is an enveloping (nonlocal) symmetry algebra generated by the span of the
symmetries (5.8), (5.9), (5.10), and their repeated commutators.
If instead we consider the respective superpositions Zξ +Xconf , Z
′
ξ +X
′
conf , of the nonlo-
cal symmetries (5.9), (5.10) of Maxwell’s equations and the corresponding local symmetries
(5.7) given by rotation/boost Killing vectors and conformal Killing vectors, their collective
enveloping algebra collapses to the Lie algebra of rotations/boosts and complexified inver-
sions, namely the natural semidirect product of so(3, 1) with u(1)4 ⊗ C, as follows from
Theorem IV.3.
B. Induced conservation laws
Definition V.3 Any local conserved current Ψ
µ
[A˜, A˜′] on R(A˜, A˜′) directly projects to a
conserved current Ψ
µ
[A,A′] of Maxwell’s equations on R(A,A′) via the transformation
(5.2)–(5.6). A projected current is local in the electromagnetic field iff, up to addi-
tion of a curl, it has no essential dependence on the potentials A
ν
, A′
ν
, A
µν
, A′
µν
, so that
Ψ
µ
[A,A′] + D
ν
Θ
µν
[A,A′] for some antisymmetric tensor function Θ
µν
[A,A′] is a vector
function on R(F ); and otherwise a projected current Ψ
µ
[A,A′] is nonlocal.
For the geometric conserved currents listed in Table VII for the joint potential system
in Lorentz gauge, the Lie derivative terms in the general conformal Killing-vector currents
simply project to the corresponding stress-energy currents (4.60), while the Lie derivative
terms in the dual currents project to a curl. The remaining internal terms in those currents as
well as the internal rotation/boost currents and duality-rotation current separately project
to new conserved currents Φ
µ
of Maxwell’s equations:
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(i) duality-rotation conservation law
Φµdual = A˜
′
ν
F
µν
− A˜
ν
∗F
µν
= A′
ν
F
µν
− A
ν
∗F
µν
mod curls, (5.17)
(ii) internal rotation/boost conservation law
Φµγ = γ
σ
ν
(A˜
σ
F
µν
+ A˜′
σ
∗F
µν
) + ∗γ
σ
ν
(A˜′
σ
F
µν
− A˜
σ
∗F
µν
)
= −1
2
γ
νσ
(A
µ
F
νσ
+ A′
µ
∗F
νσ
) + 2γ
ν[σ
(A
σ
F
µ]
ν
+ A′
σ
∗F
µ]
ν
)
+Υµ(χ(A), γ
νσ
F
νσ
) + Υµ(χ′(A′), γ
νσ
∗F
νσ
) (5.18)
mod curls,
with γ
µν
= γ
[µν]
= const,
(iii) internal conformal conservation law
Φµξ = ζ
σ
ν
(A˜
σ
F
µν
+ A˜′
σ
∗F
µν
) + ∗ζ
σ
ν
(A˜′
σ
F
µν
− A˜
σ
∗F
µν
) + 1
4
Ω(A˜
ν
F
µν
+ A˜′
ν
∗F
µν
)
= −1
2
ζ
νσ
(A
µ
F
νσ
+ A′
µ
∗F
νσ
) + 2ζ
ν[σ
(A
σ
F
µ]
ν
+ A′
σ
∗F
µ]
ν
)− 1
8
ǫ
µσαβ
∂
σ
Ω A
α
A′
β
+Υµ(χ(A), ζ
νσ
F
νσ
) + Υµ(χ′(A′), ζ
νσ
∗F
νσ
) (5.19)
mod curls,
and dual conservation law
Φ′µξ = ζ
σ
ν
(A˜′
σ
F
µν
− A˜
σ
∗F
µν
)− ∗ζ
σ
ν
(A˜
σ
F
µν
+ A˜′
σ
∗F
µν
) + 1
4
Ω(A˜′
ν
F
µν
− A˜
ν
∗F
µν
)
= −1
2
ζ
νσ
(A′
µ
F
νσ
−A
µ
∗F
νσ
) + 2ζ
ν[σ
(A′
σ
F
µ]
ν
−A
σ
∗F
µ]
ν
)
+1
4
Ω(A′
ν
F
µν
− A
ν
∗F
µν
)−Υµ(χ(A), ζ
νσ
∗F
νσ
) + Υµ(χ′(A′), ζ
νσ
F
νσ
) (5.20)
mod curls,
where ζ
µν
:= −1
2
∂
[µ
ξ
ν]
and Ω := 1
2
∂
µ
ξ
µ
, with ξ
µ
= k4
σ
x
σ
x
µ
− 1
2
k4
µ
x
σ
x
σ
, k4
µ
=
const; here χ(A), χ′(A′) are scalar functions satisfying the wave equation (5.1), and
Υµ(f, g) := 1
2
(gD
µ
f−fD
µ
g) is a skew-bilinear vector function depending on any scalar
expressions f, g.
In writing downs these currents we have simplified some terms through integration by parts
and multiplied by an overall factor of 2. We remark that Υµ(f, g) has the form of a con-
served current formula for the ordinary scalar wave equation [1], taking f, g to be a pair of
symmetries. These terms are not separately conserved in the currents here.
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Note that if the conformal Killing vector ξ
µ
in the currents (5.19) is replaced by a ho-
mothetic Killing vector (4.15), we obtain the internal rotation/boost currents (5.18) with
γ
µν
= 1
2
k2
µν
in the case of a rotation/boost ξ
µ
= k2
µν
x
ν
, and trivial currents in the case
of a translation ξ
µ
= k1
µ
or a dilation ξ
µ
= x
µ
. Similarly, from the dual currents (5.20)
we obtain the internal rotation/boost current (5.18) with γ
µν
= −1
4
ǫ
µν
αβ
k2
αβ
in the case of
a rotation/boost ξ
µ
= k2
µν
x
ν
, the duality-rotation current (5.17) in the case of a dilation
ξ
µ
= x
µ
, and a trivial current in the case of translation ξ
µ
= k1
µ
.
Thus, the new currents we have found for Maxwell’s equations come from new conserva-
tion laws of the form (5.19) and (5.20) that exist for a general conformal Killing vector, i.e.
ξ
µ
is any generator of a conformal isometry (4.19) of Minkowski space.
We now prove these conservation laws (5.17)–(5.20) are nontrivial and nonlocal.
Firstly, it is useful to define the weight of a quadratic current Ψ
µ
on J
q
(A,A′) to be the
maximum of the weights of all monomial terms in Ψ
µ
, given by counting the total number of
derivatives that appear on the potentials: i.e. A
µ
, A′
µ
have weight 0, F
µν
has weight 1, while
χ(A), χ′(A′) are counted as weight −1 through equation (5.1). The lowest weight nontrivial
local conserved currents of Maxwell’s equations as shown in Ref.[3] are the stress-energy
currents (3.90), which have weight 2 on J (F ) ⊂ J
1
(A,A′). In comparison, the currents
(5.17)–(5.20) each have weight 1 and cannot be equivalent consequently to any nontrivial
local current of Maxwell’s equations. This establishes, moreover, that these currents (5.17)–
(5.20) are nonlocal. Thus it remains to show only that they are nontrivial when restricted
to the solution jet space R(A˜, A˜′).
Lemma V.4 Suppose
Ψ
µ
= (k1
µ
αβσ
A˜
σ
+ k2
µ
αβσ
A˜′
σ
)F
αβ
(5.21)
is a conserved current on R(A˜, A˜′). Then this current is trivial iff
k2
µαβσ
= 1
2
ǫ
αβ
ντ
k1
µντσ
= kǫ
µαβσ
, k = const (5.22)
Proof: Any trivial current on R(A˜, A˜′) is characterized on J
1
(A,A′) by having the form
Ψ
µ
= D
ν
Θ
µν
+ b
µ
αβ
(F ′
αβ
− ∗F
αβ
), F ′
αβ
:= A˜′
[β,α]
, F
αβ
:= A˜
[β,α]
, (5.23)
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where
Θ
µν
= Θ1
µν
αβ
(x)A˜
α
A˜
β
+Θ2
µν
αβ
(x)A˜′
α
A˜′
β
+Θ′
µν
αβ
(x)A˜′
α
A˜
β
, (5.24)
b
µ
αβ
= b1
µ
αβσ
(x)A˜
σ
+ b2
µ
αβσ
(x)A˜′
σ
, (5.25)
with the coefficients subject to the index symmetries Θi
µν
αβ
= Θi
[µν]
(αβ), Θ
′µν
αβ
= Θ′
[µν]
αβ
,
bi
µ
αβσ
= bi
µ
[αβ]σ. To proceed we expand (5.23) and substitute the decompositions A˜
β,α
=
F
αβ
+trfrA˜
(β,α)
and A˜′
β,α
= F ′
αβ
+trfrA˜′
(β,α)
. The coefficients of all terms other than F
αβ
A˜
σ
and F
αβ
A˜′
σ
cannot match (5.21) and must therefore vanish, which leads to the conditions
Θ1
µ
(να)β = Θ2
µ
(να)β = Θ
′µ
(ν|β|α) = Θ
′µ
(να)β = 0, (5.26)
2Θ2
µ
[αβ]σ + b2
µ
αβσ
= 0, (5.27)
Θ′
µ
[αβ]σ + b1
µ
αβσ
= 0. (5.28)
The index symmetries imposed by (5.26) immediately show that Θ1
µ
ναβ
and Θ2
µ
ναβ
vanish
while Θ′
µ
ναβ
must be totally antisymmetric and hence
Θ′
µ
ναβ
= k(x)ǫ
µ
ναβ
(5.29)
for some k(x). It then follows from (5.27) that b2
µ
αβσ
also vanishes. Finally, by now equating
(5.21) to (5.23) and collecting like terms, we obtain
k1
µ
αβσ
= −1
2
ǫ
ρτ
αβ
b1
µ
ρτσ
, k2
µ
ρτσ
= −Θ′
µ
ρτσ
, ∂
ρ
k2
µ
ρτσ
= 0. (5.30)
Then the relations (5.28) and (5.30) establish the conditions (5.22) stated in the Lemma. 
To apply this Lemma, we observe the new conserved currents (5.17)–(5.20) written in
terms of A˜
ν
, A˜′
ν
, F
µν
have the form (5.21) where
k1µαβσ = ηµ[αaβ]σ −
1
2
ǫ
ν
µαβ
a′
νσ
, k2µαβσ = ηµ[αa
′
β]σ +
1
2
ǫ
ν
µαβ
a
νσ
(5.31)
as given by Table IX. The algebraic conditions (5.22) are readily found to fail for each of
these currents. Therefore our main result is now proven.
Theorem V.5 Maxwell’s equations admits the (nontrivial) nonlocal conservation laws
(5.17)–(5.20). These conservation laws span a 15-dimensional vector space whose basis
consists of one of duality-rotation type, six of internal rotation/boost type, four of internal
conformal type and four of dual type.
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Conserved current a
µν
a′
µν
Duality-rotation 0 η
µν
Internal rotation/boost γ
µν
∗γ
µν
Internal conformal ζ
µν
+ 14Ωηµν ∗ζµν
Internal dual conformal −∗ζ
µν
ζ
µν
+ 14Ωηµν
TABLE IX: Form of nonlocal currents of Maxwell’s equations
We remark that these nonlocal conservation laws also arise directly from the nonlocal
symmetries (5.8)–(5.10) through use of the formula (3.87) in Theorem III.16 that generates
conserved currents of Maxwell’s equations from symmetries of Maxwell’s equations. As a
consequence, firstly, all the currents (5.17)–(5.20) are invariant under the duality transfor-
mation (2.11) on the potentials (with the simultaneous induced transformation (2.4) on the
electromagnetic field). More significantly, the internal conformal currents and dual currents
can be unified with the internal rotation/boost currents by the introduction of a Killing-
Yano tensor, corresponding to the analogous form of the nonlocal symmetries (5.14)–(5.15)
stated in Theorem V.2. As we recall, the Killing-Yano tensor is identified with the dual of
the curl of a Killing vector of the form (5.11) given by the sum of a rotation/boost Killing
vector and a conformal Killing vector.
Corollary V.6 The nonlocal conservation laws (5.18), (5.19), (5.20) admitted by Maxwell’s
equations have the unified form
ΦµY = Y ν
σ
(A˜′
σ
F
µν
− A˜
σ
∗F
µν
)− ∗Y
ν
σ
(A˜
σ
F
µν
+ A˜′
σ
∗F
µν
)
+1
3
x
σ
∂
τ
∗Y
στ
(A˜
ν
F
µν
+ A˜′
ν
∗F
µν
)
= 1
2
Y
νσ
(A
µ
∗F
νσ
− A′
µ
F
νσ
)− 2Y
ν[σ
(A
σ
∗F
µ]
ν
− A′
σ
F
µ]
ν
) + 1
6
∂
τ
∗Y
τν
ǫ
µναβ
A
α
A′
β
−Υµ(χ(A), Y
νσ
∗F
νσ
) + Υµ(χ′(A′), Y
νσ
F
νσ
) (5.32)
mod curls,
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and
Φ′µY = −Y ν
σ
(A˜
σ
F
µν
+ A˜′
σ
∗F
µν
)− ∗Y
ν
σ
(A˜′
σ
F
µν
− A˜
σ
∗F
µν
)
+1
3
x
σ
∂
τ
∗Y
στ
(A˜′
ν
F
µν
− A˜
ν
∗F
µν
)
= 1
2
Y
νσ
(A
µ
F
νσ
+ A′
µ
∗F
νσ
)− 2Y
ν[σ
(A
σ
F
µ]
ν
+ A′
σ
∗F
µ]
ν
)
−1
3
x
σ
∂
τ
∗Y
στ
(A
ν
∗F
µν
−A′
ν
F
µν
)
−Υµ(χ(A), Y
νσ
F
νσ
)−Υµ(χ′(A′), Y
νσ
∗F
νσ
) (5.33)
mod curls,
depending on a Killing-Yano tensor (5.16). Under the duality transformation (2.11), (2.4)
on the potentials and electromagnetic field, the currents (5.32) and (5.33) are invariant.
In the case when the Killing-Yano tensor is constant they are interchanged under replacing
Y
µν
with its dual ∗Y
µν
. Thus these currents span a 14-dimensional vector space which is
duality-invariant.
VI. CONCLUDING REMARKS
In conclusion we mention a few applications of our main results.
The new nonlocal infinitesimal symmetries we have obtained for Maxwell’s equations in
Minkowski space are of point-type [25] to within a duality transformation, when expressed
in terms of the joint electric and magnetic potentials for the electromagnetic field. (Conse-
quently, they can be realized as genuine point transformations on the complexified jet space
of the potential system.) Thus these symmetries can be used to derive corresponding new
group-invariant solutions of Maxwell’s equations and to generalize physically interesting so-
lutions (e.g. plane waves and monopoles) under the action of the finite symmetry group of
transformations.
The associated new nonlocal conserved currents we have derived from these symmetries
give rise to constants of motion for the electromagnetic field. Explicit expressions for them
given by gauge-invariant integrals of the field can be obtained by extending the methods
used in Ref.[17] to 3+1 dimensions. In particular, we expect the resulting constants of
motion to be functionally independent of energy, momentum, angular/boost momentum,
and conformal quantities as well as chiral quantities that arise as constants of motion from
the local conserved currents of Maxwell’s equations.
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For future work, it is planned to extend our results to classify all nonlocal symmetries and
nonlocal conserved currents of Maxwell’s equations produced via a complete classification of
symmetries and conserved currents of local form in the potentials and their derivatives to any
finite order, admitted by the joint potential system in Lorentz gauge. A further extension of
obvious interest would be to derive nonlocal symmetries and nonlocal conserved currents of
the electromagnetic field on curved background spacetimes, for instance the Schwarzschild
and Kerr black hole spacetimes. This analysis is tractable using the spinor techniques of
Ref.[3, 35].
Finally, our methods in this paper readily apply to other linear physical field equations,
notably the linearized gravity wave equation in Minkowski space and its spin s generalization.
A classification of all local symmetries and local conserved currents for the linear spin s > 0
field equations in Minkowski space has been carried out in Ref.[2, 32, 35]. A systematic
investigation of spin s potential systems would be of significant interest.
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