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1. INTRODUCTION 
When the number of states of a system is very large we may be interested 
in reducing its study to that of a smaller number of states. A natural proce- 
dure for achieving this is the lumping of states in classes. Lumpability has 
wide applications in the study of partially observed systems. In such 
systems one can identify the class from which an observation comes but 
not which state in a given group was observed [ 1, 21. 
The analysis of a flow system consisting of a number of connected com- 
partments using Markov chains theory is now a classical technique. To 
every compartment a state in the Markov chain is associated. The so-called 
lumpability conditions under which the lumped chain is also Markovian 
are discussed by Kemeny and Snell [3]. Frequently the partition of states 
in classes is imposed by practical reasons rather than by such artificial 
restrictions as lumpability conditions. To describe situations in which the 
lumped chain is non-Markovian a lumping model related to the theory of 
systems which incomplete information was proposed (see also [2,4, 51). 
The entropy calculus of the loss of information due to lumping is essen- 
tially an application of Blackwell’s work [4]. 
The stochastic approaches to the problem of lumping cannot engage the 
subjective xpertise in solving this problem. In many situations it is difficult 
to estimate exactly the probability of transition from one compartment o 
another. Such situations arise for instance, when the available data are 
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insufficient for statistical estimation of probabilities. Rough estimates of 
probabilities may be supplied by fuzzy relationship. 
In this work we attempt to use fuzzy set theory in lumping 
methodologies. Different lumpings could be compared using a fuzzy 
entropy as a measure of loss of intrinsic information by lumping. Note that 
Zadeh [6] considered for the first time the idea of an entropy for finite 
fuzzy sets (see also [7, 11 I). Here we examine some features of the 
proposed lumping algorithm and of fuzzy entropy and proceed to highlight 
potential areas of applications. 
2. THE STOCHASTIC APPROACH 
Consider a system with r compartments denoted by A = { 1,2, . . . . r}. As 
an example we consider the multi-loop circulation model used by Gibilaro 
et al. [8] to describe the mixing in an apparatus with a mechanical 
impeller (see Fig. 1). In this case there exist six compartments and an exit 
indexed by r = 7. Denote by a,, a,, . . . . a, E A the Markov chain with finite 
state space A with initial probability distribution P(a, =j) and with 
stationary transition probabilities pij = Z’(a, + 1 = j 1 a, = i), 1 < j < r. Here a, 
denotes the compartment in which a marker particle is at the moment n. 
Denote also by X = { f, 2, . . . . h} the set of classes (the so-called observable). 
FIG. 1. The compartmental model. 
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Obviously h < r. The elements of X are subsets of A. A possible lumping is 
I= {m ), 2 = { 1, 2, . . . . m - 1, m + 1, . . . . r}. Such a lumping describes situa- 
tions in which only the compartment m is observed. Denote by q?(j) the 
probability of assigning compartment j to the class ,<.E X. Evidently 
x? q?(j) = 1, for any Jo A. In the above considered example 
4dm)= ’ 
i 
if ,X?=I, 0 if .<=T, 
0 if i q.Aj) = (1) = 2, 
i 
1 if 2=2,Jfm. 
Denote by i,, the class at the moment n and by p, = P(a, = jl i-, , . . . . ifi-,) 
the probability that the particle is in the compartment j at the moment n 
conditioned by the presence of the particle in the classes A,, ,c2, . . . . .t,,, 
respectively, at the moment 1, 2, . . . . n. 
We have (see A6 in Appendix A) that 
P’n+,’ 
EitA PLP~jhm+,(j) 
c,,, LEA P:,P&,+,(A’ 
(2) 
Denote by pn = (p:, . . . . p:) the probability vector over A and by 
W = {p,} the set of probability vectors. Evidently xi, ,,, p’, = 1. 
The probability of transition from p,, to p,,+ r provided that the class at 
the moment n + 1 was i,,+ , is (see A7 in Appendix A) 
fYPn+,lPm%l+l I= C C dpi,qen+,(A. 
,EA icA 
(3) 
Consider that the process starts with an initial vector p. = (ph, pi, . . . . pb) 
imposed by the initial distribution of the marker particle in different com- 
partments. On the basis of p. a new state 1, is assigned by the particle with 
probability I’(.?-, 1 po) = xi Cj pbpliqEI( j). Consequently a new vector p, 
describing the new particles distribution among the compartments arises. 
The components of p, are given by (2). Next, taking into account p,, a new 
class Z2 is assigned with probability P(i-, 1 pl) = zi cj pi p&j). Conse- 
quently a new vector pz with components given by (2) appears. According 
to p2 a new class .?3 is assigned and so on. A unifying concept for mathe- 
matically modelling such a probabilistic structure is the random system 
with complete connections RSCC (see Appendix B and [S].). 
We observe that the model evidentiates two stochastic processes defined 
respectively on X and on W. The X-valued chain is not Markovian except 
in very restrictive conditions for the transitions probabilities pv and q.+(j). 
The W-valued process describing the temporal evolution of the vectors pn 
is Markovian (p,, + 1 depends only on pn and .?,,+ , while the probability 
that 1, + , is assigned depends only on p,). The method developed here 
consists in replacing the study of the X-valued non-Markovian chain by the 
study of the W-valued associated Markov chain. 
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3. A PARTICULAR TYPE OF LUMPING 
Consider a system having r compartments, that is, A = { 1,2, . . . . Y}, and 
divide A into two disjoint classes ? = {m} and 2 = ( 1, 2, . . . . m - 1, 
m + 1, . . . . r}. Moreover we consider that the marked particle starts from m, 
i.e., their initial state is a,=m. We denote this particular type of lumping 
with I,. Such a lumping corresponds to practical cases with observations 
limited only to the m compartment. The probability distribution q?(j) is 
given by (1). In this case 
pn = (0, . ..) 0, 1) 0, . ..) 0) if %?,=I (4) 
P,=(P:, Pi, . . . . p:-‘9 0, p:+‘, . . . . P:) if f, = 2 (5) 
Note that in (4) if i,, = 1 only the mth element of p, is 1 while if ,i!‘, = 2, 
precisely the mth element is 0. 
We now specialize the formula (2) and (3) to obtain the vectors (5). 
According to (2) if Z,, = 2 we have for j # m, 
(6) 
Evidently xi pi, = 1. According to (3) if .<,, = 2 we have for j# m: 
fYp,IPn-l,~i-,=i)= ;i: i Pi -jPi,,jfm. 
i=l !=I 
(7) 
In the following we consider the particular W-valued sequence giving us 
all the possible values of p,, if the marked particle starts from the class 
f, = f that is from the compartment m and then remains in the class i’, = 2, 
n 2 1. To avoid confusion we denote by s, these vectors. We have the initial 
vector sO= (0, ..,, 0, 1, 0, . . . . 0), i.e., pA=O, pi=O, . . . . pr = 1, . . . . pb=O. In the 
next step the class is either 1, = 1, when the vector is again s,,, or f, = 2. 
In the latter case the probability vector is s, = (pi, pf, . . . . py-‘, 0, py, 
. ..) p;) where according to (2) we have pi =pml/(pm, +pm2+ ... + 
P mm-l + Pmm+l+ ... + pm,), py = 0, ‘.‘> P; = Pmrl(Pml + Pm2 + . ‘. + 
P mm~l+Pmm-l + . . + pmr). In the next step the class is either .?.2 = 1 that 
is the vector is again sO, or i2 = 2. In the latter case the probability vector 
is s2 = (pi, pi, . . . . ~7~ ‘, 0, pF+ ‘, . . . . pi) where p’,, j# m are obtained 
recursively from (6). In the same manner we obtained the vectors s,, condi- 
tioned on the presence of the marked float or particle only in the class 
.f,, = 2. Note that the sequence sO, s,, . . . contains all the possible values of 
the W-valued Markov chain pn if p. = so, i.e., if we are faced with the lump- 
ing 1,. If at some moment the class is i = 1, the W-valued vector starts 
again from s0 taking successively the same states s,, s2, . . as long as the 
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assigned class is i = 2. In the following we study the transition probabilities 
of the chain having the states so, s,, s2, .., In fact this is a particular 
W-valued chain starting from sO. The probability of transition from s, to 
sj is denoted by 7tj,. Using (7) we obtain rco, = P(s, IQ, .C, = 2) = p; 
(pm,+pmz+ ... +pmmP,+pmm+I+ ... +p,,). With probability xoo= 
l-~01=PWil the particle (float) remains in the state m, that is, the system 
is characterized by sO. The probability of transition from s l to s2 is, according 
to (71, ~12=m2I~~,, .22=2)=p:(p,,+p,z+ “. +plm -,+p,m+,+ ..’ 
+Plr)+ ‘.. +P;(Prl+PrZ+ “. +Prm-I+Prm+*+ ‘.. +p,,). Let us 
observe that starting from s2 the system moves from s2 to s3 with 
probability n23 = P(s, 1 s2, i.3 = 2). In the same manner we obtain rrk,k + , = 
mk+IIJk~~k+I=~) = P:(PH+P12+ “. +Plm--l+Plm+l+ .‘. l tP,,) 
+ ... + p;(p,, + pr2 + .. + prm , + prm+ , + + p,,). At the limit if it 
exists, limn,.,+,=~~(~,,+~,,+ ... +plm l+~lm+l+ ... +PJ+ 
... +p’,(p,, +pr2+ ... +prMPl +prm+,+ ... +p,,). Herep’,,j#m are 
obtained from (6) taking n -+ cc and p”, = 0 because ,?‘, = 2 if IZ > 1. The 
transition matrix having the states sO, s,, s2, . (the set of probability 
vectors) is 
(8) 
The stationary distribution 7c = (TI,,, rt,, rr2, . ..) of the Markov chain with 
the matrix of transition probabilities M may be calculated from the system 
(see Kemeny and Snell [ 31) 
f! 7ck7Lk/ = nj; j=o, 1, 2, . . . . (9) 
k=O 
According to (9) we have rco?r~r = 71, ) 7c, rr,, = 712, . ..) n/,x/& + 1 = rtk + 1) . . . . 
Using also the fact that c, n1: = 1 it results that 
~O=~/(~+~O~+710,~,2+~01n12~23+ ‘..I, 
711 = nO,/(l + 7101 + nO17112 + nOl71l2n23 + .” )? (10) 
7Ckz7C017c~2 .“TCk- 1 k/(1 + 7C0, + 71017c12+ XolXn,2~23 + ‘.. ). 
Using the vector rc = (no, 7c1, rc2, ...) we obtained the entropy H, 
HM=- f 71k(71k k + I Inn, k + I + 71k0 hnkOh (11) 
k=O 
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4. A NUMERICAL EXAMPLE 
Let us consider that the system shown in Fig. 1 is characterized by the 
trans 
P= 
ition matrix 
0.7168 0.2832 0.0000 0.0000 0.0000 0.0002 0.0000 
0.0907 0.7167 0.0907 0.0000 0.1019 0.0000 0.0000 
0.0000 0.0000 0.7167 0.2833 0.0000 0.0000 0.0000 
0.0907 0.0000 0.0907 0.7 167 0.1019 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 0.6878 0.2778 0.0344 
0.0907 0.0000 0.0907 0.0000 0.1019 0.7167 0.0000 
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 1.0000 
(12) 
This matrix corresponds to a particular choice of the volume and intercon- 
necting flows in the compartmental model (see also [ 131). If the chain is 
absorbing the corresponding entropy is null. This is the case of the chain 
described by the matrix P. However, if we choose a lumping 1, with m # 7, 
H, could serve as an indicator of the loss of information due to lumping. 
This follows from the fact that in such lumpings the absorbing character of 
the compartment 7 pertaining to the class 2 is concealed. Consider for 
instance that m = 1 and the chain has the transition matrix (12). Using (6) 
we obtain the vectors s,. Some values are s0 = (1, 0, 0, 0, 0, 0, 0), 
- (0, 0.0646, 0.2043, 0.2224, 0.2061, 0.2252, 0.0772), sxo = (0, 0.0002, 
;f;4;2, 0.1774, 0.1406, 0.1733,0.3672), slgo = (0, 0, 0, 0.0001, 0.0001, 0.0001, 
0.9997), SlV(J = (0, 0, 0, 0, 0, 0, 1). Therefore during 190 steps, due to the 
absorbing character of the compartment 7 the system reaches the station- 
ary distribution s, = (0, 0, 0, 0, 0, 0, 1). Some elements of the matrix M are 
7t ,,, = 0.9093, rri2 =0.9285, rrZ3 =0.9390, . . . . lim, r~~.~+, = 1. The entropy in 
the case of lumping I,, i.e., f = { 1 }, 2 = (2, 3, . . . . 7) is H,, = 0.09633, 
whereas the entropy of the lumping I,, i.e., I= {2}, 2 = { 1, 3,4, 5, 6, 7) 
is H,, = 0.2135. Consequently, the lumping 1, gives more information 
than I,. 
5. A FUZZY MODEL OF LUMPING 
In order to lump in classes ensembles of objects described by means of 
fuzzy sets, fuzzy relations of similitude and fuzzy entropies are defined in 
the sequel. 
Taking into account the flow system discussed in paragraph 2, we denote 
by A = { 1, 2, . . . . r} the finite set of compartments. Let us denote by av, 
i, Jo A, aliE [O, 11, the degree of similitude of the compartments i and j. In 
312 IORDACHE, BUCURESCL, AND PAS(‘U 
this way, we replace the probabilities of a stochastic model by numbers in 
[0, l] which are the degrees of similitude, obtaining a fuzzy model. 
The relation of similitude is characterized by a fuzzy matrix R = (a,,),. ,tA 
of the type r x r. Naturally ai, = 1 and a,, = a,,. The lumping algorithm (see 
also [lo]) starts from the sequence of matrices, R, R*, . . . . Rk, . . . . where 
Rk = Rkp ’ c R. The max-min composition rule of two fuzzy matrices 
(written as R 0 S) is defined such that: 
(Ro S), = max min(rlk, ski), 
k 
(13) 
where R = (ro), S = (so). 
An order relation on the set of matrices is defined by 
R<S if and only if rii < sli for all i, j. 
Since R has a finite number of elements and the composition rule is 
max-min, after a finite number of powers the sequence R, R2, R3, . . . 
becomes tationary. That is, there exists n E N such that 
I<R<R=< ... <R”=R”+‘=..., (14) 
where (I),j= 6,. The element a; of the matrix R” represents the intensity of 
the strongest chain of length n from i to j [lo]. 
The partition in classes is established on the basis of the lumping level 
I,, 0 6 JL < 1. Two compartments i, j (i, j E A ) are assigned to the same class 
if ai > ,I. Thus, we obtain a new set A = { 1, 2, . . . . 4) where 1, 2, . . . . h are the 
classes of the partition. The matrix of lumping is constructed using the rule 
(I?)i,j= min (a:,) (15) 
)Ei,tef 
Obviously, the matrix l? is of the type h x 4. 
Let us denote by 4, the matrix obtained by lumping at the level 2. The 
entropy introduced here in order to obtain a global measure of the 
indefiniteness, or degree of fuzziness, connected with the situations 
described by the matrix R = (a,,) is 
h(R)= -~~u,,Inuij-~~(l-u,)In(l-u~) (16) 
1 I 1 I 
Let us remark that the first term in h(R) is formally similar to the entropy 
of Markov chains. The last term in (16) is related to the fact that in order 
to characterize the degree of fuzziness we take into account the similarity 
UJ~ as well as the difference (1 - aij) (see also [7]). Note also that R and 
R = (1 -al,) have the same entropy. 
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The entropy (16) satisfies the following properties: 
(i) h(R)=0 iff ui/E (0, l}; 
(ii) h(R) is maximal iff ai, = $ for all i, j, i #j; 
(iii) If aV< 1 for i#j then 
h(R)<h(R2)< ... <h(R”)=h(R”fl)=... 
(iii’) If au> 4 for i# j then 
h(R) 3 h(R2) > ‘. . 3 h(R”) = h(R”+ ‘) = ... 
(iv) h(ff,)<h(R”) for any 06;1< 1, HEN; 
(v) If 2, < I, then h(ji,,) < /z(&~,). 
For the properties (i) and (ii) see Ref. [lo]. Let us remark that R"< R" 
if n < m and the function introduced by (16) is monotonically increasing in 
[0, $1 and monotonically decreasing in [$, 11. It follows that (iii) and (iii’) 
are satisfied. The property (iv) follows from the fact that 3, has less rows 
and columns than R" and from the rule (15). The property (v) follows from 
the fact that &,, has more rows and columns than R,, and the elements of 
ff,, are some of the elements of A,,. According to the property (iv) lum- 
pings lead to a loss of entropy (some elements of the original matrix R 
disappear). 
6. A NUMERICAL EXAMPLE 
Consider that the system shown in Fig. 1 is characterized by the 
similarity matrix 
R= 
‘1.0 0.9 0.8 0.7 0.4 0.3 0.1’ 
0.9 1.0 0.7 0.8 0.3 0.3 0.2 
0.8 0.7 1.0 0.9 0.4 0.4 0.1 
0.7 0.8 0.9 1.0 0.3 0.3 0.2 
0.4 0.3 0.4 0.3 1.0 0.95 0.4 
0.3 0.3 0.4 0.3 0.95 1.0 0.4 
,O.l 0.2 0.1 0.2 0.4 0.4 1.0, 
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Using the max-min rule of composition we obtain 
R3= 
R-c R'c R3=R4=..., where 
‘1.0 0.9 0.8 0.8 0.4 0.4 0.4 
0.9 1.0 0.8 0.8 0.4 0.4 0.4 
0.8 0.8 1.0 0.9 0.4 0.4 0.4 
0.8 0.8 0.9 1.0 0.4 0.4 0.4 
0.4 0.4 0.4 0.4 1.0 0.95 0.4 
0.4 0.4 0.4 0.4 0.95 1.0 0.4 
,0.4 0.4 0.4 0.4 0.4 0.4 1.0 . 
(18) 
By using (16) it results that h(R)= 22.28, h(R2)= 24.30, h(R3)= 24.54. 
Denote by R, the partition at the level A. We have 
R,.,= {{1,2}, {3,4}, {5,6}, 17)) 
R,.,={{L2,3,4}, {5,6}, {7}} 
R,., = { { 1, 2, 3,4, 5, 6, 7) 1. 
The corresponding entropies are 
h(R,,,)= 7.73, h(R,,)=4.04 and MRo.,) = 0. 
CONCLUSIONS 
The considerations exposed in this work are not complete. For instance, 
to find the properties of the lumping method (15) or of the entropy (16) 
seems to be a new open problem. Other definitions, such as h(R) = 
xi xi ai. + xi c, (1 - ali) should also be considered. 
It is well known, that all lumpings lead to a loss of information and that 
a usual measure of information is the entropy. Consequently, it is natural 
to develop a study of entropy for lumping in stochastic or fuzzy models. In 
practical situations it is important to choose the lumping which gives the 
smaller loss of entropy. 
The fuzzy approach is useful especially when the available data are insuf- 
ficient or unreasonable. In such cases the qualitative knowledge of the 
system should be incorporated in a matrix such as R. But, it should be 
pointed out that it is difficult to specify the exact numerical values that are 
to be assigned instead of the probabilities. However, the ease of manipula- 
tion in the composition rule is an important factor in the applications of 
the fuzzy approach to lumping. 
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APPENDIX A 
Let us obtain a recursive equation for the conditional distribution pi, (see 
also [S, 93). 
For any Jo A consider a probability distribution 
s(j) = (sdjh . . . . 4h WI = (s.U),, x over x. 
For n 2 1 we define an X-valued random variable i, denoting the class 
of the marked particle at the moment n and satisfying the following 
conditions: 
(i) P(jZn = i 1 a,, i,, . . . . 2’,- r) = qa(a,) 
(ii) For any n the sequence (a,, . . . . ~2,) and a,, r are conditionally 
independent given a,. 
According to (i) the probability for the class of the particle at the moment 
n depends explicitly on the state a, and the class i., but not on the prior 
observed classes j?r, . . . . .2’, ~ r . The condition (ii) follows from the 
Markovian character of the chain with state space A. By defintion 
~++l=P(u,+,=jlf,,...,~-,+,) 
=P(u,+,=j,f,,...,~~+,)lP(~-,,...,f,+,). 
Using condition (i) we have further 
P(u,+~ =j, il, . . . . in+,) 
=~(~n+IIQ,+, = j, ft,, . . . . in) P(u,+, = j, i, 
=q~-,+,(j).P(u,+,=j,~,,...,~-,). 
Based on the generalized addition law we obtain 
P(a,+l = j, il, . . . . 2;-,)= 1 P(u,+, =j, u,=i, Sl, 
ieA 
But 
P(u,+,=j, u,=i,?-, ,..., 2,) 
= P(u, = i)P(u,+ I =j, c?,, . . . . .fi-, 1 a, = i) 
a”) 
Cl) 
=P(u,=i).P(u,+, =jlu,=i).P(2,,...,.CG,Iu,=i) 
=P(%l+, =jlu,=i).P(u,=i,i ,,..., 2,) 
=fY%?+, =jlu,=i)~P(u,=il.C ,,..., cSn).P(tl ,..., 22,). 
(Al) 
642) 
(A3) 
(A4) 
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We observe that the denominator of pk+ , is 
P(%> “‘> -<,,+I)= c P(u,,+ I =.h -c,, ..-I i,r+,). 
/CA 
From (Al-A5) it results 
(A5) 
(A61 
The probability of transition from pI1 to pn + , , the class at n + 1 being .?n + , 
is 
P(p,+,Ipn,~~+,)=CCP(a,=il~-,,...,~-,).P(u,+,=jlu,=i) 
i j 
.P(%,+l I~,,, =A -f,, . . . . a,) 
= C C pLpiiq2,+,(j). (A7) 
If we assume that q.?, L ,(j) is constant for all 2 and j we get from (A6) 
(A81 
In this case the conditional distributions kz + , are independent of the actual 
observations of classes. 
APPENDIX B 
A homogeneous RSCC is a collection {(W, W), (X, X), u, P} where 
(i) ( W, W) and (X, X) are measurable spaces 
(ii) P is a transition probability function from (W, W) to (X, X) 
(iii) u: W x X -+ W is (W x X, W) measurable. 
In the case considered here the RSCC has the elements (see [9, p. 2001) 
w= 
i 
pn = (PL, “‘2 P:); 1 PL = 1 
I 
? x= {a} 
I 
&I PJ = C C dp,q&). 
jsA rsA 
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Obviously W is the a-algebra of Bore1 sets in W and X = P(X). Introduce 
the notation 
M(2)=(mij(X))i,jEA2 .t E x, 
where m&a) = piiqi(j). We have (Kaijser [ 123) 
POWfI 1. . . w&J 
P”=IpoM(P,)44(in)l with 1~1 = 1 IUji, U=(Uj)jtA. jtA 
If A and X are finite, pii > 0, i, Jo A and for any 2 E X there exists 
j=j(a) EA such that qi(j) > 0, then the sequence (P,,)~~~ weakly con- 
verges to a limit independent of p. (see also [5, 121). 
REFERENCES 
1. M. AOKI, Control of large scale systems by aggregation, IEEE Trans. Automat. Control 13 
(1968), 246235. 
2. K. J. ASTR~M, Optimal control of Markov processes with incomplete state information, 
J. Math. Anal. Appl. 10 (1965), 174-205. 
3. J. G. KEMENY AND J. L. SNELL, “Finite Markov Chains”, Van Nostrand, New York, 1960. 
4. D. BLACKWELL, The entropy of functions of finite-state Markov chains, in “Trans. First 
Prague Conf. Information Theory, Statist. Decision Functions, Random Processes,” 
pp. 13-20, Acad. Sci., Prague. 
5. S. GRIC~RESCU AND M. IOSIFESCU, “Dependence with Complete Connections” (Stiintificl 
si EnciclopedicB, Ed.), Bucharest, 1982. [in Romanian] 
6. L. ZADEH, Probability measures of fuzzy events, J. Math. Anal. Appi. 23 (1968), 421427. 
7. A. DE LUCA AND S. TERMINI, A definition of a nonprobabilistic entropy in the setting of 
fuzzy sets theory, Inform. and Control 20 (1972), 301-312. 
8. L. G. GIBILARO, H. W. KROPHOLLER, AND D. T. SPIKING, Solution of a mixing model due 
to van de Vusse by a simple probability method, Chem. Eng. Sci. 22 (1967), 517-523. 
9. M. IOSIFESCU AND R. THEIODORESCLJ, “Random Processes and Learning,” Wiley, 
New York, 1969. 
IO. C. V. NEGOI@ AND D. R. RALESCLJ, “Fuzzy Sets and their Applications” (TehnicB, Ed.) 
Bucharest, 1974 (in Romanian); (English ed., Birkhluser, Basel/Stuttgart, 1975). 
11. E. TRILLAS AND T. RIERA, Entropy in finite fuzzy sets, Inform. Sci. 15 (1978), 159-168. 
12. T. KAUSER, A limit theorem for partially observed Markov chains, Ann. Probab. 3 (1975), 
677-696. 
13. 0. IORDACHE, “Polystochastic Models in Chemical Engineering,” V.N.U. Science, Utrecht, 
1987. 
