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Abstract
This thesis introduces a variance shift outlier model (VSOM) for inde-
pendent count and binomial data. The VSOM will be used for the detection
and down-weighting of outliers. This model considers outliers as observa-
tions with inflated variances and uses random effects to model the overdis-
persion associated with a single observation or a group of observations.
For count data a VSOM is formulated assuming an underlying negative
binomial distribution. This is done by assuming a Poisson distribution for
all observations, with a gamma distributed random effect for the ith obser-
vation. The status of the ith observation as an outli r is indicated by the size
of the associated shift in variance. This model is then extended to clustered
count data.
The VSOM for binomial data is formulated by assuming a binomial
distribution for all observations, with a beta distributed random effect for
the ith observation, resulting in an underlying beta-binomial distribution.
It will be shown that the size of the associated shift in the variance of the
ith observation will determine the status of that observation as an outlier.
The variance shift outlier models (VSOMs) are illustrated using several
published datasets, chosen for their specific underlying design and the pres-
ence of outlying observations. Finally all the different models are used to
analyze a cytokine response to the BCG vaccine among a cohort of infants
(Mansoor et al., 2009). The distribution of the cytokine response is typically
very skew with a tail to the right. The cytokine response is treated as both
a continuous (when a logarithmic transformation is applied to the response)
and a count response (when the response is left in its original state). The
treatment of outlying observations by the VSOM is then compared to other
forms of model diagnostics.
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Chapter 1
Introduction
In biological sciences research discrete data, including binary and count
data, are very common. The Poisson model is generally used to model
count data while the binomial model is used to model grouped binary data,
which is also known as binomial data. These models are applied within the
generalized linear modeling (GLM) framework. The GLM framework has
been discussed by many authors including Wedderburn (1974), McCullagh
and Nelder (1989) and Dobson and Barnett (2008).
The GLM framework has a key and highly restrictive feature when it
comes to binomial and count data. The feature is that of the relationship
between the mean and the variance of the data. This relationship implies
that the variance of a random variable (Y ) must be a deterministic function
of its mean (µ). For Poisson data the relationship is var(Y ) = µ. When the
data are overdispersed then var(Y ) = φµ where φ, the dispersion parameter,
is greater than 1. For binomial data the mean-variance relationship is given
as var(Y ) = npi(1−pi), where µ = npi and pi is the probability of success, for
example the probability of having a disease. Williams (1982) showed that
when binomial data are overdispersed, var(Y ) = npi(1 − pi)[1 + (n − 1)φ]
where φ ≥ 0. Model diagnostics in GLMs have also been well studied by
many authors including McCullagh and Nelder (1989).
When the data are clustered, generalized linear mixed models (GLMMs)
are used. GLMMs are extensions of linear mixed models. They are used to
analyze data with non-normal responses from the exponential family of dis-
1
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tributions with repeated measurements and other forms of clustered data.
GLMMs account for multiple sources of variation and address various cor-
relation structures in the data by adding a random component to the linear
predictor in a GLM. The random effects are specified to explicitly handle
dependency and overdispersion found in longitudinal studies and in data
involving hierarchical design structures. The random effects are also as-
sumed to be normally distributed. The main methods of parameter esti-
mation, used for GLMMs, are maximum likelihood (Schall, 1991), Bayesian
and Empirical Bayes estimation (Molenberghs and Verbeke, 2005) methods.
Since parameter estimation is based on maximum likelihood principles the
estimates are asymptotically normally distributed, thus classical Wald-type
tests can be used for inference on model parameters.
An extension of GLMMs is hierarchical generalized linear models (HGLMs)
(Lee and Nelder, 1996). HGLMs can be considered as generalizations of
GLMMs. They relax the normality assumption of the random effects in
GLMMs, and thus allow the random effects to follow any distribution from
the exponential family of distributions. The estimation of the random and
fixed parameters is based on the joint maximization of the hierarchical log-
likelihood (Lee and Nelder, 1996).
Model diagnostics in GLMMs and HGLMs have received limited atten-
tion in the literature. The main types of model diagnostics used in GLMMs
are case deletion (Xu et al., 2006) and local influence analysis (Zhu and Lee,
2003) (Xiang et al., 2002).
Another approach to model diagnostics in linear regression is called the
variance shift model (Cook and Weisberg, 1982). A variance shift model
considers outliers as observations with an inflated variance, with the status
of the ith observation as an outlier indicated by the size of its associated
shift in variance. Thompson (1985) used a restricted maximum likelihood
approach in applying this model. Gumedze et al. (2010) extended the work
on the variance shift model by formulating it as a linear mixed model and
also proposed several tests for the detection and down-weighting of outliers.
They called the model the variance shift outlier model (VSOM).
The aim of this thesis is to extend the variance shift outlier model
(VSOM) to independent and clustered binomial and count data. These
2
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extensions will be illustrated using datasets, chosen for their specific un-
derlying design and the presence of outlying observations. The different
VSOMs will also be compared using data relating to a cytokine response to
the BCG vaccine (Mansoor et al., 2009). The key features of this dataset are
that it is a longitudinal dataset whose responses are very skew and overdis-
persed. The data can be transformed, thus making the response normally
distributed and allowing a linear mixed model to be used on the data. An-
other possible approach to analyzing the data is to consider it as counts, and
thus analyze it using a quasi-Poisson-gamma HGLM or a negative binomial
HGLM. In this thesis the VSOM will be applied to all these forms of the
data.
The thesis is organized as follows. The various datasets are introduced,
then the generalized linear mixed model (GLMM) and hierarchical gener-
alized linear model (HGLM) are defined in chapter 2. Chapter 3 reviews
existing methods of model diagnostics for non-normal data in both inde-
pendent and longitudinal data. The variance shift outlier model (VSOM)
methodology for normal data (Gumedze et al., 2010) is outlined in chapter
4. The VSOM is extended to accommodate count data in chapter 5 and fur-
ther extended to binomial data in chapter 6. In chapter 7 the various forms
of the VSOM are applied to the cytokine dataset. Finally chapter 8 gives a
synthesis of the study, whereby the findings are summarized and conclusions
are derived from the preceding chapters. Areas of further research using the
the VSOM will also be discussed in chapter 8.
1.1 Datasets
The datasets used in this thesis are introduced in this section. These
datasets were chosen primarily because of the presence of outlying observa-
tions/subjects in the data. They include either count or binomial responses
and have either single or repeated measures per observation. The VSOM
will be applied to these datasets in order to detect and down-weight these
outliers.
3
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1.1.1 Fabric dataset
This dataset is taken from Bissell (1972). It involves the number of faults
(y) in a bolt of fabric of length l. The covariate of interest in this dataset is
the logarithmic transformation of l, that is log(l) = x. The sample mean of
y is 8.875 which is considerably smaller than the sample variance of 33.79,
thus indicating that the data are overdispersed.
A scatterplot of y against x (Figure 1.1) reveals that there are obser-
vations which are possibly outlying in the data. The potential outliers are
observations 13 and 19 which have higher numbers of faults for the given
values of x as compared to the rest of the observations. On the other end
of the scale observations 30 and 32 have slightly low numbers of faults for
the given values of x.
Figure 1.1: Scatterplot of the number of fabric faults against the
logarithm of the fabric length (x).
This dataset will be used to illustrate the VSOM for overdispersed in-
dependent count data. The null model used for this dataset is the negative
binomial model which is formulated as a Poisson-gamma HGLM with satu-
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rated random effects (Lee et al., 2006).
1.1.2 Epilepsy dataset
Thall and Vail (1990) presented longitudinal data from a clinical trial of
59 epileptics who were randomized to a new drug or a placebo (Treatment
= 0 or Treatment = 1). The data included the logarithm of a quarter of
the number of epileptic seizures recorded in the 8 week period preceding
the trial (lbase). Also the logarithm of age was recorded as well as a linear
trend (visit) coded as (-0.3,-0.1,0.1,0.3). The multivariate response variable
consisted of the seizure counts during 2-week periods before each of four
visits to the clinic. This dataset was found to be overdispersed by some
authors, including Breslow and Clayton (1993), Thall and Vail (1990) and
Lee and Nelder (1996), who fitted various Poisson HGLMs to the data.
Figure 1.2 shows a scatterplot of the number of seizures for each subject
over time, grouped by treatment type. It can be seen from this plot that the
third observation of subject 25 stands out as a single outlier, while the entire
profile for subject 49 is an example of a cluster of outlying values associated
with a single subject.
This dataset is chosen as an example of longitudinal count data where
the VSOM is used to identify and down-weight, both outlying observations
and subjects. The quasi-Poisson-normal model is used as the null model for
this dataset.
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Figure 1.2: Scatterplot of the number of seizures against time by
treatment group.
1.1.3 Leukemia rats dataset
This dataset is taken from Myers et al. (2002). In this dataset three chemother-
apy drugs were given to 30 rats that had an induced leukemic condition. The
response of interest was the number of cancer colonies in the rats. The co-
variates that were collected were the white and red blood cell counts. The
data was collected from each rat at four different time periods. The choice of
drug administered to the rats was also considered as a covariate, specifically
it was a between-rat covariate while the blood cell counts were within-rat
covariates.
From a scatterplot of the response profiles (Figure 1.3) it was identified
that there were several subjects which could potentially be outliers.
This dataset was chosen as another example of longitudinal count data
where the VSOM was used to identify and down-weight outlying obser-
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Figure 1.3: Scatterplot of the number of cancer colonies in rats
against time by treatment group.
vations and subjects. In this example however, the quasi-Poisson-gamma
model was used as the null model for this dataset. Thus the random effects
were assumed to follow a gamma distribution, as opposed to the assumption
of normally distributed random effects used in the epilepsy data analysis.
1.1.4 Seeds germination dataset
This dataset is taken from Crowder (1978). The data involves the number
of seeds which germinated from two varieties of the Orobanche aegyptiaca
species, that is the Orobanche aegyptiaca 75 (o75) and Orobanche aegyp-
tiaca 73 (o73) varieties. These species varieties were brushed onto a plate
containing a 1/125 dilution of an extract prepared from roots of either a
bean or cucumber plant. The response of interest in this study is the pro-
portion of seeds that germinate given certain conditions, thus this is an
independent binomial study. A scatterplot of the proportion of seeds that
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germinate grouped by species is shown in Figure 1.4. This plot shows that
observations 6, 16 and 17 are potentially outlying. Collett (1996), page 203,
showed that this data was overdispersed. As a result, the null model used
for this dataset was the beta-binomial model which is able to accommodate
overdispersion.
Figure 1.4: Scatterplot of the proportion of seeds which germinated
grouped by species.
1.1.5 Contagious bovine pleuropneumonia dataset
Contagious bovine pleuropneumonia (CBPP) is a major disease which af-
fects the health and production of cattle in Africa. This disease is caused
by mycoides which are subspecies of a small colony type of mycoplasma
mycoides. The transmission of CBPP occurs due to direct and repeated
contact between infected and healthy cattle. This dataset is taken from
Lesnoff et al. (2004) and it is a serological and clinical incidence study of
CBPP in zebu cattle, which was implemented in 15 newly infected herds
located in the Boji district of Ethiopia. The aim of the study was to in-
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vestigate the within-herd spread of CBPP in newly infected herds. Blood
samples were quarterly collected from all animals of these herds to deter-
mine their CBPP status. These data were used to compute the serological
incidence of CBPP, that is new cases occurring during a given time period.
This is thus a binomial longitudinal study.
A scatterplot of the proportion of the herd infected over the periods of
investigation (Figure 1.5) shows that there are potentially outlying obser-
vations and subjects. Specifically subjects 1 and 14 seem to be potentially
outlying.
Figure 1.5: Scatterplot of the proportion of the herd infected over
the periods of investigation.
This dataset is an example of longitudinal binomial data where propor-
tions are clustered by herd. The VSOM was used to identify and down-
weight outlying observations and herds. The binomial-normal HGLM and
beta-binomial HGLM were used as the null models for this example in order
to show the versatility of the VSOM.
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Chapter 2
Review of GLMMs and
HGLMs
In biological sciences research both count and binomial data are common.
The data are usually in a longitudinal/clustered 1 data structure, that is data
which has been collected on a particular subject/cluster 2 multiple times. In
clustered data the usual assumption about the independence of observations,
which is used in classical statistical tests, is not upheld. In such data there
are two sources of variation, which are the within-cluster variation and the
between-cluster variation. It s typically assumed that observations within a
cluster are correlated because they are more homogeneous than observations
from different clusters, thus leading to within-cluster dependence. Also dif-
ferent clusters can be considered to be heterogeneous. This is because they
differ systematically, thus leading to between-cluster heterogeneity (Collett,
1996). There are various complicated forms of within-cluster correlation
structures which may exist, for example an AR1 correlation structure. In
this study a simple constant correlation structure will be used.
A naive approach to analyzing clustered data would be to ignore the
between-cluster heterogeneity and within-cluster dependence. This approach
thus assumes that the data are independent and leads to the estimation of
parameters that are common to all the clusters. There are some downfalls
1In this thesis longitudinal and clustered will be used interchangeably.
2In this thesis cluster and subject will be used interchangeably.
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which arise from using this approach. For example the estimated parame-
ters will most likely be biased and the standard errors will be incorrect, as
the assumption of independence within the population will not be true. An-
other downfall is that no information is provided about the between-cluster
heterogeneity (Tuerlinckx et al., 2006).
Another naive approach would be to analyze each cluster individually,
thus upholding the assumption of independence of observations between
clusters. A shortcoming of this approach is that the common effect of vari-
ables across the clusters is not analyzed. Also if the clusters have very few
observations, the standard errors of the estimated parameters will be high
and in some cases the parameters cannot be estimated.
These two approaches can be combined so that the statistical model
which is built contains parameters common to all clusters, as well as param-
eters which are specific to a cluster.
Mixed models assume that cluster-specific effects are a random sam-
ple from the population distribution of such effects. These cluster-specific
effects are called random effects and the effects which are common to all
the clusters are fixed effects. When clustered data are assumed to be nor-
mally distributed, linear mixed models (LMMs) are used to analyze the data
(Laird and Ware, 1982). A generalization of these models is generalized lin-
ear mixed models (GLMMs). GLMMs allow the distribution of the data to
follow any distribution from the exponential family of distributions, whilst
the random effects are assumed to follow a normal distribution (McCulloch
and Searle, 2001). In cases where the random effects are assumed to follow
non-normal distributions, hierarchical generalized linear models (HGLMs)
may be used (Lee and Nelder, 1996).
Another approach to handling clustered data is the generalized esti-
mating equation (GEE) approach. The GEE approach is used to analyze
clustered data without introducing cluster-specific effects (Liang and Zeger,
1986). In GEEs a model is proposed for the expected values of observations
and a working correlation matrix is defined for the observations within a
cluster. The GEE approach is robust to the specification of the working cor-
relation matrix, thus guaranteeing consistent and asymptotically normally
distributed estimates for the regression parameters, regardless of whether
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the correlation matrix has been misspecified or not. Another advantage is
that this approach can be used on any data which follows the exponential
family of distributions. There are also a variety of working correlation ma-
trices which can be used in GEEs, thus allowing a researcher to have some
freedom in model selection. The estimation procedure is simple to carry out
and it is done using the iterative reweighted least squares (IRLS) method
(Demidenko, 2004).
There are some disadvantages to using this method. Such as, there is
no likelihood generated by GEEs thus making it impossible to assess the
adequacy of the model during model selection (Tuerlinckx et al., 2006).
Also GEEs do not allow researchers to assess cluster-specific effects, thus
reducing the efficiency of subjects used in studies.
In this thesis I will be using GLMMs and HGLMs. As a result, for the
remainder of this chapter I will proceed to outline the model formulation,
estimation procedures and inference for GLMMs and HGLMs.
2.1 Linear Mixed Models
In order to provide some background I will briefly describe the linear mixed
model (LMM) before proceeding to describe in more detail its extension,
that is the generalized linear mixed model (GLMM).
In describing the LMM I will consider the simple case whereby subjects
are involved in a longitudinal study, thus the only random effects considered
are due to the subjects. Given that there are q subjects and the number of
observations for the ith subject is ni (for i = 1, ..., q) with the total number
of observations given as n =
∑q
i=1 ni, the LMM can be written in two forms.
Firstly, for the ith subject the form of the LMM is given as
Yi = Xiβ + Zibi + ei, (2.1)
for i = 1, . . . , q, where Yi is an ni-dimensional vector of responses Yij for
the ith subject observed at the jth occasion, Xi is an ni × p design ma-
trix of explanatory variables and β is a p-dimensional vector of fixed effect
coefficients, Zi is a ni × q design matrix describing the random effects bi
and ei is a vector of residual errors. It is assumed that ei ∼ N(0, σ2eIni)
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and bi ∼ N(0, σ2b Iq), where Ini and Iq are identity matrices of order ni
and q respectively. The implication of ei and bi having their corresponding
covariance matrices is that the residual errors and subject random effects,
respectively, are independent for the ith and kth subject. It is also assumed
that the residual error vector ei is independent of the subject random ef-
fects bi. Overall observations due to the i
th subject will be independent of
observations due to the kth subject.
Another way of writing the model is by considering it at the jth obser-
vation for the ith subject. The model is then written as
Yij = x
′
ijβ + z
′
ijbi + eij , (2.2)
for i = 1, ..., q and for j = 1, ..., ni, where x
′
ij and z
′
ij are the j
th rows
of the design matrices Xi and Zi respectively. It is also assumed that eij ∼
N(0, σ2e) and bi ∼ N(0, σ2b Iq).
2.2 Generalized Linear Mixed Models
2.2.1 Model Formulation
Generalized linear mixed models (GLMMs) are an extension of linear mixed
models (LMMs) as they allow the response variable, Yij , to follow any distri-
bution from the exponential family of distributions. The conditional prob-
ability density function of members of the exponential family is dependent
on bi and is given as
f(yij |bi) = exp[φ−1{yijθij − c(θij)}+ d(yij , φ)] (2.3)
where c() and d() are known functions, φ is the dispersion parameter and
θij is the canonical parameter which is defined implicitly by the mean of Yij ,
that is µij , conditional on bi. Similarly to the LMM the random effects, bi,
are assumed to follow a normal distribution.
The linear predictor for generalized linear mixed models is given by
g(E(Yij |bi)) = g(µij) = ηij = x′ijβ + z
′
ijbi, (2.4)
where g() is the link function and ηij is the linear predictor.
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The expectation of Yij conditional on bi is given by
E(Yij |bi) = µij = g−1{x′ijβ + z
′
ijbi}, (2.5)
and the conditional variance is given by
var(Yij |bi) = φV (µij), (2.6)
where V (µij) is the variance function which depends on µij and thus ηij .
2.2.2 Marginal Properties
Given that the formulation of the GLMM is made conditionally on the value
of bi it is possible to derive the marginal properties of Yij . This has been
done in great detail by McCulloch and Searle (2001), page 222. I will pro-
ceed to briefly outline the mean and variance marginal properties as well as
providing examples of the marginal properties when a log link function is
used in the GLMM, that is the function g() = log() and thus g−1() = exp().
This choice of link function is used when the response variable (Yij) follows
the Poisson distribution.
2.2.2.1 Mean of Yij
Iterated expectations can be used to derive the marginal mean of Yij such
that
E(Yij) = E{E(Yij |bi)}
= E{g−1(x′ijβ + z
′
ijbi)}.
As an example assuming that the log link function is used with a single
random effect for each individual, bi ∼ N(0, σ2b ), so that the linear predictor
is given by
ηij = x
′
ijβ + bi.
Then the marginal mean is given by
E(Yij) = exp{x′ijβ + (σ2b/2)} = µij . (2.7)
This derivation involves the use of the moment generating function (m.g.f)
of the normal distribution (McCulloch and Searle, 2001).
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2.2.2.2 Variance of Yij
Given that the variance of Yij |bi is equal to V (µij), where µij is the condi-
tional mean of Yij |bi, the marginal variance is given by
var(Yij) = var{E(Yij |bi)}+ E{var(Yij |bi)}
= var{g−1(x′ijβ + z
′
ijbi)}+ E{V [g−1(x
′
ijβ + z
′
ijbi)]}
As an example it is assumed that the log link function is used with a single
random effect for each individual, bi ∼ N(0, σ2b ), and Yij follows a Poisson
distribution with mean µij such that the conditional variance of Yij |bi is
given by µij and the linear predictor is given by
ηij = x
′
ijβ + bi.
The result is that the marginal variance is given by
var(Yij) = E(Yij){exp(x′ijβ)[exp (3σ2b/2)− exp(σ2b/2)] + 1}
= µij + µ
2
ij [exp(σ
2
b )− 1] (2.8)
It can be seen from equation (2.8) that the marginal variance of Yij will
always be greater than the mean as the expression (exp(σ2b )− 1) will always
be greater than 1. This shows that even though Yij |bi follows a Poisson
distribution, the marginal distribution will not. As a result the marginal
distribution will be ove dispersed thereby highlighting the way in which
random effects can be used to model overdispersion (McCulloch and Searle,
2001).
2.2.3 Estimation
In this section I will discuss 3 commonly used methods of estimation for
GLMMs.
2.2.3.1 Maximum likelihood estimation
The estimation of the parameters in a GLMM involves maximization of
marginal likelihoods, which are found by integrating out the random effects.
The marginal likelihood contribution for the ith subject is found by integra-
tion over bi, for i = 1, ..., q with each subject having ni observations such
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that the total number of observations n =
∑q
i=1 ni. The marginal likelihood
contribution is thus given as
Li(β,D, φ) =
∫ ni∏
j=1
fij(yij |bi,β, φ)f(bi|D)dbi. (2.9)
This contribution is used to get the likelihood for β,D and φ, which is
L(β,D, φ) =
q∏
i=1
fi(yi|β,D, φ)
=
q∏
i=1
∫ ni∏
j=1
fij(yij |bi,β, φ)f(bi|D)dbi. (2.10)
This integration is usually analytically intractable and as a result various
algorithms have been devised in order to deal with this problem. A numer-
ical approximation to the integral is the Gauss-Hermite quadrature (GHQ)
approach. This approach is feasible if the random effects are independent of
each other so that only single integrals are being evaluated. This approach
cannot be used if high dimensional integrals are required, for instance when
the random effects have a crossed design (Lee et al., 2006).
Simulation methods can be used to overcome the shortcomings of the
GHQ. Examples of simulation methods are the Monte Carlo EM method
which McCulloch (1994) used to develop a framework for maximum likeli-
hood and restricted maximum likelihood estimation of variance components
from binary data. Other examples are the simulated maximum likelihood
method (McCulloch, 1997) and the Gibbs sampling method (Karim and
Zeger, 1992). It must be stated that the simulation methods have the short-
comings of being computationally intensive and also being inaccurate in
parameter estimation on occasions (Hobert and Casella, 1996).
An alternative method of estimation is the use of approximation meth-
ods. Schall (1991) outlined an algorithm which yields approximate maxi-
mum likelihood or quasi-maximum likelihood estimates for the fixed effects
and dispersion components, as well as approximate empirical Bayes esti-
mates of the random effects.
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2.2.3.2 Empirical Bayes estimation
This method is used to obtain best linear unbiased predictions (BLUPs) of
the random effects. The random effects reflect between-subject variability
which is helpful in detecting subjects or groups of subjects which evolve
differently over time. The predictions are also required when the focus of the
study is on prediction of subject-specific evolutions. The prediction of the
random effects are based on the posterior distribution with the probability
density function given as
fi(bi|yij ,β,D, φ) = fi(yij |bi,β, φ)f(bi|D)∫
fi(yij |bi,β, φ)f(bi|D)dbi . (2.11)
This posterior density usually does not have a normal distribution and
thus the posterior mode is used as a point predictor for bi, instead of the
posterior mean. As a result the predictor bˆi is the value of bi that maxi-
mizes fi(bi|yij ,β,D, φ) where the unknown parameters are replaced by the
estimates obtained from maximum likelihood estimation.
2.2.3.3 Bayesian methods
Bayesian methods of model fitting are widely used among researchers. These
methods involve assigning prior distributions for β, φ and D whilst usually
assuming independence between them. The prior density function for β,
namely f(β), is usually a normal distribution or a flat, non-informative
prior (Molenberghs and Verbeke, 2005).
Jeffreys priors can be used for the D and φ prior densities, denoted f(D)
and f(φ) respectively (Gelman et al., 1995). However such a choice of priors
can lead to improper posteriors (Fahemeir and Tutz, 2001). An alternative
approach was proposed by Besag et al. (1995) who used proper but highly
dispersed inverted Wishart (IW ) priors for D, such that D ∼ IW (ξ, ψ),
where ξ and ψ are hyper-parameters which have to be selected carefully.
When the prior distributions have been specified, the posterior distribu-
tion can be expressed as
f(β,D, φ,b1, ...,bq) ∝
q∏
i=1
ni∏
j=1
fi(yij |β, φ,bi)f(bi|D)f(D)f(β)f(φ)
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Standard algorithms can then be used to draw samples from the posterior
distribution which will be used to get estimates for the fixed and random
effects for example, Karim and Zeger (1992) used Gibbs sampling.
2.2.4 Inference
Since the fitting of GLMMs is based on maximum likelihood principles, the
inferences for the estimated parameters are obtained from classical maxi-
mum likelihood theory. As a result, assuming that the appropriate model
has been fitted, the estimators of the parameters are asymptotically nor-
mally distributed with the true value of parameter as the mean and the
inverse Fisher information matrix as the covariance matrix. Due to the es-
timators having an asymptotic normal distribution, Wald-type tests can be
performed on estimates. Composite hypotheses can also be tested using a
standardized quadratic formulation of the Wald statistic which is compared
to the chi-squared distribution (Molenberghs and Verbeke, 2005). Other
tests which can be used are the likelihood ratio and score tests.
Classical Wald, likelihood ratio and score tests can be used when interest
is on inference for the variance components in D, as long as the hypotheses
being tested are not on the boundary of the parameter space. An example is
when a researcher wants to test whether the variance σ2b of a random effect
is equal to zero, that is H0 : σ
2
b = 0 versus H1 : σ
2
b > 0. Under such a
situation none of the classical Wald, likelihood ratio and score tests can be
used as the regularity conditions are not met (Stram and Lee, 1995). The
theory on tests of hypotheses on the boundary of the parameter space can
be found in work by Self and Liang (1987).
2.3 Hierarchical Generalized Linear Models
Hierarchical generalized linear models (HGLMs) are a generalization of GLMMs
in that the random effects can have any distribution in the exponential fam-
ily, whereas GLMMs always have normal random effects. The fitting of
HGLMs is not as computationally intensive as that of GLMMs. This is be-
cause instead of integrating out the random effects, which occurs in fitting
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GLMMs, the fitting of HGLMs is based on a modified form of the likelihood
function known as the hierarchical or h-likelihood.
According to Lee and Nelder (1996), a hierarchical generalized linear
model (HGLM) is defined by the following properties:
1. Let Yij be the response variable for the j
thoccurrence of the ith subject
and bi be the unobserved random effect for the i
th subject. Condi-
tional on bi, Yij has the following properties:
E(Yij |bi) = µij
var(Yij |bi) = φV (µij),
where V () is a monotonic function of µij and φ is the dispersion pa-
rameter. The linear predictor is of the form
g(E(Yij |bi)) = g(µij) = ηij = x′ijβ + z
′
ijνi, (2.12)
where νi is a monotonic function of bi.
2. The random component bi follows a distribution conjugate to a GLM
family of distributions with parameter λ.
Thus the probability density function (p.d.f) of Yij |bi has parameters µij
and φ, and the p.d.f of νi has parameter λi.
The estimation of parameters in HGLMs involves maximizing the hier-
archical log likelihood (Lee and Nelder, 1996), an analogue of Henderson’s
mixed model likelihood equations (Henderson, 1975). The log h-likelihood
has the form
hi ≡ logfβ,φ(yi|νi) + logfλi(νi), (2.13)
where logfλi(νi) is the logarithm of the density function for νi and logfβ,φ(yi|νi)
is the log likelihood for yi|νi with unknown parameters φ and λi which are
dispersion parameters. The h-likelihood is not a joint likelihood in the nor-
mal sense because the random effects are not observed.
The estimates of β and νi are found by joint maximization of hi for
parameters β and νi. This is done by solving the equations
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∂hi
∂β
= 0,
∂hi
∂νi
= 0.
This estimation must be done before estimating the dispersion parameters.
The dispersion parameters are estimated by maximizing the adjusted profile
h-likelihood, which is an extension of the adjusted profile likelihood outlined
by Lindsey (1996). Alternatively the dispersion parameters can be estimated
by using an extended quasi h-likelihood derived from Wedderburn (1974)
quasi-likelihood equations.
Lee and Nelder (1996) showed that the use of the h-likelihood gave re-
liable and useful estimators which shared the same properties as the es-
timators derived from the marginal likelihood, with the added advantage
of not requiring the integrating out of random effects. They also showed
that the fitting algorithm for the HGLMs can be reduced to fitting a two-
dimensional set of generalized linear models, one dimension being the mean
and dispersion parameters while the other is the fixed and random effects.
Once the model has been fitted, validity of its underlying assumptions
must be assessed. Lee and Nelder (1996) provide residuals for the mean
generalized linear model as well as for the dispersion model, thus allowing
the model assumptions for both the mean and dispersion parameters to
be tested. Deviance residuals are preferred because they provide a good
approximation to normality for all generalized linear model distributions
(Pierce and Schafer, 1986) excluding extreme cases like binary data.
The model checking plots which are used are the normal probability
plots, a plot of residuals against fitted values and the plot of absolute resid-
uals. A satisfactory model must have the plot of residuals against fitted
values and the plot of absolute residuals showing running means that are
approximately straight and flat. If the running mean of the plot of residuals
against fitted values has a marked curvature the link function is deemed to
be unsatisfactory or there are missing terms in the linear predictor, or both
shortfalls are occurring. The plot of absolute residuals is used to check the
choice of variance function. If for example there is a downward trend in this
plot it would imply that the residuals are falling in absolute value as the
mean increases, that is the assumed variance is increasing too rapidly with
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the mean (Lee and Nelder, 2001).
Table 2.1: Examples of conjugate HGLMs
yij |bi distribution g(µij) bi distribution νi(bi) Model
Normal identity Normal identity linear mixed model
Binomial logit Beta logit beta-binomial model
Gamma reciprocal Inverse-gamma recip gamma-inverse-gamma model
Poisson log Gamma log Poisson-gamma model
νi(bi) is the link function between νi and bi
g(µij) is the link function
Different assumptions about the distribution of yij |bi and that of νi, the
random component, lead to different forms of HGLMs. Some of the possible
conjugate HGLMs used are shown in Table 2.1 (Lee et al., 2006). In addi-
tion to these conjugate HGLMs there are other combinations of yij |bi and
νi which lead to non-conjugate HGLMs for example the binomial-normal
HGLM (binomial GLMM), binomial-gamma HGLM, gamma-gamma HGLM
and Poisson-normal HGLM. For a conjugate HGLM joint maximization of
the h-likelihood gives the same parameter estimates as the use of a marginal
likelihood, this is not the case for the non-conjugate HGLMs as they are
estimated using Laplace approximation.
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Chapter 3
Review of model diagnostics
in non-normal data
In this chapter I will review the existing model diagnostic techniques used for
non-normal data. This chapter will begin with a brief outline of the aims of
using model diagnostics. A review of the model diagnostic techniques used
in independent and longitudinal non-normal data will then be provided.
Finally a review of the variance shift outlier model will be given.
3.1 Aims of model diagnostics
Once a GLM/GLMM has been fit, it is important to validate the adequacy
of the model. This validation process is called model diagnostics. There are
three components which make up model diagnostics, the first being checking
the validity of the underlying assumptions of the model. An example of an
underlying assumption of a model is the choice of the distribution of the
observed responses. The other two components are identifying isolated and
systematic discrepancies in the model. A systematic discrepancy occurs
when the model does not adequately fit either all or a large subset of data.
There are many reasons why such a discrepancy might arise. For example, it
might be due to an inappropriate choice of link function or the need for one
of the covariates in the model to be transformed. An isolated discrepancy
arises when a few individual observations do not fall in line with the pattern
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of the rest of the observations (Davison and Tsai, 1992).
Picking up isolated discrepancies involves identifying outlying (outliers)
and influential observations. The difference between outliers and influential
observations is that outliers are observations which are not adequately fit
by the model, while influential observations are observations which have a
large effect on the parameter estimates of a model. It is important to note
that influential observations can also be outliers. The parameter estimation
methods used for GLMs and GLMMs are very sensitive to influential ob-
servations. These observations can lead to distorted results which lead to
incorrect conclusions. As a result it is very important that these influential
observations are identified before any conclusions are made. In this thesis I
will be primarily looking at isolated discrepancies.
3.2 Model diagnostics for independent non-normal
data
Model diagnostic tests are mainly based on model residuals and transfor-
mations of these residuals. Some examples of frequently used residuals are
raw, Pearson’s, standardized Pearson’s, deviance and standardized deviance
residuals. The ith raw residual (ri), for i = 1, ..., n, is simply the difference
between the observed response (yi) and the predicted response (yˆi). This
residual does not take into account the precision involved in fitting yi. Pear-
son’s residuals are used to account for this by incorporating the standard
error of the response, that is se(yi). The i
th Pearson residual is given as
rPi =
yi − yˆi
se(yˆi)
.
The sum of these residuals give the Pearson’s χ2 statistic which is a measure
of the relative deviations between the observed and predicted responses, this
is used as a measure of the goodness of fit of a particular model. A large
value of this statistic indicates a poor model fit.
The Pearson’s residuals do not take into account the inherent variation
in the predicted responses thus the residuals do not have even approximate
unit variance, standardized Pearson residuals are used to account for this.
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Standardized Pearson residuals divide raw residuals by their standard error,
se(yi − yˆi). The standard error is given as
se(yi − yˆi) =
√
[vˆi(1− hi)],
where vˆi = se(yi) and hi is the leverage statistic defined as the i
th diagonal
element of the n × n matrix H = W 12X(X′WX)−1X′W 12 , W is a n × n
diagonal matrix of weights which were used in the model fitting process, X
is a n × p design matrix of covariates where p is the number of unknown
parameters used in the model (Collett, 1996). The ith standardized Pearson
residual is given as
rPi =
yi − yˆi√
[vˆi(1− hi)]
.
Pregibon (1981) introduced deviance residuals, di, which are residuals which
measure the deviance contributed from each response. Given a simple linear
logistic regression the deviance residual for the ith response is given as
di = sgn(yi − yˆi)
[
2yi log
(
yi
yˆi
)
+ 2(ni − yi) log
(
ni − yi
ni − yˆi
)] 1
2
,
where sgn(yi − yˆi) is a function which is used to ensure that di is positive
when yi ≥ yˆi and negative otherwise. The overall deviance of the model, D,
is the sum of the squared deviance residuals such that D =
∑n
i=1 d
2
i . These
residuals can be standardized, resulting in the ith standardized residual being
given as
rDi =
di√
(1− hi) .
Another residual commonly used is the likelihood residual, rLi, which was
defined by Williams (1987). This residual is a combination of the standard-
ized Pearson’s and deviance residuals such that
rLi = sgn(yi − yˆi)
√
[hir2Pi + (1− hi)r2Di],
where hi is the leverage statistic as defined previously. Pierce and Schafer
(1986) used numerical studies to show that standardized deviance residuals
and likelihood residuals are reasonably well approximated by the standard
normal distribution, the result of this finding is that for fairly large samples
the residuals which are not in the range -2 to 2 are potentially outlying;
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for smaller samples the t-distribution should be considered when outlining
a range for the residuals. The same study also revealed that standardized
Pearson’s residuals are not closely approximated by the normal distribu-
tion, thus it is preferable to use standardized deviance residuals for model
checking.
Once the respective residuals have been calculated plots or tables of the
residuals can be used to identify outlying observations. A plot of residuals
against observation number or against values of the linear predictor can be
used to identify outliers by considering relatively large residuals as outliers.
The same plot can be used to test model adequacy as a systematic pattern
in the plot indicates model inadequacy. Normal and half-normal plots of
deviance residuals can also be used to test for model adequacy. Normal
plots of deviance residuals plot the residuals in increasing order against their
expected values assuming that the residuals follow a normal distribution, if
the plot is a straight line then the model is adequate. A half normal plot
considers absolute values of the deviance residuals, this plot must also be a
straight line if the model is adequate.
I will now proceed to describe how to detect influential observations in
GLMs. Influential observations are observations which have a large effect
on the model parameter estimates, as a result it is very important that such
observations are identified. It may not be possible to identify influential
observations in a similar way as outliers, that is using residual plots, as these
observations may have a large influence on the model thus their associated
residuals are small.
Collett (1996) showed that an observation which is very different in value,
in terms of explanatory variables, may be a possible influential observation.
A statistic used to measure this difference is the leverage statistic, hi. An
observation is said to be influential if the value of hi is greater than 2p/n
where p is the number of unknown parameters and n is the number of
observations. A useful plot which can be used is a plot of Pearson’s residuals
against the leverage values, as this plot allows a researcher to identify both
outliers and influential observations in the same plot.
Certain observations may have an influence on the overall goodness of
fit of a model. The influence of an observation on the goodness of fit can
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be measured by deleting it from the dataset and assessing the change in the
value of the χ2 statistic and the deviance statistic. The change in the χ2
statistic can be approximated by the square of the standardized Pearson’s
residual (r2Pi) while the change in the deviance statistic is approximated by
the square of the likelihood residual (r2Li).
It is possible to measure the influence of the ith observation on a set
of parameter estimates by assessing the change in the parameter estimates
when the ith observation is deleted from the dataset. Collett (1996) showed
that the change can be approximated by using the statistic
Di =
hir
2
Pi
p(1− hi) ,
where hi is the leverage statistic for the i
th observation, rPi is the i
th Pear-
son’s residual and p is the number of unknown parameters. An index plot
of this statistic can be used to identify influential observations as relatively
large values of Di are indicative of influential observations.
If a researcher wants to measure the influence of the ith observation on
the jth parameter, βˆj for j = 1, ..., p, then the researcher can delete the
observation and assess the change in parameter estimate. This change can
be approximated by the delta-beta statistic given as
4iβˆj =
(X
′
WX)−1j+1xi(yi − yˆi)
(1− hi)se(βˆj)
,
where (X
′
WX)−1j+1 is the (j + 1)
th row of the variance covariance matrix of
parameter estimates and xi the p-dimensional vector of covariates for the i
th
observation. Relatively large values of delta-beta are indicative of influential
observations on the jth parameter estimate and this can be shown by use of
index plots.
3.3 Model diagnostics for longitudinal non-normal
data
The estimation methods used when fitting GLMMs are quite complicated
which makes the calculation of diagnostic measures difficult. As a result
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very little work has been done on model diagnostics for GLMMs. There has
been some work done on deletion measures by Xu et al. (2006). Xu et al.
(2006) extended the work of Cook (1977) and developed deletion measures
for GLMMs when the stochastic approximation (SA) and the Markov chain
Monte Carlo (MCMC) methods (Gu and Kong, 1998) are used to calculate
the maximum likelihood parameter estimates. This method of estimation
considers random effects as hypothetical missing values. The by-products
of the maximum likelihood estimation are used to compute the diagnostic
measures outlined in the paper. The diagnostic measures assess the influence
of an observation or cluster of observations, given as Mi, on the parameter
estimates when they are excluded from the dataset. Given that the observed
vector of observations is Y and the estimated parameters are given as βˆ, with
the set of observations excluded from the analysis given as Mi; the measure
of influence is given as the distance between the parameter estimates from
the full dataset (βˆ) and the parameter estimates when the Mi set of data is
excluded (βˆ[Mi]). The diagnostic measures developed were
GD[Mi] = (βˆ − βˆ[Mi])
′{−Q(βˆ)}(βˆ − βˆ[Mi]),
where Q(βˆ) = δ2Q(β|βˆ)/δβδβ′ |β=βˆ and Q(β|βˆ) = E{L(β|Y)|Y, βˆ}. An-
other measure of influence which was developed was the QD[Mi] statistic
which is similar to the likelihood distance measure developed by Cook and
Weisberg (1982). This was given by
QD[Mi] = 2{Q(βˆ|βˆ)−Q(βˆ[Mi]|βˆ)}.
Given that the observed data likelihood is given by p(Y|βˆ), another measure
of influence can be developed based on determining the distance between the
likelihoods of the full dataset and the dataset with the set Mi excluded. This
measure is given by
LDMi = −2 log
p(Y|βˆ[Mi])
p(Y|βˆ) .
Since the by-products of estimation procedure were used in developing these
diagnostic measures, there is very little additional computation that is re-
quired thus making this method easy to apply. Xu et al. (2006) highlighted
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the fact that deletion type measures can suffer from the masking or swamp-
ing effects that are caused by an influential group, rather that a single ob-
servation, in the data. This can be solved by deleting a set of observations
at a time instead of a single observation.
Xiang et al. (2002) investigated the Cook’s distance for identifying influ-
ential observations for GLMMs with applications to clustered data. They
showed that their method was efficient in identifying influential clusters.
The Cook’s distance statistic developed for the kth cluster is given by
CDk(βˆ) = (βˆ − βˆk)
′
(−l¨(βˆ))(βˆ − βˆk)/(p.a−1(φˆ)),
where l¨(βˆ) is the second order derivative of the log-likelihood function with
respect to the unknown parameters β, p is the number of unknown parame-
ters and a is a function acting on the dispersion parameter (φ) which is de-
fined in the linear predictor of the GLMM which is being investigated. This
paper did not attempt to perform individual observation deletions. This
was because individual observations are either correlated within a cluster
or present as a series of repeated measurements, thus making case-deletion
impractical (Banerjee and Frees, 1997).
The generalization of the local influence measures from normally dis-
tributed responses to that for generalized linear mixed models was discussed
by Ouwens et al. (2001). It was shown in this paper that the subject-oriented
influence measure is a special case of the proposed observation-oriented in-
fluence measure. The statistic, for the set of observations Mi, used in the
paper was initially developed by Cook (1986) and it is given as
Cd = 2
∣∣∣∣∣d′ 4′
(
δ2L(y|ς)
δς2
)−1
4 d
∣∣∣∣∣ ,
where ς is the maximum likelihood estimate of the full dataset, d is a vector
with values of one in the positions corresponding to observations in Mi and
zeros everywhere else, y is a vector of observed responses, L() is the likeli-
hood function and 4 = δ2L(y|ς,ω)/δςδω with ω being a vector of weights.
The computation of4 is described is in full by Ouwens et al. (2001). Ouwens
et al. (2001) went on to propose a two-step diagnostic procedure which in-
volved firstly searching for influential subjects, and then finally searching
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for influential observations. The article then goes on to illustrate through
an example, of a two-treatment multiple-period crossover trial, that there is
practical importance in the detection of influential observations in addition
to the detection of influential subjects.
3.4 The variance shift outlier model (VSOM)
For the remainder of this chapter I will aim to briefly describe the devel-
opment of another form of model diagnostics which is called the “Variance
Shift Outlier Model”. The actual model will be discussed in greater depth
in Chapter 4.
This model was initially developed for use in linear regression by Cook
and Weisberg (1982) and it was called the “Variance inflation single outlier
model”. The model was used for identifying a single outlier as being an
observation with an inflated variance. In this model maximum likelihood
estimates were used and they were characterized in terms of standard least
square statistics. It is noted in Cook and Weisberg (1982) that the position
of the outlier differed from when normal case-deletion methods were used.
However it was shown that if the largest absolute studentized residual cor-
responded to the largest absolute residual, then the position of the outlier
would be the same. An example of where this occurs is when the variance of
all residuals is the same, like in balanced design experiments. The main dif-
ference between the case-deletion methods and the variance inflation single
outlier model is that the case deletion methods are based on deleting outlying
observations whilst the variance inflation single outlier model down-weights
the outlier in the analysis, thus preserving the data in the analysis. When
Thompson (1985) used residual maximum likelihood (REML) estimation,
he noted that the outliers were in the same position under both the variance
inflation single outlier model and case deletion methods.
Zewotir (2007) considered the model underlying the VSOM in the con-
text of local influence. He observed the effect of using known weights in the
error variance of a single observation on changes in the estimates of the fixed
and random effects. This was done using a Cook’s distance measure (Cook,
1977). Gumedze et al. (2010) extended the work on variance shift models,
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by Cook et al. (1982) and Thompson (1985). They did this by formulating
it as a linear mixed model and also proposing several tests for the detection
and down-weighting of outliers. They called the model the variance shift
outlier model (VSOM).
This thesis aims to extend the variance shift outlier model (VSOM)
by Gumedze et al. (2010) to count and binomial data. These forms of
data are very common in biological areas. Since the collection of data is
very expensive it is very appealing for researchers to be able to preserve
observations, which are not clearly outlying, whilst down-weighting their
effect on the estimation of parameters. The VSOM will be applied to several
types datasets in this thesis.
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Chapter 4
VSOM for normal data
In this chapter I will introduce the VSOM methodology that will be imple-
mented in this study. In order to get a better understanding of the method-
ology, I will outline how it was used in Gumedze et al. (2010). Its use in the
paper was restricted to normal data. After outlining the VSOM methodol-
ogy for normal data in a simple linear model and linear mixed model setting,
I will proceed to outline the methodology for count and binomial data in
the subsequent chapters. The VSOM methodology in this section is derived
from Gumedze et al. (2010).
4.1 A VSOM fo independent normally distributed
data
In this section I will review the VSOM in linear regression in order to get a
better understanding of the VSOM methodology in the simple linear case.
Consider a simple linear model
y = Xβ + e (4.1)
where y = (y1, . . . , yn)
′, X is an n × p design matrix of full column rank,
β is a vector of p unknown coefficients and e = (e1, . . . , en)
′ is a vector of
residual errors which follow a normal distribution such that e ∼ N(0, σ2In).
The variance-covariance matrix of the data under this model (model (4.1))
is given as var(y) = σ2In. The REML log-likelihood function (RL) under
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this model takes the form
−2RL(σ2; y) = c(X) + (n− p)log(σ2) + (y−Xβˆ)′(y−Xβˆ)/σ2, (4.2)
where c(X) is a constant term, βˆ = (X
′
X)−1X
′
y is the best linear unbiased
estimate (BLUE) of β under the null model (model (4.1)).
According to Gumedze et al. (2010) the variance shift outlier model
(VSOM) for the ith observation takes the form
y = Xβ + δidi + e. (4.3)
It can be seen that model (4.3) differs from model (4.1) by the addition of
the term δidi, where di is an i
th unit vector of length n, which has a value of
1 in its ith position and zeros in all other positions. δi is an unknown random
effect with δi ∼ N(0, αi) for αi ≥ 0. It becomes apparent that model (4.3) is
just a simple linear mixed model with random effect δi which has a variance
of αi. This model can be easily fitted using any statistical software which
is capable of fitting linear mixed models. The variance-covariance matrix of
the data under model (4.3) is given by
var(y) = αidid
′
i + σ
2In.
This can be parameterized in another form which uses the ratio of the vari-
ance components to the residual variance, σ2
var(y) = σ2(ωidid
′
i + In) = σ
2H(i),
where ωi = αi/σ
2. The advantage of this parameterization is that the size
of the variance shift for the ith unit relative to the residual variance is given
by ωi (Gumedze et al., 2010). The REML log-likelihood function for this
model is
−2RL(i)(ωi, σ2; y) =c(X) + (n− p)log(σ2) + log|H(i)|+ log|X
′
H−1(i)X|
+ (y−Xβˆ(i))H−1(i) (y−Xβˆ(i))/σ2, (4.4)
where βˆ(i) = (X
′
H−1(i)X)
−1X
′
H−1(i)y.
In order to identify outliers Thompson (1985) suggested the calculation
of −2RL(i)(ωˆi, σˆ2; y), where the estimates ωˆi and σˆ2 are calculated during
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the model fitting process. This statistic is to be calculated for all observa-
tions such that the observations with large log-likelihood values are deemed
to be outliers. The change in the log-likelihood value from the null model is
given as
LRTi = −2{RL(σˆ2; y)−RL(i)(ωˆi, σˆ2; y)}.
Since the LRTi statistic is calculated for all observations in turn, the issue
of multiple testing becomes a problem. In order to address this problem
Gumedze et al. (2010) used a parametric bootstrap procedure to identify
observations which had significantly large LRTi values. Observations with
significantly large LRTi values were considered to be potential outliers.
Assuming that the overall type I error rate to be used in the bootstrap-
ping procedure is given as ξ. The observation with the rth largest LRTi
statistic is compared to the (100− ξ)th percentile of the simulated distribu-
tion of the rth largest LRTi statistic. The parametric bootstrap procedure
used by Gumedze et al. (2010) is as follows
1. Fit the null model (model (4.1)) to the data to obtain estimates βˆ and
σˆ2.
2. Create a new response vector
y∗ = Xβˆ + e∗
where e∗ is simulated following N(0, σˆ2In). Then fit the null model
(model (4.1)) to y∗ and obtain the set of change in log-likelihood
statistics {LRTi; ∀i = 1, ..., n}. These statistics are then ordered from
largest to smallest and saved.
3. Repeat Step 2 for a reasonably large number of times, R, for example
R = 5000. This generates an empirical distribution of size R for the
change in log-likelihood statistic.
4. Calculate the (100 − ξ)th percentile for the change in log-likelihood
statistic.
If the r largest change in log-likelihood statistics all exceed their respective
thresholds, then it is concluded that all these corresponding observations
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are outliers and a revised model is fitted including a separate variance shift
for each of the corresponding observations.
Gumedze et al. (2010) went on further to develop additional test statis-
tics which included squared standardized residuals and score statistics. I
will not be considering these statistics in this study.
4.2 A VSOM for longitudinal normally distributed
data
Consider the linear mixed model
y = Xβ + Zb + e, (4.5)
where Z is a n × q design matrix for a vector of unknown random effects
b, and e represents the vector of residual errors. The residual errors and
random effects are assumed to be independent such that cov(b, e) = 0. It is
possible to partition the random component of the model, Zb, into c model
terms with Z = [Z1, . . . ,Zc] and b = (b
′
1, . . . ,b
′
c)
′ with cov(bh,bl) = 0 for
h 6= l. Another assumption is that e ∼ N(0, σ2In) and bh ∼ N(0, σ2γhI),
∀h = 1, . . . , c ; the variance of b can also be written as var(b) = σ2G.
The covariance-variance matrix of model (4.5) can be written in terms
of the overall scale parameter, σ2, and the ratios derived from it. As a result
the variance-covariance matrix can be written as
var(y) = σ2[Σch=1γhZhZ
′
h + In] = σ
2(ZGZ
′
+ In) = σ
2H. (4.6)
The REML log-likelihood function for this model is given as
−2RL(σ2,γ; y) =c(X) + (n− p)log(σ2) + log|H|+ log|X′H−1X|
+ y
′
Py/σ2, (4.7)
where P = H−1 −H−1X(X′H−1X)−1X′H−1. The REML estimates of the
variance parameters are given as σˆ2 and γˆ.
A VSOM for the kth observation in the linear mixed model takes the
form
y = Xβ + Zb + δkdk + e, (4.8)
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where δk ∼ N(0, σ2ωk) for ωk ≥ 0 and dk is a kth unit vector of length n,
which has a value of 1 in its kth position and zeros in all other positions. It
can be seen that this is just model (4.5) with the addition of the term δkdk.
The variance-covariance matrix of this model takes the form
var(y) = σ2(ZGZ
′
+ ωkdkd
′
k + In). (4.9)
It is thus evident that the variance of the kth observation will be inflated by a
quantity of σ2ωk with the covariances and variances of the other observations
remaining the same.
The REML log-likelihood function for model (4.8) is given as
−2RL(k)(ωk, σ2,γ; y) =c(X) + (n− p)log(σ2) + log|H(k)|+ log|X
′
H−1(k)X|
+ y
′
P(k)y/σ
2, (4.10)
where P(k) = H
−1
(k) −H−1(k)X(X
′
H−1(k)X)
−1X
′
H−1(k) and H(k) = H + ωkdkd
′
k.
Gumedze et al. (2010) used the change in the log-likelihood value from
the null model as a test statistic for identifying outlying observations. This
statistic is given by
LRTk = −2{RL(σˆ2, γˆ; y)−RL(k)(ωˆk, σˆ2, γˆ; y)}.
Once again the issue of multiple testing becomes a problem as the LRTk
statistic is calculated for all observations in turn. As a result the para-
metric bootstrap procedure was used to identify observations which had
significantly large LRTk values. Observations with significantly large LRTk
values were considered to be potential outliers.
Assuming that the overall type I error rate to be used in the bootstrap-
ping procedure is given as ξ. The observation with the rth largest LRTk
statistic is compared to the (100− ξ)th percentile of the simulated distribu-
tion of the rth largest LRTk statistic. The parametric bootstrap procedure
used by Gumedze et al. (2010), under the null hypothesis that no outliers
are present in the data, is as follows
1. Fit the null model (model (4.5)) to the data to obtain estimates βˆ,
γˆh,∀h = 1, ..., c, and σˆ2.
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2. Create a new response vector
y∗ = Xβˆ + Zb∗ + e∗
where b∗h is randomly generated following N(0, σˆ2γhI) and e∗ is ran-
domly simulated following N(0, σˆ2In). Then fit the null model (model
(4.5)) to y∗ and obtain the set of change in log-likelihood statistics
{LRTk;∀k = 1, ..., n}. These statistics are then ordered from largest
to smallest and saved.
3. Repeat Step 2 for a reasonably large number of times, R, for example
R = 5000. This generates an empirical distribution of size R for the
change in log-likelihood statistic.
4. Calculate the (100 − ξ)th percentile for the change in log-likelihood
statistic.
If the r largest change in log-likelihood statistics all exceed their respective
thresholds, then it is concluded that all these corresponding observations
are outliers and a revised model is fitted including a separate variance shift
for each of the corresponding observations.
This methodology can be extended to the identification of outlying sub-
jects. The VSOM for the ith subject effect ∀i = 1, ..., q is given as
y = Xβ + Zb + ςidi + e, (4.11)
where di is a vector of length n with values of 1 for the units which cor-
respond to the observations due to the ith subject, and ςi is an unknown ran-
dom coefficient which follows a normal distribution such that ςi ∼ N(0, σ2ψi)
for ψi ≥ 0. The variance of model (4.11) is given as
var(y) = σ2{γZZ′ + ψidid′i + I} = σ2H(i). (4.12)
The REML log-likelihood function for model (4.11) is given as
−2RL(i)(ψi, σ2,γ; y) = −2RL(σ2,γ; y)+log(ciiψi+1)−ψic2i /{σ2(ciiψi+1)},
(4.13)
36
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
where ci = d
′
iPy and cii = d
′
iPdi. The change in log-likelihood statistic
was used to identify outlying subjects and this was given as
LRTi = −2{RL(σˆ2, γˆ; y)−RL(i)(ψˆi, σˆ2, γˆ; y)}.
The parametric bootstrapping procedure similar to the one used for identi-
fying outlying observations was then used to identify outlying subjects.
The variance shift outlier models for observations and subjects can be
combined by using models (4.11) and (4.8). The resulting model would be
of the form
y = Xβ + Zb + δkdk + ςidsub(i) + e, (4.14)
where dk is an k
th unit vector of length n, which has a value of 1 in its kth
position and zeros in all other positions, and dsub(i) is a vector of length n
with values of 1 for the units which correspond to the observations due to
the ith subject. The variance of model (4.14) is given by
var(y) = σ2{γZZ′ + ωkdkd′k + ψidsub(i)d
′
sub(i) + I}. (4.15)
4.3 Applying the VSOM using R
The VSOM introduced by Gumedze et al. (2010) for simple linear and lin-
ear mixed models was implemented using the GENSTAT statistical system
(Payne et al., 2011). In order to fully understand the work they did, I went
about translating the GENSTAT code they used into R (R Core Team, 2012)
code. The full code used is given in the appendix, chapter 10.1.1. In order to
analyze linear mixed models in R, the lme4 package (Bates et al., 2012) can
be used. This package is an extension of the previously used nlme package
(Pinheiro et al., 2012). The advantages of using the lme4 package over the
nlme package are that firstly, the lme4 package can handle models with
crossed and nested random effects unlike the nlme package which can only
handle nested random effects. Secondly the lme4 package has improved
computational algorithms, thus it can process large datasets at a faster rate
than the nlme package.
The general structure of a model fit using the lme4 package is given by:
lmer(response ∼ covariate(s) + (covariates|group), data, family),
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where group is the grouping factor and family is the distributional family
of the response. The lme4 package can also be used to analyze GLMMs
upon specification of the distributional family of the responses.
Gumedze et al. (2010) stated that residual maximum likelihood (REML)
estimation was the preferred method to use when implementing a VSOM
because it does not give biased estimates of the variance parameters un-
like maximum likelihood estimation (MLE). Maximum likelihood estimation
produces biased estimates because it does not take into account the degrees
of freedom involved in estimating the fixed effects, when it is used to esti-
mate the variance parameters. The REML method was first used in random
effect models by Patterson and Thompson (1971).
In this study it was found that for normally distributed responses, the
lme4 package uses REML estimation by default. The results given by using
the R code in the appendix gave similar results to those when using the
GENSTAT statistical system. There was, however, a computational differ-
ence when it came to calculating likelihood statistics as the lme4 package
calculates the full likelihood statistic, unlike GENSTAT which does not cal-
culate the constant part of the statistic. This difference becomes irrelevant in
practice as we are only concerned with the deviance statistic. This statistic
is approximately the difference between the likelihood statistics of two mod-
els, thus the constant values would cancel out resulting in similar deviance
results when using both statistical systems.
The aim of this study is to extend the work of Gumedze et al. (2010)
to incorporate non-normal responses. GENSTAT is able to give REML
estimates regardless of the distributional family of the response. However
lme4 package in R uses Laplace approximation in its estimation procedure
for non-normal responses. This estimation procedure only gives maximum
likelihood estimates which would give biased variance estimates for GLMMs,
including the VSOM. As a result R will not be used for fitting the VSOM
for non-normal responses in this thesis.
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Chapter 5
VSOM for count data
The Poisson model is generally used to model count data with covariates, and
it is applied within the generalized linear modeling (GLM) framework. There
is a key highly restrictive feature for Poisson data, that is the relationship
between the mean and the variance of the data. This relationship implies
that the variance must be a deterministic function of the mean with V(µ) =
µ, where µ is the mean and V(µ) is the variance of the counts. Thus it is clear
that there will be problems if the data are overdispersed. Overdispersion
is generally due to missing covariates, inadequate link functions or outlying
observations. This thesis will be restricted to overdispersion due to outliers.
I will proceed in this section by outlining how the VSOM framework,
as a model for outliers, can be applied to Poisson data using the Poisson-
normal, Poisson-gamma and negative-binomial models. It will thus be shown
that it is possible to link the VSOM for normally distributed data to that
for Poisson data by considering the overdispersion associated with the ith
observation or subject (for longitudinal data) as a proxy for the variance
inflation for that observation or subject.
5.1 Poisson regression models
Poisson regression models are used to fit a model to independent Poisson
count data with covariates. In this section the Poisson GLM and the negative
binomial distribution, which is used to model overdispersed count data, will
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be described.
5.1.1 Poisson GLM
If Yi ∼ Poisson (λi) then the probability mass function is given by
Pr(Yi = yi) =
λyii exp(−λi)
yi!
,
which can be written in exponential form as
Pr(Yi = yi) = exp{yi log(λi)− λi − log(yi!)}.
The linear predictor of the Poisson distribution is of the form
log(µi) = Xiβ, (5.1)
where Xi is the i
th row of the n × p design matrix of covariates with β
being a p-dimensional vector of fixed coefficients. The Poisson distribution
is a member of the exponential family of distributions with the natural
parameter θ = log(λ), dispersion parameter φ = 1 and variance function
var(Yi) = µi = λi. (5.2)
The property of equality between the variance and the mean of the Poisson
distribution, may not be met for a particular dataset involving independent
count data. That is the variance may be smaller (underdispersed count data)
or larger that the mean (overdispersed count data). Underdispersion rarely
occurs in practice (Collett, 1996), thus only overdispersion will be considered
in this study. Overdispersion is generally due to missing covariates (either
fixed or random terms), inadequate link functions or outlying observations.
In the next section the negative binomial distribution which is usually used
to model overdispersed count data will be discussed. The negative binomial
distribution is introduced because it will be used to formulate a VSOM, for
count data, in the subsequent section.
5.1.2 Overdispersed count data
In situations where count data are overdispersed, that is var(Yi) = φµi with
φ > 1, either a quasi-likelihood approach (McCullagh and Nelder, 1989)
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or a negative binomial distribution can be used to model the data. Lee
and Nelder (2000) showed that the negative binomial distribution can be
formulated as a Poisson-gamma HGLM. I will discuss these different ways
of modeling overdispersion, in count data, below.
The quasi-likelihood approach (McCullagh and Nelder, 1989) allows the
variance of the response variable to have an adjustable dispersion parameter
φ > 1 such that
var(Yi) = φµi. (5.3)
A traditional approach for deriving the negative binomial distribution is
to assume that Yi|λi follows a Poisson distribution with conditional mean
E(Yi|λi) = µi and that the parameter, λi, follows a gamma distribution with
mean E(λi) = µi and variance, var(λi) = µ
2
i ν
−1
i . The marginal distribution
of Yi can be shown to follow a negative binomial distribution, by integrating
out λi, with probability mass function
Pr(Yi = yi) =
∫
Pr(Yi = yi|λi)f(λi)dλi
=
Γ(yi + νi)
Γ(yi + 1)Γ(νi)
(
νi
νi + µi
)νi ( µi
νi + µi
)yi
. (5.4)
The marginal mean is then given by E(Yi) = µi and the marginal variance
is given by var(Yi) = µi + µ
2
i ν
−1
i . This can be re-parameterized by letting
ν−1i = αi, such that the marginal mean is given by E(Yi) = µi and the
marginal variance is given by
var(Yi) = µi + αiµ
2
i = µi(1 + αiµi),
where αi represents the dispersion parameter with αi ≥ 0 (Bissell, 1972).
This dispersion parameter has the same interpretation as φ in (5.3). In
practice the dispersion parameter αi is assumed to be constant ∀i = 1, . . . , n
thus αi = α and the marginal variance is given by
var(Yi) = µi + αµ
2
i = µi(1 + αµi).
Lee and Nelder (1996) showed that it is possible to get a similar parame-
terization by using a HGLM approach with saturated random effects, that
is assuming that each observation is a random effect following a gamma
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distribution. The linear predictor for this HGLM is given by
log[E(Yi|si)] = xiβ + νsi ,
where xi is the i
th row of the n× p design matrix of covariates with β being
a p-dimensional vector of fixed coefficients, and si is the random effect for
the ith observation. Following Lee and Nelder (1996) νsi = log(si), with
si following a gamma distribution with a mean of one and variance of αi.
During the model fitting process it is assumed that αi is constant, thus
αi = α ∀i = 1, . . . , n. As a result the linear predictor can be written as
log[E(Yi|s)] = xiβ + νs,
where s is the random effect for each individual observation, this will be
referred to as the observation random effect throughout this thesis. Using
iterated expectations the marginal variance of Yi is found to be
var(Yi) = µi + αµ
2
i = µi(1 + αµi). (5.5)
Lee and Nelder (2000) combined the variance functions (5.3) and (5.5) to get
var(Yi) = φµi+αµ
2
i by using a quasi-likelihood model for the distribution of
Yi|s. It can thus be seen that the measure of the variance shift arising from
overdispersion is quantified by the term αµ2i . In this thesis I will consider the
shift in variance as being the variance inflation caused by the ith observation.
5.2 Variance shift outlier model (VSOM) for Pois-
son count data
Once a Poisson GLM is fitted to the data, a residual analysis is often used to
identify outliers and/or influential observations in a dataset. Often outliers
can be corrected or removed from the data and the analysis redone. How-
ever, in most cases they are anomalous and we may want to include them
in the analysis. In this section a VSOM for both Poisson independent and
longitudinal count data will be introduced. This model can be viewed as
a model for overdispersion associated with the ith observation, with obser-
vations having large overdispersion considered as potential outliers. These
models will be fit using the HGLM approach of Lee and Nelder (1996).
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5.2.1 A VSOM for independent count data
The VSOM for Poisson independent count data will be formulated as a
Poisson-gamma HGLM. HGLMs were described in chapter 2.3. The null
model, that is a model with no outliers, is given by
log[E(Yi)] = log(µi) = Xiβ, (5.6)
where Xi is the i
th row of the n×p design matrix of covariates with β being
a p-dimensional vector of fixed coefficients. This model can also be written
as
E(Yi) = exp(Xiβ) = µi.
A VSOM for the ith count, Yi, is given by
log[E(Yi|δi)] = Xiβ + νδi , (5.7)
where δi is a random effect for the i
th count. Following Lee and Nelder (1996)
it is assumed that νδi = log(δi), with δi following a gamma distribution
with a mean of one and variance of λi; hence model (5.7) is a Poisson-
gamma HGLM (Lee and Nelder, 1996). This model is an extension of model
(5.6) with the addition of the term νδi . It can be seen that model (5.6) is
a marginal model and model (5.7) is a conditional model. It is assumed
that conditional on δi, the outcome Yi follows a Poisson distribution with
a variance of φE(Yi|δi). The marginal properties of Yi are derived using
iterated expectations. The marginal mean of Yi is given by
E(Yi) = E[E(Yi|δi)]
= E[exp(Xiβ + νδi)]
= exp(Xiβ)E[exp(νδi)]
= exp(Xiβ)E(δi)
= exp(Xiβ)
= µi.
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The marginal variance is given by
var(Yi) = E[var(Yi|δi)] + var[E(Yi|δi)]
= φE[E(Yi|δi)] + var[E(Yi|δi)]
= φE[exp(xiβ + νδi)] + var[exp(xiβ + νδi)]
= φexp(xiβ)E[exp(νδi)] + exp(2xiβ)var[exp(νδi)]
= φµiE(δi) + µ
2
i var(δi)
= φµi + λiµ
2
i . (5.8)
It can thus be seen that if φ = 1, expression (5.8) resembles the marginal
variance for the negative binomial model, as given in (5.5); and if φ = 1
and λi = 0 then expression (5.8) is the marginal variance for the Poisson
GLM. The size of the variance shift of the ith observation is λiµ
2
i , which is
proportional to the dispersion parameter of the random effect due to the
ith observation (λi). The difference between (5.5) and (5.8) is that the
dispersion parameter in (5.5), α, accommod tes the overdispersion for all
the observations in the dataset while λi accounts for the overdispersion due
the ith observation only. Observations with relatively large values of λi are
indicative of potential outliers.
5.2.2 A VSOM for outlying observations in longitudinal count
data
The linear predictor for a quasi-Poisson-gamma model, which has subjects
as the only random effects, is given by the HGLM described in chapter 2.3.
It takes the form
ηij = log[E(Yij |bi)] = x′ijβ + νbi , (5.9)
for i = 1, . . . , q and for j = 1, . . . , ni, where q is the number of subjects
in the study, x
′
ij is the j
th row of the design matrix Xi, where Xi is a
ni × p design matrix of covariates, with β being a p-dimensional vector of
fixed effect coefficients. Following Lee and Nelder (1996) νbi = log(bi) where
bi follows a gamma distribution with a mean of one and a variance of γi.
In the estimation procedure γi is assumed to be constant ∀i = 1, . . . , q,
thus γi = γ. The conditional variance of Yij |bi is given by φE(Yij |bi). The
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marginal properties of the jth observation of the ith subject are derived using
iterated expectations. The marginal mean of Yij is given by
E(Yij) = E[E(Yij |bi)]
= E[exp(x
′
ijβ + νbi)]
= exp(x
′
ijβ)E(bi)
= exp(x
′
ijβ)
= µij .
The marginal variance is given by
var(Yij) = E[var(Yij |bi)] + var[E(Yij |bi)]
= φE[E(Yij |bi)] + var[E(Yij |bi)]
= φE[exp(x
′
ijβ + νbi)] + var[exp(x
′
ijβ + νbi)]
= φexp(x
′
ijβ)E[exp(νbi)] + exp(2x
′
ijβ)var[exp(νbi)]
= φµijE(bi) + µ
2
ijvar(bi)
= φµij + γµ
2
ij , (5.10)
if φ = 1 the marginal variance will be for a Poisson-gamma model.
A VSOM for the jth observation of the ith subject takes the form
ηij = log[E(Yij |bi, δij)] = x′ijβ + νbi + νδij , (5.11)
where δij is a random effect for the j
th observation of the ith subject. It is
assumed that νδij = log(δij) where δij follows a gamma distribution with
a mean of one and a variance of λij (Lee and Nelder, 1996). The random
effects are also assumed to be independent of each other. The conditional
variance of Yij |bi, δij is given by φE(Yij |bi, δij). The marginal properties of
the jth observation of the ith subject are derived using iterated expectations.
In order to derive the marginal properties of Yij it is easier to find the condi-
tional properties of Yij |δij first, then to proceed to use iterated expectations
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to find the marginal properties. The conditional mean of Yij |δi is given by
E(Yij |δij) = E[E(Yij |bi, δij)]
= E[exp(x
′
ijβ + νbi + νδij )]
= exp(x
′
ijβ + νδij )E(bi)
= exp(x
′
ijβ + νδij ),
the marginal mean of Yij is then given by
E(Yij) = E[E(Yij |δij)]
= E[exp(x
′
ijβ + νδij )]
= exp(x
′
ijβ)E(δij)
= exp(x
′
ijβ)
= µij .
The conditional variance of Yij |δij is given by
var(Yij |δij) = E[var(Yij |bi, δij)] + var[E(Yi|bi, δij)]
= φE[E(Yij |bi, δij)] + var[E(Yij |bi, δij)]
= φE[exp(x
′
ijβ + νbi + νδij )] + var[exp(x
′
ijβ + νbi + νδij )]
= φexp(x
′
ijβ + νδij )E[exp(νbi)] + exp(2x
′
ijβ + 2νδij )var[exp(νbi)]
= φexp(x
′
ijβ + νδij )E(bi) + exp(2x
′
ijβ + 2νδij )var(bi)
= φexp(x
′
ijβ + νδij ) + γexp(2x
′
ijβ + 2νδij ),
with the marginal variance of Yij given by
var(Yij) = E[var(Yij |δij)] + var[E(Yi|δij)]
= E{φexp(x′ijβ + νδij ) + γexp(2x
′
ijβ + 2νδij )}+ var[exp(x
′
ijβ + νδij )]
= φexp(x
′
ijβ)E[exp(νδij )] + γexp(2x
′
ijβ)E[exp(2νδij )] + exp(2x
′
ijβ)var[exp(νδij )]
= φµijE(δij) + γµ
2
ij{var(δij) + [E(δij)]2}+ µ2ijvar(δij)
= φµij + γµ
2
ij [λij + 1] + µ
2
ijλij
= φµij + γµ
2
ij + µ
2
ijλij [γ + 1]. (5.12)
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Once again the size of the variance inflation of the jth observation of the ith
subject depends on the dispersion parameter due to the δij random effect. If
φ = 1 expression (5.12) is the marginal variance of a Poisson-gamma VSOM.
Observations with relatively large values of λij are indicative of outliers. If
λij = 0 then the marginal variance of (5.12) is just the marginal variance of
a quasi-Poisson-gamma HGLM as shown in expression (5.10).
In section 5.5 when presenting the results of the VSOM for individual
observations in longitudinal data, I will consider the jth observation of the
ith subject as being the kth unit of the n-dimensional vector of counts Y.
Thus I will present my results in terms of the kth unit. This implies that
units with relatively large values of λk are indicative of outliers.
5.2.3 A VSOM for outlying subjects in clustered count data
Considering model (5.9) as the null model once again, with all assumptions
previously stated being applied, the linear predictor is given by
ηij = log[E(Yij |bi)] = x′ijβ + νbi .
The marginal properties will be
E(Yij) = µij ,
and
var(Yij) = φµij + γµ
2
ij ,
as shown section 5.2.2.
A VSOM for detecting outlying subjects can be formulated as
ηij = log[E(Yij |bi)] = x′ijβ + νbi + νζi , (5.13)
for i = 1, . . . , q, where q is the number of subjects in the study and ζi is
a random effect specific to all observations belonging to the ith subject. It
is assumed that νζi = log(ζi) where ζi follows a gamma distribution with
a mean of one and a variance of ψi (Lee and Nelder, 1996). The random
effects are also assumed to be independent of each other. The conditional
variance of Yij |bi, ζi is given by φE(Yij |bi, ζi). The marginal properties of
Yij are derived using iterated expectations in the same fashion as in section
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5.2.2. I will not go into as much detail in deriving the marginal properties
of Yij in this section. The conditional mean of Yij |ζi is given by
E(Yij |ζi) = E[E(Yij |bi, ζi)]
= exp(x
′
ijβ + νζi),
the marginal mean of Yij is then given by
E(Yij) = E[E(Yij |ζi)]
= µij .
The conditional variance of Yij |ζi is given by
var(Yij |ζi) = E[var(Yij |bi, ζi)] + var[E(Yi|bi, ζi)]
= φexp(x
′
ijβ + νζi) + γexp(2x
′
ijβ + 2νζi),
with the marginal variance of Yij given by
var(Yij) = E[var(Yij |ζi)] + var[E(Yi|ζi)]
= φµij + γµ
2
ij + µ
2
ijψi[γ + 1]. (5.14)
Subjects with relatively large values of ψi are indicative of potentially out-
lying subjects. The difference between expressions (5.12) and (5.14) is that
in expression (5.12), λij accounts for the overdispersion due to a specific
jth observation belonging to the ith subject; while in expression (5.14) ψi
accounts for the overdispersion of all the observations belonging to the ith
subject.
The formulation of the VSOM when applied to count data in both the
independent and clustered cases can be summarized by Table 5.1. From
this table the size of the variance for the ith observation or subject is shown
to depend on the dispersion parameters of the δij and ζi random effects,
thus allowing these dispersion parameters to be used as the size of the vari-
ance shift. It is thus evident that the variance of the ith observation or
subject will be inflated by a quantity dependent on λi (independent data)
and ψi (longitudinal data) with the covariances and variances of the other
observations remaining the same.
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Table 5.1: Table of marginal variances for Yi (independent data)
and Yij (longitudinal data) for different models.
Type of data Null model VSOM
Independent data µi µi + λiµ
2
i
φµi φµi + λiµ
2
i
∗ µi + αµ2i µi + αµ2i + µ2iλi[α+ 1]
Clustered data µij + γµ
2
ij µij + γµ
2
ij + µ
2
ijλij [γ + 1]
(observations) φµij + γµ
2
ij φµij + γµ
2
ij + µ
2
ijλij [γ + 1]
? µij + αµ
2
ij + µ
2
ijγ[α+ 1] µij + αµ
2
ij + µ
2
ijγ[α+ 1] + µ
2
ijλij [αγ + α+ γ + 1]
Clustered data µij + γµ
2
ij µij + γµ
2
ij + µ
2
ijψi[γ + 1]
(subjects) φµij + γµ
2
ij φµij + γµ
2
ij + µ
2
ijψi[γ + 1]
? µij + αµ
2
ij + µ
2
ijγ[α+ 1] µij + αµ
2
ij + µ
2
ijγ[α+ 1] + µ
2
ijψi[αγ + α+ γ + 1]
∗ denotes the marginal variance considering a negative binomial null model
? denotes the marginal variance for a longitudinal negative binomial null model
5.3 Poisson-Normal VSOM
Lee and Nelder (1996) stated that the Poisson-Normal HGLM is equivalent
to a Poisson GLMM. The VSOM can be extended to a Poisson GLMM where
the random effects are assumed to be normally distributed, as opposed to
the gamma distribution assumed in section 5.2.
I will consider the case of applying the VSOM to independent responses
and thus adding only one random effect, δi, to the linear predictor of the
Poisson GLM (as given by expression (5.6)) with δi ∼ N(0, λi). The VSOM
will be of the form
log[E(Yi|δi)] = xiβ + δi. (5.15)
Using iterated expectations the marginal properties of Yi are given by
E(Yi) = µi = exp
(
x′iβ +
1
2
λi
)
, (5.16)
and
var(Yi) = µi + µ
2
i (e
λi − 1). (5.17)
As a result, the variance inflation of the ith observation is quantified by the
term µ2i (e
λi − 1) which is proportional to the size of the variance of the
random effect (λi).
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In the case of repeated measurements the size of the variance inflation is
once again linked to the variance of the random effect for the ith subject and
this can easily be found after model fitting using an appropriate statistical
program.
In conclusion it has been shown that for both the cases where the δi
random effect has followed a normal and a gamma distribution the size of
the variance inflation depends on the size of the λi dispersion parameter. As
a result it would make sense to use the dispersion parameter of the random
effect for the ith observation or subject as a proxy for the variance inflation.
5.4 Hypothesis tests on variance shift parameters
When analyzing longitudinal data, I will consider the jth observation of
the ith subject as being the kth observation of the n-dimensional vector of
responses Y. Thus I will present my results in terms of the kth unit. In order
to test whether the effect of adding a random effect for the kth observation
is statistically significant, I will use the likelihood ratio test (LRT) statistic
given as
LRTk = −2[pβν(h)− pβνλk(h)], (5.18)
where pβν(h) is the adjusted profile likelihood of both fixed (β) and random
effects (ν) simultaneously, that is both the fixed and random parameter
estimates are being profiled out, while the term pβνλk(h) includes the es-
timation of the additional random effect from the use of the VSOM (λk)
and h is the h-likelihood. The likelihood ratio test (LRT) statistic given
in (5.18) is used to test the hypothesis H0 : λk = 0 against H1 : λk > 0.
For longitudinal data we could test the additional hypothesis H0 : ψi = 0
against H1 : ψi > 0, using a modified version of (5.18) given as
LRTi = −2[pβν(h)− pβνψi(h)], (5.19)
Lee et al. (2006) recommended the use of the adjusted profile likelihood
when testing for variance components. In the case of independent data, the
test statistic in equation (5.18) does not involve ν, the subject random effect
variance, since there are no subject random effects. Thus the likelihood ratio
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test statistic for the ith observation is given as
LRTi = −2[pβ(h)− pβλi(h)], (5.20)
It is not possible to use standard asymptotic theory for the distribution
of LRT statistics due to the fact that the null hypothesis of the test falls
on the boundary of the parameter space, that is H0 : λi = 0; as a result
the regularity conditions are not met (Self and Liang, 1987). If the data
values or subsets of the data can be assumed to be independent and iden-
tically distributed then Stram and Lee (1995) showed that the asymptotic
null distribution, of the LRT statistic for testing the null hypothesis, was a
50:50 mixture of two chi-squared distributions with zero and one degrees of
freedom respectively. Simulation experiments by Pinheiro and Bates (2000)
showed that the 65:35 chi-squared distribution mixture was more appropri-
ate in linear mixed models. Gumedze et al. (2010) pointed out that this
is not applicable for the VSOM as the variance shift depends on a single
observation. In this thesis I will use a 68:32 mixture of chi-squared distribu-
tions of zero and one degrees of freedom respectively, as an approximation
for the asymptotic distribution; as this was found to be the optimal mixture
after simulation experiments for the VSOM by Gumedze et al. (2010). This
approach does not account for the problem of multiple testing involved in
the VSOM methodology. A parametric bootstrap can be used to get an
empirical distribution of the LRT statistic and also to account for multiple
testing. This is an area of further research which is not covered in this thesis.
5.5 Examples
In order to fit the data in this section I will use the HGLM procedure in
the GENSTAT statistical system (Payne et al., 2011). The variance com-
ponents are estimated on a log-scale which is based on the extension of
the quasi-likelihood theory developed by (Nelder and Pregibon, 1987). The
delta method is then used to obtain appropriate variances for the random
components on the scale of the data.
In presenting the results of the use of the VSOM I will initially perform
standard residual plot analysis on the original model in order to identify
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potential outliers. The deviance residuals are used because they provide a
good approximation to normality for all general linear distributions, except
for extreme cases like binary data (Pierce and Schafer, 1986), as a result
normal plots can be used for model checking. The residual plots also consist
of a plot of residuals against fitted values and a plot of absolute residuals
against fitted values. If the model is adequate these two plots should show
running means that are approximately straight and flat. If there is marked
curvature in the plot of residuals against fitted values, there is either an
unsatisfactory link function or missing terms in the linear predictor, or both.
The choice of variance function is checked by the plot of absolute residuals
against fitted values. If for example, this plot showed a marked downward
trend, this would imply that the residuals are falling in absolute value as
the mean increases, that is the assumed variance function is increasing too
rapidly with the mean (Lee and Nelder, 2001).
After the residual analysis, I will apply the VSOM to the data and
identify the outliers using the likelihood ratio test statistic compared to a
68:32 mixture of chi-squared distributions of zero and one degrees of freedom
respectively. Index plots of the dispersion parameter φ, random effect λi
(or ψi for longitudinal data) and LRTi statistic under the VSOM will be
provided.
I will use examples in this section which show how the VSOM can be
applied to independent count data and longitudinal count data. The dataset
used for independent count data is the fabric faults dataset (Bissell, 1972),
the null model is fit with a negative binomial model. The longitudinal
count datasets are the leukemia rats dataset (Myers et al., 2002) and the
epilepsy dataset (Thall and Vail, 1990). The null models which were fit to the
datasets were the quasi-Poisson-gamma and quasi-Poisson-normal HGLMs.
5.5.1 Fabric dataset
I applied the VSOM to the dataset from Bissell (1972), involving the number
of faults in a bolt of fabric of length denoted as l. The total number of
observations (n) in the dataset were 32. Lee et al. (2006) fitted the following
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Poisson model to the data
log[E(Yi)] = β0 + xiβ1,
where Yi is the number of fabric faults in a bolt of fabric of length li, with
xi = log(li), for i = 1, . . . , 32. This model gave a deviance of 64.5 with
30 degrees of freedom which shows that there is overdispersion. In order
to account for the overdispersion either a quasi-Poisson (MF0) model or a
negative binomial (MF1) model can be fitted to the data. These models
were fitted using the HGLM procedure in GENSTAT (Payne et al., 2011)
and the deviance statistics were 182.78 and 179.94 for the MF0 model and
MF1 models, respectively. As a result the negative binomial model will be
used when applying the VSOM. The negative binomial model is formulated
as a Poisson-gamma HGLM with saturated random effects (Lee and Nelder,
2000), that is all observations are considered as random effects. The linear
predictor of model MF1 is given as
log[E(Yi|s)] = β0 + xiβ1 + νs,
where s is the observation random effect, as defined in section 5.1.2. Follow-
ing Lee and Nelder (1996) νs = log(s), with s following a gamma distribution
with a mean of one and variance of α. The marginal variance of Yi from
this model is given by
var(Yi) = µi + αµ
2
i .
Standard residual analysis identified observations 13, 26 and 30 as being
potential outliers as shown in Figure 5.1. The plot of residuals against
fitted values has a marked curvature, thus implying that the link function is
inadequate or there are missing terms in the linear predictor; or both errors
have occurred. The histogram of residuals does not have any long tails,
however it is not symmetrical thus the assumption of normality of residuals
may be questionable. The choice of variance function was checked by the
plot of absolute residuals against fitted values. This plot showed a marked
upward trend, which implied that the residuals are rising in absolute value
as the mean increases, thus the variance function is not increasing at the
same rate as the mean. The normal qq plot is fairly linear though, thus the
null model can be considered to be acceptable.
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Figure 5.1: Residual plots for model MF1 from the fabric dataset.
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The VSOM was applied to all observations in turn in the dataset. The
VSOM for the ith observation is given by
log[E(Yi|s)] = β0 + xiβ1 + νs + νδi ,
for i = 1, . . . , 32 where δi is the random effect specific to the i
th observation,
with νδi = log(δi) and δi follows a gamma distribution with a mean of one
and variance of λi. The marginal variance for the i
th observation is given by
var(Yi) = µi + αµ
2
i + µ
2
iλi[α+ 1],
where the size of the variance shift for the ith observation depends on the size
of λi. This process identified observations 13 and 30 as outlying observations,
this is shown in Figure 5.2. It must be noted that observation 26 also has a
relatively large LRTi value thus indicating that it is possibly an outlier, this
is also supported by the large value of αi corresponding to this observation.
Figure 5.2 also shows that as the size of λi increases the size of αi decreases
and this coincides with observations with rel tively large LRTi values. For
illustration I will only consider observations 13 and 30 as potential outliers.
Model MF2 was fit using these outlying observations as random effects.
Model MF2 can be written in matrix form as
log(E[Y|s, δ13, δ30]) = Xβ + Zνs + νδ13d13 + νδ30d30,
where Y is the vector of responses with length 32, δi is the random effect for
the ith observation and di is a vector with 1 in the i
th position and zeros in
the other positions, X is a 32× 2 design matrix of covariates with β being
a vector of unknown fixed coefficients with length 2, Z is a 32 × 32 design
matrix of the observation random effects (s). The parameter estimates and
their standard errors from the fitted models are shown in Table 5.2.
From the results it can be seen that the estimates of the fixed effects for
the negative binomial null model (MF1) and the VSOM, applied to observa-
tions 13 and 30 only (MF2), are similar thus the outlying observations are
not influential observations. The only estimate which changes is the disper-
sion parameter (α) for the negative binomial model which decreases in size
when the VSOM is used. Model MF3 is the model fitted when observations
13 and 30, which had been identified as potentially outlying, are deleted. It
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Table 5.2: Parameter estimates of models fitted to the fabric
dataset.
Parameter MF0 MF1 MF2 MF3
constant -4.173 (1.665) -3.784 (1.440) -3.349 (1.323) -3.210 (1.333)
x 0.997 (0.258) 0.936 (0.225) 0.865 (0.207) 0.843 (0.209)
φ 2.151 (0.555)
α 0.125 (0.384) 0.066 (0.030) 0.067 (0.030)
λ13 0.591(0.887)
λ30 0.854 (1.332)
deviance 182.78 179.94 175.46 160.49
where λi is the dispersion parameter of the i
th observation.
can be seen that the fixed effect estimates are similar when both models,
MF2 and MF3, are used.
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Figure 5.2: VSOM statistics plotted against observation number
for the fabric dataset. (a) Variance shift estimates, λi. (b) Dispersion
parameter estimates, αi. (c) Likelihood ratio statistics, LRTi, with 95
th and
97.5th percentile cut-off values.
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5.5.2 Epilepsy dataset
In this example the VSOM will be applied to count data whilst assuming
that the δk observation and ζi subject specific random effects follow a normal
distribution.
5.5.2.1 VSOM for individual observations
In order to find the null model to use with the VSOM an ordinary Pois-
son GLMM (Poisson-normal HGLM with dispersion parameter φ = 1) was
compared to a quasi-Poisson-normal HGLM whose dispersion parameter was
allowed to vary; these are models ME0 and ME1 respectively. From Table
5.3 it can be seen that model ME1 fits the data better than model ME0 as
shown by its lower deviance of 1297.106 compared to 1343.859. The linear
predictor of model ME1 is given by
log[E(Yij |bi)] = β0 + β1li + β2ti + β3(ti ∗ li) + β4ai + β5vij + bi, (5.21)
where Yij is the number of seizures experienced by the i
th subject at the jth
visit, for i = 1, . . . , 59 and j = 1, . . . , 4, li is the logarithm of a quarter of
the number of epileptic seizures for the ith subject recorded in the 8 week
period preceding the trial, ti is the type of treatment received by the i
th
subject and this takes on values of 0 for the placebo and 1 for the new drug,
ai is the logarithm of the age of the i
th subject, vij is the linear trend for
the visits with values of -0.3,-0.1,0.1 and 0.3, bi is the subject random effect
with bi ∼ N(0, σ2i ) for i = 1, . . . , 59.
Residual analysis to identify potentially outlying observations was per-
formed after fitting the null model (ME1) and the results are shown in Figure
5.3 . The histogram of residuals if symmetrical but it has a few outlying ob-
servations which give it slightly long tails. From the plot of residuals against
fitted values it can be seen that observations 99, 221 and 97 are potentially
outlying, however the running mean is fairly straight in the middle of the
plot thus indicating that the model fitted is adequate. The normal plot is lin-
ear except for observation 99 which makes me assume that this observation
might be an influential observation. The plot of absolute residuals against
fitted values has an increasing running mean in the section where most of the
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residuals are located in the plot, thus indicating that the assumed variance
is not increasing at an adequate rate with the mean.
Figure 5.3: Residual plots for model M1 from the Epilepsy dataset.
The VSOM was then applied to all the observations in turn. The VSOM
for the jth observation of the ith subject takes the form
log[E(Yij |bi)] = β0 + β1li + β2ti + β3(ti ∗ li) + β4ai + β5vij + bi + δij ,
where δij ∼ N(0, λij). As stated in section 5.2.2, when presenting the results
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of the VSOM for individual observations in longitudinal data, I will consider
the jth observation of the ith subject as being the kth unit of the vector of
counts Y with length 236. Thus I will present my results in terms of the kth
unit. This implies that units with relatively large values of λk are indicative
of outliers for k = 1, . . . , 236. The results of using the VSOM are shown in
Figure 5.4. To illustrate the effect of applying the VSOM I will only consider
observations which are potentially outlying at the 99th percentile level and
these are observations 40, 97, 99, 154, 221 and 222 (model ME2). From this
model it can be seen that the fixed effect estimates have changed, thus the
effects of the outlying observations on the parameter estimates have been
down-weighted. The deviance of this model is also substantially lower than
the null model (ME1). It can also be seen that the size of the dispersion
parameter has decreased due to use of the VSOM (from 2.236 to 1.641) thus
showing that the VSOM reduces the overall overdispersion of the model.
5.5.2.2 VSOM for subjects
The VSOM was then applied to all the subjects in turn. The VSOM for
observations belonging to the ith subject takes the form
log[E(Yij |bi)] = β0 + β1lij + β2tij + β3(tij ∗ lij) + β4aij + β5vij + bi + ζi,
where ζi ∼ N(0, ψi). The results from using the VSOM are shown in Figure
5.5. From this figure it can be seen that subjects 10, 25, 35, 56 and 58
are potentially outlying. For illustration purposes model ME3 was fit using
subject 58 as a random effect and the results are shown in Table 5.3. This
model was not better than model ME2 thus a model which had the individ-
ual observations and subject 58 as random effects (model ME4) was fitted.
This model fitted the data better than models ME1, ME2 and ME3 with a
deviance of 1232.469. The linear predictor for model ME4 in matrix form is
given by
log[E(Y|b, δk, ζi)] =Xβ + Zb + δ40d40 + δ97d97 + δ99d99 + δ154d154 + δ221d221
+ δ222d222 + ζ58dsub(58),
where δk is the random effect for the k
th observation and dk is a vector of
length 232 with 1 in the kth position and zeros in the other positions; ψi
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Figure 5.4: VSOM statistics plotted against observation number
for the epilepsy dataset. (a) Variance shift estimates, λk. (b) Dispersion
parameter estimates, φk. (c) Likelihood ratio statistics, LRTk, with 95
th,
97.5th and 99th percentile cut-off values.
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is the random effect for the ith subject and dsub(i) is a vector of length 232
with values of 1 in the positions corresponding to the ith subject and zeros
in the other positions, Y is the vector of responses with length 236, X is
a 236 × 6 design matrix of covariates with β being a vector of unknown
fixed coefficients with length 6, Z is a 59× 59 design matrix of the subject
random effects (b). The fixed effects estimates for model ME4 can be seen to
have changed significantly from the null model thus highlighting the down-
weighting effect brought about by the VSOM. The use of the VSOM is also
shown to reduce the overall overdispersion in the data, with a dispersion
parameter of 1.599 compared to that of the null model which was 2.236.
An investigation into the effect of down-weighting a subject and then
subsequently using the VSOM to identify additional outlying observations
was also conducted. In this case the null model fit had subject 58 included
as a random effect. Thus the null model was
log[E(Y|b, δk, ζi)] = Xβ + Zb + ζ58dsub(58).
Application of the VSOM identified observations 40, 97, 99, 154, 221 and
222 as potential outliers at the 99th percentile cut off as shown in Figure 5.6.
These were the same observations identified when the VSOM was applied
using the null model, (5.21), which did not contain subject 58 as a random
effect. It can thus be concluded that the results of the application of the
VSOM to individual observations is not affected by the down-weighting of
a potentially outlying subject.
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Figure 5.5: VSOM statistics plotted against patient number for
the epilepsy dataset. (a) Variance shift estimates, ψi. (b) Dispersion
parameter estimates, φi. (c) Likelihood ratio statistics, LRTi, with 95
th,
97.5th and 99th percentile cut-off values.
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Figure 5.6: VSOM statistics plotted against observation number
for the epilepsy dataset. (a) Variance shift estimates, λk. (b) Dispersion
parameter estimates, φk. (c) Likelihood ratio statistics, LRTk, with 95
th,
97.5th and 99th percentile cut-off values.
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5.5.3 Leukemia rats dataset
The VSOM fitted to this dataset assumed that the δk observation and ζi
subject specific random effects follow a gamma distribution, as opposed to
the assumption of normally distributed random effects in the epilepsy data
analysis.
5.5.3.1 VSOM for individual observations
The quasi-Poisson-gamma (model MR0) HGLM was initially fitted to the
data and the results are shown in Table 5.4. The linear predictor of model
MR0 is given
log[E(Yij |bi)] = β0 + β1Wij + β2Rij + β3Drug2ij + β4Drug3ij + νbi ,
where Yij is the number of cancer colonies in the i
th subject at the jth time,
for i = 1, . . . , 30 and j = 1, . . . , 4, Rij and Wij are the red and white blood
cell counts, respectively, for the ith subject at the jth time , Drug2ij is the
effect of drug 2 relative to drug 1 for the ith subject at the jth time with
Drug2ij given a value of 1 if the i
th subject at the jth time is receiving drug
2 and it is coded as 0 otherwise, Drug3ij is the effect of drug 3 relative
to drug 1 for the ith subject at the jth time with Drug3ij given a value
of 1 if the ith subject at the jth time is receiving drug 3 and it is coded
as 0 otherwise, bi is the subject random effect with νbi = log(bi) assuming
bi follows a gamma distribution with a mean of one and variance of γ for
i = 1, . . . , 30.
Model checking was then performed using residual analysis. The plot
of residuals against fitted values and the absolute residuals against fitted
values plot (Figure 5.7) showed that observations 17, 24, 28, 33, 36, 45, 77
and 80 were potential outliers. These plots also have a fairly straight and flat
running mean which shows that this is an adequate model. The histogram
of residuals was fairly symmetric and normally distributed, thus indicating
that it is a decent model. The residual plots are shown in Figure 5.7.
The VSOM was then applied to all the observations in turn. The VSOM
for the jth observation of the ith subject takes the form
log[E(Yij |bi, δij)] = β0+β1Wij +β2Rij +β3Drug2ij +β4Drug3ij +νbi +νδij ,
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where νδij = log(δij) with δij following a gamma distribution with a mean of
1 and variance of λij . As previously stated, I will consider the j
th observation
of the ith subject as being the kth unit of the n-dimensional vector of counts
Y. Thus my results will be presented in terms of the kth unit. The results
are shown in Figure 5.8. It can be seen from this illustration that as the size
of λk increases, the dispersion parameter φk decreases. This implies that
the VSOM is reducing the effect of the outlying observations on the overall
overdispersion of the dataset.
The VSOM identified observations 24, 33, 36, 45 and 80 as being outliers.
Model MR1, which included these outlying observations as random effects,
was then fit to the data and the results are shown in table 5.4.
From the results it can be seen that the estimates of the fixed effects
in model MR1 remain the same as in the null model model MR0 in Table
5.4. The only estimates which change are the random effect estimates which
show that φ and γ decrease in size. Since there is no change in the fixed
estimates it can be seen that the identified outlying observations are not
influential observations.
5.5.3.2 VSOM for subjects
The VSOM was then applied to all the subjects in turn. The VSOM for all
observations belonging to the ith subject takes the form
log[E(Yij |bi, ζi)] = β0 + β1Wij + β2Rij + β3Drug2ij + β4Drug3ij + νbi + νζi ,
where νζi = log(ζi) with ζi following a gamma distribution with a mean
of 1 and variance of ψi. The results are shown in Figure 5.9. From this
figure it can be seen that subject 28 is potentially outlying. Model MR2 was
then fitted using subject 28 as a random effect and the results are shown in
table 5.4. From this table it can be seen that the fixed effect estimates are
unchanged thus indicating that subject 28 is not an influential subject.
This model was not better than model MR1, thus a model which had
the individual observations and subject 28 as being random effects (model
MR3) was fitted. This model fitted the data better than models MR1 and
MR2 with a deviance of 526.01. The linear predictor for model MR3 is given
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Figure 5.7: Residual plots for observations from model MR0 from
the leukemia rats dataset.
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Figure 5.8: VSOM statistics plotted against observation number
for the leukemia rats dataset. (a) Variance shift estimates, λk. (b)
Dispersion parameter estimates, φk. (c) Likelihood ratio statistics, LRTk,
with 95th, 97.5th and 99th percentile cut-off values.
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by
log(E(Yij |b, δk, ζi)) =Xβ + Zνb + νδ24d24 + νδ33d33 + νδ36d36 + νδ45d45
+ νδ80d80 + νζ28dsub(28),
where δk is the random effect for the k
th observation and dk is a vector of
length 120 with 1 in the kth position and zeros in the other positions; ψi
is the random effect for the ith subject and dsub(i) is a vector of length 120
with values of 1 in the positions corresponding to the ith subject and zeros
in the other positions.
The potentially outlying observations and subjects were deleted from
the study and model MR4 was fitted to the data. It can be seen that the
fixed effects estimates for model MR3 and MR4 are similar with the VSOM
having the added advantage that the data is retained.
71
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
Figure 5.9: VSOM statistics plotted against subject number for the
leukemia rat dataset. (a) Variance shift estimates, ψi. (b) Dispersion pa-
rameter estimates, φi. (c) Likelihood ratio statistics, LRTi, with 95
th, 97.5th
and 99th percentile cut-off values.
72
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
Chapter 6
VSOM for binomial data
In a biological research study the researcher maybe interested in a response
which is either positive or negative, i.e. success or false. For instance in a
medical trial a patient can either have a disease or not have it. Such data
are referred to as binary data. In such data the response variable of interest
Ri can take on values of 1 and 0 only, with Pr(Ri = 1) = pii, where values
of 1 correspond to successes and pii is the unknown probability of success.
Another form of data arises when the researcher is interested primarily
in how a particular treatment affects a group of subjects with the same
characteristics. For an example a researcher may be interested in modeling
the proportion of insects killed by a particular dose of insecticide. Given
that there are n groups with the size of each group given as ni, there will
be random variables associated with the observations in the group. These
random variables will be Ri1, . . . , Rini , where Rij can take on values of 1
for a success and 0 for a failure, for j = 1, . . . , ni. The random variable of
interest is Yi =
∑ni
j=1Rij, the number of successes for the i
th group. In the
context of an example in which the researcher is interested in the proportion
of insects killed by a particular dose of insecticide, Yi will be the number of
insects killed out of a group of ni insects at the i
th dose level. Such data are
called grouped binary data or binomial data. This is a cross-sectional study
as the groups are only being observed at a single time point and the groups
are independent of each other.
The Bernoulli and binomial models are generally used to model binary
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and binomial data respectively. These models are applied within the gener-
alized linear modeling (GLM) framework. As mentioned in Chapter 5, the
GLM framework has been discussed by many authors such as Wedderburn
(1974), McCullagh and Nelder (1989) and Dobson and Barnett (2008). Lin-
ear logistic models are used in the analysis of these data. If the variance
observed in the data is considerably greater than the variance reported by
the model, the data can be said to be overdispersed. Collett (1996) page 201,
state that neither overdispersion nor underdispersion arise in independent
binary data.
In some situations the binary or binomial data are recorded repeatedly
overtime. For binary data this would involve observing a particular sub-
ject at multiple occasions and recording whether a success or a failure has
occurred at that occasion. Given that there are q subjects, the response
variable would be Rij for i = 1, . . . , q with each subject being observed ni
times for j = 1, . . . , ni, where Rij = 1 for a success and 0 for a failure.
In the case of binomial data a group of subjects with similar charac-
teristics are clustered together and observed at multiple occasions with the
proportion of subjects with a successful response recorded at each occasion.
Given that there are q groups of binary responses for i = 1, . . . , q with each
group being observed ni times for j = 1, . . . , ni and the binary responses
within each group at each time point is given as Rijk, where Rijk = 1 for
a success and 0 for a failure for k = 1, . . . , nij , where nij is the number of
binary responses for a given group i at the jth time. The number of suc-
cesses for the ith group at the jth time is given by Yij =
∑nij
k=1Rijk and the
associated proportion of successes is pij = Yij/nij .
I will proceed in this chapter by outlining the binomial model. I will
then proceed to describe the models which can be used to accommodate
overdispersion in binomial data. The VSOM framework will then be applied
using the beta-binomial HGLM. It will thus be shown that it is possible to
link the VSOM for normally distributed data to that for binomial data.
This will be done by considering the overdispersion associated with the ith
observation as a proxy for the variance shift for that observation. This
approach will then be extended to longitudinal binomial data. Independent
binary data cannot be overdispersed (Collett, 1996), thus I will not explore
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overdispersion or the VSOM framework for this form of data.
6.1 Binomial regression models
Binomial regression models are used to fit independent binomial data with
covariates. In this section I will firstly introduce a binomial GLM and then
proceed to review the quasi-binomial and beta-binomial models which are
used to model overdispersed binomial data.
6.1.1 Binomial GLM
Suppose the response variable Yi is the number of successes out of ni in-
dependent trials with unknown probability of success pii. This implies that
Yi ∼ Binomial(ni, pii) with the probability mass function given by
Pr(Yi = yi) =
(
ni
yi
)
piyii (1− pii)ni−yi .
The observed response variable is transformed into a proportion (pi) when
conducting linear logistic regression such that pi = Yi/ni. The moments of
pi are E(pi) = pii and var(pi) = pii(1− pii)/ni.
The properties of Yi are given by
E(Yi) = E(nipi) = nipii,
and
var(Yi) = var(nipi) = nipii(1− pii).
The natural link function for the binomial distribution is the logit function.
The linear predictor is given by
log
(
E(pi)
1− E(pi)
)
= Xiβ, (6.1)
where Xi is the i
th row of the n × p design matrix of covariates and β is
the p-dimensional vector of unknown coefficients. There may be cases where
there is overdispersion in the data, such that var(pi) > pii(1−pii)/ni. In such
situations two approaches can be considered as models for the data, and
these approaches are the quasi-binomial and beta-binomial models (Collett,
1996).
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6.1.2 Quasi-binomial model
Williams (1982) proposed the quasi-binomial model for independent bino-
mial data with varying response probabilities. Suppose that the data con-
sist of n proportions, yi/ni,∀i = 1, . . . , n. Also suppose the corresponding
response probability for the ith observation depends on its values for p ex-
planatory variables X1, X2, . . . , Xp through a linear logistic model. The
actual response probability, qi, is assumed to vary about a mean of pii in
order to introduce variability in the response probabilities (Collett, 1996).
Thus the response probability is a random variable, in the range (0,1), where
E(qi) = pii. The variance function of qi is given as
var(qi) = φpii(1− pii), (6.2)
where φ ≥ 0 is the unknown scale parameter. qi is an unobserved ran-
dom variable, but given a particular value of qi the random variable Yi will
have a binomial distribution with mean niqi and variance niqi(1− qi). The
conditional properties of Yi|qi are
E(Yi|qi) = niqi,
and
var(Yi|qi) = niqi(1− qi).
The marginal properties of Yi are derived by using standard conditional
probability theory, these results are given in detail by Collett (1996) on
page 200. Briefly the marginal properties of Yi are
E(Yi) = nipii,
and
var(Yi) = nipii(1− pii)σ2i ,
where σ2i = 1 + (ni − 1)φ. It can be seen that the term σ2i accounts for the
overdispersion in the data. The derivation of the marginal variance can be
found on page 200 of Collett (1996). If φ = 0 then σ2i = 1, thus there will be
no overdispersion and the model reverts to the binomial distribution with
var(Yi) = nipii(1− pii).
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6.1.3 Beta-binomial model
This model was proposed for use in modeling overdispersed binomial data
by Williams (1975) and Crowder (1978). Consider that there are n binary
groups, which implies that the data are independent binomial data, and
that for each group i = 1, . . . , n with observations per group given as j =
1, . . . , ni. Also the number of successes per group is Yi =
∑ni
j=1Rij where
Rij are binary responses, and the proportions of successes are Yi/ni. It is
assumed that qi, the actual response probability is allowed to vary around
a mean of pii. As a result qi is a random variable. It is also assumed
that qi follows a beta distribution with parameters (αi, θi), such that pii =
αi/(αi + θi). Conditional on a given value of qi, Yi has properties
Yi|qi ∼ Binomial(ni, qi).
The density function for qi is given by
qαi−1i (1− qi)θi−1/[B(αi, θi)],
where 0 < qi < 1 and
B(αi, θi) = Γ(αi + θi)/[Γ(αi)Γ(θi)],
with Γ being the gamma-function. The properties of qi are given by
E(qi) = pii = αi/(αi + θi),
and
var(qi) = ρipii(1− pii),
where ρi is the correlation coefficient within each group which measures the
correlation between the individual binary responses within each group. The
inter-cluster correlation coefficient is given by ρi = 1/(1 + αi + θi) which
can be reparameterized as ρi = γi/(1 + γi), where γi = 1/(αi + θi). The
marginal properties of Yi are derived using iterated expectations. Thus the
marginal properties are given by
E(Yi) = E[E(Yi|qi)] = nipii,
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and
var(Yi) = E[var(Yi|qi)] + var[E(Yi|qi)] (6.3)
= nipii(1− pii) + γi
(1 + γi)
ni(ni − 1)pii(1− pii).
In fitting this model the parameters αi and θi, and thus γi and ρi, are
assumed to be constant ∀i = 1, . . . , n (Collett, 1996). This implies that
αi = α, θi = θ, γi = γ,ρi = ρ and pii = pi. This simplifies the marginal
variance of Yi to
var(Yi) = nipi(1− pi) + γ
(1 + γ)
ni(ni − 1)pi(1− pi). (6.4)
Thus the beta-binomial distribution accommodates overdispersion using the
term γ(1+γ)ni(ni − 1)pi(1 − pi). This term is dependent on the size of the
dispersion parameter of qi, that is γ.
Guimara˜es (2005) used an existing Stata (StataCorp, 2009) command, i.e
the xtnbreg command, for overdispersed count panel data in order to esti-
mate the parameters for the beta-binomial distribution and its multivariate
generalization the Dirichlet-multinomial distribution. This command also
allows for the inclusion of covariates in the regression analysis. The beta-
binomial model can also be fitted in the R statistical system (R Core Team,
2012) using the aod package (Lesnoff and Lancelot, 2012). Lee and Nelder
(1996) fitted this model using saturated random effects, that is assuming
that every observation is a random effect which follows a beta distribu-
tion. This is a similar approach to fitting a negative binomial model using a
Poisson-gamma HGLM with saturated random effects. This approach can
be used in the GENSTAT statistical system (Payne et al., 2011). Lee and
Nelder (1996) proposed the use of the constraint α = θ, with the inverse of
α being used as the unknown parameter. These constraints were imposed
in order to improve convergence. This implies that
qi ∼ Beta(1/α, 1/α),
with the properties of qi being E(qi) = 1/2 and γ = α/2.
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6.2 Variance shift outlier model (VSOM) for bi-
nomial data
Once a binomial GLM is fitted to the data, a residual analysis is often used
to identify outliers and/or influential observations in a dataset. Often out-
liers can be corrected or removed from the data and the analysis redone.
However, in most cases they are anomalous and we may want to include
them in the analysis. If the data are overdispersed we could use the beta-
binomial or quasi-binomial models. In this section I introduce a VSOM for
both independent and longitudinal binomial data. This model can be viewed
as a model for overdispersion associated with the ith observation, with ob-
servations having large overdispersion considered as potential outliers. I will
fit these models using the HGLM approach of Lee and Nelder (1996).
6.2.1 A VSOM for independent binomial data
The models outlined in sections 6.1.2 and 6.1.3 were intended to handle
overdispersion in the data due to variation between the response probabili-
ties. In this section a model is introduced which handles overdispersion due
to specific observations, that is outliers.
6.2.1.1 A VSOM with no covariates
Considering a model with no covariates, a VSOM for the ith proportion is
given by
log
(
E(pi|δi)
1− E(pi|δi)
)
= νδi , (6.5)
where δi is a random effect for the i
th proportion. Following Lee and Nelder
(1996), it is assumed that νδi = log
(
δi
1−δi
)
, where δi is a random effect which
follows a beta distribution with parameters (1/αi, 1/αi). This makes model
(6.5) a beta-binomial HGLM (Lee and Nelder, 1996). This model can also
be given by
E(pi|δi) = exp(νδi)
1 + exp(νδi)
. (6.6)
79
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
Since νδi = log
(
δi
1−δi
)
(6.6) can be simplified as follows
E(pi|δi) =
(
δi
1− δi
)
/{1 +
(
δi
1− δi
)
}
=
(
δi
1− δi
)
/
(
1
1− δi
)
= δi.
Since Yi = nipi,
E(Yi|δi) = niE(pi|δi) = niδi. (6.7)
The conditional variance of Yi|δi is given by
var(Yi|δi) = niδi(1− δi). (6.8)
The properties of δi are
E(δi) = pii = 1/2,
var(δi) = ρipii(1− pii) = ρi/4,
where ρi = αi/(αi + 2); ρi can be reparameterized as ρi = λi/(1 + λi),
where λi = αi/2, λi will be considered as the dispersion parameter for δi.
The marginal properties of Yi are derived using iterated expectations. The
marginal mean Yi is given by
E(Yi) = E[E(Yi|δi)]
= niE(δi)
= nipii,
the constraints imposed by Lee and Nelder (1996) simplify the marginal
mean to ni/2. The marginal variance of Yi is given by
var(Yi) = E[var(Yi|δi)] + var[E(Yi|δi)]
= E[niδi(1− δi)] + var(niδi)
= ni[E(δi)− {var(δi) + [E(δi)]2}] + n2i var(δi)
= ni[pii − λi
(1 + λi)
pii(1− pii)− pi2i ] + n2i
λi
(1 + λi)
pii(1− pii)
= nipii(1− pii) + λi
(1 + λi)
ni(ni − 1)pii(1− pii) (6.9)
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It can be seen from equation (6.9) that the overdispersion associated with
the ith observation is accommodated by the term λi2(1+λi)ni(ni−1)pii(1−pii).
The difference between (6.4) and (6.9) is that the dispersion parameter in
(6.4), γ, accommodates the overdispersion for all the observations in the
dataset while λi accounts for the overdispersion due the i
th observation only.
As the size of λi approaches zero the marginal variance of Yi approaches
the variance associated with a binomial response. Large values of λi are
indicative of outlying observations.
6.2.1.2 A VSOM with covariates
Considering model (6.1) as the null model, a model in which the data are
not overdispersed, the linear predictor was shown to be
log
(
E(pi)
1− E(pi)
)
= xiβ.
The linear predictor can be written as
E(pi) =
exp(xiβ)
1 + exp(xiβ)
= pii.
Since Yi = nipi
E(Yi) =
niexp(xiβ)
1 + exp(xiβ)
= nipii.
The variance is given by
var(Yi) = nipii(1− pii).
A VSOM for the ith proportion is given by
log
(
E(pi|δi)
1− E(pi|δi)
)
= xiβ + νδi , (6.10)
where δi is a random effect for the i
th proportion. Following Lee and Nelder
(1996), it is assumed that νδi = log
(
δi
1−δi
)
, where δi is a random effect which
follows a beta distribution with parameters (1/αi, 1/αi). The properties of
δi are
E(δi) = pii = 1/2,
var(δi) = ρipii(1− pii) = ρi/4,
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where ρi = αi/(αi+2); ρi can be reparameterized as ρi = λi/(1+λi), where
λi = αi/2, λi will be considered as the dispersion parameter of δi.
Model (6.10) can be written as
E(pi|δi) = exp(xiβ + νδi)
1 + exp(xiβ + νδi)
,
thus
E(Yi|δi) = niexp(xiβ + νδi)
1 + exp(xiβ + νδi)
.
Since νδi = log
(
δi
1−δi
)
E(Yi|δi) = niδiexp(xiβ)
1 + δi[1− exp(xiβ)] .
It is not possible to get a closed form expression for the marginal mean
and the marginal variance for this model. The estimation of the unknown
parameters for this model can be done by joint maximization of the h-
likelihood for the fixed and random effects as described by Lee and Nelder
(1996). It will be shown in section 6.3 that the VSOM is able to identify
and downweight outlying observations. These outlying observations will be
shown to have large values of λi. The outlying observations identified by
the VSOM will be compared to the observations identified by existing model
diagnostic techniques.
6.2.2 A VSOM for longitudinal binomial data
The null model for longitudinal binomial data is given by the HGLM de-
scribed in chapter 2.3. It takes the form
ηij = log
(
E(pij |bi)
1− E(pij |bi)
)
= x
′
ijβ + νbi , (6.11)
for i = 1, . . . , q and for j = 1, . . . , ni with q being the number of groups in the
study, where x
′
ij is the j
th rows of the design matrix Xi. Where Xi is a ni×p
design matrix of covariates, with β being a p-dimensional vector of fixed
effect coefficients, bi is the group random effect with νbi = log
(
bi
1−bi
)
. The
random effects bi are assumed to follow a beta distribution with dispersion
parameter γ.
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A VSOM for the jth observation of the ith group is given by
ηij = log
(
E(pij |bi, δij)
1− E(pij |bi, δij)
)
= x
′
ijβ + νbi + νδij , (6.12)
where νδij = log
(
δij
1−δij
)
, with δij being a random effect which follows a
beta distribution with dispersion parameter λij . It is also assumed that all
random effects are independent. The constraints on the random effects are
bi ∼ Beta(1/ανbi , 1/ανbi ) and δij ∼ Beta(1/αδij , 1/αδij ), where λij is the
dispersion parameter for the δij random effect. Once again the marginal
variance of this model cannot be found in a closed form. The unknown pa-
rameter estimates can be found using joint maximization of the h-likelihood
described by Lee and Nelder (1996). It will be shown in section 6.3 that ob-
servations with relatively large values of λij are indicative of outliers. When
presenting the results of the VSOM for individual observations in clustered
data, I will consider the jth observation of the ith group as being the kth unit
of the n-dimensional vector of responses Y. Thus I will present my results
in terms of the kth unit. This implies that units with relatively large values
of λk are indicative of outliers.
6.2.2.1 A VSOM for outlying subjects in longitudinal binomial
data
A VSOM for all observations of the ith group is given by
ηij = log
(
E(pij |bi, δij)
1− E(pij |bi, δij)
)
= x
′
ijβ + νbi + νζi , (6.13)
for i = 1, . . . , q and for j = 1, . . . , ni with q being the number of groups in
the study, where x
′
ij is the j
th row of the design matrix Xi with Xi being
a ni × p design matrix of covariates, β is a p-dimensional vector of fixed
effect coefficients, bi is the group random effect with νbi = log
(
bi
1−bi
)
with
bi being a random effect which follows a beta distribution with dispersion
parameter γ, νζi = log
(
ζi
1−ζi
)
, with ζi being a random effect which follows
a beta distribution with dispersion parameter ψi. It is also assumed that
all random effects are independent. The constraints on the random effects
are bi ∼ Beta(1/αbi , 1/αbi) and ζi ∼ Beta(1/αζi , 1/αζi), where ψi is the
dispersion parameter for the ζi random effect, for i = 1, ..., q. Groups with
83
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
relatively large values of ψi are indicative of outliers. The difference between
the VSOM for outlying individual observations and the VSOM for outlying
groups in longitudinal binomial data is that the marginal variance for indi-
vidual observations depends on λij which accounts for the overdispersion due
to a specific jth observation belonging to the ith group; while the marginal
variance for groups depends on ψi which accounts for the overdispersion of
all the observations being to the ith group.
6.3 Examples
6.3.1 Seeds germination dataset
The germinating seeds dataset (Crowder, 1978) was used as an example of
the application of the VSOM to independent binomial data. In order to
select an appropriate null model for the data a binomial GLM (M0), quasi-
binomial GLM (M1) and beta-binomial HGLM (M2) were fitted to the data.
The results of the model fitting process are shown in Table 6.1. From this
table it can be seen that the beta-binomial provided the best fit to the data,
with a deviance of 184.40 relative to the deviances of 188.96 and 185.31 for
the binomial GLM and quasi-binomial GLM respectively. The beta-binomial
model was thus used to fit the null model for this example. This model was
fitted in GENSTAT by fitting a binomial model with saturated random
effects which follow a beta distribution, this is similar to the formulation of
the negative binomial model in chapter 5.1.2.
The null model fitted had the linear predictor
ηi = log
(
E(pi|s)
1− E(pi|s)
)
= β0 + Siβ1 + Eiβ2 + (Si × Ei)β3 + νs, (6.14)
where Si is the species of the i
th observation with values of 0 for species
Orobanche aegyptiaca 75 (o75) and 1 for species Orobanche aegyptiaca 73
(o73), Ei is the root extract for the i
th observation with values of 0 for the
bean extract and 1 for the cucumber extract, s is the observation random
effect with dispersion parameter γ.
The VSOM was applied to all the observations in turn and the results
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Table 6.1: Parameter estimates of models fitted to the seeds ger-
mination dataset.
Parameter M0 M1 M2
constant -0.558 (0.126) -0.558 (0.176) -0.543 (0.187)
species o73 0.146 (0.223) 0.146 (0.312) 0.080 (0.303)
extract cucumber 1.318 (0.177) 1.318 (0.248) 1.337 (0.265)
species o73 × extract cucumber -0.778 (0.306) -0.778 (0.428) -0.822 (0.423)
φ 1.958 (0.672)
γ 0.023 (0.012)
deviance 188.96 185.31 184.40
where γ is the dispersion parameter due to the observations random effect.
are shown in Figure 6.1. The VSOM for the ith observation takes the form
ηi = log
(
E(pi|s, δi)
1− E(pi|s, δi)
)
= β0+Siβ1+Eiβ2+(Si×Ei)β3+νs+νδi , (6.15)
where δi is the random effect for the i
th observation, which follows a beta
distribution. It can be seen from Figure 6.1 that there were no outlying
observations. This is supported by a plot of absolute residuals against fitted
values shown in Figure 6.2. This plot shows that all absolute residuals
were less than 2 thus none of the observations were clearly outlying, though
observation 16 did have a high absolute residual.
In order to illustrate how the VSOM works for independent binomial
data two outliers were inserted at observations 3 and 6. This was done
by making the proportions of successes, for observation 3 and 6, 1 and 0
respectively.
The null model MS0 was then fitted to this updated dataset and the
results are shown in Table 6.2. The VSOM was then applied and these
observations were identified as outliers as shown in Figure 6.3. Model MS1
was fitted with observations 3 and 6 as random effects. The results are
shown in Table 6.2.
There was a relatively large change in the fixed effect estimates in model
MS1 as compared to model MS0, thus the outlying observations were poten-
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Figure 6.1: VSOM statistics plotted against observation number
for the seeds dataset. (a) Variance shift estimates, λi. (b) Dispersion
parameter γi. (c) Likelihood ratio statistics, LRTi, with a 95
th percentile
cut-off value.
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Figure 6.2: Plot of the absolute residuals against fitted values for
model MS0 from the seeds dataset.
Table 6.2: Parameter estimates of models fitted to the adjusted
seeds germination dataset.
Parameter MS0 MS1 MS2
constant 0.098 (0.523) -0.419 (0.209) -0.426 (0.210)
species o73 -0.715 (0.734) -0.042 (0.315) -0.035 (0.316)
extract cucumber 0.398 (0.695) 1.173 (0.281) 1.191 (0.282)
species o73 × extract cucumber 0.138 (0.995) -0.658 (0.423) -0.675 (0.431)
γ 0.240 (0.083) 0.021(0.012) 0.021 (0.012)
λ3 3.128(3.410)
λ6 1.610 (1.884)
deviance 208.80 181.89 168.53
where γ is the dispersion parameter due to the observations random effect and λi is the
dispersion parameter for the ith observation.
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Figure 6.3: VSOM statistics plotted against observation number
for the adjusted seeds dataset. (a) Variance shift estimates, λi. (b)
Dispersion parameter γi. (c) Likelihood ratio statistics, LRTi, with 95
th,
97.5th and 99th percentile cut-off values.
tially influential. This was expected due to the extremities of the outliers
input into the dataset. Model MS2 was fitted after observations 3 and 6
were deleted from the dataset. The fixed effects for models MS1 and MS2
were similar thus showing that large outliers can be down-weighted to such
an extent that they are effectively deleted from the study.
6.3.2 Contagious bovine pleuropneumonia dataset
The contagious bovine pleuropneumonia dataset (Lesnoff et al., 2004) was
used as an example of the application of the VSOM to longitudinal binomial
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data. The null model fit to the data was MH0 with linear predictor
ηij = log
(
E(pij |b)
1− E(pij |b)
)
= β0+β1Period2ij+β2Period3ij+β3Period4ij+νbi ,
(6.16)
where pij is the proportion of the i
th herd at the jth time which is infected
with CBPP for i = 1, . . . , 15 with each herd being observed for at most
j = 4 times, Period2ij is the effect of time period 2 relative to time period
1 for the ith herd at the jth time with Period2ij given a value of 1 if the i
th
herd is observed at time period 2 and it is coded as 0 otherwise, Period3ij
is the effect of time period 3 relative to time period 1 for the ith herd at
the jth time with Period2ij given a value of 1 if the i
th herd is observed
at time period 3 and it is coded as 0 otherwise, Period4ij is the effect of
time period 4 relative to time period 1 for the ith herd at the jth time with
Period4ij given a value of 1 if the i
th herd is observed at time period 4 and it
is coded as 0 otherwise, bi is the subject random effect with νbi = log
(
bi
1−bi
)
assuming bi follows a beta distribution with a dispersion parameter of γ for
i = 1, . . . , 15.
The VSOM was applied to all the observations in turn and the results
are shown in Figure 6.4. The VSOM for the jth observation of the ith herd
takes the form
ηij = log
(
E(pij |b, δij)
1− E(pij |b)
)
=β0 + β1Period2ij + β2Period3ij + β3Period4ij
+ νbi + νδij , (6.17)
δij is the random effect specific to the j
th observation of the ith herd with
νδij = log
(
δij
1−δij
)
assuming δij follows a beta distribution with a dispersion
parameter of λij . As previously stated, I will consider the j
th observation of
the ith subject as being the kth unit of the n-dimensional vector of counts Y.
Thus I will present my results in terms of the kth observation. Using that
approach observations 3, 37, 38 and 49 were found to be potential outliers.
Model MH1 was fitted with these identified observations treated as random
effects. The results are shown in Table 6.3. It can be seen from this model
that there is a small change in the fixed effect estimates, compared to model
MH0, thus the outlying observations were not influential.
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When the VSOM was applied to each herd in turn it was found that
there were no outlying subjects as shown in Figure 6.5. Model MH2 was fit
after deleting observations 3, 37, 38 and 49 from the dataset. The fixed effect
estimates in model MH2 are similar to those obtained from model MH1, thus
the VSOM had the same effect as deleting the outlying observations.
Table 6.3: Parameter estimates of models fitted to the CBPP
dataset.
Parameter MH0 MH1 MH2
constant -1.364 (0.227) -1.324 (0.220) -1.357 (0.222)
period 2 -0.978 (0.303) -1.153 (0.322) -1.246 (0.347)
period 3 -1.113 (0.323) -1.476 (0.367) -1.496 (0.376)
period 4 -1.562 (0.424) -1.706 (0.434) -1.666 (0.435)
γ 0.095 (0.043) 0.068 (0.034) 0.067 (0.034)
λ3 0.791 (1.004)
λ37 1.49 (1.758)
λ38 0.053 (0.135)
λ49 0.447 (0.617)
deviance 328.80 309.99 275.81
where γ is the dispersion parameter for the herd random effect and λk is the dispersion
parameter for the kth observation.
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Figure 6.4: VSOM statistics plotted against observation number
for the CBPP dataset. (a) Variance shift estimates, λk. (b) Dispersion
parameter for the herd random effect γk. (c) Likelihood ratio statistics,
LRTk, with 95
th, 97.5th and 99th percentile cut-off values.
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Figure 6.5: VSOM statistics plotted against herd number for the
CBPP dataset. (a) Variance shift estimates, ψi. (b) Dispersion parameter
for the herd random effect γi. (c) Likelihood ratio statistics, LRTi, with 95
th,
97.5th and 99th percentile cut-off values.
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Additional model checking was done using a plot of absolute residuals
against fitted values (Figure 6.6). This plot shows that observations 3, 10,
17, 18, 37, 38 and 49 are potentially outlying. The VSOM was able to
identify that all these observations had higher variance inflation parameters
than the rest of the data, with observations 3, 37, 38 and 49 having variance
inflation parameters which are significantly higher than the rest of the data.
As a result it can be concluded that the VSOM gives consistent results with
standard residual analysis.
Figure 6.6: Plot of absolute residuals against fitted values for indi-
vidual observations using model MH0 in the CBPP dataset.
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Chapter 7
Cytokine dataset
In this section the VSOM was applied to a single dataset where the responses
were analyzed as being normally distributed responses and counts. It has
been shown in the previous sections that the VSOM can be applied to the
these aforementioned types of responses in order to detect and down-weight
outlying observations. The dataset used is from a study by Mansoor et al.
(2009) which aimed to perform a comprehensive risk benefit analysis on the
use of BCG vaccine. This dataset has a key feature of being skew with a long
tail to the right. Given data with such a feature, researchers can choose to
transform the data and thus analyze it as being normally distributed using a
linear mixed model. Another alternative is to analyze the data in its original
state using generalized linear mixed models or hierarchical generalized linear
models assuming underlying distributions for skew data. The VSOM will
be compared with existing model diagnostic techniques when the data are
treated as being normally distributed or counts.
In this dataset the benefit of the BCG vaccine was assessed by whether or
not it produced an immune response that is widely believed to indicate the
quality of the immunity of an individual to TB. A secondary aim outlined in
the paper was the investigation into whether the immune strength caused by
BCG vaccination was the same in HIV-uninfected infants from HIV-infected
and HIV-uninfected parents respectively.
It is widely believed that the presence of the T helper type 1 (Th1) re-
sponse cytokine, which is characterized by, interferon (IFN)-γ, tumor necro-
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sis factor (TNF)-α and interleukin (IL)-2 production, is vital to having a
strong immunity to TB. It has been found that BCG induces CD4 and CD8
T cell populations that consist of combinations of IFN-γ, TNF-α and IL-2
(Soares et al., 2008). CD4 T cells that consist of more than one cytokine
marker are referred to as polyfunctional, and this is considered as a very
good indicator of the quality of immunity to TB. The levels of these poly-
functional CD4 T cell markers were thus treated as the response variable in
the study.
The infants who were recruited in the study were infants born to HIV
infected and HIV uninfected parents, in the Worcester region of the Western
Cape in South Africa between 2003 and 2006. All infants recruited had to
have received a BCG vaccination at the date of birth and they also needed
to have had an HIV test at 6 weeks of age. There were 63 infants who were
initially recruited into the study. However, there were 9 observations which
were clearly outlying as they gave cytokines counts of 0 which is not possible.
As a result these observations were deleted from the dataset. The resultant
dataset which was analyzed had a sample size of 182 observations from 61
infants. The infants were assigned to three groups which were the HIV
infected infants (Group 1), the HIV exposed and uninfected infants (Group
2) and the HIV unexposed and uninfected infants (Group 3). The term HIV
exposed means that the parents of the infant are HIV positive. Throughout
the duration of the study antiretroviral therapy was not available to HIV
infected infants, thus any immune strength can only be considered to be due
to the effect of BCG.
Infants were seen and blood samples were taken at 3, 6, 9 and 12 months.
The information on how the blood samples were analyzed to get the T-cell
marker measurements is outlined in Mansoor et al. (2009) . The measure-
ments acquired were in the form of absolute count (unadjusted number of
cells which have a particular combination of IFN-γ, TNF-α and IL-2 cy-
tokines) and frequency data. The frequency data is derived from absolute
count data and it is given as the proportion of absolute counts to the total
number of cells in a patient, where the frequency value and absolute count
values are for a particular combination of cytokines.
The data can be combined into the cells with 1, 2 or 3 cytokines present to
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indicate a measure of polyfunctionality. In this thesis I will only consider the
number of cells with all three cytokines as the response (cd4:inf+tnf+il2+).
In this chapter it will be shown that the data can be analyzed as normally
distributed or count data depending on the transformations applied to it.
The VSOM will then be applied to each of these forms of data.
7.1 Data exploration
From Figure 7.1a it can be seen that the distribution of the response is skew
to the right with most cd4:inf+tnf+il2+ counts being less than 1000 and
some as large as 6000. As a result of the skewness the mean will be affected
by the few large values. This is shown by the mean being considerably larger
than the median, as indicated by the sample mean of 892.34 compared to
the sample median of 485.5. The logarithmic transformation of the response
reduces the size of the large values. This makes them lie nearer to the mean
of the data values, thus resulting in a symmetrical distribution that appears
to follow the normal distribution as shown in Figure 7.1b. This transfor-
mation results in a sample mean of 5.89 compared to a sample median of
6.19 for the transformed response, the relative similarity of these statistics
indicates that the distribution is symmetrical.
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Figure 7.1: Histograms of the cd4:inf+tnf+il2+ counts and the log-
arithm of the cd4:inf+tnf+il2+ counts.
Figure 7.2 shows that the cd4:inf+tnf+il2+ counts are skew across all the
groups, with Group 3 having the longest tail. This implies that Group 3 has
the largest extreme counts. It appears, from the graphical representation,
that the levels of counts are not the same across all the groups. This is
supported by the boxplots shown in Figure 7.3 which show that the levels
of cd4:inf+tnf+il2+ are different for the three groups with the medians at
different levels, though the interquartile ranges overlap. Group 3 also has
the largest interquartile range, thus implying that there is more variability in
this group as compared to the other groups, with group 1 having the smallest
interquartile range. The boxplots also show that there are several outlying
observations in each group which will need to be investigated further.
A non-parametric method of testing whether the median cd4:inf+tnf+il2+
counts were the same for all treatment groups is the Kruskal-Wallis test
(Kruskal and Wallis, 1952). The the p-value calculated by applying this test
was 0.0003, implying that there is a significant difference in the levels of
cd4:inf+tnf+il2+ counts by groups.
Figure 7.4 shows that the logarithmic transformation of the cd4:inf+tnf+il2+
counts is fairly symmetrical across groups 2 and 3, while group 1 appears
97
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
Group 1 is the HIV infected infants, Group 2 the HIV exposed and uninfected infants and
Group 3 the HIV unexposed and uninfected infants.
Figure 7.2: Histograms of the cd4:inf+tnf+il2+ counts by treat-
ment group.
Group 1 is the HIV infected infants, Group 2 the HIV exposed and uninfected infants and
Group 3 the HIV unexposed and uninfected infants.
Figure 7.3: Boxplots of the cd4:inf+tnf+il2+ counts by groups.
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to have two modes. The boxplots of log(cd4:inf+tnf+il2+) (Figure 7.5)
show that the levels of log(cd4:inf+tnf+il2+) are not the same with differ-
ing medians and interquartile ranges. It can be seen from Figure 7.5 that
the transformation has removed the potentially outlying observations which
were identified in Figure 7.3.
In order to test whether the means of the logarithm of the cd4:inf+tnf+il2+
counts were the same for all treatment groups an analysis of variance (ANOVA)
test was conducted (Miller, 1997). The p-value calculated by applying this
test was less than 0.0001, thus implying that there is a highly significant
difference in the means across these groups.
Group 1 is the HIV infected infants, Group 2 the HIV exposed and uninfected infants
and Group 3 the HIV unexposed and uninfected infants.
Figure 7.4: Histograms of the logarithm of the cd4:inf+tnf+il2+
counts against time by treatment group.
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Group 1 is the HIV infected infants, Group 2 the HIV exposed and uninfected infants and
Group 3 the HIV unexposed and uninfected infants.
Figure 7.5: Boxplots of the logarithm of the cd4:inf+tnf+il2+
counts by groups.
The mean profiles for the levels cd4:inf+tnf+il2+ over time are shown in
Figure 7.6a. This figure shows that in general the levels of cd4:inf+tnf+il2+
decrease over time with Group 2 and Group 3 being consistently higher than
Group 1. The same can be said about Figure 7.6b which is the mean profile
of the logarithmic transformation of the levels of cd4:inf+tnf+il2+. It can
thus be concluded that time might also be a factor which affects the levels of
cd4:inf+tnf+il2+ in the subjects. This is further supported by the boxplots
of cd4:inf+tnf+il2+ and log(cd4:inf+tnf+il2+) over time, which are Figure
7.7 and Figure 7.8 respectively. These boxplots also emphasize that the
difference in the levels of the cd4:inf+tnf+il2+ counts and its logarithmic
transformation across groups is still apparent at all time points.
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(a) Mean profile of cd4:inf+tnf+il2+ (b) Mean profile of log(cd4:inf+tnf+il2+)
Group 1 is the HIV infected infants, Group 2 the HIV exposed and uninfected infants and
Group 3 the HIV unexposed and uninfected infants.
Figure 7.6: Mean profiles of the cd4:inf+tnf+il2+ counts and the
logarithm of the cd4:inf+tnf+il2+ counts.
Group 1 is the HIV infected infants, Group 2 the HIV exposed and uninfected infants and
Group 3 the HIV unexposed and uninfected infants.
Figure 7.7: Boxplots of the cd4:inf+tnf+il2+ counts against treat-
ment group by time.
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Group 1 is the HIV infected infants, Group 2 the HIV exposed and uninfected infants and
Group 3 the HIV unexposed and uninfected infants.
Figure 7.8: Boxplots of the logarithm of the cd4:inf+tnf+il2+
counts against treatment group by time.
A scatterplot of the cd4:inf+tnf+il2+ counts grouped by treatment group
is presented in Figure 7.9 and it reveals that there may be a few potentially
outlying observations present in the data. For example the observation at
time 6 for subject 5, the observations at times 3 and 6 for subject 41, the ob-
servation at time 3 for subject 49 and the observations belonging to subjects
28 and 44. These potentially outlying observations are also present in the
transformed data as shown in Figure 7.10. The logarithmic transformation
also highlights outlying observations at the lower end of the scale such as
time 3 of subject 53, time 6 of subject 17 and all the observations of subjects
32 and 38.
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Figure 7.9: Scatterplot of the cd4:inf+tnf+il2+ counts against by
treatment group.
Figure 7.10: Scatterplot of the logarithm of the cd4:inf+tnf+il2+
counts against time by treatment group.
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7.2 Cytokine data analyzed as normally distributed
responses
In this section the log-transformed cd4:inf+tnf+il2+ count response was
analyzed using the lme4 package in R (Bates et al., 2012) and the code
for this is found in the appendix. The analysis was also conducted using
GENSTAT (Payne et al., 2011) and similar results were obtained.
The null model fitted to the data (MG0) is given as:
yij = β0 + β1xi2 + β2xi3 + β3tij + bi + eij ,
where yij is the logarithm of the cd4:inf+tnf+il2+ count response for the i
th
patient during their visit at time j, xi2 and xi3 are covariates recorded as a
value of one when the patient is from group 2 and group 3 respectively, and
zero otherwise. The fixed terms in the model are the constant term (β0),
the effect of group 2 relative to group 1 (β1), the effect of group 3 relative
to group 1 (β2) and the effect of time (β3).
The addition of the group-time interaction terms did not improve the
model significantly, thus this was not included in the model. The random
effect for the ith subject is given as bi for subjects i, i = 1, ..., 61 and eij
is the random error. The random effects and random error are assumed to
follow a normal distribution with properties bi ∼ N(0, σ2b ) and eij ∼ N(0, σ2e).
These variance components are also assumed to be independent such that
cov(bi, eij) = 0.
Model MG0 can also be written in the general form
y = Xβ + Zb + e,
where Z is a n × q design matrix for a q-dimensional vector of unknown
random effects b, X is a n×p design matrix of covariates for a p-dimensional
vector of coefficients β (with n = 182, p = 4 and q = 61), and e represents
the vector of residual errors.
The VSOM was applied to each of the observations in turn. The VSOM
for the kth observation takes the form
y = Xβ + Zb + δkdk + e,
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where δk is the random effect for the k
th observation, with δk ∼ N(0, σ2k),
and dk is a vector with 1 in the k
th position and zeros in the other positions.
The results are shown in Figure 7.11. The size of the variance inflation for
the kth observation is given as ωk = σ
2
k/σ
2
e . In order to generate an empirical
distribution for the deviance statistic, used to identify outlying observations,
a parametric bootstrap procedure was used. The bootstrap procedure used
is described in chapter 4. At the 95th percentile cut-off observations 11
(subject 5 at time 6), 29 (subject 12 at time 3), 40 (subject 16 at time 3),
47 (subject 18 at time 3), 48 (subject 18 at time 6) and 143 (subject 48 at
time 6) were identified as potential outliers, this is shown in Figure 7.11.
Model MG1 was then fitted to the data with the outlying observations
treated as random effects and the results are shown in Table 7.1. There was
a substantial decrease in the deviance statistic, from 593.9 to 551, showing
that this was a better model than MG0. The residual variance also decreased
quite substantially from 0.916 to 0.597. There was also down-weighting
of the observations when it came to estimation of the fixed effects as the
estimates changed in value.
In order to identify outlying subjects the VSOM was applied to each of
the subjects in turn. The VSOM for the ith subject takes the form
y = Xβ + Zb + ζidi + e,
where ζi is the random effect for the i
th subject, with ζi ∼ N(0, σ2i ), and di
is a vector with values of 1 in the positions corresponding to the ith sub-
ject and zeros in the other positions. The results are illustrated in Figure
7.12. A parametric bootstrap was used to get the empirical distribution of
the deviance statistic in order to find cut-off values which would be used to
determine whether a subject is a potential outlier. After applying the para-
metric bootstrap procedure subjects 12 and 38 were identified as potential
outliers at the 95th percentile cut-off level. Model MG2 was then fitted with
these subjects treated as random effects and the results are shown in Table
7.1. The results show that there was substantial down-weighting of the ef-
fect of these subjects on the estimation of the fixed effects. However, it can
be seen that this model is not an improvement to model MG1 as it has a
higher deviance (579 compared to 551) as well as a higher residual variance
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Figure 7.11: VSOM statistics plotted against observation number
for the log-cytokine dataset. (a) Variance shift estimates, ωk. (b) Resid-
ual variance estimates, σ2. (c) Likelihood ratio statistics, LRTk, with 95th
percentile of the empirical distribution under the null hypothesis shown for
the first r order statistics for each test: r = 4 (red line), r = 5 (green line)
and r = 6 (blue line).
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(0.903 compared to 0.597).
Model MG3 which treats observations 11 (subject 5 at time 6), 29 (sub-
ject 12 at time 3), 40 (subject 16 at time 3), 47 (subject 18 at time 3), 48
(subject 18 at time 6) and 143 (subject 48 at time 6) as random effects as
well as subjects 12 and 38 was then fitted to data. This model also showed
substantial down-weighting of the effect of these values in the estimation of
the fixed effects. Also the deviance associated with the model is consider-
ably lower than the other fitted models (541.2). The form of model MG3
is
y =Xβ + Zb + δ11d11 + δ29d29 + δ40d40 + δ47d47 + δ48d48 + δ143d143
+ ζ12dsub(12) + ζ38dsub(38) + e,
where δk is the random effect for the k
th observation and dk a vector with 1
in the kth position and zeros in the other positions; ζi is the random effect
for the ith subject and dsub(i) is vector with values of 1 in the positions
corresponding to the ith subject and zeros in the other positions.
In order to compare the parameter estimates of the VSOM and case-
deletion model, whereby the potentially outlying observations where deleted
from the dataset, model MG4 was fitted. In this model all potentially outly-
ing observations and subjects identified by the VSOM were deleted and then
the null model was fitted to this data, in total 8 observations out of 182 were
deleted. From Table 7.1 it can be seen that the estimated parameters of the
fixed parameters were fairly similar. It is apparent that the VSOM provides
similar estimates as compared to case-deletion, with the added advantage
that data is not deleted but down-weighted. The level of down-weighting
depends on the extent to which the observation identified is outlying from
the rest of the data. This feature of the VSOM is very valuable when a
researcher is unsure about whether an observation is truly an outlier.
Model MG3 was used to interpret the fixed effect coefficients. It can
be seen that the coefficients of the baseline effects of group 2 and group
3 relative to group 1, imply that being in group 2 increases the level of
cd4:inf+tnf+il2+ cells by 6.30 fold (6.30 = e1.841) relative to group 1. While
being in group 3 increases the level of the cells by 8.25 fold (8.25 = e2.110).
The time trend implies that a one unit increase in the time points will result
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in a decrease of cd4:inf+tnf+il2+ cells by 19.5% (19.5% = (1 - e−0.217) *
100).
Additional model checking was performed on the null model (MG0) using
residual analysis and the results are shown in Figure 7.13 and Figure 7.14
for individual observations. Figure 7.15 and Figure 7.16 are used to analyze
subjects. These figures were plotted using STATA (StataCorp, 2009).
The histogram of standardized error residuals (Figure 7.13) can be seen
to be fairly symmetrical and normally distributed with no extreme tails. The
scatterplot of residuals does reveal that there are a few outlying observations
in the data. These observations are the same ones that are identified by the
VSOM.
Figure 7.15 has a long tail to the left thus showing the presence of an
outlying subject in the data. The scatterplot of the standardized subject
residuals shows that subjects 12 and 38 are the most outlying subjects.
These subjects were identified by the VSOM.
108
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
T
ab
le
7.
1:
P
a
ra
m
e
te
r
e
st
im
a
te
s
o
f
m
o
d
e
ls
fi
tt
e
d
to
th
e
lo
g
-c
y
to
k
in
e
d
a
ta
se
t
a
ss
u
m
in
g
a
n
u
n
d
e
rl
y
in
g
n
o
rm
a
l
d
is
tr
ib
u
ti
o
n
.
P
a
ra
m
e
te
r
M
G
0
M
G
1
M
G
2
M
G
3
M
G
4
co
n
st
an
t
5.
75
6
(0
.3
66
)
5.
73
0
(0
.3
51
)
5.
80
9
(0
.3
21
)
5.
75
8
(0
.3
1
8
)
5
.7
6
9
(0
.3
2
2
)
gr
ou
p
2
1.
38
2
(0
.4
19
)
1.
69
9
(0
.4
09
)
1.
62
2
(0
.3
64
)
1.
84
1
(0
.3
6
8
)
1
.8
7
0
(0
.3
7
2
)
gr
ou
p
3
1.
99
1
(0
.4
22
)
2.
14
2
(0
.4
09
)
1.
94
9
(0
.3
60
)
2.
11
0
(0
.3
6
5
)
2
.1
1
3
(0
.3
6
9
)
ti
m
e
-0
.2
00
(0
.0
22
)
-0
.2
17
(0
.0
18
)
-0
.2
02
(0
.0
22
)
-0
.2
1
7
(0
.0
1
8
)
-0
.2
1
9
(0
.0
1
8
)
σ
2
0.
91
6
0.
59
7
0.
90
3
0
.6
0
0
0
.6
0
0
σ
2 su
b
1.
09
2
1.
08
5
0.
70
7
0
.8
1
1
0
.8
1
7
ω
1
1
16
.1
7
1
6
.0
5
ω
2
9
29
.4
2
ω
4
0
24
.3
2
2
4
.6
3
ω
4
7
7.
21
7
.2
5
ω
4
8
11
.5
7
1
0
.7
9
ω
1
4
3
18
.0
3
1
8
.4
6
ψ
1
2
30
.0
5
3
2
.2
6
ψ
3
8
25
.5
5
2
6
.9
8
d
ev
ia
n
ce
59
3.
9
55
1
57
9
5
4
1
.2
5
0
1
.5
S
u
b
je
ct
1
2
h
a
s
o
n
ly
o
n
e
o
b
se
rv
a
ti
o
n
w
h
ic
h
is
o
b
se
rv
a
ti
o
n
2
9
h
en
ce
in
m
o
d
el
M
G
3
,
ω
2
9
is
o
m
it
te
d
.
109
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
Figure 7.12: VSOM statistics plotted against subject number for the
log-cytokine dataset. (a) Variance shift estimates, ψi. (b) Dispersion
parameter estimates, σ2. (c) Likelihood ratio statistics, LRTi, with 95th
percentile of the empirical distribution under the null hypothesis shown for
the first r order statistics for each test: r = 2 (red line), r = 3 (green line)
and r = 4 (blue line).
110
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
Figure 7.13: Histogram of standardized error residuals for the log-
cytokine dataset.
Figure 7.14: Scatterplot of standardized residuals for the log-
cytokine dataset.
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Figure 7.15: Histogram of standardized subject residuals for the
log-cytokine dataset.
Figure 7.16: Scatterplot of standardized subject residuals for the
log-cytokine dataset.
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In conclusion it has been shown that the VSOM is able to identify the
same outliers as standard residual analysis. The VSOM is also able to down-
weight the influence of potentially outlying observations on the estimation
of parameters. The down-weighting is very important when it is not clear if
an observation is truly an outlier.
7.3 Cytokine dataset analyzed as counts
In this section I will analyze the cytokine dataset (Mansoor et al., 2009)
as counts using a quasi-Poisson-gamma and a negative binomial HGLM
approach.
7.3.1 Quasi-Poisson-gamma HGLM
The null model (MC0) fitted to the data used the group effect and time
effects as covariates based on model selection which will not be shown in
this thesis. The linear predictor of model MC0 is given as
log(E(Y|b) = Xβ + Zνb,
where bi is the random effect for the i
th subject for i = 1, . . . , 61, νbi = log(bi)
with bi following a gamma d stribution with a mean of one and dispersion
parameter of γ. Based on this model the marginal variance is given by
var(Yij) = φijµij + γµ
2
ij .
The VSOM was then applied to all the observations in turn. The VSOM for
the kth observation, of the n-dimensional vector of responses Y, takes the
form
log(E(Y|b, δk)) = Xβ + Zν + νδkdk,
where νδk = log(δk) with δk following a gamma distribution with dispersion
parameter λk and dk is a vector of length n with a value of one in the k
th
position and zeros everywhere else. The results are shown in Figure 7.17.
I will use the potential outliers identified at the 99th percentile cut-off level
to illustrate the VSOM (model MC1). The observations are observation 11
(subject 5 at time 6), 47 (subject 18 at time 3), 124 (subject 43 at time 3)
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and 125 (subject 43 at time 6). It can be seen from Table 7.2 that the fixed
effect estimates are fairly similar for models MC0 and MC1, thus indicating
that the outlying observations are not influential observations. However, the
VSOM does reduce the size of the dispersion parameter thus reducing the
overdispersion in the model with a reduction in φ from 323.5 to 259.6. It
can also be seen that model MC1 fits the data better than model MC0 with
a deviance of 2769.20 compared to 2795.08.
In order to identify any potentially outlying subjects, the VSOM was
applied to all the subjects in turn. The VSOM for the ith subject takes the
form
log(E(Y|b, ζi)) = Xβ + Zν + νζidsub(i),
where νζi = log(ζi) with ζi following a gamma distribution with a dispersion
parameter of ψi and dsub(i) is a vector of length n with values of 1 in positions
corresponding to the ith subject and zeros everywhere else. The results are
shown in Figure 7.18. From this figure it can be seen that subjects 12, 32
and 38 are potentially outlying subjects. Model MC2 was fitted using the
outlying subjects as random effects. This model gave fixed estimates which
were similar to the null model thus the subjects were not influential subjects.
Model MC3 was fitted using the outlying observations and subjects as
random effects. The linear predictor for model MC3 is given by
log(E(Y|b, δk, ζi)) =Xβ + Zν + νδ11d11 + νδ47d47 + νδ124d124 + νδ125d125
+ νζ12dsub(12) + νζ32dsub(32) + νζ38dsub(38),
where δk is the random effect for the k
th observation and dk a vector with 1
in the kth position and zeros in the other positions; ζi is the random effect
for the ith subject and dsub(i) is vector with values of 1 in the positions
corresponding to the ith subject and zeros in the other positions.
Model MC3 fit the data better than models MC0, MC1 and MC2 with a
deviance of 2760.38. The size of the overall overdispersion is considerably
reduced by the use of the VSOM in this model as φ dropped from 323.5 in
the null model to 254.9 in model MC3. When the potentially outlying ob-
servations and subjects were deleted (model MC4) the fixed effect estimates
and deviance statistics were found to be similar to those of model MC3.
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Figure 7.17: VSOM statistics plotted against observations for the
cytokine count dataset analyzed using a quasi-Poisson-gamma
model. (a) Variance shift estimates, λk. (b) Dispersion parameter esti-
mates, φk. (c) Likelihood ratio statistics, LRTk, with 95
th, 97.5th and 99th
percentile cut-off values.
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Model MC3 however, has the added advantage that there is no loss of data
(11 out of 182 observations deleted) especially when a researcher is unsure
about whether an observation or subject is truly outlying.
Model MC3 was used to interpret the fixed effect coefficients. It can
be seen that the coefficients of the baseline effects of group 2 and group
3 relative to group 1 imply that being in group 2 increases the level of
cd4:inf+tnf+il2+ cells by 2.49 fold (2.49 = e0.912) relative to group 1. While
being in group 3 increases the level of the cells by 3.72 fold (3.72 = e1.313).
The time trend implies that a one unit increase in the time points will result
in a decrease of cd4:inf+tnf+il2+ cells by 18.3% (18.3% = (1 - e−0.202) *
100).
Residual analysis using plots of the absolute residuals for the individual
observations (Figure 7.19) was also conducted. It can be seen from this
graphic that the VSOM was able to identify similar outlying observations
as standard residual analysis.
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Figure 7.18: VSOM statistics plotted against patient number for
the cytokine count dataset analyzed using a quasi-Poisson-gamma
model. (a) Variance shift estimates, ψi. (b) Dispersion parameter esti-
mates, φi. (c) Likelihood ratio statistics, LRTi, with 95
th, 97.5th and 99th
percentile cut-off values.
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Figure 7.19: Absolute residuals against fitted values plot for in-
dividual observations from the cytokine count dataset using the
quasi-Poisson-gamma HGLM as the null model
7.3.2 Negative binomial HGLM
In this section I will use the negative binomial HGLM when applying the
VSOM (Lee and Nelder, 2000). This model depends on using saturated
gamma distributed random effects, ς. The null model, MN0, which is given
by
log(E(Y|b, s)) = Xβ + Zsνs + Zbνb,
where Zs is a n × n design matrix with values of 1 along the diagonal and
zeros everywhere else with s being the observation random effect which
follows a gamma distribution with a mean of one and dispersion parameter
of α, Zb is a n× q design matrix with values of 1 corresponding to positions
where the ith subject is observed and zeros everywhere else with b being the
subject random effect which follows a gamma distribution with a mean of
one and dispersion parameter of γ. The marginal variance of Yij is given by
µij + αijµ
2
ij + γµ
2
ij .
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The results of the model fit are shown in Table 7.3. It can be seen from this
table that the deviance for the negative binomial null model (MN0) is lower
than the deviance from the quasi-Poisson-gamma HGLM (MC0) which was
fit in the previous section with a deviance of 2720.16 relative to 2795.08.
The VSOM was applied to each observation in turn. The VSOM for the kth
observation, of the n-dimensional vector of responses Y, takes the form
log(E(Y|b, s, δk)) = Xβ + Zsνs + Zbνb + νδkdk,
where δk follows a gamma distribution with dispersion parameter λk and
dk is a vector of length n with a value of one in the k
th position and zeros
everywhere else. The results are shown in Figure 7.20. In order to illustrate
the VSOM I will use observations identified as outliers at the 99th percentile
level as random effects in model MN1. The observations are observation 11
(subject 5 at time 6), 40 (subject 16 at time 3) and 47 (subject 18 at time 3).
The results of this model fitting are shown in Table 7.3. Model MN1 fits the
data better than MN0 as shown by the lower deviance of 2697.39 compared
to 2720.16. The fixed effect estimates for model MN1 are similar to those of
model MN0 thus the outlying observations are not influential observations.
In order to identify any potentially outlying subjects, the VSOM was
applied to all the subjects in turn. The VSOM for the ith subject takes the
form
log(E(Y|b, s, ζi)) = Xβ + Zsνs + Zbνb + νζidsub(i),
where ζi follows a gamma distribution with a dispersion parameter of ψi and
dsub(i) is a vector of length n with values of 1 in positions corresponding to
the ith subject and zeros everywhere else. The results are shown in Figure
7.21. To illustrate the VSOM I used subjects 12 and 38 as random effects in
model MN2. This model did not fit the data better than model MN1 thus
a model with the potentially outlying observations and subjects treated as
random effects was fit to the data (model MN3). The linear predictor of
model MN3 is given by
log(E(Y|b, s, δk, ζi)) =Xβ + Zsνs + Zbνb + νδ11d11 + νδ40d40 + νδ47d47
+ νζ12dsub(12) + νζ38dsub(38).
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Figure 7.20: VSOM statistics plotted against observations for the
cytokine count dataset analyzed using a negative binomial HGLM.
(a) Variance shift estimates, λk. (b) Dispersion parameter estimates, αk. (c)
Likelihood ratio statistics, LRTk, with 95
th, 97.5th and 99th percentile cut-off
values.
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Model MN3 gave similar fixed effect estimates to those found from deleting
the potentially outlying observations and subjects.
Model MN3 was used to interpret the fixed effect coefficients. It can
be seen that the coefficients of the baseline effects of group 2 and group
3 relative to group 1 imply that being in group 2 increases the level of
cd4:inf+tnf+il2+ cells by 3.68 fold (3.68 = e1.302) relative to group 1. While
being in group 3 increases the level of the cells by 5.35 fold (5.35 = e1.677).
The time trend implies that a one unit increase in the time points will result
in a decrease of cd4:inf+tnf+il2+ cells by 19.3% (19.3% = (1 - e−0.214) *
100).
Residual analysis using plots of the absolute residuals for the individual
observations (Figure 7.22) was also conducted. It can be seen from this
graphic that the VSOM was able to identify similar outlying observations
as standard residual analysis.
In conclusion it has been shown that the VSOM can be applied to various
types of models which can handle overdispersion in count data including the
quasi-Poisson-gamma HGLM and negative binomial HGLM. The advantage
of the VSOM is the ability to down-weight outlying observations whilst pre-
serving them in the dataset. This is beneficial when it is not clear whether
to delete an observation from the study. It has also been shown, specifically
for the cytokine dataset, that similar outliers are identified when the un-
derlying models fit to the data are the quasi-Poisson gamma and negative
binomial HGLM.
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Figure 7.21: VSOM statistics plotted against patient number for the
cytokine count dataset analyzed using a negative binomial HGLM.
(a) Variance shift estimates, ψi. (b) Dispersion parameter estimates, αi. (c)
Likelihood ratio statistics, LRTi, with 95
th, 97.5th and 99th percentile cut-off
values.
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Figure 7.22: Absolute residuals against fitted values plot for in-
dividual observations from the cytokine count dataset using the
negative binomial HGLM as the null model
7.4 Summary
In this section the cytokine data has been analyzed as normally distributed
and count data. In all the models fitted to the various forms of this data
the conclusion has been the same. The subjects who were in Group 2 (HIV
negative and exposed) and Group 3 (HIV negative and unexposed) had sub-
stantially higher levels of CD4 T cells as compared to subjects in Group 1
(HIV positive). It was also revealed that there was a time trend which
decreased the levels of CD4 T cells across all the groups. The general con-
clusion was that subjects in Group 1 were not assisted to a great degree by
the BCG vaccination.
Another interesting result which arose from the study was the differ-
ence in the magnitude of the estimates when log-transformed responses and
the count responses (using both the quasi-Poisson-gamma and negative bi-
nomial HGLM approaches) were used. A possible reason is that the log-
transformation assumes that the mean is proportional to the standard error
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while the assumption used in the Poisson models assumes that the mean
is proportion to the variance hence the log-transformation has a stronger
effect down-weighting effect on outliers as compared to the Poisson model
approach. Another possible reason for the differences is that linear predic-
tors for the linear mixed model, quasi-Poisson-gamma and negative bino-
mial HGLM models were not the same. The difference between the linear
mixed model and quasi-Poisson-gamma was the distribution of the random
effects and the constraints applied to the random effects by their distribu-
tional properties. The linear mixed model used normally distributed random
effects while the quasi-Poisson-gamma used gamma distributed random ef-
fects. Another difference is the way that extreme values are handled by these
models. The presence of the dispersion parameter φ when analyzing count
data down-weights the effect of extreme values in the estimation process.
When using the linear mixed model the initial log-transformation to the
data scales down extreme values before the estimation process even begins,
thus the extent of the down-weighting is not going to be same for both mod-
els. The negative-binomial and quasi-Poisson-gamma HGLMs both assume
that their respective random effects follow a gamma distribution. However,
they have different covariance structures and linear predictors as shown in
Chapter 5. These differences have been shown, in this example, to give rise
to different parameter estimates.
It has been shown that the VSOM was able to identify similar poten-
tially outlying observations and subjects regardless of the choice of the null
model or the distribution of the response variable. Subjects 12 and 38 were
identified as potentially outlying in the variance shift outlier models fitted
when the data was assumed to be normally distributed and when the data
were treated as counts. This is an interesting finding as it shows that the
VSOM is able to give consistent results for normally distributed and count
data.
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Chapter 8
Conclusion
Several methods of analyzing overdispersed count and binary data have been
presented in this thesis. These include the quasi-Poisson, quasi-binomial,
negative binomial and the beta-binomial models for independent data. In
biological areas longitudinal data are very common. Such data are asso-
ciated with within subject correlation along with overdispersion. The two
types of mixed effects models used in this thesis are GLMMs and HGLMs.
The primary interest of this thesis was the detection and down-weighting of
outliers in the presence of overdispersion and correlation.
In practice most researchers prefer to either delete outlying observations
or use robust estimation techniques when handling outliers. The VSOM
can be used as an alternative method. The VSOM is able to identify and
down-weight the effect of outlying observations on model estimates, with
the added advantage that data is preserved and not deleted. This study
has shown that the methodology outlined by Gumedze et al. (2010) can be
extended to count data as well as binomial data with overdispersion present.
In the examples used in this study it was also seen that the VSOM is able
to pick up the majority of outliers identified by standard residual analysis.
At present the VSOM in count data can only be applied using the HGLM
procedure in GENSTAT. HGLMs have the added advantage of allowing
random effects in mixed models to follow non-normal distributions. The
HGLMs used in this study are the Poisson-normal, Poisson-gamma, quasi-
Poisson-gamma, Poisson-gamma with saturated random effects, binomial-
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normal and beta-binomial HGLMs. These HGLMs for count data provide
simple interpretations of the variance shift, due to outlying observations, by
using the linear nature of the marginal variance. The marginal variances for
binomial data using the VSOM cannot be found in a closed form however,
it has been shown that the VSOM is able to identify the same outlying
observations as standard residual analysis.
It was shown in this thesis that the VSOM is able to identify and
down-weight outlying observations with the added advantage that data is
preserved and not deleted. Some fitted VSOM models may not converge
because of poor starting values for estimated variance shift estimates. A
possible solution to this problem would be to estimate only the variance
parameters associated with the additional random effect under the VSOM
when the VSOM is fitted, and keep the other variance components at their
null model estimates. This is to help the variance component estimation
process. Gumedze et al. (2010) adopted a similar fitting strategy and called
the resulting variance estimates partial variances to reflect that they are not
based on full iteration. The approach I have used in this thesis has not
taken account of the problem of multiple testing which occurs as the VSOM
is applied to all the observations in a dataset, further research will go into
applying a parametric bootstrap to account for this.
There are other models which could possibly be used to model data in
the presence of overdispersion and correlation. Kassahun et al. (2012) pro-
posed a combined model which could be used to accommodate for overdis-
persion and correlation in data. This model used a combination of beta
and normal random effects. The normally distributed random effects were
used primarily to account for the correlation among repeated measures, they
were also used to accommodate some of the overdispersion in the data. The
beta distributed random effects would then account for the majority of the
overdispersion in the model, by formulating a beta-binomial GLM for the
fixed effects. The advantage of using the beta random effects is that they
are a conjugate distribution of the binomial distribution, as a result the sen-
sitivity of the model due to assumptions about the random effects is reduced
(Molenberghs et al., 2010).
An alternative to the Poisson-gamma model is the Poisson model with
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random effects which follow a generalized log-gamma distribution. This
model was proposed by Fabio et al. (2012) and it was found that these
random effects were able to accommodate the overdispersion in count data
and as well as the within-cluster correlation. Numerical methods were used
to derive the marginal models in the paper and the authors were also able
to obtain a multivariate negative binomial model after setting parameter
restrictions in the hierarchical model. The score function and Fisher infor-
mation matrix for the multivariate negative binomial model were derived in
this paper. An iterative process for obtaining the maximum likelihood esti-
mates for the parameters in the multivariate negative binomial model along
with goodness of fit procedures and residual analysis were also derived in
the paper.
An area of further research would be the application of the VSOM to
the models developed by Kassahun et al. (2012) and Fabio et al. (2012) for
overdispersed data.
Count data with excess zeros (zero inflated data) is very common in
medical data. Further research will also go into adapting the VSOM to
count data with excess zeros (zero inflated data) (Yau1 et al., 2003). The
zeros in this type of data can be modeled using a Bernoulli distribution
while the counts that are greater than zero can be modeled using a Poisson
distribution, as a result the VSOM can be applied theoretically to identify
and down-weight outlying subjects in both the zero and non-zero parts of
the data.
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Chapter 10
Appendix
10.1 VSOM code for GENSTAT and R
10.1.1 Cytokine linear mixed model R code
library(MASS)
library(lme4)
a<-read.table("C:/Users/Officeworks/Desktop/thesis_drop
/abs_dropz.csv",header=T,sep=",")
#reads in the data
a
n<-length(a[,5]) #number of observations
q<-61 #number of subjects
cd4<-log(a[,5])
cd4
hist(a[,5], main = " ", xlab = "cd4_ifngpil2ptnfp counts",ylim=c(0,100))
hist(cd4, main = " ", xlab = "log(cd4_ifngpil2ptnfp) counts",xlim=c(0,10), ylim=c(0,60))
subject<-a[,1]
subject<-factor(subject) # creates a factor
group<-factor(a[,3])
a[,3]<-group
a[,1]<-subject # replaces the numeric with a factor
b<-lmer(cd4~group + timepoint+ (1|subject),data= a)# fits model
summary(b)
b
attributes(b)
# allows you to see the X and Z matrices as well as residuals and fitted values
m<-VarCorr(b) # gives the variances
m
varu<-as.numeric(m)# subject random effect variance
sigma<-attributes(m)$sc #gives standard deviation of the error term
X<-attributes(b)$X
X<-as.numeric(X) # the data has to be converted to numerical form
X<-matrix(X,n) # then the vector produced must be made into a matrix
X # gives the design matrix
ll<-attributes(b)$Z
Z<-t(ll)
Z
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Z<-as.numeric(Z)# the data has to be converted to numerical form
Z<-matrix(Z,n) # makes a numeric Z matrix
Z # gives the designx for random effects
# Estimating the LRT values for each observation
b<-lmer(cd4~group + timepoint+ (1|subject),data= a)# fits model
b
dev<-attributes(b)$deviance
dev<-as.numeric(dev)
reml<-dev[2]
reml # gives the reml of the null model
m<-VarCorr(b) # gives the variances
sigma<-attributes(m)$sc #gives standard deviation of residuals
lrtalt<-di<-omegaV<-newvariance<-rep(0,times=n)
for( i in 1:n)
{
di[i]<-1 # ith position of the vector becomes 1
vsom1<-lmer(cd4~group + timepoint+ (1|subject)+ (0+di|di),data =a) #VSOM model
devI<-attributes(vsom1)$deviance
devI<-as.numeric(devI)
remlI<-devI[2]
# gives the restricted maximum likelihood value of the model with ith random effect
mI<-VarCorr(vsom1) # gives the variances
sigmanew<-attributes(mI)$sc #gives standard deviation of residuals
newvariance[i]<-sigmanew^2
vc <-VarCorr( vsom1 ) #gives variances of random effects
vc1<-as.numeric(vc)
vardi<-vc1[2] # gives variance of di
omegaV[i]<-vardi/(newvariance[i]) #omega ratio
lrtalt[i]<-(reml-remlI) # LRT statistic
di[i]<-0# resetting the d vector to zeroes
}
plot(lrtalt) # LRT statistic
plot(omegaV) # size of omega
plot(newvariance) #residual variance
# Bootstrapping
sim<-2000
u<-rep(0,times=q)
e<-rep(0,times=n)
di<-rep(0,times=n)
lrtalt1<-rep(0,times= sim*n)
lrtalt1<-matrix(lrtalt1,n)
lrtalt2<-rep(0,times=n)
tau<-attributes(b)$fixef
tau<-as.numeric(tau)
tau # beta values of the null model
for(j in 1:sim)
{
for(i in 1:n)
{e[i]<-rnorm(1,0,sigma)} # generates error terms
for(i in 1:q)
{u[i]<-rnorm(1,0,varu^0.5)} # generates subject effects
cd41<-(X%*%tau)+ ( Z%*%u)+ e # generating dummy data set
nb<-lmer(cd41~group + timepoint +(1|subject),data= a)# fits model
138
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
dev1<-attributes(nb)$deviance
dev1<-as.numeric(dev1)
reml<-dev1[2]
for( i in 1:n)
{
di[i]<-1 # ith position of the vector becomes 1
vsomnew<-lmer(cd41~group + timepoint+ (1|subject) + (0+di|di),data =a)
devI<-attributes(vsomnew)$deviance
devI<-as.numeric(devI)
remlI<-devI[2]
# gives the residual maximum likelihood value of the model with ith random effect
lrtalt2[i]<-(reml-remlI)
di[i]<-0# resetting the d vector to zeroes
}
lrtalt1[,j]<-lrtalt2
}
bbb3<-rep(0,times=sim*n)
bbb3<-matrix(bbb3,n,sim) # creates a dummy matrix
hh <- transform(data.frame(lrtalt1)) # create a dataframe, this is a method to sort the data
for( i in 1:sim)
{
bbb3[,i]<-sort(hh[,i],decreasing=T) # fills the dummy matrix with sorted columns for lrtalt
}
cutterlrtalt<-rep(0,times =n)
for(i in 1:n)
{
cutterlrtalt[i]<-quantile(bbb3[i,],0.95) # creates a quantile for all values of lrtalt
}
cutterlrtalt
write.csv(cutterlrtalt, "C:/Users/Officeworks/Desktop/thesis_drop/cutterlrtalt_indy.csv")
write.csv(lrtalt, "C:/Users/Officeworks/Desktop/thesis_drop/lrtalt_indy.csv")
lrtalt
plot(lrtalt)
abline(cutterlrtalt[4],0,col="blue") # 95% CI of 4th highest lrt value
abline(cutterlrtalt[5],0,col="red") # 95% CI of 5th highest lrt value
abline(cutterlrtalt[6],0,col="black") # 95% CI of 6th highest lrt value
plot(lrtalt)#actual likelihood
##Plots#############
boot_out<-c(40,48,11,143,29,47)
boot_out_lik<-c(9.637,6.423,6.1387,6.117788553,5.98657211,5.9312946)
par(mar=c(5, 5, 0, 2) + 0.1)
par(mfrow=c(3,1))
#plot of omega values
plot(omegaV, main = "",ylim=c(min(omegaV)-0.01,(max(omegaV)+.01)),xlab="",
ylab = (expression(paste(omega[i]))),font.axis=6,cex=1.05,cex.lab=2)
mtext(paste("(a)"), side=3,at= -17 ,line = -1,font.lab=6, cex.lab=1 )
#plot of residual variances
plot(newvariance, main ="",xlab="", ylab = (expression(paste(sigma^2))),
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ylim=c((min(newvariance)-0.0005),(max(newvariance)
+0.0005)),font.axis=6,cex=1.05,cex.lab=2)
mtext(paste("(b)"), side=3,at=-17,font.lab=6,cex.lab=1)
#plot of likelihood statistics
plot(lrtalt, main = "", xlab="Observations",ylab= (expression(paste( LRT[i]))),ylim=c(0,(max(lrtalt)+1)),font.axis=6,cex=1.05,cex.lab=2)
mtext(paste("(c)"), side=3,at=-17,font.lab=6,cex.lab=1)
text(boot_out,boot_out_lik,boot_out, pos = 2)
abline(cutterlrtalt[4],0,col="red") # 95% CI of the highest lrt value
abline(cutterlrtalt[5],0,col="green") # 95% CI of 4th highest lrt value
abline(cutterlrtalt[6],0,col="blue") # 95% CI of 10th highest lrt value
# VSOM for outlying observations
d40<-rep(0,times=n)
d48<-rep(0,times=n)
d11<-rep(0,times=n)
d143<-rep(0,times=n)
d29<-rep(0,times=n)
d47<-rep(0,times=n)
d40[40]<-1
d48[48]<-1
d11[11]<-1
d143[143]<-1
d29[29]<-1
d47[47]<-1
bbb2<-lmer(cd4~group + timepoint+ (1|subject)+ (0+d11|d11)+ (0+d29|d29)+(0+d40|d40) +(0+d47|d47)+(0+d48|d48)+(0+d143|d143),data= a)# fits model
summary(bbb2)
#case deletion
aaa<-read.table("C:/Users/Officeworks/Desktop/thesis_drop/normal/abs_dropz_drop.csv",
header=T,sep=",")#reads in the data
aaa
cd4new<-log(aaa[,5])
cd4new
subject<-aaa[,1]
subject<-factor(subject) # creates a factor
group<-factor(aaa[,3])
aaa[,3]<-group
aaa[,1]<-subject # replaces the numeric with a factor
aaa
bbb<-lmer(cd4new~group + timepoint+ (1|subject),data= aaa)# fits model
summary(bbb)
10.1.1.1 R code for subjects
library(MASS)
library(lme4)
a<-read.table("C:/Users/Officeworks/Desktop/thesis_drop
/abs_dropz.csv",header=T,sep=",")
#reads in the data
a
n<-length(a[,5]) #number of observations
q<-61 #number of subjects
cd4<-log(a[,5])
cd4
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hist(a[,5], main = " ", xlab = "cd4_ifngpil2ptnfp counts",ylim=c(0,100))
hist(cd4, main = " ", xlab = "log(cd4_ifngpil2ptnfp) counts",xlim=c(0,10), ylim=c(0,60))
subject<-a[,1]
subject<-factor(subject) # creates a factor
group<-factor(a[,3])
a[,3]<-group
a[,1]<-subject # replaces the numeric with a factor
b<-lmer(cd4~group + timepoint+ (1|subject),data= a)# fits model
summary(b)
b
attributes(b)
# allows you to see the X and Z matrices as well as residuals and fitted values
m<-VarCorr(b) # gives the variances
m
varu<-as.numeric(m)# subject random effect variance
sigma<-attributes(m)$sc #gives standard deviation of the error term
X<-attributes(b)$X
X<-as.numeric(X) # the data has to be converted to numerical form
X<-matrix(X,n) # then the vector produced must be made into a matrix
X # gives the design matrix
ll<-attributes(b)$Z
Z<-t(ll)
Z
Z<-as.numeric(Z)# the data has to be converted to numerical form
Z<-matrix(Z,n) # makes a numeric Z matrix
Z # gives the designx for random effects
# Estimating the LRT values for each subject
b<-lmer(cd4~group + timepoint+ (1|subject),data= a)# fits model
b
dev<-attributes(b)$deviance
dev<-as.numeric(dev)
reml<-dev[2]
reml # gives the reml of the null model
m<-VarCorr(b) # gives the variances
sigma<-attributes(m)$sc #gives standa d deviation of residuals
lrtalt<-di<-omegaV<-newvariance<-rep(0,times=q)
for( i in 1:q)
{
di<-Z[,i] # ith position of the vector becomes 1
vsom1<-lmer(cd4~group + timepoint+ (1|subject)+ (0+di|di),data =a) #VSOM model
devI<-attributes(vsom1)$deviance
devI<-as.numeric(devI)
remlI<-devI[2]
# gives the restricted maximum likelihood value of the model with ith random effect
mI<-VarCorr(vsom1) # gives the variances
sigmanew<-attributes(mI)$sc #gives standard deviation of residuals
newvariance[i]<-sigmanew^2
vc <-VarCorr( vsom1 ) #gives variances of random effects
vc1<-as.numeric(vc)
vardi<-vc1[2] # gives variance of di
omegaV[i]<-vardi/(newvariance[i]) #omega ratio
lrtalt[i]<-(reml-remlI) # LRT statistic
}
lrtalt
plot(lrtalt) # LRT statistic
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plot(omegaV) # size of omega
plot(newvariance) #residual variance
# Bootstrapping
sim<-2000
u<-rep(0,times=q)
e<-rep(0,times=n)
di<-rep(0,times=n)
lrtalt11<-rep(0,times= sim*q)
lrtalt11<-matrix(lrtalt11,q)
lrtalt21<-rep(0,times=q)
tau<-attributes(b)$fixef
tau<-as.numeric(tau)
tau # beta values of the null model
for(j in 1:sim)
{
for(i in 1:n)
{e[i]<-rnorm(1,0,sigma)} # generates error terms
for(i in 1:q)
{u[i]<-rnorm(1,0,varu^0.5)} # generates subject effects
cd41<-(X%*%tau)+ ( Z%*%u)+ e # generating dummy data set
nb<-lmer(cd41~group + timepoint +(1|subject),data= a)# fits model
dev1<-attributes(nb)$deviance
dev1<-as.numeric(dev1)
reml<-dev1[2]
for( i in 1:q)
{
di<-Z[,i] # ith position of the vector becomes 1
vsomnew<-lmer(cd41~group + timepoint+ (1|subject) + (0+di|di),data =a)
devI<-attributes(vsomnew)$deviance
devI<-as.numeric(devI)
remlI<-devI[2]
# gives the residual maximum likelihood value of the model with ith random effect
lrtalt21[i]<-(reml-remlI)
}
lrtalt11[,j]<-lrtalt21
}
bbb3<-rep(0,times=sim*q)
bbb3<-matrix(bbb3,q,sim) # creates a dummy matrix
hh <- transform(data.frame(lrtalt11)) # create a dataframe, this is a method to sort the data
for( i in 1:sim)
{
bbb3[,i]<-sort(hh[,i],decreasing=T) # fills the dummy matrix with sorted columns for lrtalt
}
cutterlrtalt<-rep(0,times =q)
for(i in 1:q)
{
cutterlrtalt[i]<-quantile(bbb3[i,],0.95) # creates a quantile for all values of lrtalt
}
cutterlrtalt
write.csv(cutterlrtalt, "C:/Users/Officeworks/Desktop/thesis_drop/cutterlrtalt_sub.csv")
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lrtalt
plot(lrtalt)
abline(cutterlrtalt[2],0,col="blue") # 95% CI of the highest lrt value
abline(cutterlrtalt[3],0,col="red") # 95% CI of 4th highest lrt value
abline(cutterlrtalt[4],0,col="black") # 95% CI of 10th highest lrt value
plot(lrtalt)#actual likelihood
##Plots#############
boot_out<-c(12,38)
boot_out_lik<-c(5.986572, 7.035780)
par(mar=c(5, 5, 0, 2) + 0.1)
par(mfrow=c(3,1))
#plot of omega values
plot(omegaV, main = "",ylim=c(min(omegaV)-0.01,(max(omegaV)+.01)),xlab="",
ylab = (expression(paste(omega[j]))),font.axis=6,cex=1.05,cex.lab=2)
mtext(paste("(a)"), side=3,at= -5 ,line = -1,font.lab=6, cex.lab=1 )
#plot of residual variances
plot(newvariance, main ="",xlab="", ylab = (expression(paste(sigma^2))),ylim=c((min(newvariance)-0.0005),(max(newvariance)+0.0005))
,font.axis=6,cex=1.05,cex.lab=2)
mtext(paste("(b)"), side=3,at=-5,font.lab=6,cex.lab=1)
#plot of likelihood statistics
plot(lrtalt, main = "", xlab="Observations",ylab= (expression(paste( LRT[j]))),ylim=c(0,(max(lrtalt)+1)),font.axis=6,cex=1.05,cex.lab=2)
mtext(paste("(c)"), side=3,at=-5,font.lab=6,cex.lab=1)
text(boot_out,boot_out_lik,boot_out, pos = 2)
abline(cutterlrtalt[2],0,col="red") # 95% CI of the highest lrt value
abline(cutterlrtalt[3],0,col="green") # 95% CI of 4th highest lrt value
abline(cutterlrtalt[4],0,col="blue") # 95% CI of 10th highest lrt value
##########VSOM for individuals#############
d40<-rep(0,times=n)
d48<-rep(0,times=n)
d11<-rep(0,times=n)
d143<-rep(0,times=n)
d29<-rep(0,times=n)
d47<-rep(0,times=n)
d40[40]<-1
d48[48]<-1
d11[11]<-1
d143[143]<-1
d29[29]<-1
d47[47]<-1
bbb2<-lmer(cd4~group + timepoint+ (1|subject)+ (0+d11|d11)+ (0+d29|d29)+(0+d40|d40) +(0+d47|d47)+(0+d48|d48)+(0+d143|d143),data= a)# fits model
summary(bbb2)
######VSOM subject 12 and 40#####
ds12<-ds38<-rep(0,times=n)
ds12<-Z[,12]
ds38<-Z[,38]
vsom2<-lmer(cd4~group + timepoint+ (1|subject) + (0+ds12|ds12)
+(0+ds38|ds38),data =a)
vsom2
#########VSOM combined##################
vsom3<-lmer(cd4~group + timepoint+ (1|subject) + (0+ds12|ds12)
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+(0+ds38|ds38)+(0+d11|d11)+(0+d40|d40)
+(0+d47|d47)+(0+d48|d48)+(0+d143|d143),data= a)# fits model,data =a)
vsom3
#######case deletion###################
a2<-read.table("C:/Users/Officeworks/Desktop/thesis_drop/normal/abs_dropz_drop.csv"
,header=T,sep=",")#reads in the data
a2
cd4n<-log(a2[,5])
cd4n
subject<-a2[,1]
subject<-factor(subject) # creates a factor
group<-factor(a2[,3])
a2[,3]<-group
a2[,1]<-subject # replaces the numeric with a factor
group
b2<-lmer(cd4n~group + timepoint+ (1|subject),data= a2)# fits model
summary(b2)
b
10.1.2 Cytokine Count VSOM GENSTAT code
SPLOAD ’C:/Users/Officeworks/Desktop/thesis_drop/count/count.gsh’
scalar n; value=182
scalar a; value=61
variate[;1...#n]obs
variate[;1...#a]obs1
print obs,subject,group,timepoint,cd4
" Poisson gamma HGLM "
HGRANDOMMODEL [DIST=gamma; LINK=log] subject
HGFIXEDMODEL [DIST=poisson; LINK=log;DISPERSION=1;] group+timepoint
HGANALYSE cd4
" Quassi Poisson gamma HGLM "
HGRANDOMMODEL [DIST=gamma; LINK=log] subject
HGFIXEDMODEL [DIST=poisson; LINK=log;DISPERSION=*;] group+timepoint
HGANALYSE cd4
\Quassi- Poisson null model
HGRANDOMMODEL [DIST=gamma; LINK=log] subject
HGFIXEDMODEL [DIST=poisson; LINK=log;DISPERSION=*;] group+timepoint
HGANALYSE cd4
HGKEEP [modeltype=mean;rmethod=simple] residuals=resm;fittedvalues=fitm;estimates=meanest;\
likelihoodstat=dev11
HGKEEP [modeltype=dispersion] estimates=disp
print dev11
print dev11$[4]
print disp$[1]
HGPLOT fitted,normal,histogram,absresidual
HGPLOT [random=subject]fitted,normal,histogram,absresidual
"Fit a glm + random effect for each observation, keep var. components and obstain
likelihood ratio tests using HGLM"
VARIATE [NVALUES=#n]lik,d,pval
VARIATE [NVALUES=#n]sig2,omega
scal mis;val=(*)
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FOR [NTIMES=#n;INDEX=k]
Calc d=mis
calc d$[k]=1
GROUPS [PRINT=summary; LMETHOD=give] d; FACTOR=d1
HGRANDOMMODEL [DIST=gamma; LINK=log] subject+d1
HGFIXEDMODEL [DIST=poisson; LINK=log;DISPERSION=*;] group+timepoint
HGANALYSE [MAXCYCLE=50; EXIT= check] cd4
IF check "retry with adjusted Aitkin extrapolation"
HGANALYSE [MAXCYCLE=50; EMETHOD=adjusted; EXIT=check] cd4
ENDIF
IF check "retry with no Aitkin extrapolation"
HGANALYSE [MAXCYCLE=50; EMETHOD=*; EXIT=check] cd4
ENDIF
IF check "fit without di"
HGRANDOMMODEL [DIST=gamma; LINK=log] subject
HGFIXEDMODEL [DIST=poisson; LINK=log;DISPERSION=*;] group+timepoint
HGANALYSE [MAXCYCLE=50; EMETHOD=*; EXIT =check]cd4
EXIT [CONTROL=for; REPEAT=yes] check
HGKEEP [modeltype=dispersion] estimates=dispest1
HGKEEP [modeltype=mean;rmethod=simple] residuals=resm1;
fittedvalues=fitm1;estimates=meanest1;\
likelihoodstat=dev12
calc lik$[k]= dev11$[4]-dev12$[4]
Calc omega$[k]=0
Calc sig2$[k]=exp(dispest1$[1])
ELSE
HGKEEP [modeltype=mean;rmethod=simple] residuals=resm1;
fittedvalues=fitm1;estimates=meanest1;\
likelihoodstat=dev12
HGKEEP [modeltype=dispersion] estimates=dispest1
calc lik$[k]= dev11$[4]-dev12$[4]
Calc omega$[k]= exp(dispest1$[3])
Calc sig2$[k]=exp(dispest1$[1])
"Calc p-values for lik. "
calc pval$[k]=1-(0.68+0.32*(CLCHISQUARE(lik$[k];1;0)))
endif
Endfor
print obs,lik,omega,sig2,pval
"Individual VSOM"
VARIATE [NVALUES=#n]dl11,dl147,dl124,dl125
calc dl11$[11]=1
calc dl147$[47]=1
calc dl124$[124]=1
calc dl125$[125]=1
\print dl110,dl111,dl133,dl11
GROUPS [PRINT=summary; LMETHOD=give] dl11,dl147,dl124,dl125;
FACTOR=d11,d47,d124,d125
HGRANDOMMODEL [DIST=gamma; LINK=log] subject+d11+d47+d124+d125
HGFIXEDMODEL [DIST=poisson; LINK=log;DISPERSION=*;] group+timepoint
HGANALYSE cd4
"Fitting for just the subjects"
"Fit LMM using REML to get design matrices X and Z"
VCOMPONENTS [FIXED=group+timepoint] RANDOM= subject
REML [PRINT=model;\
MVINCLUDE=*;parameteri=gamma;pterms=subject;Rmethod=final;METHOD=ai]cd4
VKEEP[vest=v1;vare=v2;dev=dev1]
print v1;dec=7
& dev11
VKEEP term=group+timepoint;DESIGNMATRIX=x;effe=t1
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VKEEP term=subject;DESIGNMATRIX=z;effe=t2
print z
calc z1 =z
scal mis;val=(*)
print mis
MATRIX[ROWS=#n;COL=#a]z2
calc z2 = mis
print z2
FOR [NTIMES=#n;INDEX=k]
FOR [NTIMES=#a;INDEX=m]
If z$[k;m] == 1
calc z2$[k;m] = z$[k;m]
endIf
EndFor
EndFor
print z2
\ my attempt at fitting patientid
VARIATE [NVALUES=#a]omega1,sig21,lik1,pval1
FOR [NTIMES=#a;INDEX=k]
VARIATE [NVALUES=#n]d2
calc d2 = z2$[*;k] \for the groups and remove calc d
GROUPS [PRINT=summary; LMETHOD=give] d2; FACTOR=d11
HGRANDOMMODEL [DIST=gamma; LINK=log] subject+d11
HGFIXEDMODEL [DIST=poisson; LINK=log;DISPERSION=*;] group+timepoint
HGANALYSE [MAXCYCLE=50; EXIT=check] cd4
IF check "retry with adjusted Aitkin extrapolation"
HGANALYSE [MAXCYCLE=50; EMETHOD=adjusted; EXIT=check] cd4
ENDIF
IF check "retry with no Aitkin extrapolation"
HGANALYSE [MAXCYCLE=50; EMETHOD=*; EXIT=check] cd4
ENDIF
IF check "fit without di"
HGRANDOMMODEL [DIST=gamma; LINK=log] subject
HGFIXEDMODEL [DIST=poisson; LINK=log;DISPERSION=*;] group+timepoint
HGANALYSE [MAXCYCLE=50; EMETHOD=*; EXIT=check] cd4
EXIT [CONTROL=for; REPEAT=yes] check
HGKEEP [modeltype=dispersion] estimates=dispest1
HGKEEP [modeltype=mean;rmethod=simple] residuals=resm1;
fittedvalues=fitm1;estimates=meanest1;\
likelihoodstat=dev12
calc lik1$[k]= dev11$[4]-dev12$[4]
Calc omega1$[k]=0
Calc sig21$[k]=exp(dispest1$[1])
ELSE
HGKEEP [modeltype=mean;rmethod=simple] residuals=resm1;
fittedvalues=fitm1;estimates=meanest1;\
likelihoodstat=dev12
HGKEEP [modeltype=dispersion] estimates=dispest1
calc lik1$[k]= dev11$[4]-dev12$[4]
Calc omega1$[k]= exp(dispest1$[3])
Calc sig21$[k]=exp(dispest1$[1])
"Calc p-values for lik. "
calc pval1$[k]=1-(0.68+0.32*(CLCHISQUARE(lik1$[k];1;0)))
endif
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Endfor
print obs1,lik1,omega1,sig21,pval1
"VSOM for outlying subjects"
variate [nvalues = #n] zs12,zs38, zs32
calc zs12 =z2$[*;12]
calc zs32 = z2$[*;32]
calc zs38 = z2$[*;38]
GROUPS [PRINT=summary; LMETHOD=give] zs12,zs32,zs38; FACTOR=z12,z32,z38
HGRANDOMMODEL [DIST=gamma; LINK=log] subject+z12+z32+z38
HGFIXEDMODEL [DIST=poisson; LINK=log;DISPERSION=*;] group+timepoint
HGANALYSE [MAXCYCLE=50; EXIT=check] cd4
"VSOM combing subjects and observations"
HGRANDOMMODEL [DIST=gamma; LINK=log] subject+z12+z32+z38+d11+d47+d124+d125
HGFIXEDMODEL [DIST=poisson; LINK=log;DISPERSION=*;] group+timepoint
HGANALYSE [MAXCYCLE=50; EXIT=check] cd4
"Drop outliers"
SPLOAD ’C:/Users/Officeworks/Desktop/thesis_drop/count/abs_dropz_drop.gsh’
HGRANDOMMODEL [DIST=gamma; LINK=log] subject
HGFIXEDMODEL [DIST=poisson; LINK=log;DISPERSION=*;] group+timepoint
HGANALYSE [MAXCYCLE=50; EXIT=check] cd4
10.1.3 Updated seed germination dataset VSOM GENSTAT
code
SPLOAD ’C:/Users/Officeworks/Desktop/binomial/beta_seeds/beta_seeds.gsh’
scalar n1; value=21
variate[;1...#n1]obs
print id,y,n,species2,extract2
calc y$[3] =81
calc y$[6] =0
print id,y,n,species2,extract2
" beta-binomial HGLM "
HGRANDOMMODEL [DIST=beta; LINK=logit] id
HGFIXEDMODEL [DIST=binomial; LINK=logit;DISPERSION=1;] species2+extract2+ species2*extract2
HGANALYSE y; nbinomial=n
HGKEEP [modeltype=mean;rmethod=simple] residuals=resm;fittedvalues=fitm
;estimates=meanest;\
likelihoodstat=dev11
HGKEEP [modeltype=dispersion] estimates=disp
print dev11
print dev11$[4]
print disp$[1]
\HGPLOT fitted,normal,histogram,absresidual
\HGPLOT[random=herd] fitted,normal,histogram,absresidual
"Fit a glm + random effect for each observation, keep var. components and obstain
likelihood ratio tests using HGLM"
VARIATE [NVALUES=#n1]lik,d,pval
VARIATE [NVALUES=#n1]sig2,omega
scal mis;val=(*)
\calc init[1...3] = exp(-4,-8,-1)
FOR [NTIMES=#n1;INDEX=k]
Calc d=mis
calc d$[k]=1
GROUPS [PRINT=summary; LMETHOD=give] d; FACTOR=d1
HGRANDOMMODEL [DIST=beta; LINK=logit] id +d1
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HGFIXEDMODEL [DIST=binomial; LINK=logit;DISPERSION=1;] species2+extract2+ species2*extract2
HGANALYSE [MAXCYCLE=50; EXIT= check] y; nbinomial=n
\ IF check "retry with adjusted Aitkin extrapolation"
\ HGANALYSE [MAXCYCLE=50; EMETHOD=adjusted; EXIT=check] r; nbinomial=n
\ ENDIF
\ IF check "retry with no Aitkin extrapolation"
\ HGANALYSE [MAXCYCLE=50; EMETHOD=*; EXIT=check] r;nbinomial=n
\ENDIF
IF check "fit without di"
HGRANDOMMODEL [DIST=beta; LINK=logit] id
HGFIXEDMODEL [DIST=binomial; LINK=logit;DISPERSION=1;] species2+extract2+ species2*extract2
HGANALYSE [MAXCYCLE=50; EMETHOD=*; EXIT =check]y; nbinomial=n
EXIT [CONTROL=for; REPEAT=yes] check
HGKEEP [modeltype=dispersion] estimates=dispest1
HGKEEP [modeltype=mean;rmethod=simple] residuals=resm1;fittedvalues=fitm1;estimates=meanest1;\
likelihoodstat=dev12
\print dev12
\print k, dev12
calc lik$[k]= dev11$[4]-dev12$[4]
Calc omega$[k]=0
Calc sig2$[k]=exp(dispest1$[1]) \subject variance
ELSE
HGKEEP [modeltype=mean;rmethod=simple] residuals=resm1;fittedvalues=fitm1;estimates=meanest1;\
likelihoodstat=dev12
\print dev12
HGKEEP [modeltype=dispersion] estimates=dispest1
\print dispest1
calc lik$[k]= dev11$[4]-dev12$[4]
Calc omega$[k]= exp(dispest1$[2])
Calc sig2$[k]=exp(dispest1$[1])
"Calc p-values for lik. "
calc pval$[k]=1-(0.68+0.32*(CLCHISQUARE(lik$[k];1;0)))
endif
Endfor
print obs,lik,omega,sig2,pval
"individual observations VSOM"
VARIATE [NVALUES=#n1]lik,dl3,dl6,pval
VARIATE [NVALUES=#n1]sig2,omega
scal mis;val=(*)
calc dl3$[3]=1
calc dl6$[6]=1
print dl3,dl6
GROUPS [PRINT=summary; LMETHOD=give] dl3; FACTOR=d3
GROUPS [PRINT=summary; LMETHOD=give] dl6; FACTOR=d6
HGRANDOMMODEL [DIST=beta; LINK=logit] id +d3+d6
HGFIXEDMODEL [DIST=binomial; LINK=logit;DISPERSION=1;] species2+extract2+ species2*extract2
HGANALYSE [MAXCYCLE=50; EXIT= check] y; nbinomial=n
"drop observations"
SPLOAD ’C:/Users/Officeworks/Desktop/binomial/beta_seeds/beta_seeds_drop2.gsh’
HGRANDOMMODEL [DIST=beta; LINK=logit] id
HGFIXEDMODEL [DIST=binomial; LINK=logit;DISPERSION=1;] species2+extract2+ species2*extract2
HGANALYSE y; nbinomial=n
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