In this work, we propose an approach for computing the positive solution of a fully fuzzy linear system where the coefficient matrix is a fuzzy n×n matrix. To do this, we use arithmetic operations on fuzzy numbers that introduced by Kaffman in [18] and convert the fully fuzzy linear system into two n × n and 2n × 2n crisp linear systems. If the solutions of these linear systems don't satisfy in positive fuzzy solution condition, we introduce the constrained least squares problem to obtain optimal fuzzy vector solution by applying the ranking function in given fully fuzzy linear system. Using our proposed method, the fully fuzzy linear system of equations always has a solution. Finally, we illustrate the efficiency of proposed method by solving some numerical examples.
Introduction
There are many linear equation systems in many areas of science and engineering. According to Moore [20] exact numerical data might be unrealistic, but there could be considered uncertain data as more aspects of a real word problem. Fuzzy data is being used as a natural way to describe uncertain data. Fuzzy concept was introduced by Zadeh [23, 24] . So, we need to solve those linear systems in which all parameters , or some of them are fuzzy numbers. Friedman et al. [13, 14] applied an embedding method for solving Ax = b, where A is a nonsingular crisp matrix. Moreover, they transformed the n × n fuzzy linear system to a 2n × 2n real linear system. As a result, they solved the 2n × 2n real linear system using the inverse matrix. There are many other numerical methods for solving fuzzy linear systems such as Jacobi, Gauss-Seidel, Adomiam decomposition method and SOR iterative method [1, 2, 3, 4] . Cheng in [7] introduced a ranking function and Ghanbari et al. in [15] obtained fuzzy linear equation system by ranking functions so that the matrix A is non-fuzzy. Dehgan in [8, 9, 10] introduced full fuzzy system in which b and A are fuzzy vector and fuzzy matrix, respectively. Then Kumar in [19] obtained exact solution of fully fuzzy linear system by solving a linear programming. In this article, we will obtain positive exact solution or positive approximate solution of fully fuzzy linear system by using ranking function. This paper is organized as follows: In Section 2, the basic concept of fuzzy number operation is brought. In Section 3, the main Section of the paper, a new approach based on ranking functions for solving fully fuzzy linear system, is suggested. The proposed idea is illustrated by solving some numerical examples in the Section 4. Finally conclusion is drawn in Section 5.
Preliminaries
In this section, we give some basic definitions of fuzzy numbers. 
µÃ(x)
= 0outside some interval [c, d].
There are real numbers
The set of all fuzzy numbers (as given by Definition (2.1)) is denoted by F (ℜ) 1 . An alternative definition or parametric form of a fuzzy number which yields the same F (ℜ) 1 is given by Kaleva [16] .
Definition 2.2. A fuzzy numberÃ is LR−type if there exit L (for left) and R (for right) and scalars
where L and R are strictly decreasing functions defined on [0, 1] and satisfy the conditions:
The mean value ofÃ, m, is a real number, and α, β are called the left and right spreads, respectively.Ã is denoted by (m, α, β) LR .
We denote the set of triangular fuzzy numbers by F (ℜ) 1 T . In this paper, we use ranking function R( x) = √ x 2 0 + y 2 0 introduced by Cheng [7] which is based on centroid point where for any triangular fuzzy number x = (m, α, β), x 0 and y 0 are as follows:
) . Arithmetic operations between two triangular fuzzy numbers, defined on universal set of real numbers ℜ, are reviewed [18] . Theorem 2.1. [17] , LetM = (a, b, c) andÑ = (x, y, z) are two arbitrary triangular fuzzy numbers and λ > 0 is a real number. Then 
Definition 2.4. A matrixÃ = [ã ij ] n i,j=1 is called a fuzzy matrix if for all i and j,ã ij ∈ F (ℜ) 1 T . A will be positive (negative) and denoted by
A > 0 ( A < 0) if for all i and j, a ij > 0 ( a ij < 0). Clearly, N = (a, b,
c) is positive (negative), if and only if a > 0 (c < 0).
Non-negative and non-positive fuzzy matrices will be defined similarly.
is called a fuzzy numbers vector, wherex
3 Solutions of fully fuzzy linear system by ranking function
is called a fully fuzzy linear system of equations (FFLSE) where the coefficient matrix 
where the crisp linear system By = b 2 is the 1−cut or mean value of systemÃ ⊗x =b andã T i is the i−th row of A.
Notation 3.2. We break up the matrix A into two n × n matrices such that their
We also break up the matrix C into two n × n matrices, similarly.
Let
be n × n matrices, where,
Theorem 3.1. The system (3.4) with the multiplication defined in Theorem 2.1 is equivalent to
where
Proof. Using the multiplication defined in Theorem 2.1, we have
Proposition 3.1. Suppose that the matrices B and M = (
are invertiable,
. . , n, be the solution of (3.5) . Then this solution is a nonnegative fuzzy exact solution of
Proof. Using Theorem 3.1, the proof is clear.
According to Theorem 3.1, we know that the system (3.4), A ⊗ x = b, is equivalent to
Now, suppose that one of the matrices B and M (or both) be singular or the solution of (3.6) doesn't hold in the condition 0
In this case, we may try to find approximate solution for (3.4) . For this purpose, we consider the following constrained least squares problem :
Remark 3.1. Let for all i and j, 0 ∈ supp(ã ij ), i.e., for all i and j, a ij < 0 and c ij ≥ 0.
Using Theorem (3.1), the system (3.4) is transformed to the following form:
Also, we can rewrite (3.8) in the matrix form as:
If A, B and C are non-singular matrices, then we obtain: [19] introduced the distance function,
(3.11) and for two LR fuzzy vectorsx = (x 1 , . . . ,x n ) andỹ = (ỹ 1 , . . . ,ỹ n ) defined the distance betweenx andỹ to be,
(3.12) 
Numerical examples
Example 4.1. Consider the following system: 
(6, 12, 14) (7, 10, 12)
as a positive fuzzy number vector solution of (4.13). as a positive fuzzy number vector solution of (4.14) but the proposed method by kumar [17] has not solution. Also, the objective value of (3.7) is 0.6812963 × 10 −20 .
Example 4.2. Consider the following system:
               (5.        x 1 x 2 z 1 z 2     =    
Example 4.3. Consider the following system:
= (−36, −36, −33)
as a positive fuzzy number vector solution of (4.15) . 
Example 4.4. Consider the following system:
               (4.{ (−2, 3, 4) ⊗ (x 1 , y 1 , z 1 ) ⊕ (−3, −2, −1) ⊗ (x 2 , y 2 , z 2 ) = (5, 21, 43) (−1, 1, 2) ⊗ (x 1 , y 1 , z 1 ) ⊕ (1, 3, 4) ⊗ (x 2 , y 2 , z 2 ) = (−6,                             (−1, 0, 3) ⊗ (x 1 , y 1 , z 1 ) ⊕ (−3, 1, 2) ⊗ (x 2 , y 2 , z 2 ) ⊕(−2, 0, 0) ⊗ (x 3 , y 3 , z 3 ) = (−31, 6, 24) (−2, −1, 2) ⊗ (x 1 , y 1 , z 1 ) ⊕ (−1, 2, 5) ⊗ (x 2 , y 2 , z 2 ) ⊕(−5, 3, 4) ⊗ (x 3 , y 3 ,z
Conclusion
In this paper, we used arithmetic operations on fuzzy numbers that introduced by Kaffman [18] and found the positive fuzzy number vector solution for the fully fuzzy linear system of equations. First, we converted the FFLSE into two crisp systems and if both coefficient matrices be non-singular then we solved the crisp systems. By allocating the vector solution of 2n × 2n system to the vector solution of n × n system, we obtained the vector solution of the FFLSE. If the vector solutions were acceptable (Solution be positive and satisfies the fuzzy number condition), we set that the fuzzy numbers vector solution of FFLSE. Else we solved the constrained least squares problem to found the optimal fuzzy numbers vector solution. In comparison with the proposed method by kumar [17] , our proposed method is very useful and the FFLSE always has positive fuzzy numbers vector solution and we showed this capability by solving some numerical examples.
