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Preface 
This thesis is submitted in accordance with the regulations for the degree of Doctor of 
Philosophy in the University of Glasgow. 
Almost all of the results of this thesis are the original work of the author with the exception 
of several results specifically mentioned in the text and attributed there to the authors 
concerned. 
Chapter one contains preliminary material that include some basic definitions, notions and 
some known results which will be used in this thesis. 
A part of chapter two is a joint work with Prof. J. J. Nieto and Angela Torres and is 
submitted for publication [51]. Much of chapters three and six is a joint work with Prof. 
J. R. L. Webb. The results of chapter three, section 1, have appeared [53] and the results 
of chapter three, section 2, is accepted for publication [49]. Much of chapter four is joint 
work with Rosana Rodriguez Lopez and part of it is accepted for publication [52]. The 
results of chapter three, section 2, and chapter five are the original work of the author 
alone. The results of chapter five, section 1, have appeared [45], while the results of section 
2, chapter five, is accepted for publication [48]. The results of chapter six section 1, is 
accepted for publication [54] while section 2 and 3, are submitted for publication [55,56]. 
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Summary 
This thesis is concerned with the existence, uniqueness, approximation and multiplicity of 
solutions of nonlinear boundary value problems. In chapter one, we recall some basic con- 
cepts and methods which we use throughout the thesis. They include the notions of upper 
and lower solutions, modification of the nonlinearity, Nagumo condition, the method of 
quasilinearization, its generalization and the concept of degree theory. 
In chapter two, we establish new results for periodic solutions of some second order non- 
linear boundary value problems. We develop the upper and lower solutions method to 
show existence of solutions in the closed set defined by the well ordered lower and upper 
solutions. We develop the method of quasilinearization to approximate our problem by 
a sequence of solutions of linear problems that converges to the solution of the original 
problem quadratically. Finally, to show the applicability of our technique, we apply the 
theoretical results to a medical problem namely, a biomathematical model of blood flow 
in an intracranial aneurysm. 
In chapter three we study some nonlinear boundary value problems with nonlinear nonlo- 
cal three-point boundary conditions. We develop the method of upper and lower solutions 
to establish existence results. We show that our results hold for a wide range of nonlinear 
problems. We develop the method of quasilinearization and show that there exist mono- 
tone sequences of solutions of linear problems that converges to the unique solution of the 
nonlinear problems. We show that the sequences converges quadratically to the solutions 
of the problems in the C' norm. We generalize the technique by introducing an auxiliary 
function to allow weaker hypotheses on the nonlinearity involved in the differential equa- 
tions. 
In chapter four, we extend the results of chapter three to nonlinear problems with linear 
four point boundary conditions. We generalize previously existence results studied with 
constant lower and upper solutions. We show by an example that our results are more 
general. We develop the method of quasilinearization and its generalization for the four 
point problems which to the best of our knowledge is the first time the method has been 
applied to such problems. 
In chapter five, we extend the results to second order problems with nonlinear integral 
boundary conditions in two separate cases. In the first case we study the upper and lower 
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solutions method and the generalized method of quasilinearization for the integral bound- 
ary value problem with the nonlinearity independent of the derivative. While in the second 
case we allow the nonlinearity to depend also on the first derivative. 
Finally, in chapter six, we study multiplicity results for three point nonlinear boundary 
value problems. We use the method of upper and lower solutions and degree arguments 
to show the existence of at least two solutions for certain range of a parameter r and 
no solution for other range of the parameter. We show by an example that our results 
are more general than the results studied previously. We also study existence of at least 
three solutions in the presence of two lower and two upper solutions for some three-point 
boundary value problems. In one problem, we employ a condition weaker than the well 
known Nagumo condition which allows the nonlinearity f (t, x, x') to grow faster than 
quadratically with respect to x' in some cases. 
Introduction 
The theory of nonlinear boundary value problems is an important and interesting area 
of research in differential equations. Due to the entirely different nature of the underly- 
ing physical processes, its study is more difficult than that of initial value problems. A 
variety of techniques are employed in the theory of nonlinear boundary value problems 
for existence results. One of the most powerful tools for proving existence of solutions is 
the method of upper and lower solutions. The basic idea is to modify the given problems 
suitably and then use known existence results of the modified problems together with the 
theory of differential inequalities, to establish existence of solutions of the given problems. 
Since explicit analytic solutions of nonlinear boundary value problems in terms of familiar 
functions of analysis are rarely possible, one needs to exploit various approximate meth- 
ods. One of the most powerful techniques, which yields a monotone sequence with rapid 
convergence, is the method of quasilinearization. 
The basic idea of the original method of quasilinearization, developed by Bellman and 
Kalaba [9,10], is to provide an explicit analytic representation for the solution of a non- 
linear differential equations which yields point-wise lower estimates for the solution of the 
problem whenever the function involved is convex. Recently, Lakshmikantham [61-63] 
generalized the method of quasilinearization by not demanding the convexity assumption 
so as to be applicable to a much larger class of nonlinear problems [4,5,46,47,60]. Chapter 
one of this thesis deals with these and some other basic concepts and definitions. 
In chapter two, we establish new results for periodic solutions of some second order non- 
linear boundary value problems [51], of the type 
x"(t) = f(t, x, x'), t E [0, T], 
x(0) = x(T), x'(0) = (T), T>0, 
where the nonlinearity f is continuous on [0, T] x g2. We prove the validity of the classical 
upper and lower solutions method and of monotone iterative technique to show existence 
of at least one solution in the closed ordered interval defined by lower and upper solutions. 
This provides estimates for the solution and a numerical procedure to approximate the 
solution of the problem. We assume some monotone conditions on f to show uniqueness 
of solutions. We develop the method of quasilinearization to approximate our problem as 
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a sequence of solutions of linear problems that converges to a solution of the nonlinear 
problem quadratically. We improve previously studied results where the nonlinearity did 
not depend on the derivative [50,72]. We introduce an auxiliary function to allow weaker 
hypothesis on the nonlinear function and hence prove results on the generalized quasilin- 
earization method. To show the applicability of our techniques, we apply the theoretical 
results to a medical problem: a model of blood flow inside an intracranial aneurysm [77-79] 
x"(t) = px' + ax - bx2 - cx3 -F cos (ht), tE [0, T], 
x(0) = x(T), x'(0) = x'(T), 
where x represents the velocity of blood flow inside an aneurysm, and p, a, b, c, F, h are 
medical parameters, varying from patient to patient. 
In chapter three, we study some nonlinear boundary value problems of the type 
x"(t) =f (t, x, x'), tE [0,1] = J, 
subject to each of the nonlinear three-point boundary conditions [49,53] 
x(O) = a, x(1) = g(x(77)), 
x(0) = a, x'(1) = g(x(rj)), 0< 77 < 1, 
(0.0.2) 
(0.0.3) 
where f: [0,1] x I[F2 -* R and g: IR -+ Il are continuous and may be nonlinear. We 
develop the method of upper and lower solutions to establish existence results. Assuming 
the existence of a lower solution a and an upper solution , ß, such that a<A on J, and 
the nonlinear function f satisfies a Nagumo condition relative to a, Q, we prove existence 
of at least one solution x of the problem such that a(t) < x(t) < /3(t) on J. Moreover, 
we prove that there exists a constant C which depends on a, ß and w (Nagumo function) 
such that Ix'(t)I <C on J. We assume some monotone condition on f to prove uniqueness 
results. We show that our results hold for a wide range of nonlinear problems, including 
problems of the form 
T" - I- Ip-1x' -f (x), where 0<p<2, 
subject to the well-studied boundary conditions 
x(0) =a>0, x(1) = bx(i), 0< 877 < 1. 
For these particular problems we show the existence of a positive solution when f satisfies 
conditions a little weaker than 0<f (x) < ryxP +C for some ry < 1. For the approximation 
of solution, we develop the method of quasilinearization. We assume f and its partial 
derivatives up to second order are continuous and the boundary function g is convex. We 
prove that there is a sequence of solutions of linear problems which converges uniformly and 
quadratically to the unique solution of the original problems. We control both the function 
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and its first derivative and prove results on quadratic convergence in the C' norm. Finally, 
we introduce an auxiliary function ¢ and generalize the method of quasilinearization, using 
weaker hypotheses on f. 
In chapter four, we extend the results of chapter three to nonlinear problems with linear 
four point boundary conditions [52], of the type 
x"(t)= f(t, x, x'), [a, b], (0.0.4) 
x(a) = x(c), x(b) = x(d), 
where a<c<d<b. Existence theory for the solution of four point boundary value 
problems have been given in a number of papers by Rachunkova [82-84]. In theorem 
1 of [84], Rachunkova, proved existence of solutions for the four point boundary value 
problem (0.0.4) under various combinations of sign conditions on the function f (t, x, x'). 
In theorem 4.2.5, we study existence results under more general conditions, assuming 
existence of upper and lower solutions, which are not necessarily constant, that is, there 
exist a, QE C2 [a, b] such that 
f (t, a(t), a '(t)) < a" (t), f (t ß(t), ß'(t)) > ß"(t), tE [a, b]. (0.0.5) 
The conditions (0.0.5) include the corresponding conditions 
f (t, rl, 0) < 0, f (t, r2) 0) > 0, rl < r2, rl, r2 E IR, 
studied in [84] as a special case. We show by an example that our results are more general. 
The conditions 
f (t, x, Rl) < 0, f (t, x, R2) >0 for all xE [rl, r2] and a. e. te [a, b], (0.0.6) 
f (t, x, R3) > 0, f (t, x, R4) <0 for a. e tE [d, b] and xE [rl, r2], 
where, Rl <0< R2, R3 <0< R4, Rl R3, R2 # R4 studied in [84] are more restrictive 
than the ones we study, and can never be satisfied in the type of example we give. Moreover, 
we also study existence results under the following conditions 
f (t, x, -R) < 0, f (t, x, R) >0 for xE [min a(t), max 
ß(t)], tE [a, d], 
(0.0.7) 
f (t, x, -R) > 0, f (t, x, R) <0 for xE [min a(t), max ß(t)], tE (d, b], 
where R> max{II&'ll, 1Iß'I1}, which are less restrictive than (0.0.6). We develop the method 
of quasilinearization and the so called generalized method of quasilinearization for the four 
point problems which to the best of our knowledge is the first time the method has been 
applied to such problems. 
In chapter five, we extend the results to second order problems with nonlinear integral 
boundary conditions [45,48]. They include two, three, multipoint and nonlocal boundary 
value problems as special cases. Existence results for boundary value problems with linear 
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integral boundary conditions are studied in [25,43,44,66]. We discuss two separate cases. 
In the first case, we study the integral boundary value problem with the nonlinearity 
independent of the derivative 
x"(t) =f (t, x), tcJ= [0, il, 
x(0) - klx'(o) =f1 h1(x(s))ds, x(1) + k2x'(1) =f1 h2(x(s))ds, 
(o. o. g) 
00 
where f: JxR -3 T and hi : IR -ý 1 (i = 1,2) are continuous functions and ki are 
nonnegative constants. In the second case, we allow the nonlinearity to depend also on 
the first derivative 
- x"(t) =f (t, x, x'), tcJ= [0,1], 
i (0.0.9) 
x(0) = a, x(1) =J g(x(s)ds 
where f: Jx ]R x JR -+ IR, g: lib -4 JR are continuous and are nonlinear. In each case exis- 
tence and uniqueness of solutions is shown via the method upper and lower solutions. We 
approximate our problems by a sequence of linear problems to obtain a monotone sequences 
of approximants. We show that the sequences of approximants converges quadratically to 
a solution of the BVPs. 
Finally, in chapter six, we study multiplicity results for three point nonlinear boundary 
value problems with linear boundary conditions [54-56]. We study two type of problems, 
one with a parameter r and the other without a parameter. For the first problem 
-x" =f (t, x, x') - ro(t), tEJ= (0,1) 
x(0)=0, x(1)=Sx(, q), 0<än <1,0<77 <1, 
(0.0.10) 
we use the method of upper and lower solutions and degree arguments to show that, for 
a certain range of the parameter r, there are no solutions while for some other range of 
values there are at least two solutions of the problem. Existence of at least two solutions for 
other boundary conditions have been studied in many papers, for example [17,23,27,80,82]. 
In [82], existence of at least two solutions for (0.0.10) with four-point boundary conditions 
is studied in the presence of constant lower and upper solutions. In [27], 0 is taken to 
be the normalized positive eigenfunction associated with the first eigenvalue A=1 of the 
linear problem 
x" + Ax = 0, x(0) = 0, x(ir) = 0, 
existence of at least two solutions for (0.0.10) with the Dirichlet boundary conditions is 
studied. Both the authors assumed that the set of all solutions is bounded above and the 
nonlinearity f (t, x, x') is bounded for bounded x. In contrast, here we study the problem 
(0.0.10) not only with different boundary conditions (three-point boundary conditions) 
but also assume the existence of lower and upper solutions which are not necessarily 
ix 
constants. Moreover, we do not require the set of solutions to be bounded and allow 0 to 
be any positive continuous bounded function without requiring f (t, x, x') to be bounded. 
In the second case, we study existence of at least three solutions in the presence of two 
lower and two upper solutions for the three-point boundary value problem 
-x"(t) =f (t, x, x'), tEJ= [0, il, (0.0.11) 
subject to each of the boundary conditions 
x(0) = 0, x(1) = sx(rr), 0< 677 < 1,0 < 77 < 1, (0.0.12) 
x'(O)=0, x(1)=6x(77), 0<8, ij<1. 
In [35], existence of at least three solutions for (0.0.11) with the Dirichlet conditions is 
studied. The main assumption in [35] is the existence of two lower solutions al, a2 and two 
upper solutions /j1,82 such that al < a27 /31 < 02 and that f satisfies a Nagumo condition. 
The Nagumo condition permits a maximum growth rate of f (t, x, x') with respect to x' 
which is roughly quadratic. We study different problems and in one problem, we use a 
condition weaker than the well known Nagumo condition, namely we suppose there are 
functions 0,0 such that 
Oc(t, x) + 0x(t, x)O(t, x) +f (t, x, O(t, x)) < 0, 
IN (t, x) + 0x(t, 40 (t, x) + f(t, x, 10 (t, x)) > 0, 
which conditions were studied in [11], to allow higher growth rate of f with respect to x'. 
Existence of at least one solution under the above conditions is studied in [87] whereas we 
obtain at least three solutions. We show by an example that our results are more general 
than the results studied in [35] and that the results of [35] can never be applied to the 
type of example we give. 
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Chapter 1 
Preliminaries 
Throughout this work we will be interested in the theory of existence, uniqueness, approx- 
imation and multiplicity of solutions of nonlinear boundary value problems. Depending on 
the nature of a boundary value problem, we will use different tools of nonlinear analysis, 
for example, lower and upper solutions methods, the method of quasilinearization, the 
generalized method of quasilinearization and degree theory. In this chapter, we give an 
introduction to these concepts. 
1.1 Upper and lower solutions method 
When we study boundary value problems for second order nonlinear differential equations 
of the type 
x"(t)= f(t, x, x), tEI=[a, b] (1.1.1) 
with certain linear or nonlinear boundary conditions on the compact interval [a, b] C IR, 
we often use the properties of lower and upper solutions for (1.1.1) to establish existence 
of solutions. The basic idea is to modify the given problem suitably and then employ 
Leray-Schauder theory or known existence results of the modified problem, together with 
the theory of inequalities, to establish existence results of the given problem. The method 
of upper and lower solutions for ordinary differential equations has been introduced by 
E. Picard in 1893 [81], but the method has been further developed by Scorza Dragoni 
in 1931 [20]. Such methods allow us to ensure the existence of at least one solution of 
the considered problem lying between a lower solution a and an upper solution ß, such 
that a<ß are in R. The case where the upper and lower solutions are in the reversed 
ordered a>ß has also received some attention. Recently, the author studied existence 
results for Neumann problems [46] and periodic problems [47] in the presence of lower and 
upper solutions in the reversed ordered. Let us first note the definition of lower and upper 
solutions 
1 
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Definition 1.1.1. [Upper and lower solutions] Let f be continuous on Ix R2. The 
functions a, 0E C2(I) are called lower and upper solutions for (1.1.1), if they satisfy 
f (t, aM , a'(t)) 
< a" (t), 
f (t, ß(t), ß'(t)) ? ß"(t), 
(1.1.2) 
for all tEI. If the inequalities of (1.1.2) are strict, then a, ß are called strict lower and 
upper solutions. For the estimation at the end points a, b of I, we use certain connections 
between a, ß and the boundary conditions. It is well known that for the classical two-point 
boundary conditions such a connection has the following form. 
" For the Dirichlet boundary conditions (x(a) = c, x(b) = d), a, Q satisfy 
a(a) < c, a(b) < d, ß(a) > c, 0(b) > d. 
" For the periodic boundary conditions: x(a) = x(b), x'(a) = x'(b), we have 
a(a) = a(b), a '(a) >a (b), 
#(a) = ß(b), /3'(a) ß'(b). 
Similarly, 
" for the three-point nonlinear boundary conditions: x(a) = c, x(b) = g(x(rI)), where 
g is continuous and 71 E (a, b), we have 
a(a) < c, a(b) <_ 9(a(? l)), 
O(a) ? C, ß(b) ? 9(9(77))" 
" For the nonlinear nonlocal three-point conditions: x(a) = c, x'(b) = g(x(71)), a< 
77 < b. we have 
a(a) c, a '(b) < g(a(rb)), 
ß(a) ? c, ß'(b) ? g(ß(7))" 
" For the three point boundary conditions: x'(0) = 0, x(1) = bx(rt), we have 
al(o) > 0, a(1) < b(a(77)), 
ßl(0) <_ 0, ß(1) ? b(Q(71)). 
" For the four-point boundary conditions: x(a) = x(c), x(d) = x(b), where a<c< 
d<b, we have 
a(a) a(c), a(d) < a(b), 
,8 
(a) ? fl (c), 0 (d) ?0 (b)" 
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9 For the integral boundary conditions: 
x(a) - klx'(a) =Jb hi (x(s))d(s), x(b) + k2xf(b) =Jb h2(x(s))d(s), 
J. 
a 
where k1, k2 ER and hl, h2 E C(I) are nonlinear, we have 
hl (x(s))d(s), a(b) + k2ä (b) <fb h2(x(s))d(s), a(a) - kla'(a) < 
la b 
/ 
, ß1a) - kiß'(a) >f6 hi(x(s))d(a s), ß(b) + k2ß'(b) ?fb h2 (x / s))d(s)" 
aa 
3 
A fundamental result concerning the upper and lower solutions for the problem (1.1.1) 
with Dirichlet boundary conditions, is the following. 
Theorem 1.1.2. Assume that a, ßE C2(I) are lower and upper solutions of (1.1.1). If 
f: Ix JR2 -+ III is continuous and f (t, x, x') is strictly increasing in x for each (t, xI) E Ix lid, 
then a(t) < , ß(t) on I. In particular, there is at most one solution. 
Proof. Define w(t) = a(t) - ß(t), tEI, then wE C2(I) and 
w(a) < 0, w(b) < 0. (1.1.3) 
Suppose w(t) has a positive maximum at some to E I. The boundary conditions (1.1.3) 
implies that to E (a, b) and hence 
w(to) > 0, w'(to) =0 and w"(to) < 0. 
However, using the increasing property of f in x, we obtain 
W" (to) = ä' (to) - ß"(to) ?f (to, a(to), 0, (to)) -f (to, ß(to), 0, (to)) > 0, 
a contradiction. Hence a(t) < ß(t) on I. 
We need the following theorem (theorem 1.1.3 [11]) for our later work. 
Theorem 1.1.3. Let fE C(I xRx R) be bounded on IxRx 
0 
Then the boundary R 
value problem (1.1.1) with x(a) =0= x(b), has a solution. 
Proof. Let M be the bound of f on Ix ]R x R. Define a mapping T: E -4 E by 
Tx(t) =Jb G(t, s) f (s, x(s), x'(s))ds, 
n 
where the Banach space E= Cl (I) with the norm 
11XIIE = max Jx(t)1 + max IXI(t)I, 
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and G(t, s) is the Green's function defined by 
r, ýt_. s) = - \- 7 -1 L U-uI /L ., \/1 ._\ :l.. /4/-/L 
i 
-1 (b-t)(s-a), ifa<s<t<b, 
-a (b-s)(t-a), ifa<t<s < b. 
4 
We note that the derivative Gt(t, s) has a jump discontinuity Gt(s+, s) - Gt(s-, s) = 1. 
It follows that IGt(t, s) I<1 on IxI. Letting 
N= max IG(t, s)(b - a)I, Nl = mEI IGt(t, s)(b - a)I, S, tEI 
then 
I (Tx)(t)I < NM, I (Tx)'(t)I < N1 M. 
Hence, T maps the closed, bounded, and convex set 
Bo= {xEE: Ix(t)I <NM, Ix'(t)I <N1M} 
into itself. Moreover, since I (Tx)"(t) I<M, using the relation 
(Tx)'(t) = (Tx)'(a) + 
ft(Tx)u'(r)dr 
we have 
ft(Tx)"(r)dr 
(Tx)'(t) - (Tx)'(s)I =< MIt - sj, 
for any s, tEI (s < t). Thus {(Tx)} is equicontinuous and hence T is completely contin- 
uous by Ascoli's theorem. The Schauder's fixed point theorem then yields the fixed point 
of T which is a solution of the boundary value problem. Q 
Employing the notion of upper and lower solutions, let us first define a modification of 
the nonlinear function f (see for example [11]). 
Definition 1.1.4. [Modified function] Let a, ,ßE 
C2(I) be lower and upper solutions 
of (1.1.1) with a<ß on I and let C>0 be such that C> max{ja'(t)j, 1, ß'(t)I :tE I}. 
Define 
F'* (t, x= xý) =f (t, 
f (t, x, -C), 
and 
The 
F(t, ý, x)= F* (t, ý, ýý), 
x') + xl+x e' 
for x' > C, 
for Ix'I < C, 
for x'<-C, 
for x> ß(t), 
for a(t) <x< /3(t), (1.1.4) 
for x< a(t). 
function F(t, x, x') is called a modification of f (t, x, x') associated with the triple 
w-5Jka-caJ, 11 ca -ý a --ý 5 `u. 
a, ß, C. 
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It follows from the definition that F(t, x, x') is continuous and bounded on Ix R2 and 
that 
IF(t, x, x')l <MonIxIf82, 
with M= Mo +1 where 
Mo = max{jf(t, x, x') :tEI, a(t) <x<, ß(t), Ix'(t)I < C} +maxla(t)I +malxIß(t)I. tEI 
Here we remark that we will use different modification of f according to different boundary 
value problems. Now, we consider the modified problem 
x"(t) = F(t, x, x'), tEI (1.1.5) 
x(a) = c, x(b) = d. 
We show that solutions of the modified problem lie in a region where f is unmodified and 
hence are solutions of the unmodified problem. Relative to the modified problem (1.1.5), 
we have the following theorem from [11]. 
Theorem 1.1.5. Let a, ,ßE C2(I) be lower and upper solutions of 
(1.1.1) such that a<ß 
on I. Then the modified boundary value problem (1.1.5) has a solution xE C2(I) such 
that 
a(t) < x(t) < ß(t) on I. (1.1.6) 
Proof. We write the boundary value problem (1.1.5) as an integral equation 
x( t) =ba [(bc - ad) + (d - c)t] + 
jb 
G(t, s)F(s, x(s), x'(s))ds, 
where G(t, s) is the Green's function and is defined by 
G(t, s) = -1 
(b - t)(s - a), ifa<s<t<b, 
b-a (b-s)(t-a), ifa<t<s<b. 
(1.1.7) 
Since F is continuous and bounded on Ix R2, and also G(t, s) is continuous and bounded 
on IxI, it follows that the integral equation (1.1.7) has a fixed point. Hence the BVP 
(1.1.5) has a solution xE C2(I, R). Thus we only need to show that (1.1.6) hold. We shall 
only prove that x(t) < fi(t) on I. The arguments are essentially the same for the case 
a(t) < x(t). Assume, if possible, that x(t) > , ß(t) for some tEI. Then x(t) - ß(t) has a 
positive maximum at a point to E (a, b). Hence it follows that x'(to) = 61 (to), Ix'(to)I <C 
and 
V ito) = F'(to, x(to), x'(to)) 
=f (to, ß(to), ß' (to» + x(to) - 
ß(to) 
1+ x2(to) ' 
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Since 6 is an upper solution, 
Q"(to) S f(to, Qýto)ýQ'(to)) 
and therefore, we arrive at 
x"(to) - 011 (to) > x(to) 2ß(to) >0 1+x (to) 
which is impossible at a maximum of x(t) - /3(t). We conclude that x(t) < ß(t) on I. 0 
We see that existence results for solutions of boundary value problems depend on 
finding an a priori bounds for the solution and its derivative. Here we present a sufficient 
conditions for obtaining such bounds. 
1.1.1 Nagumo condition 
For nonlinear differential equations, it is commonly assumed that the nonlinearity grows 
not faster than quadratically with respect to the gradient. This is a useful assumption in 
order to get an a priori bound on the gradient of solution, which is part of most existence 
proofs for nonlinear second order ordinary differential equations that depend continuously 
on the first derivative. Consider a quasilinear equation on an interval (a, b) 
x1'(t) =f (t, X, x'), tcI. (1.1.8) 
The Nagumo condition permits a maximum growth rate of f (t, x, x') with respect to x' 
which is roughly quadratic. To prove that (1.1.8) together with some boundary conditions 
has a solution, one needs to estimate x' on I. To this end the following natural condition 
(going back to the work of M. Nagumo [74], and S. Bernstein [12] ) is imposed: for all 
tEIandx'EIR, wehave 
If(t, x, x )I < c(x)(1 + 
Ix'12). (1.1.9) 
To see that (1.1.9) implies boundness of Ix'j, assuming boundness of IxI. Let to be the 
extremum point of x(t) and tl EI with to < tl and Ix(t)I < M, tEI. If x'(t) >0 on 
[to, tl], then in view of (1.1.9), we have 
x"(t) ý (t) < c(x(t))x'(t), tE [to, ti 1 +x (t) - 
which implies that 
dt 2 in(i + x'2 
(t)) 
- 
ätC(x) < o, tE [to, tl], 
where C(x) = fo c(s)ds. This means that the function 
m i+2'2 t- C(x) is decreasing on 
[to, tl] and hence 
ln(1 + x'2) < C(x) - C(xo), tE (to, ti], 2- (1.1.10) 
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where xo = x(to). It follows from (1.1.10) that x' is bounded on [to, t1]. If x'(t) <0 on 
[t2i t3], where a< t2 < t3 < b. Then, again using (1.1.9), we have 
x11(t) > -C(x(t))(1 + Ix'(t)12). 
Hence 
x"(t)x'(t) < -c(x(t))(1 + Ix'(t)I2)x (t), tE [t2, t3]. 
As before, we can show that x' is bounded on [12i t3]. Hence x' is bounded on I. 
It is important to note that this argument is independent of boundary conditions. If on the 
other hand, the Nagumo condition is violated, then x' need not be bounded. For example, 
the problem [58], 
x" + (1 + (x')2)2 =0 on (0,2), x(0) = 0, x(2) =0 
has as a solution the upper half of the circle 
(t - 1)2 + x2 = 1, 
with infinite derivatives at t=0 and t=2. Nagumo proved in [75] that the method of 
upper and lower solutions is not valid for a Dirichlet problem when no Nagumo condition 
is imposed. This result is extended by Habets and Pouse [33] to the periodic and separated 
boundary value conditions. 
Now, we give a general definition of the Nagumo condition relative to upper and lower 
solutions. 
Definition 1.1.6. Let fE C(I x R2, R) and a, ,ßE C(I, IR) with a(t) < Q(t) on I. 
Suppose that for tEI, a(t) <x<, 6(t) and x' E R, 
I f(t, x, x')I <w(ýx'ý)ý (1.1.11) 
where wE C(R+, (0, oo)). If 
T °O sds 
_ ý, 
wýs) 
T0 (1.1.12) 
where 
A(b - a) = max{Ia(a) -, B(b)I, Ia(b) - ß(a)I}, (1.1.13) 
we say that f satisfies a Nagumo condition on I relative to a, ß and the function w is 
called a Nagumo function [111. 
To see that the Nagumo condition implies boundness of the derivative Ix'I of a solution 
x of the differential equation (1.1.8), provided a(t) <x< ß(t) on I, we have the following 
theorem (see [11]). 
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Theorem 1.1.7. Assume that f satisfies a Nagumo condition on I with respect to the 
pair a, P. Then for any solution xE C2(I, I) of the differential equation (1.1.8) with 
a(t) < x(t) < ß(t) on I, there exists an N>0 depending only on a, ,ß and w such that 
Ix'(t) I<N on I. (1.1.14) 
Proof. Because of (1.1.12), we can choose an N>A such that 
N sds ý 
wýs) 
> max/3(t) - mina(t). 
tEi tEI 
If to E (a, b) is such that (b - a)x'(to) = x(b) -x(a), then 
by (1.1.13), we have I x'(to)1 < A. 
Assume that (1.1.14) is not true. Then there exists an interval [t1, t2] CI such that the 
following cases hold: 
1. x'(t1)=A, x'(t2)=NandA<x'(t)<NfortE(t1, t2). 
2. x'(tl)=N, x'(t2)=AandA<x'(t) <Nforte (t1, t2). 
3. X1(t1) = -A, x'(t2) _ -N and -N< x(t) < -A for tE (t1) t2)- 
4. x(ti) = -N, x'(t2) _ -A and -N< x'(t) < -A 
for tE (t1, t2). 
Let us consider case (1) on [t1, t2], using (1.1.11), we obtain 
Ix(t)IX, (t) = If(t, x, x')Ix'(t) < w(X , )x'(t) 
and as a result 
L tz x"(r)x'(r)dr Ix"(r)lx'(r)dr 
W(x'(r)) 
I 
tl W(x'(r)) 
ft2 
<J x'(r)dr = X(t2) - X(tl) < max, 
ß(t) 
-m na(t). 
t, t, 
This contradicts the fact that fa s s) > maxtEr ß(t) - mintEj a(t). 
Now, we consider case 2. Again using (1.1.11), we have 
I h(t)Ix x'(t) < X1 (t), tE [tl, t2]. 
Hence 
ft2 xº, (t)x, (t) dtl < ft2 Jx(t' )Lý(t) dt < 
ýtZ 
x'(t)ds, Jtl h(x'(t)) 
Jl 
h(x'(t)) ti 
which implies that 
JA lt(3) I< x(t2) -X(ti) < maxf(t) 
- min a(t), 
again leads to a contradiction. 
Now we consider the case 3. Using (1.1.11), we obtain 
IX'(t) IX'(t) = I. f (t, X, x)I XI(t) ? w( I XII )x (t), tE [tl, t2], 
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which implies that 
LN Ix"(r)Ix'(r)dr 
>f 
t2 
x'(r)dr. 
W(Ix'(r)I) l 
The change of variable x' -s, yield 
JN 
sds <_ -I 
t2 
x'(r)dr = x(t1) - x(t2) < maxß(t) - mina(t), () t, 
a contradiction. We can deal with the case 4 in a similar way and therefore we conclude 
that (1.1.14) is valid. Q 
We note that the above result is independent of boundary conditions. The following 
results are useful for our later work and for detail see [11]. 
Corollary 1.1.8. Let wE C(]R+, (0, oo)), fE C(I X 1R2, IR) and for t G. I, IxI <M and 
x' E IR, If (t, x, x') 1< w(Ix'j). Assume that 
f°O sds 
w (s ) 
7- 00. 
a 
Then, for any solution xE C2(I, IR) with jx(t) 1<M, there exists an N>0 depending 
only on M, w, (b - a) such that 
I x(t) I <Nonl. 
Also, N -+ 0 as M-+ 0. 
Now, we use the method of upper and lower solutions to prove a theorem on existence 
of solution of the boundary value problem 
x"(t) =f (t, x, x), tEI (1.1.15) 
x(a) = c, x(b) = d. 
Theorem 1.1.9. Let a, ,QE C2(I, R) be respectively, lower and upper solutions of the 
boundary value problem (1.1.15) such that a(t) < , ß(t) on I. Suppose further that f 
satisfies a Nagumo condition on I relative to the pair a, ß. Then the boundary value 
problem (1.1.15) has a solution xE C2(I) such that a(t) < x(t) : 5,6(t) and Ix'(t)l <N on 
I, where N depends only on a, 6 and the Nagumo function w. 
Proof. By Theorem 1.1.7, there is N>0 depending on a, 8, w such that Ix'(t)I <N on I 
for any solution x with a(t) < x(t) < ß(t) on I. Choose C1 >N so that 
Iä (t)I < Ci, I, a'(t)I < C1 on I. 
Then, by Theorem 1.1.7, the boundary value problem 
x"(t) = F(t, x, x'), tE (a, b), 
x(a) = c, x(b) = d. 
00 As 
(1.1.16) 
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has a solution xE C2(I, lid) such that a(t) < x(t) < , 
ß(t) on I, where F(t, x, x') is the 
modification of f (t, x, x') with respect to a, ß and C1 as given in (1.1.4). By the mean 
value theorem, there is to E (a, b) such that 
(b - a)x'(to) = x(b) - x(a), 
and using (1.1.13) it follows that 
Ix(to)I <A <N<c,. 
This implies that there is an interval containing to, where x(t) is a solution of 
x'(t) =f (t, ý, A- 
By Theorem 1.1.7, we have Ix'(t)l <N< C1 on this interval. However, x(t) is a solution 
of x"(t) =f (t, x, x') as long as Ix'(t) < C1. Since a(t) < x(t) < /3(t) on I and f satisfies 
a Nagumo condition, We conclude by Theorem 1.1.7 that x(t) is a solution (1.1.15) on 
I. Q 
The Nagumo condition permits a maximum growth rate of f (t, x, x') with respect to 
x' which is roughly quadratic. In one problem we will replace the Nagumo condition by 
more specialist conditions to allow higher growth rate of f with respect to x', see Chapter 
6. 
We recall some definitions which we use in our later work. 
Definition 1.1.10. [Uniform convergence] A sequence of real valued functions { f, a} 
defined on a set AC JR is said to converge uniformly to a function f defined on A if for 
each e>0, there exists a natural number m(e) such that if n>m, then 
Ifn(x) -f (x)l <e for all xEA. 
Definition 1.1.11. [Quadratic convergence] Let X be a normed space with the max- 
imum norm 11.11 and ff,, } be a sequence in X. Suppose that { fn } converge to fEX. 
We say that the convergence is quadratic if there exists a natural number m and k>0 
(k E IR) such that 
I1f,, +1-fil <kllfn-f112for n>m. 
Definition 1.1.12. [Higher order convergence] Let X be a normed space with norm 
11 
- 
II and {f,, } be a sequence in X. Suppose that If,, } converge to fEX. We say that the 
convergence is of order pEN, if there exists a natural number m and k>0 (k E III) such 
that 
II fn+l -f 11 :5k ll fn -f 11P, for n> in. 
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1.2 Quasilinearization 
Now, we study approximation of solutions by the method of quasilinearization. The basic 
idea of the original method of quasilinearization developed by Bellman and Kalaba [9,10] 
is to provide an explicit analytic representation for a solution of nonlinear differential 
equations, which yields point-wise lower estimates for the solution of the problem whenever 
the function involved is convex. The most important applications of this method has been 
to obtain a sequence of lower bounds which are solutions of linear differential equations 
that converge quadratically. As a result, the method has been popular in applied areas. 
However, the convexity assumption that is demanded by the method of quasilinearization 
has been a stumbling block for further development of the theory. Recently, this method 
has been generalized by not demanding the convexity property so as to be applicable to a 
much larger class of nonlinear problems and make the method more useful in applications 
(see for example [60]). 
To explain the basic idea of the original method of quasilinearization, we consider some 
two-point boundary value problem of the type [9,10] 
x"(t) =f (t, x), tEI (1.2.1) 
x(a) = c, x(b) = d. 
Let us begin with the case where we have established by some other means the existence 
of a unique solution of (1.2.1). We further assume that f (t, x) is convex as a function of 
x for tEI. Then (1.2.1) may be written 
x'ý=max[f(t, y)+fx(t, y)(x-y)], tE7, 
hence 
(1.2.2) 
x"> f(t, y)+fy(t, y)(x-y), tEI, (1.2.3) 
for arbitrary y. In particular, we have 
x" >f (t, xo) + ff (t, xo)(x - xo), tEI, (1.2.4) 
where xo is an initial approximation for the solution x of (1.2.1), and is specified. For 
example, xo may be taken to be the straight line determined by the two-point boundary 
condition, 
xo=d+b-a(t-b). 
We wish to compare (1.2.4) with the equation for x j, namely, 
xi (t) = f(t, xo) + f. (t, xo)(xi - xo), tEI, 
xl(a) = c, xi(b) = d. 
(1.2.5) 
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The comparison hinges upon the properties of the equation 
w"(t) - f. (t, x0)w = 9(t), tEI, 
w(a) = 0, w(b) = 0, 
12 
(1.2.6) 
since w=x- xl satisfies (1.2.6) with a positive forcing function. If the associated Green's 
function is non negative, then 
x-xl>0. 
A sufficient condition for the non negativity of the Green's function is that fý >0 for all 
xER. In general, we require the condition 
fx > -A,, 
where Al is the smallest characteristic value associated with the Sturm-Liouville equation 
w"(t)+Aw=O, tEI, 
w(a) = 0, w(b) = 0. 
In this case Al = -(b-'-. ), r , Returning to (1.2.3), we have 
x(t) > u(t, y), tEI, 
where u(t, y) is a solution of the linear problem 
x'(t) =f (t, y) + f, (t, y) (x - y), tEI, 
x(a) = c, x(b) = d. 
(1.2.7) 
(1.2.8) 
We note that (1.2.7) is valid for all function y(t) and that the equality holds for the function 
y(t) = x(t). We can therefore write 
x(t) = maxu(t, y), tEI, (1.2.9) Y 
which provides an explicit analytic representation for the solution of (1.2.1). Moreover, we 
observe that the function which maximizes (1.2.2), is the solution x itself. This suggests 
that we employ a method of successive approximation in which y(t) is chosen at each stage 
to be a lower estimate of the desired solution x(t) of (1.2.1). Continuing in this fashion, 
we construct the sequence of functions {xn} bounded by x(t) and defined by 
xn+1 (t) =J (t)xn) -I- . 
fx(t, xn)(xn+l - xn), tEI, 
'17n+l (a) = C, Xn+1 (b) = d" 
Let us now establish the fundamental result that the sequence thus generated is monotone 
increasing, 
xl<x2<23<... <Xn<ý. 
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We note, using (1.2.3), that w= x+1 -x,,,, satisfies (1.2.6) with a positive forcing function 
and hence x+1 > x,,,. It follows from the monotonicity and the uniform boundedness that 
the sequence {x(t)} converges for tEI. 
Finally, to establish the desired quadratic convergence, we write, using the mean value 
theorem, 
x"\t) =f (t, xn) + fx (t, x. ) (x - xn) + fxx (t, O) 
(x xn 
2 , 
tEI, 
where 0 lies between x and x,,. Hence using the equation for x,, +i in terms of xfz7 we have 
(x - xn+l)ii = fx(t, xn)(2 - xn+1) + 
fxx(ti 0) `X -2 
Xn)2 
'tEI. 
Regarding this as a linear equation for a-x,, +i with the forcing term f x., 
(t, 0) X2n2, it 
follows that 
max Ix - xn+i I< kl max Ix - xn 12, 
where kl is a constant. 
Thus, we conclude that the quasilinearization technique provides a sequence of function 
which converges to a solution of a nonlinear differential equation. The essential property 
of this sequence of solutions is that each of its term satisfies a linear differential equa- 
tion. Secondly, the sequence of approximate solutions possesses the important properties 
of monotonicity and quadratic convergence. The most exploited property of the quasilin- 
earization technique is its ability to solve nonlinear differential equations as a sequence of 
linear ones. 
1.2.1 Generalized quasilinearization 
In this section, we explain the generalized method of quasilinearization by not demanding 
f (t, x) to be convex but impose a less restrictive assumption, namely, f (t, x) + q5(t, x) 
is convex for some convex function cß(t, x). In [63], the authors studied the generalized 
method of quasilinearization and obtained sequences of approximate solutions converging 
quadratically to a solution of an initial value problem for a first order differential equation 
of the type 
i=f (t, x), x(0) = xo, tEI= [O, T], (1.2.10) 
where fE C(I x R, IR). Let D= {(t, x) : a(t) < x(t) < ß(t), tE I}. The main result is 
the following theorem. 
Theorem 1.2.1. Assume that 
(Al) a, ßE C'(I) are lower and upper solutions of (1.2.10) such that a(t) < ß(t), tcI. 
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(A2) fE C[D, IR], fx(t, x), fxx(t, x) exist and are continuous and satisfying fxx(t, x) + 
Oxx(t, x) >0 on D, where 0E C[D, 1R] and Ox (t, x), Oxx(t, x) exist, are continuous 
and Oxx(t, x) >0 on D. 
Then, there exist monotone sequences {a,,, }, {, ß,, } which converge uniformly to the unique 
solution of the problem and the convergence is quadratic. 
(For the proof see [63]). 
Recently, J. J. Nieto [76], studied the method of generalized quasilinearization for second 
order nonlinear boundary value problem of the type 
-x"(t) =f (t, x(t)), tE 
[0,7r] =1 (1.2.11) 
x(0) = x(ir) = 0. 
Assuming the existence of a lower solution a and an upper solution Q such that a <, 6 on 
[0,7r] and that f satisfies the following conditions 
(A1) ä (t, x), ä (t, x) are continuous for every (t, x) E D, 
(A2) ä (t, x) < 1, for every (t, x) ED 
(A3) There exists m>0 such that z (t, x) > -2m, for every (t, x) E D. 
Then there exists a monotone sequence {xn} of approximate solutions which converges 
uniformly to a solution of (1.2.11) and the convergence is quadratic. Here xO = a, and the 
elements x., of the sequence are solutions of the problems defined by the iterative scheme 
.f 
(t, xn-1(t)) + 
{(t, 
x_i(t)) + 2mxn-1(t)] WO - xn-1(t)) 
- m(x2(t) - x2 n-1(t)), 
tE [0,7r], 
x(0) = x(7r) = 0. 
For more details see [76]. 
1.3 Degree theory 
Definition 1.3.1. Let S be a subset of a Banach space. S is compact if every sequence 
of elements of S has a subsequence convergent to a point of S. S is said to be relatively 
compact if and only if its closure S is compact [39]. 
Let Sl denote a subset on R' and C(SZ) be the Banach space of continuous functions 
defined on 0 equipped with the supremum norm. 
Definition 1.3.2. A subset S of C(1) is said to be uniformly bounded if there exists a 
constant M>0 with 
If(x)I <M for all xE9 and all f ES, 
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and equicontinuous if for every e>0, there exists S= 8(e) >0 such that if x, ye0 then 
Ix - yj <6 implies 
If(x)-f(y)I <Eforall f ES. 
Theorem 1.3.3. [The Arzelä. -Ascoli Theorem] Let Sl denote a subset of W1 and S be a 
subset of C(52). Then S is relatively compact if and only if it is bounded and equicontinuous 
[39]. 
Definition 1.3.4. [Compact operator] Suppose that S is a subset of a Banach space 
B. An operator A: S -+ B is said to be compact (or Completely continuous) if and only if 
it is continuous and it maps every bounded subset of S into a relatively compact set [39]. 
Now, we recall the concept of Brouwer degree for continuous mappings and state some 
results that we will use later. Let 12 be a bounded open set in Rn. For each continuous 
map f: S2 -4 R and yýf (811) we can define an integer deg(f, SI, y) which, roughly 
speaking, corresponds to the number of solutions xE SZ of the equation f (x) = y. If f 
is a smooth function and y is not a critical value for f, the degree is given by the simple 
formula 
deg(f, S2, y) _ r: Ef-' (y) Jf ýý), 
where Jf(x) = det f'(x). When y is a critical value we can define the degree by approx- 
imation (see [65] for details). In general for a continuous function the Brouwer degree is 
constructed via approximation with a smooth function g. Let gE C' (S2) be such that 
Ilf (x) - g(x) II < dist(y, f(51l)), 
where 9Q denotes the boundary of Q. We define the degree of f by setting 
deg(f, 1, y) = deg(g, IZ, y)" 
It can be shown that this definition does not depend on the choice of the function g, 
(again [65] is a good reference). 
Definition 1.3.5. [Homotopy] Let E C(SZ) and H SZ x [0,1] - R'. We say 
that H is a homotopy between 0, V;, if H is continuous on c2 x [0,11, H(x, 0) = O(x) and 
H(x, 1) = i(x) for every xEU. 
We are now able to state some properties of the Brouwer degree. 
Theorem 1.3.6. Let 1 be an open bounded set in R, fE C(SZ) and y0f (ö1). Then 
the Brouwer degree has the following properties [18] 
(dl) [Normalization] deg(I, S2, y) =1 for yE St, where I denotes the identity mapping 
of R" . 
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(d2) [Additivity] deg(f, 52, y) = deg(f, 521, y) + deg(f, 522, y), where 521 and 522 are dis- 
joint open subsets of SZ such that yZf (52 \ Q1 U 522). 
(d3) [Homotopy] deg(h(t,. ), S2, y(t)) is independent of t, whenever It : [0,1] xQ -* R' 
and y: [0,1] -* R' are continuous and y(t) V h(t, 311) for every tE [0,1]. 
(d4) [Existence] deg(f, Sl, y) 0 implies f -1(y) 0. 
(d5) deg(., 1 
, y) is constant on 
{g E C(S2) : jig -f II < r}, where r= dist(y, f (OSl)). 
(d(j) deg(f, Q,. ) is constant on every component of R' \f (0S2). 
(d7) [Boundary dependence] deg(f, Q, y) = deg(g, Sl, y) whenever fjOQ = gjaQ. 
(d8) [Excision Property] deg(f, Sl, y) = deg(f, Sll, y) for every open 521 C Sl such that 
YV f(Sl \ Q1)" 
1.3.1 The Leray-Schauder degree 
We recall that a nonlinear map f: X -+ Y is said to be compact if f maps bounded 
sets into relatively compact sets in Y. The Leray-Schauder degree is an extension of the 
Brouwer degree to the case of infinite dimensional spaces, in the particular case of maps 
of the form T=I-C, where I is the identity and C is a compact map. The key theorem 
used in order to define the Leray-Schauder degree is the following [65]. 
Theorem 1.3.7. Let SZ CX be a bounded open set and C: Il -f Y be compact. Given 
c>0, there exists a continuous map CE Y, whose range CE(SZ) is finite dimensional 
such that, for every xE S2 
IIC'X) - CE(X)Il G 
By virtue of Theorem 1.3.7, we can define the Leray-Schauder degree for a map of the 
type T=I-C by using Brouwer degree. Indeed let 
t=I-C, where CE is a continuous 
map on Ti with finite dimension range such that 
sup 11C, (x) - C(x)II < dist(y, T(DSl)) =E 
and f2 be the finite dimensional subspace of X which contains y and CE (S2). Then we can 
set 
degLS(T, S2, y) = deg (t, 
(2, Y) - 
In [65], it is shown that degLS(T, Q, y) does not depend on the particular Cf chosen to 
approximate C. We are ready to state the main properties of the Leray-Schauder degree 
[18,65]. 
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Theorem 1.3.8. Let SCX be a bounded open set in X. Let T=I-C: S2 X 
be such that CX is compact and y¢ T(O1). Then the Leray-Schauder degree 
degLS(T, 1 
, y) is well 
defined and inherits the properties (di) - (d8) of the Brouwer degree 
(Theorem 1.3.6). 
Theorem 1.3.9. [The Schauder-Fixed point Theorem] Let K be a non-empty closed 
bounded convex subset of the Banach space B, and suppose that A: K -4 B is compact 
and maps K into itself. Then A has a fixed point in K. 
Proof. Since K is bounded, there is p>0 such that KC Bp(0), where Bp(0) is ball of 
radius p centered at 0. There exists a continuous retraction R: B -3 K, with R(x) = 
x for xcK. Consider A=AoRE C(BP(0), Bp(0)). The compact homotopy H(t, x) = 
tA(x), tE [0,1], shows that 
deg(I - 
A, Bp (0), 0) = deg J, Bp (0), 0) = 1. 
Hence there is a point xo = A(xo) E K. Since A(xo) = A(xo) for xo E K. Hence A has a 
fixed point in K. Q 
Chapter 2 
Periodic nonlinear problems with 
an application to a nonlinear 
biomathematical model of blood 
flow in intracranial aneurysms. 
In this chapter, we study a nonlinear second order ordinary differential equation with 
periodic boundary conditions. We show the validity of the classical upper and lower 
solution method and of the monotone iterative technique [59] and present a new version 
related to [91]. This provides estimates for the solution and a numerical procedure to 
approximate the solution. Then we develop the quasilinearization technique [60] to obtain 
monotone sequences of approximate solutions converging quadratically to a solution of the 
nonlinear problems. We improve previous results where the nonlinearity did not depend on 
the derivative [50,72]. To show the applicability of our techniques we apply the theoretical 
results to a medical problem: a model of blood flow inside an intracranial aneurysm [77-79], 
which is a joint work of the author and Prof. J. J. Nieto and Angela Torres and is submitted 
for publication [51]. 
2.1 Maximum and antimaximum principles 
Consider the nonlinear periodic boundary value problem (PBVP) 
x" (t) =f (t, x, x'), tE [0, T], 
x(0)=x(T), x'(O)=x'(T), 
(2.1.1) 
18 
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where fE C([O, T] x IR x IR). We know that the linear homogeneous problem 
-x/I(t) + Ax(t) = 0, tE [0, T], 
x(O) = x(T), x'(O) = x'(T), 
2222 
has only a trivial solution if A j4 - 
4T 
2, nEZ. Consequently, for A 54 -4 T2 and any aE C[O, T], the nonhomogeneous problem 
-x"(t) + Ax(t) _ u(t), tE [0, T], 
x(0) = x(T), x'(0) = x'(T), 
has a unique solution 
fT 
ý(t) =J Ga(t, s)v(s)ds, 
0 
where G), (t, s) is the Green's function, and for A>0, 
, 1 
{cosh/X(+(t_s)) 
Ga (t, s) =2f 
Bin h/ 'ý T 2 cosh ` '(2 + (s - t)), 
and for A<0, 
if0<t<s<T 
if0<s<t<T, 
Ga(t, s) =2 
sin 
cos FIA(2 + (t - s)), if 0<t<s<T 
12 cos IA1(2+(s-t)), if0<s<t<T. 
We note that if A>0, then GA(t, s) >0 and if 
T2 <A<0, then Ga(t, s) <0 on 
(0, T) x (0, T). Thus, we have the following maximum and anti-maximum principles. 
Maximum principle 2.1.1. If A>0, or > 0, then the solution x of (2.1.2) is such that 
x>0 on [0, T). 
z 
Anti-maximum principle 2.1.2. If T2 < )º <0 and a>0, then the solution x of 
(2.1.2) is such that x<0 on [0, T]. On the other hand, if a<0, then x>0 on [0, T]. 
2.2 Upper and lower solutions method 
In this section, we study existence results of the BVP (2.1.1), using the method of upper 
and lower solutions. We show that in the presence of lower and upper solutions, there 
exists a unique solution of the BVP (2.1.1). We recall the concept of lower and upper 
solution for the PBVP (2.1.1). 
Definition 2.2.1. Let aE C'[0, TI. We say that a is a lower solution of (2.1.1) if 
- all(t) <f (t, a(t), a (t)), tE [0, T] 
a(O) = a(T), a'(0) >a '(T). 
An upper solution, 8 of the PBVP (2.1.1) is defined similarly by reversing the inequalities. 
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Now, we study existence results in the form of the following theorems. 
Theorem 2.2.2. Assume that a, ,ß are lower and upper solutions of the boundary value 
problem (2.1.1). If fE C([O, T] x II x IR) and is strictly decreasing in x for each (t, x') E 
[0, T] x IR, then a(t) < ß(t) for every tE [0, T]. 
Proof. Define w(t) = a(t) - ß(t), tE [0, T]. Using the boundary conditions, we obtain 
w(O) = w(T), (2.2.1) 
w'(0) > w'(T). (2.2.2) 
We claim that w(t) <0 for every tE [0, T]. If not, then w(t) has a positive maximum at 
some to E [0, T]. If to =0 or T, then w(0) = w(T) is a positive maximum so that 
w(O) > 0, w'(0) < 0, w(T) > 0, w'(T) > 0. (2.2.3) 
The boundary conditions (2.2.2) and (2.2.3) imply that 
w'(0) = 0, w'(T) = 0. (2.2.4) 
Now, using (2.2.4) and the decreasing property of f (t, x, x') in x, we obtain 
w, (0) = a"(0) -, 611 (0) >- f(0, a(0), ä (o)) + f(0, ß(0), ä (o)) > 0, 
which implies that the function w' is strictly increasing in some interval (0,8) and hence 
w'(t)>w'(0)=0,0<t<8. 
This implies that w is strictly increasing on (0, S) and hence w(t) > w(0), a contradiction. 
Hence to E (0, T). Then, w(to) > 0, w(to) =0 and w"(to) <0. The definition of upper 
and lower solutions and the decreasing property of the function f in x gives 
-w"(to) _ -a"(to) + 6" (to) cf (to, a(to), a' (to)) -f (to, 0(to), a '(to)) < 0, 
a contradiction. Q 
Corollary 2.2.3. [Uniqueness] Under the conditions of Theorem 2.2.2, the (PBVP) 
(2.1.1) has at most one solution. 
Theorem 2.2.4. Assume that a, 8E C2[0, T] are lower and upper solutions of (2.1.1) 
respectively such that a< ,ß on [0, T]. If f: 
[0, T] x R2 +R is continuous and satisfies 
a Nagumo condition, then there exists a solution x of the boundary value problem (2.1.1) 
such that 
a(t) < x(t) < ß(t), tE [0, T]. 
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Proof. Let r= maxtE[o, T] NO - mintE[o, T] a(t), then there exists N>0, such that 
fN sds r. ( S) > W 
Choose C> max{N, IJa'11,11, ß'11} and define q(y) = max{-C, min{ y, C}}. Then q(y) = 
y for jyj <C and sgn(q(y)) = sgn(y). Moreover, 
LC sds fv sds 
w(q(s)) 
fCJs 
w(s) s) 
> 
Let nEN and consider the modified problem 
-x"(t) = f', (t, x, x'), tc (O, T], 
x(0) = x(T), x'(0) = x'(T), 
where, 
}n (t, x, x') = 
(2.2.5) 
(2.2.6) 
f (t, ß(t), ß'(t)), if x> ß(t) + ý,, 
f (t, ß(t), q(x')) + [f (t, ß(t), ß'(t))- 
f (t, ß(t), q(x'))] n(x - ß(t)), if ß(t) <x< ß(t) + 
f (t, x, q(x')), if a(t) <x< /3(t), 
f (t, a(t), q(x')) - [f (t, a(t), a'(t))- 
f (t, a(t), q(x'))] n(x - a(t)), if a(t) -n<x< a(t), 
f (t, a(t), al (t)), if x< a(t) -n 
We note that fn (t, x, x') is continuous and bounded on [0, T] x R2. Moreover, any solution 
x of (2.2.6) which satisfies the relations a(t) < x(t) < Q(t) and Ix'(t)I <C on [0, T], is a 
solution of (2.1.1). For tE [0, T] and xE IR, define 
p(a, x, ß) = max{a(t), min{x, ß(t)}}. 
Consider the system 
-xii(t) = sfn(t, x, x') + (1 - s)(Pn(t, x) - 
Xx), tE [0, T] 
x(0) = x(T), x'(0) = x'(T), 
(2.2.7) 
where sc [0,1], A>0 and 
Pn(t, x) = Q(t) 
1 
a(t) 
[(P(a(t), x, ß(t)) - a(t))(f 
(t, ß(t), Q'(t)) + \(ß(t) + 1/n))+ 
(ß(t) - p(a(t), x ß(t))) (f (t, a(t), a (t» + A(a(t) - 1/n))], tE [0, T]. 
For s=0, the system reduces to 
-x"(t) + Ax (t) = p,, (t, x), tE [0, T], 
x(0) = x(T), (0) = x'(T), 
(2.2.8) 
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and for s=1, it is (2.2.6). That is, (2.2.7) has a solution for s=0. Now, for se [0,1], we 
claim that any solution x,,, of (2.2.7) satisfies 
a(t) -n< x', (t) < /3(t) + n, tE [0, T]. (2.2.9) Once this is shown we can apply Schauder's fixed point theorem to conclude that (2.2.6) 
has a solution. To verify (2.2.9), we set vn, (t) = xfz(t) -, 8(t) - 1/n, tE [0, T]. Then the 
boundary conditions imply that 
vn(0) = vn(T) and v'(0) > v'' (T). (2.2.10) 
Assume that max{vn(t) :tE [0, T]} = ve(to) > 0. If to =0 or T, then we have 
vn(0)>0, v'(0)<0and vn(T)>0, v'(T)>0. (2.2.11) 
From the boundary conditions (2.2.10) and (2.2.11), we obtain vn(0) =0 and vn(T) = 0. 
There exists t1 E (0, T) such that vn(t) > 0, vn(t) <0 on [0, t1]. For every tE [0, t1], we 
have 
-vn(t) = -xn(t) + ß"(t) <sf (t, ß(t), ß'(t)) + (1- s) [f (t, ß(t), ß'(t)) 
+ A(ß(t) + 1/n) - Axn(t)] -f (t, ß(t), ß'(t)) _ -. \(1 - s)vn(t) < 0. 
This implies that v,, ', (t) is strictly increasing on [0, t1) and hence v', (t) > vn (0) =0 on [0, ti), 
a contradiction. It follows that to E (0, T) and hence un(to) > 0, v' (to) =0 and v" (to) < 0. 
However, 
-ve(to) =- xri(to) + ß"(to) < sf (to, ß(to), ß'(to)) +(I - s) 
[f (to, ß(to), ß'(to)) 
+ )(ß(to) +I /n) - Axn (to)] -f (to, ß(to), ß'(to)) = -A(1 - s)vn(to) < 0, 
again a contradiction. Hence xn (t) < ß(t) + n, tE [0, T). Similarly, we can show that 
xn(t) > a(t) - 1/n, tE [0, T). 
The sequence {xn} of solutions of (2.2.6) is bounded and equicontinuous in C' [0, T] 
since fn are bounded independently of n. Hence the Arzelii-Ascoli theorem guarantees the 
existence of a subsequence converging in C' [0, T] to a function xE C' [0, T]. Since (2.2.9) 
holds for every nEN and every tE [0, T], it follows that 
a(t) < x(t) < ß(t), tE [0, T]. 
It remains to show that I x'(t) 1<C on [0, T]. The boundary condition, x(0) = x(T) implies 
that there exists t* E (0, T) such that x'(t*) = 0. Suppose that there exists to E [0, T] 
such that x'(to) > C. Let [t*, t2] C [0, T] be the maximal interval containing to such that 
x' t x' t** C, then t** () >_0 on [t, t2]. Let max{x'(t) :tE [t, t2) }=()- 36 t and C>C. 
It follows that 
sds >f 
`sds 
of W(4(s) w(9(s)) 
> r. (2.2.12) 
c sds fc sds 
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Now, for each tE [t*, t2], since xE [min a(t), max, ß(t)] and x' > 0, we have 
I- x'(t)l = If (t, x, q(x'))I < w(q(x')). 
It follows that 
x'(t)Ix(t)I < x'(t) w(q(x')) 
Integrating from t* to t**, we obtain 
fc sds 
< x(t**) - x(t*) < max ß(t) - min a(t) < r, 
w(q(s)) tE[O, T] tE[O, T] 
a contradiction. Similarly, we can show that x'(t) > -C, tE [0, T]. 
Hence Ix'(t)I < C, tE [0, T]. 
2.3 Quasilinearization technique 
23 
El 
In this section, we approximate our problem by the method of quasilinearization. We 
prove that under suitable conditions on the function f, there exists a monotone sequence 
of solutions of linear problems which converges to a solution of the nonlinear problem 
(2.1.1) and that the rate of convergence is quadratic. 
Theorem 2.3.1. Assume that 
(A1) a and ,ßE C2[0, T] are lower and upper solutions of (2.1.1) such that a<ß on 
[0, T] 
(A2) fE C2([0, T] x R2) and satisfies f, (t, x, x') < -A, for some A>0. Moreover, we 
assume that H(f) >0 on [0, T] x [min a(t), max, ß(t)] x [-C, C], where 
H(f) = (x - y)2fxx(t, zl, z2) + 2(x - y) (x - YI )fxx' (t) zl) z2)+ 
(XI - y')2fx'x' (t) zl, z2) 
is the quadratic form off with zl between x, y, and z2 lies between x' and y'. 
(A3) For (t, x) E [0, T] x [min a(t), max fl (t)], fx, (t, x, x') satisfies 
Ifx'(t, x, yl) - fx'(t, x, y2)I < LIyl -Y2I, Yl, Y2 E R, 
x fx, (t, x, x') >0 for I x'I > C, 
where L>0 and C is as defined in Theorem 2.2.4. 
Then, there exists a monotone sequence {w,, } of solutions of linear problems converging 
uniformly and quadratically to a solution of the problem (2.1.1). 
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Proof. Let 
S= { (t, x, x') E [0, T] x R2 : (t, x, x') E [0, T] x [min a(t), max , ß(t)] x RI 
and assume that 
N= max{ Iffx(t, x, q(x'))I, Iffx-(t, x, q(x))1, I. fxixý(t, x, q(x'))I : (t, x, x') E S}. 
Then 
24 
IH(f)1 <NIIx-viii on [0, T] x [min a(t), maxß(t)] x [-C, C], (2.3.1) 
where IIx - ylil = IIx - yII + II(x - y)'II is the usual C' norm. Consider the boundary value 
problem 
-x"(t) =f (t, x, q(x )), tE [0, T] 
x(O) = x(T), x'(0) = x(T). 
We note that any solution xE C2[0, T] of (2.3.2) with a(t) <x<, 6(t) is such that 
Ix'(t)I <C on [0, T], 
(2.3.2) 
and hence is a solution of (2.1.1). Therefore it suffices to study (2.3.2). Expanding 
f (t, x, q(x')) about (t, y, q(y')) ES by Taylor's theorem and using (A2), we have 
f (t, x, q(x')) >_ f (t, y, q(y )) + fx(t, y, q(y))(x - y) + ff'(t, y, q(y))(q(x) - q(y )), (2.3.3) 
for (t, x, x') E S. Define the function 
F(t, x, x'; y, y) = f(t, y, q(y))+fx(t, y, q(y))(x-y)+fx'(t, y, q(y))[q(x')-q(y)], (2.3.4) 
where (t, x, x'), (t, y, y') E [0, T] x IR2. Then F is continuous and bounded on S and 
therefore satisfies a Nagumo condition on [0, T] relative to the pair a, ß. Hence there 
exists a constant Cl >0 such that any solution x of the problem 
-x'(t) +\x(t) = F(t, x, x', y, y) +Xp(y, x, Q), 
x(0) = x(T), x'(O) = x'(T), 
with a(t) <x<, 8(t) satisfies Ix'(t)I < Cl on [0, T], where 
tE[0, T], A >0 
p(y, x, ß) = max{y, min{x, ß(t)}}. 
Moreover, FF = ff (t, y, q(y')) < -A <0 and we have the following relations 
Jf (t, x, q(x')) > F(t, x, x'; y, y') f (t, x, q(x')) = F(t, x, x'; x, x), (2.3.5) 
for (t, x, x'), (t, y, yl) E S. 
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Now, we set wo =a and consider the linear problem 
-x'(t) 
+ Ax(t) = F(t, x, x'; wo, wo) + kp(wo, x, ß), tE [0, T], A>0 
x(O) = x(T), x(0) = x'(T). 
This is equivalent to the integral equation 
/1 
x(t) =JG, \ (t, s) [F(s, x, x'; wo, wo) + Ap(wo, x, Q)] ds. 
0 
(2.3.6) 
Since F(t, x, x'; wo, w'0) + Ap(wo, x, ß) is continuous and bounded on S, this integral equa- 
tion has a fixed point (using again Schauder's fixed point theorem). Now, using (Al) and 
(2.3.5), we obtain 
-wit (t) + awo(t) <_ f (t, WO (t), wö(t)) + Awo(t) 
= F' (t, wo (t), wo (t); wo (t), wo (t) )+ AP (wo (t), wo (t), lj(t)), tE [0,7'], 
_ß(t) + aß(t) ?f (t, NO, ß'(t)) + aß(t) 
> F(t, ß(t), ß'(t); wo(t), wo(t)) +)tp(wo(t), ß(t), ß(t)), tE [0, T], 
which imply that wo and ß are lower and upper solution of (2.3.6). Hence, by Theo- 
rems 2.2.2,2.2.4, there exists a unique solution wl of (2.3.6) such that wo(t) < wi(t) < 
ß(t), I wi (t) I< C1, tE [0, T]. In view of (2.3.5) and the fact that w1 is a solution of (2.3.6), 
we have 
-wi (t) = F(t, wl (t), wi (t) ; wo (t), wö (t)) <f (t, wi (t), 4(wi (t))), tE [0, T], (2.3.7) 
which implies that wl is a lower solution of (2.3.2). Now, consider the problem 
-x "(t)+Ax(t) = F(t, x, x; wi, wi) + Ap(wi, x,, 6), tE 
[0, T] 
(2.3.8) 
x(O) = x(T), x'(0) = x'(T). 
In view of (A1), (2.3.5) and (2.3.7), we can show that wl and Q are lower and upper 
solutions of (2.3.8) and hence by Theorems 2.2.2,2.2.4, there exists a unique solution w2 
of (2.3.8) such that w1(t) < w2(t) < Q(t), Iw2(t)ý < C17 tE [0, T]. Moreover W2 is a lower 
solution of (2.1.1). 
Continuing this process we obtain a monotone sequence {wn} of solutions satisfying 
wp < wl 5 W2: 5 W3: 5 ... 
< w, i_1 
< wn < , 
(j, tE [0, T]. 
That is, 
a(t) < w,, (t) < Q(t), lw (t) I< cl, nEN, tE [0, T], 
where wn is a solution of 
! wn(t) = F(t'wn'wniwn-l7wn-1), tE 
[0, T] 
wn(0) = wn(T), wn(0) = wn(T)" 
(2.3.9) 
(2.3.10) 
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Since F(t, wn, wn; wn-1i wn_1) is bounded, there exists R>0 such that 
I F(t, wn, 
wn; wn-i) wn-1)I < R, nEN, te [0, T]. 
Using the relation wn(t) = wn(0) + fö w, (u)du, we have 
w(t)-w(s)IF(u, wn, wiwn-l, 
w-1)Idu<RIt-sl, (2.3.11) 
fI 
for t, sE [0, T]. From (2.3.9) and (2.3.11), it follows that the sequences 
{w$ (t)}, (j = 0,1), nEN, 
are uniformly bounded and equicontinuous on [0, T]. The Arzelä- Ascoli theorem guar- 
antees the existence of subsequences converging uniformly to x(2) (j = 0,1) E C1 [0, T]. 
Consequently, F(t, wn, wn; wn_1 i wn_1) + 
Ap(Wn_1 i wnß) f (t, x, q(x')) + Ax on [0, T] as 
n -+ oo which implies that x is a solution of (2.1.1). 
Now, we show that the convergence is quadratic. For this, we set 
w (t), te [0, T], ncN, 
where x is a solution of (2.1.1). Then, v.,, E C2[0, T], v., (t) > 0, nEN, tE [0, T] and 
satisfies the boundary conditions 
vn(0) = vn(T), v' (0) = v'n(T). 
The boundary condition v, ß(0) = v,, (T) implies the existence of tl E (0, T) such that 
vn(tl) = 0. Now, in view of (2.3.4), we obtain 
-vn(t) = -x"(t) +W11 (t) =f (t, x, x') - F(t, wn, wn; wn-t, wn-i) 
1 (2.3.12) 
= fxýt, wn-1,4(wn-1))vn + fy-(i, wn-i, 4(wn-i)(x'- 4(wn)) + 2IH(f)I, 
where 
H(f)=(-wn-1)2fxx(tl C17C2)+2(x-wn-, )(x-g(wn-1))fxx'(t, CliC2) 
+(xf - q(wn-1))2fxX, (t, Cl, C2), 
wn_1(t) < Cl < x(t) and c2 lies between q(w'n_1(t)) and x'(t). Thus, vn(t) satisfies the 
boundary value problem 
-vri(t)+i1vn(t)-[fx(t, wn-q(wn-1))+\]vn(t)+fxllt, 
wn-1, g(w; 
ý-1))(x -q(wn)) 
+ 
ZIH(f)1, 
vn(0) = vn(T), vn(0) = vn(T). 
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This is equivalent to 
%T 
0< vn(t) =J GA(t, s) (f. f. (si 
wn-1, Q(wn-1)) + A)vn (s) 
0 
+fx, (s, w, -1, q(wn-1))(x'-g(wn)) + 2IH(f)Ids, 
which in view of (A2) (fx (t, x) XI) +A< 0) and (2.3.1) implies that 
N fT II \\ 
vn(t) GA (t, s) 
( 
\fx'(s, wn-l, g(wn-1))(xl `Q(w'n)) 
+2 Ifvn-1111/S 
0 
JT = + fý(s, w-1ý 4(w-1))(w- q(w)) 
N+2 
IIvn-111i] ds. 
Now, using (2.3.5), we have 
(2.3.13) 
-vn(t) .f 
(t, x, x') - F(t, wn, wn; wn-1, 
wn-1) f (ti x, A wn, 4(wn)), tE [0, T]. 
(2.3.14) 
The condition x' ff' (t, x, x') >0 for Ix'I > C, implies that 
f (t, wn(t), q(w' (t))) <f (t, w,, (t), w,, (t)), tE [0, T], 
so that (2.3.14) can be rewritten as 
-V,,, 
(t) !f (t, x, xý) -f (t, w,, (t), wn(t)) = fx(t, d1, d2)vn(t) + fx'(t, d1, d2)vn(t) 
ý 
. 
fx(t, dl, d2)vn-1(t) +, fý'(t, dl, d2)vni(t), tE [O, T], 
ý6.3.1a) 
where w,, (t) < dl < x(t) and d2 lies between x'(t) and wi(t). Let p(t) = eföf., 
(s, dl, d2)ds 
and -11 <f, (t, dl, d2) < Ll on [0, T) x [min wo (t), max /3(t)] x 
[-C1, C1], where ll, L1 > 0. 
Then 
e-t't < µ(t) < eL't, tE [0, T]. (2.3.16) 
Multiplying (2.3.15) by p(t) and using (2.3.16), we obtain 
(vn(t)tz(t))' < allvn_IIIµ(t) < allvn-1IIeL't, tE [0, T], (2.3.17) 
where a= max{I f, (t, x, x')I :tE [0, T], xE [minwo(t), maxß(t)], x' E [-C1, C1]}. Thus, 
Llt 
(vn(t)P(t) - allvn-1II L1 
Y<0, tE [0, T]. (2.3.18) 
eL1ý 
This implies that the function fi(t) = v'n(t» (t) - alien-1 II 
L, is non-increasing in tE 
[0, T]. Hence V)(0) > V)(t1) > O(T), which yields 
A AeL't' ,/ AeL'T 
vnýý) - L1IIvn-111 ,- L1 Ilvn-lII ý vnlý')µl(T) - L1 Ilvn-1Il" 
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Using the boundary conditions v' (0) = v; ý 
(T), we obtain 
x 
v,, (0) = vn(T) <n (eLIT _ eLltl)Ilvn-11I < 
.. ýeLýT _ 1)Ilvn-1I1, (2.3.19) µ(T)L1 µ(T)L1 
vTt(T) 
= v, ß(0) >- L1 
A 
(eLltl -1)IIvn-11I >_ - L1 
A 
(eL1T -1)Ilyn-111 
Now the relation 0 (0) > 0(t), tE [0, T], together with (2.3.19), implies 
L1T 
-f 
vT (t) <1r\ (J1 -1+ eL't)Ilvn-11I] ý g1llvn-1117 µ(t) LL1 p(T) 
(2.3.20) 
(2.3.21) 
where q1 = max{L1µ t 
(e 
A. 
T 1-1+eL1t) :tE [0, T]}. The relation fi(t) > (T), tE [0, T], 
together with (2.3.20), implies 
vn(t) > 
p( 
A [(T)(eL1T 
- 1) + eL1T - eL1t 
11 
] IIvn-1II ? -g2llvn-1II, 
(2.3.22) 
where q2 =max{µý 
)L1 [p(T)(eL1T - 1) + eL1T - eL1t] tE [0, T]}. From (2.3.21) and 
(2.3.22), it follows that 
IvI (t)I < Qllvn-lll, tE [0, T], (2.3.23) 
where Q= max{ql, Q2}. We discuss three cases. 
1. If for some tE [0, T], wn (t) > C, then 
q(wn(t)) = C, 0< wn(t) - q(wn(t)) < wn(t) - (t) 
and by (A3), we obtain 
fxl (t, wn-1(t), q(wn(t))) <_fx'(t, wn-1(t), q(wý(t))) +LIq(wn(t)) - q(wn, (t))I 
< fx-(t, wn-1(t), q(wn(t))) + L(lvn(t)I + Ivn-1(t)I)" 
Hence using (2.3.23), we obtain 
(wn(t) -q(wn(t)))fx'(t, wn-1(t), q(wn-1(t))) < -vn(t)fx'(t, wn-1(t), q(wn(t)))+ 
Llvn(t)l (Ivn(t)I + Ivn-1(t)I) 
< -vn(t)fx, 
(t, wn-1(t), q(wn(t))) +LQ(I +Q)Ilvn-1111" 
2. If for some tc [0, T], wn (t) < -C, then 
q(wn(t)) _ -C, 0> wn(t) - q(wn(t)) ? wn(t) - x'(t) 
and by (A3), we obtain 
fx'(t, wn-1(t), q(wn-1(t))) ? fx, 
(t, wn-1(t), q(wn(t))) - Llq(wn-1(t)) - q(wn(t))I 
> fx, (t, wn-1(t), q(wn(t))) - L(Ivn(t)I + Ivn-1(t)I), 
hence 
(w, '(t) - g(wn (t)))f=- (t, wn-1(t), q(wn-i (t))) < -v(t)f, (t, wn-i (t), q(wn (t)))+ LQ(1 +Q)llvn-1ý11" 
A 
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3. If for some tE [0, T], lw'' (t) I<C, then q(w' (t)) = w' (t), w'' (t) - q(w' (t)) =0 and 
by the same process, we can show that 
(wn(t) - g(wý (t)))f, - (t, wý-I(t), g(wn-ý (t))) =0< -v' . 
(t). fe (t, wn -I (t), q(wn (t))) + 
LQ(1 +Q)Ilvý. -ii" 
ýý 
Thus, for every tE [0, T], we have 
. 
fx'(t, wn-I, q(wn-1))(wn -4(wn)) < -vý(t)fx'(t, wn-I(t), 4(wn(t))) +LQ(1 +Q)Nvn-Illi. 
(2.3.24) 
Using (2.3.24) in (2.3.13), we obtain 
vnt '' v' s ý)fý fý (s, wn-1(s), 9(wn(s)))) n() 
0 
N+ (LQ(1 + Q) +2 )Ilv,, _lIIi]ds 
where S1 = LQ(1 + Q) +2. 
Again, using (2.3.24) and (2.3.1) in (2.3.12), we obtain 
/// 
-J Ga/ lt, s)[(fx'ls72Un-l(s), q(ýn-1(s)))-. 
fx'ls, wn-l(s), 4l'wnls))))vnls) 
0 
+ S1lwn-1 11i]ds, 
(2.3.25) 
-vn(t) lfx' 
(t, wn-l, q(wn-1) fx'(t, wn-I, q(wn))v,, (t) + 
S111vn-1111, tE [0, T] (2.3.26) 
which implies that 
vn"(t) + 
(fx'(t, 
wn-1, q(wn-1) -fx'(t, wn-1, q(wn))vn(t) >- -S111vn-1112, tE [0, T]. 
(2.3.27) 
Since (t, wn-1 i q(wn_1)) E [0, T] x [min wo (t), max, ß(t)] x 
[-C, C], and fe is continuous, 
there exist L2,12 >0 such that 
-12 < 
(fx' (t, 
wn-l q(wn-1) - 
fx' (t, wn-1, q(wn) < L2, tE [0, T]. 
Then the integrating factor M1(t) = efý (f='(s, w_1, q(w;, 
f , (s, w_iiq(w;, ))ds satisfies 
e_12t < lil(t) < eL2t, tE [0, T]. (2.3.28) 
Thus, 
(vn(t)µi(t))' > -Sie 
L2tllvn-1lli" (2.3.29) 
Integrating (2.3.29) from 0 to t1, using (2.3.28) and the boundary conditions vn (0) = v. ' (T), 
we obtain 
vn(T) = v' (0) < 
L2(eL2t1 
- 1)Ilvn-1IIi <_ LZ(eL2T - 1)Ilvn-illi" (2.3.30) 
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Integrating (2.3.29) from t to T, using (2.3.28) and (2.3.30), we obtain 
v', (t)µi(t) < vn(T)ai(T) +S 
11(eL2T 
- eL2t)IIvn-1112 L2 1 
C 
L2 
[- 
1) + (eL2T - eL2t)] Ilvn-1lli) 
which implies that 
vn(t) C 
SjL2e IpI(T)(eL2T 
- 1) (eL2T - eL2t)] 
Ilvn-lII1 < blllvn-11121, tE [O, T], 
where 
30 
(2.3.31) 
S1 = max 
S1ei2t [µ1(T)(eL2T 
- 1) + 
(eL2T - eL2t)]. 
[o, T] L2 
Again, integrating (2.3.29) from t1 to T, using (2.3.28) and the boundary conditions 
vn(0) = vn(T), we have 
-SI(e 
LzT 
_ 
vn(0) = vn(T) > L2j1(T) 
1} 
`jvn-I 112 I. 
(2.3.32) 
If we integrate (2.3.29) from 0 to t, use (2.3.28) and (2.3.32), we obtain 
v 
Si ((eL2T - 1) Let 
-l2 n(Otll(t) > L2 L M, (T) 
+ (e 1)J Jjvn-i{11, tE [0, T] 
which implies that 
-Sletzt 
L2T 
vn(t) >_ L2 L(eýl(T)1) + 
(eL2t - 1)] IIvn-1I -S21wn-1111, tE [O, T], 
(2.3.33) 
where 
Sjet2t ( (eL2T - 1) Let -) S2 
o, 
TJ 
L21 1(t) \ (µi (T) - 1) 
+ (e 1) 
From (2.3.31) and (2.3.33), it follows that 
IIvnll < 6iIvn-1ii1ý 6= maX{61,62}. 
Now, using (2.3.31) in (2.3.25), we have 
%T 
vn(t) <J GA(t, s)(U61 +S1)jIvn-I 
112 
lds, 
0 
which implies that 
(2.3.34) 
IIvnII <_ 
fT Ga(t, s)(Qbl +Sl)11vn-llllds < DIIvn-lII1, (2.3.35) 
0 
where a= max{L2, l2} and D> (völ +Sl) fo Ga(t, s). Let R= max{ S, D}, then (2.3.34) 
and (2.3.35) gives 
llvnt1i < Rllvn-lf1i. 
0 
If ff. - 0, then it reduces to the case when the nonlinearity f is independent of the 
derivative x'. In this case the norm 1+. 11 1 reduces to the norm 11.11 and this case is studied 
in [50,721. Therefore we have extended previous results. 
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2.4 Generalized quasilinearization technique 
Now we introduce an auxiliary function 0 to allow weaker hypothesis on f. 
Theorem 2.4.1. Assume that 
(B1) a, ,ßE 
C2[0, T] are lower and upper solutions of (5.1.2) respectively, such that 
a(t) <0 (t) on [0, T]. 
31 
(B2) fE C2([0, T] x IR x R) satisfying fx(t, x, x') < -A and H(f + 0) >0 on [0, T] x 
[min a(t), max ß(t)] x [-C, C], for some function 0E C2([0, T] x JR x IR) with the 
property that H (0) >0 on [0, T] x [min a(t), max ß(t)] x [-C, C]. 
(B3) For (t, x) E [0, T] x [min a(t), max Q(t)], fx, (t, x, x') satisfies 
y fx, (t, x, y) >0 for IyI>C and 
I fxl(t, x, yi )- fxl(t, xiy2 )I <_ Ll yi -Y217 yl i y2 E][8, 
where L>0. 
Then, there exists a monotone sequence {wn} of solutions of linear problems converging 
uniformly and quadratically to a solution of the problem (2.1.1). 
Proof. Define F: [0, T] xRx IR -a R by 
F(t, x, y) =f (t, x, y) + 0(t, x, y), tE [0, T]. 
Then in view of (B2), we have F(t, x, y) E C2([0, T] xRx R) and 
H(F) >0 on [0, T] x [mina(t), max, ß(t)] x [-C, C]. (2.4.1) 
The condition (2.4.1) implies that 
.f 
(t, x, q(x)) >_ F(t, y, q(y)) + FF (t, y, q(y))(x - y) + Fy' (t, y, q(y))(q(x) - q(y )) 
-O(t, x, q(x')), 
(2.4.2) 
for (t, x, x'), (t, y, y') E S. Applying Taylor's theorem to the function 0 about (t, y, q(y')), 
we have 
0(t, x, q(x )) = «(t, y, q(y))+O_, (t, y, q(y))(x-y)+gxi(t, y, q(y)))(q(x')-q(y ))+ 2H(O), 
(2.4.3) 
where, 
H(O) = (x - y)20 xx(t, Cl, C2) + 2(x - y)(9(x') - 4(y 
))(t, cl, c2) 
+(9(x) - 9(y ))2ox, x'(t, Cl, C2), 
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where cl lies between x and y and c2 lies between q(x') and q(y'). Let 
M=max{logy(t, x, x')I, JO.., (t, x, x')I, jox, x, (t, x, x')I : tE 
[0, T], xE [mina(t), maxß(t)], 
x' E [-C, C]}. 
Then 
IH(0)I <2 (ix - yI + Iq(x') - 4(y )I)2. (2.4.4) 
In view of (B2) and (2.4.4), we obtain the following relations 
O(t, x, g(x')) ? o(t, y, g(y)) + 0, (t, y, g(y))(x - y) + 0(t, y, g(y))(g(x') - g(y)), 
(2.4.5) 
0(t, x, g(x')) C 0(t, y, g(y)) + ox(t, y, g(y))(x - y) + ox, (t, y, g(y))(g(x') - g(y)) (2.4.6) 
+2 (Ix - yj + lq(x') - q(y )I)2, 
for (t, x, x'), (t, y, y') E S. Using (2.4.6) in (2.4.2), we get 
f(t, x, 9'(x')) ý f(t, y, g(y)) + f, (t, y, g(y))(x - y) + f 
(t, y, g(y))(g(x') - g(y)) 247 
M(Ix - yI + Ig(x') - 4'(y )I)2, 
for (t, x, x'), (t, y, y') E S. Define 
k* (t, x, y; x', y) =f (t, y, q(y)) + ff (t, y, q(y))(x - y) +f, (t, y, q(y))(q(x') - q(y)) 
M (Ix - yl +I q(x') - q(y')D)2, 
for tE [0, T], x, y, x', y' E R. Then k* satisfies the following relations 
f . f(t, x, 4(xß)) ? k*(t, x, xl; y, yl), (2.4.8) 
.f 
(t, x, 4(xß)) = k* (t, x, x'; x, x'), 
for (t, x, x'), (t, y, y') E S. Moreover, for (t, x, x'), (t, y, y') E S, k* is continuous and 
bounded and therefore satisfies a Nagumo condition on [0, T] relative to a, 6. Hence there 
exists a constant C2 >0 such that any solution xE C2([0, T]) of the BVP 
-x"(t)+Ax(t) = k` (t, x, x'; y, y') +)P(y, x, ß), 
x(O) = x(T), x'(0) = x'(T), 
with a(t) < x(t) < , B(t), tE [0, T] satisfies 
Ix'(t)I < C2, tE [0, T]. 
Now, set wo =a and consider the boundary value problem 
tE [0, T], 
-x t (t)+, \x(t) = k' (t, x, x'; wo, wo) + Ap(wo, x, ß), tE [0 , T], 
x(O) = x(T), x'(0) = x(T). 
(2.4.9) 
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Using (Bl) and (2.4.8), we have 
-wo (t) + awo (t) <f (t, wo(t), wö (t)) + awo(t) 
= k* (t, wo (t), wo (t); wo (t), wo (t)) + Ap(wo, x, ß), tE [O, T], 
M+ 1\0(1) >_ f (t, ß(t), ß'(t)) + 1\ß(t) 
> k*(t, ß(t), ß'(t); wo(t), wö(t)) + 1\p(wo, ß, ß), tE [0, T], 
which imply that wo and B are lower and upper solutions of (2.4.9). Hence, by Theorems 
2.2.2,2.2.4, there exists a unique solution wl of (2.4.9) such that 
wo(t) < wi(t) < , ß(t) and 
lwi (t) l< C2, tE [0, T]. 
In view of (2.4.8) and the fact that wl is a solution of (2.4.9), we can show that wl is a 
lower solution of (2.1.1). Now, by (B1) and (2.4.8), we can show that wl and /3 are lower 
and upper solutions of 
-xl (t)+ax(t) = k* (t, x, x'iwl, wl) +\p(w1, x, ß), tE [0, T], ,_. -... 
x(0) = x(T), x'(0) = x'(T). 
(2.4.10) 
Hence by Theorems 2.2.2,2.2.4, there exists a unique solution w2 of (2.4.10) such that 
wl C W2 and Iv4 < C2 on [0, T]. Continuing this process we obtain a monotone 
sequence {w, } of solutions satisfying 
WO :5 WI <w2 <w3 <... 5 wn_1 <w </3 on [0, T]. 
By the standard arguments as in the previous section, we can show that the sequence 
of solutions of the problems converges to the solution of the original nonlinear problem 
(2.1.1). 
For the quadratic convergence, let v,, (t) = x(t) - wn, (t), tE [0, T], nEN. Then, 
-vn(t) = -x"(t) + wn(t) = (F(t, x, x') - O(t, x, x')) - k*(t, wn, wn; wn-1)wn-1) (2.4.11) 
Applying Taylor's theorem on F(t, x, x') about (t, wn_1i q(wn-1)), using (2.4.5), and the 
definition of k*, we have 
-vn(t) ýf (t, wn-1, g(wn-1)) + fx(t, wn-1, g(wn-1)) (x - wn-1) + fxi (t, wn-1, q(wn-1)) x 
(x1 - g(wn-1)) + IH(F)I - If(t, wn-1, g(wn-1)) + 
fx(t, wn-1, g(wn-1))(wn - wn-1) 
+ fx'(t, wn-1, q(wn-1))(g(wn) - g(wn-1)) - 2(Iwn 
- wn-1I +I g(wn) - g(wn-1)I )2ý 
= fx(t, wn-1, q(wn-1))(x - wn) + 
fx»(t, wn-i, q(wn-1))(x' - q(wn)) + IH(F')I 
+2 (Iwn - wn-1I + Iq(wn) - g(wn 
(2.4.12) 
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H(F) = vý_1F'xx(t, i, ý2)+2vß-i(x'-4(wn-1))Fxxi(t)i, ý2)+(x'-q(w' _1)2F'xixi(t, 11 2) 
where wn_1(t) < 61 x(t) and ý2 lies between q(wn_1(t)) and x'(t). Let 
R1 = max { IFxx(t, S1, S2) I1 IFxxI (t, 611 S2) I7 IF'x, x, (t, 617 S2) 
(t, 61762) E [0, T] x [mina(t), maxß(t)] x [-C2, C2]}, 
then, I H(F)I < R1(Ivn-1I + Ix'- q(w' _1I )2 
< R1IIvn-I 112. Using this and the assumption 
fx < -A in (2.4.12), we obtain 
2 -v; l(t) + avn(t) < . f. -(t, wn-l, 
g(wn-1))(x '- q(wn)) + 
Rl 
Iivn-1I1i 
+2 (1w, - wn-1I + 
lq(wn) - g(wý'n-1) 1)2. 
Using the relation 
Iqýwn) - q(wn-1)I :5 Ix'- 4(wn-1)I + Ix'- g(wn)l :! ý Ivn-lI + lvnl , 
we obtain 
-v', l(t) + )ývn(t) ý fx' (t, wn-1,4(wn-1ýý(X 
ý- 9(wn)) + 2111vn-1111 
2 
+2 (IIvn-1I11 + IV, 1)2, tE [O, T], 
which is equivalent to 
(2.4.13) 
(2.4.14) 
vn(t) <fT Ga(t, s)(fýý(s, wn-1, g(wn-i))(x'-g(wn))+Rllvn-1 IIý+ 2 (IIvý-lII1+Ivýl)2)ds. -o 
(2.4.15) 
By the same process as in Theorem 2.3.1 [(2.3.23)], we can show that 
Ivn1 < Qllvn-lll <_ Qllvn-1111 on [0, T]. 
Hence, we can rewrite (2.4.15) as 
Tisw 
ý- Q(wn)) +T 11vn-1111 ds vn(t) :5f Ga(t, s)(. fx (, wn-1,4( n-1))( 
) 
0 
/T 
=J Ga(t, s)[f., '(s, wn-1,4(wn-1))vn+ fx, 
(s, wn-1,9(wn-1))(wn -9'(wn)) 
0 
+T11vn-11) i] ds, 
(2.4.16) 
where T=. +2 (1+Q). This is similar to that (2.3.13) of Theorem 2.3.1. Hence following 
the same procedure as in Theorem 2.3.1, we can show that the sequence converges to the 
solution of (2.1.1) quadratically. Q 
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2.5 Application to a blood flow model 
This section is a joint work with Prof. J. J. Nieto and Angela Torres and has been sub- 
mitted for publication in [51]. 
Now, we apply our theoretical results to a medical problem, a biomathematical model of 
blood flow inside an intracranial aneurysm. An aneurysm is a local enlargement of the ar- 
terial lumen caused by congenital, traumatic, atherosclerotic or other factors. The natural 
history of the development of aneurysms consists of three phases: pathogenesis, enlarge- 
ment and rupture. Aneurysmal subarachnoid hemorrhage is a major clinical problem in 
the world. The incidence of subarachnoid hemorrhage (SAH) is stable, at around six cases 
per 100000 patient a year [26]. The cause of SAH is a ruptured aneurysm in 85 percent of 
cases and SAH accounts for a quarter of cerebrovascular deaths [90] . The 
developments of 
the epidemiology and pathogenesis of intracranial aneurysms, methods of diagnosis, and 
approaches to treatment have been discussed by several authors [71,85,89]. Different sen- 
sitive, but non-invasive, imaging strategies for the diagnosis of intracranial aneurysms are 
now used [93]. For effective treatment of patients with intact incidental aneurysms, it is 
important to have adequate models in order to understand the evolution of aneurysms and 
to propose prognostic criteria upon which to make clinical recommendations. Mathemati- 
cal models are now more relevant in biomedical practice [37] and several biomathematical 
models of intracranial aneurysms have been proposed in the literature [34,77,78] . 
We consider the biomathematical model of blood flow inside an intracranial aneurysm 
x 1' + px' + ax - bx2 + ex 
3-F cos(ht) = 0, te [0, T] 
x(0) = x(T), x'(0) = x(T), 
(2.5.1) 
where x represents the velocity of blood flow inside the aneurysm, and p, a, b, c, F, h are 
positive medical parameters depending on each patient. For example, F is related to the 
pulse pressure, h is the inverse of the cardiac frequency, p depends on the elastic properties 
of the aneurysm wall, .... for details, see 
[38,77,79]. 
Assume that b2 > 16a, take A=s>0 and write the model (2.5.1) as 
-x" + Ax =f (t, x, x') = Px + p(x) -F cos(ht), (2.5.2) 
where p(x) = 76 x- bx2 + ex3 = v(x) + sx, v(x) = ax - bx2 + ex3. We note that the 
equation p(x) =0 has three real roots namely, 0, xl, x2 with (0 < x1 < X2), where 
b_(b2_ 14ac)tý b+(b2_ 14c) sa x1 2c , x2 2c 
Clearly, p(x) > 0, for xE [0, xl] and p(x) < 0, for xE [x1, x2]. Let V)(x) = p(x) + Ax, 
then 
IPmax = IIlä. xO(x) ='0(x3) % 0, 
'Ymin = TrilII'tp(x) = "P(x4) < 
01 
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where X3 = 
b-(b2 -4ac)'7 
3c 
0, for every xE [x3, x4] 
Similarly, 
b-F(b2-4ac)i 
E (0, xl) and x4 = 3c E 
(XI, X2)- Moreover, ? /ix (x) < 
which implies that px(x) < -A for every xE [X3) X41 . 
3 
v(x) >0 on (0,2x3), 
v(x) <0 on (3 2x3i 
3 
2x4). 
Since 0< x3 < b-(b22c ac) , it follows that v(x3) >0 which implies that p(x3) - Ax3 > 0. 
Thus, 
Ymax - 2ý( 
6- (623c 4ac) 2`>0. 
Let 
b- (b2 - 4ac) 
2 
"ýý 
b+ (b2 - 4ac) 
z 
F= min{omax - 2A( 3c 
), lyýminl + A( 
3c 
)} 
Taking a= x3 and /3 = X4i we have a<Q and 
a' - Aa +f (t, a, a') = -Ax3 + p(x3) -F cos(ht) > Pmax - 2. x3 -F>0, 
Q" - Aß +f (t"6''81) = -Ax4 + p(x4) - Fcos(ht) < -2Ax4 - I', bminI +F<0, 
which imply that a, 3 are lower and upper solutions of (2.5.1). 
Now, for xE [x3i x4], tE [0, T], we have 
If(t, x, x')I <_ pIx I +K = w(Ix'I), 
where K= max{p(x) - Fcos(ht) :tE [0, T], xE [x3, x41 }. Moreover, 
f °° sds 
_ 
°O As % 
o w(s) - Jo Ps + K= 
oo. 
Thus the Nagumo condition is satisfied. Hence by Theorem 2.2.4, there exists a solution 
of (2.5.1) in [x3, x4]. 
Now we approximate the solution of (2.5.1). The approximation scheme is given by 
solutions of the linear problems 
-x" + ax = k(t, x, x'; y, y), t E[0, T], 
x(0) = x(T), x'(0) =x '(T), 
where 
k(t, x, x'; y, y)= f(t, y, y)+ Pý, (y)(x - y) +P(x' - y') 
= p(y) +Px(y)(x - y) +Px - Fcos(ht). 
We rewrite 
°O sds °° sds 
w(s) 
fo 
Ps +. 
-x" - px + (a - Pý, (y))x = p(y) - yPx(y) -F cos(ht) 
x(0) = x(7'), x(O) = x'(T), 
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in the equivalent form 
X(t) 
T 
=-fG, \(t, s) [p(y) - yPx(y) - Fcos(hs)]ds. 
Since A- px(y) >0 for yE [x3, x4], it follows that the Green's function GA (t, s) >0 on 
(0, T) x (0, T). 
The first approximation to the solution is x3. Taking w0 = X3, the second approxima- 
tion is given by 
wl(t) =JT Ga(t, s)(? P ma, ý - Fcos(hs))ds. 
0 
In general, the quasilinearization iteration scheme for the solution of (2.5.1) is given by 
"' Ga(t, s) 
(p(wn_1) - wn-1Px(w, ß_1) -F cos(hs))ds. (2.5.3) 
fW 
To show the sequence of iterates converges quadratically to the solution of the problem 
(2.5.1), we set v,, (t) = x(t) - wn, (t). By the mean value theorem, (2.5.2) and (2.5.3), we 
obtain 
-v, '(t)+Avn(t) _ (-x"(t) + Ax(t)) 
- (-w', ý(t) + Awn(t)) 
= px' +P(x) - [P(wn-1) +Px(wn-1)(wn - wn-1) +Pwn] 
= Pvn + Px 
1 
() 
-1 
(wn-1)vn + 2pxxvn 
S Pvn + px(wn-1)vn + d1Ivn-1112, 
where d is a bound for 2I pxx (x) I. Thus, it follows that 
-vn(t) - Pvn(t) + (A - Px(wn-1)vn(t) 
C dIlvn-1112, 
which implies that 
Ilvnll < siIvn-I 112, 
where d fö IGA(t, s) Ids < S. This shows that the iterates converges quadratically to a 
solution of the problem. 
Chapter 3 
Three-point nonlinear boundary 
value problems 
In this chapter, we study existence, uniqueness and approximation of solutions for second 
order nonlinear boundary value problems with nonlinear nonlocal three-point boundary 
conditions. Firstly, we develop the method of upper and lower solutions to establish 
existence results and then the method of quasilinearization to approximate our problems. 
Multi-point boundary value problems for ordinary differential equations arise in different 
areas of applied mathematics and physics [73,88]. The study of multi-point boundary value 
problems for linear second order ordinary differential equations was initiated by II'in and 
Moiseev [40,41] motivated by the work of Bitsadze [13] on nonlocal linear elliptic boundary 
value problems. Since then, multipoint boundary value problems have been studied by 
several authors, for example, [3,21,28-30,32,36,42,57,67,70,92]. 
3.1 Three point nonlinear boundary value problems (I) 
In this section, we study existence and approximation of solutions of nonlinear second order 
differential equations with nonlinear nonlocal boundary conditions (BCs) of the type 
X" (t) =f (t, x, ), 0<t<1, (3.1.1) 
x(0) =a, x(1) = g(x(77)), 0< r) < 1, 
where g is continuous and nondecreasing. Simpler versions of these boundary conditions 
are well studied [24,28-31,67,70,92]. In contrast to previous studies, we deal with a more 
general boundary condition and we also treat the case where the nonlinearity f depends 
on x'. 
Existence is shown via the method of upper and lower solutions. We show that our 
results hold for a wide range of problems, including problems of the form 
X" = Ix'I" 'x -f (x), where 0<p<2, 
38 
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subject to the well-studied boundary conditions 
x(0) =a>0, x(1) = Sx(77), 0< Si < 1. 
For these particular problems we show the existence of a positive solution when f satisfies 
conditions a little weaker than 0<f (x) < yx9 +C for some ry < 1. 
The approximation of solutions uses the method of quasilinearization. We approxi- 
mate our problem by a sequence of linear problems to obtain a monotone sequence of 
approximants. We show that, under suitable conditions, these converge quadratically to 
a solution of the original problem. In our new result, we control both the function and 
its first derivative and prove a result on quadratic convergence in the Cl norm. This is 
more delicate than the corresponding results when there is no x' dependence in f, for 
example [3,211. 
Recently, three-point (and certain more general multipoint) boundary value problems 
(BVPs) of the following type have received considerable attention. 
x"(t) =f (t, x, x') + e(t), tEJ= [0,1], (3.1.2) 
XI(O) = 0, x(1) = Sx(ii), 0<i<1, (3.1.3) 
x(0)=0, x(1) 8x(77), 0<77 <1. (3.1.4) 
Existence theory in these cases had been given in a number of papers of Gupta et al. [28,30]. 
Gupta [29] has also studied the resonance case giving existence and uniqueness results for 
the problem (3.1.2), (3.1.3) with S=1 and for the problem (3.1.2), (3.1.4) with Sri = 1. 
Positivity of solutions of the three point boundary value problems with 0<S<1 for 
the BC (3.1.3), and with 0< S77 <1 for the BC (3.1.4), when f does not depend on x' 
[except in a trivial manner] was studied by Webb [92], using fixed point index theory, and 
by Ma [67] and others. 
When f does not depend on x', the nonlinear BVP with the nonlinear boundary 
condition u'(0) = 0, u(1) + B(u'(1)) =0 has been studied by Infante 
[42], by using fixed 
point index theory. Here B: III; -* R is an odd continuous function such that there exists 
a number S>0 such that 0< B(v) < Sv for every v>0, but without any monotonicity 
assumptions. 
Recently, Eloe and Gao [21], Ahmad, Khan and Eloe [3] have developed the quasilin- 
earization method for a three point boundary value problem involving a nonlinear bound- 
ary condition 
x"(t) =f (t, x), tcJ= [0,1], (3.1.51 
x(O) =a, x(l) = 9(x1/2)), . 
when the nonlinearity f is independent of x'. Our results allows f to depend on x', which 
leads to extra difficulties, and they apply to more general boundary conditions. 
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3.1.1 Upper and lower solutions method 
This section is a joint work with Prof. J. R. L. Webb and has been published in [53]. 
Consider the nonlinear problem 
x"(t) =f (t, x, x'), tEJ= [0,1], 
x(0) =a, x(1) = g(x(, q)), 0< 77 < 1, 
where f and g are continuous. Let k(t, s) denote the Green's function for the Dirichlet 
boundary value problem, x(0) = x(1) = 0, so that 
k(t, s) 
-t(1-s), 0<t<s<1, 
-s(10<s<t<1. 
We note that k(t, s) <0 on (0,1) x (0,1). We seek a solution x via the integral equation 
(3.1.7) x(t) = a(1- t) + y(x(77))t + 
in 1 k(t, s) f(s, x(s), x'(s)) ds. 
0 
We recall the concept of lower and upper solutions for the boundary value problem (3.1.6). 
Definition 3.1.1. Let a, 6E C2(J). We say that a is a lower solution of the BVP (3.1.6) 
if 
a"(t) >f (t, a(t), a '(t)), tEJ 
a(O) < a, a(1) < 9(a(77))" 
An upper solution ß of the BVP (3.1.6) is defined similarly by reversing the inequalities. 
For uE C(J) we write hull = maxtEJ Ju(t)I and for vE C1(J) we write llvUUl = 
Ilvl12 + lFIv '72. Now, we prove theorems which establish the existence and uniqueness of 
solutions. 
Theorem 3.1.2. Assume that a, ßE C2(J) are lower and upper solutions of (3.1.6) 
respectively such that a<ß on J. Assume that fE C[J xRx IR] and satisfies the Nagumo 
condition in x' relative to a, ß. Suppose that g is continuous and is nondecreasing on R. 
Then there exists a solution x(t) of (3.1.6) such that a(t) < x(t) < , ß(t), tEJ. 
Proof. There exists a constant N depending on a, 8 and w such that 
1N 
cv() 
> maýx, Q(t) - mina(t), 
s 
tEJ 
where w is the Nagumo function. 
Let C> max{N, 1da'II, 11ß'II, 11all, 11011} and q(x') = max{-C, min{x', C}}. Define modifi- 
cations of f (t, x, x') and g(x) as follows. 
- ý(t) f (t ß(t), g(x')) +x 1+ ix if x>ß(t), 
F(t, x, ý)=f (t, x, q(x') ), if a(t) <x , ß(t), 
f (t, a(t), g(x')) +x -a(t) 1+x a(t)i, 
if x< a(t). ý- 
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and 
g(, ß(77)), x> ß(n), 
G(x) = 9(x), a(77) <_ x< 0(77), 
9(a(77)), x< a(77)" 
Consider the modified boundary value problem 
x"(t) = F(t, x, x'), tEJ, 
x(0) = a, x(1) = G(x(r7)). 
This is equivalent to an integral equation, 
(3.1.8) 
k(t, s)F(s, x(s), x'(s)) ds. (3.1.9) x(t) = a(l - t) + G(x(77))t + 
in 1 
Since F(t, x, x') and G(x) are continuous and bounded, this integral equation has a fixed 
point by the Schauder fixed point theorem so the BVP (3.1.8) has a solution xE C2(J), 
[21]. Further, we note that 
ä'(t) >f (t, a(t), a '(t)) = F(t, a(t), ä (t)), tEJ 
a(0) < a, a(1) < g(a(77)) = G(a(77)) 
and 
ß"(t) < .f (t, 0 (t), ß'(t)) = 
F(t, 0 (t), ß'(t)), tEJ 
ß(0) ? a, ß(1) ? 9(ß(i)) = G(ß(71)), 
that is, a, 0 are lower and upper solutions of (3.1.8). We claim that any solution x, of 
(3.1.8) with a(t) < x(t) < ß(t), tEJ, is also a solution of (3.1.6). For if x is such a 
solution of (3.1.8), then for tEJ, we have 
IF'(t, x, x')i = lf(t, x, 4(x'))i : ýW(Ix 1), (3.1.10) 
where w(s) = w(q(s)) for s>0. We note that q(s) >0 for s>0 and for s<C we have 
q(s) = s. Now 
jC8 )ds> fN w ds+ fN W)ds>JN ds>maxß-mina (3.1.11) WS (8) S W(S) tEJ tEJ 
and hence as in the proof of Theorem 1.1.7, we conclude that Ix'(t)l < C, which implies 
that x(t) is a solution of (3.1.6). 
Now we show that any solution x of (3.1.8) does satisfy a(t) < x(t) : 5,8(t), tEJ. Set 
v(t) = a(t) - x(t), tEJ. Then, v(t) E C2(J) and v(O) < 0. We claim that v(t) <0 on J. 
If not, v has a positive maximum at some to E (0,1]. If to 1, then 
v(to) > 01 vI(to) = 01 v"(ta) < 0. 
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However, 
v"(to) =äl (to) - x"(to) 
x(to) - a(to) >_ f (to, a(to), ä (to)) -f (to, a(to), ä (to)) -1 + lx(to) - a(to) I> 
a contradiction. If to = 1, then v(1) > 0, vß(1) > 0. Using the boundary conditions, we 
have 
v(1) = a(1) - x(1) < g(a(rb)) - G(x(i7)). 
If x(77) < a(rk), then g(a(rb)) = G(x(77)), and hence v(1) < 0, a contradiction. If x(77) > 
/3(i), then G(x(r7)) = g(, 3(97)) > g(a(rb)), which implies v(1) < 0, a contradiction. Hence 
a(rk) < x(r)) < /ß(r)) and G(x(ij)) = g(x(71)). Then v(1) < g(a(rj)) - g(x(71)) < 0, 
by the 
increasing property of g, another contradiction. Thus a(t) < x(t), tEJ. Similarly, we 
can show that x(t) < /3(t), tEJ. 11 
Theorem 3.1.3. Assume that a,, 8 are lower and upper solutions of the boundary value 
problem (3.1.6). Suppose f (t, x, x') E C[J x I[8 x IR] is strictly increasing in x for each 
(t, x') EJx JR and g is continuous and x- g(x) is strictly increasing in x. Then 
a(t) < ß(t) on J. 
Hence, under these conditions, solutions are unique. 
Proof. Define w(t) = a(t) - ß(t) on J. Then 
wE C2(J), w(O) < 0, and w(1) < g(a(ii)) - g(ß(i)), 
Suppose that w has a positive maximum at some to E (0,1]. If to E (0,1) then 
w(to) > 0, W '(to) = 0, w"(to) < 0. 
Using the increasing property of f (t, x, x') in x, we obtain 
w'(to) = «'(to) - ß"(to) ?f (to, a(to), «(to)) -f (to, ß(to), a 
'(to)) > 0, 
a contradiction. Thus to = 1, w(1) > 0, and w'(1) > 0. It also follows, by essentially the 
same argument as above, that w cannot have a negative minimum on (0,1), hence w>0 
on J. If w(i) =0 then w(1) <0 from the boundary condition, a contradiction. So we 
must have 0< w(r7) < w(1), that is, 
07) - P(71) :5 9(a(71)) - 
which implies a(77) < ß(r7) by the increasing property of I-g. This contradicts w(77) > 0. 
We have shown that w(t) < 0, tEJ. 0 
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Example 3.1.4. (A class of examples) Consider the three-point boundary value prob- 
lem 
x" (t) =I x'(t)JV-1x'(t) -f (x (t)), tE (0,1), where 0<p: 5 2, 
x(0) =a > 0, x(1) = 6x(77), 77 E (0,1) with 0<a, q < 1. 
We assume that f satisfies 
f (x) > -(a - x)'3 for 0 <x< a, and f (x) < 'yxP +C for x >a, where -y < 1. 
Firstly we show that there is a lower solution of the form a(t) =a- bt, with b>0. In 
fact we take 
b= 
if1<b<-ýý 
al-ý ifS<1. 
1_dý , 
Note that b<a so that a(t) >0 on J. Then a(0) =a and a(1) < 6a(d) since a-b 
6(a - bi1) a(l - S) < b(1 - Öij). Further, 
ä "(t) >Iä (t) I'-1a - f(a(t)) 
if and only if 0> -bP - f(a(t)). This is valid because 
f (a - bt) > -[a - (a - bt)]" = -[bt]" > -bi. 
Hence a(t) is a lower solution of the problem. 
Secondly we show that ß(t) =a+ Bt is an upper solution, where B> Bo >0 is chosen 
below and where 
Bo =0 
if8<1 
ii L--F'17 ifl<8< 
In fact ß(0) =a and it is easy to check that 0(1) > 8ß(i). 
Further, ß"(t) < Iß'IP-l, ß' -f (ß) if and only if f (ß(t)) < BP. Now since ß>a, 
f (ß(t)) < ry(ß(t))P +C< ry(a + B)P + C. 
Since y<1, for sufficiently large B we have f (ß(t)) < BP and hence ß(t) =a+ Bt, is an 
upper solution of the problem for B sufficiently large. 
Finally we show that the Nagumo condition is satisfied. For a(t) < x(t) < ß(t), we have 
l Ix'IP-lx' - f(x) I <- Ix, I" +f (x) 
< Ix'IP+'yxP+C < Ix IP+BP =: w(Ix'I), 
where w(s) = sP + B", and 
S 1 8p + Bp ds=oo Toru<-- P`z. Thus by Theorem 3.1.2, there is a solution of this BVP which lies between a and ß, in 
particular is positive on [0,1]. If 6<1 and f is decreasing then the solution is unique by 
Theorem 3.1.3. 
An ^C uei -- in 
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3.1.2 Quasilinearization technique 
We now study approximation of solutions by the quasilinearization method and show that, 
under suitable conditions on f and g, there are solutions of linear problems that converge 
quadratically to the solution of the nonlinear problem. 
Theorem 3.1.5. Assume that 
(A1) there exist lower and upper solutions of (3.1.6), a, ß E C2(J), such that a(t) < ß(t) 
on J. 
(A2) fE C2(J x Ii x IR) satisfies f f(t, x, x') >0 for tEJ, xE [mina, max ß], and 
Jx'J < C. Suppose also that H(f) <0 whenever mina < zl < maxß, Jz2J < C, 
tEJ, where 
H(f) _ (x - y)2fxx(t, zl, z2) + 2(x - y) (x' -y 
)fxx1 (t, zi, z2) + (x' -y 
)2fxlx' (t, zl, z2) 
is the quadratic form of f. 
(A3) The function gE C2(R) satisfies 
0< g(x) <1 and g"(x) >0 for mina <x< maxß. 
Then, there exists a monotone sequence {wn} of solutions of linear problems converging 
uniformly and quadratically to the unique solution of the problem (3.1.6). 
Proof. In view of (A2), (A3) and Taylor's theorem, we have 
f(t, x, x') <f(t, y, y)+fx(t, y, y')(x-y)+fx, (t, y, y)(x -y), (3.1.12) 
where x, yE [min a, max ß], x', y' E [-C, C] and tEJ, and 
g(x) > g(y) +g '(y) (x - y), for xE ]R, mina <y< max ß. (3.1.13) 
Let S= {(t, x, x') :xE [mina, max ß], tEJ, x' E 1R} and define on S the function 
h(t, x, y, x', y') =f (t, y, q(y )) + fx(t, y, q(y ))(x - y) 
+ fx, (t, y, q(y'))(q(x') - q(y )). (3.1.14) 
Note that h(t, x, y; x', y') is continuous and bounded so satisfies a Nagumo condition rela- 
tive to a, Q. Also, for x, yE [min a, max Q], let 
G(x, y) = g(y) + 9'(y) (x - Y) - (3.1.15) 
Then, in view of (A3), G(x, y) is continuous and bounded and satisfies 0< Gx(x, y) < 1. 
Moreover, from (3.1.14), it follows that, for Ix'I < C, Iy'I < C, 
hý(t, x, y; xý, y) = f, (t, y, 
y)> 0, 
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and 
h(t, x, y; x', y') =f (t, y, y') + f, (t, y, y') (x - y) + fa:, (t, y, y') (x' - y'). (3.1.16) 
From (3.1.12), (3.1.14) and (3.1.13), (3.1.15), we have the following relations for Ix'I 
C, ly'I <C, 
x, x') :5 tz(t, x, y; x', y') 
ýýt, x, x') =h (t, x, x; x', x'), 
and 
f G(x, y) g(x), G(x, x) = g(x). 
Now, we set wo =a and consider the following linear problem on S 
x"(t) = h(t, x, wo, , wö), tEJ 
x(0) = a, x(1) =G (x (71), wo (77)). 
Using (A1), (3.1.17) and (3.1.18), we obtain 
wö (t) ? f(t, wo (t), wo (t)) = h(t, wo (t), wo (t); wo (t), wö (t)), tEJ 
wo(0) : 5a, wo(1) C 9(wo(, q)) = G(wo(7J), wo(77)), 
and 
(3.1.1 7) 
(3.1.18) 
(3.1.19) 
f (t, ß(t), ß'(t)) <_ h(t, ß(t), wo (t); 0'(t), WO (t)), tEJ 
ß(o) ? a, ß(1) > 9(ßG7)) ? G(ß01), wo(rl)), 
which imply that wo and ,6 are respectively lower and upper solution of 
(3.1.19). Hence, by 
Theorems 3.1.2,3.1.3, there exists a unique solution wl of (3.1.19) such that wo < wl <ß 
and Iwi <C on J. Using (3.1.17), (3.1.18) and the fact that wl is a solution of (3.1.19), 
we obtain 
wi (t) = h(t, wi, wo; wi, wo) ?f (t, wi (t), wi (t)) (3.1.20) 
wl(0) = a, wl(1) = G(wl(i7), wo(77)) <_ 9(wl(77)), 
which implies that wl is a lower solution of (3.1.6). Now, consider the problem 
x"(t) = h(t, x, wl; x', wi), tEJ (3.1.211 
x(O)=a, x(1) = G(x(r7), wl (? 7))" 
In view of (Al), (3.1.17), (3.1.18) and (3.1.20), we can show that wl and /3 are lower and 
upper solutions of (3.1.21) respectively. Hence again by Theorems 3.1.2,3.1.3, there exists 
a unique solution w2 of (3.1.21) such that wl < w2 <Q and (w2j C on J. Continuing 
this process we obtain a monotone sequence {wn } of solutions satisfying 
wp < tul < W2: 5 W3: 5 ... 
< wn-1 < wn :5Q, tE . 
I, 
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and 
ý a<w,,, 
(t)<ß, andJz. dI <C, n=1,2,3,..., tEJ, (3.1.22) 
where w,,, is a solution of the linear problem 
w, z(t) = a(1 - t) + G(w,,, 
(r7), w,,, _1(r7))t +J1 
k(t, s)h(s, wn, wý, _1i uin, wn_1) 
ds. (3.1.23) 
0 
As h(s, w wn-l; wn, wn-1) is continuous and bounded on J, there is L>0 such that 
ýh(s, wn, wn_1 i wn, wn_1) I<L, tcJ. Also, for t, sEJ, we have 
lwn(t) - wn(S)I < 
ftIh(a, 
wn, wn_i; w, w_i)Ida LIt - s1. (3.1.24) 
From (3.1.22), (3.1.23) and (3.1.24), it follows that the sequences {w$jl (t)}, (j = 0,1) are 
uniformly bounded and equicontinuous on J. The Arzelä-Ascoli theorem guarantees the 
existence of a subsequence and a function xE C2(J) with w(j) (j = 0,1) converging 
uniformly to x(j) on J as n -4 oo. Passing to the limit in (3.1.23), we obtain 
x(t) = a(1 - t) + g(x(ý))t + 
k(t, s) f (s, x, x') ds, 
fo 1 
that is, x(t) is a solution of (3.1.6). 
Now we show that the convergence is quadratic. For each n, set vn =x- wn. Then, 
vn E C2(J), vn(0) =0 and v. (t) > 0, tEJ. 
Using the definition of G(x, y) and Taylor's theorem we have 
vn(1) -9(x(77)) - G(wn(rl), wn-1(ry7)) = 9'(wn-1(r7))vn(r7) + 
9L2(L)vn-1(r7) 
(3.1.25) 
=9 (wn-1(r7))vn(r7) + dvn-1(17), 
where ý lies between x(77) and wtt_1(77) and d= 912 > 0. Further, using Taylor's theorem 
and (A2), we obtain 
11 11ýtý - wn+1 ýtý =f (tl 2, x) 
- [f (t, wn, wn) + fx(t, wn, 
wn)(wn+l 
- W. ) + fx'(t, wn, Wn)(wn+1) - wn)1 
=f (t, wn, wn 
)+ fx (t, wn, wn) (x - wn )+ 
fxl(t, wn, wn ) (xI - wn )+2 H(f) 
- [f (t, wn, wn) + fx(t, wn, wn)(wn+i - wn) 
+ fxl (t, wn, wn)1wn+1 - wn)I 
= fx(t, wn, wn)vn+l + fxl (t, wn, wn )vn+l 2 
IH(f)1, 
(3.1.26) 
where 
H(f) // = vnfxx(t, Cl, C2) + 2vnvnfxx, lt, cl, c2) 
+ vn2fxl xý lt, Cl, C2), 
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with w, (t) < Cl < x(t) and c2 lies between q(w''(t)) and x'(t). Hence a< cl <ß and 
IC21 < C. Then 
M := max{Ifxx(t, c1, C2)I, IfxxF(t)C1, C2)I, Ifx'x'(t)c1, C2)I}, tEJ 
is independent of w,,, and x and we have 
IH(f)I < 2MIlv,, II , 
(3.1.27) 
where, IIvnIIi = IIvnII2 + IlvnII2 Using (3.1.27) and the assumption fx > 0, we obtain from 
(3.1.26) 
vn+lýtý ý wn, wn)vn+1 -MIIvnIIl" (3.1.28) 
By a comparison argument (the maximum principle), it follows that 
0<v,,, +l (t) < r(t), where r(t) is the solution of the linear problem 
r'(t) - ff'(t, wn, w; ý)r 
(t) -MIIvnIfi (3.1.29) 
(i1). r(O) = 0, r(1) =g (wn(rI))vn+i (77) + dv2 n 
Note that r'(0) >0 since r(t) > 0. Let p(t) = e- 
ff f=f(S, Wn, Wn)ds be the integrating factor, 
then 
Since a< wn, <0 and lwnI 
(r'(t)µ(t))' = -Mµ(t)IlvnII1. (3.1.30) 
C, ff, (t, wn, w; ý) 
is uniformly bounded say < 
-l < 
0, L>0. 
Then the integrating factor satisfies 
e-Lt < µ(t) < elt, 
1C 
eLt. 
µ(t) 
(3.1.31) 
Integrating (3.1.30) from 0 to t, using (3.1.31) and the boundary condition rß(0) > 0, we 
obtain 
rýýt) >_ -Mf 
tµ(s)ds 
>-Mjjvnjj, eLt(ett _ 1)/l >-Mjjvnjiie(l+L)t/l, µýt) o 
which on integration from t to 1, gives 
r(t) r(1) +MeL+I((vnl1l/(l(l + L)) 
<9 (wn(Tl))vn+1(n) +dvn(n) + ý'ljlvnl1l) 
Mel+L 
where Cl = i(1 + L) 
Hence, using 0< g'(w(rl)) < Ll <1 we have 
vn+i (t) :5 L1vn+1 (7I) + dvn (77) + Cý''l llvn jjl " 
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Taking t= 77, solving for v,,, +1(77) then gives 
vn+1(t) < 
L1 
(dv2(77)+C1Jjvn11i)+C, IIv7zlli" 1-L1 
Hence 
L1 
dll vnll + C2iIvnlll, vn+1(t) GL 1- 
where C2 = 
Cl 
1 Ll . 
Taking the maximum over [0,1] gives 
IIvn+1II <_ C3IIvnII1, 
where C3 = 
L1 
d+ C2. We have proved that 1-L1 
JIvn+iýl :ý c31Ivn11i" (3.1.32) 
Since v,,, E C2(J), using the Mean value theorem, we can find 0<ý<1, such that 
vn, (1) - v, ß(0) = v'n(e). That is, v, ß(1) = v; ý( 
). Using (A2) and (3.1.32) in (3.1.26), we 
have 
vn+1(t) = fx(t)wn, wn)vn+1 + fx' (t, wn, wn)vn+1 - 2IH(f )I 
ý fx'(t, wn, wn)vn+1 + Nvn+1 C fx' 
(t, wn, wn)vn+1 + NG 11Vn 111, 
where 0< fx(t, wn, Win) < N. It follows that 
(v'n+1(t)µ(t))' < NC3IIvnIIi/ý(t) < NC3ettllvnlli, 
which implies that 
!t 
(vn+i(t)ß(t) - 
NC 
lie 
liv-iii)' < 0. 
(3.1.33) 
that is, the function (k(t) = v'n+l(t)µ(t) -N z3ett 
112 is non-increasing and hence ¢(ý) > 
-0(1) which implies that 
vn+1(ý)ý(ý) -N l3eiý IIvnII1 >- vn+1(1)ý(1) -N l3el Ilvnlli 
That is, 
vn+1(1)µ(1) <vn+l(ýýfý(ýý + 
NC3IIvnýýi(el 
- elý) 
nTr+- - 
I 
= 
11l(vn+l(l)F4(ý) + ý. i s JIvne! - e`ý) 
_ 
lY'(výn(7l))vn+1(71) + dvn(ý))µ(ý) + 
Nl 3IIvnllllel 
_- elý) 
<9 ('wn(Tl))vn+i(rl) + [dµ(ý) + 
1Vl s (el - elý)]IIvnIIi 
l" 
(Cs9'(wn(tI)) + dlz(f) +: 
1V C3 (ei - elf )]IIvnIIi 
(3.1.34) 
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Using (3.1.28), we get 
(vn, +l(t)µ(t))' > -Nettfjvn11i, tEJ. (3.1.35) 
Integrating (3.1.35) from t to 1 and using (3.1.34), we obtain 
vn+l(t)u(t) :5 vn+1(1)f-L(l) +N (et - ett)IIvnIIi 
< [C39'(wý. (ý)) + dµ(E) + 
Nl 3 (el - etý) +N (el - elt)IIIvnIIi" 
It follows that 
(3.1.36) 
vý+i(t) < RllIvn11i, (3.1.37) 
where, 
Rl = max { 
ýýt) 
[Cs91(wn(7J)) + dµ(ý) + 
NL 3 (el- elý) +ý (el- eit)jI " tEJ 
Now, integrating (3.1.35) from 0 to t, we obtain 
It 
-22 vn+i(t) ? -N(lµ(t) 
1) 
IIvnII1 > `R21Ivn111, (3.1.38) 
where, 
_ N(eIt 1) 
R2 = max{ lit-(-t)}' tEJ 
Let R= max{R1, R2}, then from (3.1.37) and (3.1.38), it follows that 
Ivn+1\t)I ý RIIvnII1" 
Combined with (3.1.32) this establishes 
(3.1.39) 
IIvn+1Ii1 < C411vn111, 
where C4 = C3 + R, that is, we have quadratic convergence. 0 
3.1.3 Generalized quasilinearization technique 
We now use an auxiliary function 0 to allow weaker hypotheses on f. 
Theorem 3.1.6. Assume that 
(B1) a and ßE C2(J) are lower and upper solutions of (3.1.6) respectively, such that 
a(t) < ß(t) on J. 
(B2) fE C[J x IR x R] satisfies fz(t, x, x') >0 fort E J, xE [mina, max ß], and Ix'I < C. 
Suppose also that H(f + 0) <0 on Jx [min a, max ß] x [-C, C], for some function 
¢E C2[J xRx ]R] where H(O) <0 on Jx [mina, maxß] x [-C, C]. 
(B3) g(x) E C2(R), 0< g'(x) <1 and g"(x) >0 on [mina, maxß]. 
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Then, there exists a monotone sequence {wn} of solutions of linear problems converging 
uniformly and quadratically to the unique solution of the problem. 
Proof. Define F: JxRx118->118by 
F(t, x, y) =f (t, x, y) + q(t, x, y), tEJ. 
Then, from (B2), we have F(t, x, y) E C2 [j xRx 118] and 
H(F) <0 on Jx [min a, max ß] x [-C, C]. (3.1.40) 
Let Q= {(t, x, x') EJx [mina, max ß] x [-C, C]}. Using Taylor's theorem and (3.1.40), 
we have 
.f 
(t, x, x') < F(t, y, y') + Fx(t, y, y) (x - y) + Fx, (t, y, y')(x' - y') - (t, x, x'), (3.1.41) 
where (t, x, x'), (t, y, y') E Q. Further, using Taylor's theorem on the function 0, we can 
find dl, d2 E 118 with y< dl <x and d2 between x' and y', such that 
O(t, x, x') = 0(t, y, y) + Ox (t, y, y) (x - y) + Ox, (t, y, 
y)) (x' - y) +2 H(O), (3.1.42) 
where 
H(O) =(X - y)295ýý, (t, di, d2) + 2(x - y) 
(x' - y') (t, dl , d2) 
+ (x' - (t, di, d2) 
Let 
N= maxiloxx(t, di, d2)I, I 0xx, (t, di, d2)I, I 
ox, 
x, (t, di, d2) : (t, di, d2) E SZ}. 
Then 
IH(4)I <_ 4NIIx - ylli" 
In view of (B2) and (3.1.43), it follows that 
«t, x, X') < Ot, y, y) +/ (t, y, y)(x - y) + 0., (t, y, y')W - Y') 
(3.1.43) 
(3.1.44) 
and 
0(t, x, XI) ? 0(t, y, y) + 4ýx(t, y, y)(x - y) + Qýx, (t, y, 
y ))(x' - y) - 2Njjx - yýýi. (3.1.45) 
Using (3.1.45) in (3.1.41), we obtain 
f(t, x, x') <_f(t, y, y)+fx(t, y, y)(x-y)+fxi(t, y, y)(x' -y)+2NIlx-y11i. (3.1.46) 
Define the function h* on S by 
h* (t, x, y; x', y) =f (t, y, g(y)) + fx(t, y, g(y))(x - y) + fx' (t, y, g(y )) (g(x') - g(y)) 
+ 2NIlx - y11i. (3.1.47) 
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We note that h* is continuous and bounded and therefore satisfies the Nagumo condition. 
Moreover, h* (t, x, y; x', y') = fý(t, y, y') >0 and 
h*(t, x, y; x1, y) = f(t, y, y')+fx(t, y, y')(x-y)+ff'(t, y, y')(x'-y')+2NIIx-yIIi, (3.1.48) 
for Ix'I < C, Iy'I < C. From (3.1.46) and (3.1.48), we get the following relations 
/ 
f(t, x, x/) <h# (t, x, y; x/, y/) ,--, 
x, x) = lt*(t, x, x, x', x'), 
(3.1.49) 
for Ix'I < C, l y' l<C. As in the previous section, we obtain a monotone sequence {w, } of 
solutions satisfying 
a= wo < wl < w2 <"""< wn < , 
ß, tEJ. 
That is 
a<w,,, (t) </3 and lw;, (t)l < C, n=1,2,3, ..., tEJ 
(3.1.50) 
where w,,, satisfies 
wn(t)=a(l-t)+ G(w(77), w_1(q))t+ 
f 
k(t, s)h*(s, w,,,, wn_1iw. 'n, w _1)ds. 
(3.1.51) 
0 
The same arguments as in theorem 3.1.5, shows that the sequence converges to the unique 
solution of the boundary value problem (3.1.6). 
Now we show that the convergence of the sequence of solutions is quadratic. For that, we 
set vn(t) =X(t) - wn(t), n=1,2,3... and tEJ. Then, we note that 
v, j E C2(J), v, ß(0) = 
0, and v,,, (t) > 0, tEJ. 
Using (B2), (3.1.44) and Taylor's theorem, we get 
vn+1(t) =ý i(t) - wn+1(t) = (F(t, x, x') - cb(t, x, x'» -f 
(t, wn, wn) 
- fx(t, wn, wn)(wn+1 - wn) - fx'(t, wn, wn)(wn+1 - wn) - 2N1lwn+1 - wnlll 
? f(t, wn, wn) + fx(t, wn, wn)(x - wn) + fxf(t, wn, wn)(x - wn) +H(F)/2 
-f 
(t, wn, wn) - fx(t, wn, 
wn) (wn+1 - wn) - 
fxl (t, wn, wn) (wn+1 - wn) 
- 2N11wn+1 - wnýýi 
>_ fx(t, wn, wn)vn+1 +fx'(t, wn7 wn)vn+i - 2IH(F)I - 2NIIvnIIiý 
where 
H(F) = vnF'xx(t, 67 W+ 2vnv' Fxx, (t, ý1, 
t2ý + vn2Fx'x' (t, tl [2\ 
with wn < ý1 < x, and ý2 lies/ between Wn and x'. Let 
M= max{IFxxlt)fl7t2)I, IF 
tE[0,1] xx'(t7 
S17 S2)I, IFx'x'(t, ý17ý2)I: tEJ, 
(3.1.52) 
ýi E [minwo(t), max 0(t)], 6E [-C, C]}, 
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then IH(F)I < 4MIIv.,, II2 and hence (3.1.52) becomes 
v, 
+i(t) ? fx'(t, wn, wn)vn+i -2CIIvn, IIi, (3.1.53) 
where C= N+M. Here, we used the assumption fr >0 and the fact that 117-0n+1- WnII1 <- 
IIvnlll. From (3.1.53), it follows that vn+l(t) < r(t), where r(t) is the solution of the linear 
problem 
r"(t) = (t, wn,, w'n)r'(t) - 2CIlv,,, 112 
r(0) = 0, r(1) = 9f (wn (77))vn+i(77) + dvn(ýl), 
(3.1.54) 
which is the same equation as (3.1.29). Hence by the same process, quadratic convergence 
follows as in Theorem 3.1.5. Q 
3.2 Three-point nonlinear nonlocal boundary value prob- 
lems (II) 
This section is the original work of the author alone and is accepted for publication in [49]. 
In this section we study a nonlinear second order differential equations with nonlinear 
nonlocal three-point boundary conditions of the type 
-x1'(t)= f(t, x, x'), tEJ, 
x(0) = a, x'(1) = g(x(17)), 0< 17 < 1, 
(3.2.1) 
where the nonlinearities f: Jx IR x JR -> J8 and g: JR -+ JR are continuous. We show the 
validity of the classical upper and-tower solutions method to ensure existence of solution of 
the problem. Then we develop the quasilinearization method to obtain monotone sequence 
of solutions of linear problems which converges uniformly and quadratically to a solution 
of the original nonlinear problem. In our new results, we control both function and its first 
derivative and prove a result on quadratic convergence in the C1 norm. Our boundary 
conditions includes the two point boundary conditions 
y(O) = 0, Y IM + ß(y(1)) = 0, 
studied in [2], as a special case. Recently, existence theory for the boundary value problem 
of the type 
Y" W=f (x, y), xE (0,1), 
y(0)=0, y(1)=9(y(0, yV))=0,0<ý<1, 
is studied in [15] with f (x, y) = a(x, y)(y - b). 
We write (3.2.1) as an integral equation 
i 
x(t) =a+ 9(x(? l))t +f k(t, s) .f 
(s, x(S), X'(s))ds, (3.2.2) 
0 
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where, 
k(t, s) = 
ft, 0<t<s<1, 
s, 0<s<t<1, 
is the Green's function. Clearly, k(t, s) >0 on (0,1) x (0,1). 
Now, we know that the linear homogeneous problem 
ý'(t) + Lx'(t) = 0, tEJ, 
x(0) = 0, x'(1) = 0, 
has only a trivial solution for all L( 0) E R. Consequently, for any Q(t) E C(J), the 
corresponding nonhomogeneous problem 
x" (t) + Lx'(t) = Q(t), tEJ, 
x(0) = a, x'(1) = g(x(r7)), 0< r) < 1, 
has a unique solution 
where for L#0, 
and for L=0, 
fkL 1 
x(t )=a+ g(x(77))t + (t, s)Q(s)ds, 
kL(t s) 
Js 
L 
ko(t, s) = 
(1-e-Lt), 0<t<3 < 
(1-e-Ls), O<S<t<1, 
-t, 0<t<s<1 
-s, 0<s<t<1. 
We note that kL(t, s) <0 on (0,1) x (0,1) for any LER. 
3.2.1 The method of upper and lower solutions 
We recall the concept of upper and lower solutions for the BVP (3.2.1). 
Definition 3.2.1. Let aE C2(J). We say that a is a lower solution of the BVP (3.2.1), 
if 
-a"(t) <f (t, a(t), a'(0), tEJ 
a(O) < a, a'(1) < g(a(l)). 
An upper solution BE C2(J) of the BVP (3.2.1) is defined similarly by reversing the 
inequalities. 
Now we state and prove the following theorems which establish the existence and 
uniqueness of solutions. 
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Theorem 3.2.2. Assume that a, ß E C2(J) are lower and upper solutions of (3.2.1) 
respectively such that a<ß on J. Assume that f: Jx IR xR -f IR is continuous and 
satisfies a Nagumo condition on J relative to a, ß. Assume that g is continuous and is 
increasing on IR. Then there exists a solution x(t) of (3.2.1) such that a(t) < x(t) 
ß(t), tEJ. 
Proof. Let max{Ig(a(rj))I, Ig(ß(, q))I} = A, then there exists a constant N(> A) depends on 
a, 8 and w such that 
JN 
Was) 
> max ß(t) - mince (t). (3.2.3) 
Let C> max{N, 11a'll, 110'l1} and q(x') = max{-C, min{x', C}}. Let e>0 be fixed and 
define the modifications of f (t, x, x') and g(x) as follows 
f (t, ß(t), ß'(t)) + 
i+(Xßa(t)) 
if x> ß(t) + E, 
f(t, ß(t), q(x')) + [f (t, ß(t), ß'(t)) 
1E-a 
t, if ß(t) <x ß(t) + E, - f(t, ß(t), g(x')) +1 
F(t, x, x') = 
and 
f rt, X, q(x')), if a(t) <x< , ß(t), 
f (tý a(t), 9(x')) + 
[f (t, a(t), a'(t)) 
-f (t, a(t), 4(x')) + 
a(t)-ý ,a te-ý 
I+(act)-ý) 
f (t' a(t)' a'(t)) + 
i+aa(t) 
ýý 
, 
G(x) ={ 9(x), 
if a(t) -E<x< a(t) 
ifx<a(t)-e, 
I 
9P (77)) 
+I if x>6 
(77), 
9(a(n)) + ce n -x , 
if xG a(77)" 
1+ a(ý) x 
Then F: JxRx ý -+ ]R and G: R -+ JR are continuous and bounded. 
Consider the modified problem 
- x"(t) = F(t, x, x), tEJ, 
x(O) = a, (1) = G(x(77))" 
This is equivalent to the integral equation 
(3.2.4) 
x(t) =a+ G(x(rj))t +J1 k(t, s)F(s, x(s), (s))ds. 
0 
Since F and G are continuous and bounded, we apply Schauder's fixed point theorem to 
conclude that the BVP (3.2.4) has a solution. Moreover, 
"T, +-Fý\'I/ý 
if a(77) x 
an-x if xGa(77). 
-ä'(t) <f (t, a(t), a '(t)) = F(t, a(t), a 
'(t)), tEJ 
a(O) < a, al(l) < g(a(r/)) = G(a(77)) 
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and 
?f (t, ß(t), ß'(t)) = F(t, ß(t), ß'(t)), tEJ 
ß(0) ? a, ß'(1) ? 9(ß(i1)) = G(ß(il)). 
Thus, a and ß are lower and upper solutions of (3.2.4). We claim that any solution x of 
(3.2.4) satisfies a(t) < x(t) < ß(t), tEJ. Firstly, we show that a(t) < x(t), tEJ. For 
this, set v(t) = a(t) - x(t), tEJ. Then, vE C2(J) and v(O) < 0. Assume that 
max{v(t) :tE (0,1]} = v(to) > 0. 
If to E (0,1), then v'(to) =0 and v"(to) < 0. However, 
VII(to) = ä, 
(to) 
- XII(to) 
I v(to) >-f (to, a(to), a '(to)) + [f (to, a(to), a (to)) +1+ "(too))) > 0, 
a contradiction. This implies that v has no positive local maximum on J. If to = 1, then 
v(1) >0 and v'(1) > 0. Using the boundary conditions and the increasing property of the 
function g, we have 
v'(1) = a'(1) - x'(1) < g(a(, q)) - 
If x(71) < a(rk), then 
G(x(rl)) = 9(a(rl)) + 
a(q) - X(77) > 9(a(77)), 1+ (a(ij) - X(rl)) 
which implies that v'(1) < 0, a contradiction. If x(77) >, 8(77), then 
G(x(77)) = s(, 8(77)) + x(77) - 
0(77) > 9(Q(77)) > s(a(7º)), 1+ (X(71) - 0(77)) 
hence v'(1) < 0, again a contradiction. Hence a(rj) < x(77) < /3(77). Then 
G(x(77)) = 9(x(77)) ? g(a(77)), 
which implies that v'(1) < 0. Thus, in this case v'(1) = 0. Since v(1) > 0, v(77) <0 and v 
has no positive local maximum, so there exists t1 E [71,1) such that v(ti) =0 and v(t) >0 
on (t1,1]. Now for each tE [t1,1], we have 
«%(t) - x" (t) > -f (t, «(t), ä (t)) + [f (t, «(t), « (t)) +1 +(v( t) 
]>o. 
Integrating from t to 1, using v'(1) = 0, we obtain 
v'(t) <0 on [t1,1], 
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which implies that v is decreasing on [t1i1] and hence v(1) < 0, a contradiction. Thus, 
a(t) < x(t), tEJ. Similarly, we can show that x(t) < ß(t), tEJ. 
Now, it remains to show that every solution x of (3.2.4) with a<x< /3 on J satisfies 
Ix'(t)I < C, tEJ. Since g is increasing, it follows that g(a(r)) < g(x(77)) < g(ß(rffl 
which implies that x'(1) E [g(a(ij)), g(ß(g))]. Since max{jg(a(i))I, jg(ß(i))j} = A, we 
have Ix'(1)1 < A. If Ix'(t)l <A<C for every tEJ, then we are done. If not, then there 
exist t1, t2 E J(say) with (t1 < t2) such that 
x'(tl) = C, x'(t2) =A and A< x'(t) < C, tE [tl, t2]. 
Since f (t, x, x') satisfies a Nagumo condition relative to a, Q, for every tE [tl, t2] and 
xE [min a(t), max /3(t)], there exists a Nagumo function w such that 
F(t, x, x') sgn(x') = f(t, x, 4(x')) sgn(x') ý w(Q(x')), 
which implies that 
-xi 
(t)x(t) 
< x'(t). w(4(x'(t))) - 
Integrating from tl to t2, we have 
C Wds < x(t2) - x(tl) < maj 
Q(t) - mina(t), tEJ 
which contradicts (3.2.3). Thus, Ix'(t)I < Con J, which implies that x(t) is a solution of 
(3.2.1). Q 
Theorem 3.2.3. Assume that a, Q are lower and upper solutions of the boundary value 
problem (3.2.1) such that a(rj) < 8(77). If f (t, x, x') E C(J x1x R) is decreasing in x for 
each (t, x') EJxR and gE C(R) is increasing. Then a(t) < ß(t) on J. 
Proof. Define w(t) = a(t) - ß(t) on J. Then 
wE C2(J), w(0) <0 and w(r) < 0. 
Assume that w(t) < 0, tEJ is not true, then w(t) has a positive maximum at some 
to E (0,1]. If to 1, then 
w(to) > 0, w'(to) =0 and w"(to) < 0. 
However, using the decreasing property of f (t, x, x') in x, we obtain 
w "(to) _ an(to) - 8" (to) > -f (to, a(to), a (to)) +f (to, ß(to), a '(to)) > 0, 
a contradiction. If to = 1, then w(1) >0 and w'(1) > 0. Using the boundary condition at 
t=1 and the increasing property of the function g, we obtain, 
w (1) =ä (1) - ýý(1) ý 9(a(i7)) - 9(ß(77)) < 0, 
a contradiction. Thus w(t) < 0, tEJ. Q 
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Example 3.2.4. Consider the boundary value problem 
-x"=-Ix'IP-lx +f(x), 0<p<2, tE [0,1] 
x(0) = 0, x'(1) = 8x(70, 
where, 0< 877 <1 and f is decreasing and satisfies aP >f (0) >0 for a fixed a>0. Taking 
a=0, we have 
a(0) = 0,0'(1) = Sa(77), 
ä l(t) - la I"-lä +f (a) =f (0) > 0. 
Thus 0 is a lower solution. Now, take ß= at, we have 
/3(0) = 0, /3'(1) =a> ab77=M(77), 
IQ'VP-'Q' +f (/3) = -a'' +f (at) < -as' +f (0) < 0. 
Thus, at is an upper solution. Moreover, for tE [0,1] and xE [0, at], we have 
I- Ix'IP-'x' +f (x)I < VIP +M= w(I x'I ) 
where M= max{ f (x); xE [0, a]} and 
°O 
sds 
_ 
°° sds 
-00. 
Jo w(s) o sp +M 
Thus, the Nagumo condition is also satisfied. Hence, by Theorem 3.2.2, the problem has 
a solution in [0, at], in particular a nonnegative solution. 
Example 3.2.5. In the above example, if we take p=1 and f (x) = e-, then the problem 
reduces to 
- x" = -x' + e-x, tEJ 
x(0) = 0, x'(1) = Sx(77), 
where, 0< dij < 1. It is easy to see that a=0 is a lower solution and ß=t is an upper 
solution of the probem. Moreover, f satisfies a Nagumo condition. Hence, the problem 
has a solution in [a,, 6]. 
3.2.2 Quasilinearization technique 
Now we study approximation of solutions by the method of quasilinearization and show 
that under certain conditions on f and g, there exists a monotone sequence of solutions 
of linear problems that converges quadratically to a solution of the original problem. 
Theorem 3.2.6. Assume that 
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(A1) a, ßE C2(J) are lower and upper solutions of (3.2.1) such that a< /3 on J. 
(A2) fe C2(J x lit x R) satisfies a Nagumo condition on J relative to a, ß and is such 
that f,;, (t, x, y) is non increasing in y for (t, x) EJx [min a(t), max Q(t)], ff <0 
and H(f) >0 on Jx [mina(t), maxß(t)] x [-C, C], where 
H(f) = (x - y)2fxx(t, zl, z2) + 2(x - y) 
(x' 
- y')fxx' 
(t, zl, z2) + (x' -y )2fx'x' (t, zl, z2) 
is the quadratic form of f, zl lies between y and x, z2 lies between x' and y'. 
(A3) For (t, x) EIx [mina(t), max 0(t)], fx, (t, x, x') satisfies 
Ifxl(t, x, yi) - fxl(t, x, y2)I C Llyi - Y21, yi, Y2 ER, 
fx, (t, x, C) < -2LC, 
fxi (t, x, -C) > 2LC, 
where L>0. 
(A4) g(x) E C2(1 ), 0< g'(x) <1 and g"(x) >0 on [mina(t), maxß(t)]. 
Then, there exists a monotone sequence {wn, } of solutions of linear problems converging 
uniformly and quadratically to the unique solution of the problem (3.2.1). 
Proof. The conditions (A1), (A4) and the Nagumo condition on f assure the existence of a 
solution of the boundary value problem (3.2.1), (by Theorem 3.2.2). Moreover, there exists 
a constant N>A depending on a, ß and w (a Nagumo function) such that any solution of 
(3.2.1) satisfying a(t) < x(t) < ß(t) on J satisfies Ix'(t)l <N on J, (by Theorem 1.1.7). 
Choose C> max{N, 1Ia'f1,1Iß'II} and define q(x'(t)) = max{-C, min{x'(t), C}}. 
Now consider the boundary value problem 
-x"(t) =f (t, x, q(x')), tEJ (3.2.5) 
x(O) = a, x'(1) = 9(x(77)), 0< 77 < 1. 
We note that any solution xE C2(J) of (3.2.5) with a(t) <x< ß(t) is such that 
(x'(t)) < C, and hence is a solution of (3.2.1). It suffices to study (3.2.5). 
Now, in view of (A2) and Taylor's theorem, we have 
f (t, x, 4(x')) ?f (t, y, 4(y)) + fx(t, y, 9'(y )) (x - y) + fx' 
(t, y, 4(y )) (9'(x) - 4(y)), (3.2.6) 
for (t, x, x'), (t, y, y') E S. Also, in view of (A4), we have 
9(x) > 9(y) +9 (Y) (x - y), (3.2.7) 
for x, yE [min a(t), max ß(t)]. Define 
K(t, x, x'; y, y') = f(t, y, 4(y))+fx(t, y, 4(y))(x-y)+fx'(t, y, 9(y))(9(x')-9(y)), (3.2.8) 
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where x, y, x', y' E R, tEJ. Then K is continuous and satisfies the following relations 
Kx(t, x, ; y, y') = fx(t, x, 9(x')) >0 and 
f(t, x, 4(xý)) ý K(t, x, y, yý) (3.2.9) 
f (t, x, 4(x')) = K(t, x, x'; x, x') 
for (t, x, x'), (t, y, y') E S. Define G(x, y) by 
(3.2.10) G(x, y) = g(y) + 9, (y) (x - y), 
where x, yER. Then G is continuous, bounded and satisfies the relations 0< Gx(x, y) <1 
and 
G(x, y) < g(x), (3.2.11) 
G(x, x) = g(x), 
for x, yc [min a(t), max ß(t)]. Since K(t, x, x'; y, 0 is continuous and bounded on Jx 
[min a(t), max , ß(t)] x IR, therefore satisfies a Nagumo condition on 
J relative to 
Hence there exists a constant Cl >A such that any solution x of 
- x" (t) = K(t, x, x'; y, 
y ), tEJ 
x(0) = a, x'(1) = G(x(y), y(77)), 
a, Q. 
with a(t) < x(t) < Q(t), tEJ satisfies 
Ix'(t)I <C1itEJfor(t, y, y')ES. 
Now, set a= wo and consider the linear problem with the linear boundary conditions 
- x" (t) = K(t, x, x'; wo, wo), tEJ (3.2.12) 
x(0) = a, (1) = G(x(ri), wo(il))" 
Using (A1), (3.2.9) and (3.2.11), we get 
-wo (t) <f 
(t, wo (t), wo (t)) = K(t, wo (t), wo (t); wo 
M, Wo (0), tEJ 
wo(0) < a, wo (1) < g(wo(rl)) = G(wo(77), wo (77)), 
and 
ß"(t) >f (t, ß(t), ß'(t)) ? K(t, ß(t), ß'(t); wo W, w' (t)), tEJ 
ß(O) ? a, ß(1) > 9(ß(71)) ? G(ß(7)), wo(rl)), 
which imply that wo and B are lower and upper solutions of (3.2.12) respectively. Hence, 
by Theorems 3.2.2,3.2.3, there exists a unique solution wl of (3.2.12) such that 
wo(t) < wl(t) < ß(t) on J. 
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Using (3.2.9), (3.2.11) and the fact that wl is a solution of (3.2.12), we obtain 
-w11 (t) = K(t, wi (t), wi (t); wo (t), wö (t)) <f (t, wi (t), q(wi (t))), tEJ (3.2.13) 
wi(0) = a, wi(1) = G(wl(ij), wo(i )) < g(wi(77)), 
which implies that wl is a lower solution of (3.2.5). Now, consider the boundary value 
problem 
-ý'(t) = K(t, x, x'; wl, wi), tEJ 
x(0) = a, x'(1) = G(x(r7), wl (17))" 
(3.2.14) 
By (A1), (3.2.13), (3.2.9) and (3.2.11), we can show that w1 and 0 are lower and upper 
solutions of (3.2.14). Hence by Theorems 3.2.2,3.2.3, there exists a unique solution w2 of 
(3.2.14) such that 
wl (t) < w2(t) < , ß(t) 
on J. 
Continuing this process we obtain a monotone sequence {w, } of solutions satisfying 
WO <WI <w2<w3<... <wn_1<wn<ß, tEJ, (3.2.15) 
where wn is a solution of the linear problem 
-x"(t) = K(t, x, x'; wn-1, 
wn-1), tEJ 
x(0) = a, x'(1) = G(x(17), wn-1(7l)), 
and 
1 
wn(t) =a+ G(wn(71), wn-1(rl))t +fk (t, s)K(s, wn, wn' wn-1, wn-1)ds. (3.2.16) 
0 
Since (t, wn_1, wn_1), (t, wn, w'n) EJx [min wo (t), max ß(t)] x [-Cl, Cl], there exists a 
constant Ml >0 such that JK(t, wn, wn; wn_1i wn_1)l < M1 on J. Thus for any s, tE 
J(s < t), we have 
Iwn(t)-wn(s)I 
f tJK(u, 
wn, wn; wn-1, wn-1)1du<M1tt-s1. (3.2.17) 
s 
From (3.2.15), (3.2.16) and (3.2.17), it follows that the sequences {wnj)}(j = 0,1) are 
uniformly bounded and equicontinuous on J. The Arzelä-Ascoli theorem guarantees the 
existence of subsequences and a function xE C2(J) such that wýl -+ x(j)(j = 0,1) 
uniformly on J as n -+ oo. It follows that K(t, wn, wn; wn-1, wn-1) -4 f (t, x, q(x')) as 
n. oo. Passing to the limit in (3.2.16), we obtain 
i 
x(t) =a+ 9(x(i7))t + 
fk(t, 
s)f (s, x, g(x))ds, 
that is, x(t) is a solution of (3.2.5). 
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To show the quadratic convergence of the sequence, we set vn(t) = x(t) -wn(t), tEJ, 
then v,,, (0) = 0, and vn(t) > 0, tEJ. Using the mean value theorem and the definition of 
G(x, y), we have 
vn+1(1) =9 (x(0) - G(w-+1(Tl), Wn(7l)) 
= 9(wn(77)) + 9'(wn(7l)) 
(X (77) 
- wn(7I)) + 
9'2ý) (X (rJ) - wn(ryJ))2 
[9(wn(7))) +9'(wn(r1))(wn+1(77) - wn(rl))J 
v(ý) = 9I 
(wn(r1))vn+1(r1) +9 () n 2 
9'(wn(71))vn+1(71) +dJIvnlll, 
where, 0< 9ýýZf < d. Moreover, using (3.2.8) and Taylor's theorem, we get 
-v', n+1(t) _ -x(t) + wn+1(t) =f (t, x, x) - K(t, wn+1, wn+l ) wn, Win) 
= f(t, wn, q(wn)) + fx(t, wn, q(wn))(x -wn) +fx'(t, 
wn, g(wý))(x' -q(wn)) 
+ 
2H(f) 
- 
[f(t, wn, g(wn)) -, fx(t, wn, q(wn))(wn+l -wn) 
fx' (t, wn, g(wý )) (g(wn+1) - q(wn))] 
= fx(t, wn, q(w'n))vn+1 +fx'(t, wn, q(wý))(x' -q(w'n+1)) + 21 
- fx(t, wn, g(wn))vn+1 + fx'(t, wn, g(wn))vn+l 
+fx'(t, wn, g(wn))(wn+1 -q(w'n+1)) + 2H(f), 
tcJ 
(3.2.18) 
where, 
H(f) = (x - 'wn)2fxx(t, Sl, 6) + 2(x - wn)W -q (wn))fxx' (t, 6,2) 
+(x' -q (wn))2, fx, x, (t, 
wn(t) < ý1 < x(t) and 6 lies between q(w'n(t)) and x'(t). Let 
R= max {I fxx(t, 6 , 
6)I, Ifxx'(t, e1, e2)I, Ifx'x'(t, 1, e2)I :tEJ, 
C1 E [min wo (t), max 
62 E [-Cl, Clj 
then 
IH(f)I <R(lx-wnI2+21x-w,, Ilx -q(wn)I +Ix'-q(wn)l2), 
which in view of the relation Ix' - q(wn)I < Ix' - wnI = Iv' 1, 
implies that 
I H(f)I < R(Ivnl + Ivnl)2 < RIIvnII1. 
Using this and the assumption (A2)(fx < 0), we obtain 
-vn+1(t) 
< fx'(t, wn, q(wn))vn+1(t) +fx'(t, wn, q(wn))(wn+1 - q(wn+1)) + RIIvn1I1. 
(3.2.19) 
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1. If for some tEI we have (wn+l (t) I<C, then 
wn+1(t) - 4(wn+1(t)) = 0, 
hence 
f. , 
(t, w-1,4('w)) ý(wý+1 - g(w'+i)) = 0. 
2. If for some tEI we have w; n+l 
(t) > C, then wn+l (t) - q(w'' +1(t)) > 0, and using 
(A3), we obtain 
fx-(t, wn(t), g(wn'(t))) < fx-(t, wn(t), g(wn+1(t))) +Llg(wn(t)) -g(wn+1(t))I 
< fx, (t, wn (t), C) + 2LC < 0. 
Hence 
. 
f (t, wn(t), glwn(t)))lw+l(t) - 41wn+1(t))) < 0. 
3. If for some tEI we have wn+l (t) < -C, then w', ý+1 
(t) - q(w; ý+1(t)) < 
0, and using 
(A3), we have 
f(t, w(t), 4(wn(t))) ? . 
fxý(t, wn(t), 4(wý+1(t))) - LIg(wý(t)) -g(wý+1(t))1 
>_ fx' (t, wn-l(t), -C) - 2LC > 0. 
Hence 
. 
fý(t, wn(t), q(wn (t))) (wn+1 (t) - 9(wn+1 (t))) < 0. 
Thus (3.2.19) can be rewritten as 
-vn+11tý G fxý\týwn, g(wn))vn+1 +2 
JIvnýýl" (3.2.20) 
By the maximum principle, v+1(t) < r(t) on J, where r(t) is a solution of the linear 
boundary value problem 
R 
9(wn))r'(t) + 
Ilvn II i, tEJ 
r(O) = 0, r (1) =g (wn(77))vn+1(%7) + 
dlIvnlli" 
(3.2.21) 
Since (t, w,, , q(w')) EJx 
[min wo (t), max , 6(t)] x [-C, 
C] and f' is continuous on Jx 1R2 
there exist L, dl >0 such that 
( 4(w')) <L+ tEJ. -ll <_ fxý tý wný n 
Thus, L- fxl (t, wn, g(wn)) >0 on J. We rewrite (3.2.21) as 
r"(t) + Lr'(t) = (L - fxl (t, wn, g('wn)))r (t) - 
Rllvnlli, tEJ 
r(0) = 0, r'(1) = g'(wn(77))vn+i(77) +dllvnlli" 
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This is equivalent to the integral equation 
r(t) _ (9 
(wn(ii))vn+i(ii) +dllvnll1)t+ 
f 1kL(t, 
S)[(L-. fx, (s, wn, q(wn)))r (s) -2R IlvnI11, ds. 
(3.2.22) 
Let µ(t) = efö 
fx'(S, 1Un(S), Wn(s))ds, then µ(t) satisfies 
e-llt < µ(t) < eLt, tEJ, (3.2.23) 
and from (3.2.21) it follows that 
(r'(t)µ(t))' = -Rllvn lliu(t) < 0. 
This implies that the function 
,o (t) = r'(t)µ(t), tEJ 
is non-increasing in t. That is, 5(t) > (1), teJ, which implies that 
Tl(t) > 
r, (Fý( 
)(1) 
> 0. 
Thus, 
kL (t, s)(L w,,,, q(wý)))r'(t) < 0. (3.2.24) 
Substituting (3.2.24) in (3.2.22), we obtain 
IkL(t, s)Ids 
fo 
vn+1(t) < r(t) <(9 (wn(7l))vn+1(ý) +dllvnlll)t+ RIIvnIII 
i 
1 R IkL (t, s) Ids) IIvn II1 , < lvn+1(77) + (dt +f 2 
where 0< g'(wn(1j)) <l<1. At t =, q, we have 
vn+1(77) <_ 
1D lllvnlll7 
where D= max {dt +2 fo 1 kL(t, s)Ids; tE J}. Taking the maximum over J 
tuting for v,,, +l (r? ), we obtain 
Ilvn+lll ýD 
1IIvnIIl" 
Using (3.2.23) in (3.2.20), we have 
(3.2.25) 
(3.2.26) 
and substi- 
(3.2.27) 
(3.2.28) (vn+1(t)µ(t))' >_ -2 IIvnII iµ(t) ?-Z eGtIlvnII 
2 
Note that vn+l (0) > 0, since vn+l (t) >0 on J. Integrating (3.2.28) from 0 to t, using the 
boundary conditions vn+1(0) > 0, we obtain 
vn+1(t)/I(t) > 
e2L 1) IIvnII1, R( 
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which in view of (3.2.23) implies that 
vn+i(t) `R2Lp(t)1) IIVn 112 >1- `Rent 2Lt 
- 1) OnII1 > -6 1 11 v, ý11i, tEJ 
(3.2.29) 
where Sl = max { 
Re'lt2L t-1) 
:tE J}. Again integrating (3.2.28) from t to 1, using 
(3.2.23), we have 
vn+i(t)µ(t) :! ý vn'+i(l)µ(l) + VýV 2L 
which implies that 
/ý( ) R(e' - eLt) 2i µl1) Rellt(eL - eLt) 2 
vn+1(t) vn+1(1)µ(t) + 2Lµ(t) 
llvnlll v+1(1) 
/l(t) 
+ 
2L llvnlll 
Using the boundary conditions v, n+1(1) < g'(wn(1')))vn+1(7I) + dllvnlli and (3.2.26), we 
obtain 
vn+1(t) < µýt) 
(9 (wn(? 7))vn+1(77) +djjvn11i) + 
Re[lt(2L- eLt) IIv. 11i 
< µ(1) 
ID 
JIvnlli + dlIvn11i) + 
Reclt(2L- eLt) 11vn11i (3.2.30) 
ý(t) 1- l 
1D Rellt(eL - eLt) 22 
- (µ(1)µ(t)(1 -l 
+ d) + 2L 
)Ilvnýý1 ý S211 vnýý1ý 
where, a2 = max {e( 1D1 + d) + 
Re'1t(2L-eLt) :tE J}. Let max{bl, S2}, then 
llvn+lll :ý bllvnlll" 
From (3.2.27) and (3.2.31), we get 
IIvn+1111 = Ilvn+lll + IIvn+lll :5C (ID 1+Sý < QIIvn111, 
R(eL - eLt) 
(3.2.31) 
where Q= iDý + b, which show that the convergence is quadratic. Q 
Chapter 4 
Existence and approximation of 
solutions of second order nonlinear 
four point boundary value 
problems 
4.1 Introduction 
In this chapter, we study existence and approximation of solutions of second order non- 
linear differential equations with four point boundary conditions (BCs) of the type 
x"(t) =f 
(t, 
x, x'), tEI =[a, b], 
x(a) = x(c), x(b) = x(d), 
(4.1.1) 
where a<c<d<b. We use the method of lower and upper solutions to establish 
existence of solutions. Approximation of solutions uses the method of quasilinearization. 
We approximate our problem by a sequence of linear problems to obtain a monotone se- 
quence of approximants. We show that under suitable conditions, the sequence converges 
quadratically to a solution of the original problem, which is joint work with Rosana Ro- 
driguez Lopez and part of it is accepted for publication [52]. 
Existence theory for the solution of four point boundary value problems had been given 
in a number of papers by Rachunkova [82-84]. In theorem 1 of [84], Rachunkova, proved 
existence of solutions for the four point boundary value problem (4.1.1) under various com- 
binations of sign conditions on the function f (t, x, x'). In Theorem (4.2.3) of this chapter 
we study the existence of solutions under the more general conditions of the existence of 
upper and lower solutions, that is, there exist a, ßE C2(I) such that 
f(t, Q(t), a'(t)) < ä'(t), f(t,, B(t), , 8'(t)) > Q"(t), tEI. (4.1.2) 
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The conditions (4.1.2) include the corresponding conditions 
f (t, rl, 0) < 0, f (t, r2,0) > 0, ri < r2, rl, r2 E R, 
studied in theorem 1 of [84]. Moreover, we also study existence results under the following 
conditions 
f 
f (t, x, -R) < 0, f (t, x, R) >0 for xE [min a(t), max, 3 (t)], tE [a, d], 
f (t, x, -R) > 0, f (t, x, R) <0 for xE [min a(t), max (3(t)], tE (d, b], 
where R> max{jja'j, 11i'11}. The conditions (4.1.3) are less restrictive than the corre- 
sponding ones in [84], where it is assumed that 
f (t, x, RI) < 0, f (t, x, R2) >0 for all xE [rl, r2] and a. e. tE 
[a, b], (4.1.4) 
, f (t, x, R3) > 0, f (t, x, R4) <0 for a. e tE 
[d, b] and xE [rl, r21 
where, Rl R3: 5R4 
In sections 3 and 4, we study approximation of solutions. We develop the generalized 
quasilinearization technique for the problem (4.1.1) to obtain a monotone sequence of 
approximate solutions of the four point problem which converge quadratically to a solution 
of the problem. To the best of our knowledge, the quasilinearization technique for four 
point problems (4.1.1) seems not to have been studied previously. 
4.2 Upper and lower solutions 
We recall the concept of lower and upper solution for the BVP (4.1.1), [82]. 
Definition 4.2.1. Let aE C2(I). We say that a is a lower solution of (4.1.1) if 
a"(t) >f (t, a(t), a '(t)), tE (a, b) 
a(a) < a(c), a(b) < a(d). 
An upper solution ,8 of the BVP 
(4.1.1) is defined similarly by reversing the inequalities. 
Definition 4.2.2. A continuous function w: [0, oo) -* (0, oo), will be called a Nagumo 
function if 
f °O sds 
_ +oo. 
o w(s) 
We say that f: IxRxR -+ IR satisfies the Bernstein-Nagumo condition on I relative to 
a, 6, if there exists a Nagumo function w such that 
f (t, x, y) sgn(y) < w(I y1) on Ix 
[mina, max /3] x R, 
f (t, x, -R) > 0, f (t, x, R) <0 for xE [min a(t), max (3(t)], tE (d, b], 
(4.2.1) 
f (t, x, y) sgn(y) > -w(I yI ) on [a, c] x 
[min a, max 01 x R. (4.2.2) 
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Now, we state and prove theorems which establish the existence and uniqueness of 
solutions. 
Theorem 4.2.3. Assume that a and /3 are respectively lower and upper solutions of (4.1.1) 
such that a(t) < ß(t), tEI. If f: Ix R2 IR is continuous and satisfies the Bernstein- 
Nagumo condition, then there exists a solution x(t) of the boundary value problem (4.1.1) 
such that 
a(t) < x(t) < , ß(t), tEI. 
Moreover, there exists a constant C, depending only on a, 0 and w, such that jx'(t)I <C 
on I. 
Proof. Let r= maxtEJ ß(t) - mintEJ a(t), then there exists N>0, such that 
fN sds 
o w(S) 
> 
Let C> max{N, 11a'jI, jIß'II} and define q(y) = max 
{-C, min{y, C}}. Since 
continuous and increasing in x, it follows that 
c sds N sds 0 
w(s) 
% 
w(s) 
> r. 
Consider the modified problem 
x"(t) = F(t, x, x'), t EI, 
x(a) = x(c), x(b) = x(d), 
where 
F(t, x, x') = 
f (t, ß(t), ß'(t)) + 1+ yßý t7 
f (t, ß(t), X, )+ [f (t, ß(t), ß'(t)) 
- 
f(t, ß(t), x, ) + -ß t1 --ßt -*2-ß(t) 2-ý tý e7 
f(t, x, x/)7 
f (t, a(t), x') - [f (t, a(t), a' (t)) 
t a(t), x/) + _a(t) 
1 x-a t 
- f(, 1+ y-a te7 
f (t, a(t), a' (t» + i+ xaý t 
ifx >, ß(t)+e, 
(x sds r0 
ws 
is 
(4.2.3) 
(4.2.4) 
if , ß(t) <x< NO + e, 
if a(t) <x< ß(t), 
if a(t)-E<x<a(t), 
if x< a(t) - E, 
where e>0a small fixed number. Note that F(t, x, x') is continuous on IxR. Further, 
we note that any solution x of (4.2.4) satisfying the relations a(t) < x(t) < /3(t), tEI, is 
a solution of (4.1.1). For the existence of solution of (4.2.4), we consider the system 
x' _ AF (t, x, x') + (1 - A) (o, (t, x, x') + x), tEI 
x(a) = x(c), x(b) = (d), 
(4.2.5) 
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where AE [0,1], and 
cr (t, x, x') =f (t, p(t, x), 4(xß)) - p(t, x), 
p(t, x) = max{a(t), min{x, ß(t)}}. 
For A=0, the system reduces to 
x"(t) = x(t) + Q(t, x, x'), t c- I, 
x(a) = x(c), x(b) = x(d), 
and for A=1, it is (4.2.4). 
Since v(t, x, xý) is continuous and bounded and the linear problem 
x"(t) = x(t), tEI, 
x(a) = x(c), x(b) = x(d), 
(4.2.6) 
has only a trivial solution, it follows from ([82], Lemma 1), that the problem (4.2.6) has 
a solution. That is, (4.2.5) has a solution for A=0. For AE [0,1], we claim that any 
solution x of (4.2.5) satisfies the inequality 
a(t) < x(t) < , ß(t), tEI. 
Set v(t) = x(t) -, ß(t) and suppose that v(t) has a positive maximum at some t= to E I. 
The boundary conditions imply that v(a) < v(c), v(b) < v(d), so we can suppose to E (a, b). 
It follows that v(to) > 0, v'(to) = 0, v"(to) < 0. If Q(to) < x(to) < Q(to) + E, then 
v"(to) =x"(to) - 011 (to) >- A[f (to, ON), 0' (to)) +x 
(to) - Q(to) x (to) -Q (to) 
1+ Ix(to) -, 8(to) IEI 
+ (1 - A) 
[f (to, Q(to), Q'(to)) - #(to) + x(to)] -f (to, Q(to), Q'(to)) 
, \(y(to))2 + (1 - \)v(to) > 0, (1 + v(to))E 
a contradiction. If x(to) > ß(to) + E, then 
v"(to) > A(1 
v(to) + (1 - A)v(to) > 0, 
again a contradiction. It follows that x(t) < ß(t) for every tEI. Similarly, we can show 
that x(t) > a(t) for every tEI. Thus, x is a solution of (4.1.1). 
Now, we show that Ix'(t)J <C on I. The BCs imply the existence of al E (a, c) and b1 E 
(d, b) such that x'(a1) = 0, x'(b1) = 0. Suppose that there exists to E (a1, b1) such that 
x'(to) > C. Let [t1, t2] C [ai, b1] be the maximal interval containing to such that x'(t) >0 
for tE 411 t2). Let max{x'(t) :tE [tl, t2]} = xl(t*) = C1, then C1 >C and as in the last 
paragraph of the proof of Theorem 2.2.4, we arrive at a contradiction. 
Now, suppose to E [a, ai) and [t1i t2] C [a, a1] be the maximal interval containing to such 
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that x(t) > 0, for tE (tl, t2). Note that t1, t2 are such that t2 < al, tl >a with x'(t2) =0 
and x'(tl) > 0. Let max{x'(t) :tE [tl, t2]} = x'(t*) = Cl, then Cl >C and t* < t2. Since 
xE [a(t), Q(t)], for tE (tl, t2), using (4.2.2), we obtain 
x"(t) =f (t, x, x') % -w(x'), for tE (tl, t2), 
which implies that 
-xi 
(t)x(t)/W(x, ) < x'(t), tE (t1, t2). 
Integrating from t* to t2, we obtain 
ýcl sds < X(t2) - X(t*) < r, 
Jo w (s) 
a contradiction. 
If to E (bl, b], let [tl, t2] be the maximal interval in [b1, b] containing to such that 
(t) > 0, for tE (ti, t2), 
where t1 > b1, and t2 <b are such that x'(ti) =0 and x'(t2) > 0. Then t* > t1, where 
t* E (tl, t2] is the point such that x'(t*) = max{x'(t) :tE [t1) t2]}. Since xE for 
tE (t15t2), using (4.2.1), we obtain 
x'((t(X/)(t) <x (t), for tE (tl, t2). 
Integrating from tl to t*, we obtain 
f C' sds ()< X(e) - x(tl) < r, ws 
a contradiction. Hence x'(t) < C, teI. 
Now, we show that x'(t) > -C, tEI. Assume that there exists to E 
(al, bi) such 
that x'(to) < -C. Let [t1, t21 C [al, bl] be the maximal interval containing to such that 
x'(t) <0 for tE (t1, W. Let min {x'(t) :tE [t1, t2]} = x' (t*) _ -C2, then C2 >C and in 
view of (4.2.3), we have fö 2 sds > r. Now for tE (tl, t2) since xE [a(t), ß(t)], we have 
x"(t) = f(t, x, x') > -w(1x D" 
It follows that 
and hence 
x'(t)xº, (t) < -4t), w(Ix'I) 
fo C2 sds 
< x(tl) - x(t') < max, 8(t) - mina(t) 
W( S) tEI tEl 
a contradiction. If to E [a, al) or (bl, b], we get a contradiction in the same way as above. 
Hence Ix'(t) I<C, tEI. 0 
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Example 4.2.4. Consider the boundary value problem 
x'(t) _ -ý (t) +9(x)O(t), tE [0,11, (4.2.7) 
x(0) = x(7I), x(b) = x(1), 
where, 0< 71 <b<1, g: R -4 R is continuous and 0E C2[0,1] satisfies the linear problem 
with constant coefficients 
Oll(t) + Ol(t) - O(t) _ -P(t), tEP, 11, (4.2.8) 
0(0) = O(ri), O(s) = O(1), 
where p(t) E C[O, 1] and p(t) >0 on [0,1]. Assume that g(0) < 0, g is increasing and there 
exists a>0, such that g(a) > 0. Since 
y"(t) + y(t) - y(t) = 0, 
y(0) = y(17), y(b) = y(1) 
(4.2.9) 
(4.2.10) 
has only a trivial solution [83], and p(t) is continuous and bounded on [0,1], it follows that 
the BVP (4.2.8), has a solution. We claim that a solution ¢(t) of (4.2.8) satisfies O(t) > 0. 
If not, then q(t) has a negative minimum at some to E [0,1]. The boundary conditions 
imply that to E (0,1) and hence 
O(to) < 0, Ato) = 0, o"(to) > 0. 
However, 
011(to) = -01(to) + O(to) - P(to) <0 
a contradiction. Thus, q5(t) >0 on [0,1] and since [0,1] is compact, there exists L>0 
such that 0< 0(t) < L. 
Now take a(t) = 0. Since g(O) < 0, we have a"(t) + a'(t) - g(a)¢(t) _ -g(0)¢(t) > 0, 
which implies that a is a lower solution of the problem (4.2.7). Take ß(t) =a+ g(a)q(t). 
As /3 >a and g is increasing, we have g(ß(t)) > g(a). Moreover, 
ß"(t)+ß'(t) - 9(3)0(t) < 9(a)/I'(t) + 9(a)(k'(t) - 9(a)4(t) 
= 9(a)[*"(t) + 0'(t) - q5(t)] < 0, 
ß(0) =a+ 9(a)q5(0) =a+ 9(a)»(77) = ß(7l), 
ß(S) =a+ g(a)(P(S) =a+ g(a)0(1) = 0(1). 
Thus, ß is an upper solution of the problem (4.2.7). Clearly, a(t) < /3(t) on [0,1]. Now, 
for tE [0,1] and xE [min a(t), max ß(t)], we have g(a + g(a)L) > g(ß(t)) > g(x). Let 
C3 = max{Ig(0)1, g(a + g(a)L)}, then for tE [0,1] and xE [min a(t), maxß(t)], we have 
I-x '(t) +9(x)0(t)I <I x'(t) I+ LC3 = w(I x (t)1), 
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where w(s) =s+ LC3 for s>0. Moreover, f °O Wds =f °° S+ic3 = oo. 
Thus, the Nagumo 
condition is satisfied. Hence by Theorem 4.2.3, there exists a solution x of the BVP (4.2.7), 
such that a<x<Q. 
Here we remark that for xE [0, a+ g(a)cb(t)], we have 
f (t, x, R) = -R + g(x)-O(t), 
f (t, x, -R) =R+ g(x)q(t). 
Thus, under the assumed hypothesis we proved that 
f (t, 0, R) = -R + g(0)q(t) < 0, for R>0 
f (t, a, -R) =R+ g(a)q(t) > 0, for -R<0. 
If R>0, or g(0) <0 and ¢(t) >0 somewhere in [0,1], or g(a) >0 and q5(t) >0 somewhere 
in [0,1], then it is not possible to apply theorem 1 of [84]. 
Theorem 4.2.5. If in theorem 4.2.3, we replace the Bernstein-Nagumo conditions by the 
following sign conditions 
f If (t, x, -R) < 0, f (t, x, R) >0 for tE [a, d], 
f (t, x, -R) > 0, f (t, x, R) 50 for tE (d, b], 
(4.2.11) 
where xE [mina(t), maxß(t)], R> max{lla'1l, IIß'Il}. Then the conclusion of Theorem 
4.2.3 is valid, taking C=R. 
Our method of proof is close to that of theorem 1 of [84]. 
Proof. Let nEN and consider the problem 
x '(t) = fn (t, x, x'), tEI= [a, b], 
x(a) = x(c), x(b) = x(d), 
where 
fn(t, x, x') _ 
(4.2.12) 
f (t, 0 (t)ß'(t)) + 1+ xßß(t) ý if x> , ß(t) + , 
1-ý 
f (t,, B(t), g(x')) + [f (t, R(t), #'(t)) 
-f (tß(t), q(x')) + 1+ xßý t) n(x - 
Q(t)), if , ß(t) <x< Q(t) +n 
f (t, x, q(x')), if a(t) <x< 
f (t, a(t), q(xý)) - [f (t, a(t), a'(t)) 
-f (t, a(t), q(x')) + 1+ xa« t 
]n(x - a(t)), if a(t) -n<x< a(t), 
f (t, a(t), a'(t)) + 1+ xaa t' 
if x< a(t) -- 
n, 
where q(x') = max {-R, min{x', R}}. Further, we note that f, (t, x, x') is continuous and 
bounded on Ix R2 and any solution x(t) of (4.2.12) satisfying the relations a(t) < x(t) < 
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ß(t), Ix'(t)l < R, tEI, is a solution of (4.1.1). For the existence of solution of (4.2.12), 
we consider the homotopy 
x ý(t) _ Afn (t, x, x') + (1 - A) (Qn (t, x, x') +n), tEI 
x(a) = x(c), x(b) = x(d), 
where AE [0,1], and 
(4.2.13) 
un(t, x, x') =f (t, p(t, x), 9(xß)) - 
p(t, x) 
, n 
where p(t, x) = max {a(t), min{ x, , 
ß(t)}}. For A=0, (4.2.13) has a solution. For AE 
[0,1], we claim that any solution xn of (4.2.13) satisfies the inequality 
a(t) -n< xn(t) <, 8(t) + 
n, 
tEI. (4.2.14) 
Set v(t) = xn(t) - /ß(t) - 1/n, tEI and suppose that v(t) 
has a positive maximum at 
some t= to E I. The boundary conditions imply that v(a) < v(c), v(b) < v(d), so we can 
suppose to E (a, b). It follows that v(to) > 0, v'(to) = 0, v"(to) < 0. On the other hand, 
v"(to) =xn(to) - 'a11(to) 
lv>a [f (to ,a (to), 0' (to)) +1(i +nJ+ 
(1 - x) 
[f (to, Q(to), Q'(to)) 
v(t )+ 
_ 
ß(to) 
+ Xn(to)1 - f(to, ß(to), ß'(to)) 
_r rA- = ýv(to) +1 
n) `1 + v(tp) + n1 
+1nA)>0, 
a contradiction. It follows that xn(t) < , ß(t) +n for every tEI. Similarly, we can show 
that x(t) ý a(t) - 1/n for every t I. 
We obtain a sequence {xn} of solutions of problem (4.2.13) satisfying 
a(t) -n< xn(t) < Q(t) + 
n, 
tEI. (4.2.15) 
Moreover, the boundary conditions guarantee the existence of at least one point tl E (a, b) 
such that x;, (tl) = 0. Integrating (4.2.13) from tl to t, we obtain 
6/// 
Ixn(t)1 <- 1afn(t, xn(t), xlt)) + (1 - 
\)(Un(t, xn(t), xn(t)) +xn(t)/n)Idt, 
which implies that {xn} is uniformly bounded on I. Thus, the sequence {xn} is bounded 
and equicontinuous in C' (I) and so, by the Arzelä-Ascoli theorem it is possible to choose 
a subsequence converging in C'(I) to a function xE C'(I). Since (4.2.15) holds for every 
nEN and every tEI, it follows that 
a(t) < x(t) < , ß(t), tEI 
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and hence x is a solution of the problem 
x"(t) =f (t, x, q(x')), tEI, 
x(a) = x(c), x(b) = x(d). 
(4.2.16) 
Now, we show that I x'(t)I < R, tEI. Firstly, we show that x'(t) < R, tEI. The boundary 
conditions x(a) = x(c), x(b) = x(d) imply that there exist al E (a, c) and bi E (d, b) such 
that x'(al) = 0, x'(bl) = 0. Suppose max{x'(t) :tE [a, b]} = x'(to) >R+ý. Then, 
to # al, bi. If to E [a, a, ), then there exist ti > to and t2 < al with ti < t2 such that 
x'(ti)=R+ , x'(t2)=Rand 
l 
R< xl (t) <R+ 
1, forte [tl, t2]. 
m 
ý4. "L. 1! ) 
Integrating (4.2.16) from tl to t2 and using (4.2.17) and conditions (4.2.11), we obtain 
0> 
ft t2 
x"(t)dt = 
ft tz 
f(t, x (t), R) dt > 0, 
ll 
a contradiction. If to E (al, bl ), then we can choose tl, t2 E (al, biJ with to < tl < t2 < bl 
such that 
x'(tl)=R+?, X , (t2)=Rand 
m 
R< x'(t) < R+ 
m, 
tE (tl, t2]. 
(4. 'L. lö) 
Integrating (4.2.16) from tl to t2, using (4.2.18) and conditions (4.2.11), we obtain 
0> 
rt2 
x"(t)dt = 
ft2 
f (t, x(t), R)dt >- 0, 
l t, , 
again a contradiction. Now, if to E (bl, b], then there exist tl > bi and t2 < to with tl < t2 
such that 
x(tl)=R, Xl(t2)=R+ 
1 
and 
m (4.2.19) 
R<x(t) <R+1 
m, 
tE [tl, t2]. 
If we integrate (4.2.16) from tl to t2, use (4.2.19) and conditions (4.2.11), we obtain 
0<f 
I' t2 
x"(t)dt =Jl t2 f (t, x (t), R) dt < 0, 
a contradiction. Hence, x'(t) < R, tEI. 
Similarly, using the conditions 
f (t, x, -R) <0 for tE [a, d] and f (t, x, -R) >0 for tE (d, bJ, 
we can show that x'(t) > -R, tEI. Consequently, x(t) is a solution of the BVP (4.1.1). 
0 
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Theorem 4.2.6. Assume that a and 0 are lower and upper solutions of the boundary 
value problem (4.1.1) respectively. If f: Ix 1182 -4 I[8 is continuous and f (t, x, y) is strictly 
increasing in x for each (t, y) EIx IR, then 
a(t) < ß(t), tEI. 
Hence under these conditions, solutions are unique. 
Proof. Define w(t) = a(t) - ß(t), tEI, then w(t) E C2(I) and 
w(a) < w(c), w(b) < w(d). (4.2.20) 
Suppose w(t) has a positive maximum at to E I. The boundary conditions (4.2.20) imply 
that to E (a, b) and hence w(to) > 0, w'(to) =0 and w"(to) < 0. On the other hand, using 
the increasing property of the function f (t, x, x') in x, we obtain 
f (to, a(to), a '(to)) !ý a"(to) :5 Q"(to) <_ f (to, ß(to), Q'(to)) <f (to, a(to), «(to)), 
a contradiction. Hence 
a(t) < , 
ß(t), tEI. 
ri 
4.3 Quasilinearization technique 
Now, we study approximation of solutions by the method of quasilinearization. 
Theorem 4.3.1. Assume that 
(A1) a, ßE C2(I) are respectively lower and upper solutions of (4.1.1) such that a(t) < 
ß(t), tEI. 
(A2) fE C2(I x 1R2) satisfies a Bernstein-Nagumo condition on I relative to a, /3 and is 
such that fx(t, x, x') >0 and H(f) <0 on Ix 182, where 
H(f) = (x-y)2fxx(t, zl, z2)+2(x-y)(x -y)fxx'(t, z1, z2)+(XI -y')2fx'x, (t, z1, z2) 
is the quadratic form of f and z1 is between y, x and z2 lies between x' and y'. 
(A3) For (t, x) EIx [mina(t), maxß(t)] and P> max{IIa'II, IIQ'II}, fx, satisfies 
Ifx'(t, x, y1) - fx'(t, x, y2)I LIy1 -Y2I, y1, Y2 E R, 
fs'(t, x, P) > 2LP, fx'(t, x, -P) <_ -2LP, 
where L>0. 
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Then, there exists a monotone sequence {wn} of solutions converging uniformly to the 
unique solution of the problem. Moreover, the sequence converges quadratically on I. 
Proof. The condition (A2) implies the existence of a positive continuous function w: 
[0, oo) -* (0, oo) such that 
If (t, x, i)I < w(lx'l) for a(t) < x< , ß(t), tEI, x' E I[8, 
and 
T/ O° sds 
J W(s) = oo. 
T0 00 sds 
Let r= max{/3(t) :tE I} - min{a(t) :tE I}, then there exists a constant N>0 such 
that 
fo ý'sds 
w(s) 
> r, 
and hence as in the proof Theorem 1.1.7, any solution x of (4.1.1) with a(t) x< ß(t), tE 
I satisfies Ix'(t) I<N, tEI. 
Let C> max {jIa'II, 110'11, N} and define q(x) = max {-C, min{ x', C}}. Consider the 
boundary value problem 
x"(t) = f(t, x, 9(x)), tEI 
x(a) = x(c), x(b) = x(d). 
(4.3.1) 
Note that any solution xE C2(I) of (4.3.1) such that Ix'(t)l < C, is a solution of (4.1.1). 
As in the proof of Theorem 3.1.2, any solution x of (4.3.1) such that a(t) <x< ß(t), tEI, 
does satisfy Ix'(t)I <C on I and hence, is a solution of (4.1.1). 
Now, in view of (A2) and Taylor's theorem, we have 
f(t, x, Q(x')) 5f (t, y, g(y)) + fx(t, y, 4(y ))(x - y) + 
f(t, y, g(y))(4(x') - 9(y)), tEI, 
(4.3.2) 
where x, y, x', y' E R. Define 
h(t, x, x'; y, y')=f(t, y, 4(y'))+fx(t, y, 4'(y))(x-y)+fx'(t, y, 9(y'))(4'(xI )_9(y')), (4.3.3) 
then, h(t, x, x'; y, y') satisfies the following relations 
hx(t, x, x'; y, y') = fx(t, y, 4(y')) >0 and 
f (t, x, 9(x')) -5 h(t, x, x'; y, y'), (4.3.4) 
f (t, x, 4(x')) = h(t, x, x'; x, x'), 
for x, y, x', y'EJRandtEI. 
Moreover, h is continuous and is bounded on 
Ix [min a(t), max ß(t)] xRx [min a(t), max, ß(t)] x R, 
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and therefore satisfies a Bernstein-Nagumo condition on I relative to a, /3. Hence there 
exists a constant Cl >0 such that any solution x of 
x" (t) = h(t, x, x'; y, y'), tEI, 
x(a) = x(c), x(b) = x(d), 
for y fixed, a(t) <y< , Q(t), tEI with the property a(t) <x< Q(t), tEI must satisfy 
Ix'(t)I < Cl on I. 
Now, set wo =a and consider the linear four point problem 
x"(t) = h(t, x, x'; wo, wo), tEI, 
x(a) = x(c), x(b) = x(d), 
Using (A1) and (4.3.4), we obtain 
h(t, wo, wö; wo, wö) = f(t, wo, wö) < wo ýt) ýtEI 
wo(a) 5 wo(c), wo(b) <_ wo(d), 
h(t, ß, ß'; wo, wo) > f(t, ß, ß') > ß"(t), teI, 
ß(a) > ß(c), ß(b) > ß(d), 
(4.3.5) 
which imply that wo and /3 are respectively lower and upper solutions of (4.3.5). Since 
wo <ß on I, hence by Theorem 4.2.3, there exists a solution wi of (4.3.5) such that 
wo(t) < WI M : 5,6(t), 1W1 (t)1 < C1, tEI. 
In view of (4.3.4) and the fact that wl is a solution of (4.3.5), we obtain 
wi ýt) = h(t, wi, wi; wo, wo) ?. f (t, wi, 4(w1)), 
which implies that wl is a lower solution of (4.3.1). 
Similarly, we can show that wl and 8 are lower and upper solutions of 
x"(t) = h(t, x, x'; wi, wi), tEI, 
x(a) = x(c), x(b) = x(d). 
Hence by Theorem 4.2.3, there exists a solution w2 of (4.3.7) such that 
wi(t) < w2(t) <, ß(t), lw2(t)l < C1, tEI. 
(4.3.6) 
(4.3.7) 
Continuing this process, we obtain a monotone sequence {wn } of solutions satisfying 
wo(t) < WI M< w2(t) < ... wn(t) < ß(t), Iwn(t) I< C1, tE1, 
(4.3.8) 
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where the element w,, of the sequence {w,, } satisfies the BVP 
w, n(t) = 
h'(t, w,,, wni wn-l, wn-1), tEI, 
wn(a) = wn(c), wn(b) = wn(d). 
Since h(t, w, w'; wii_1, w'n_1) is bounded, we can find a constant A>0 such that 
I h(t, wn, wtt; wn_1iw; i_1)1 <A for every tEI. 
Using the relation 
º(t) = xº(a) + xn(s)ds, 
fx 
we obtain 
77 
wn(t) - wn(S)I <Jt 
Ih(u, wn, wn; wn-l, wn-1)Idu <Alt (4.3.9) 
s 
for any s, tEI, (s < t). The inequalities (4.3.8) and (4.3.9) imply that the sequences 
{Win}(i = 0,1) are uniformly bounded and equi-continuous on I and hence the Arzelä- 
Ascoli theorem guarantees the existence of subsequences and a function xE C'(I) with 
wnj) (j = 0,1) converging uniformly to x(j) on I as n -+ oo. Passing to the limit, we 
obtain h(t, wn, wn; wn-1, wn-1) -3 f (t, x, q(x')). Thus, x(t) is a solution of the boundary 
value problem (4.3.1) and hence is a solution of (4.1.1). 
Now, we show that the sequence of solutions converges quadratically to a solution of 
(4.1.1) on I. For this, set en(t) = x(t) - wn(t), tEI. Note that, en(t) > 0, for tEI and 
en (a) = en (c), en (b) = en (d). The boundary conditions imply the existence of a1 E (a, c) 
and b1 E (d, b) such that 
en' (al) = 0, en(bl) = 0. (4.3.10) 
We choose al the smallest and b1 the largest zeros of en(t), so that en' (t) #0 on (a, a1) U 
(b1, b). Using Taylor's theorem and (4.3.3), we obtain 
en (t) = x"(t) - wn(t) 
= f(t, x, x) - [f(t, wn-1, g(wn-1)) + fx(t, wn-1,4('wn-1))(wn - wn-1) 
+ fxi(t, wn-1, q(wn-1))(4(wn) - 4(wn-1)] 
=f (t, wn-1, g(wn-1)) + fx(t, wn-1, q(wn-1))(x - 
wn-1) 
+ fx, (t, wn-1, q(wn-1))(x - q(wn-1)) +1 
H(f) 
(4.3.11) 
-V 
(t, wn-1,9(wn-1)) + fx(t, wn-1, g(wn-1))(wn - wn-1) 
+ fxi(t, wn-1, q(wn-1))(g(wn) - g(wn-1))] 
= fx(t, wn-1, q(wn-1))en(t) +fx, (t, wn-1, q(wn-1))(x' -g(wn)) + 2H(f), 
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where, 
H(f) 
_(x - wn-1)2. 
fxx(t, Cl i C2) 
+ 2(x - wn-1) 
(x 
- Q(wn-l»fxxl 
(t, Cl, C2) 
ý(X' -Q(wn-1»2fxýxl 
(t, Cl, C2), 
wn_1(t) < c1 < x(t), C2 lies between x'(t) and q(wn_1(t)). Let 
N1 = max{I . 
fxx(t, C1i C2)1, I fxx(t, Ci, C2)I ,I fxx(t, C1, C2)1 :tEI, cl E [min wo(t), max 0(t)], 
c2 E [-C, C] }. 
Then, 
IH(f)I N1(len-lI2 +2Ien-lllx - 4(wn-1)I + Ix'- q(wn-1)I2)" 
Using the relation 
we obtain 
14t) - g(wn-i(t))l G lx'(t) - 2Un, -l(t)l = len-l(t)l, 
I H(f)I ý N1 (Ien-j l+ Ien-i I)2 < Ni llen-i ll1, (4.3.12) 
where, Ilen-ilk = Ilea-ill + Ilen-111 is a C' norm. Using (A2) and (4.3.12) in (4.3.11), we 
obtain 
en(t) > 
fx1(t, wn-1, q(wn-1))(x - g(wn)) _ 21 
N Ilen-iýýi, tEI. (4.3.13) 
We rewrite (4.3.13) as follows 
en(t) -fx, 
(t, wn-1, q(wn-1))en(t) > 
. 
fx; (t, wn_1, q(wn-1))(wß -q(wn))- 21 Ilen-1112, tEI. 
(4.3.14) 
Since (t, wn-1, q(wtt-1)) EIx [minwo(t), max ß(t)] x [-C, C] and fx, is continuous, we can 
find L1,1 > 0, such that 
-1 < fx'(t, wn-l, Q(wn-1)) < L1i tEI. 
Let M= max{1, L1 }. We have three cases to consider. 
1. If fort E I, Jwn(t)I < C, then 
wn(t) - 9(wn(t)) = 
0, 
(4.3.15) 
hence 
5 fx'ýtwn-i(t), 9(wn-1\t)))(wn(t) - 4(wn(t))) = 0. 
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2. If for tEI, w' (t) > C, then w'n(t) - q(wn(t)) > 0, and using (A3), we obtain 
fx (t, wn-1(t), q(wn-1(t))) ? fx, (t, wn-1(t), q(wn(t))) -Llq(wn-1(t)) -q(w', (t))I 
> fx'(t, wn_1(t), C) - 2LC > 0, 
and 
wn-1(t), 9(wn-1(t))) wnq(wý(t))) +LIq(wý-1(t)) -4(wn(t))ý 
<L1+2LC<M+2LC. 
Hence 
0< fxi (t, wnq(wn-1(t))) (wn(t) - q(wn (t))) < (M + 2LC) I w' 
(t) 
- q(wý (t)) I. 
3. If for tEI with wn(t) < -C, then w'' (t) - q(wn(t)) < 0, and using (A3), we have 
fx' (t, wn-1(t), 4(wn-1(t))) fx' (t, wn-1(t), q(wn (t))) + LJq(wn-1(t)) - q(wn (t)) J 
<fx, (t, wn_1(t), -C) + 2LC < 0, 
and 
fx, (t, wn-1(t), Q(wn-1(t))) fx, (t, wn-1(t), 9'(wý(t))) -Ll4'(wý-1(t)) -g(wý(t)) 
> f,, (t, wn-1(t), -C) - 2LC > -(M + 2LC). 
Hence 
0< fx, (t, wn-i(t), 4('wn-i(t)))(wn(t)-4(wn(t))) <_ (M+2LC)I4(w, ', -i(t))-9'(wn(t))I" 
Thus, we have 
0<w, q(wn-ý(t)))(wn(t) -g(wn(t))) (M+2LC)Ig(wn-1(t)) -g(wn(t))I 
(4.3.16) 
for every tEI. Using (4.3.16) in (4.3.14), we have 
enM - fx'(t, wn-l, q(wn-1))enlt) ! -21 
Ilen-1ýý1, tEI. (4.3.17) 
Firstly, we consider the case I>0 [(4.3.15)]. Let µ(t) = e-fýf='ýsýwn-1ý3ýq(wn-ý(s)»ds be 
the integrating factor, then p(t) satisfies 
e-L, (t-a) < µ(t) < et(t-ný, tEI. 
From (4.3.17), in view of (4.3.18), we have 
(4.3.18) 
(en(t)µ(t))' > -121 
112 (4.3.19) 
Integrating (4.3.19) from a1 to t> al, using the condition (4.3.10) (en(a1) = 0), we obtain 
en(t)µ(t) >- 211e. _ 
ft el(s-a)ds >- 
21 
Ilen-llli f e1(s-a)ds, nl 
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which implies, using (4.3.18) that 
en (t) >_ 
21 
(el(b a)_1)IIen-iIIi/µ(t) >_ - 
Zd 
(et(b-a)-1)eLj(t-a)Ilen-III2, t> a1. (4.3.20) 
On the other hand, if we integrate (4.3.19) from t to b1 (t < b1) and use the boundary 
condition (4.3.10) (en(bl) = 0), we obtain 
-en(t)µ(t) ? -NI Ilen-1IIi 
I bi 
et(s-a)ds > -Nl Ilea-IIIi 
f bel(s-a)ds, 
2t2a 
which implies, using (4.3.18) that 
en(t) < 
211 
(el(b-a) - 1)eLi 
(t-a)Ilen-1IIi, t< b1. (4.3.21) 
From (4.3.20) and (4.3.21), we have 
Iel (t) I< 
21(el(n-a) 
- 1)eLI(t-a) Ilen-1 IIi, tE [al, b1J = Il. (4.3.22) 
For the case l=0, repeating the procedure, we obtain 
Ien(t)I < 21 (b - a)eL1(t-a) Ilea-i 11 i, t Ell. (4.3.23) 
Considering both the cases, we have 
le' (t)l C Dillen-llli on Il, (4.3.24) 
where 
max { 2l (et(b-a) - 1)eL'(t-a) :tE I} D1 = 
max {- (b - a)eL1(t-a) :tE I}, 
2 (el(b-a) - 1) eLl (b-a) 
2 (b - a)eLl(b-a) 2 (b - a)eLl(b-a) 
Now, from (4.3.11), we have 
I 
ifl>0 
ifl=0. 
if l>0 
ifl=0, 
en(t) = fx(t, wn-i, g(wn-i))en(t) + fx, (t, 2un-i, 4(w1-i))(x' - q(wn)) + 2H(f)ý tEI. 
Then multiplying by IL(t) = e-ft f='ls, wn-', 4(wR-j))ds, we obtain 
en(t)µ(t) = fx(t, wn-1, g(wn-1))en(t)fd(t) + 
fx'(t, wn-1, g(wn-1))(x' - g(wn))P(t) 
+2 H(f)p(t), tEI. 
This implies that 
(en(t)µ(t))' = fx(t, wn-1, g(wn-1))en(t)µ(t) + fx' (t, wn-1, g(wn-1))(xl- g(wn))(t) 
- fxl(t, wn-1, g(wn-1))(X'-YAn){d(t) + 
2H(f)p(t) 
= fx(t, wn-l, g(w'n-1))en(t)ý(t) 
+ f' (t, wn-l, g(wn-1))(wn -- q(wn))µ(t) 
+ 
2H(f)µ(t), 
tEI. 
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Using the fact that ffi(t, wti_1(t), q(wn_1(t)))(w' (t) -q(w'' (t))) > 0, tEI, we obtain 
(en(t)p(t))ý ? [fx(t, wn-i, 4(wn-1))en(t) + 2H(f)]µ(t), tEI. 
The boundary conditions (4.3.10) imply that the function 0(t) = e' (t)p(t) has two zeros 
on (a, b). Then, there exists a1E (al, bl) such that 
= 0. (en/-ý)ý(i) 
This implies that 
Ifx(t, Wn-i(t), 4(wn-i(t)))e (i) + 2H(f)]µ(t) < 0, 
and using the positivity of p, we get 
fx(t, wn-1r'l, (w' 
1 
+ 2H(f) 5 0, 
thus, 
fx(týwn-i(>>4(wý-iýý))en(ý ý -2H(, f) = 2IHý. f)I" 
Let r>0 be such that 
Then 
min{fy(t, x, x') :t EI, xE [min wp(t), max/j(t)], x' E [-C'ýC]} = r. 
0 <en(O = IH(f)I < 
12(. f)I 
< 
21I1en-1111. 
(4.3.25) 2fx(t, wn-1('ßl, 4(wn-1(°/)) 
Using (4.3.24) and (4.3.25) in en(t) = en() + ft en(s)ds, we obtain 
b 
Ien(t)I <- Ien(OI +f Dillen-11112d$ < DZIIen-1112, tC I1 (4.3.26) 
a 
where D2 =2+ Di (b - a). From (4.3.24) and (4.3.26), it follows that 
IIenIIi = Ilenli + IIenII ý D2IIen-1IIi +D1IIen-1IIi = DIIen-1IIi on I1, (4.3.27) 
where D= D1 + D2. (Note that the choice of N1, f and D1 ensure that D is independent 
of n). Also, we note that Il contains [c, d]. 
Now, we consider the interval [a, al]. By the choice of al, we have 
en' 
We have two cases to consider. 
Case 1: e' (t) >0 on (a, al ). 
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Integrating (4.3.19) from t to al, using (4.3.18) and the boundary condition (en(al) = 0), 
we obtain 
0< e'n(t) < 
2l 
[e(Ll+t)(a, -a) - e(L1+t)(t-a)] 112 <ý Eillen-i11i, tE [a, al], (4.3.28) 
where El =i max{e(Ll+t)(al-a) - e(L1+t)(t-a) ;tE 
[a, al]}. Since en(a) = en(c) and 
cE Il, using (4.3.27), we have 
en(a) < D2IIen-1II1" (4.3.29) 
The relation en (t) = en (a) +f .te, 
'n (s)ds, yields 
N 
0< en(t) < [D2 +2 ((al - a)e(L1+I)(al-a) _ L1 
+l 
(e(Ll+t)(t-a) - 1))] lien-1IIi (4.3.30) 
< Dalle, _1ll1 tE [a, all, 
where D3 = D2 + zt max{(al - a)e(L1+1)(a'-a) - L+1(e(L1+1)(t-a) tE [a, a1J}. From 
(4.3.28) and (4.3.30), it follows that 
IlenIii < EIIen-illi on [a, ai], (4.3.31) 
where E= D3 + El 
Case 2: en (t) <0 on (a, al). In this case, we have 
en(t) < e,, (a) < D2IIe.,, _llli, tE 
[a, al]. (4.3.32) 
Using (4.3.4), we obtain 
e"(t) <_ f(t, 2,2') -%L(t, wn, wn; wn-l, wn-1) :5 
f(t, X, X') - f(t, wn, g(wn)) 
fx(t, wn, g(wn))en(t)+fx'(t, wn, g(wn))(x' -q(wn)), tE [a, all. 
If for some tE [a, all, wn(t) > C, then 
fxl (t, wn(t), q(wn(t)))(x'(t) - g(wý(t))) < 0. 
If for some tE [a, ail, wn(t) < C, then 
(4.3.33) 
fx, (t, wn(t), 9(wn(t)))(x'(t) -9(wn(t))) = ffi(t, wn(t), ws(t))(xi (t) - wn(t)) <- 0, 
if fe (t, wn(t), wtt(t)) < 0, and in view of (4.3.15), 
fx-(t, wn(t), 4(wn(t)))(x'(t) - 9(wn(t))) en (t), 
if f., (t, wn(t), wn(t)) > 0. Thus, we have 
f='(t, wn(t), 9(wn(t)))(x (t) - 9(wn(t))) < -len(t), tE [a, al]. (4.3.34) 
Using (4.3.32) and (4.3.34) in (4.3.33), we obtain 
en" (t) + les(t) < MD21Ien_1I11, tE [a, all, (4.3.35) 
CHAPTER 4. FOUR POINT BOUNDARY VALUE PROBLEMS 83 
where M= max{ fx (t, x, x') :tE [a, al], xE [mina, max ß], x' E [-C, C]}. From 
(4.3.35), it follows that 
(en(t)edt)' < MD2e'tllen-illi, tE [a, ai]" (4.3.36) 
Integrating from t to a1, we obtain 
en' (t) 
Mý2(et(a-t) 
- 2, tE [a, al]. (4.3.37) 
From (4.3.21) and (4.3.37), it follows that 
Jen(t)I :5 E2JJen-iJJi, tE [a, al], 
where E2 = max{21(et(b-a) - 1)eLz(t-a), 
MD2 (el(a-t) _ 1) ;tE [a, al]}. Hence 1 
(IenIIi < E3IIen-IIIi on [a, al], (4.3.38) 
where E3 = D2 + E2. 
Similarly, we can obtain quadratic convergence on [b1, b], that is, there exists E4 >0 such 
that 
IlenIIi G E4llen-llli on [bl, b]. 
Considering (4.3.27), (4.3.38) and (4.3.39), we have 
E5ile.,, -i11i on 
I, 
(4.3.39) 
where E5 = max{D, E3, E4}. 
Remark 4.3.2.1. If c=d, then our boundary conditions reduces to three-point boundary 
conditions. 
2. If c approach a and d approach b, then our boundary conditions reduces to homogeneous 
Neumann boundary conditions x'(a) = 0, x'(b) = 0. 
Thus our methods apply to three-point and Neumann boundary value problems. 
EI 
4.4 Generalized quasilinearization technique 
Now, we generalize the results by introducing an auxiliary function 0 to allow weaker 
hypothesis on f. Also, we replace the condition (A3) of Theorem 4.3.1, by a weaker 
condition and prove that the conclusion of the Theorem 4.3.1 remains valid. 
Theorem 4.4.1. Assume that 
(B1) a, ßE C2(I) are lower and upper solutions of (4.1.1) such that a(t) < ß(t) on I. 
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(B2) fE C2(I x R2) satisfies a Bernstein-Nagumo condition on I relative to c e, ß and 
is such that fy(t, x, x') >0 and H(f + 0) <0 on Ix R2, for some function 0E 
C2 (I x R2) satisfies H(O) < 0. 
(B3) For (t, x) EIx [min a(t), maxß(t)], fx, (t, x, x') satisfies 
y fx, (t, x, y) > 0, yE I[2 and 
Ifxl(t, x, yl) - fxl(t, x, y2)I < Llyi -Y21, yi, Y2 E Il8, 
where L>0. 
Then, there exists a monotone sequence {wO of solutions converging uniformly to the 
unique solution of the problem. Moreover, the sequence converges quadratically on I. 
Proof. Define F: Ix R2 --+ R by 
F(t, x, y) =f (t, x, y) + 0(t, x, y), tEI, x, yER. (4.4.1) 
Then, in view of (B2), we have FE C2(I x R2) and 
H(F) <0 on Ix JR2 (4.4.2) 
Using Taylor's theorem and (4.4.2), we obtain 
f (t, x, q(x')) < F(t, y, q(y)) + Fx(t, y, q(y))(x - y) + F'x' (t, y, q(y'))(q(x') - q(y')) 
-O(t, x, q(x )), 
(4.4.3) 
where tEI, x, y, x', y' E R. Using Taylor's theorem on the function 0, we can find 
dl, d2 E IR where dl lies between x(t), y(t) and d2 lies between q(x'(t)), q(y'(t)), such that 
fk (t, x, q(x')) _ (k (t, y, q(y)) + 
0x(t, y, q(y))(x - y) + Ox, (t, y, q(y))(q(x') - q(y)) 1 (4.4.4) 
+ H(cb), 2 
where tEI, x, y, x', y' ER and 
H(O) =(x - y)20xx(t, di, d2) + 2(x - y)(q(x') - 9(y ))0xx, (t, di, d2) 
+ (4(x') - 4(y')(t, d1, d2)e 
Let SZ ={ (t, x, x') :tEI, xE [min a(t), max O(t)], x' E [-C, C] } and 
M, > max{IY'xx(t, x, x')I, Ioxx, (t, x, x')I, Iox-x, (t, x, x')I} : (t, x, x') E St}, 
where C is as defined in Theorem 4.3.1. Then 
I H((P) I: 5 Ml (I x- yl +I g(x')- 9'(y') I)2 on S2. (4.4.5) 
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Using (4.4.5) and (B2) in (4.4.4), we obtain 
q5(t, x, 4(x')) < 0(t, y, 4(y)) + <kx(t, y, 4(y))(x - y) + 1xß (t, y, 4(y))(4(x) - 4'(y)), (4.4.6) 
for tEl, x, y, x', y'ER, and 
1(t, x, 4(xß)) ? 0(t, y, 9(y)) + Ox(t, y, 4(y))(x - y) + 4'(t, y, q(y))(4(x) - 9(y)) 
447 
21 
(lx - yl l4(xl) - 4(y)! )2, 
on Q. Substituting (4.4.7) in (4.4.3) and using (4.4.1), we obtain 
f (t, x, 9(x')) <f (t, y, g(y)) + fx(t, y, g(y ))(x - y) + f. (t, y, 4(y ))(4(x )- 4(y)) (4.4.8) 
-I- 21(Ix _. yl + l4(x') - 4(y )I)2, 
on Q. Define 
k(t, x, x'; y, y)=f (t, y, 4(y )) + fx(t, y, 4(y )) (x - y) + f' (t, y, 4(y )) (9(x') - 4(y )) 
+21(ix - yl + Ig(x) - 4(y )I )2, 
(4.4.9) 
for x, y, x', y' ER and tEI. Since fy>0, selecting M1 large enough, so that 
fx(t, y, q(y')) (x - y) +f, (t, y, q(2y'))(q(x') - q(y')) + M1(x - y) l q(x') - q(y) I 
+ 2l(1, - yl2 +I q(x') - q(y') 12) > 0, 
for x>y with x, yE [min a(t), max ß(t)], x', y' E III, then, 
f(t, y, q(y')) < k(t, x, x'; y, y') for x>y, (4.4.10) 
tEI, x', y' E R. Moreover, k satisfies the following relations 
f (t, x, q(x')) < k(t, x, x'; y, y') on 52, 
f (t, x, q(x')) = k(t, x, x'; x, x'), 
for tEI, x, y, x', y' E R. Also, we note that k is continuous and bounded on Ix 
[min a(t), max, ß(t)] x ]R x [min a(t), max ß(t)] x R, therefore satisfies a Bernstein-Nagumo 
on I. Hence there exists a constant C2 >0 such that any solution x of the 
x"(t) = k(t, x, x'; y, y'), tEI, 
x(a) = x(c), x(b) = x(d), 
such that a(t) x(t) < ß(t), tEI satisfies Ix'I < C2 on I. 
Now, we set a= wo and consider the linear four point problem 
x"(t) = k(t, x, x'; wo, wo), tEI 
x(a) = x(c), x(b) = x(d). 
(4.4.12) 
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Using (B1) and (4.4.11), we get 
k(t, wo (t), wö(t); wo (t), wö(t)) =f (t, wo (t), wö(t)) : w0 '(t), tEI 
k(t, ß(t), ß'(t); wo (t), wö(t)) >_ f (t, ß(t), ß'(t)) > ß"(t), tEI 
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which imply that wo and ß are lower and upper solution of (4.4.12) respectively. Hence, 
by Theorem 4.2.3, there exists a solution wl of (4.4.12) such that 
wo(t) < wi(t) < /(t), Iwi(t)I < C2, tEI. 
Using (4.4.11) and the fact that wl is a solution of (4.4.12), we obtain 
wi (t) = k(t, wi, wi; wo, wo) >f (t, wi (t), 4(w, (t))), tE1 (4.4.13) 
which implies that wl is a lower solution of (4.3.1). 
In view of (4.4.11), (4.4.13) and (B1), we can show that wl and 0 are lower and upper 
solutions of 
ý'(t) = k(t, x, x'; wl, wi), tEI (4.4.14) 
x(a) = x(c), x(b) = x(d). 
Thus, by Theorem 4.2.3, there exists a solution w2 of (4.4.14) such that wi < w2 <ß on 
I. 
Continuing this process we obtain a monotone sequence {w,,, } of solutions satisfying 
wo(t) < wl(t) < w2(t) < w3(t) < ... < wn-1(t) 
< wn(i) < Q(t), tEI 
That is, 
wo(t) < wn(t) < ß(t) and Iwn(t)I < C2, nEN, tEI, (4.4.15) 
where wn is a solution of the problem 
x" (t) = k(t, x, x'; wn-1, w'n-1), tEI 
x(a) = x(c), x(b) = x(d). 
The same arguments as in Theorem 4.3.1, shows that the sequence converges to a solution 
of the boundary value problem (4.1.1). 
Now we show that the convergence of the sequence of solutions is quadratic. For this, we 
set e, (t) = x(t) - w(t), tEI. Then, e,, E C2(I) and e,, (t) > 0, tEI. Moreover, the 
boundary conditions imply that 
en (a) = en (c), en (d) = en (b), (4.4.16) 
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which implies that there exist t1 E (a, c) and t2 E (d, b) such that 
en' (ti) = 0, en' (t2) = 0. (4.4.17) 
Now, by the Taylor's theorem, the expression (4.4.6) for c(t, x, x') [by taking y= wn_1] 
and (4.4.9), we obtain 
en (t) = x"(t) - wn(t) = (F(t, x, 
/x') 
- q5(t, x, x')) - k(t, wn, 
wni 
wn-1, 
Wn-1) 
f (t, wn-1, q(wn-1)) + fx(t, wn-1,4(wn-1))(x - wn-1) + fX, (t, wn-1, q(wn-1)) X 
(x' - 9(wn-1)) +1 H(F) -f (t, wn-1,9(wn-1)) - fx(t, wn-1,9(wn-1)) (wn - wn-1) 
- fxI(t, wn-1,4(wn-1))(4(wn) - 9(wn-1)) - 21 
(Iwn 
- wn-lI + I9(wn) - 4(wn-1)I)2 
= fx(t, wn-1,9(wn-1))en(t) + ffi (t, wn-1,9(wn-1))(x' - q(wn)) -2I H(F) I 
- 
21 (Iwn 
- wn-1I +I q(wn) - 4(wn-1)I)2, tEI 
(4.4.18) 
which in view of (B2) implies that 
en(t) ý fx'(t, wn-1,9(wn-1))(x'`4(wn))-ZIH(F)I- 21M llwn-20n-11+Iq(w)-q(wn-1)1/2, 
(4.4.19) 
where 
ttt H(F) = en-1Fxx(t, ýi , ý2)+2en-1(x -Q(wn-1))Fxxi(t, S1 , S2)'ý'(x'-Q(wn-1))2ý'xlxl 
(t, 6, 
S2)ý 
wn_1(t) < ý1 < x(t), ý2 lies between g(w'n_1(t)) and x'(t). Let 
pl = maX{IFxx(t, S1, C2)I, JFxx'(t, C1, C2)1, IFx'x'1t, C1, Wl : (t, C1, C2) E Q}, 
then 
IH(F)I <- Pi(Ien-iI + Ix'- q(wrz-1)1)2 < Pi(Ien-iI + le' _1U2 < Pillen-1lli. (4.4.20) 
Using the relations wn - wn_1 <x- wn-1, Ix'- q(wn-1)I < lx' - wn_1I = Ien_1I and 
lq(wn) - q(wn-1)I <_ Ix'- q(wn-1)I + Ix'- q(wn)l <- 
len-1I + lent, 
we obtain 
(( 
M 
11(t) > fx'(t)wn-1,9(wn-1))(ý - 9(wn)) - 21 
Ilen-IIII - 21 llen-lI 
+ Ien-li + IenI)2 
>_ fz'(t, wn-l, glwn-1))(ý -g(wn)) 21 Ileri-IIIi - 21 
ýIlen-llll + IeýI)2, tEI. 
(4.4.21) 
Now, by (4.4.10), we obtain 
en (t) = X11(t) - wn(t) =f (t, x, x') - k(t, wn, wni wn-1, wý-1) 
:5 f(t, x, x)- f(t, wn-1,4(wn-1))" 
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Using the mean value theorem, we can find cl, c2 E ]R with w,,, _1(t) < cl < x(t), and c2 
lies between q(wn_1(t)) and x'(t) such that 
en (t) G . 
fx(t, c1, c2)en-1(t) + fxl(t+CleC2)lXI - 41wn-1)) 
< %Ien-1(t)I +jilix'(t) - q(w, n-1(t))I 
< alen-1(t)I +L1Ielnn 
-1(t)I 
<_ Allen-1IIl, tEI 
(4.4.22) 
where, A= max{ f y(t, x, x') :tEI, xE 
[min wo(t), max, ß(t)], x' E [-C, C]}, Al = 
max{. A, L1}, and L1 is as defined in Theorem 4.3.1. Integrating (4.4.22) from t1 to t> tl, 
using (4.4.17), we obtain 
e;, (t) < al(t-tl)llen, -illi 
<A l(b-a)ýýe,,, _1I I1, t E[tl, b]. (4.4.23) 
If we integrate (4.4.22) from t to t2 (t < t2), use (4.4.17), we obtain 
eI(t) >_ -)1(t2 - t)Ilen-1II1 > -Ai(b - a)Ilen-1111, 
From (4.4.23) and (4.4.24), it follows that 
l en(t) I <- dllen-1I11, tE [tl, t2], 
where d=A, (b - a). Using (4.4.25) in (4.4.21), we obtain 
en(t) ? f (t, wn-i, 4(wn-i))ixý - 4(w')) - Niien-i 1112, t E[tl 3 t2], 
where N= 
PI+MI(i+d)2 Thus, we have 2 
en(t) - fx'ýt, wn-1,4ýwn-lýýenýtý ý fx'ýt, wn-lýqýwn-lýýýwn -' 4(wn) 
-NIlen-1 lliý tE [tl, t2]" 
We consider three cases. 
(4.4.25) 
(4.4.26) 
(1) If wn(t) >C for some tE [tl, t2J, then q(wn(t)) = C, wn(t) -q(wn(t)) > 0, and using 
(B3), we obtain 
f=-(t, wn-ý(t), q(wn-ý(t))) >- fx, (t, wn-i(t), g(wn(t))) -LIg(wn-, (t)) -q(wn(t)) 
? -Ll9(wn-1(t)) - g(wn(t))ý" 
Hence 
(wn(t)-q(wn(t)))fx'(t, wn-l(t), q(wn-1(t))) > -Llwn(t)-q(w'n(t))Ijx'(t)-q(wn(t))I" 
Since 
tE [a, t2]. (4.4.24) 
l4(wn-1(t)) - Q(wn(t))ý 
ýý'(t) - 9(wn(t))1 +1 x'(t) - 4(wn-1(t)) 
<_ 1 en(t)1 +1 en-i(t)1> 
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using (4.4.25), we obtain 
Iq(wn-1(t)) - q(wn(t))jjw; ý(t) - 4(wn (t))1: 5 (leý(t)I + 
len-1(t)I)len(t)I 
< d(1 +d)llen-1ýý1, 
Thus, 
(wn(t) -4(wnýtýýýfx'ýtýwn-lýtýý4\wn-lýtýýý ý -Ld(1+d)Ilen-III 1" 
89 
(2) If wn(t) < -C for some tE [t1, t2], then q(wn(t)) _ -C, wi(t) - q(wl(t)) < 0, and 
using (B3), we have 
fx'(t, wn-1(t), 9(wn-1(t))) < 
fx'(t, wn-1(t), q(wn(t))) +LIq(wn-1(t)) -g(wn(t))ý 
Ll9(wn-1(t)) - Q(wn(t))ý, 
and hence 
(wn(t) - 4(wn(t))). 
fx'(t, wn-1(t), g(wn-1(t))) -LI9('wn-1(t)) - 9(wn(t))ý x 
Iwn(t)-4(wn(t))I > -Ld(1 +d)Ilen-1i1i 
(3) If Iw, (t) I<C for some tE [tl, t2], then wn(t) -q(wn(t)) = 0, and 
(wn(t) - q(wn(t)))fxi (t, wn-1(t), q(w; ý-1(t))) =0> -Ld(1 + 
d) lien-1112 
Thus, 
(wn(t) -q(wn(t)))fx'(t, wn-1(t), 4(wn-1(t))) > -Ld(1 +d)Ile, -1112, tE [t1, t2]. (4.4.27) 
Using (4.4.27) in (4.4.26), we obtain 
e; ; (t) - fx-(t, wn-1iq(wn-1(t)))en(t) > -Ld(1 +d)Ilen-lll2 -Nllen-1111 
-S11en-111iß tE [t1it2], 
(4.4.28) 
where, S= Ld(1+d)+N. The equation (4.4.28) is the same equation as (4.3.17), hence we 
can obtain the corresponding results following the same procedure of Theorem 4.3.1. Q 
Chapter 5 
Boundary value problems with 
integral boundary conditions 
In this chapter, we study existence and approximations of solutions of second order nonlin- 
ear boundary value problems with nonlinear integral boundary conditions. They include 
two, three, multi-point and nonlocal boundary value problems as special cases. For bound- 
ary value problems with integral boundary conditions and comments on their importance, 
we refer to [25,44,661 and the references therein. Moreover, existence results for bound- 
ary value problems with integral boundary conditions have been studied by a number of 
authors, for example [7,8,14,19,43]. In this chapter, we use the upper and lower solutions 
method for the existence results and develop the generalized method of quasilinearization 
to approximate our problems. We study two type of problems. Firstly, the case that the 
nonlinearity is independent of derivative. Secondly, where the nonlinearity depends also 
on the first derivative with a little bit simpler boundary conditions than the first one. 
5.1 Nonlinearity independent of the derivative 
The results of this section have appeared [45]. In this section, we study existence and 
approximation of solutions of second order differential equations with nonlinear integral 
boundary conditions of the type 
X" (t) =f (t, x), tE J= [0,1], 
fi 
x (0) - klý (0) = hi(x(s))ds, (5.1.1) 
x(1) + k2x'(1) =J1 h2(x(s))ds, 
0 
where f: JxR -* R and hi : ]R -+ R (i = 1,2) are continuous functions and ki are 
nonnegative constants. Firstly, we study existence results by the method of upper and 
lower solutions, then we approximate our problem by the method of quasilinearization. We 
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show that the sequence of approximate solutions converges uniformly and quadratically 
to a solution of the original problem. We also improve the rate of convergence, and show 
under some reasonable conditions, that the sequence of approximants converges to the 
solution with rate of convergence greater than quadratic. 
Recently, B. Ahmad, R. A. Khan and S. Sivasundaram [7] and J. Tadeusz [43] studied the 
quasilinearization method for the solution of first order differential equations with linear 
integral boundary conditions of the type 
x'(t) =f (t, x(t)), te [0, T] 
I 
x(0) = ax(T) + b(s)x(s)ds +k= Bx + k. 
Here, we study a second order problem and also nonlinear boundary conditions. Further, 
we improve the rate of convergence of the sequence of solutions. 
5.1.1 Existence results 
We know that the homogeneous problem 
x'(t) = 0, tEJ, 
x(0) - klx'(0) = 0, x(1) + k2x'(1) = 0, 
has only a trivial solution. Consequently, for any Q(t), pl(t), p2(t) E C(J), the corre- 
sponding nonhomogeneous linear problem 
x"(t) =o (t), tEJ, 
r 
x(0) - kli (0) =J Pi(s)ds, x(1) + k2x'(1) =fi p2(s)ds, in i0 
has a unique solution xE C2 (j), 
where 
x(t) = P(t) +I1 G(t, s)Q(s)ds, 
0 
P(t) 
1+ kl + k2 
{(1 -t+ k2) 
f1 
pl (s)ds + (ki + t) 
I1 
p2(s)ds} 
is the unique solution of the problem 
x"(t) = 0, tEJ, 
x(0) - klx'(0) =J pi(s)ds, 
0 
f'p2(s)ds, 
x(1) + k2x (1) 
and 
_, _ -1 
1 (ki+t)(1-8 +k2), 0<t<s<1 
G(t, s) = 
Jr 
kl+k2+1 l (kl+s)(1-t+k2), 0<s<t<1 
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is the Green's function of the problem. We note that G(t, s) <0 on (0,1) x (0,1). We 
recall the definition of lower and upper solutions. 
Definition 5.1.1. We say that aE C2(J) is a lower solution of (5.1.1) if 
a" (t) >f (t, a(t)), tEJ 
1 
a(O) - klä (0) < 
fo 
hi(a(s))ds, 
a(1) + k2ä (1) r 
1 
h2(a(s))ds. 
Similarly, ,ßE 
C2(J) is an upper solution of the BVP (5.1.1), if /3 satisfies similar inequal- 
ities in the reverse direction. 
5.1.2 Method of lower and upper solutions 
In this section, we state and prove theorems on the existence and uniqueness of solutions 
of the BVP (5.1.1), in an ordered interval defined by lower and upper solutions of the 
boundary value problem (5.1.1). 
Theorem 5.1.2. Assume that a and /3 are respectively lower and upper solutions of (5.1.1) 
such that a(t) < , ß(t), tEJ. If 
f: Jx IR -- R and hi : II8 -+ IR (i = 1,2) are continuous 
and hi(x) > 0, then there exists a solution x(t) of the boundary value problem (5.1.1) such 
that 
a(t) < x(t) < NO, tEJ. 
Proof. Define the following modifications of f (t, x) and h2 (x) (i = 1,2) 
F(t, x) 
and 
tx- ß(t) f(, ß(t)) + 1+ Ix - ß(t)I' 
=f (t, x), 
tx- a(t) f( , a)+ 1+Ix-a(t)I' 
if x> ß(t), 
if a(t) <x< , ß(t), 
if x< a(t), 
hi(Q(t)), if x> , ß(t), 
Hi (x) = hi (x), if a(t) <x< , ß(t), 
hi(a(t)), if x< a(t). 
Consider the modified problem 
x"(t) = F(t, x), tEJ, 
x(O) - kix'(0) =/1 Hi(x(s)) ds, x(1) + k2x'(1) =J1 
H2(x(s)) ds. 
. llo 0 
(5.1.2) 
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Since F(t, x) :JxR -4 IR and H$ :R -* R are continuous and bounded, it follows that 
the boundary value problem (5.1.2) has a solution. Further, we note that 
a"(t) >f (t, a(t)) = F(t, a(t)), tE Jfo 
a(0) - kla'(0) < 
ý1 
hi(a(s))ds = Hl( a(s))ds, 
2(a(s))ds, fo a(1) + k2ä (1) < h2(a(s))ds =H 
and 
ß"(t) <f (t ß(t)) = F(t, ß(t)), tEJ 
11 
ß(ý) - kiß'(O) ? 
fo hl(ß(s))ds =f Hl(ß(s))ds, 
0 
11 
ß(1) + k2ßt(1) ?f h2(ß(s))ds = 
fo 
H 2(ß(s))ds, 
0 
which imply that a and ß are respectively lower and upper solutions of (5.1.2). Also, we 
note that any solution x of (5.1.2) which lies between a and ß, is a solution of (5.1.1). Thus, 
we only need to show that any solution x of (5.1.2) is such that a(t) < x(t) < ß(t), tEJ. 
Assume that a(t) < x(t) is not true on J. Then the function v=a-x defined on J, has 
a positive maximum at some t= to E J. If to E (0,1), then 
v(to) > 0, V(to) = 0, VII(to) <0 
and hence 
0> v"(to) = a"(to) - X" (to) ?f (to, a(to)) - (f (to, a(to)) +1+ 
(to) 
ce(to) > 0, 
a contradiction. If to = 0, then v(0) >0 and v'(0) < 0, but then the boundary conditions 
and the nondecreasing property of h; gives 
[hi(a(s)) - Hi(x(s))]ds v(0) < kiv'(0) + 
fo 1 
<f [hl (a(s)) - Hl (x(s)))ds. 
0 
If x(s) < a(s), then Hl(x(s)) = hi(a(s)). If x(s) > ß(s), then 
Hl(x(s)) = hl(Q(s)) ? hi(a(s))" 
If a(s) < x(s) < ß(s), then 
Hl(x(s)) = hi(x(s)) > hi(a(s)). 
Either case contradicts v(O) > 0. Similarly, if to = 1, we get a contradiction. Thus 
a(t) < x(t), tEJ. Similarly, we can show that x(t) < /3(t), tEJ. Q 
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Theorem 5.1.3. Assume that a and ,ß are 
lower and upper solutions of the boundary 
value problem (5.1.1) respectively. If f: Jx 118 -+ IR and h2 : IR -ý IR are continuous, f is 
strictly increasing for each tEJ and 0< h''(x) < 1. Then a(t) < /3(t), tEJ. 
Proof. Define w(t) = a(t) - ß(t), tEJ, then wE C2(J) and 
i 
hl (a(s)) - hl (ß(s))]ds w(0) - k1w'(0) < 
fo 
[ 
_1 
[h2(a(s) - h2(ß(s)]ds. w(1) + k2z. v'(1) <f0 
(5.1.3) 
Assume that w(t) <0 is not true for every tEJ. Then w(t) has a positive maximum 
at some to E J. If to E (0,1), then w(to) > 0, w'(to) =0 and w"(to) < 0. Using the 
increasing property of the function f (t, x) in x, we obtain 
f (to, a(to)) < a"(to) < Q"(to) <f (to, a(to)) <f (to, a(to)), 
a contradiction. If to = 0, then w(0) >0 and w'(0) < 0. On the other hand, using the 
boundary conditions (5.1.3) and the assumption 0< hi (x) < 1, we have 
w(0) < w(0) - kiw'(0) 5 
fo lfhl(a(s)) 
- h1(ß(s))lds <1 hi(c)w(s)ds 
0 
hi (c) max w(t) = hi (c)w(0) < w(0), 
tEJ 
(5.1.4) 
a contradiction. If to = 1, then w(1) >0 and w'(1) > 0. But again, the boundary 
conditions (5.1.3) and the assumption 0< h2(x) < 1, gives 
w(1) < w(1) + k2ui (1) <- h2(ß(s))]ds < h2(c)w(s)ds 
fl[h2(Ct(S)) fo 
< h2(c)maxw(t) = h2(c)w(1) < w(1), 
a contradiction. Hence 
a(t) < 6(t), tEJ. 
As a consequence of the Theorem 5.1.3, we have 
(5.1.5) 
0 
Corollary 5.1.4. Assume that a and ß are lower and upper solutions of the boundary 
value problem (5.1.1) respectively. If f: JxR -+ R and h: JR -* JR are continuous, f 
is strictly increasing and 0< h'(x) < 1, xER. Then the solution of the boundary value 
problem (5.1.1) is unique. 
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5.1.3 Approximation of solutions [generalized quasilinearization technique] 
In this section, we develop the generalized quasilinearization technique to study approxi- 
mation of solutions of the BVP (5.1.1). Assume that 
(A1) a and QE C2(J) are respectively lower and upper solutions of (1.1.1) such that 
a (t) <6 (t), tEJ. 
(A2) f (t, x) E C2(J x R) is such that fý(t, x) >0 and fý, (t, x) +Oxx (t, x) <0 on 
Jx [min a(t), max /3(t)], where 0(t, x) E C2 (J x R) and Oxx(t, x) <0 on Jx 
[min a(t), max, ß(t)]. 
(A3) hi E C2 (R) (i = 1,2) are nondecreasing, 0< hi (x) <1 and hz'(x) > 0, xc 
[min a(t), max, ß(t)]. 
Theorem 5.1.5. Under assumptions (A1) - (A3), there exists a monotone sequence {wn} 
of solutions converging uniformly and quadratically to the unique solution of the problem. 
Proof. Define F: JxR -3 IR by F(t, x) =f (t, x) + q5(t, x). Then in view of (A2), we note 
that FE C2(J x R) and 
Fxx(t, x) <0 on Jx [min a(t), max, ß(t)]. (5.1.6) 
Using Taylor's theorem, (5.1.6) and (A3), we have 
f (t, x) <_ F(t, y) + Fx(t, y)(x - y) - q5(t, x), (5.1.7) 
for (t, x), (t, y) EJx [min a(t), max ß(t)] and 
hi (x) ý: hi (y) + hi(y)(x - y), (5.1.8) 
for x, yE [min a(t), max ß(t)]. Again applying Taylor's theorem to q5(t, x), we obtain 
Ot, X) = O(t, Y) + Ox (t, y) (x - y) +1 Oxx (t, ý) (x - y)2, (5.1.9) 
where x, yE IR and ý is between x and y, which in view of (A2) implies that 
0(t, x) C /(t, y) + Ox (t, Y) (x - y), (5.1.10) 
and 
O(t, X) ? O(t, y) +0. (t, y) (x - y) -- yll2, (5.1.11) 
for (t, x), (t, y) EJx [min a(t), max, ß(t)], where lIx - yll = max{Ix(t) - y(t) I: tE J} 
denotes the supremum norm in the space of continuous functions defined on J. Using 
(5.1.11) in (5.1.7), we obtain 
f (t, x) <- f (t, y) + fx(t, y)(x - y) +1I 
oxx(t, 0 IIx - yll2, 
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for (t, x), (t., y) EJx [min a(t), max ß(t)]. Let 
Q, = {(t, x) :tEJ, xE 
[min a(t), maxß(t)]} and M2 = max{jp. ý(t, x)ý : 
(t, X) E Sll}. 
Then 
f (t, x) <_ f (t, y) + fx(t, y)(x - y) + 22 llx - yll2, 
for (t, x), (t, y) E 521. Define 
9(t, x, y) =f (t, y) + fx(t, y)(x - y) + 22 IIx - y112, 
(5.1.12) 
(5.1.13) 
where (t, x), (t, y) EJx ]R and 
Hi(x, y) = hi (y) + hi(y)(x - y), (5.1.14) 
where x, yER. We note that g(t, x, y) and Hi (x, y) satisfy 
gx(t, x, y) = fx(t, y) >0 and 0< xHi(x, 
y) < 1, 
for x, yE [min a(t), max ß(t)], tEJ. Moreover, g(t, x, y) and Hi (x, y) are continuous and 
bounded on Il and in view of (5.1.12), (5.1.13) and (5.1.8), (5.1.14) respectively, satisfy 
the following relations 
9(t, x, y), 
f(t, ý) = 9(t, x, x), 
for (t, x), (t, y) E1 and 
f hi(x) > Hi(x, y) 
hi(x) = Hi (x, x), 
for x, yE [min a(t), max ß(t)]. 
Now, we set wo =a and consider the linear boundary value problem 
x, wo), tcJ, 
i 
x(0) - klx'(0) =1 Hi(x(s), wo(s))ds, 
0 
x(1) + k2x'(1) =f H2(x(s), wo(s))ds. 1 
0 
Using (Al), (5.1.15) and (5.1.16), we obtain 
wä (t) ?f (t, wo(t)) = 9(t, wo(t), wo(t)), 
/'t 
E J, 
wo(U) - k1wo(O) ý 11 hi(wo(s))ds =1 
1 
Hi(wo(s), wo(s))ds, 
o0 
11 
w0(1) + k2wö(1) < 
fo 
h2(wo(s))ds =f H2(wo(s), w0(s))ds, 
0 
(5.1.15) 
(5.1.16) 
(5.1.17) 
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which imply that wo and ,6 are respectively lower and upper solutions of (5.1.17). It follows 
by Theorems 5.1.2,5.1.3 that there exists a unique solution wl of (5.1.17) such that 
wo(t) < wl(t) < 0(t), tEJ. 
In view of (5.1.15), (5.1.16) and the fact that wl is a solution of (5.1.17), we note that wl 
is a lower solution of (5.1.1). 
Now consider the problem 
x"(t) = 9(t, x, wi ), tcJ, 
(0) - klx'(0) = Hi(x(s), wl(s))ds, x fo i 
i 
x(1) + k2x'(1) =J H2(x(s), wl (s)ds. 
Again we can show that wl and ß are lower and upper solutions of (5.1.18) and hence by 
Theorems 5.1.2,5.1.3, there exists a unique solution w2 of (5.1.18) such that 
wi(t) < w2(t) < /3(t), tEJ. 
Continuing this process, we obtain a monotone sequence {wn} of solutions satisfying 
w0(t) < W1(t) < w2(t) < ... wn(t) 
< , ß(t), tEJ, 
where, the element wn of the sequence {wn} is a solution of the boundary value problem 
x "M =9(t, 2, wn-1), tEJ, 
ß"(t) <f (t, /3(t)) < g(t B(t), wo (t», tEJ, 
ß(0) - kiß'(O) ?f1 hi(ß(s))ds > 
%1 
Hi(ß(S), 'i. uo(S))ds, 
o Jor 
ß(1) + k2ß(1) ? 
fo 1 
h2(ß(s))ds >J1 H2(ß(s), 'wo(s))ds, 
o 
97 
(5.1.18) 
ri 
x(O) - klx'(0) = Hl(x(s), wn-1(s))ds, 
ri 
x(1) + k2x'(1) =J H2(x(s), w, i(s))ds, 
0 
and 
wýt) = pýt) + (t, Sý9ýS, w(s), wn-1 (s))ds, -' 
fC 
(5.1.19) 
where 
_1/ Pn(t) 1+ kl + k2 
t(1 - t+ k2) 
f1 H1 / \wnls), wn-1(s)) ds 
/1 
+ (ki +t) J H2(wn(s), wn_1(s)) ds}. (5.1.20) 
0 
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Employing the standard arguments, as before, it follows that the convergence of the se- 
quence of solutions is uniform. If x(t) is the limit point of the sequence, passing to the 
limit as n -> oo, (5.1.19) gives 
Xt Pt 
1 
()--()+f G(t, s) f (s, x (s)) ds, 
where 
ri 
P(t) 1+ kl + k2 
{(1 -t+ k2) J hi(x(s))ds + (kl + t) 
f h2(x(s))ds}; 
that is, x is a solution of the boundary value problem (5.1.1). 
Now, we show that the convergence of the sequence is quadratic. For that, set en (t) _ 
x(t) - w, (t), tEJ. Note that, e, (t) > 0, tEJ, where x is the solution of (5.1.1). Using 
Taylor's theorem and (5.1.14), we obtain 
/ 
fo 1 
// 
en(0) - k1en«ý) = 
[h1(x(sýý 
- Hl/ ýwn(s)iwn-l/ ýs))]ds 
=f 
i[hi(wn-i(s))eý(s) 
+ 2hi(ýi)en-i(s)jds 
and 
e(1) + k2e(11 /= 
[h2(xlsýý - H2(wn(s), wn-1(sýýll. ýs 
f 
=f 
1fh2(wn-i(s))en(S) 
+ 2hz(6)en-1(s)]ds 
where, wn_1(t) < ý1,6 < x(t). In view of (A3), there exist Ai <1 and Ci >0 such that 
hi(wn_1(s)) )+i and 0< Zh; (C1) < Ci (i = 1,2). Let A= max{A1, A2} <1 and C= 
max{Cl, C2} > 0, then 
en(s)ds +CJ1 en_1(s)ds <Af1 e(s)d$ + CIIen_1II2 en(0) - kle;, (0) < AJ 
I 
11 
(5.1.21) 
en(1) + k2e' (1) <Af en(s)ds +CJ e2n_1(s)ds <A% en(s)ds + CIIen_ilI2. 
Further, using Taylor's theorem, (A2), (5.1.10), (5.1.13) and the fact that Ilwn - wn- III < 
Ilen-1II, we obtain 
en (t) = i'(t) - wn(t) _ (F (t, x) - ¢(t, x)) 
- If (t, wn-1) + fx(t, wn-1)(wn - wn-1) + 
M2 
Ilwn - wn-1I121 
fx(t, wn-1)en(t) + Fxx(t, b) 
en 
21(t) - 22 
M 
Ilen_l I12 (5.1.22) 
-2(IFxx(t, ý3)I+M2)Ilen-lII2 
> -Mllen-1, 112 
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where wn-1(t) <b< x(t), wn-1(t) <ý< wn(t), jFxx(t, x)' < M1 on 91 and 2M = 
M1 + M2. From (5.1.21) and (5.1.22), it follows (using comparison principle) that 
e,, (t) < p(t) on J, 
where, p(t) >0 is the unique solution of the boundary value problem 
p"(t) = -Mlle, -i 112, tEJ I 
p(O) - kiP (0) _Af e71(s)ds + C1Ien-1112 
rI 
p(l) + k2p'(1) =AJ en(s)ds + CIIen_l II2" 
Thus, 
J ý, (s)ds +C en(t) ý P(t) = 1+ kl + k2 L(1 -t+ k2) (. 1 ae iien-lii2) 
+ (t + kl)(a f1e, ý(s)ds + CIIen-1112)] -Mf G(t, s)Ilen-1II2ds 00 
1+k1+k2ýý{(1-t+k2)+(t+kl)}IIenII+C{(1-t+k2)+(t+kl)}Ilen_iII2) 
+ MIIen_1112 f1 IG(t, s) Ids 
0 
= Allenll + CIIen-1112 + MIIIen-1112 = Allen 11 + Lllen-1112, 
where l is a bound for fö I G(t, s)I ds and L=C+ IM. Taking the maximum over J, and 
solving for Ilea ll, we get 
IIenII < Slien-i112, 
where, 6= ILA, 
5.1.4 Rapid convergence 
F 
We improve the rate of convergence and show that under some suitable conditions there 
exists a sequence of approximants which converges to the solution of the problem (5.1.1) 
rapidly. Assume that 
(B1) a, ,OE C2(J) are lower and upper solutions of (5.1.1) respectively such that a(t) < 
Q(t), tEJ. 
(B2) There exists k>2 such that f (t, x) E Ck(J x R) is such that äf (t, x) >0 (j = 
1,2,3..., k- 1), and 
e (f (t, x) + ¢(t, x)) <0 on III, where, 0E Ck(J x R) and 
ä O(t, x) <0 on SZ1. 
(B3) hi(x) E Ck(R) is such that W. hj(x) (i = 1,2, ..., k- 1) and d h3 (x) >0 
on [min a(t), max ß(t)], where M< 1/3 and j=1,2. 
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Theorem 5.1.6. Under assumptions (B1) - (B3), there exists a monotone sequence {wn} 
of solutions converging uniformly to a solution of the problem (5.1.1). Moreover the rate 
of convergence is of order k. 
Proof. Define, F: Jx ]R -a R by F(t, x) =f (t, x) +q (t, x), tEJ. Then in view of (B2), 
we note that FE Ck(J x R) and 
o`)k 
aXk 
(t, ý) = 
k-1 a' 
) 
(x - y)t ;; cb(t, 
(x -y 
i! 
+ 
k! 
(5.1.26) 
, 
i=O 
F(t, x) <0 on SZ1. 
Using (B3), Taylor's theorem and (5.1.23), we have 
f (t, x) <>ý; F(t, y) 
(x 
2! 
y)2 
- 0(t, x), (5.1.24) 
i=O 
for (t, x), (t, y) E Stl and 
k-1 d' (x _ y)i 
he(x) ?E dxihj (y) Zi 
(5.1.25) 
i=O 
for x, yE [min a(t), max ß(t)]. Expanding /(t, x) about 
(t, y) by Taylor's theorem, we 
obtain 
where x, yER, tEJ and ý is between x and y, which in view of (B2) implies that 
O(t, X) <ýý 
as 
O(t, y) 
(x 
Zý 
y)Z 
1 (5.1.27) 
1=0 
for (t, x), (t, y) E Stl. Using (5.1.26) in (5.1.24), we obtain 
k-i öi (x - y)1 ak (x -y f(t, x) <ý äx=f(t, y) z! - äxký(t, ý) k! 
i=O 
for (t, x), (t, y) E 91. Define 
for (t, x), (t, y) EJx 1R and 
i=0 
k-1 d' h 
(x - y)t 
ý Hj (x, y) = 
1: 
dxi 9 
(y) (5.1.30) 
i! 
t-o 
for x, yER. We note that g*(t, x, y) and Hj*(x, y) are continuous and bounded on S21 and 
are such that 
(y)i-1 k_ y)k-1 
x, y) ; 
f(t, y) 
ý; 
- i11 
- k0 (t, Z)( (k. - 1lt 
ýý 
k 
(5.1.23) 
(5.1.28) 
g` (t, x, y) f (t, y) 
(x - y)i 
_äk ý(t, ý) 
(x 
- y) 
k 
(5.1.29) 
ýia. i i! cix k! 
1_1 .,. `. -i. _ '. - _I. 
CHAPTER 5. INTEGRAL BOUNDARY CONDITIONS 
for (t, x), (t, y) E 111, and 
101 
_z1 
- H(x, y)=>d ihi(y)((i 
yl)ý 
i=1 
k-1 
M (/3 - a)i-1 
C (Q - a)i-1 (i - 1)! 
M(3 - 2k_2) < 
1, 
for x, yE [mina(t), maxß(t)]. Further, from (5.1.28), (5.1.29) and (5.1.25), (5.1.30) re- 
spectively, we have the relations 
y), 
f (t, ý) = 9' ýt, x, x), 
for (t, x), (t, y) E Q1i and 
f hi (x) ? Hj* (x, y), hj (x) = Hj* (x, x), 
for x, yE (min a(t), max ß(t)]. 
Now, set a= wo and consider the problem 
X" (t) = 9"(t, x, wo), tcJ, 
1 
x(0) - kix'(0) = 
fI* 
(x(s), wo(s))ds, 
1 
2 (x(s), wo(s))ds. x(1) + k2x(1) = 
fo H 
The assumption (B1) and the expressions (5.1.31), (5.1.32) yield 
'wö (t) ? f(t, wo (t» = 9*it, wo (t), wo (t», tEJ, 
11 
wo(0) - kiwö(0) <_ f hi(wo(s))ds = Jo Hi(wo(s), wo(s))ds, 
wo(1) + k2wöi1) <_ 
f1 
H2 (woýs))ds = Jol 
HZ (wo (8), wo(s))ds, 
lQ', (t) :5 f(t, ß(t» :5 9(t, ß(t), wo (t)), tEJ, 
i r1 
0(0) - kiH'(0) >_ 
f hi(ß(s))ds >J Hi(Q(s), wo(s))ds, 
Q(1) +k2,6'(1) ?f h2(fi(s))ds >f Hä(Q(s), wo(s))ds, 
00 
(5.1.31) 
(5.1.32) 
(5.1.33) 
which imply that wo and ß are respectively lower and upper solutions of (5.1.33). Hence 
by Theorems 5.1.2,5.1.3, there exists a solution wl of (5.1.33) such that 
wo(t) < wi(t) < ß(t), tEJ. 
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Continuing this process, we obtain a monotone sequence {wn} of solutions satisfying 
wo(t) < w1(t) < W2 (t) < ... wn(t) 
< /3(t), tEJ, 
where the element wn of the sequence {wn} is a solution of the boundary value problem 
X" M =9* (t, x, wn-1), tEJ, 
1 
x(0) - k1x'(0) =J Hi (x (s), wn-1(s))ds, 
0 
/1 
x(1) + k2x'(1) =J H2 (x(s), wn_1(s))ds. 
0 
By the same process as in Theorem 5.1.5, we can show that the sequence converges uni- 
formly to the unique solution of (5.1.1). 
Now, we show that the convergence of the sequence is of order k as in (B2). For this, we 
set 
e, (t) = x(t) - w,, (t) and a,, (t) = wn+1(t) - wn(t), tEJ. 
where x is a solution of the boundary value problem (5.1.1). Then, 
e,, (t) >0, a,, (t) >0, tEJ. 
Further, we have 
en+1M = en(t) - an(t), en (t) >_ äýt) 1,2... ) on J, n 
and from the boundary conditions, we have 
I 
/ // / w-1(s)]ds hl(xýs)) - Hlwnls), en(0) - klen(0) =f[ 
en(l) + k2en(1) = f'[h2(x(s)) - H(wn(s)iwnl(s)lds. 
Using Taylor's theorem and (5.1.30), we obtain 
hj(xýtýý - Hj (wn(t), wn-l(t)) _ ihj(wn-1) 
(x EO 
dx i" 
k-1 (wn - wn-1) 
aTihj(wn-1) zl 
i=0 
(5.1.34) 
dk 
h . (,. ý 
(X - wn-1)k 
dxk "J k-) k! 
k-1 i i-1 d1kk i-1-1 ld en_1 
i=l 1=0 
_[ý dxi hý 
(wn-i ) 
ZI 
ý 
n-1 n-1] en + dXk hj (c) k. t 
k ýý n 
:5 pi(t)en(t) + 
rMt 
eýi 1<pj(t)en(t) + 
rMl 
e ý111 , k. 
) + 
_Ich; 
ýCý 
where 
Pjýt) 
f_hj(wn_i(t))j E 
en 
i 1(t)an-1(t) 
i=1 l=0 
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and r= maxtEJ NO - mintEJ a(t). In view of (B3), we have 
r 
k-1 M i-1 k-1 Nj 1 lýj(t) (ß - a)i-1 i! 
6n 11 <EW- 
a)i-1 (i - 1)! 
(ß - a)i-1 < 1. 
It follows that we can find A<1 such that pj (t) < A, tEJ, (j = 1,2) and hence 
en(O) - klen(0) < ,l 
fo 
e n(s)ds + rkýk! 
Ilen-IIIk 
en 1+ k2e 1< a 
ýl 
en(s)ds + 
1LI () 
n( 
)_ 
Jo rk-ikillen-iilk. 
Now, using Taylor's theorem and (5.1.27), we obtain 
en (t) = x1l (t) - wit lt) 
_ (F'(t, x) - O(t, x)] -[Z äx' 
f (t, wn-1) 
a 
i! 
1 ä7, o(t, E) 
ak 1] 
i-0 
ö' 
f (t, wn-i) 
(en-1 an-1) 
+ ak F(t, c1) en1 +5 kt an-1 
i_1 axi Z! 
axk k! xk k! 
k-1 i-1-1 1kk ý1=0 e1 an-1 en-1 ak ak 
> if(t, wn-1) en 'F ( kFlt, Cl)+-0 (t, e» a2 i1 . ax aTk i=1 
ý_N 
Ilen-l Iik 
1I 
k! ' 
103 
(5.1.35) 
(5.1.36) 
where -Ni <ä F(t, x) < 0, -N2 <ä 0(t, x) <0 and N= max{N1, N2}. From 
(5.1.35) and (5.1.36), it follows that 0< en(t) < p(t), tEJ, where p(t) is the unique 
solution of the problem 
p"(t) _ -NIlen-illk ki , tEJ 
i 
P(O) - klp'(0) <A 
f 
en(s)ds + 
rkýk! Ilen-i Ilk 0 
/i 
p(l) + k2r'(1) <aJ en(s)ds + 
rkýk! 
lien-i IIý`, 
and 
1 
en(t) p(t) = 1+ kl + k2 
[(1 
- t+ k2)(A 
f 
en(s) ds + 
rkmki 
Ilen-iIlk)+ 
(t + ki )(A 
f1 
en (s) ds +Mý Ilea-Z Ilk, -Nf G(t, s) 
Ile. 
-, 
Ilk 
ds 
o rkk. o k! 
1+kl+k2lA{(1-t+k2)+(t+ki)}IIenII 
+{(1-t+k2)+(t+k1)}rkMk! Ilen-1IIký +NIIe, a_iII2 
f 1Ic(t, 
s)Ids 0 
= AIIenII + C'IIen-1Ilk, 
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where L is a bound for ff JG(t, s)lds and C' + NL. Taking the maximum over 
J, we get 
NenN < sillen-rIlk, 
where 6i = IC, A "Q 
5.2 Nonlinearity depending on the derivative 
In this section, we study existence, uniqueness and approximation of solutions for a non- 
linear boundary value problem with nonlinear integral boundary conditions in the case 
when the nonlinearity f depends also on the derivative x'. In this case, we control both 
the function and its first derivative so prove a result on quadratic convergence in the C' 
norm. It is more delicate than the corresponding results when there is no x' dependence 
in f as in the previous section. We consider boundary value problem of the form 
-x"(t) = f(t, x, x), tEJ= [0,1], 
11 (5.2.1) 
x(0) = a, x(1) =J h(x(s))ds 
0 
where f: JxRxR -4 R, h: R -4 R are continuous and a>0. We use the method of upper 
and lower solutions and the method of quasilinearization for the existence, uniqueness 
and approximation of solutions. We approximate our problem by a sequence of linear 
problems to obtain a monotone sequence of approximants. We show that the sequence of 
approximants converges quadratically to a unique solution of the BVP (5.2.1). 
5.2.1 Existence results (upper and lower solutions method) 
Definition 5.2.1. Let aE C2(J). We say that a is a lower solution of the boundary 
value problem (5.2.1), if 
-ä'(t) <f (t, a(t), a'(t)), tEJ 
l 
a(O) a, a(1) <r h(a(s))ds. 
0 
Similarly, ßE C2(J) is an upper solution of the boundary value problem (5.2.1), if ß 
satisfies similar inequalities in the reverse direction. 
Now we prove some results which establish existence and uniqueness of solutions for 
the boundary value problem (5.2.1). 
Theorem 5.2.2. Assume that a,, 8 E C2(J) are lower and upper solutions of (5.2.1) 
respectively such that a(t) < ß(t) on J. Assume that fE C(J xRX R) and satisfies the 
Nagumo conditions on J relative to a, P. Then, there exists a solution x(t) of (5.2.1) such 
that a(t) < x(t) < ß(t), tEJ. 
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Proof. There exists a constant N depending on a, 0 and w such that 
jN sds > max ß(t) - min a(t), w(S) tEJ tEJ 
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where w is the Nagumo function. Let C> max{N, I1a'I1,110'11}. Let nEN and consider 
the modified boundary value problem 
-xtf (t) = fn(t, x, x, ), tcJ, 
1 
x(0) = a, x(1) = 
fo 
H(x(s))ds, 
where 
(5.2.2) 
f (t, ß(t), Q'(t)) + if x> ß(t) -{- 
n, 
f(t, ß(t), x') + [f(t, ß(t), ß'(t)) 
-f (t, ß(t), x') + ißý t 
x- )n(x 
- ß(t)), 
if ß(t) <x< ß(t) + n, 
fn(t, x, x)= f (t, x, x'), if CY(t) < x< ß(t), 
f (t, a(t), x') - [f (t, a(t), a'(t)) 
-f (t, a(t), x') +x j+ Ica ty] n(x - a(t)), if CY(t) -n<x< a(t), 
f (t, a(t), a' (t)) + if x< a(t) -n 
and 
H(x) = 
h(ß(t)), if x> ß(t) 
h(x), if a(t) <x ß(t) 
h(a(t)), if x< a(t). 
Note that f (t, x, x') is continuous on Jx R2. Also, H is continuous and bounded on R. 
Moreover, any solution of (5.2.2) with a(t) < x(t) < , ß(t) on J, is a solution of (5.2.1). 
Choose Ml >0 large such that 
MAO <f (t, a(t), a '(t)), f (t ß(t) #'(t)) < -Ml p(t), tEJ, (5.2.3) 
where 
, B(t) - a(t) + 2/n P(t) --, B(t) - a(t) +1<0, 
tEJ 
and define a bounded continuous function 
M1p(t) for x> ß(t) + 1/n 
a(t, x)= -M1(2ßcýýi+1 fora(t)-1/n<x<0(t)+1/n 
-Ml p(t) for x< a(t) - 1/n. 
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Let \E [0,1] and consider the system of BVPs 
- x' (t) = Afn(t, x, x') + (1 - A) o,,, (t, x), tEJ, 
x(O) = a, x(1) =I1 H(x(s))ds. 
0 
For A=0, the system reduces to 
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(5.2.4) 
- x11 (t) = Q- (t, x), tcJ, 
f 
x(0) = a, x(1) =J H(x(s))ds, 
(5.2.5) 
01 
and for A=1, it is (5.2.2). The problem (5.2.5) is equivalent to an integral equation 
x(t) = all - t) +tJ1 H(x(s))ds +/1 G(t, s)arn(s, x(s))ds, 
0o 
where G(t, s) is the Green's function corresponding to the problem 
-x' (t) = 0, tEJ, x(0) = 0, x(1) = 0. 
Since a (t, x) and H(x) are continuous and bounded. This integral equation has a fixed 
point by the Schauder's fixed point theorem, which implies that the boundary value prob- 
lem (5.2.5) has a solution xE C2(J). That is, (5.2.4) has a solution for A=0. For 
0<A<1, we claim that any solution x,, of (5.2.4) satisfies 
a(t) -n<x, l(t) < , ß(t) 
+ 
n, 
tEJ. 
Set v(t) = z(t) - ß(t) - 
n, then the boundary conditions imply that v(O) <0 and 
h(ß(s))ds -n 
fH(x(s))ds 
- 
ph(, 
ß(s))ds. v(1) <f H(x(s))ds - 
fo 
o 
Using the nonincreasing property of h and the definition of H, we obtain v(1) < 0. We 
claim that v(t) < 0, for tE (0,1). If not, then v(t) has a positive maximum at some 
to E (0,1). Thus, 
v(to) > 0, v'(to) = 0, v"(to) < 0. 
However, using the definition of ß and (5.2.3), we obtain 
U"(to) = xn(to) -, 811(to) !f (t0, ß(t0), 
#'(to)) - 
[. (f(to, ß(to), ß'(to)) 
+ 
ß(to) - in(to) )+ (1 - a)M1P(t)I 1+ Iß(10) - xn(t0)I 
_ (1 - A)[f (to, ß(to), ß'(t0)) - MiP(t)I +A 
xn(to) -, 8(to) 
1+ Iß(10) - xn(to)I 
xn(to) - ß(to) >ý1+ 
Iý6(t0) - Xn(t0)I 
> ý, 
a contradiction. 
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Similarly, we can show that x,, (t) > a(t) -n for every tEJ. 
We obtain a sequence {xn} of solutions of problems (5.2.4) satisfying 
a(t)-n<xn(t)<NO +n, tEJ. (5.2.6) 
The sequence is bounded and equicontinuous in C2(J) and so, by the Arzelä-Ascoli theorem 
it is possible to choose a subsequence converging to a function xE C2(J). Thus, 
a(t) < x(t) < , ß(t), tEJ (5.2.7) 
and hence x is a solution of (5.2.1). Moreover, as in the previous chapters, we can show 
that lx'(t)l <C on J. Q 
Theorem 5.2.3. Assume that a(t) and Q(t) are lower and upper solutions of the boundary 
value problem (5.2.1) respectively. If f (t, x, x') E C(J x 1W x III) is decreasing in x for each 
(t, x') EJx 1W, then a(t) < ß(t) on J. Hence under these conditions solutions are unique. 
Proof. Define w(t) = a(t) -, B(t) on J. Then 
WE C2(J) and w(O) < 0. 
We can show that w(t) <0 on [0,1). Now, using the boundary conditions at t=1 and 
the nondecreasing property of the function h, we obtain 
I 
h(a(s)) - h(ß(s)))ds < 0. w(1) = a(1) - ß(1) < 
fn ( 
Thus w(t) < 0, tEJ. Q 
We need the following result in the sequel. 
Lemma 5.2.4. Consider the linear homogeneous problem 
x"(t) + Ax'(t) = 0, tEJ, 
x(0) = 0, x(1) = 0, 
If A#0, this problem has only a trivial solution. Consequently, the corresponding nonho- 
mogeneous problem 
x"(t) + Ax'(t) = o(t), tEJ, 
(0) = a, x(1) h(x(s))ds, 
fx 
has a unique solution given by 
1 
x(t) re-a1_ 1) 
[a(e-a - e-, 
\t) + (e-at - 1) 
% 
h(-(s))ds] 
0 
1 
+f k(t, S)Q(S)ds, 
(5.2.8) 
(5.2.9) 
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where, 
I-It .1- 
11 (e-at - 1)(e-x' - e-a), p< t< s< 1 
,. "., -I A(1 - e-A)e-as as - 
at 
- (e- 1)(e- e-"), 0<s<t<1 
is the Green's function of the problem. We note that k(t, s) <0 on (0,1) x (0,1) for any 
A(54 0) E R. 
5.2.2 Quasilinearization technique 
Now we study approximation of solutions by the method of quasilinearization and show 
that under suitable conditions on f and h, there is a monotone sequence of solutions of 
linear problems converges quadratically to a solution of the nonlinear original problem. 
Assume that 
(D1) a, ßE C2(J) are lower and upper solutions of (5.1.1) such that a(t) : 5,8(t) on J. 
(D2) fE C2(J xRx R) is such that fx (t, x, x') < 0, fx' (t, x, x') is non-increasing in x' 
and H(f) >0 on Jx [min a(t), max 0(t)) x R, where 
H(f) = (x - y)2fx(t, z, z') + 2(x - y)(x' - y')fxx' (t, z, z) + (x' -y )2 fx, x, 
(t, z, z') 
is the quadratic form of f, yz<x and z' lies between x' and y'. 
(D3) hE C2(IR) is such that h"(x) >0 and 0< h'(x) <1 on [mina(t), max ß(t)]. 
Theorem 5.2.5. Under assumptions (D1) - (D3), there exists a monotone sequence {wn } 
of solutions converging uniformly and quadratically to the unique solution of the problem. 
Proof. Let 1={ (t, x, x') EJx 1R2 : (t, x, x') EJx [min a(t), max ß(t)] x [-C, C]}, where 
C is the same as defined in Theorem 5.2.3. Let 
I fxx(t, ý, ý)I, Ifxx- (t, x, x)I, Ifýýýý (t, x, ý')I }, M= ct max 
then 
IH(f)I <_ MIIr - ylli, (5.2.10) 
where IIzII1 = IIzII + IIzII is the C' norm. The conditions H(f) > 0, and h" >0 imply 
that 
f (t, x, x') ?f (t, y, g(y)) + . fx(t, y, q(y ))(x - y) + fx'(t, y, g(y))(x' - g(y)), (5.2.11) 
h(x) > h(y) + h'(y) (x - y), (5.2.12) 
for x, yE (min a(t), max ß(t)j, x', y' E 1R, where q(s) = max{-C, min{s, C}}. Let 
J, x E[min a(t), max ß(t)], x' E]R} CJx I[82 
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and define the function 
F(t, x, ; y, y') =f (t, y, 4(2y')) + f., (t, y, 4(2y')) (x - y) + f, ý' (t, y, 9'(y')) (x'- 4'(y')), (5.2.13) 
where (t, x, x'), (t, y, y') EJx 1R2. We note that F satisfies 
FF(t, x, y; x', y') = fý(t, y, 4(y')) <0 
and 
f(t, x, xI) ? F(t, x, xl; y, yI), 
for (t, x, x), (t, y, y') E S. Also, define 
H(x, y) = h(y) + h'(y) (x - y), 
(5.2.14) 
(5.2.15) 
for x, yER. Then H is continuous and bounded on [mina, max 01 and satisfies (5.1.16) 
of the previous section. Let 
M1 > max{If(t, x, x')I, Ifx(t, x, x')I, Iff'(t, x, x)I : (t, x, x') E SZ}, 
then for every (t, x, x'), (t, y, y') E S, we have 
Ih(t, x, x'; y, y)I <_M1+Mir +M, (ix -q(y)1) <Ml(1+r+C)+M, Ix'f =wlx'I, 
where w(s) = M1 (1 +r+C)+Mls for s>0. It is easy to see that w is a Nagumo function. 
Hence there exists a constant C1 such that any solution x of 
-x'(t) =F(t, x, x; y, y'), tEJ 
(0) = a, x(1) = H(x(s), y(s))ds, 
fx 
with a (t) < x(t) < ß(t), tEJ and (t, y, y') E S, satisfies 
Ix'(t) 1< C1, tEJ. 
Now we set a= wo and consider the linear problem 
- x" (t) = F(i, x, x'; wo, wo), tEJ 
x(s), wo(s))ds. x(0) = a, x(1) = H( fo i 
Using (D1), (5.1.16) and (5.2.14), we have 
-w0(t) < f(t, wo(t), wo(t)) = F(t, wo(t), wo(t); wo(t), wö(t)), tEJ 
l1 
(wo(S), wo(S))ds, wo(0) <_ a, wo(1) <f h(wo(S))ds = 
fo 
H 
0 
and 
_ß(t) >f (t, ß(t), ß'(t)) ? F(t, ß(t), ß'(t); wo (t), wo 
(t», tEi 
ß(0) ? a, ß(1) ?jo h(ß(s))ds >f H(ß(s), wo(s))ds, 
l1 
(5.2.16) 
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which imply that wo and ß are lower and upper solution of (5.2.16) respectively. Hence, by 
Theorems 5.2.2,5.2.3, there exists a unique solution wl of (5.2.16) such that wo < w1 < /3 
and 1wi I< C1 on J. 
Using (5.1.16), (5.2.14) and the fact that wl is a solution of (5.2.16), we obtain 
-wit (t) = F(t, w1, w'1; wo, wo) <f (t, wi (t), wi (t)), tEJ 
w1(6) = a, w, (1) =f1 H(wi(s), wo(s))ds <f1 h(wl(s))ds 
(5.2.17) 
00 
which implies that w1 is a lower solution of (5.2.1). 
Now, we consider the BVP 
-x"(t) = F(t, x, x'; wi, wi), tEJ 
/ 
x(0) = a, x(1) =J H(x(s), wl(s))ds. 
(5.2.18) 
01 
By (5.2.13) and the mean value theorem, we obtain 
F(t, wi, wi; wi, wi) - .f 
(t, wi, w') =f (t, wi, q(wi)) + fx' (t, wi, q(wi))(wi - q(wi)) 
-. f (t, wi, wi ) 
_ (fx-(t, wl, q(wi)) - fx, (t, wi, d))(wi - q(wi)), 
where d is between w' , (t) and q(wi (t)) 
If for tEJ, wi (t) > Cl, then using the non-increasing property of fxi (t, x, x') in x', we 
obtain 
(fx, (t, wi(t), q(wi(t))) - fe (t, wi(t), d))(wi(t) - q(wi(t))) >_ 0. 
If for tEJ, lwi(t)I < Cl, then 
(fe (t>wi(t), Q(wi(t))) - fz, (trwi(t), d))(wi(t) - g(wi(t))) = o. 
If for tEJ, wi (t) < -Cl, then again by the non-increasing property of fx, (t, x, x') in x', 
we obtain 
(fz, (t, wi (t), 4(w, (t))) - fx' (t, wi (t), d)) (wi (t) - 4(w', (t))) > 0. 
Thus, 
F(t, wt, wi; wi, wi )?. f (t, wi, wi ), tEJ. 
Now, by (5.2.19), (5.1.16) and (5.2.17), we obtain 
F(t, w1, wi; w1, wi )>f (t, wi, wi )> -wi (t), tEJ 
w1(0) = a, wt (1) = 1H(wl(s), wo(s))ds <f h(w1(s))ds, 
11 
0 
(5.2.19) 
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which implies that wl is a lower solution of (5.2.18). Now, by (D1), (5.1.16) and (5.2.14) 
we can show that 6 is an upper solution of (5.2.18). Hence by Theorems 5.2.2,5.2.3, 
there exists a unique solution W2 of (5.2.18) such that wl < w2 <0 and 1w2, < CI on J. 
Continuing this process we obtain a monotone sequence {w, } of solutions satisfying 
wo<wl<w2<w3<... <wn_1<wn <QOll J, 
that is 
a(t) < wn(t) < , l3(t) and lwn(t)l < C1i nEN, tEJ, (5.2.20) 
where wn is a solution of the linear problem 
tEJ -X"(t) = F(t, x, 
f 
x(0) = a, x(1) = H(x(s), w1(s))ds. 
This is equivalent to 
w(t) = a(1 - t) + t( J1 H(w, ý(s), wý, _1(s))ds) 0 
1 
+ G(t, s)F(s, w, ý, w; i; ws_1i w'n_1)ds, 
fn 
where, 
G(t, s) = 
ft(1-s), 0<t<s<1 
s(1-t), 0 <s<t<1 
is the Green's function. We note that G(t, s) >0 on (0,1) x (0,1) and 
F(t, wn, wn; wn, wn) !f (t, wn, wn), tEJ. 
(5.2.21) 
(5.2.22) 
As F(t, wn, wn; Wn-1, wn-1) is continuous and bounded, there exists L1 >0 such that 
IF(t, wn, wn; wn-1) w; i-1)I < L1 for tEJ. Also, for t, sE J(s < t), we have 
t 
Iwn(t) - wn(s)I <f IF(u, wn, Wn; wn-l, wn-1)Idu < L1 It - sI. 
0 
(5.2.23) 
The expressions (5.2.20), (5.2.21) and (5.2.23) imply that the sequences {wýýl (t)}, (j = 0,1) 
are uniformly bounded and equicontinuous on J. The 
Arzelä-Ascoli theorem guarantees 
the existence of subsequences and a function xE C2(J) such that w;, j) (j = 0,1) con- 
verging uniformly to x(j) on J as n -+ oo. Thus, by 
(5.2.14) and (5.2.22), it follows 
that F(t, w,,, wn; w-1, wn_1) -a f (t, x, x') as n -4 oo. Passing to the limit in (5.2.21), we 
obtain r1 /i 
x(t) = a(l - t) + t( J h(x(s))ds) +J G(t, s) f (s, x, x')ds, 
0o 
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that is, x(t) is a solution of (5.2.1). 
Now we show that the convergence of the sequence of solutions is quadratic. For that, we 
set v(t) = x(t) - w,, (t), nEN and tEJ. Then, we note that 
vnEC2(J), vn(0)=0, vn(t)>0, tEJ, 
which implies that v;, (0) > 0. Further, using the mean value theorem and the definition 
of H(wn(t), wn_1(t)) , we obtain 
(wn(s), wn, _1(s))ds 
11 
vn(1) =I h(x(s))ds - 
fo 
H 
Jo 
=f [h'(wn-1(s))vn(s) + 
2h"(C(s))vn-1(s)]ds 
(5.2.24) 
<f h'(wn-1(s))vn(s)ds + C2IIvn-1II1, 
0 
where C2 = max 
{2h"(x) :xE [min wo(t), max/3(t)]}. Now, using Taylor's theorem on 
f (t, x, x') about (t, wn, g(wn)), the definition (5.2.13) of 
F, we have 
-vn+1(t) _-x-(t) + wn+1 = f(t, x, x') - F(t, wn+1, wn+1; wn, wn) 
_ [f (t, wn, q(wn)) + fx(t, wn)g(wn)) (x - wn) + fx-(t, wn, g(wn)) (x' - g(wn) 
+Z H(f )] - [f (t, wn, g(wn)) + fx(t, wn, q(wn)) 
(wn+i - wn) 
+ fxl (t, wn, g(wn))(wn+1 - g(wn))] 
= fx(t, wn, q(wn))vn+l + fx'(t, wn, q(wn))vn+1 + 2H(f ), tEJ 
(5.2.25) 
where, 
= vnfxx(t+b1yý2) +2vn(i -q(wn))fxx'(t)ý1)ý2) + 
(x' -q(wn))2fx'x'(tý H(f) ý2)) 
wn(t) < ý1 < x(t) and ý2 lies 
between wn(t) and q(x'(t)). In view of (5.2.10), 
IH(f)I <_ M(Ivnl + Ix' - q(wn)I)2 < M(Ivnl + Ivnl)2 < Mllvnli11 
Using this and the assumption fx < 0, we obtain 
-vn+llt) ý fx(twne4(wn))vn+l 
+2 Ilvnill (5.2.26) 
Thus, it follows that vn+1(t) < r(t) on J, where r(t) is a solution of the linear boundary 
value problem 
- r"(t) = 
fx, (t, wn, 4(wn))r(t) +2 llvn11i, tEJ 
0) = 0, r(1) =1 h'(wn(s))vn+i(s)ds + C211vnll1 
(5.2.27) fo 
r( 
1 
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Since (t, w,,, q(wn)) E I2 and fx, is continuous, there exist constants L, l>0, such that 
-1 < fx, (t,, w q(wn)) < L. Define p(t) = 
L- fx, (t, wn, q(w')), then, 0< p(t) < L+l on J. 
We rewrite the BVP (5.2.27) in the form 
r"(t) + Lr'(t) = p(t)r'(t) -2 IIv,, IIi ,tEJ 
r(0) = 0, r(1) =11 h'(w,, (s))v,,, +lds + C2IIvýII1, 
0 
which is equivalent to the integral equation 
1- e-Lt /1 
r(t) =L(J hl (wnW)v, +Z(s)ds + Ca11 vn 112 1- e- o (, 
_99. R) 
+l k(t, s) [p(s)r'(5) -2 lIvn112 ds. 0 
The integrating factor p(t) = efot f='(s, wn, q(wn))ds for the differential equation (5.2.27) sat- 
isfies 
e-It < µ(t) < eLt, tEJ. (5.2.29) 
Using (5.2.29) in (5.2.27), we obtain 
(r'(t)p(t))' >-2 eLtýývnýý1 tEJ. 
Integrating from 0 to t, using (5.2.29) and the boundary condition r'(0) > 0, we obtain 
It Lt 
- 
r'(t) >- 
Me (2L 1) 1Ivn Ii 1tEJ 
hence, it follows that 
Melt(eLt - 1)(L+1) a 
r'(t)p(t)k(t, s) < 2L 
lk(t, s)IIIvý, ýýl, tEJ. (5.2.30) 
Substituting (5.2.30) in (5.2.28), we obtain 
1-e [t i '1-e-r, 
t 
(ýn(s))vn+1(s)dS + 
[C2 
11 vn+(t) 
ý r(t) ý1- 
e-L 
fh 
2f Ik(t, s)I ýLL 
jets(eLs 
- 1) + 1)ds] IIvnIIi, tEJ. 
Taking the maximum over J, using (D3), we get 
111n+1+I ý1 
or 
Vn111, 
where 
and 
1- e-tt /i p<Q- m'ax {1- 
e_t 
/ h'(w,, (s))ds} < 1, 
Jo 
1- e'tt M1 L+ l el' Ls p<b=max{C21-e-L +2J lk(t, s)j( L e(e -1)+1)ds}. -o 
(5.2.31) 
(5.2.32) 
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Now, using (5.2.29) in (5.2.26), we have 
(vn+1(t)µ(t))' >- -2 eLtllvnllI tEJ. (5.2.33) 
Integrating from 0 to t, using (5.2.29) and the boundary condition vn+1(0) > 0, we obtain 
M( Lt 
-) 
v;, +1(t) > -e 
It2L 1 llvnll21 tEJ. (5.2.34) 
Since vn+l E C2(J), by the mean value theorem, there exists 71 E (0,1) such that 
vn+1(r, ) = vn+1(1) - vn+(0) - vn+1(1) " 
It follows from (5.2.32) and (5.2.24) that 
(5.2.35) 
n+1(rl) <_ 
(1 f'h'(w(s))ds+C2)IIvlI. 
-or 
As 0> fx(t, w, q(wn)) > -Ml, tEJ and H(f) > 0, it follows from (5.2.25), that 
-vtt+1ýiý > -Nl1vn+1 ý-fx, 1t, 'U1n, 4(wnýývn+1ý tEJ 
which implies that 
(vn+1(t)u(t))' 
-< 
M1vn+1(t)µ(1), tEJ. 
Thus, using (5.2.29) and (5.2.32), we obtain 
(vn+1(t)µ(t) 
- L(M-Sor)eLtllvnlli)' 
G 0, tEJ. 
Then the function 
ilý(t) = vn+i(t)µ(t) - Z(ýiaez, 
tllvn ýýiý tEJ 
is non-increasing, which implies that 0(1) < z/)(ij), that is 
vn+týl)/1(1) - (LýMIbor)eLIIvnIIi) ý vn+i(n)µ(7l) - (LýIlaý)eLýIltinýýi)" 
Hence, 
li ) vn+1(1)P(1) ý vn+1(1)µ(n) + (L(1Mla (eL - eLn)Ilvn1) - v) 
ýµ(n)(1 8U 11 h'(wn(S))ds + C2) + L(ý15ý) (eL - eL'ý)1, 
Ivnlli 
< A! lvnýýi+ 
(5.2.36) 
where 1 
A= max {µ(rJ) (1 
6Q 
Jo 
hý(wn(s))ds + C2) + L(ýlaý) 
(eL - eLý)}. 
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Now, integrating (5.2.33) from t to 1 and using (5.2.29), we get 
vn+1(t)µ(t) C vn+1(1)/x(1) +L (eL - eLt)llvnllI tE .J 
which in view of (5.2.36) and (5.2.29) implies that 
vn+1(t) < ett (A + 
2N 
(eL - eLt)) IIvn II i, tEJ. (5.2.37) 
From (5.2.34) and (5.2.37), we have 
1 Iv; 
t+111 
< RiIIvnII1, (5.2.38) 
where Rl = max {ett(A+ 2N(eL - eLt)), 
2Nett(LLt_1) tE J}. From (5.2.32) and (5.2.38), 
it follows that 
IIvn+1III = IIvn+1II + Ilvn+lII <_ (1 
b 
0' 
+ Rl)IIvnIII = DIIvnII1) 
where, D= 11 
bo + R1, which gives the desired quadratic convergence in the Cl norm. O 
Chapter 6 
Existence of multiple solutions for 
three point problems 
In this chapter we study existence of multiple solutions for some three point boundary 
value problems. We study two types of problems, one with a parameter r and the other 
without a parameter. For the first type, we use the method of upper and lower solutions 
and degree arguments to show that, for a certain range of values of the parameter, there 
are no solution while for other values, there are at least two solutions of the problem. For 
the second case we study existence of at least three solutions in the presence of two lower 
solutions and two upper solutions. This chapter is a joint work with Prof. J. R. L. Webb. 
The results of section 1 is accepted for publication [54] while results of section 2,3, are 
submitted for publication [55,56]. 
6.1 Existence of at least two solutions of second order non- 
linear three point boundary value problems 
In this section, we study existence of at least two solutions of a second order nonlinear 
three point boundary value problem depending on a parameter of the type 
-x"(t) =f (t, x, x) - ro(t), tEJ= (0,1) (6.1.1) 
x(0)=0, x(1)=6x(1)), 0<61)<1,0<rl<1, 
where f: Jx R2 --* IR and :J -> R are continuous and r is a parameter. We show 
that for a certain range of the parameter there are no solutions while for some other range 
of values there are at least two solutions. Our method is based on the use of upper and 
lower solutions and on topological degree arguments. Such BVPs have been extensively 
studied in recent years by many authors by applying Leray-Schauder degree theory, for 
example, [28-30]. The study of (multiple) positive solutions has been done using fixed 
point theory in cones, mainly when f does not depend on x', see, for example [70,92]. 
116 
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Existence of at least two solutions for other boundary conditions have been studied in 
many papers. for example [17,23,27,80,82]. In [82], existence of at least two solutions 
for (6.1.1) with 0(t) =1 subject to the four-point boundary conditions is studied in 
the presence of constant lower and upper solutions, and it is assumed that the set of 
all solutions is bounded above. In contrast, here we study the problem 
(6.1.1) not only 
with different boundary conditions (three-point boundary conditions) but also assume the 
existence of lower and upper solutions which are not necessarily constants. Moreover, we 
do not require the set of solutions to be bounded. In [27], 0 is taken to be the normalized 
positive eigenfunction associated with the first eigenvalue A=1 of the linear problem 
x" + AX = 0, x(0) = 0, x(7f) = 0, 
existence of at least two solutions for (6.1.1) with the 
Dirichlet boundary conditions is 
studied. It is assumed that the set of all solutions is bounded above and the nonlinearity 
f (t, x, z') is bounded for bounded x. In this paper, we allow ¢ to be any positive contin- 
uous bounded function and relax the condition on 
f. 
By different methods, existence of at least three solutions of the two point boundary value 
problem x" +f (t, x, x') = 0, x(0) = 0, x(1) = 0, in the presence of two lower and two 
upper solutions is studied in [35]. 
The existence of at least one positive solution for some three-point boundary value prob- 
lems, in the case that the nonlinearity f is a non-negative, is given in [32], by using a fixed 
point theorem in a cone under different hypotheses. 
The purpose of this section is to study how the number of solutions changes as the pa- 
rameter r varies and to show the existence of no solution and the existence of at least two 
solutions for certain range of values of r. We give a class of realistic examples to show that 
our hypotheses can easily be satisfied. Some of the conditions 
in [32] are more restrictive, 
in particular (H3) - (H5) of [32] can never be satisfied 
in the type of example we give. 
6.1.1 Existence results 
Consider the problem 
- x"(t) =f (t, x, x') - *(A(t), tEJ= 
[0,1], 
x(0) = 0, x(1) = 8x(77), 0< ö71 < 1,77 < 1. 
We seek a solution x via the integral equation 
x(t) =/1 G(t, s) [f (s, x(s), i (s)) - rO(s)] ds, 
0 
where, G: JxJ -+ R defined by 
(6.1.2) 
(6.1.3) 
G(t, s) 
G'i (t, s), 0<17<s 
G2(t, s), 0<s<77, 
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Gi (t, s) = 
G2(t. s) = 
I 
1 (1-S)t, 0 <t<77 <S< 
6,7 
(1-fS71)S+(877 -5)t, 77 C8 <t<1, 1-a'7 
1 (1-S))s+(677 -s)t, 77 <s<t<1, 
I 
ý R1 - S) +6 (S - 7l)] t, 
bn RI -t)+s(t-n)]S, 1- bn 1 R1- 0 +s(t - n)lS, 
0<t<s<q 
0<s<77 <t<1. 
We recall the concept of upper and lower solutions for the BVP (6.1.2). 
Definition 6.1.1. Let aE C2(J). We say that a is a strict lower solution of the BVP 
(6.1.2). if 
-a"(t) <f (t, a(t), a'(t)) - ra(t), tEJ 
0(0) < 0, a(1) < Sa(ri). 
A strict upper solution ß3 E C2(J) of the BVP (6.1.2) is defined similarly by reversing the 
inequalities. 
Let R(n. 13) = {(t, x, x') EJx JR2 : a(t) <x< /3(t)}. Now we state and prove the 
following theorem which establish the existence of solutions. 
Theorem 6.1.2. Assume that 
(al) rER and a, # E C2(J) be strict lower and upper solutions of (6.1.2) with r=r, 
such that a<f on (0,1]. 
(aa) f: Jx R2 --º R is continuous, satisfies a Nagumo condition on R(ce, ß) and is such 
that 
f (t, a(t), y) >f (t, a(t), a '(t)) for y<a '(t), tEJ 
f (t,, B(t), y) 5 f(t, for y R'(t), tEJ. 
(as) 0: J -+ R is continuous, positive and is bounded on 
J. 
Then there exists a solution x(t) of (6.1.2) (with r= r) such that a(t) < x(t) < Q(t), tEJ. 
Proof. Let max{öf a(ti)I, ölß(rl)ý} = A. Since f satisfies a Nagumo condition on R(a, B), it 
follows that for every xE [min a(t), max ß(t)], there exist a Nagumo function w: [0, oo) -* 
(0, oo) and a constant N(> A) depending on a, 6 and w such that 
If (t, x, x') 1< w(Ix'J) on R(a,, Q) and 
f `" sds 
> max ß(t) - min a(t), 
4J(3) +M tEJ tEJ 
IV _-J_ 
where M=f max{fi(t) :tE J}. Let C> max IN, lla'Il, 110'11} and define 
sus 
(6.1.4) 
q(y) = max {-C, min{ y, Cl }, 
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a retraction onto [-C. C). Consider the modified problem 
- x" = F(t, x, x') - fO(t), tEJ, 
x(O) = 0, x(1) = bx(rj), 0< brl < 1,77 E (0,1), 
where. 
F(t.. x. x') = 
119 
(6.1.5) 
f (t, ß(t. ), 
18'(t)), if x> ß(t) + E, 
f (t, ß(t), 9(x, (t))) + [f (t, , 3(t), ß'(t)) 
-f 
(t., ß(t), q(x'(t)))] x-I 
t if ß(t) <x< ß(t) + E, 
f (t, x, q(x'(t))), if a(t) <x< ß(t), 
f (t, a(t), q(x'(t))) + [f (t, a(t), a(t)) 
-f (t, a(t), q(x'(t)))] if a(t) - E< x< a(t), 
f (t, a(t), a'(t)), if x< a(t) - E, 
and f>0 is a fixed number. The modified problem (6.1.5) is equivalent to the integral 
equation 
x(t) =fI G(t, s) [F'(s, x(s), ý (s)) - rO(s)] ds. 
0 
Since F, (P and C are continuous and bounded, this integral equation has a fixed point by 
Schauder's fixed point theorem. Hence the BVP (6.1.5) has a solution. Moreover, 
-a"(t) < j(t, a(t), a'(t)) - rO(t) = F(t, a(t), 
ä (t)) - ro(t), t ei 
a(0) < 0, a(1) < ba(17), 
>t (t, ß(t), ß'(t)) - *(P(t) = F(tß(t)ß'(t)) - TO(t), tEj 
f3(O) >- 0, ß(1) >_ äQ(11), 
which imply that a and ß are strict lower and upper solutions of (6.1.5). 
We show that any solution x of (6.1.5) satisfies a(t) < x(t) < /3(t), tE (0,1]. For this, 
set v(t) = a(t) - x(t), tEJ, where x is a solution of (6.1.5). Then, vE C2(J) and the 
boundary conditions imply that 
v(o) < o, v(1) < 6v(17). (6.1.6) 
Let max{v(() :tE J} = v(to) > 0. If to E (0,1), then v'(to) =0 and v"(to) < 0. However, 
v"(to) =a "(to) - x"(to) > -F(to, a(to), a (to)) + f4 (t) + F(to, a(to), au(to)) - fa(t) = 0, 
a contradiction. Thus u(t) has no nonnegative local maximum. 
If to = 1, then v(1) ?0 and v'(1) > 0. If v(1) = 0, then the boundary condition 
v(1) < 1iv(q) imply that v(n) >0 and hence v(1) cannot be the maximum of v(t). Thus 
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tß(1) > 0. Since v(0) < 0. it follows that there exists ti E [0,7)) CJ such that v(tl) =0 
and v'(t1) >0. We claim that 
v'(t) >0 on [ti, 1]. 
If not, then there exists a t2 E (t1,1) such that v'(t2) < 0. But then v(t) must have 
a positive local maximum at some tE (t1, t2), which leads to a contradiction. Hence 
v'(t) >0 on [ti, 1), which implies that 
v(t) >0 on [t1,1]. 
The condition v'(t) >0 on [t1i1] yields 
q(x'(t)) < x'(t) <a (t), tE [ti, 1]. 
There exists t3 E (t,, 1) such that v(t3) = E, and 
0< V(t) ý E, te [11, t3} 
v(t) > E, tE [t3,1]- 
Firstly. we consider the case that 0< v(t) < E, tE [t1, t3]. Using 
f(t"i(t)"q(x'(t))) > f(t, i(t), tr'(t)), tE 
[t1, t3]. Hence 
(a2), we obtain 
F( f. s(t), s'(t)) =f (t, a(t). 9(x'(t))) + [f (t, a(t), a'(t)) -f (t, a(t), q(ý (t)))1 v(t) -. E 
f (t, a(t), a(t)) + (1- vEt) )f (t, a(t), q(x'(t))) 
>f (t, a(t), ä (t)), tE [t1, t3]. 
Also, for every tE [tl, t3], we have 
v"(t) = all(t) - x"(t) > -f (t, a(t), a '(t)) + f4 (t) + F(t, x(t), 2(t)) - fc(t) 
> -f (t, a(t), al(t)) +f (t, a(t), a 
'(t)) = 0. 
Secondly, we consider the case that v(t) > e, tE 
[t3,1], 
then 
F(t, x, x') =f (t, a(t), a (t)) on [tai 1], 
and for every tE [t3,1], we have 
v"(t) > -f (t, a(t), a '(t)) + fi(t) +f (t, a(t), a'(t)) - To(t) = o. 
This means that the graph of v is convex on [t1i1]. Hence 
V(q) < v(1)1 
- tl 
< v(7) ((77 
ti) 
1 tl)' 
which leads to q>1, a contradiction. Thus the maximum of v occurs at to = 0. Since 
v(O) <0 and v(t) has no nonnegative local maximum on (0,1], it follows that v(t) <0 on 
(0,1]. 
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Similarly, we can show that x(t) < 5(t), tE (0,1]. 
Now, it remains to show that every solution x of (6.1.5) with a(t) <x< /3(t) on J 
satisfies Ix'(t) I<C, tEJ. For tEJ and xE [min a(t), max ß(t)], 
( F(t. x, x') - TO(t)1 = lf (t, x, g(x'(t))) - ro(t)1 <- W(I q(x'(t))1) + M= w(lx'I ) on J, 
where cD(s) = w(q(s)) +M for s>0. Since 
f O° sds 
_c 
sds %°° sds 
_ w(s) -f w(s) +M+ Jc w(C) +M- 
C)O' 
which implies that F- FO(t) satisfies a Nagumo condition on R(a, ß). Further, in view of 
(6.1.4), we have 
fC 
w(s) 
>fN 
w(s)ds M> 
maJx, ß(t) - minn(t), 
sds 
and hence, by a standard argument as in the proof of Theorem 1.1.7, we conclude that 
Ix'(t)l <C on J, which implies that x(t) is a solution of (6.1.2). 0 
6.1.2 Existence of at least two solutions 
In this section, we establish multiplicity results for the boundary value problem (6.1.2). 
Firstly, we introduce some notations and make some observations. Let k> max{lIall, 1IßII}, 
and assume that 
f (t, k, 0) - fq (t) <0 for every tEJ. (6.1.7) 
Let 
Q= maxi If(t, k, O)l :tE J}, 
c= min{¢(t) :tE J}, and d= max{q(t) :tE J}, 
then a, c, d>0. Define ro =', then TO <r and 
f (t, k, 0) - roo(t) >0 for every tEJ. 
For r< ro, we have 
f (t, k, 0) - r¢(t) >0 for every tEJ. (6.1.8) 
Let 
rl = sup{r E [ro, f) :f (t, k, 0) - rcb(t) >0 on J}, (6.1.9) 
For r< ro, we have 
Let 
then ro < r1 <r and for every rc (rl, F], we have 
f (t, k, 0) - r4(t) <0 for every tEJ. 
Let DQ = {x E C2(J) : a(t) <x<k, tE J}. We prove the following theorem. 
(6.1.10) 
CHAPTER 6. MULTIPLICITY RESULTS 122 
Theorem 6.1.3. Assume that (al) - (a3) of Theorem 6.1.2 hold and that the assumption 
in equation (6.1.7) holds. Then, (6.1.2) has at least two solutions in Da for rE (rl, r] and 
them exists r such that (6.1.2) has no solution for r< rn. 
Proof. In view of (a, ), we have 
-cz"(t) <f (t, a(t), a'(t)) - rO(t) <f (t, a(t), a (t)) - r¢(t) for r<r 
and 
-13°(t) >f (t, ý(t), ý'(t)) - rO(t) >- f (t, , 8(t), Q'(t)) - rO(t) 
for r>f. 
Thus, a is a strict lower solution of (6.1.2) for every r<T and 6 is a strict upper solution 
of (6.1.2) for every r>f. Let 
R' = sup{r E IIt : -ä'(t) <f (t, a(t), ä (t)) - ro(t)} > r, 
r' = inf{r E R: -, 6"(t) >f (t, ß(t), ß'(t)) -ro(t)} < r. 
Then for every rE [r*, R`], a and ß are strict lower and upper solutions of (6.1.2) and 
are such that a<ß on (0,1). Moreover, f (t, x, x') - rO(t) satisfies a Nagumo condition 
on R(a, 0) for every rE [r', R`]. Hence by Theorem 6.1.2, there exists a solution xE Da 
of (6.1.2) such that 
o(t) < x(t) <, 8(t), tE (0,1] and lx'(t)i <C on J 
for every rE [r', R'), where C is a constant. 
Define the modification of f as 
f (t, k, x'), if x>k, 
F(t, x, x') =f (t, x, x') if a(t) <x<k, 
f (t, a(t), x'), if x< a(t). 
Consider the modified problem 
- x1'(t) = F(t, x, x 
l) - ro(t), tEJ, 
x(0) = 0, x(1) = 6x(+7)" 
(6.1.11) 
We note that any solution x of (6.1.11) with a<x<k on J, is a solution of (6.1.2). We 
will show that for every rE (rl, r], any solution x of (6.1.11) does satisfy a<x<k on 
J and hence is a solution of (6.1.2). It will then suffice to show that (6.1.11) has at least 
two solutions in D. Let x be a solution of (6.1.11) for some rE (rl, r) . Firstly, we show 
that or <x on J. Assume that 
max{v(t) = a(t) - x(t) :tE J} = v(to) > 0. 
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As in the proof of Theorem 6.1.2, we can show that to E (0,1). Hence v'(to) = 0, v"(to) < 0. 
However. 
-t, (to) = -a"(to) + x"(to) 
<f (to, a(to), a'(to)) - fc(t) -f (to, a(to), a'(to)) + Ti(t) < 0, 
a contradiction. Secondly, we show that x<k on J. Assume that 
max{x(t) :tE J} = x(to) > k, 
then x'(to) = 0, x"(to) < 0. However, by (6.1.10), we have 
-x"(to) =f (to, k, 0) - r(k(t) < 0, 
a contradiction. Hence a<x<k on J. On the other hand, we note that for every 
rE (rl, r], 
F(t, a(t), a '(t)) - ro(t) =f (t, a(t), a (t)) - rO(t) 
>_ f (t, a(t), a '(t)) - r0 (t) > -a"(t), tEJ, 
and in view of (6.1.10), 
F(t, k, 0) - ro(t) =f (t, k, 0) - ro(t) < 0, tcJ, 
which imply that a, k are strict lower and upper solutions of (6.1.11). Moreover, for every 
(t, x, y) E R(a, k), we have 
I F(t, x, x') -r-O(t) I= If (t, x, x) - rq(t)I S W(Ix'U, 
where '(s) = w(s) + Mr for s>0, Mr = max{Ir4(t)I :tEJ, rE [r1, r]}. Thus, F- r¢ 
satisfies a Nagumo condition on R(a, k). Hence by Theorem 6.1.2, the boundary value 
problem (6.1.11) has a solution xE Da for every rE (rl, r]. 
Let r2 = inf {r <r: (6.1.11) has a solution in Da}, then (6.1.11) has no solution in Da 
for r< r2. We show that r2 is finite. Let X2 E Da be a solution of (6.1.11) for r= r2. 
Then, there exists a constant C depending on k and w such that Ix2I <C on J. Let 
m =min {F(t, x, x'): a(t)<x<k, lx(t)1 <C, tEJ}, 
then, 
-x(t) 
J2m 
- r2 t, 
which implies that 
x2(t) < -m + r210(t) < -m + r2c, tEJ. 
Since X2 E C'(J), by the mean value theorem there exists ýE (0,1) such that 
X12 (0 = x2(1) - x2(0) = 
6x2 (77)" 
(6.1.12) 
(6.1.13) 
CHAPTER 6. MULTIPLICITY RESULTS 
If 7,1 E [ý, 1). then integrating (6.1.12) from ý to t, using (6.1.13), we obtain 
2 x2(77)(1 - Jn) m 
r2>-c I (1_n)2 -1-77]" 
z'2(t) < i2(ý) - in(t - ý) + r2c(t -0< 6X2(77) -m+ r2c(t - rt), for t> 
Integrating (6.1.14) from rJ to 1, we have 
X2(1) - 22(r1) < 6x2(71)(1 - 77) - 7n(1 - rj) + r2 
C(1 
2 
77)2, 
Which in view of the boundary condition x2(1) _ öx2(7j), implies that 
2 
-(1 - ö1l)x2(77) < -m(1 - 77) + r2C(1 2 
n) 
which gives 
On the other hand, if ,E (0, then integrating (6.1.12) from t to ý, we obtain 
i2(ý) 
- Z2(t) -m(ý - t) + r2c(e - t) < -m + r2c(i - t), 
which in view of (6.1.13) implies that 
-22(t) < -622(77) -m+ r2c(ri - 
t). 
Integrating (6.1.16) from 0 to 71, we obtain 
, -x2(71) < -671X2(7I) - m71 + r2c 
22 
which leads to 
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(6.1.15) 
(6.1.16) 
2 X2(77)1- 677) _ýý (s. i. i7) r2 > --l 2 c r/ 
Let p= max{, ,l- t}, then p>0 and 
from (6.1.15) and (6.1.17), it follows that 
2 
r2 >c1 
x2(n)(ý2- 677) 
-p ]- rn (Say). 
Hence r2 is finite. 
Now, let rE (r2, f) be such that (6.1.11) has a solution x in DQ. Then for every rE 
we have 
-a"(t) < F(t, a(t), a (t)) - fc(t) < F(t, a(t), a 
'(t)) - ro(t), tEJ 
-i"(t) = F(t, i(t), i (t)) - r¢(t) > F(t, i(t), (t)) - ro(t), tEJ. 
These imply that a and i are strict lower and upper solutions of (6.1.11). Moreover, for 
(t, x, y) E R(a, i), we have 
IF(t, x, x') - *-O(t)I :5 w(I2I)" 
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Hence by Theorem 6.1.2, there exists a solution xED,, of (6.1.11) such that 
a(t) < x(t) < i(t), tE (0,1]. 
Also. there exists a constant Cl >0 which depends on a, ., w such that 
1x'(t)I < Cl on J. 
In case, r> r', the solution x of (6.1.11) satisfies a(t) < x(t) < , B(t), tE 
(0,1]. 
Define the modification of F with respect to a, i as 
F(t, i(t), (t)), if x> i(t) + 
F(t, i(t), x') + [F(t, i(t), x'(t)) 
- F(t,. i(t), x')] x-E 
t if x(t) <x< : i(t) + E, 
h(t., x, x') = F(t, x, x'), if a(t) <x< ý(t), 
F(t, a(t), x') + [F(t, a(t), a'(t)) 
- F(t, a(t), x')] ' 
tE-x, if a(t) -E<x< a(t), 
F(t, a(t), a'(t)), if x< oz (t) - E, 
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and define 
-(? 
(t) - p(x, a(t), i))F(t, a(t), a'(t)) + 
(p(x, a(t), ý) - a(t))F(t, ,0 (t. x) tEJ _ i(t) - a(t) , 
where 
p(x, a(t), . fl = max 
{a(t), min{x, x(t)}}, xER. 
Consider the system of equations 
- x"(t) = Ah(t, x, x') + (1 - A)i(t, x) - rO(t), tEJ, rE (r, r] 
X(O) = 0, x(1) = Sx(n), AE [0,1]. 
For A=0, the system reduces to 
-x"(t) = z/i(t, x) - rO(t), tEJ, rE (r', r] 
x(0) = 0, x(1) = 8x(70. 
This is equivalent to the integral equation 
(6.1.18) 
(6.1.19) 
I 
x(t) =I G(t, s) [ii(s, x) - rO(s)] ds. 
Since 0,0 and G(t, s) are continuous and bounded, this integral equation has a fixed point 
by Schauder's fixed point theorem. Moreover, 
O(t, a(t)) - rO(t) =F(t, a(t), a '(t)) - rO(t) 
> F(t, a(t), a '(t)) - rO(t) > 
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and 
it (t, i (t}) - rý(t} =F(t, i(t), i'(t)) - rq(t) 
< F(t, i(t), V(t)) - ro(t) _ j"(t). 
Thus. a. r are strict lower and upper solutions of (6.1.19). Hence any solution of (6.1.19) 
satisfies as < r. < on (0.1]. Since iO(t, x) - rg5(t) is continuous and bounded, it satisfies 
a Nagumo condition on R(rr, x). Hence there exists C1 >0 such that any solution x of 
(6.1.19) with a<x<isatisfieslx'I < Ci on J. 
For A=1. (6.1.18) is equivalent to 
- , z"(t) = h(t, x, x') - rO(t), tEJ, rE 
(r, r] 
(6.1.20) 
x(0) = 0, x(1) = bx(17). 
Again. a, s are strict lower and upper solutions of (6.1.20) and for every (t, x) EJx 
[mina(t), max i(t)) we have 
I h(t, x, x') - ro(t)I = IF(t, x, x') - rß(t)1 :5 w(I xýi)" 
This implies that h satisfies a Nagumo condition on R(a, i). Hence by Theorem 6.1.2, 
the boundary value problem (6.1.20) has a solution x such that 
a<x<ion(0,1] andIx'(t)I <C2onJ. 
Now. for any AE [0,11, we note that 
Ah(t. ar(t). a'(t)) + (1 - A)t/i(t, a(t)) - rcb(t) = AF(t, a(t), a '(t)) + (1 - A)F(t, a(t), a '(t)) 
- rc(t) = F(t, a(t), a'(t)) - rq(t) > F(t, a(t), a 
'(t)) - r4(t) > -ä'(t), tEJ 
and 
Ah(t, i(t), i (t)) + (1 - A)ýi(t, i(t)) - r-O(t) = AF(t, Wi(t), 1'(t)) + (1 - A)F(t, i(t), i (t)) 
- ro(t) < F(t, i(t), i'(t)) - r4(t) _ -x'"(t), tEJ. 
These imply that a, i are strict lower and upper solutions of (6.1.18). Further, for AE 
10,1], (t, x) EJx (minn(t), maxi(t)) and x' E R, we have 
IAh(t, x, x') + (I - A), i(t, x) - rt(t)I < AIF(t, x, x')I + (1 - A), 0I(t, x)I + Ml 
<w(IxI)+M1+2M=w(Ix'I), 
where. Cj(s) = w(s) + M2 if s>0, M2 = M1 + 2M. It is easy to see that w is a Nagumo 
function. Thus, Ah(t, x, x') +(1- A)t (t, x) - ro(t) satisfies a Nagumo condition on R(a, x). 
Hence by Theorem 6.1.2, any solution of the boundary value problem (6.1.18) satisfies 
a<x<xon(0,1]andIx'(i)I <C3onJ, 
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where C3 >0 is a constant depending on a, x and w. 
To use the Leray-Schauder degree theory, we define the operators 
Fr: Cb(J)-ýCb(J), ý: Cb(J)-ýCb(J), Hr: CyýI)-ýCbýJ), 
by 
, x(t) = G(t, s) 
[F(s, x(s), x'(s)) - r(s)] ds 
fF 
Hrx(t) =J G(t, s) [h(s, x(s), X'(s)) - rq5(s)] ds 
1 
0 
x(t) = G(t, s) [Vi(s, x(s)) - rO (s)] ds, 
f 
where Cb = {x E C2(J) : x(0) = 0, x(1) = 6x(77)}. We write (6.1.11) and (6.1.18) in the 
following form 
(I-F,. )x=0 (6.1.21) 
(I-AHr-(1-A)lk)x=0 (6.1.22) 
Let C> max (Cl , 
C2, C3) and consider two open bounded sets in C2 (J) 
S2 = {x E Cy (J) : lxI < k, Ix'I <C on J}, 
521={xECb(J): Ix'I<Con J, a<x<: i on (0,1]). 
For any AE [0,1], each solution x of (6.1.18), belongs to 
SZ and so xý all. For A=0, 
(6.1.22) is equivalent to 
(I - P)(x)(t) = 
0, 
and the homotopy invariance of degree implies that 
d(I - W, 1) = d(I, 1) = 1. 
Again by the homotopy property of degree, we have (A = 1), 
d(I - H,, Q) = 1. 
Since each solution of (6.1.20) belongs to III, by the excision property of degree, we have 
d(I - H,., 1 i) = 1. 
Since H, = Fr on 521, it follows that 
d(1-F,, 01)=1. 
Now, since (6.1.21) has no solution for r<r,,, it follows by the existence property that, 
forr<r 
d(I - F 9) = 0. 
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Also. for r<f. any solution x of (6.1.21) belongs to St and so xý 852. Letting r vary 
from r to r, by the homotopy property of degree, we have 
d(I-Fr, S9) =0, forr<r. 
Using the additivity property of degree, we have 
d(I -Fr, 1l\flt)=d(I-Fr, Sl)-d(I-Fr, 1lj)=0-(1)=-1. 
Therefore. the problem (6.1.21) has at least two solutions in D0. Q 
Example 6.1.4. (Class of examples) Consider the following boundary value problem 
-x"(t) = f(t, x, x') -r= -lx'IP-lx'+O(x) - r, tE [0,11, (6.1.23) 
x(0)=0, x(1)=8x(r7), 0 <b71 <1, 
where 0<p: 5 2. We take t(' : JR -a R to be continuous and to satisfy i'(0) =0 and 'O(x) > 
0forx <0and-cxp<1(x) <0forx>0, where 0<c<1. Take f=ap (a>0), 
n= -at and 6= at, then a, ß satisfy the boundary conditions 
a(0) = 0, a(1) < 6a(n) 
Q(0) = 0, ß(1) > bQ(77)" 
Moreover, for every tE (0,1), we have 
f (t, -at, -a) -f= 0(-at) > 0, 
and 
f (t, at, a) -f= -tap + f(at) < 0. 
Thus, a is a strict lower solution and 8 is a strict upper solution of (6.1.23). Further, we 
note that for tEJ, xE [-a, a] and x' E 1ß, we have 
If(t, z, 2)_rI =I"IzIP-12' +O(x)-ßPI 5 
Ix'Ip+aP(1+Cý=w(IýýI), 
w(s) = sp + aP(1 + c). Since 
°O As f_ 
oo, 
ow( s) 
it follows that w is a Nagumo function and hence f-r satisfies a Nagumo condition on 
R(-a, a). Now, let k>a, then f (t, k, 0) -r= O(k) - aP < 0, and for every r< -kr, we 
have 
f(t, k, 0)-r>+p(k)+kp>k"(1-c)>0forevery tEJ. 
Hence, by Theorem (6.1.3), there exists ro < -kp such that the problem (6.1.23) has 
no solution in D. for r< ro, and has at least two solutions in Da for rE (-kP, ap], where 
Da = {x E C2: -at <x< at on (0,1)}. 
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6.2 Existence of at least three solutions of a second order 
three point boundary value problem 
In this section, we study existence of at least three solutions in the presence of two lower 
and two upper solutions of some second order nonlinear differential equations of the type 
-x"(t) = f(t, x, X ), tEJ= [0,1], 
x(0) = 0, x(1) = bx(77), 
(6.2.1) 
where 0< bt/ < 1,0 < r) <1 and f: Jx R2 -3 lll; is continuous. The growth of f 
with respect to x' is allowed to be quadratic. We use some degree theory arguments to 
get the multiplicity result. We are particularly interested in the case where f depends 
explicitly on x'. An abstract result giving the existence of three solutions of nonlinear 
equations has been given by Leggett and Williams [64]. Using the theory of fixed point 
index in an ordered Banach spaces they developed a fixed point theorem which guaranteed 
the existence of three fixed points. Recently, using the Leggett and Williams fixed point 
theorem, existence of three positive solutions is studied [86] when the nonlinearity f is 
independent of the derivative. There are many papers dealing with existence of solutions 
of (6.2.1), for example, [3,21,24,28-30,67-70,86,921 and of positive solutions but most of 
these do not have explicit x' dependence in the nonlinear term. Moreover the methods of 
these papers are entirely different from ours. In [35], existence of at least three solutions 
for the two point problem of the type 
x"(t) +f (t, x, x) = 0, tE [0,1], 
x(0) =0= x(1), 
under a smoothness assumption is studied. The main assumption in [35] is the existence of 
two lower solutions al, a2 and two upper solutions 01,132 such that al < a2, al < 02 and 
that f satisfies a Nagumo condition. In this section we study three point boundary value 
problems (6.2.1). We will assume the existence of upper and lower solutions which are not 
necessarily constants and we use some topological degree arguments to get multiplicity 
result. We give a class of examples to show that the hypothesis of our main result can be 
easily verified. 
6.2.1 Existence of at least three solutions 
Define L: C(J) -+ C1(J) by 
Lý(t) = 
P1 G(t, s)46(s)ds, 
0 
for 0E C(J), where G(t, s) is the Green's function and is defined in section 6.1.1. From 
section 6.1.1, we note that 
G(t, s) <1 
pb 
, q' 
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where p= max{r7,1 - ij}. By standard arguments L is a compact operator. Define 
f: C'(J)--ýC(J)by 
f (0) (t) =f (t, fi(t), 0' (t)), tEJ. 
Then, r. is a solution of (6.2.1) if and only if xE C'(J) is a solution of the equation 
(I -Lf )x = 0, that is, a fixed point of Li. (6.2.2) 
We recall the concept of upper and lower solutions for the BVP (6.2.1). 
Definition 6.2.1. We say aE C2(J) a lower solution for the BVP (6.2.1) if 
-a"(t) <f (t, a(t), a'(t)), tEJ 
a(0) < 0, a(1) < Ja(i). 
An upper solution ßE C2(J) for the BVP (6.2.1) is defined similarly by reversing the 
inequalities. 
Our main result is the following theorem in which we shall prove existence of at least 
three solutions of the BVP (6.2.1). We use the method of upper and lower solutions 
and degree arguments to prove that under suitable conditions, there exist at least three 
solutions of the BVP (6.2.1). Assume that 
(A1) al, c12 E C2(J) are two lower solutions and ßl, 02 E C2(J) are two upper solutions 
of (6.2.1) such that 
al <a2<ß2, al <ß1 <ß2anda2ýß1 on J. 
(A2) f: Jx R2 -+ R is continuous and is nonincreasing in the third variable for every 
(t, x)EJxR. 
(A3) Let R(al, ß2) = {(t, x, x') EJx 1R2 : al(t) <x< ß2(t)}. Suppose that f is 
continuous and satisfy a Nagumo condition on R(al, ß2). 
(A4) a2 and 61 are not solutions of (6.2.1). 
Theorem 6.2.2. Under assumptions (A1) - (A4), the boundary value problem (6.2.1) has 
at least three solutions xi (i = 1,2,3) such that 
a1 < x1 < IB1, a2 < X2 < 62 and X3 
ý 81 and X3 ý a2 on J. 
Proof. Let max{bla(q)l, blß(ri)j} = A. Since f satisfies a Nagumo condition, it follows that 
for xE [min al (t), max ß2(t)], there exist a Nagumo function w: [0, oo) -3 (0, oo) and a 
constant N(> A) depending on a, ß and w such that 
If (t, x, x )I < w(Ix'l) for (t, x) EJx [min al(t), maxß2(t)] and 
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/N was) > max Q(t) - min a(t). (6.2.3) 
A 
Let C> max {N. Ila'll, Itß'II } and define q(y) = max f-C, min{y, C} }, a retraction onto 
C. C). 
We modify f with respect to al and 02 to obtain a second boundary value problem 
and reformulate the new problem as an integral equation. We show that solutions of the 
modified problem lie in the region where f is unmodified and hence are solutions of the 
original problem. Let E>0 be fixed and define 
f(t, A2(t), Qy(t)) + 1+zßý2 t, 
f(t, j62(t), sr(X')) + [f (ti ßW), )6'a(t)) 
if X> , ß2(t) + E, 
+ ý+ý=ýäzct -f (t, 32(t), g(x'))] y-ß2 
`, if Q2 (t) <x /32(t) + E, 
F(t, x, x') _ f (t. x, 9(x'))" 
f tt, ai (t), 9(x')) + [f (t, ai (t), al (t)) 
if al (t) <x< 02(t)) 
+ i+ 
Ie rx -f (t, ai (t), 4(x'))] if al (t) -ex< al (t), 
f(t, al(t), al(t))+ 1+at e 
xx 
ý 
if x <al(t) -ý. 
(6.2.4) 
We note that F is continuous and bounded on J x][82 so there exists M>0 such that 
IF(t, x, x')l <MonJxR 2. 
}. Consider the modified problem We Choose M1 so that M1 > max{llaiII, 11ß211,1 
Me- 
371 
-i'(t)=F(t, x, x'), tEJ, 
x(0) = 0, x(1) = Sx(rl), 0< 677 < 1, qE (0,1). 
(6.2.5) 
Define F: C1(J) -4 C(J) by 
F(x)(t) = F(t, x(t), x '(t)), tEJ. 
Then x is a solution of (6.2.5) if and only if xE Cl (J) is a fixed point of LP. By definition 
of F and choice of C, we have 
F(t, a, (t), al (t)) =f (t, al (t), al (t)) > -ai (t), tEJ 
F(t, fl2(t), ß2(t)) = f(t, ß2(t), ßz(t)) -ß2(t), tEJ 
so that al and ß2 are lower and upper solutions of 
(6.2.5). Moreover, for every (t, x) E 
Jx [min al (t), max 02(t)), we have 
IF(t, x, i )I = If (t, x, q(x(t))) <w(lq(x'(t))I) = w(jx j), 
where w(s) = w(q(s)) for s>0. Since 
1 
°D sds 
_c 
sds r00 sds 
w(s) -1 w(s) 
+ 
Jc (C) - 
ý' 
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this implies that F satisfies a Nagumo condition. Further, in view of (6.2.3), we have 
C sds )N sds > max ß(t) - min a(t), 1 W(s) -1 W(S) tEJ tEJ 
and hence, by a standard argument as in the proof of Theorem 1.1.7, we conclude that 
Ir'(t)) <C on J. Thus any solution x of (6.2.5) with al(t) < x(t) < ß2(t), tEJ satisfies 
Ix'(t)I<C, tEJ 
and hence is a solution of (6.2.1). We now show that any solution x of (6.2.5) does satisfy 
X 
For this, set v(t) = ap(t) - x(t), tEJ. Then, vE C2(J) and the boundary conditions 
imply that 
V(O) < 0, v(1) < bv(rj). (6.2.6) 
Suppose that a, (t) ý x(t) on J, then v(t) = ai (t) - x(t) has a positive maximum at some 
to E J. If to $ 1, then v'(to) =0 and v"(to) < 0. However, if 0< v(to) < E, then 
V"(to) = ai (to) -x It (to) 
? -f (to, ai (to), ai 
(to)) + [f (to, al (to), ai (to)) + 
v2(to) 
e(1 + v(tp)) 
v2(to) 
- e(1 + v(to)) 
' 0, 
a contradiction, and if v(to) > e, then 
v"(to) > -f (to, al (to), of (to)) + If (to, ai (to), al (to)) + 
ý'ýt0t] = v(to) > o, (1 + v(to)) (1 + v(to)) 
again a contradiction. Thus v(t) has no positive local maximum. 
If to = 1, then v(1) >0 and v'(1) > 0. If v(1) = 0, then the boundary condition 
v(1) bv(q) implies that v(n) >0 and hence v(1) cannot be the maximum of v(t). Thus 
v(1) > 0. Moreover, if b<1, then v(1) < v(rt) and hence v(1) can not be the maximum 
of v. Then v(t) < 0, tEJ without demanding the assumption (A2). Now, we discuss the 
case where 6>1> 6rß. Since v(0) < 0, it follows that there exists tl E [0, i) CJ such 
that v(ti) =0 and v(ti) > 0. We claim that 
v'(t) >0 on [t1i1]. 
If not, then there exists a t2 E (t1,1) such that v'(t2) < 0. But then v(t) must have a 
positive local maximum at some tE (tl, t2), which yields a contradiction. Hence v'(t) > 
0 on [t1,11, so that 
v(t) >0 on [t1i1], 
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and also 
4ýýýýt)) ý ai(t), tE (ti, 11 - 
Then by (A2), we have 
f (t, a, (t), al (t)) -f (t, ai (t), 9(x'(t)) < 0. (6.2.7) 
There exists t3 E (t1i 1) such that 
v(t3) = E, and 0< v(t) < E, tE 
[tl, t3], v(t) i E, tE [t37 11 . 
Firstly, we consider the case that tE [t1, t3] where 0< v(t) E. Then, using (6.2.7), we 
have 
F(t, x, x') = f(t, eil (t), 9(x'(t))) + 
v2(t) 
(1 + v(t)), - 
+ [f(t, ai(t), ai(t)) - f(t, ai(t), g(x'(t)))] 
výt) 
>_ f (t, al (t), al (t)) + (1 + v(t))s >f (t, 
al (t), ai (t)) ý 
Thus, for every tE [t1i t3], we have 
v"(t) = "(t) - x"(t) > -f (t, a(t), a'(t)) + F(t, x, x') > 0. 
Se ondly, we consider the case tE [t3,1]. In this case 
F(t, x, x') =f (t, a1(t), a1(t)) + 
v(t) >f (t, al (t), ai (t)), (1 + v(t)) 
and for every tE [t3,11, 
v"(t) = a"(t) - x"(t) > 0. 
Thus, v"(t) > 0, for tE [t1i1], which implies that the graph of v is convex on [t1,1]. Hence 
v(n) < v(1) 
77 - t1 < 
v(rl) (rl - tI) 
1-tl 77 (1-t1) 
which leads to n>1, a contradiction. Thus the maximum of v occurs at to = 0. Since 
v(0) <0 it follows that v(t) <0 on J. 
Similarly, we can show that x(t) < #2(t), tEJ. 
Thus, it is suffices to show that (6.2.5) has at least three solutions x2 such that 
a1(t) < xi (t) < #2 (t), tEJ, i=1,2,3. 
Let S2 = {x E C' (J) : jx(t) I< Ml, jx'(t)I < C, tE J}, then Il is a bounded open subset of 
C' (J) and is convex. Since LP(N) C SZ it follows that the degree 
v2 (t) 
d(I - LF, SZ, 0) = 1. 
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Let 
522 = {x E Sl :x> a2 on (0,1)} and 0131 = {x E S2 :x<, 81 on (0,1)}. 
Therefore Sl, 2 n Sly =0 and, since a2 
ý 81 on J, the set 1\ ci 2U Slfl is not empty. By 
(A4) and choice of MI, C, there are no solutions on äS1a2 U OS2ß1. The additivity of degree 
implies that 
d(1-LF, S1,0) = d(I-LF, SLQ2,0)+d(I-LF, S11,0)+d(I-LF, S1\11 2 U51'j6,0). (6.2.8) 
Now we show that d(I - LF, 1l 2,0) = d(I - LP, S101,0) = 1. Firstly, we show that 
d(1- LF, SZa2,0) = 1. 
Define F2 (t, x, s') as follows 
F2(t, x, x') = 
f(t, Q2(t), ß2(t)) + 1+xßßz t> > 
f(t, 
182(t), g(x')) + [f(t)Q2(t), 
Q2(t)) 
+ 1+ rýa z(t - 
f(t, ß2 (t), g(x') )) X-ß2 
t 
f (t, x, g(x')), 
f (t, a2(t), q(x')) + 
[f (t, LY2(t), a2(t)) 
+ az t -ý -f (t, Q2(t), g(x'))] a2 £ -X l+ oy t)-XI 
if 27 > /32(t) + e, 
if/32(t) <x </32(t)+e, 
if 012 (t) <x< /32(t), 
if a2 (t) -E5X< a2(t)7 
Ct2 
1(t, a2(t)i a2 (t)) + 1+ a2 t 
xx 
' 
if 2; C a2(t) - E'. 
We note that F2 =F on 11 2. Now we consider the problem 
- x" (t) = F2 (t, x, x'), tEJ, 
x(0) = 0, x(1) = bx(t), 0< bra < 1,77 E (0,1). 
Then (6.2.10) is equivalent to 
(I - LF2)x = 0, 
(6.2.9) 
(6.2.10) 
(6.2.11) 
where F2(x)(t) = F2(t, x(t), x'(t)). 
By the same process as we used for the problem (6.2.5), we can show that any solution 
x of (6.2.10) satisfies x> a2 on J, which in view of (A4) implies that x cr2 and hence 
belongs to 0., Since LF2(i) 9 St, we have 
d(I - LF2i SZ, 0) = 1. 
Now d(I - LF, SZp2,0) = d(I - LF2i SZQ2,0). It follows that 
1= d(I - LF2i SZ, 0) = d(I - LF2, SZa2,0) + d(I - LF2i 9\ SZ12,0) = d(I - LF2i SZ02,0). 
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Similarly, we can show that d(I - LF, f2,81,0) = 1. Thus from (6.2.8), we obtain 
d(I-LF, S2\S2a2US2ý, 0)=-1. 
Hence there are 3 solutions, one in each of the sets SZa2, Qß1 and S2 \ Stag U Q13. Q 
Remark 6.2.3. As noted in the proof, if 6<1, assumption (A2) is not needed in Theorem 
6.2.2. 
We now give a class of examples which illustrate that the assumptions of our theorem can 
easily be satisfied. 
Example 6.2.4. Consider the following boundary value problem 
-x" (t. ) _ .l 
(t, x, x') = 9(X') +T (x), tE (0,1), (6.2.12) 
x(0) = 0, x(1) = ax(17), 77 E (0,1), (6.2.13) 
where 6<1 and g, W: JR -* JR are continuous, ' is increasing near the origin and 
g(O) = 0, '(0) < 0, 'P(-a) > 0, and WY(b) <0 for some a and b, which may be large , 
while near the origin, they behave as follows 
%P(x) -c, for0<x<c, (6.2.14) 
tfi(x)>2c, for8<x<y, 
and 
, c], 9(y) > 3c, for yE [-c, -ý] U[ 72 
g(y)>0, foryE[-c, ] 
1 
72' 
for small c. Moreover, we assume Ig(y)J < cl + c2Iyjp, p: 5 2, for large Jyj. Take 
al(t) = -a, a2(t) = ct(1 - t), tEJ. 
Then al, a2 E C2(J) satisfy the boundary conditions 
ai(0) < 0, ai(1) < bai(77) 
02(0) = 0,02(1) < 502(11). 
Moreover, for every tE (0,11, we have 
al (t) +f (t, ai (t), ai (t)) = g(0) + WY(-a) ? 0, 
and by conditions imposed in (6.2.14) and (6.2.15), we obtain 
a2(t) +f (t, a2(t), a2(t)) = -2c + g(c(l - 2t)) +'P(ct(1 - t)) > 0, tEJ. 
(6.2.15) 
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Thus, n1 and cr2 are lower solutions of (6.2.12). 
Now, take 01 =0 and 02 = b, then ß1, ß2 satisfy the boundary conditions 
ß (O) = 0, /3 (1) = bQl (77), 
ß2(O) > 0,02(1) > 6/32117). 
Moreover, for every tEJ, we have 
ßi (t) +f (t, ßl(t), ßi (t)) = g(o) + IP (O)< 0, 
, ý'(t) + f(t,, ý(t), P2(t)) = g(0) + ý(b) < 0. 
Thus, 13, and 02 are upper solutions of (6.2.12). Further, we note that 
al (t) < a2(t) ß2(t), on J 
al (t) < ßi (t) < ß2(t), on J 
a2(t) ß1(t), on J. 
Moreover for every (t, x) EJx [-a, b], we have 
If(t, x, x'))I :5 I9(x')I +m <c2IX'Ip+ml =w(Ix'I), (6.2.16) 
where 1<p<2 and in = max{lt(x)I :xE [-a, b]}. Since fö -mss) = fo 00 ýzsp+mI - °O' 
f 
satisfies a Nagumo condition. Hence all the conditions of Theorem 6.2.2 are satisfied, and 
so the problem has at least three solutions satisfying 
al (t) < xi(t) < ß2(t), tEJ, i=1,2,3. 
6.3 Existence of at least three solutions of three point bound- 
ary value problem with super-quadratic growth 
In this section we study existence of at least three solutions of some three point boundary 
value problem of the type 
- x"(t) = f(t, x, ), tEJ, 
X'(0) = 0, x(1) = öx(rI), +1 E (0,1), 
(6.3.1) 
where 6<1. We employ a condition weaker than the well known Nagumo condition which 
allows the nonlinearity f (t, x, x') to grow faster than quadratically with respect to x' in 
some cases. Our method uses some degree theory arguments. We replace the Nagumo 
condition by conditions of the type 
tbt(t, x) +0=(t, x), 0(t, x) +f (t, x, O(t, x)) < o, 
+6t (t, x) + tG=(t, x)O(t, x) +f (t, x, +G(t, x)) > 0, 
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st tidied in [11] , to allow 
higher growth rate off with respect to x'. Existence of at least 
one solution for some nonlinear boundary conditions under the above conditions is studied 
in [87]. Here we study the existence of at least three solutions of the three-point boundary 
value problems (6.3.1), by using the method of upper and lower solutions and topological 
degree. We give a class of examples to show that our theorems can be applied to problems 
which allow f (t, x, x') to have a growth rate [x'IP, where p is not restricted to be less than 
2. 
Concerning the existence of solutions, we have the following theorem from [11]. 
Theorem 6.3.1. Suppose that 
(1) n. j3 E C2(J, IR) such that a(O) = ß(0), and a(t) < ß(t) on J. 
(2) 0,0 E C' (J x R, R) with 0(t, x) < ik (t, x) on Jx [mina, max ß] such that 
'0, (t, x) + -0x(t, x)0(t, x) +f (t, x, q5(t, x)) < 0, 
tPt(t, x) +'x(t, x)t'(t, x) +f (t, x, 0 (t, x)) > 0, 
for every (t, x) EJx [mina, max ß]. 
(3) 0(0,0(0)) a'(0), ß'(0) <0(0, #(0))- 
Then for any solution x of the differential equation (6.3.1) such that a(t) < x(t) < , 
ß(t) 
on J. use have 
4(t, x(t)) < x(t) < V) (t, x(t)), tEJ. 
Prof. Let xE CI (J, R) be any solution of (6.3.1) such that a(t) < x(t) < p(t) on J. 
Then by (1) and (3), it follows that 
(0, x(0)) < (0) < ', (0, x(0))" 
Define v(t) = 0(t, x(t)) - x'(t), tEJ. Then v(O) < 0. Suppose there exist to E (0,1] such 
that 
v(to) > 0. 
By continuity we choose t1, t2 E [0, to] with ti < t2 such that 
v(tl) = 0, v(t) >0 for tE [tl, t2]. 
Consequently, v'(t1) > 0. 
On the other hand, using (2), we obtain 
V '(ti) _ Wt, x(t)) - (t))'' _ ot(ti, x(ti)) +5x(t1, x(tl))0(tI, x(ti)) - x"(ti) 
= -01(t I, x(t1)) + -0=(t1, x(t1))#(tI, x(t1)) +f (tI, x(tl), 4(tß, x(t1))) < 0, 
a contradiction. Thus, x(t) > gi(t, x(t)) for all tE [0,1]. Similarly, 
x '(t) < 0(t, x(t)) for all tE [0,1). 
0 
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It is known [28,921 that the Green's function G: JxJ -* R for the BVP (6.3.1) is 
given by 
G(t, s) = 
where G, :JxJ -+ R are given by 
c, (t, s) 
JG1(t, 
s), 0<77<s 
G2 (t7 s), 0<s< 77, 
1 (1-s), 0<t<77 <s<1 
1-b (1-bs)+77 <s<t<1, 
C2(t. S) _ 
\e note that 
[(s-1)s+(1-677)], 0 <t<s<77 
_a [(ý-1)t+(1-677)], 0 <s<r7 <t 
-s G(t, s) 
Our main result is the following theorem in which we shall prove existence of at least 
three solutions of the boundary value problem (6.3.1). 
Theorem 6.3.2. Assume that 
(A 1) (v I, cr2 E C2(J) are two lower solutions and 
01,6B2 E C2(J) are two upper solutions 
of (6.3.1) such that 
al < a2 < 021 al < ßl < 
ß2 and a2 ý ßl on J. 
(A2) f: Jx 1R2 -+ R is continuous and satisfies 
f(t, x, x)-f(t, x, J)>-L(x'-y') for x'>y, 
for (t, x) EJx [min oil (t), max ß2(t)], where L>0. 
(As) Suppose that there are 0,0 E Cl(J x R, R) with 
-O(t, x) < s/i(t, x) on Jx [min al, max ß2], 
such that 
O(t, x(0)) <_ 0 <0 (t, x(o)), 
for any solution x of (6.3.1), and that for (t, x) EJx [min al, max, 62], 
Of(t, x) +4i=(t, x). (t, x) + f(t, x, «(t, x)) < 0, 
0, (t, x) + 0. (t, x)t/i(t, x) +f (t, x, t/i(t, x)) > 0. 
f 
1-a 1 [(6 -1)t+(1-b7i)], 0 
<8 <77 <t<1. 
(A4) c r2 and 13t are not solutions of (6.3.1). 
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Then the boundary value problem (6.3.1) has at least three solutions xi (i = 1,2,3) such 
that 
al < XI < ßl, a2 < x2 < ß2 and x3 ý ßl and x3 ý a2 on J. 
Proof. By Theorem 6.3.1 (also see lemma 4 [87]), the assumption (A3) implies that any 
solution x of (6.3.1) such that al <x< ß2 on J satisfies 
O(t, x(t)) < x'(t) < b(t, x(t)), tEJ. 
Let C> max {1 (t, x(t))J, J0(t, x(t))J, Ja, (t)J, Jß2(t)) : (t, x) EJx [min a,, maxß2]}, and 
define 
q(y) = max {-C, min{ y, C} }, 
a retraction on to [-C, C]. We modify f with respect to al and 62 to obtain a second 
boundary value problem and reformulate the new problem as an integral equation. We 
show that solutions of the modified problem lie in the region where f is unmodified and 
hence are solutions of the original problem. Let 
a= max { lf ( t, x, i) -f (t, x, y)1: tEJ, xE [min al 
(t), max, Q2 (t)], x', y' E [-C, C] }, 
and e>0 be fixed. Define the modification of f as follows 
f (t, ß2(t), ß2(t)) +'X, if x> ß2(t) + E, 
f(t, ßz(t), g(x1)) + [f (ti 
ß2(t), ß2(t)) 
-f 
(t, ß2(t), g(x')) + a] x-02 
(t 
if ß2(t) <x< ß2(t) + E, 
F(t, x, x') -f (t, x, g(xý)), if al (t) < x< ß2(t), 
f (t, al (t), g(x')) + [f (t, al (t), al (t)) 
-f (t, if al (t) -e<x< al (t), 
f (t, al (t), ai (t)) + ý, if x< 
We note that F is continuous and bounded on Jx R2, so there exists M>0 such that 
IF(t, x, i)I <MonJx1R2. 
We may choose M so that M> max{IIaiII, II02I1}" Let Ml > jM3, and consider the 
modified problem 
- x"(t) = F'(t, x, x'), tEJ, 
i (0) = 0, x(1) _ 6x(17), 
(6.3.2) 
where 0<6<1, Y7 E (0,1). Define F: Cl(J) -+ C(J) by 
F(x)(t) = F(t, x(t), x (t)), tEJ. 
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Then x is a solution of (6.3.2) if and only if x is a fixed point of LP. From (Al), we have 
F(t, cYI(t), or i(t)) = f(t, a1(t), aI(t)) ? -ai(t), tEJ 
F(t, ß2(t), ß2(t)) = f(t, Q2(t), 0'(t)) <_ -ß2(t), tEJ 
so that a and 132 are lower and upper solutions of (6.3.2). Moreover, for every (t, x) E 
.1x 
(min al (t). max ß2(t)], by choice of C and (A3), we have 
F(t, X. O(t. x)) =f (t, x, 9(O(t, x))) =f (t, x, O(t, X»< -(0t(t, x) +Ox(t, x)O(t, x)), 
F(t. x, ý)(t, x)) = f(t, x, 9(lo(t, x))) = f(t, x, tG(t, x)) > -(ý)t(t, x) +ý)x(t, x)ip(t, x)) 
Thus any solution x of (6.3.2) with al (t) < x(t) < ß2(t), tEJ satisfies 
0(t, x(t)) < (t) < 0(t, x(t)), tEJ 
and hence is a solution of (6.3.1). We now show that any solution x of (6.3.2) does satisfy 
al(t) < x(t) < ß2(t), tEJ. 
For this, set v(t) = al (t) - x(t), tEJ. Then, vE C2(J) and the boundary conditions 
imply that 
v'(o) > 0, v(1) < 9v(17). (6.3.3) 
Suppose that at (t) ý x(t) on J, then v(t) = al (t) -x(t) has a positive maximum at some 
t= to E J. If to E (0,1), then v'(to) =0 and ve(to) < 0. However, for 0< v(to) < e, 
-v"(to) _ -al(to) +x"(to): 
f(to, at(to), ai(to)) - If(to, ar(to), ai(to)) + 
ýv(to)1 
\v(to) 
<0 
E 
a contradiction and for v(to) > e, 
-v"(to) <f (to, al (to), al (to)) - [f (to, al (to), al (to)) + a] _ -a < o, 
again a contradiction. Thus v(t) has no positive local maximum. 
If to = 1, then v(I) >0 and v'(1) > 0. But the boundary condition v(1) < 6v(ri) implies 
that v(v) >0 and hence v(1) < v(t ), so that v(1) cannot be the maximum of v(t). 
Hence to = 0, which implies that v(0) >0 and v'(0) < 0. This together with the 
boundary condition v'(0) > 0, gives v'(0) = 0. 
Case 1: If 0< v(0) < c, then there exists an interval [0, ti] 9J such that 
0< v(t) < e, v'(t) < 0, tE [0, t1J, 
and also 
x' (t) > g(i (t)) > aj (t), tE [0, ti]" (6.3.4) 
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In view of (A2) and (6.3.4), we have 
v"(t) =a i (t) - x"(t) > -f (t, ai (t), ai (t)) + F(t, x, x') 
2f (t, ai (t), q(x')) -f (t, al(t), al (t)) 
2 -L(q(x) - al(t)) > -L(x' - ai(t)) = Lv'(t), tE [O, tl]. 
Thus, for each tE [0, tl], v(t) satisfies the differential inequalities 
v"(t) - Lv'(t) > 0, v'(t) < 0, v'(0) = 0, 
that is, (v'(t)e-Lt)' >0 on [0, t1] which on integration gives 
v'(t)e-Lt > 0, tE [0, tl], 
a contradiction, unless v(t) -0 on [0, tl]. If v'(t) -0 on [0, t1], then x'(t) = al (t) on 
(0. t. i] and hence 
F(t, x, x') =f (t, a, (t), ai (t)) + 
t) 
>f (t, al (t), al (t)). 
Consequently, v"(t) >0 on [0, t1], which implies that v'(t) is strictly increasing on [0, ti], 
a contradiction. 
Case 2: If v(0) > E. then by continuity of v there exists an interval [0, t2] CI such that 
v(t) >e and v'(t) < 0, tE [0, t2]. 
Now, for each tE [0, t2], we have 
F(t, x, x') =f (t, al (t), al (t)) +A>f (t, al (t), al (t)). 
Thus 
v"(t) = a; (t) - x"(t) >- -f (t, al (t), ai (t)) + F(t, x, x') > 0, tc [o, t2], 
which implies that v'(t) is strictly increasing on [0, t2] and hence v(t) > v'(o) =0 for t>0, 
again a contradiction. Thus v(t) <0 on J. 
Similarly, we can show that x(t) < ß2(t), tEJ. 
Thus, it is suffices to show that (6.3.2) has at least three solutions xi such that 
a1(t) < xi(t) < ß2(t), tEJ, i=1,2,3. 
Since LP(S2) C 0, where 1= {x E C'(J) : jx(t) I< Ml, Ix'(t) I<C, tE J} is bounded 
and convex open subset of C' (J). It follows that the degree 
d(I - LF, Sl, 0) = 1. 
Let 
S2. z={xEfl : x>a2On (0,1)} andStß' ={xES2: x<ßl on(0,1)}. 
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Therefore Ti, fl S2ý` =0 and. since C t2 ý 61 on J, the set SZ \ , LQ2 U1 is not empty. By 
(A., ) and choice of M1, C. there are no solutions on äS2.2 U 9Qß1. The additivity of degree 
implies that 
d(I - LF, 9,0) = d(I - LF, S211230)+ d(I - LF, f2'91,0) (6.3.5) 
+ d(I - LF, 0\ S2a2 U 52119,0). 
Now we show that d(I - LP, S2a2,0) = d(I - LF, f201,0) = 1. Firstly, we show that 
d(I - LP, 52(k2,0) = 1. 
Define F2 (t, x, x') as follows 
f (t, ß2(t), ß2(t)) + A, if x> 02(t) + e, 
f(t, ß2(t), 9(y )) + [f(t, ß2(t), ß2(t)) 
f (t, ß2(t), 4(x')) + Al x-L2(t) if ß2(t) <_ x< ß2(t) + e, 
F2 (t, x, x') =1f (t, x, 9(x')), if a2(t) <X< ß2(t), 
P ti a2(t), 9(x') )+ [f (t, a2(t), «2(t)) 
-f (t, a2(t), 4(x')) + X] 02 
E -x, if a2(t) -6<x< a2 (t), 
f(t, a2(t), cx'Z(t))+a, if-'-v<a2(t)-E. 
We note that F2 =F on Q02. Now we consider the problem 
-x'(t)=F2(t, x, i), t6J, 
X'(0) = 0, x(1) = bx(r/), 
(6.3.6) 
where 0<6<1, iT E (0,1). Then (6.3.6) is equivalent to 
(I - LP2)x = 0, (6.3.7) 
where F2(x)(t) = F2(t, x(t), x'(t)), tEJ. 
By the same process as we did for the problem (6.3.2), we can show that any solution 
x of (6.3.6) satisfies x> a2 on J, which in view of (A4) implies that x# a2 and hence 
belongs to fta,. Since LF2(S2) C 11, we have 
d(I - LF2i S2,0) = 1. 
Now d(I - LP, f2a,, 0) = d(1 - LF2,102,0). It follows that 
I= d(1 - LF2, f), 0) = d(I - LF2, '2112,0) + d(I - LF2, Q\ Stag, 0) = d(I - LF2, Q'12,0). 
Similarly, we can show that d(I - LF, 001,0) = 1. Thus from (6.3.5), we obtain 
d(I-LF, S2\f2a, US2ß, 0)=-1. 
Hence there are 3 solutions, one in each of the sets 11a2,0ß1 and Q\ fL 2U S2ß. 0 
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We now give a class of examples which illustrate that we can allow growth in x' larger 
than quadratic. 
Example 6.3.3. Consider the following boundary value problem 
-r'(t) =f (t, x, x') = g(x )+ h(x), tEJ, (6.3.8) 
x'(0) = 0, x(1) = bx(ii), S<1,17 < f/2, (6.3.9) 
where g. It : 1R --º R are continuous and are such that g(O) 0, h(O) <0 and 
h(-a) > 0, h(b) < 0, 
g(-a) < -M, g(b) > M, 
where a>0. b>0 and M= max{Ih(x)l :xE [-a, b]}. Further for small c, 0<c< a/8, 
we assume that g and h satisfy 
g(y)>4cfor -2c<y<-c, 
g(y)>Ofor -c<y<0 
h(x) > -2c for - c/4 <x< c/2 
h(x) > 2c for c/2 <x< 3c/4. 
Take 
al(t) _ -a, a2(t) = c(3/4 - t2). 
Then a1.02 E C2(J) and satisfy the boundary conditions 
a(0) = 0, a1(1) < ba1(77) 
a2(0) = 0, a2(1) < 6a2(77). 
Moreover, for every tE (0,11, we have 
ai (t) +f (t, al(t), ai (t)) = g(O) + h(-a) > 0, 
and conditions imposed in (6.3.10), we have 
ä2 (t) +f (t, a2(t), ä2(t)) = -2c + g(-2ct) + h(c(3/4 - t2) > p. 
(6.3.10) 
Thus, al and a2 are lower solutions of (6.3.8). 
Now, take ß, =0 and 02 = b, then ßl, ß2 E C2(J) and satisfy the boundary conditions 
ß (0) = 0, ßi(1) = bpi (17), 
ßi(0)=0, ß2(1)>bý(11)" 
Moreover, 
ß; '(t) +f (t, ß1(t), ß; (t)) = g(0) + h(0) < 0, 
4 (t) +f (t, ß2(t), ß'2(t)) = g(0) + h(b) < 0. 
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Thus, 11, and /32 are upper solutions of (6.3.8). Further, we note that 
al(t) < a2 (t) < ß2(t) on J 
ai (t) < ß1(t) < 02 (t) on J 
a2 (t) ß1(t) on J. 
Take 4(t. r. ) _ -a, then for xE [-a, b], we have 
t (t, x) + O2(t, x)(k(t, x) +f (t, x, O(t, x)) = g(-a) + h(x) < 0. (6.3.11) 
Take ty(t. x) = b, then for xE [-a, b], we have 
Ot (t, x) + t%r(t, x)0(t, x) +f (t, x, 0 (t, x)) = g(b) + h(x) > 0. (6.3.12) 
Thus all the conditions of Theorem 6.3.2 are satisfied, and so the problem has at least 
three solutions satisfying 
al(t)<x, (t)< (t) and -a<xL(t)<b, tEJ, i=1,2,3. 
We note that, g(x') can behave like Ix'I" for Ix'I large, so for p>2, f need not satisfy 
the Nagumo condition, so the results of [35] do not apply to this problem for such function 
gwith p>2. 
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