Core helium-burning red clump (RC) stars are excellent standard candles in the Milky Way. These stars may have more precise distance estimates from spectrophotometry than from Gaia parallaxes beyond 3 kpc. However, RC stars have T eff and log g very similar to some red giant branch (RGB) stars. Especially for lowresolution spectroscopic studies where T eff , log g, and [Fe/H] can only be estimated with limited precision, separating RC stars from RGB through established method can incur ∼ 20% contamination. Recently, Hawkins et al. (2018) demonstrated that the additional information in single-epoch spectra, such as the C/N ratio, can be exploited to cleanly differentiate RC and RGB stars. In this second paper of the series, we establish a datadriven mapping from spectral flux space to independently determined asteroseismic parameters, the frequency and the period spacing. From this, we identify 210,371 RC stars from the publicly available LAMOST DR3 and APOGEE DR14 data, with ∼ 9% of contamination. We provide an RC sample of 92,249 stars with a contamination of only ∼ 3%, by restricting the combined analysis to LAMOST stars with S/N pix ≥ 75. This demonstrates that high-S/N, low-resolution spectra covering a broad wavelength range can identify RC samples at least as pristine as their high-resolution counterparts. As coming and ongoing surveys such as TESS, DESI, and LAMOST will continue to improve the overlapping training spectroscopic-asteroseismic sample, the method presented in this study provides an efficient and straightforward way to derive a vast yet pristine RC stars to reveal the 3D structure of the Milky Way.
INTRODUCTION
Low-mass stars will evolve off the main-sequence at the end of their core hydrogen burning phase: during the red giant branch (RGB) ascent the star has an inert helium core surrounded by a hydrogen burning shell (Iben 1968 ); they will then go through the helium flash (for M ≥ 0.8 M ) and quickly descend in the T eff -log g diagram to reach the core helium burning phase called the red clump (RC).
For mapping the Galaxy, RC stars are exciting and highly sought-after tracers, because their brightness and color are well-constrained given their metallicity and age (e.g., Stanek et al. 1998; Girardi 2016; Hawkins et al. 2017) . Their tight, well-defined position in color-absolute magnitude space makes them exceptional standard candels, when combined with good photometry. This then enables precise 3D mapping of stars and gas in the Milky Way. Gaia will, of course, provide parallax-based distance estimates for RC stars. For example, for unreddened stars the expected distance precision will be ∼ 10% at ∼ 3 kpc for Gaia DR2 data. But the distance precision based on parallaxes will rapidly deteriorate beyond 3 kpc and for stars in the Galactic plane that are highly reddened.. On the other hand, using RC stars, we can achieve high precision distance estimates, with precise photometry, up to ∼ 10 kpc, with a distance errors of ∼ 6% (Bovy et al. 2014; Hawkins et al. 2017 ). Therefore, "clean" and extensive samples of RC stars is a key to unravel the structure of the distant Milky Way beyond the Galactic neighborhood.
Asteroseismic parameters of a giant star -in particular the large frequency separation between p-modes, ∆ν, and the period spacing of the mixed g and p modes, ∆P -provide a remarkably clean separation of RC and RGB stars (e.g., Bedding et al. 2011) . Of course, asteroseismology probes the stellar interior, and hence plausibly can diagnose core helium burning in a star, while spectroscopy at face value only probes surface properties. Therefore, clean spectroscopic classification of RC stars has proven to be challenging, because RC stars show similar T eff and log g to part of the RGB phase. The established spectroscopic classification approach is to classify a star as RC or RGB on the basis of T eff − log g− [Fe/H] and their color-magnitude, when compared to theoretical expectation from isochrones (e.g., Bovy et al. 2014) . Precise classification with this approach requires a precision of T eff and log g to be much better than 100 K and 0.1 dex, respectively, a condition hard to meet especially for low-resolution spectroscopy. Consequently, this approach typically incurs a contamination rate of ∼ 20% for low-resolution spectra (Wan et al. 2015) .
But this limitation can be overcome when considering full spectral information, as illustrated by Hawkins et al. (2018) , where they showed that photospheric abundances in APOGEE spectra must reflect the interior structure of the stars via the efficacy of extra-mixing on the upper RGB (Martell et al. 2008; Masseron & Gilmore 2015; Masseron & Hawkins 2017; ) and can therefore be used to infer asteroseismic parameters and discriminate RC from RGB stars. Ting et al. (2017) demonstrated that even at lowresolution (R=2000), spectra do contain spectral information of many abundances, going beyond the basic stellar param- APOGEE testing sample 100 2500 >5000 N star 10 500 >1000 N star Figure 1 . Single-epoch spectra can infer precise asteroseismic parameters. The left panels illustrate the asteroseismic values ∆ν and ∆P from Vrard et al. (2016) for the training sample, used to construct the mapping from spectra to asteroseismic parameters. Plotted on the right panels are the results when applying this mapping to all APOGEE and LAMOST spectra that have similar spectroscopic stellar parameters as the training set. Inferring asteroseismic parameters from spectra yields a cleaner separation for RC and RGB stars -there is a distinct bimodal distribution in ∆P. The RC stars are centered at around ∆P = 300 s and the RGB stars around ∆P = 70 s.
eters. Combining these studies implies that with a suitable spectro-asteroseismic training data, a data-driven empirical mapping that relates low-resolution spectra to asteroseismic parameters can be established, and provides a much clean separation of the RC and RGB stars, which is the focus of this study.
METHOD: DIRECT SPECTRAL SEPARATION OF RED CLUMP AND RED GIANT BRANCH STARS
In this paper we set out to establish a data-driven mapping from spectra to asteroseismic parameters, using an extensive sample of stars with asteroseismology from Kepler and spectra from APOGEE (Majewski et al. 2017 ) and LAMOST (Xiang et al. 2017 ). The spectra serve as input to predict the asteroseismic parameters as output. Once such a mapping is optimized, it can then be applied to all spectra to predict their asteroseismic values from such spectra. We will apply this approach to two large-scale spectroscopic surveys that span different resolutions and wavelength coverage as a sample application of this method. We will adopt the high-resolution (R = 22,500) infrared (λ = 1500 − 1700 nm) APOGEE survey and the low-resolution (R = 1800) optical (λ = 390 − 900 nm) LAMOST survey. We will cross-validate this method with the sample overlapping among these two surveys.
First, we need to construct a training set that has both spectra and asteroseismic values. Following Hawkins et al. (2018) , we adopt the asteroseismic sample from Vrard et al. (2016) , which provides estimates for both the frequency separation (∆ν) between adjacent acoustic p-modes and the period spacing of the mixed gravity g-and acoustic p-modes. We restrict ourselves to objects from the Vrard catalog that have asteroseismic values consistent with the SSI catalog 7 (|∆ν SSI −∆ν Vrard | < 2 µHz). Cross-matching this sample with the full APOGEE DR14 and LAMOST DR3 catalogs yield samples of 2853 and 1137 stars in common, respectively. Here, we only consider stars that have median spectroscopic Figure 2. Purity of the RC sample derived in this study. The right panel shows the ∆P spectroscopic estimates of the 14,442 overlapping test stars in APOGEE and LAMOST, which we will adopt as the cross-validating set to determine the contamination rate. The training of the APOGEE and LAMOST empirical relation is independent. The agreement demonstrates that the inferred asteroseismic parameters from spectra are mostly robust. The left panel further quantifies this robustness. To be conservative, we only include stars with ∆P > 250 s to be RC stars in our catalog. Shown is the contamination rate as a function of S/N pix of the LAMOST spectra. The dual y-axes show the contamination rate at a specific S/N pix on the left and the integrated contamination rate for all stars beyond the S/N pix selection criterion on the right. The upper limit is defined as the fraction of stars that have ∆P LAMOST > 250 s but with ∆P APOGEE < 250 s, and the lower limit with ∆P APOGEE < 200 s. The completeness, defined as the fraction of the number of stars having ∆P LAMOST > 250 s to the total number of stars having ∆P LAMOST > 200 s, is illustrated in the top x-axis. Color-coding indicates the normalized number density of the full LAMOST test set in this study. Even LAMOST spectra are low-resolution, the method presented can achieve a pristine separation of RC and RGB stars. The primary limiting factor is the S/N of the spectra but not the method itself. For this study, our main catalog is restricted to LAMOST stars with S/N pix > 75 to guarantee the purity of the sample, such that the integrated contamination is only ∼ 3%. We note that this adversely affects the completeness as shown in the top x-axis because most LAMOST stars have low S/N. But we will also release our estimates for all stars.
S/N pix > 50 to avoid noisy training data. For each of the two spectroscopic-asteroseismic sample we set aside 100 stars as validation set for the training step; in particular, we terminate the iteration of the training step (below), when the models stops to improve the asteroseismic parameter prediction for this validation set. We continuum normalize all APOGEE spectra following Ness et al. (2015) in which a fourth order polynomial is fitted to a subset of pixels that have the least data-driven gradients. As for LAMOST, we continuum normalize the spectra following Ho et al. (2017) and Ting et al. (2017) , where a smoothed version of the spectrum with a kernel size of 50Å is adopted as the continuum.
Since the empirical relation that we will establish below is trained on a defined training set which spans a specific stellar parameter regime, it is crucial to only apply this relation to stars with similar stellar parameter, not extrapolating too far from the training values. To ensure this, we follow an approach developed in Ting et al. (2016) . We adopt the T eff , log g and [Fe/H] values of the APOGEE-asteroseismic and LAMOST-asteroseismic training sets from LAMOST DR3 and APOGEE DR14, and construct 3D convex hulls based on these stellar parameter values. We will only attempt to estimate asteroseismic parameters for stars in APOGEE DR14 and LAMOST DR3 that are within these restricted minimum convex polygon which encompasses the training set.
Imposing this selection criterion leaves us a total of 413,472 stars from LAMOST DR3 and 80,944 stars from APOGEE DR14.
We now construct a mapping from the normalized spectra, i.e., a vector with a dimensionality of the number of pixels, N pix , to the two asteroseismic values ∆ν and ∆P. This is a highly non-linear mapping that we construct through standard "machine-learning" approaches. We adopt a simple neural network that consists of three fully connected layers, each of which with N nodes = 300 hidden nodes, and the nodes are connected with a sigmoid activation function σ. We explored more elaborate networks, such as convolutional neural networks, but found them not to improve the classification, presumably because the mapping at hand is still relatively straightforward. Therefore, we keep the network simple for mathematical readability and the speed of training the network. Specifically, we presume that the asteroseismic ∆ν and ∆P can be written as a function of the normalized flux s, where
where i ∈ {1, 2}, j, k, l ∈ {1, . . . , N nodes } and m ∈ {1, . . . , N pix }.
We consider an L1 loss function to optimize the hyperparame- The left and middle panels show the distribution of RC stars determined in this study in the T eff − log g diagram. We consider all stars with inferred ∆P > 250 s to be RC stars. Shown are the T eff − log g values from LAMOST DR3 and APOGEE DR14. The grey background demonstrates the number density of the test stars in this study. The blue symbols show the T eff and log g of the training spectroscopic-asteroseismic sample, and the contours show the densities of the determined RC stars at 60, 80 and 95 percentiles, respectively. Overplotted in solid black lines are the MIST isochrones at 4 Gyr. The determined RC stars are located at the expected locus predicted by the MIST models, suggesting that the classification is robust. In the right panel, we illustrate the contamination rate for LAMOST stars with S/N pix > 75 at different locations in the T eff − log g diagram. Most T eff − log g region where the RC stars concentrate has a contamination rate < 5%. At the outer part, due to the lack of training set, the contamination rate is higher.
ter p ≡ (w, b) to best describes the training set. In other words, we minimize
where s i are the normalized fluxes of the i-th training spectra and (∆ν, ∆P) i are their corresponding asteroseismic value from Vrard et al. (2016) . We adopt the python PYTORCH package for this optimization. We did not consider the observed flux and asteroseismic parameter uncertainties, and adopted simply the mean values for the flux and the asteroseismic parameters. We explored whether the inclusion of flux uncertainties and 2MASS photometry as extra input in training significantly improved the asteroseismic parameter prediction, but found this not to be the case.
RESULTS AND DISCUSSION
We now show the results of predicting asteroseismic parameters directly from APOGEE and LAMOST spectra. The right panels of Fig. 1 illustrate immediately that this works, as single-epoch spectra can predict ∆ν and ∆P well, echoing Hawkins et al. (2018) . The left panels of Fig. 1 show the "ground truth" for the LAMOST and APOGEE training samples, the distribution of asteroseismic ∆ν and ∆P with its RGB and RC dichotomy. The right panels show the predictions for the same parameters, but now derived from the much larger test sample using our modelling of the LAMOST and APOGEE spectra; the distribution of these ∆ν and ∆P predictions show the exact same morphology as the training set, attesting at least qualitatively the fidelity of the spectroscopic ∆ν and ∆P estimates. Even though spectra probe only the photospheric properties of the stars, they "know" about the evolutionary states through subtle effects such as the [C/N] ratio. Classically, estimating ∆ν and ∆P requires multi-epoch light curve from dedicated surveys, such as Kepler, and a careful "boutique analysis" (e.g. Bedding et al. 2011) . Providing estimates of asteroseismic parameters from vastly abundant spectroscopic data is therefore valuable by itself. We note however that our "data-driven" predicted asteroseismic values are tied to the absolute scale outlined in Vrard et al. (2016) and inherit any biases that the catalog might have.
But most relevant for the paper at hand, Fig. 1 illustrates that the spectroscopically estimated asteroseismic parameters, especially ∆P, should allow us to cleanly separate the RC stars from the RGB stars (Bedding et al. 2011 ). This is because RC stars have very different ∆P (∼ 300 s) than their RGB cousins (∼ 70 s), even they might share the same T eff and log g. The two modes in ∆P are clearly visible for both test sample in the right panels of Fig.1 . We adopt a conservative approach to identifying RC stars by choosing ∆P > 250 s, which minimizes the (false positive) contamination in the intermediate ∆P region. With this criterion, our method yields 179,286 RC stars from LAMOST, 58,343 of which are from 
The stellar parameters values are adopted from LAMOST DR3. b For LAMOST, we further distinguish RC stars with S/N pix > 75 to be "RC_Pristine", and RC stars with S/N pix < 75 to be "RC". 
The stellar parameters values are adopted from APOGEE DR14. b For APOGEE, since most stars have S/N pix > 75, we assume all RC stars to be "RC_Pristine".
LAMOST spectra with S/N pix > 75, and 36,908 RC stars from APOGEE. The results of our modelling are summarized in Table 1 and Table 2 . In this study we consider both the primary RC stars (formed from lower mass stars) and the secondary RC stars (from more massive stars) together. But the bottom right panel of Fig. 1 suggests that it is also possible to classify primary and secondary RC stars using this method. At least for APOGEE, there is a visible bifurcation in ∆ν for stars with ∆P 250 s. Stars with ∆ν 6µHz may be classified as secondary RC stars (Yang et al. 2012 ). However, due to the lack of secondary RC stars in the training sample, we do not attempt to separate the two groups. Nonetheless using ∆ν 6µHz as a selection criterion, we found that the "contamination" from secondary RC samples is pretty negligible and only consists of ∼ 2 − 4% of our RC sample.
We emphasize that the training of the spectral model was done entirely independently for the APOGEE and the LAM-OST data sets. Therefore, stars that were observed by both APOGEE and LAMOST constitutes excellent crossvalidation set to quantify the contaminate rate, which is the focus of Fig. 2 . The right panel of Fig. 2 shows the ∆P spectroscopic estimates for all overlapping test stars (14,442 stars), showing good agreement between the two surveys. The standard deviations of ∆P and ∆ν between these two surveys are 50 s and 1 µHz, indicating that APOGEE and LAM-OST can estimate asteroseismic parameters to such precision. However, due to the current small overlapping sample size between the asteroseismic and spectroscopic data, it is hard to estimate the exact contamination rate directly from the asteroseismic "ground truth." This situation will improve with surveys such as TESS which will provide more stars with asteroseismic estimates in very near future. Nonetheless, in this study, we attempt to quantify the contamination rate from the APOGEE-LAMOST overlapping sample. We note that since APOGEE has higher resolution spectra and higher S/N (typically S/N pix 200), the contamination is mostly dominated by the LAMOST estimates. So we will primarily estimate the contamination for LAMOST below. We also tested the case where we set aside a part of APOGEE spectroscopic-asteroseismic sample as a cross-validation set. The cross-validation set estimates that the contamination rate for APOGEE RC sample is about 2 − 3%, for the range of S/N obtained in APOGEE, in agreement with Hawkins et al. (2018) .
The left panel of Fig. 2 shows the contamination rate for the RC classification for the LAMOST sample, as a function of S/N. The contamination rate is estimated from the differences in the ∆P estimates from APOGEE and LAMOST, for the stars that overlap among the two samples. We take it to be the fraction of stars that have ∆P LAMOST > 250 s, but with ∆P APOGEE < 250 s (upper, pessimistic contamination limit) or ∆P APOGEE < 200 s (lower, optimistic limit). The color-coding indicates the normalized number density of the LAMOST test data. The panel illustrates that the contamination rate is a strong function of S/N: for poor S/N, low-resolution LAM-OST spectra can incur a contamination rate of 10 − 20%, a similar rate as previous approaches (Bovy et al. 2014; Wan et al. 2015) . But when analyzing the LAMOST data with higher S/N, our approach does very well: at S/N pix = 50, the contamination rate is about 5 − 10% and at S/N pix = 100, the contamination is only ∼ 3%. The low contamination rate is perhaps not surprising as we exploit the full spectral information, beyond the stellar parameters that were previously explored. As shown in the y-axis, the overall contamination rate is about 9%, when integrating over the full range of S/N. This is two times lower than previous approaches for LAMOST, yielding 179,286 presumed RC stars. Since the RC stars give better distances Figure 4 . RC stars have excellent distance estimates even in the Gaia era. We show the cumulative distance distribution of the combined pristine RC sample from APOGEE and LAMOST detected in this study, excluding duplicates and low S/N (median S/N pix < 75) LAMOST objects. The color-coding shows the ratio of the estimated Gaia end-of-mission uncertainties to the typical distance uncertainties for RC stars. While Gaia provides better distances for stars that are within 3 kpc from the Sun, the precision of parallax distances is limited for stars located at a more considerable distance. RC stars, on the other hand, is only limited by photometric uncertainties and can provide better distances for a significant fraction of the Milky Way. About 18% (16,411 stars) of this pristine sample in this study will continue to provide better distances even with the Gaia final catalog.
primary goal of this study is to present a pristine catalog, in the following, we only select stars with S/N pix > 75. This criterion leaves 58,343 LAMOST RC stars, with a contamination rate of only 3%. When combined with the APOGEE non-duplicating sample, we have a total 92,249 "pristine" RC stars. Here we publish both our classifications, as well as the spectroscopically inferred asteroseismic parameters that permit independent classifications. While the S/N cut severely impacts the completeness of our RC pristine catalog, as shown in the top x-axis, we emphasize that our approach is primarily limited only by the spectra quality, not the astrophysical degeneracy in stellar parameters between RC and RGB stars. We caution however that the completeness stated only aims to serve a rough guide. Due to the lack of spectroscopic-asteroseismic training "groundtruth", here we adopt a somewhat ad-hoc definition for completeness. We define the completeness to be the fraction of the number of stars with ∆P > 250 s to the total number of stars with ∆P > 200 s, assuming that the number of RC stars that get wrongly classified to have ∆P < 200 s is compensated by the number RGB stars classified with ∆P > 200 s.
Another advantage of this method is that it is incredibly efficient and does not require deriving stellar parameters beforehand. Training the empirical relation takes < 5 GPU minutes, and inferring the asteroseismic catalog for all 413,472 LAM-OST stars only takes ∼ 1 CPU minute. Therefore, one can imagine an efficient survey strategy would be collecting low S/N data in the first pass, and stars with high estimated ∆P will then be followed up to improve the S/N and provide a more accurate classification. Fig. 3 shows that our determined RC stars agree well with stellar evolution models. The left and middle panels of Fig. 3 show the T eff and log g of the RC stars (without S/N cut). The black lines indicate the stellar evolution models from the MIST isochrones (Choi et al. 2016 ) at 4 Gyr. The grey background illustrates the number density of all test stars and the blue symbols the training sample. These panels also demonstrate that, for the high-resolution APOGEE sample, since the T eff − log g estimates are sufficiently accurate, the classical T eff − log g method (e.g., Bovy et al. 2014) can do relative well. On the other hand, the overlap in T eff and log g is not trivial for the low-resolution LAMOST sample, and the method presented in this study excels by exploring spectral information beyond the stellar parameters to achieve a low contamination rate. To further illustrates this point, the right panel shows the average contamination rate for different T eff and log g. The background shows the number density of the APOGEE-LAMOST overlapping sample. We only show bins in which the overlapping sample has more than 5 RC stars. As shown, for LAMOST data with S/N pix > 75, the contamination rate is < 5% even for regions where RC stellar parameters directly overlap with the RGB stars. Nonetheless, the panel also shows that in the part where there is a lack of training data, the contamination can still be high and can only improve with a more extensive training sample collected in the near future.
Constructing this pristine catalog of RC stars as standard candles across the Milky Way begs the question of whether it will retain value in light of Gaia data, which provide parallxes for a billion stars. In Fig. 4 illustrates that knowing that a star is an RC stars provides better distance estimates for the most part of the Milky Way. Plotted in Fig. 4 is the cumulative distribution of the number of pristine RC stars determined in this study as a function of heliocentric distances. We estimate the heliocentric distances by extrapolating the linear relation between log(d) and 2MASS K band magnitude determined in Hawkins et al. (2017) , where d is the heliocentric distances. We emphasize that the distances are only rough estimates as we do not attempt to correct for color, stellar age, and extinction. The full distances and extinctions will be carried out in a future study following the hierarchical Bayesian method developed in Hawkins et al. (2017) . We crossmatch our sample with Gaia DR1 to obtain the Gaia G band magnitude and calculate the end-of-mission Gaia parallax uncertainties following the estimates from de Bruijne et al. (2014) . This is a conservative limit since the coming Gaia DR2 parallax is about 2 times worse than the final catalog.
8 As for the RC stars, we assume that the distances uncertainties are about 6% (e.g., Bovy et al. 2014; Hawkins et al. 2017) . The fact that RC stars are better distance indicators for distant stars is expected: RC stars are brighter than G < 15 within 10 kpc from the Sun, and are therefore not severely limited by the photometric uncertainties, unlike astrometric measurements which quickly degrades with distances. We also note that while the distances in Fig. 4 truncates at 20 kpc, this is due to the S/N cut which biases against distant stars. The full catalog in this study with no S/N cut has a sample size that is 5 times larger and reaches ∼ 30 kpc. Furthermore, the current LAMOST iDR5 (not publicly available) catalog is 2 times larger. So revisiting some of the low LAMOST S/N RC candidates can readily provide an RC sample catalog that is about ∼ 500,000 RC stars with 3% contamination and ∼ 3% distances out to ∼ 30 kpc.
SUMMARY AND FUTURE OUTLOOK
In this study, we present a catalog of 210,371 RC stars with contamination of 9%, derived from the APOGEE and LAM-OST surveys. Among this sample, if we only consider spectra with S/N pix > 75, we have a pristine subsample of 92,249 RC clumps stars with 3% contamination, which is among the largest RC catalogs but with the least contamination.
We show that while single epoch spectra only probe the photospheric properties of stars, a data-driven model can be established to predict asteroseismic parameters, in particular the frequency separation of stellar interior p-modes ∆ν and the mixed mode period spacing ∆P consistent with Hawkins et al. (2018) , here we present the spectral inferred ∆ν and ∆P for about 500,000 stars. More importantly, such a data-driven model exploits more spectral information beyond the stellar parameters (T eff , log g, [M/H]). As a result, the method yields a more pristine RC catalog through their inferred asteroseismic parameters, especially low-resolution LAMOST spectra because low-resolution spectra are more limited in the precision of T eff − log g which hamper the ability to separate out RC and RGB stars using traditional methods.
The RC catalog presented in this work provides an excellent opportunity to map the Galaxy in a complimentary way to Gaia particularly for distant stars. But more importantly, with surveys such as LAMOST, DESI, and TESS which will provide many more spectroscopic-asteroseismic samples and low-resolution spectra from a significant fraction of stars in the Milky Way, the method presented in this study provides a straightforward way to select a pristine catalog of RC stars without the need of inferring stellar parameters. With lowresolution surveys such as LAMOST and DESI, we should be able to find an extensive and pristine sample of RC stars of about 500,000 RC stars out to 30,kpc. A dedicated effort can then be planned to follow up these RC stars to perform the ultimate Galactic cryptography of the Milky Way.
