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In this paper, systems which interact permanently with their environments are 
considered. Such systems are encountered, for instance, in real-time control or 
signal processing systems, C-‘-systems, and man-machine interfaces, to mention just 
a few cases, The design and implementation of such systems require a concurrent 
programming language which can be used to verify and synthesize the synchroniza- 
tion mechanisms, and to perform transformations of the concurrent source code to 
match a particular target architecture. Synchronous languages are convenient tools 
for such a purpose: they rely on the assumptions that: (1) internal actions of syn- 
chronous systems are instantaneous, and (2) communication with the environment 
is performed via instantaneous flashes involving some external stimuli. In this 
paper, we present a mathematical model of synchronous languages and illustrate its 
use on the SIGNAL language. This model is denotational, and encompasses both 
relational and functional styles of specification. It allows us to answer fundamental 
questions related to synchronous languages, such as “what are the basic construc- 
tions which should be provided by such languages?” ‘f’ 1992 Academic Press, Inc 
1. INTRODUCTION 
Reactive systems’ are considered in this paper. These are systems which 
interact permanently with their environments at rates which may be driven 
by these environments. Such systems are encountered, for instance, in real- 
time control or signal processing systems, C3-systems, and man-machine 
interfaces, to mention just a few cases. It is usually recognized that a 
reliable design of such systems should be supported by a concurrent 
programming style. On the other hand, the highly demanding nature of 
’ This name was introduced in (Harel, 1987; Hare1 and Pnueli, 1985) and extensively used 
in (Berry and Gonthier). 
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these applications forces us to consider as well the requirement of highly 
efficient and reliable implementation, in the cases of both sequential and 
distributed implementation. This requires powerful formal tools to prove 
the equivalence of such different implementations. Hence fundamental 
studies on mathematical models of reactive systems are required to provide 
the basis for the above mentioned tools. 
We shall not discuss here the drawbacks and merits of current tools 
in programming reactive systems (finite state machines, Petri Nets, 
concurrent programming languages such as ADA or OCCAM); the interested 
reader is referred to the excellent discussion in (Berry and Gonthier; Berry, 
1989) on this subject. We shall merely concentrate on the discussion of the 
synchronous approach we follow in this paper. 
1.1. The Basic Synchronicity Hypotheses 
While classical (i.e., asynchronous) concurent languages do implicitly or 
explicitly refer to some external and universal time reference, the notion of 
“time” is completely different in synchronous reactive systems. To be more 
explicit, synchronous reactive systems differ from asynchronous ones in the 
following aspects: 
1. The internal mechanisms of the system: every action (computation 
or internal communication) is instantaneous, i.e., has a zero duration; 
2. The communications with the external world: the set of the possible 
input channels is fixed and known in advance, and the flows carried by 
these channels are specified through both 
l the values they carry 
l a total ordering of the “instants” at which these values are 
available at the external ports. 
Of course, this last requirement is the fundamental feature which 
characterizes the way synchronous reactive systems communicate with the 
external world, compared to asynchronous ones. Let us illustrate this point 
using a simple example. Consider a reactive system with two inputs: 
1. a data input carrying an ordered tile of data named x. 
2. an interrupt input port named s. 
Then, the specification of an input history according to the synchronous 
point of view must be of the form 
Xl x2 x3 -L 
I s2 I s, etc.... 
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(as usually, I denotes the absence of data); i.e., both the values and their 
global interleaving must be specified. The integer index n = 1, 2, . . . is used 
for this purpose. The progression of this index n has to be considered as the 
proper notion of time flow in synchronous systems. In other words, the 
essentially nondeterministic character of the communications with the 
external world in reactive systems is concentrated inside some (ignored) 
external mechanism which decides this global ordering. Hence, the advan- 
tage of the synchronous point of view is that the nondeterminism of external 
communications is strictly concentrated on this mechanism, and is not 
propagated inside the hod-v of the system itself: 
A first consequence is that any function of, or any constraint on these 
input stimuli may be specified by mathematical recurrent equations. 
Another fundamental consequence is that the notion of time is local to a 
giuen sub.system: there is no universal time reference, as we shall see later 
when communications are studied. 
These are the fundamental reasons of the power of synchronous 
approach. Among languages relying on this synchronicity assumption are 
the imperative language ESTEREL (Berry and Gonthier; Gonthier, 1988), 
the declarative and functional language LUSTRE (Caspi et al., 1987; Caspi 
and Halbwachs, 1986; Plaice, 1988) and the declarative and relational 
language SIGNAL we discuss in this paper; related to the same formalism is 
also the approach of STATECHARTS in (Harel, 1987; Hare1 and Pnueli, 
1985). 
1.2. On the Semantic of SIGNAL 
As argued before, SIGNAL must rely on a mathematical model; such a 
model and the language were developed simultaneously. In fact, two 
models of different styles were introduced. 
A didactic overview of the fundamental issues raised by SIGNAL may be 
found in Benveniste and Le Guernic, 1990. Then, an operational semantics 
was given in Benveniste et al. (1989) in terms of conditional rewriting rules 
a la Plotkin (1981), and, in Benveniste et al. (1988), it was shown how this 
operational semantics may be used to develop the SIGNAL compiler. On the 
other hand, a data-flow oriented introduction to SIGNAL is presented in 
Le Guernic and Gautier (1989), where the Trace model for SIGNAL, which 
we further develop in the present paper, was first introduced. 
The purpose of the present paper is different. We want to concentrate on 
fundamental aspects of the synchronous approach for reactive systems. 
This will be done by developping a new denotational semantics. This 
denotational model is related to the mathematical notion of “discrete-time 
dynamical system,” or “system of recurrent equations,” a discrete-time 
counterpart of differential systems. Such ideas are found in LUCID (Ashcroft 
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and Wadge, 1976, 1985), which is proposed as a model for data-flow 
languages. But the allowance of uncausality and particular ways to handle 
timing make LUCID not suitable as a model of reactive systems, as 
discussed in Caspi et al. (1987). To our knowledge, the pioneering work 
relevant to the denotational style of semantics is the Dynamic Network 
Processes model introduced in Kahn (1974) and Kahn and MacQueen 
(1977). DNPs are functions mapping input histories into output histories; 
their denotational semantics has been studied in detail in De Bruin and 
Boehm (1985). Kahn’s model has been used with suitable extensions and 
modifications in Plaice (1988) to cope with the synchronicity assumption 
as a model for the LUSTRE language. Let us emphasize that these are non- 
trivial modifications of the original DNP model, which was essentially free 
from any notion of synchronicity. Studies on synchronisation mechanisms 
within data-flow languages are presented in the excellent article (Caspi. 
1990); see also Lee (1989) for a data-flow model loosely related to SIGNAL. 
Here, we shall introduce our approach via the very simple mathematical 
notion of Multiple Clocked Recurrent Systems (MCRS), an immediate 
extension of systems of recurrent equations to properly reason about 
synchronization and timing. From this easily accepted starting point, the 
relevance of a “Truce” model of relational style will clearly follow. By “rela- 
tional” we mean a model where behaviours are specified via constraints or 
relations rather than functions. This model may be considered as a suitable 
generalization of w-languages (or Biichi automata in the regular case 
(Biichi, 1960; McNaughton, 1966; Muller, 1963) in order to handle syn- 
chronization and data types which are not finite alphabets; they also have 
a flavour of the theory of traces (Aalbersberg and Rozenberg, 1988). This 
Trace model is first used to give the semantics of SIGNAL. 
Then our purpose is to study fundamental questions related to 
synchronous reactive systems such as: what are the basic constructions a 
synchronous language should provide? To study this, we must reline our 
,purely relational Truce model in order to be able to introduce axioms that 
our basic synchronization tools (signals and clocks) should satisfy. This 
yields the 52 model. The ideas behind the Q model are borrowed from the 
probability and ergodic theories (Ornstein, 1974; Dellacherie and Meyer, 
1976). Its advantages are that 
1. it allows us to axiomatise the notions of signal and clock, 
2. it encompasses both relational and functional styles of specifica- 
tion, 
3. parallelism is a built-in notion. 
Using this !J model, we are able to prove that SIGNAL provi&,s the right 
primitives to achieve the maximum expressive power for synchronization 
mechanisms in reactive systems. 
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1.3. Organization of the Paper 
Section 2 is devoted to an informal introduction to MCRS and the 
SIGNAL language. The Trace model is presented in Section 3, and is used to 
formally define the SIGNAL language. Section 4 is the core of the paper: the 
Q model is introduced and studied, and filtering and multiplexing are 
exhibited as fundamental primitives to build any synchronization 
mechanism. Finally the D model is used in Section 5 to study some proper- 
ties of SIGNAL and to show by the way that it possesses a maximum 
expressive power for synchronization mechanisms. 
2. MULTIPLE CLOCKED RECURRENT SYSTEMS AND 
THE SIGNAL LANGUAGE 
2.1. An Informal Introduction to Multiple Clocked Recurrent Systems 
Consider a discrete-time dynamical system described by a set of 
recurrent equations 
where the variables x, and y, are both vector valued and n = 1,2, 3, . . . . 
The x,‘s are internal variables, or states, and we may define some of the 
components in y, to be input variables, and some as output variables and 
investigate the resulting input-output behaviour of this system. Clearly, 
depending on the peculiarity of the functionsfand g, at a given instant, the 
output may not exist for a given input and state, or multiple solutions may 
exist. In this sense, this is a relational dynamical system. 
What is new is a certain kind of restricted asynchronism. This is 
explained next. Assume that each variable, in addition to the normal values 
it takes in its range, can also take a special value representing the absence 
of data at that instant. The symbol used for absence is 1. Therefore, an 
infinite time sequence of a variable (we shall refer to informally as a signal 
in this discussion) may look like 
1, -4, I, I, 4, 2, I, . . (2) 
which is interpreted as the signal being absent at the instants n = 3,4, 7, . . . 
etc. Systems such as (1) where the signals are of the form (2) will be termed 
Multiple Clocked Recurrent Systems (MCRS). The following questions are 
immediate from this definition: 
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(1) If a single signal is observed, should we distinguish the following 
samples from each other? 
1, -4, 1, J-, 4,2, I, . . . 
1, 1, 1, -4, 1,4, 1,2, 1, . . 
1, -4,4,2, . . . 
Consider an “observer”* who monitors this single signal and does nothing 
else. Since he is assumed to observe only present values, there is no reason 
to distinguish the samples above. In fact, the symbol I is simply a tool to 
specify the relative presence or absence of a signal, given an environment; 
i.e., other signals that are also observed. Jointly observed signals taking the 
value I simultaneously for any environment will be said to possess the 
same clock, and they will be said to possess different clocks otherwise. 
Hence clocks may be considered as equivalent classes of signals that are 
present simultaneously. As a first consequence, we prefer to omit the time 
index n when referring to signals since clocks are ony relative rather than 
absolute notions. 
(2) How can we interconnect two MCRS of the form (1 )? Consider the 
following two MCRS: 
yn = if x, > 0 then x, else I (3) 
and the usual addition on sequences, namely 
zn=yn+un (4) 
In combining these MCRS, it is certainly preferable to match the successive 
occurrences y,, y,, .., in (4) with the corresponding present occurrences 
in (3). But this is in contradiction with the immediate mathematical 
interpretation of the system of equations 
y, = if x, > 0 then x, else I 
which yields z, = I+ U, whenever x, 6 0, and certainly does not match the 
usual interpretation of the addition of sequences. This kind of subtlety 
should convince the reader that the naive writing (1) for MCRS is not 
convenient either as a specification technique or as a mathematical model. 
In the following section, we shall introduce informally hte kernel of the 
2 In the common sense; no mathematical definition is referred to here. 
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SIGNAL language to specify MCRS. A more extensive discussion of such 
and related issues may be found in Benveniste and Le Guernic (1990). 
2.2. SIGNAL-Kernel 
We shall introduce only the primitives of the SIGNAL language, and drop 
any reference to typing, modular structure, and various declarations; the 
interested reader is referred to Gautier et al. (1987). SIGNAL handles 
(possibly infinite) sequences of data with time implicit: such sequences will 
be referred to as signals. At a given instant, signals may have the status 
absent (denoted by I) and present. If x is a signal, we denote by {x~}~~, 
the sequence of its values when it is present. Signals that are always present 
simultaneously are said to have the same clock, so that clocks are 
equivalence classes of simultaneously present signals. Instructions of 
SIGNAL are intended to relate clocks as well as values of the various signals 
involved in a given system. We term a system of such relations program; 
programs may be used as modules and further combined as indicated later. 
A basic principle in SIGNAL is that a single name is assigned to every 
signal, so that in the sequel, identical names refer to identical signals. The 
kernel-language SIGNAL possesses 6 instructions, the first of them being a 
generic one: 
(i) R(x1, . . . . xp) 
(ii) y := x $ x0 
(iii) y := x when b 
(iv) y:=u default v 
(~1 PI Q 
(vi) PI! xl, . . . . xp. 
Their intuitive meaning is as follows (for a formal definition, see Section 3): 
(i) Direct extension of instantaneous relations into relations acting 
on signals, 
R(x1, . . . . xp) o Vn : R(x1, , . . . , xp,) holds, 
where R(. . .) denotes a relation and the index n enumerates the instants at 
which the signals xi are present. Examples are functions such as 
z :=x+y(Vn:z,=x,+y,)orstatementssuchas (aandb) orc=true 
(Vn : (a,, and b,) or c, = true). A byproduct of this instruction is that afl 
referred signals must be present simultaneously, i.e., they must have the same 
clock. This is a generic instruction; i.e., we assume a family of relations is 
available. If one chooses an instantaneous relation accepting any p-uple, 
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the resulting SIGNAL instruction only constrains the involved signals to 
have the same clock: this is the way we derive the instruction written 
synchrox, y, . . . which only forces the listed signals to have the same 
clock. 
(ii) Shift register, 
y :=x$xOoVn>l :y~=X~~~i~Y1=Xo~ 
Here the index 12 refers to the values of the signals when they are present. 
Again this instruction forces the input and output signals to have the same 
clock. 
(iii) Condition (b is boolean): y equals x when the signal x and the 
boolean b are available and b is true; otherwise, y is absent. The result is 
an eventbased undersampling of signals. Here follows a table summarizing 
this instruction: 
b 
true false I 
x 
(iv) y merges u and v, with priority to u when both signals are 
simultaneously present; this instruction is the key to oversampling as we 
shall see later. Here follows a table summarizing this instruction: 
ll 
V u v 
1 l4 1 
Instruction (it(iv) specify the elementary programs. 
(v) Combination of already defined programs: signals with common 
names in P and Q are considered as identical. For example 
(Iy:=zy+a 
I zy := y $ x0 
I ) 
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denotes the system of recurrent equations 
On the other hand, the program 
(Iy :=xwhenx>O 
IZ :=y+u 
I 1 
yields 
if x, > 0 then Yn = xn 
z,=yn+un 
else y, = II, = z, = 1, 
where (x,) denotes the sequence of present values of x. Hence the 
communication 1 causes I to be inserted whenever needed in the second 
system z :=y+u . This is what we wanted for the example (3.4). 
(vi) Restriction to the listed set of signals: other signals are local to 
the considered program and therefore play no role in program communica- 
tion 
A formal semantics of SIGNAL is presented in Section 3 using the Trace 
model. 
3. THE Trace MODEL FOR MCRS AND A SEMANTICS OF SIGNAL 
In this section, a mathematical model for MCRS is presented, and used 
to formally define SIGNAL. The reader is referred to Section 2 for the 
motivation of the following definitions. 
3.1. Histories, Signals, Clocks 
Consider an alphabet (finite set) A of typed variables called ports. For 
each a E A, 9j is the domain of values (integers, reals, booleans, ..,) that 
may be carried by a at every instant. Introduce 
where the additional symbol i denotes the absence of the value associated 
with a port at a given instant. For two sets A and B, the notation A + B 
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will denote the set of all maps defined from A into B. Using this notation, 
we introduce the following objects. 
Events. Events specify the values carried by a set of ports at a 
considered instant. The set of the A-events (or “events” for short when no 
confusion is likely to occur) is defined as 
Events will be generally denoted b E. We shall denote by I the “silent” 
event E such that E(U) = -L Vu E A. 
Traces. Traces are infinite sequences of events. Let N, = { 1, 2, . ..} 
denote the set of integers, then the set of A-truces (or simply “traces”) is 
defined as 
Compressions. The compression of an A-trace T (deleting the silent 
events) is defined as the (unique) A-trace S such that 
where 
k,=min{m>O: T,#l}, k,=min{m>k,-,: T,#l}. 
The compression of a trace T will be denoted by T1. 
Histories and Signals. The condition 
TJ = T’J 
defines an equivalence relation on traces we shall denote by T- T’. The 
corresponding equivalence classes are called histories. The set of all possible 
histories on A will be denoted by 52,, so that we have3 
Q, = (Q,),-. 
Elements of a,,, will be generically denoted by oA or simply o when no 
confusion can occur. While the notion of trace refers to a particular 
environment (since the I’s are explicitly listed), the notion of history does 
not. Since 
QA = CN, + (A + %)I,- 
3 ,- denotes here the quotient space by the relation 2. 
643/99/Z-6 
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any uA E Q, may be written as 
and the 0,‘s are termed signals. Hence a signal is a component of a history 
specified by selecting a particular port in the alphabet A. The notion of 
“signal” has been informally discussed in Section 2.1 ( 1 ), where we 
motivated the definition of signals and histories as equivalence classes with 
respect to the relation -. 
Clocks. Extend the domains gU with another distinguished value T, 
intended to encode the status “present” regardless of any particular value. 
Consider the map chronos, E 6SA + { 1, T} defined by 
chronos,(l) = 1, chronos,(x) =T for x # 1. 
For each event E E gAA, there is a unique map in &A + JYA making the 
following diagram commutative. Denote it by chronos,: 
A 
Similarly, there is a unique map in 0, + O,, which we denote by 
chronos,, making the following diagram commutative: 
This map satisfies the condition T, - T2 * chronos,( T,) - chronos,( T,), 
so that it induces a map in Q, -+ Q, we shall now denote by chronos: the 
chronos of a history is another history which summarizes the status 
{present/absent > of each of its signals (i.e., components). 
Now, given w  E Q, and a E A, consider the signal of port a of the history 
chronos(w): this signal summarizes the relative status present/absent of the 
signal w, given the other signals involved in the history o. We shall call 
this signal the clock of w,, or the clock of a for short when no confusion 
is likely to occur, and denote it by clock(o,) or clock(u). 
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3.2. MCRS 
Definition of MCRS. A MCRS is simply a subset 
acsz, 
of the set of all histories on A. In other words, we consider the dynamical 
system (l), or, better, a SIGNAL program, as a way to specify “legal” 
histories. 
Restricting MCRS. Consider a subset A’ of the alphabet A. The inclu- 
sion A’ c A induces a projection from 6’A onto 8As we denote by E + E!!,,. 
Following the same argument as for the definition of clocks, we derive the 
following family of restrictions we generically denote by .!!A,. First, the 
commutative diagram 
N+ 
d ;,,A\, 
A 6 A’ 
uniquely defines the restriction T-+ T!!,. on traces. Since T, - T, =+ 
(Tt)!!A,- ( TJirAs holds, a restriction on histories w  + o!!~~ may be defined, 
which finally yields a restriction on MCRS that we denote by 
This restriction maps the set of MCRS defined over the alphabet A onto 
the set of MCRS defined over the alphabet A’. The MCRS 52,,,, is called 
the restriction of Q to (the subalphabet) A’: only the signals with ports in 
A’ are visible from outside and may be used for MCRS communication, 
which we shall define next. 
MCRS Communication. Consider two MCRS Q,, Q, respectively 
defined over the alphabets A, and A,. Set A = A, u AZ. Then Q, 152, will 
denote the maximal4 MCRS B defined over the alphabet A satisfying the 
following conditions: 
In other words, the communication constrains the signals in .Qi and Sz, of 
a shared port to be identical (i.e., to be present simultaneously and then 
carry the same value). This is exactly what we wanted while discussing the 
example of Eqs. (3.4). 
4 With respect to the order by inclusion a’ % Q defined on MCRS 
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3.3. The Definition of SIGNAL 
According to the preceding section, in order to specify an MCRS over a 
given alphabet, we have to describe a subset of all histories that can be 
built upon this alphabet. Since histories are defined as equivalence classes 
of traces with respect to the relation -, this may be done by listing a 
family of constraints on the set of all traces that can be built on this 
alphabet. The equivalence classes of the so specified traces are the specified 
histories. This is what we shall do next. 
Instruction (i): R (xl, . . . , xp) 
VnEN,, Vi:xi,#l 
Vn E N, : R(xl, , . . . , xp,) holds. 
Here, the notation xi, denotes the value carried by the port with name xi 
at the n th instant of the considered trace. This notation will be further used 
in the sequel of this subsection. 
Instruction (ii): y := x $ x0. 
VnEN + :x,#l 
Vn > 1 : yn = x,_~ 
yz = x0. 
Instruction (iii): y := x when b. 
VnEN 
if x, # I and b, = true then x, 
+>yn= else 1. 
Instruction (iv): y := u default v. 
if u, # I then u, 
VnEN +ryn= else if u, = I and v, # I then v, 
else 1. 
Instruction (v): P 1 Q. We have already defined the operator 1 on 
MCRS. 
Instruction (vi): P ! 1 xl, . . . , xp. We have already defined the 
restriction of MCRS to a subset of ports. 
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3.4. Discussion 
At this point the following question should be investigated: Did we 
propose in the SIGNAL language the right primitives to specify MCRS? More 
specifically, we would like to prove that no loss occurs in using SIGNAL 
instead of the general and abstract mathematical model of Section 3.1 to 
specify constraints and relations concerning timing in MCRS. This is the 
subject of the rest of the paper. 
4. THE Q MODEL FOR MCRS 
4.1. Criticizing the Trace model 
In the preceding section, we have introduced the Trace model for MCRS. 
Although simple, this model is not powerful enough to analyse the 
fundamentals of timing. To illustrate this claim, let us consider the 
following MCRS, that are specified using SIGNAL: 
1. y :=u+v 
2. y : = x when b 
3. y :=u default v. 
Referring to Section 3, the corresponding MCRS are defined via con- 
straints on the set of all possible joint behaviours of the signals involved in 
these instructions. This is a relational style of specification. Its advantage is 
to allow a very simple definition of the MCRS communication. However, 
taking systematically a relational point of view is certainly restrictive, as 
shown by the above examples: the signals on the right hand side may cer- 
tainly be considered as inputs and y as output. Therefore we shall extend 
our Trace model to allow mixed relational/functional styles of specification. 
Moreover our intuition is that Example 2 possesses the clocks of x and 
b as master clocks whereas the clock of y is entirely determined by the two 
master clocks and the values of the boolean signal b. A similar argument 
holds for Example 3. 
Therefore what we would like to have is a mathematical model of MCRS 
with the following features: 
l both relational and functional point of views should be encom- 
passed. 
l the notion of communication should be easily described. 
l more fundamentally, we should be able to define clocks via a set of 
self-explanatory axioms and then derive from these axioms how new clocks 
may be created from given ones. 
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Using such a model, we would be able to answer the question we raised in 
the preceding section, namely does SIGNAL provide the right primitives to 
specify general synchronisation mechanisms for MCRS? The Q model we 
shall introduce next as a refinement of the Trace model has this as its 
objective. 
4.2. The Fundamentals qf Timing 
4.2.1. Processes and Information Flows 
Consider a MCRS R. For w  E Q, denote by 
T, (01) (6) 
the unique trace such that (cf. Section 3.1) VTE w, T-1 = Tl(o), i.e. Tl(w) is 
the unique trace representing o with no “silent” events. For two histories 
w, o’ E Q, we define the equivalence relation 
~%~o’oVmdn: [Tl(w)],= [T,(o’)],. (7) 
When (7) holds, we say that w  and w’ possess identical initial segments up 
to n. The equivalence relation Z# on Q defines a partition of Q we denote 
by I7,. The family of partitions (Z7,) is ordered as follows: for m <n, A’, 
is finer than II,,,, written Z7, < IZ,, which means that every element of 17, 
is a union of elements of Z7,. This yields the following definition where N 
denotes the set of nonnegative integers: 
DEFINITION 1. A process is a pair (Q, (I7,),, N ) or {Q, Z7} for short, 
where 
l Sz is a MCRS, 
l for every n, Z7, is a partition of I2 into sets of histories of identical 
initial segments up to n (cf. (7)) and 17, is the trivial partition (a, 0). 
The ordered family of partitions (I7,) is called the information ji’ow of the 
process. 
17, is to be interpreted as “the information available at time n.” Hence 
the refinement of the notion of process with respect to that of MCRS lies 
in the attention we pay to initial segments. 
4.2.2. Clocks 
The purpose of this subsection is to generalize the notion of clock we 
introduced in the Trace model. Recall that in this model, signals are com- 
ponents of histories and clocks summarize the relative status present/absent 
of these signals. But taking components is just a particular function defined 
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on histories, hence we shall extend this notion by allowing more general 
functions to be considered. Such functions will have to satisfy special 
“causality” conditions as discussed in the next example. 
EXAMPLE. In this example we use the same conventions as in 
Section 3.3 to specify histories via constraints on traces. Consider the 
MCRS consisting of all possible single signals o of integer type. Select a 
threshold 1 and consider the successive instants n = n,, n,, .., such that 
w, > 1 holds, We define a new signal by setting “y, = if n E { nk) then w, 
else I,” and the clock of this signal y is just defined by the sequence of 
instants {nk). To know whether a given instant n is a tick of this clock, it 
suffices to know the initial segment [w,, . . . . wn] of o up to the instant n. 
This is a sort of a causality property that will serve as a basis for our 
axiomatic model we shall present now. 
In this example we illustrated how to create new clocks via (history- 
dependent) undersampling, but history-dependent over-sampling is useful as 
well in specifying synchronization in MCRS (cf. Beneviste and Le Guernic 
(1990)). For instance, the set Nk endowed with the lexicographic order is 
useful to represent k - 1 nested loops that are fired at each instant. To 
allow for oversampling, we need to consider with some care what are the 
time index set we want to handle. 
Given two totally ordered sets F and Y’, we shall write 
to mean that Y is a subset of Y’ and that the natural injection from Y 
into F’ is order preserving. Similarly 
denotes the supremum of all Y’s satisfying Y 5 o,p, Y’ and Y E o,p, Y’. If 
%’ and Y--I’ possess a common upperbound for the relation co,+, their 
supremum is well defined and is denoted by 
DEFINJTION 2. A time index set is a denumerable, totally ordered set .Y 
such that N cO.P. Y. Time index sets are generically denoted by Y and 
their elements by the letters s, t, u, v. The elements 0 and cc of N are 
assumed to be respectively the infimum and the supremum of 9. 
Using the natural embedding of N into F allows us to write expressions 
such as s<n where SEY and nEN. 
Comment. We consider that there exists some master time index set N. 
The introduction of oversets of N will allow to consider clocks that are 
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more frequent than N. To face the same need, Gonthier (1988) uses the 
real line as a universal time index set, but only discrete subsets are effec- 
tively used. We prefer our approach since referring to a universal notion of 
time might be misleading in our context. 
Clocks may be defined using three equivalent points of view: a set of 
instants, an increasing sequence of dates, an increasing counter. In any 
case, clocks are history-dependent, so that they will be defined as functions 
of histories. This is consistent with the discussion of Section 4.1. In the 
following definition, we are given a time index set F. 
DEFINITION 3. A clock is defined via the following equivalent points of 
view: 
1. Using sets. A clock is specified by a subset i7 E 52 x F satisfying 
the property 
{ (0, s) E R, s < n + 1, w’ x, 0) * {(w’, s) E R}. 
We shall use the notations 
A(w, .)= {sE~:(u,S)ER} 
r7(.,s)=(oEn:(u,S)ER}. 
2. Using dates. A clock is a function 
H:SZxN-+~ 
satisfying the properties 
H(o, 0) = 0, H(o, co)=cc 
m <n and H(o, n) < 00 =S H(w, m) < H(o, n) 
H(w, n) < m + 1 and w’ z,,, o * H(o’, n) = H(w, n). 
We shall often write H,(w) instead of H(o, n). 
These two definitions are related to each other via the formulae 
(0,s)El7o3n:H,(w)=s 
H,(o)=min{s: #(R(~,.)n[O,s]}=n}, 
(9) 
(10) 
(11) 
(12) 
(13) 
(14) 
(15) 
where # (. . . ) denotes cardinal. Counters were introduced for the same 
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purpose in Caspi and Halbwachs (1980). They may also be introduced here 
via the formula 
/(‘(co)= #{m~N:H,(o)<s}. 
Comments. 1. The notion of clock we introduced in Section 3 may be 
viewed as a particular case of the first point of view. Given w  and a E A, 
the clock of w, may be represented by the set of indices n such that 
[rl(o),](a) # I (cf. the notation (6) and the definition of traces in 
Section 3). The causality condition (9) is immediate in this case. Only 
undersampling was encountered in the Truce model. 
2. The second point of view (using dates) will be more convenient 
than the first one in the sequel. 
3. The conditions (9) or (14) axiomatize the causality property we 
discussed in the example of Section 4.1. In particular, (14) expresses that, 
to decide whether H, E [m, m + l), it suffices to know the initial segments 
up to and including m. This reflects the fact that, while the “system” may 
live between m and m + 1, it does not receive fresh information during this 
period. 
Time Changes. Suppose you have a clock, and you are interested in an 
infinite sequence of data which are present at each occurrence of this clock. 
Then you would probably like to forget the original time reference, and 
prefer to work with the abovementioned clock as zf it were the time 
reference. For this purpose, it is needed to define how processes are carried 
out through such time changes. 
DEFINITION 4. Let {Sz, ZZ,)} be a process, and H a clock. Define 
wz:,“u’om<H,(w)<m+l and 0 zm co’. (16) 
This is an equivalence relation. Formula (16 defines (l7,) as the informa- 
tion flow associated with the clock H. 
The fact that (16) defines an equivalence relation is due to the property 
(14). The information flow associated with a clock is the good way to 
encode the notion of initial segment in the case of time changes. 
4.2.3. Signals 
To encompass both relational and functional points of view, we shall 
generalize the notion of signal as introduced in Section 3. In this section, 
signals were introduced as being components of histories. But selecting a 
component is just a particular function. Hence we shall more generally 
define signals as being functions of histories that satisfy suitable causality 
conditions. 
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DEFINITION 5. Let {Q, II} be a process, and H a clock. A {Q, IZ, H}- 
signal (or signal of clock If for short when no confusion is likely to occur) 
taking its values in a set 3 is a function 
X:QxN,+Z, written (0, n) + X,(w), 
satisfying the following property: 
W’~:“W-Xn(O’)=Xn(W). (17) 
Definition 5 expresses the fact that X, has to be considered as present 
and known at time H,; H,(o)= cc means that X,(o) is never delivered. 
Comment. The notion of signal introduced in Section 3 may be viewed 
as a particular case of Definition 5. Namely, for a E A, w, as defined in (5) 
is equally well specified by the pair 
{clock(~,X ((w,),,, (mrr)n>> . ..))t 
where nk is the kth tick of clock(w,) and (w,),~ is the value of the kth 
present occurrence of 0,. Considering next o as variable yields exactly a 
particular case of definition 5 since condition (17) is immediate. 
4.3. The Algebra of Clocks 
Throughout this section, we are given a fixed process {Sz, Z7}, and all 
clocks we shall consider are defined on this process. The aim of this section 
will be to introduce a “clock algebra”: writing relations within this algebra 
will be the convenient way to specify constraints on clocks. For this 
purpose we shall introduce a partial order on the set of the clocks, and 
we shall introduce two useful primitives on this set, namely filtering and 
multiplexing. And we shall finally prove that these primitives allow us to 
build any clock in finiteIy many steps. This will be the first major result of 
our paper. Throughout this section, we shall use the notation 
cT( H) 
to refer to the time index set where the clock H takes its values. 
43.1. A Partial Order on the Set of the Clocks 
Given two clocks H and K such that F(K) co.+ F(H) holds, we define 
(cf. (10)) 
K~HoVo:~((o,.)cR(w,.). (18) 
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In other words, KG H means that the set of occurrences of K is included 
in the set of the occurrences of H whatever the history w is. 
Warning. Since the intersection of two time index sets is a time index 
set, any two clocks H and K possess an inlimum. Unfortunately, the 
supremum of two time index sets is generally not a time index set, so that 
the supremum of two arbitrary clocks is not defined in general. The opera- 
tions of inlimum and supremum (when the latter is properly defined) will 
be respectively denoted by 
K A H, K v H. (19) 
43.2. The Filtering 
LEMMA 1. Let H be a clock and Y its time index set, and let B be a 
boolean signal with clock H. The formula 
K={(c0,s)~SZx~:3nsuch that H,(o)=sandB,(o)=true} 
defines a new F-valued clock we shall denote by 
K=HJB (20) 
and is referred to as the clock obtained by filtering H by B. 
Proof: That K is a clock: easy, left to the reader. 
The meaning of filtering is the following: H 1 B extracts from H the 
instants where the boolean B is true. Conversely, we have the following 
result: 
LEMMA 2. Zf K E H, then we have K = H 1 B where B is given by 
B,(w) = ‘;;e G 
if H,(w) E R(w, .) 
otherwise. 
The proof is elementary, and is left to the reader. The filtering is a 
primitive instruction of the languages LUSTRE and SIGNAL (the when), and 
may be built in ESTEREL. 
4.3.3. The Multiplexing 
No tool is usually provided in real time oriented languages to allow 
oversampling at data dependent rates. Our purpose is now to investigate 
theoretically the difficulties behind this notion within our Q model. 
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We are given a clock H taking values in a time index set Y-. Let C be 
an integer valued (nonnegative) signal with clock H, such that 0 6 C, < co 
for n finite, and C, = 0. Set 
endowed with the lexicographic order defined by 
[s, k] < [s’, k’] 0 s < s’ or (S=.r’andk<k’). 
Note that 5 is naturally identified with the subset Y x (0) of 9’; we shall 
often use this embedding in the sequel. 
DEFINITION 6. The multiplexing of the clock H by the signal C is 
denoted by 
K=HtC 
and is the Y’-valued clock K defined as 
(w,[s,k])~Ro{3m:H,(o)=sandOdk~C,(w)}, (21) 
where C,(o) = 0 by convention. 
Figure 1 depicts this procedure. The T’s denote an increase by 1 of the 
second component of H 7 C, whereas the J’s replace at the same time H, 
by Hm+, and k = C, by k = 0. C, specifies how many additional instants 
have to be inserted between the nth and the (n + 1)st instants of H. To 
justify the above definition, we have to prove the following result: 
THEOREM 1. K = H r C is a { 52, Z7}-clock. 
FE. 1. Multiplexing. 
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Proof: Using (21) we have 
(Co, [S,k])ER+o,S)ER 
so that 
since [s, k] <n + 1 z-s < n + 1 by definition of the lexicographic order. 
Then take m as in (18), since C is a signal of clock H, we have 
w’ En 0 = C,(d) = C,(w) (23) 
Finally, (22) and (23) together prove the theorem. 
The next theorem is the fundamental result of this paper. It expresses the 
fact that filtering and multiplexing are the right primitives to construct any 
clock. 
THEOREM 2. Let H be a F-valued clock, where 
F=NL, Q<L<cO 
is endowed with the lexicographic order. Then H may be decomposed as 
H’=Id 
H’= H”lB1 
VI>O:H’+‘=(H’fC)JB’ 
H=HL 
(24) 
where B’ and C’ respectively are boolean and nonnegative inger signals,’ and 
Id denotes the clock “Identity” defined by Id,,(o) = n. Furthermore, among 
all possible decompositions, there is a minimal one, which we denote by 
HO,, . . . . Hk, such that 
Q~<L:H:GH’ (25) 
for any decomposition (24). 
Proof: Denote by proj, the projection of Y onto N’ obtained by 
5 Of suitable clocks so that the corresponding formulae make sense. 
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discarding the L - I last coordinates of t to get proj,(t). Using the notation 
(9) we define the clock H’ by 
$=proj,(R). (26) 
To prove the theorem, it suffices 
1. to verify that ?? satisfies the condition (9), 
2. to prove that H’+ ’ and H’ are related via (24). 
The first assertion is proved by induction over 1. Write for short 
t(l) = proi 
and decompose t(/+ 1) = [t(l), k]. Consider n such that n Q t(I) < n + 1. 
The definition of the lexicographic order implies that n Q t(l+ 1) < n + 1 
also holds. The formula 
H’= proj,(H’+‘) 
implies in this case that6 
??( ., t(f)) = proj,(H’+ ‘( ., t(l))) 
= iJ a ‘, Ct(4, kl)? 
so that 
{(w, t(l))Esand o’E,,w} * {(o’, t(l))~$}, 
which proves the first assertion by induction. 
To prove the second assertion, select m as in (21) and set 
Cf,(w)=max{k30: [t(l),k]~dCI(~, .)} 
Then apply Lemma 1 to the clocks H’+’ c H’T C’ to get B’. 
To prove (25) we remark that the formula (26) yields the desired decom- 
position. This finishes the proof of Theorem 1. 
Comments. 1. The most general time index set we may expect is any 
denumerable ordinal F. But, if t denotes a limit ordinal in F, there exists 
an increasing sequence in F converging to t. Hence only finitely many such 
limit ordinals may exist in 5, otherwise F would contain NN with 
lexicographic order, but this latter ordinal is isomorphic to K, which is not 
’ We use the notation (11). 
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denumerable. Finally r must be a subset of NL for some finite L, so that 
Theorem 2 is the most general one may expect. 
2. This theorem states that assuming that every clock is defined in 
terms of the most frequent one is incorrect from the mathematical point of 
view: both multiplexing and filtering should be used in general. 
3. The combined use of the operations 1 and v on clocks may cause 
difficulties, as the following example shows. Consider two different non- 
negative integer signals C and C’ of clock Id. Should we consider that the 
two clocks Zdf C and ZdT C’ take their values 
(a) in the same, or 
(b) in different 
copies of the set N x N? In the first case, the supremum (Zdf C) v (Zdf C’) 
does exist, while it does not in the second case since no total order is 
defined on the union of these two different copies. 
Although simpler, the first choice is not very convenient, for it would 
result in very strange situations. Take for instance Cr 1 and C’ E 3: one 
may expect that this should correspond to increasing the sampling by a 
rate 2 and 4 respectively. Unfortunately this is not what we get by applying 
the definition of multiplexing, which yields instead 
ticks of Id: l .  .  
ticksofldtc: l l l l l l 
ticks ofzdt C’: .  l .  .  .  .  .  .  .  .  .  .  
Finally, the most reasonable choice is the second one, namely to always 
assume that different signals C create clocks with values in dtfferent time 
index sets. This should be kept in mind in the sequel. 
4. The main result of this section is that the algebra of the clocks of 
a given process is equipped with the operations A and v in a natural way, 
and that filtering and multiplexing are convenient constructions to build any 
clock. Obviously (as it has been pointed out in (Plaice, 1988)), these 
two constructions may be combined into a single one provided that in 
Definition 6, C, is interpreted as the amount of instants inside the semi- 
closed interval [H,, H,, + , ) instead of the open one (H,, , H, + 1 ) as we have 
done. But we preferred to keep this distinction since only the multiplexing 
may create problems. 
4.4. Zsomorphisms and Process Algebra 
Notice that, given two processes P= {Q, ZZ) and P’= (Q’, ZZ’}, their 
communication PJ P’ is well defined: just take the MCRS Q 1 Q’ and 
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consider its information flow according to Definition 1. The same holds for 
the restriction P!!A which is built over s2,!,. Hence the set of processes 
equipped with the communication and restriction will be called the process 
algebra. We state now a notion of isomorphism within the process algebra. 
DEFINITION 7. Two processes P = (Q, n) and P’ = {52’, Z7’) are said to 
be isomorphic, written 
Pr P’, 
if there exists a bijection @: a -+ Sz’ such that @(n,) = I7;. 
Clearly, this notion of isomorphism is a congruence, namely 
P~P’and QEQ’ * PlQzP’IQ’. 
A natural notion of morphism may be defined as well: the map Q, 
introduced in the above definition is a morphism from P into P’ if 
F’(Z7:) < n,, where @-’ denotes the inverse map of @ (which acts on 
subsets of Q’), and d is the ordering on partitions we introduced just 
before Definition 1. But we shall not discuss the notion of morphism any 
further. 
4.5. Processes Revisited: A More Abstract Definition 
In Definition 4 we introduced time changes. Referring to this definition 
we may wish to set r’i, = 17,” and consider objects such as {Sz, a}. Unfor- 
tunately, such objects are not covered by Definition 1 since the elements of 
the partition fl, are not initial segments of R of length n. 
However it is not until the beginning of Subsection 4.4 that we used the 
fact that the B’s are MCRS and the n’s associated information flow of 
initial segments. In fact this property has only been explicitly used in 
defining the process communication PI P’. In all other statements and 
proofs the only properties we really needed on the objects Sz, Z7,, z ,, were 
the following: 
l R is a set. 
l (Z7,) is an ordered family of partitions of Q and w  z,, o’ if by 
definition o and o’ belong to the same element of the partition n,. 
Let us state this more precisely. 
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DEFINITION 1 REVISITED. A process is a pair {Q, (Dn)ncN} or (52, n> 
for short, where 
l f2 is set 
l for every n, ZZ, is a partition of 52 and we write o z:, o’ to mean 
that w  and w’ belong to the same element of the partition I7,, 
l the family of partitions (n,,) is ordered by refinement, i.e., for m < n, 
each element of ZZ, is a union of elements of n,,; moreover, Z7, = (0, 0 }. 
The ordered family of partitions (Z7,) is called the information flow of the 
process. 
Everything in this section 4 carries out to this more abstract notion of 
process, except the definition of process communication for which the defini- 
tion we gave explicitly used the fact that 52 is a MCRS. In particular, we 
may use the results on the algebra of clocks for the (time changed) process 
{Q, i?} we introduced at the beginning of this subsection, and we may also 
use the notion of process isomorphism. This generalization will be required 
in Section 5 where some properties of SIGNAL are studied. 
In fact, the whole 52 model might have been developed entirely based on 
this abstract definition, including the notion of process communication. 
This makes the whole theory harder to follow so that we preferred the 
presentation of this paper. The reader interested in the abstract version of 
the Q model is referred to (Benveniste and Le Guernic; Benveniste et al., 
1988). 
4.6. Discussion 
We have introduced the 52 model as a refinement of the Trace model. We 
first equipped the notion of MCRS with the structure of initial segments to 
derive the notion of process. Then we built on this new notion a denota- 
tional theory with encompasses both relational and functional styles of 
specification. Finally we have shown how this theory may perfectly lit a 
more abstract notion of process that covers in particular the use of time 
changes. 
We used this model to study the algebra of clocks and showed that 
filtering and multiplexing are convenient primitives to build any syn- 
chronization mechanism. Unfortunately it appeared that the multiplexing 
as such causes difficulties to occur since the supremum of two clocks 
obtained via multiplexing is generally not properly defined. The Q model 
will be used in the next section to investigate the properties of SIGNAL. 
643/99/Z-7 
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5. PROPERTIES OF SIGNAL 
In this section, we show that SIGNAL satisfies the following properties: 
1. The semantics of any program may be stated using a process 
which possesses Zd as the most frequent7 clock. Consequently, no multi- 
plexing is involved in such semantics and we do not encounter the problems 
that may be caused by the simultaneous use of v and 7 operators on clocks 
(cf. the warning of Subsection 4.3.1 and Comment 3 following the proof of 
Theorem 2). 
2. However SIGNAL allows us to simulate multiplexing in a sense 
we shall formalize. Hence this ensures that SIGNAL has the maximum 
descriptive power to spectfv synchronization mechanisms in synchronous 
reactive systems. 
3. The Sz model may be used to define different semantics of a 
SIGNAL program, from purely relational to purely functional ones, and 
these different semantics are shown to be bisimulation equivalent in a sense 
we shall make precise. 
Because of point 3, we shall indicate explicitly whether we consider the 
Trace-semantics of a SIGNAL program, or one of its Q-semantics. In hand- 
ling SIGNAL programs and their semantics, we shall use the following 
notations: for each signal X involved in a SIGNAL PROGRAM, we denote by 
X and H(X) the corresponding signal and its clock in the considered 
semantics. 
5.1. SIGNAL Does Not Use the Multiplexing as Such 
THEOREM 3. The Trace-semantics of any SIGNAL program may be stated 
without the use of multiplexing. 
Proof This is an immediate consequence of the two following facts: 
1. The Trace-semantics of SIGNAL has been given in terms of the 
Trace model of Section 3; 
2. No oversampling of clocks is possible within the Trace model; cf. 
Comment 1 following Definition 3. 
5.2. SIGNAL Allows Us to “Simulate” Multiplexing 
The undefined notations may be found in Section 4.3.3. Consider the 
clock 
H=ZdfC. 
’ Or maximal in the sense of the ordering on the clock algebra. 
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We may write 
where’ 
H, = CN,o Mkl, (27) 
(28) 
We shall translate these formulae into a SIGNAL program. The current 
instant is k: it will be handled implicitly. 
However, we also need to handle the signal C,. This signal may be 
produced by the following program: 
( 1 CURRENT-C :=CdefaultLAST-C 
1 LAST-C :=CURRENT-C$O 
I synchroCURRENT_C,M,N 
I 1 
The last instruction specifies that the three mentioned signals must have the 
same clock. Then, CURRENT-C carries the most recent value of C, and C, 
is represented by the signal CURRENT-C. 
The boolean signal ( Mk ~ , = C, _, ) is also needed. The input signal C 
is received the instant following a true occurrence of this boolean (this is 
expressed by the last synchro instruction). The corresponding program is 
( 1 DOWN-NEXT-TIME := (M=CURRENT-C) 
1 DOWN :=DOWN-NEXT-TIME$true 
I synchroc, truewhenDOWN 
I 1 
Then it remains to encode the two Eqs. (28): 
( I ( ( N := (ZN+lwhenDOWN) default ZN 
1 ZN:=N$O 
I > 
I ( I M:= (OwhenDOWN) defaultZM+l 
1 ZM:=M$O 
I 1 
I 1 
s These formulae are an immediate writing of Fig. 1. 
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This gives finally the program’ 
MUX{ ? C ! N, M} %? listofinputs, ! listofoutputs % 
= 
( 1 ( 1 CURRENT-C :=CdefaultLAST-C 
1 LAST-C :=CURRENT-C$O 
1 synchroCURRENT-C,M,N 
I ) 
1 ( 1 DOWN-NEXT-TIME := (M=CURRENT-C) 
I DOWN :=DOWN-NEXTYTIME$true 
I synchroc, truewhenDOWN 
I ) 
I ( I ( 1 N := (ZN+lwhenDOWN) default ZN 
1 ZN :=N$O 
I 1 
1 ( 1 M:= (OwhenDOWN)defaultZM+l 
1 ZM:=M$O 
I 1 
I 1 
I 1 I! C,M,N %visibleports % 
For each of the three modules we have introduced, it is straightforward 
although tedious to verify using the Trace-semantics of Section 3.3 that it 
implements the desired formulae, namely (27) and (28). 
Next, consider the following two processes:” 
PRIMITIVE-MUX = { Sz c, Z7, 1, where 
C is the alphabet {C} 
Q, is the set of all possible histories of C 
and Z7, is the associated information flow, and 
MUX= {Q, ZZ}, where 
(29) 
Sz is the Trace-semantics of program MUX, cf. Section 3.3 (30) 
and Z7 is the associated information flow. According to (5), each o E Q is 
of the form 
0 = (w,, m,, qd) 
9 A much more concise program exhibiting a multiplexing mechanism has been presented 
in Benveniste and Le Guernic (1990) based on a decreasing counter; the present form is useful 
for our theoretical purpose. 
lo Cf. Section 3.1 and 4.2 for undefined notations. 
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and we denote by @ the first projection: 
On the other hand, denote by H the clock of C in MUX, and consider the 
time-changed information flow (cf. Definition 4) 
on MUX. Then we have the following theorem where the abstract notion 
of process as in Definition 1 revisited is used: 
THEOREM 4. 1. We have 
OZ”, w’ 
H,(o)dk< H,+,(w) 
2. The map @ is an isomorphism from the process {Q, i?,} onto the 
process (Q,, WC),), and the image by @ of the N2-valued signal [N, M] 
is the clock Id t C. 
Comment. The first statement expresses that no fresh information is 
received by MUX between two successive occurrences of C, so that no loss 
occurs by replacing the original information flow (ZZ,) by the time changed 
one (il,). And the second statement gives a precise meaning to what we 
mean by “simulating multiplexing.” 
Proof: For 
Hn(w)~k<H,+,(w) (31) 
it is easily checked on the Trace-semantics of MUX that this process 
evolves as follows: 
N, + I (0) = N/AWL M,+,(w)=M,(w)+ 1. 
This proves statement 1 since condition (31) only depends on the initial 
segment of length H,. 
That @ is a bijection is a consequence of the fact that the behaviour of 
the process MUX is entirely determined by its input C. Finally, that 
[N, M] is mapped onto Zdf C is an immediate consequence of the fact that 
the program MUX implements the formulae (27)(28). 
DISCUSSION. The reader may have found what is the deep reason that 
SIGNAL is able to simulate multiplexing. The key tool is in fact process 
communication. Multiplexing is rebuilt within the program MUX from the 
following two pieces: 
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1. The first piece is the two instructions 
( I CURRENT-C :=CdefaultLAST-C 
1 LAST-C :=CURRENT-C$O 
I 1. 
The communication causes the two signals LAST-C and CURRENT-C to 
have the same clock, and the first instruction asserts that C is less frequent 
than the two other signals. This program causes a (non-determinate) 
number of -L’s to be inserted between successive occurrences of C. More 
generally, the effect of the communication as defined in Section 3 may also 
be expressed on the “compressed” traces (i.e., traces with no silent events): 
in PI Q the traces of P and Q are “expanded” (i.e., silent events are 
inserted) to allow signals of shared ports to be identical. This expansion 
mechanism is a sort of “weak” multiplexing, i.e., a multiplexing which is 
not determined entirely by P, but needs a communication with another 
process in order to occur. 
2. The second piece is the instruction 
( 1 synchroc, truewhenDOWN 
I ). 
Since DOWN is a function of C, this instruction specifies the amount of 
inserted silent events between successive occurrences of C as a function of 
C itself. This fixes the “weak” multiplexing created by the communication 
and makes it a deterministic operator. 
5.3. From Trace-Semantics to Q-Semantics of SIGNAL Programs 
Theorem 4 states that at least two different semantics may be of interest 
for the program MUX { ?C ! N, M}, and that they are related via a time 
change followed by the isomorphism @. We shall show that this situation 
may be generalised. 
EXAMPLE. A semantics of the instruction Y := X when B may be given 
in the two following ways: 
1. Its Trace-semantics, namely 
where Sz is the Truce-semantics built according to the rules of Section 3.3 
and Z7 is the associated flow of initial segments. This is a purely relational 
style of semantics. 
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2. A new semantics, namely 
where Q,,, B) is the set of all histories on the alphabet (X, B}, as defined 
in Section 3.3 and LI,,, BJ is the associated flow of initial segments, whereas 
Y and its clock H(Y) are defined by 
ff(y)=H(m A (mmla 
(32) 
ff( Y),(~) = ffu-),(~) =s- Y,(o) =X,(o). 
This is a purely functional style of semantics as wished for at the beginning 
of Section 4. 
In either case 1 or 2, however, a triple { Y, X, B} of signals was defined on 
a process (Sz, Z7}, which satisfies the relations (32). This is a situation 
similar to that of Section 5.2, and we show next that both examples are 
particular cases of a general result. 
53.1. Determinism 
Consider a SIGNAL program P and partition the set of its signals as 
{Ul, . . ..up. Yl, . . . . Yq}. Denote by Q its Trace-semantics. We 
consider also the associated process P = (Q, ZI}, where n is the informa- 
tion flow of initial segments of 52. 
The information on P an observer may learn by having access to 
Ul, . . . . Up only is represented by an information flow we denote by l7” 
and call the information flow generated by the Ui's. This information flow 
may be constructed as follows. Consider the family of all information flows 
on R making each of the Ui (i = 1, . . . . p) to be a signal of clock H(Ui). This 
set is not empty since it contains li’. Referring to the order on information 
flows defined by IT’ < I7 if by definition Vn, I7: < l7:, this set is stable by 
finite inlimum. Hence a minimal information flow does exist within this set: 
this is n”. The information flow 17U is characterized by the following 
property: for (0, k) define the index ni via 
H( Ui)n,(m) G k < H( u;)n, + I tw); 
then we have 
8 
1 
(33) 
Vi= 1 , . . . . p; n 6 ni : H(“i)n(o’)=H(Ui)n(m) 
(Ui)n(m’) = (“i)n(0). 
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This formula expresses that Lr” is entirely known when the Ui’s are 
observed. 
DEFINITION 8. The program P is said to be deterministic w.r.t. 
Ul, . . ..Upif 
KY = n,, (34) 
holds (no information is lost by observing only the Ui’s). 
It turns out that the reasoning of Section 5.2 may be borrowed here. Set 
H=H(U,) v ... v H(U,) 
and write fi,, = II”.. Then the following theorem holds: 
THEOREM 5. If P is deterministic w.r.t. Ul , . . . , Up then 
1. No fresh information is received between H, and H,, , : 
Co zfj, 0‘ 
H,(o) <k< H,+,(w) 
(35) 
2. Writing w  = (wUl, . . . . oup; CO,, , . . . . mug), the map 
@: 0 + (OUl, .,.) coup) 
is an isomorphism from (52, n} onto {L?!!,, IT,!,}, where QLz, is the 
restriction of 52 to the subalphabet U = {Ul , . . . , Up} and iI! !” is the 
associated information ji’ow of initial segments. 
Proof: Statement 1 is just a rewriting of (33), and statement 2 is an 
immediate consequence of 1. Note that it is not assumed here that the Ui’s 
are free inputs: they may be constrained, hence the use of the restriction 
Q::, which is in general different from the set of all possible histories on 
the alphabet {Ul , . . . , Up >. 
Sufficient conditions to guarantee that a SIGNAL program is deterministic 
are checked by the SIGNAL compiler as shown in Benveniste et al. (1988, 
1989). 
5.3.2. Bisimulations 
Consider a process (9, Z7}, where 52 is a MCRS and 17 the associated 
information flow of initial segments. Then assume we are given another 
process (a’, II’} in the generalized sense of Definition 1 revisited. 
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DEFINITION 9. A bisimulation from {Q, ZI} onto (Q’, IZ’} is a pair 
(H, CD), where 
1. H is a clock on {Q, ZZ} satisfying condition (35) 
2. @ is an isomorphism from {Sz, n} onto {Sz’, Z7’}, where 
iTn=HHn. 
We write 
{Q, H} --=+ {Q’, zz’} 
to refer to the above property and we define the bisimulation equivalence as 
its transitive and reflexive closure. 
Comment. Hence, observing two processes that are bisimulation 
equivalent provides the same information, however at rates that may be 
different (cf. Theorem 6 below for a precise statement of this). The com- 
munication of a given process with two processes that are bisimulation 
equivalent also yields two processes that are bisimulation equivalent. These 
remarks justify the use of the name “bisimulation” which is classical in 
process calculi. Finally, note that Theorem 5 relates bisimulation with 
determinism. 
THEOREM 6. We are given a bisimulation 
(8, n> = {a’, H’) 
and we set C,(w) = H,, ,(co) - H,(o). We define the map 
(H, @)*: K-t K’, 
where K is a clock on the process { 52, IT} which we decompose according to 
Theorem 2” 
K=(...(ZdJB’)...fCL)lBL, 
and K’ is then given byl’ 
K’=[(...([ZdfC]@‘)...tCL)JBL]4-‘. 
Then the map (H, @)* is an isomorphism between the clock algebras of 
(Q, II} and {Q’, Z7’). 
” We use in fact the “minimal” decomposition labelled with *‘s in Theorem 2. 
‘*fog denotes the composition of the maps f  and g. 
643/99/2-s 
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Proof: 1. Co @ ~ ’ is a signal of clock Zd on {Q’, ZZ’ }. Since H is a 
clock, we have 
From this and condition (35) we derive 
so that 
w2 =:H, WI => Cn(W2) 3 C,(o,) 
whence equality follows by symmetry: this proves step 1. Consequently 
Zdf (Co@-‘) is a clock on {a’, Z7’}. 
2. K’ is a clock on (a’, ZZ’ ) and the image by @ of the partition ZZK, 
is the partition Zl;C;. We prove this by induction on the length L of the 
decomposition of K. The result for L = 1 was proved in step 1. Hence we 
assume the result to hold for K as in the theorem, and prove it for the 
clock (Kf@+‘)JB ‘+ ‘. By definition of the multiplexing 
02~:“0,jCf;+‘(W*)=C,L+‘(01). 
But by assumption 
so that C,L+‘o @-I is constant on the elements of the partition II;;, 
whence (Kt CL+ ‘)o @-’ 1s a clock. Similarly we prove that BL + ’ o @ -’ is 
constant on the elements of the partition ‘74 where K” = (Kt CL+‘)0 W’. 
This proves step 2. 
3. The map ( ff, @)* is invertible and its inverse is K’ -+ K where 
K’= (...(ZdJ B”)... 1 C’“)J B’L 
K= (...(HJ B’)... t CL)1 BL, 
where B’ = B”o @, C’ = C”o @. This is easy although tedious to verify. 
4. That (H, @)* is an isomorphism of clock algebras follows 
immediately from the preceding steps. For instance Kz = K, 1 B yields 
K; = K; 1 B’ where B’ = BO @- ‘, Similarly K = K, v K, rewrites to 
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K, = K1 B, and K2 = K1 B, where B, or B, = true which carries out 
through the map (H, @)*. This finishes the proof of the theorem. 
53.3. The Q-Semantics of a SIGNAL Program 
Consider table 1, where H : y =x is a shorthand for 
CHk(m) = H(Y),(~) = H(xM~)l* b,(w) = x,(w)l, 
and H(u) - H(u) denotes the unique clock K such that H(u) = 
K v (H(u) A H(v)). This table shows how to derive the system of clock 
equations H(P) and signal equations sig(P) associated with the program P. 
DEFINITION 10. We are given a SIGNAL program P with involved signals 
(ul, . . . tup; Yl, mq.9 yq} and we assume P to be deterministic 
w.r.t. ul , . . . , up. Then we term an Q-semantics of P a triple 
{Q,, n,; Cu,, . . . . up, Y,, .-, u,l >, where 
l Q, is the Trace-semantics of the program P ! ! ul , . . . , up I3 and 
17, is the associated information flow of initial segments 
l for i=l , . . . . p, ui is the ith signal of the history o,, E 52, and H(ui) 
its clock 
. forj= 1, . . . . q, yj is a signal of clock H(y,) on the process {Q,, I7,} 
and the family of signals [u,, . . . . up, y,, . . . . y,] satisfy the constraints 
specified by the program P according to Table 1. 
Summary. The Q-semantics of a program is generally not unique as 
shown by the examples of the MUX and of the when. Theorems 5 and 6 
provide a way to build different Q-semantics of a program by starting from 
its Trace-semantics and selecting any t-tuple making this program deter- 
ministic. The so obtained Q-semantics are bisimulation equivalent. 
TABLE 1 
Program Clocks 
R(xl, . . ..xp) H=H(x,)= ... =H(x,) 
y := x $ x0 H=H(y)=H(x) 
y:=xwhenb H=H(y)=H(x) A (H(b)Jb) 
Y:=udefaultv H(Y) = H(u) v  H(u) 
PIQ WP)uH(Q) 
Signals 
H : R(x,, . . . . xp) 
H:L‘,,=.x~~, 
H:I’=.x 
H(u) : y = u 
H(u)-H(u):y=v 
sk(P)usig(Q) 
” The restriction of P to the listed signals. 
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6. CONCLUSION 
Starting from elementary discussions related to systems of dynamical 
equiations we motivated the introduction of SIGNAL as a language to 
specify and program reactive systems. As a first attempt to provide a 
denotational semantics of SIGNAL we introduced the Truce model which is 
purely relational and exhibits built-in parallelism: objects within this model 
are defined as restrictions on the set of all possible joint behaviours of 
“signals.” To further investigate fundamental issues related to synchronous 
languages and reactive systems we introduced a drastically new 52 model 
which encompasses both relational and functional styles of specification, 
and allowed us to introduce the notions of clock and signal via axioms. 
Then two basic constructions were proved able to build any new clock 
from a master one, namely filtering (or event based undersampling) and 
multiplexing (or event based oversampling). Finally we proved that SIGNAL 
possesses the first construction as a built-in primitive while the second one 
may be “simulated” in some precise sense. This shows in particular that 
SIGNAL possesses maximum descriptive power for synchronisation 
mechanisms. Finally, we have shown how the Q model may be used as an 
alternative semantic domain of SIGNAL to obtain different semantics (from 
relational to purely functional ones) that are bisimulation equivalent. 
We believe that, although probably unfamiliar to the computer science 
community, our Q model is a significant contribution to fundamental 
studies on synchronous reactive systems. In particular a variation of this 
model provided us recently with a multiple clocked generalisation of 
Leiserson and Saxe’s theory of retiming that may be applied to various 
proofs of equivalence of synchronous reactive systems. This will be 
presented in a forthcoming paper. 
APPENDIX: NOTATIONS 
Tl 
Q,47 WA 
0, 
clock(u), clock(w,) 
Q 
a 
!! 
Q,lf2;2, 
compression of a trace 
histories on A 
signal of port a 
clock of a 
MCRS 
a set 
restriction 
MCRS communication 
(Truce)-semantics 
initial segments 
information flows 
Sect. 3.1 
Sect. 3.1 
Sect. 3.1 
Sect. 3.1 
Sect. 3.2 and 4 
Sect. 5 
Sect. 3.2 
Sect. 3.2 
Sect. 3.3 
Sect. 4.2, Eq. (7) 
Sect. 4.2, Def. 1.5 
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process 
time index set 
clocks 
time change 
filtering 
multiplexing 
sup, inf of clocks 
Sect. 4.2, Def. 1.5 
Sect. 4.2, Def. 2 
Sect. 4.2, Def. 3 
Sect. 4.2, Def. 4 
Sect. 4.3 
Sect. 4.3 
Sect. 4, Eq. ( 19) 
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