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Abstract--This paper presents a combination ofglobal iterative methods, based on the Fatou-Julla 
theory, and local methods to find selected roots of elementary transcendental eqttations, z .= F(z, c), z 
and c complex, that occur in complex Sturm-LiouviUe elganvalue problenm, indielectric spectroacopy 
and in orbit determination. Suitable starting values for the iteration function, zn+l = F(zn, c), and 
appropriate regions for each determ;n~tion f the invoke iteration function, Zn+l = F -1 (zn, c), are 
presented. Converg~ace criteria re derived from the facts that F has very few attractive fixed points 
and that the attractive fixed points of F -1 have relatively large ~;n ,  of attraction i  the above- 
mentioned regions. Certain fixed points of F can be reached quickly by means of a local method, 
llke Newton's method. It is shown by means of digital figures that, in general, Newton's method may 
lead to attractive cycles or to unpredictable roots when the starting values are near the Fatou-Julia 
set. Convergence toparasitic roots or even to strange attractors may occur with iterative methods 
of higher order. 
1. INTRODUCTION 
In interactive or automatic scientific omputation, one looks for adapted methods to solve specific 
problems that occur in applications. The present paper proposes acombination of global and local 
iterative methods to find specified roots of elementary transcendental equations, F(z ,  c) - z - O, 
c real or complex, that occur in the two-point boundary value problems, which could be called 
complex Sturm-Liouville igenvalue problems, after separation of variables in initial-boundary 
value problems in physics and engineering. Such equations also occur in dielectric spectroscopy 
and in orbit determination. 
It will be shown that the iteration functions in question, zn+l = F (zn ,c ) ,  have very few 
attractive fixed points, z = F (z ,  c), and very few critical values. Geometric onsiderations will 
identify bounded regions of the plane which contain the attractive fixed points and the critical 
values of F. Moreover, the attractive fixed points of all but a few determinations of the inverse, 
F - I  , of F have relatively large basins of attraction. An application of the Fatou-Julia iteration 
theory for entire and meromorphic functions will ensure convergence to the specified roots, while 
attempting to avoid attractive cyles. In the presence of slow convergence, Steffensen's procedure 
will accelerate convergence. In cases where the specified roots are known to lie in convex regions, 
good starting values can be supplied for an efficient use of a fast convergent local method, like 
Newton's method. 
In Section 2, transcendental equations are derived from the boundary conditions of some Sturm- 
Liouville problems in the complex plane. The dielectric spectroscopy equations are considered 
in Section 3. Section 4 presents basic concepts of the Fatou-Julia theory which will be used 
here. Section 5 discusses drawbacks of local methods, like Newton's method, in the context at 
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hand. Section 6 presents almost global iteration schemes. In Section 7, Newton's method is used 
effectively to find roots in some cases. Application to Kepler's equation is done in Section 8. 
Finally, Section 9 concludes the study with a programming strategy. 
2. COMPLEX STURM-L IOUVILLE  PROBLEMS 
Several boundary conditions for two second-order ordinary differential equations will be seen 
to lead to elementary transcendental equations. 
First, the differential equation 
y"  = -A2y, a < = < b, (1) 
admits the general integral 
for which 
The boundary conditions 
y(z) = a cos Az +/~ sin Az, 
y'(z) = -aA  sin Az +/~A cos Az. 
y(a)  - -  ye(a); ye(b) "- O, 
may be written as the linear homogeneous linear system 
(cos + sin + Z (sin - cos ha) = 0, 
-aA  sin Ab +/~A cos Ab = O, 
and so the associated boundary-value problem has a non-trivial solution if and only if the deter- 
minant vanishes; 
cos Ab (cos Aa + A sin Aa) + sin Ab (sin Aa - A cos An) = 0, 
cos A(b - a) = A sin A(b - a), 
or  
= cot A(b - a ) ,  
so that, with A(b - a) = z, b - a = c, one obtains the transcendental equation 
Z 
cot  Z = --.  
C 
Other boundary conditions for Equation (i) and the equivalent transcendental equations are 
listed in Table I. 
Table 1. The  t~ble l,i=t= some boundary condition= and t~elr ~pad ing  t~-uu~en- 
denta l  eqtmt iom for Eqtmt lom (1) and  (2). Here z = A(b - a) and  c = b - a. 
Differential eq-. B(-,-d,,~y condition1 ~ eqs. 
l l "  = -A=I/  
t/" = A2Y 
u(,.) ± ~,'(,,) = o, ~'(b) = o 
~(,,) ± u'(, .)  = o, y(b) = o 
~(=) = o, u'(b) = o 
~(,,).4- ~'(b) = O, ~(b) = 0 
~(,,) ±,X~(b) = O, ~'(b) = 0 
~(=) ± ~'(=) = O, ~(b) = 0 
y(,=) ~ ~'(b) = O, ~(b) = 0 
v(=) • ~'(b) = O, ~,~(b) + ~'(b) = 0 
cot  z = :Fz /c  
tan z = ±z /c  
COSZ = 0 
=in z = +z /c  
cos z = :Fz/c 
tanhz = 4-=/¢ 
dnhz  = " ' z /c  
• = = " , ' z /c  
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63 
~/' = A2y, a < z < b, (2) 
admits the general integral 
~(z) = ae ~ +/~e -~", 
for which 
~'(z) = aAe ~" - OAe -~=. 
Again, boundary conditions for Equation (2) and the equivalent transcendental equations are 
listed in Table 1. 
By introducing complex z, A, a, b and c, the distinction between Equations (1) and (2) disal>- 
pears. After some transformations such as tanh z = -i tan iz and c ~ 1/c, the transcendental 
equations contained in Table 1 become 
z =ccot  z, z = ctanz; 
1 1 . 
z ---- -- cos  z,  z - -  - - smz;  
c c 
Z---~ lez .  
These trigonometric and exponential transcendental equations have infinitely many roots, except 
possibly for at most two values of c, as follows from an extension to Picard's theorem [1]. The 
problem considered in this work is to find any specified root of these equations. 
3. D IELECTRIC  SPECTROSCOPY 
Coaxial transmission lines have been used as sample cells in dielectric measurents for many 
years. Reflection measurements with the sample terminating in an open circuit [2,3] lead to 
solving the permittivity equation 
z tan z = c, (3) 
for the unknown normalized propagation constant, if, for a set of experimentally obtained values 
of the complex normalized admittance, -~. Similarly, a short circuit termination [4,5], leads to 
the permittivity equation 
z cot  z = c. (4 )  
The length of the sample, its position, and the impedance terminating the line were chosen, in 
the past, to provide the best accuracy at each frequency being used [2]. However, over the past 
twenty-five years, commercially available automated network analyzers could measure impedance 
over an increasing range of frequencies. For optimal use of this instrumentation, it is not practical 
to adjust the length of the sample or the termination to obtain the best performance at each 
frequency. Thus (3) and (4) are to be solved over a wide range of values of c, for some of which the 
roots z may come close to double roots of these equations. The multiple-valued inverse function, 
z = H(e) ,  associated with (3), was used by W.R. Scott and G.S. Smith [6] to shed light on the 
structure of its Riemann surface and its branch points. However, in the application, the use of 
the Lagrange series to represent z as a function of c is too time consuming to be practical and, 
to solve (3), W.R. Scott [7] used Muller's method. It may also be remarked that Henrici [8] 
proposed a method related to the qd-algorithm to find roots and poles of meromorphic functions. 
For the short-circuited line, the fundamental regions of (4) axe drawn in [5], in polar coordinates. 
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4. FATOU- JUL IA  ITERAT ION THEORY 
A few results from the Fatou-Julia global iteration theory, as extended to the iteration of 
meromorphic functions [9] and their inverses, will now be listed. A general presentation of the 
iteration theory for rational functions, notation, and references are found in a recent survey by 
Blanchard [10]. The complex plane and the extended complex plane, or Riemann sphere, will he 
denoted by C and C = C U oo, respectively. 
Let ~ : C ~ ~ be a transcendental meromorphic function and consider the iteration 
z~+1 = ~(z~), n = 0, i, 2,.... (5) 
A fized point 8 of ~o, s = ~o(s), is attractive, repulsive, or indifferent, as the absolute value of its 
multiplier, ~'(s), satisfies, resp., [~'(s)l < 1, > 1, or = 1. 
The inverse, ~-1 of the function ~ may have two kinds of finite singularities or critical poiats, 
namely, algebraic critical points, which are the zeros of ~(z) ,  and transcendental critical ~ ints ,  
which are the finite exceptional or asymptotic values of ~. The image, ~(z), of a critical point, 
z, will be called, for short, a critical value of ~. 
Let 
~(z) = ~[~"-l(z)], ~°(z) = z, (6) 
denote the n th iterate of z by ~o. The Fatou-Julia set of ~, J(~o), is the set of nonnormality of ~o: 
J(~o) := {z; {~n(z)}n°°=l is not a normal family}. (7) 
The set of normality of ~, Af(~), is defned in a similar way. The RddstrJm set [11] of ~, ~(~o), 
is the set of predecessors of the essential singularities of ~: 
7~(~) := {z; ~n(z) is not defined for some n E N}. (8) 
Then A f, 3" and ~ satisfy the relation 
X(~) = C \ (Y(~) U ~Z(~)). (9) 
Of course, for entire and rational functions ~R is empty. For the meromorphic functions considered 
here, J" and ~ are nonempty sets without isolated points. Moreover, J and A/" are completely 
invariant with respect to ~, i.e., invariant under ~ and ~-i. 
A b-cycle of ~ is a set of k distinct points, s0,sl,... ,St-l, satisfying the relations Sl = 
= ,*k-1 =  k-1(s0), s0 = 
The multiplier of a b-cycle, 
(~k)'(s~) - ~' (st_~). . .  ~'(Sl) ~'(s0), (10) 
is seen to be the same at every point sin, m = 0, 1, . . . ,  k -1 ,  of the cycle. A h-cycle is attractive, 
repulsive, or indifferent, respectively, as ](~t)~(sm)l < 1, > 1, or = 1. 
A ]i~ed point is a 1-cycle. Any element Sm of a b-cycle is a fixed point of ~ .  The attractive 
cycles o f~ are the repulsive cycles of ~-~ and conversely, since ~'(z)(~-~)'(p(z)) = 1. 
The immediate basin of attraction of an attractive fixed point s is the largest connected open 
set ft such that zn = ~n(z0) --* s, as n --* oo, for all z0 E fL  
The immediate basin of attraction of a b-cycle is the union of the immediate basins of attraction 
of the elements m considered as fixed points of ~o t. Attractive fixed points and attractive cycles 
are in Af(p). 
The following result, which is derived in [9], will be needed. 
THEOREM 1 .  The in,mediate basin of attraction of every attractive riced point or cycle of 
~o = ccot z (respectively, ~o = c tan z) contains at least one critical point of ~o -~. 
REMARK. The above theorem was known to be true for rational [10] and entire [12] iteration 
functions. 
One also remarks that if a critical point, z, is in the immediate basin of attraction of an 
attractive fixed point or cycle, then the critical value ~o(z) is also in the same basin. 
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5. LOCAL ITERATION METHODS 
In this section, drawbacks of local iterative methods, whose convergence to a specified root 
relies on close starting values, will be illustrated with an application of Newton's method for the 
solution to the transcendental equation 
c -  z tanz  = 0. (11) 
Newton's iteration function for the equation .f(z) = 0 is 
f(z•) := N(zn). Zn+l zn f ' (z . )  
In the present case one has 
z 2 + c cos 2 zj (12) 
zj+l = zj + sin zj cos z j '  
where j = 0, 1,2, 3 , . . . ,  and z0 is chosen arbitrarily. This iteration is constructed in such a way 
that solutions of (11) are fixed points of the Newton iteration 
z 2 +ccos  2z (13) 
N(z ,  c) - z + sin z cos z 
in the sense that c -  z tanz  = 0 implies N(z ,c )  = z. It is obvious by inspection that the zeros 
of cos z are also fixed points of N(z ,  c). Since N(z,  c) is the Newton iteration for the solution 
of (11), it is known that the roots of (11) are attractive fixed points of (13), regardless of the 
multiplicity of these solutions (N' (z ,  c) = 0 in the case of simple solutions); here ~ = d/dz. From 
the expression 
N~(z, c) = 2 (z sin z -ccos  z)(z sin z + cos z) (14) 
(z + sin z cos z) 2 
it is seen that zeros of cos z are repulsive fixed points (N' (z ,  c) = 2). 
Writing the iteration (13) in the form 
N(z ,c )  - 
c + c2(tan 2 z + 1) 
tan z + z(tan 2 z + 1)' 
and recalling that tan( i /y )  --* ±i  as y ~ c~, in such a way that y2[tan2(iy) + 1] ~ 0, it is seen 
that N ( z, c) --. - i c  as z --. ~ along the positive imaginary axis, and N ( z, c) --* ic as z --* oo along 
the negative imaginary axis. Moreover, it is shown [13] by an argument of Julia [14, pp. 92-94], 
that these are the only asymptotic values of N(z,  c). Thus, the set of points at which the inverse 
function is singular includes the transcendental critical points defined by the asymptotic values 
:l:ic, and the algebraic ritical points zv determined by the equations N~(zv, c) - O. 
Theorem 1 shows that all the attractive fixed points and cycles of N(z ,c )  can be discovered 
by constructing iteration sequences starting from the respective critical points of N(z ,  c). Ac- 
cording to (14), the set of such values includes the successors of the simple roots of (11), which 
are themselves attractive fixed points, and the successors of the solutions of the transcendental 
equation 
1 + z tan z = 0. (15) 
This, surprisingly, corresponds to the case c = -1  of (11). The roots of (15) are double zeros of 
N' (z , -1 )  given by (14). It follows that the algebraic ritical points of N(z , -1 )  are themselves 
superattractive fixed points. The transcendental critical points of N(z , -1 )  are 4-i which are 
found to lie in the basins of attraction of the roots of smallest modulus of (15), namely :l:l.20i. 
By Theorem 1, for c = -1,  N(z , -1 )  has no attractive cycle of order bigger than 1. Figure 1 
shows the immediate basins of attraction to the tenth, and part of the ninth, roots of (15). 
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The Fatou-Julia set of N is the boundary of the components of the basins of attraction to the 
different roots. The numbers in Figure 1 [13] sample the basins of attraction to the various roots. 
Thus an iteration started at the point 28 + 2i near the tenth root, 28.20, converges to the -1  *t 
root, - 1.20i. 
The endpotnts for  x are : 0.230000D+02, 0.300000D+02 
The endpoints for  Y are  : 0.000000D+O0# 0.500000D+01 
The s tep s i ze  for X i s  : 0.100000D+O0 
The s tep s i ze  for  Y i s  : 0.100000D+O0 
25.0 9 9 9 9 9 9 9 9 9 9 9-1 3 1 I 1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1  i I 1 
25.1 9 9 9 9 9 9 9 9 9 9 9-1 1 i 1 -2 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -2  1 1 1 
25.2 9 9 9 9 9 9 9 9 9 9 9 910-1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1  I 1 1 1 
25.3 9 9 9 9 9 9 9 9 9 9 9 9 -1 -1 -1 -1  1 1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1  1 1 1 1 
25.4 9 9 9 9 9 9 9 9 9 9 9 9 1 1 2 3 1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1  1 -1 -1 -1 -1  I 1 1 1 1 
25.5 9 9 9 9 9 9 9 9 9 9 8 9-1 7 8-1 1-1 1 1-1 2 -1 -1 -1 -1  2-1-1 1-1 1 2 2 2 2-1 1 I 1 i I 1 
25.6 99998999999988888-16-1 -11-111-11-1 -131222221111111 
25.7 9 9 9 9 9 9 9 9 9 9 9 - 1 8 8 8 8 8 7 7 7 - 1 8 7 5 5 4 4 4 3 3 3 2 2 2 2 2 - 1 1 1 1 1 1 1  
25.8 9999999999-111888-117756-15534-11311122-11111111 
25.9 9 9 9 9 9 9 9 9 9 9 -1 -1 -1  1 1-1 1 1-1 1 1-1 1 3-1 1-1 1 1 i i 1 1 1-1-1 i 1 I 1 1 1 1 
26.0 99999999910-1111-1 -111-1 -11-1111111111111111111111 
26.1 9 9 9 9 9 9 9 9 1 0 1 1 1 1 1 - 1 - 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  
26.2 99999992-1 -1 -1 -11111111111111111111111111111111 
26.3 999999-181-1 -1 -1 -1111111111111111111111111111111 
26.4 999991-187-1 -1 -1 -1111111111111111111111111111111 
26.5 9999-1 -11-1 -114-1 -1111111111111111111111111111111 
26.6 9 9 - 1 1 - 1 - 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  
28.7 9 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  
26 .81010-1 -11-11111111111111111111111111111111111111 
26.9 10101011-1 3-4 1 1 0 -1 -1 -1  1 1 1 1 1 1 1 1 i 1 1 1 I 1 1 I 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
27.0 1010101010-11112-1-1-1-1-1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
27.1 101010101010-1-1-1-1-1-1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 i 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
27.2 10101010101010 1-1-1 7 1 1 1 1 i 1 I 1 1 1 1 i 1 1 1 1 1 i 1 1 i i 1 1 1 1 1 1 1 I I 1 
27.3 1010101010101010-1 9 1 1 1-1-1 1 1 1 1 1 i 1 1 0 0 1 i 1 1 1 1 1-1 1 1 1-1 1 1 I 1 1 1 
27.4 101010101010101010 1 1 1 1-1 1 1 4-1 1 1 1 1 i 0 0 1 1 1-1 i 1 1-3 1-2-2-2  1 I 1 I 1 1 
27.5 10101010101010101010-1 i 111 i 1-1131416-1-1-1 0 0 -1 -1 -1 -1 -1 -3 -1 -3 -1 -2 -2 -2 -2  1 1 1 I 1 
27.8 1010101010101010101010-11111111212-1-1-1-1-1-1 0 0 -1 -1 -1 -1 -1 -1 -1  1 -1 -2 -2 -2 -2  1 1 1 1 1 
27.7 1010101010101010101010-1111111-1 1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1  1 i 1-1-1 I 1 1 1 
27.8 1010101010101010101010 1-1-1 1 1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1  1 1 1 1 
27.9 1010101010101010101010 i 1-1 0 1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1  1 I 1 
28.0  1010101010101010101010 7 1-1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1  1 1 
28.1 101010101010101010101010 9-1 1 2 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1  1 1 
28.2 1010101010101010101010-3 1 1 1 1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1  1 1 1 
28.3 101010101010101010101010-1 1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1  1 1 
28.4 101010101010101010101010 1-1-1-1  2 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1  I 1 1 
29.5 101010101010101010101010 1-1-1 1 1 -2 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1  1 -1 -1 -1 -1 -1  1 1 1 
2e.6 101010101010101010101010-1-1-1-1 1-1-1 1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1  2 2 2-1 1 1 1 1 1 
28.7 101010101010101010101010-1 9 9 912-1 6 1-1 1-1 1-1 1-1 2-1-1 1-1-1 2 2 2 2 2 1 1 1 1 1 
28.8 101010101010101010101010 9 9 9 9 9-1 8-1-1 1-1 1-1 1-1 1-1 2 3 3 1 2 2 2 2-1 1 1 1 1 1 
28.9 1010101010101010101010 1 i 9 9 9 9 8 8 8 7 7 8 8 6 5 5 4 4 3 3 3 1 2 2 2 2 1 1 1 1 1 1 
29.0 10101010101010101010 1 1 2 I 7-1 1 1 -1 -1 -1 -1  1-3 1-1 1 3-1 1 2-1 1-1 1-1-1 1 1 1 i 1 1 
29.1 101010101010101010 9 1 1 1-3-1-1  1 1-1 1 1-1 1-1 1-1 1 1-1 1 1-1 1 i 1-2-1 1 1 I 1 1 1 
29.2 1010101010101010-1-1 1 1 1 1 5-1 1 I 2 1 1 1 i 1 1 1 1 11  1 i 1 1 1 1 1 1 1 1 1 1 1 1 
29.3 10101010101010-1 1-1-1 1 1 I 1-1-1 1 i 1 1 1 I 1 1 1 1 1 i 1 1 i 1 1 1 1 1 1 1 1 1 1 1 
29.4 10101010101010 4 -1 -1 -1 -1  1 1 1 1 1 1 1 1 1 1 1 i 1 1 i 1 1 1 1 1 1 I 1 I 1 i 1 1 1 1 1 
29.5 1010101010 1-1 9 -1 -1 -1 -1 -1 -1  1 1 I 1 I 1 I 1 1 i 1 i i 1 i 1 1 i 1 1 1 1 1 1 1 1 1 1 1 
29.6  10101010 1-1 1-1 7 7 1-1-1 1 1 1 1 1 i 1 1 1 1 1 1 1 1 1 1 1 i 1 1 I i 1 1 1 i 1 1 1 1 
29.7 101010-1-1-1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 11  1 11  1 1 1 1 1 1 1 1 1 1 1 1 1 11  I 1 1 
2 9 , 8 1 0 2 - 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  
29.9 11-1-1 11  i 111111 1111 11  1 11  11  11111 1111111111 11111 
30.0 11111112-1-1 1 1 1 0 1-3 1 1 1 1 I 1 1 1 1 1 1 i 1 1 1 1 i 1 1 i i 1 1 I i I 1 1 1 1 1 
Figure 1. The upper part of the in~med/ate basin of attraction to the tenth, and part 
of that to the ninth, supera, ttra~'tive fixed points of N(z ,  - I ) .  The positive semi-axes, 
Rz and  ~z ,  points downwards and to the right, respectively. Step size in y = ~z  is 
0.I per two-character cokmm, starting at ~ = 0. A point z sampled by, say, I0 is in 
the b,-~;n of attraction of the tenth root, 28.20. 
Another drawback with a local method like Newton's method is the presence of many attractive 
cycles. Figure 2 [13] in the c-plane describes part of the Mandelbrot bifurcation set giving rise to 
attractive cycles in the forward orbits of the algebraic critical point w2 = 2.8 for the corresponding 
values of the parameter c. 
Finally, convergence to parasitic solutions or even to strange attractors may happen with higher 
order methods, as will be mentioned and defined later in the elliptic case of Kepler's equation. 
6. ALMOST GLOBAL ITERATION FUNCTIONS 
Ahnost global methods for the solution of z = c cot z, z = c tan z (respectively, z = ( I /e)cos z, 
z = ( l /c )  sin z) were individually presented in [15-17]. A similar method to solve z = ( l /c )  exp(z) 
w~ described in [18]. As the treatment of the first four equations involving trigonometric func- 
tions can be done by the same general approach, it will be dealt with first. The last equation 
involving the exponential function will be considered last. 
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The maximum numbe= o f  t tezat iona  12 : 10000 
The l to ra t£on  leve ls  a re  : 500 6000 ?000 10000 
The maximum length  o t  cyc le  detected  lm : 79 
The endpo£nt l  to= Re c i re  : 0.000000D+00, 0.140000D+02 
The end~olnt l  fo r  Im c / re  : O.O00000D+00, 0.800000D+01 
The s tep  mize foe  Re c 11 : 0.200000D+O0 
The s tep  s i ze  fo r  Im c 1s : 0.2000009+00 
0 .0  2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 3 - 2 3 3 3 3 3 3 3 3 3 3 3 3 3  
0.? ~ 2 ~ 2 ~ 2 2 7 2 ~ 2 2 ~ 2 7 7 2 2 2 2 2 ~ 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3  
¢).4 222; '22M22222~222222~22~2"~J - | J J J J~ J J J J3  
0.6  2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 - 3 0 3 3 3 3 3 3 3 3 3 3 3 3 2 6  
0 .8  2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 - 2 3 3 3 3 3 3 3 3 3 3 3 3 3 3  
1 .0  22222222222222222222.2222224333.3333334332432 
1.2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 3 3 3 3 3 3 3 3 3 3 - 3 3 3 2 4 2 4  
1.4 222222222222222222222222-22424333333 '32522242424 
1 .6  2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2242424 02222 42222242B 3-3322424 
1.8 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 232242425222222 5222211-3 330 3-324 
2 .0  2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 6-2-4-5222222222222 2-4 32G 43224 
2 .2  222222222222222222222223-3 -10222222222222-34-42324-2  
2.4 2222222222222222222222-23-6 -2 -322222222222224334433 
2 .6  2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 3 32326 126 5322222222226 2 423 3 3 3 -3  
2 .8  2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 224 2 3 326-422-32222-422 333 42G26-3-3 4 
3 .0  2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 22222-324 022222222-3-322222222262638-1 3 0 
3.2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 22222 6222222222222222222222222222232-424 3 
3.4 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 22222222222222222222222222222222222222222 0- 092 
3 .6  2 2 2 2 2 2 2 2 2 2 2 2 222 322222222 2222222222222222222222222222222222230 3 2 
3 .8  2 2 2 2 2 2 2 2 2 2 2 22222 3 3222222 22222222222222222222222222222222222222222 
4 .0  2 2 2 2 2 2 2 2 2 22222222222 3222222222222222222222222222222222222222222222222 
4.2 2 2 2 2 2 22222 322222222 22222222222 1 422222222222222222222222222222222222222 
4.4 3222222222222 3 222222222222222222222222222222222222222222222222222222222222222 
4 .6  32222222222222222222222222222222222222222222222222222222~2222222222222222222222 
4.8 3 322222222222222222222222222222222222222-1222222222222222222222222222222222222 
5 .0  3 3 422222222222222222222222222222222222222222222222222222222222222222222222222 
5,2 3 3 322222222222222222222222222222222222222222222222222222222222222222222222222 
5.4 3 3 3222222222222222222222222222222222222 2222222222222222222222222222222222 
5 .6  3 3 32222 4 5222222222222222222222222222222222222222222222222222222222222222222 
5 .8  3 3 3 3 4 422222222222222222222222222222222222222222222222222222222222222222222 
6.0 3 3 3 3222222222222222222222222222222222222222222222222222222222222222222222222 
6°2 3 3 3 3 3 2222222222222222222222222222222 0 02222222222222222222222222222222222 
6.4 3 3 3 3 32222222222222222222222222222222222222222222222222222222222222222222222 
6.6 3 3 3 3 3 3 4222222222222222222222222222222222222222222222222222222222222222222 
6,8 3 3 3 3 3 3 3 3 222222222222222222222222222222222222222222222222222222222222222 
7,0 3 3 3 3 3 3 322222222222222222222222222 7 2222222222222222222222222222222222222 
7,2 3 3 3 3 3 322222222222222222222222222 6 622222222222222222222222222222222222222 
7.4 3 3 3 3 3 3222222222222222222222222 5221122222222222222222222222222222222222222 
7 .6  3 3 3 3 3 3 32222222222 5 4 4 422 5 5 42222222222222222222222222222222222222222 
7.8  3 3 3 3 3 3222222222222 4 4 4 4 422 6222222222222222222222222222222222222222222 
0.0  3 3 3 3 3 3222222 5 4 4 4 4 4 4 42222 02222222222222222222222222222222222222222 
8.2 3 3 3 3 3 3222222 4 4 4 4 4 4 4 42222-42222222222222222222222222222222222222222 
8.4 3 3 3 3 3 32222 4 4 4 4 4 4 422222222222222222222222222222222222222222222222222 
8 .5  3 3 3 3 3 3 4 4 4 4 4 4 4222222222222222222222222222222222222222222222222222222 
8.8 3 3 3 3 3 322222222 5222222 522222222222222222222222222222222222222222222222222 
9.0 3 3 3 3 3 322222222222222222222222222222222222222222222222222222222222222222222 
9.2 3 3 3 3 3 3 3222222222222222222222222222222222222222222222222222222222222222222 
9.4 3 3 3 3 3 3 3 22222222222222222**2222222222222222222222222222222222222222222222 
9.6 3 3 3 3 3 3 3 3 322222222222222-42222222222222222222222222222222222222222222222 
9.8 3 3 3 3 3 3 3 32222222222222222222222222222222222222222222222222222222222222222 
10.0 3 3 3 3 3 3 3 3 322222222222222222222222222222222222222222222222222222222222222 
10,2  3 3 3 3 3 3 3 3 32222 3 2222222222222222222222222222222222222222222222222222222 
10.4  3 3 3 3 3 3 3 3 3 3222222222222222222222222222222222222222222222222222222222222 
10.6  3 3 3 3 3 3 3 3 3 322 422222222222222222222222222222222222222222222222222222222 
10 .8  3 3 3 3 3 3 3 3 3 3222222222222222222222222222222222222222222222222222222222222 
11.0  3 3 3 3 3 3 3 3 3 3222222222222222222222222222222222222222222222222222222222222 
Figure 2. At each point, c, of the ~plane, an integer n, -9  ~,  ~ 20, (respectively, 
21 < . < 99), indlcates the rank, -9  to 20, of the root of (1), (respectively, the 
order plus 20) of the attractive cycle which ~es in  the forward orbit of the algebr~;c 
cri~cal point w2 : 2.8. The po~ve semi-axea, Rc and ~c, point downwards and to 
the ~ght resp. The o~gin is at the top le~ comer and the step ~ze in y : ~z is 0.2 
per two-character col-ran. 
Generally, for a direct iteration method 
Z.+l = F (z . )  
the region of a~tractivity w~l be defined as 
.A = {z; IF'(z) l  < 1}, 




B = {F(z); z E A} =: F(A). (18) 
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lm z Im z h .  z 
f<k  f=k  J>k 
Figure 3. The figure shows ovals of Cassini, {z; [z - f l l= + f l  = ~},  with fo~ / > 0 
and - j ' ;  the product of the distances r l  and r2 from the point z to the loci is constant: 
r l  r2 = ~.2. 
Table 2. The table lists the regions .4, the parameters f and k 2 of the oval O which 
is the boundary of the region B, the finite critical points and the algebraic ritical 
values for the four trigonometric equations. 
T(z,c) .4 
~,.otz I':m"l > ~1 
~taaz Icos~[ > V/~ 
0/~)cos= i , i~ , l  < I~1 
(1/~), ia= I~os=l < I~1 
f k 2 
ic Icl 
1/c 1 
I / c  I 
Tramm. crlt. pts. AI$. crlt. pts. Alg. crit. vaL 
4-ic None None 
:~ic None None 
None :l:kcc 4"1/c 









0 Re z 
-x /2  0 x /2  x 
sin z cos z 
Figure 4. The figure shows the level curves [sin zl = k of sin z (respectively, I cos z] = 
k of cos z) in the upper lmlf-plane, by t~ag the origin at 0 q- 0i (respectively, at 
~12 + 0i). 
The Foar Tri#oaometric Equations 
For the above four trigonometric equations, it turns out that B is the region bounded by some 
oval of Cassini, which is a closed curve defined in standard position by the relation 
0 = {z; Iz - f l  Iz + f[  = ]e2}, (19) 
where the points -J-f are the foci of the oval and the constant k2 is the product of the distances 
of the point z describing the oval to the two loci, as shown in Figure 3 [19]. 
Now, for the trigonometric equations, the iteration function F will be denoted, respectively, 
by 
1 1 . 
T(z,c) :=ecotz, ctanz, -cosz,  - smz.  
c c 
It can then be seen that the regions ,4 and the parameters ofthe oval O, which defines the region 
B for the four trigonometric equations, are as listed in Table 2. Moreover, the only finite critical 
points of e cot z and c tan z are the transcendental critical points 4-it, and the only critical points 
of ( l /c)cos z and (l/c)sin z are the algebraic ritical points k~r and (2k+ 1)~/2, respectively, with 
algebraic ritical values =l:l/c. The level curves, [sin z I = coast, and I cos z[ = coast., bounding 
.4 are shown in Figure 4 [20]. 
With the above considerations we have the following theorem. 
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THEOREM 2. For any given value c ~ 0 the iteration function Zn+l = T(z, ,c) has two attractive 
fixed points, and these are in B, if B C .A, and only if B N .A ~ ~, where .,4 is the region of 
attractivity o f t  and B = T(.A). The two Etxed points, if any, are in the forward orbits of the two 
transcendental critical points of T for cot and tan (respectively, the two algebra/c critical values 
of T for cos and sin). 
The proof of the first part follows from the fact that the mapping T : .4 --* ~4NB is contracting. 
The proof of the last part follows from Theorem 1 and the Remark following Theorem 1. 
The Inverse Iteration Function 
The repulsive fixed points of T are attractive fixed points of properly chosen branches of the 
multiple-valued inverse iteration function 
z.+l  = r - l ( z . ) .  (20) 
These fixed points will be seen to be in the forward orbit of almost any point on the chosen 
branches. 
In order to have a clear view of the branches of T -1 one needs to locate the double roots of 
z - T(z, c) = 0. These turn out to be roots of equations which are independent of c; the first 
seven are listed in Tables 3 and 4 along with the equation they satisfy and the values of c for 
which they exist for each one of the four trigonometric equations. It is to be noted that there are 
no roots of multiplicity higher than two, except for sin z = cz, c = 1 where the origin is a root 
of multiplicity three; but in this case only two roots bifurcate as c moves away from the value 1 
since the third one remains at the origin. 
Table 3. For the equations z : ccotz  and z : ctanz  the table lists the equations 
for the double roots, the corresponding values of c and the numerical values of the 
first seven double roots, pj (respectively, qj) ,  and the corresponding values c j .  
J 
1 0 0 
2 2.106 + 1.125i -1.651 + 2.060i 
3 5.356 + 1.552i -2 .058+ 5.335i 
4 8.537 -t- 1.776i -2.278 + 8.523i 
5 11.699 + 1.929i -2.431 + 11.689i 
7 14.854 + 2.047i --2.548 + 14.846/ 
7 18.005 + 2.1421 --2.643 + 17.998i 
z -I- s inz coa z : 0 c = z tanz  z -- s inzcoaz  = 0 c = zcotz  
• 4-pj, .4-~j c j ,  ~j -l-qj, .4-~j c j ,  ~j 
0 1 
3.749 -4- 1.384/ 1.895 - 3.719/ 
6.950 + 1.676/ 2.180 - 6.933/ 
10.119 + 1.858/ 2.361 - 10.107/ 
13.277 + 1.992/ 2.493 - 13.268/ 
16.430 + 2.097/ 2.598 - 16.422/ 
19.579 + 2.183/ 2.684 - 19.573i 
Table 4. For the equations cz = coe z and cz = s in  z the table lists the equations for 
the double roots, the corresponding values of c and the numerical values of the first 
seven double roots, ~j (respectively, ~j), the corresponding values cj, and the foci 
d: l /c j  of the ovals O. 
J 
1 1.1996786i --1.508880/ 0.662743/ 
2 2.798 386 5 --0.336 508 --2.971 698 
3 6.121 2505 0.161 228 6.202395 
4 9.317 866 5 --0.106 708 9.371 373 
5 12.4864544 0.079831 12.526434 
6 15.644 128 4 --0.063 792 --15.670056 
7 18.796 404 4 0.053126 18.822 986 
z tan z = - 1 c ffi (cos z ) / z  Foci z cot z = 1 c -- (sin z ) / z  Foci 
±~j ±cj  ± l /c j  ±~j c i 4-1/cj 
0 0 oo 
4.493 409 5 -0.217 234 -4.603 339 
7.725 251 8 0.128 375 7.789 706 
10.904 121 7 --0.091 325 --10.949 880 
14.066 193 9 0.070 913 14.101 695 
17.220 755 3 --0.057 972 --17.249 766 
20.371 303 0 0.049 030 20.398 833 
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By drawing the images of the real c-a~ds and branch cuts joining the branch points c~ and ~j 
through infinity on the Riemann c-sphere for each multiple-valued function 
tan  z = c ) ,  c : z  cot  • = 
c --, (z : cos z = cz), c --* (z : sin z = cz), 
one obtains rough graphs of the images of the four quadrants, I I I ,  I I I  and IV ,  of the c-plane 
into the four regions It ,  I I t ,  I I I4 and IVt as shown in Figures 5 to 8, respectively. For each 
/c = 1, 2 , . . . ,  the union I t  O I I t  U I l ia  U IVt forms a fundamentai region of the single-valued 
functions c = z tanz ,  c = zcotz ,  c = (1/z)cosz,  and c = (1/z)s inz .  In Figures 5 and 6 one 
obtains the corresponding regions in the second, third and fourth quadrants of the z-plane by 
reflection through the origin and reflection in the real a~s, since z tan z and z cot z are even and 
real functions, that is, - z  tan ( - z )  = z tan z, and z tan z is real for real z, and similarly for the 
second function; this fact will also be used later in Table 7. 
T lmz  i I I  1 i 
2 i ' :p  . 
ip i 4 i 
1 i i i i 
0l  g12 g 31~/2 2~ 5x l2  3z  R~ z 
Figure 5. The figure show. the regions lk and lib,/~ _> 1, which are imam of the 
upper-half of the c-phme into the fl~t quadrffi~t of the z-plane by the ~!~iple-v~lued 
function c --, (z;ztanz = c). The points Pl = O, p2,ps, .... are the double roots of 
the equation z tan z = c. The region 111 is unbounded. 
,Im z 
: | 
2 IV 1 ! ~  ~ i ~"~' 
i i i i 
I. 
0 ~/2  x 3~/2  2z  5x /2  3~ Re  z 
Figure 6. The figure shows the regions III~ and IVk, k >_ 1, wlfich are images of the 
lower-half of the c-plane into the fl~t quadrant of the z-plane by the nadtiple-valued 
function c -* (z;zcotz ---- c). The points ql = O, q2,q3,..., are the double roots of 
the equation z cot z = c. The region IV1 is unbounded. 
Now, with t = (ic - z)(ic + z) (respectively, t = cz -4- ~/(cz)2 - 1), the branches T-X(t ,c)  = 
T-X(z,  c) of the inverses of the two pairs of trigonometric iteration functions are as given in 
Tables 5 and 6, respectively. 
By choosing appropriate branch cuts in the t-plane and corresponding branch cuts in the z- 
plane, one obtains vertical strips which contain the real part of T- l ( z ,  c) as indicated again in 
Tables 5 and 6. 
If a specified root s(t) for a given value of c lies in a vertical strip St which does not intersect 
the oval O, by choosing the branch cut which does not intersect St, the iteration 
Z.+l  = c, i) (21)  
will converge to s(t) for any z0 E St \.A, provided s(t) is the unique root in St. This follows from 
the fact that T -1 is contracting in St \.A. 
The uniqueness can be seen from Figures 5 to 8, except in the following cases. In Figure 5, 
when ¢ G I I ,  the roots s(1) and s(t), k > 1, could possibly lie in the same vertical strip of width 
27r, and similarly for sO) and s(t), k > 1, in Figure 6, when c E IV.  
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. : . . t lm '~ " : : : • : : 
li,,,.i',,.li ,.l i ,v. l ,bi tt v. 
/ , l  '.( ,( ki 'i ki 'i 
,. b,. '. 
- ' iu ' -~ ~ ' /2  I n:i2 ~ 2e 3g 
Figure 7. The regions I~, l lk ,  I l lk  and IVe of the z-plane are the ;mA~ by the 
multiple-valued function c ~ {z;cosz = cz} of the quadrants I, I I ,  I I I  and IV  of 
the c-plane, respectively. The points (j are the double roots of cc~ z = oz. The 
dotted vertical ines are the asymptotes ~z = 4-n~r/2. The boundary of the regions 
cuts the real axis, successively, in 4-~r/2,-t-(2, :t:3~r/2, 4-~s, etc., and the ;ma~nary 
axis in 4-~1 = 4-1.2i. The central "ellipse" contains the first root of cos z -- cz. 
= , i | 
iiv, ili',i ill, i ', 
: ! : i 






i i : i 
i , . i  ,~i ,? ,v. , 
Re z 
Figure 8. The regions Ik, I lk,  I I Ik and IVk of the z-plane are the images by the 
multiple-valued function c ~ {z;ainz = cz} of the quadrants I, I I ,  I I I  and IV  d 
the ~plane, respectively. The points ~ are the double roots of sin z = cz. The 
dotted vertical lines are the asymptotes ~ -- +nlr/2. The boundary of the regions 
cuts the real axis, successively, in ~/1 = O, -I-~r, "l-r/i, "t'2/r, "t'li3, etc. 
Table 5. Given t -- (ic- z)/(ic+ z) and a branch cut in the t-plane, the table lists the 
corresponding branch cut in the =-plane and the vertical strip containing the values 
of T -I (z, c, k) for the first two trigonometric equations. 
T(z, c) T-~ (t, ~, k) 
¢ cot z ~ log t + kr  
ctan= ~log( -÷)+ k~ 
Cut in t-plane 
- - r<  argt<_  ~r 
0 < argt  <_ 2~r 
--lr < art l t  <_ lr 
0 < i i rgt  < 21r 
Cut in z-plane 
[- ic,  ic] 9 0 
[-it, ic] ~ co 
[-ic, ic] 9 co 
[-i=,i~] ~ o 
arT -1 (z, c, k) 
( -~  + ~,  i + k~] 
(-~+k~,~ +~1 
Table 6. Given t = cz :I: N /~ 2 - I, a branch cut in the t-plane and the quadrant 
containing c, the table gives the vertical strip contA;n;ng the values of T-l(z,c, i¢)  
for the last two trigonometric equations. 
T(=, c) T -1 (t, ~, k) 
cos z - log t + 2kit 
!¢ sinz - i log( i t )  + 2k~ 
Cut in t-plane 
0 < arg t _< 2~r 
- l r<  argt < l r  
0 < arg t _< 21r 
- l r  < argt _< lr 
Quad. contgudng c 
c 6 I I Iu  H 
cE Io lV  
c E IV  o I I I  
cEHu l  
!eT - l  (=, c, k) 
[2 /~,2~ + i / I x )  
[ - l r  + 21r, x + :Sir) 
[2k~, 2¢ + 2 / "0  
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A similar situation occurs for aO) in Figure 7; but in this case, this difficulty will be resolved 










?2 N. DOUAL et aL 
bf lmc 
III A ~  IV 
Figure 9. 
Images of the four quadrants ofthe Region G of the c-plane ,m~pped into 
c-plane into the z-plane under the {z(1); [z(1)[ > 1). The curve r is the 
multiple-v~ed function c--* {z; e z = cz}. boundary of G. 
Any double root of the given equations lies on the boundary of the region ,4, and the oval O 
is tangent to that boundary at that point. At a double root the multiplier, T', of T is equal to 
1 which is a rational number. Hence the double root is an indifferent fixed point of T which lies 
in the Fatou-Julia set of T, and by the Flower Theorem [10], it can be reached by both (16) and 
(21). In this case an already, but slowly, convergent orbit may need to be accelerated by means 
of Steffensen's procedure [21] 
( z .+ l  - z . )  2 
Zln - -  Zn  - -  
Zn.t.2 -- 2Zn+l + Zn. 
Moreover, the direct and inverse iteration functions distinguish between the pair of roots after 
these have bifurcated from a double root if one root lies inside the oval and the other lies outside. 
The only difficult ease is when both roots are outside the region of attraetivity ,4 but near a 
double root. In this case the immediate basin of attraction of the specified root for T -1 could be 
relatively small and the iteration (21) may well lead to attractive cycles. In such cases, one may 
have to try different starting values. 
The Ezponential Equation 
We turn now to the exponential equation 
z = =:  E(z, c). (22) 
C 
Here the region of attractivity A is the unit disk in the z-plane for e lying outside the region 
G U P shown in the right-hand part of Figure 9, where the boundary curve r is defined by the 
relation 
r = {c; c = = 1}. 
"1  
One sees that the oval O has reduced in this case to the unit circle. 
Selective solutions to transcendental  equations 
Table 7'. The table lists start ing values to obtain the k s~ roots with Newton's 
method  for the given equations and values of c in appropriate quadrants; here c~ -- 
718-  (2/3)i. 
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Equat ions Quadrants Start ing values 
2gmz - ccosz  = 0 
z cos 2 - c s in z = 0 
c E IU lV  
c E I I I  U I I  
= f l r ~ ,  for a(1) E /1  U IV1 
20 
( lr ~ 2 for s (h) Ik U /Vh,  k 1, (k - ~) + '~+2--T~T-~, e > 
{ ,/'-° zo ---- 11" T'~-~, for a(1) E l l h  U lh  
(k- ½)~r + ~ ,  for s(k) E IIIk o l I~,k > l, 
COS Z -- CZ -.~ 0 cE I  
cE  I I  
c E I I I  
cE IV  
~r 1 z0= ~-+1,  fo rs (  1) E I1 
z0 = ¢ 1 for  s (1) E I I1  a c"- 1 ' 
1 for s(1) E I I I 1  z0 -~ Y ~-'g=T-1, 
~r 1 zo = Ya--~Y' for s(1) E IV1 .  
Since E(z ,  c) has only one transcendental critical point, z - O, and no algebraic ritical points, 
the iteration 
zn+l = E(zn,  c) 
can have at most one attractive fixed point. Hence for any c ~ G t9 r ,  the iteration started at 
z0 = 0, will converge to the first root, s (1), of (22) inside the unit disk. 
The only double root of (22) is z = 1, and this occurs only when c = e. By considering the 
images of the real and imaginary axes, a = ~c and b = ~c, respectively, under the multiple-valued 
mapping c .--+ {z; e z = cz} one obtains the left-hand part of Figure 9. 
The inverse E -1 of E is given by the multiple-valued function 
E- l ( z ,c ,k )= inz+lnc+2kTr i ,  kEZ,  (23) 
where the branch cut of In z and in c axe taken along the negative real axes in the z-plane and 
c-plane, respectively. For c in a given quadrant, one can choose a value of k such that the values 
of (23) will lie in a horizontal strip of width 21r which covers only one image of the given quadrant, 
except for the first images/1,111, I I I1  and IV1. 
In case of the first images, for example, for c E I I I  in the small region A C G, E - l ( z ,  c, k) has 
two attractive fixed points, s(1) E I I I1  l ' lA ~ and s(2) E I I I2 .  In such case, to have convergence to
s (1) one needs a good starting value, say, z0 E A'.  The same holds for e E B C G and for c E I I  
and c E I, inside regions which are symmetric to A and B with respect o the axis 8~c. 
Otherwise, for c E G\A C I I I ,  (23) will converge to sO) for z0 E I I I1  \A  ~, as is illustrated in 
the left-hand part of Figure 9. The same holds for c E G and in the other three quadrants. 
7. EFFECT IVE  USE OF NEWTON'S  METHODS 
When a root to f ( z )  = 0 is known to lie in a convex region, one can produce good starting 
values for Newton's method. This situation occurs for any root s(k) to the first two trigonometric 
equations, rewritten in the form 
f ( z )  := z sin z - c cos z = O, c E I, (24) 
g(z) :-- z cos z - c sin z = 0, c E I I I ,  (25) 
and similarly for the first root s(1) of the third trigonometric equation 
:=  cos  • - = 0.  (26)  
The starting values shown in Table 7 for (24) and (25), respectively (26), axe obtained by trun- 
cated continued fractious [22], respectively by a rational approximation of the first degree. 
In dielectric spectroscopy, where typical values of c lie in the annulus 10 -~ < [c I _< 102, 
Newton's method for (24) and (25) converges very rapidly. 
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8. KEPLER'S EQUATION 
In the two-body problem [23], time and spatial position are related by Kepler's equation 
M=E-es inE ,  O<e<l ,  (27) 
in the elliptic case, and 
M = esinhF - F, e > 1, (28) 
in the hyperbolic ase, where M is the mean anomaly, e is the eccentricity, E is the ecceatric 
anomaly or reference area, and F is the hyperbolic reference area. 
By means of a Fourier series expansion, the eccentric anomaly is given [23] by 
i 
E = M+2 ~ - -  J,n(m~)sin(mM), 
m=l  rtl 
(29) 
where Jn is a Besse] function of the first kind of order n. 
To solve (27) Gauss [24], who was working with tables ofiogarithms, ines and cosines, proposed 
to proceed by a trial value of E which is successively corrected, rather than use a series like (29). 
It wes suggested [23], that a few terms of (29) be used to start the solution which is then improved 
by Newton's method. Other starting values and higher order methods were obtained in the pest 
20 years, see, for example, [25,26]. Solutions in a closed form were obtained, among others, 
in [27,28]. 
Returning to the drawbacks of local methods, Broucke [29] reported that iteration with Cheby- 
shev's formula for an equation f(z) -- 0, 
! f.f(2:-) f (2 :n )  1 + 
2:"+1 -- 2:" fl(2:n) 2 k, ft(Zn)J ~. fl(2:n) ] J '  
with cubic convergence to  simple roots, when applied to the elliptic Kepler equation, may lead 
to divergence or to convergence to parasitic solutions, namely, attractive fixed points of the 
Chebyshev iteration function which are not solutions of Kepler's equation, or even to strange 
attractors in case of poor starting values. The expression slrange affraclor is taken to mean 
that there is neither convergence nor divergence but the endless iterations will generate almost 
random values, 2:n, inside a bounded region. It appears that once a value of 2:n is within this 
region, it gets trapped forever with no hope of converging to a fixed point, or of getting out of 
the trap. 
Kepler's equation also appears in problems of c l~  D [30] in the testing of Run~Kut ta  and 
multistep methods, and recently of Runge-Kutta-NystrSm methods, for the periodic solution of 
systems of ordinary differential equations. Here one attempts to solve the equation of two-body 
motion 
= -z l r  s, z(O) = 1 - e, %(0) = O, (30a) 
f ~ , ~  1/2 (3Oh) 
=-, , / , . - ' ,  ,co) = o, ,xo) = LV ' 
where ~ = z 2 + y~, and e is the eccentricity. The analytical periodic solution of (30) is 
z = cos  u - e, y - ~/1 - e ~ s in  u ,  
- sin u ~ cos u 
a-- ~CosU I - -  6CosU ' 
where u is given by Kepler's equation 
u - ~sinu = t, 
Selective olutimm to transcendental equations 75 
which is used to determine the global error at all stages of the numerical computation. 
To apply the theory developed in the present work to Kepler's equation one rewrites (27) 
and (28) in the form 
z - esinz + d - :  K(z) .  (31) 
One sees that the region of attractivity is 
.A = Ico  l < 1/1 1}, 
and the region B = K(,4) is bounded by the oval 
o = {z;  Iz - d -  - + cI < 1}. 
In the elliptic case, that is when 0 < e < 1, 
f ( z )  = z - e. sin z - d, e, d • ~, 
has only one real root, z(e, d), for each given pair of real values of e and d, and no multiple roots. 
This root is an attractive fixed point of K and can be reached by the iteration 
Zn+l  ---- g(zn,e), 
from one of the only two critical values of K, 
z0 = 4-e + d, 
which lies in the immediate basin of attraction of the root. 
When e > 1, that is, in the hyperbolic ase, 
9( iy )  = iy  - e sin(iy) - id, ~, d • ~, 
has only one imaginary root iy(e, d) for each given pair of real values of e and d, and no multiple 
roots. This root is an attractive fixed point of 
That is 
iy.+ x = arcsin /~ iyn ~- id, ) , 
Convergence an be accelerated by means of Steffensen's procedure, specially when the eccen- 
tricity, e, is close to 1. 
9. CONCLUSION 
The following programming strategy has worked quite well in interactive and automatic search- 
es for specified roots of the transcendental equations considered in this work. 
(a) Use Newtons's methods if Table 7 applies. Else: 
(b) Use the direct iteration Zn+l = F(z , ,  c) if Theorem 2 applies. Else: 
(c) Use the inverse iteration zn+l = F - l ( z , ,  e, k) with the appropriate branch; in case of non 
convergence, try the other branch cut. 
(d) If (c) does not produce convergence when c is near a branch point, change starting values 
to avoid attractive cycles. 
In dielectric spectroscopy, one has experimental values of c which lie on a smooth curve; hence 
one can use extrapolation topick the next starting value, z0, in terms of the next value ore. Near 
a double root, one can interpolate to a value of z for a value of c lying between two experimental 
values of c, one on each side of, and slightly away from, the branch point in order to get a starting 
value that will give convergence to the correct root. 
The above strategy is likely to converge to any specified root and avoid undesired attractive 
cycles. 
Finally, the recourse to the inverse iteration function may be useful in the solution of other 
transcendental equations. 
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