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Introduction
Soit p un nombre premier, k un corps parfait de caracte´ristique p, et F = Frac W(k). Soit
K une extension finie totalement ramifie´e de F . On note OK l’anneau des entiers de K, mK son
unique ide´al maximal, et piK (ou pi s’il n’y a pas de confusion possible) une uniformisante de K.
L’indice de ramification de K sur F est note´ e (c’est le degre´ de K sur F ). Enfin, on note K¯ une
cloˆture alge´brique de K, et C le comple´te´ de K¯, auquel on e´tend la valuation de F note´e v, et
normalise´e par v(p) = 1. Le the´ore`me d’Ax-Sen-Tate dit que les points fixes de C sous l’action
de G = Gal(K¯/K) sont exactement les e´le´ments de K. La de´monstration d’Ax (voir [Ax70]) de
ce the´ore`me s’appuie sur le re´sultat suivant :
The´ore`me (Ax). Soit x ∈ C et A ∈ R. On suppose que pour tout σ ∈ G, v(σx − x) ≥ A. Alors,
il existe y ∈ K tel que v(x − y) ≥ A− p(p−1)2 .
Ax pose sans y re´pondre la question de l’optimalite´ de la constante p(p−1)2 intervenant dans
le the´ore`me pre´ce´dent, en pre´cisant qu’une borne infe´rieure pour cette constante optimale est
effectivement 1p−1 . Pour traiter cette question nous introduisons ici la tour d’extensions de K par
les racines pm-ie`mes de l’uniformisante pi de K : pi0 = pi, pi
p
m+1 = pim et Km = K(pim) pour tout
m ≥ 0, et K∞ = ∪m≥0Km. La premie`re partie est consacre´e a` l’e´tude de l’extension K∞/K. Dans
sa de´monstration du the´ore`me d’Ax-Sen-Tate (voir [Tat66]), Tate pre´sente des calculs de la
cohomologie galoisienne a` coefficients dans l’extension cyclotomique de K. Dans cet article, nous
de´montrons des re´sultats du meˆme type lorsque K∞ est une extension infinie, arithme´tiquement
profinie (APF) de K (intervenant dans les travaux de Fontaine etWintenberger sur la the´orie
du corps des normes, voir [Win83]). Ces re´sultats s’appliquent a` l’extension K∞, et une e´tude
ad hoc de l’extension K∞/K, qui constitue la partie essentiellement originale de cet article, nous
permettra de de´montrer le :
The´ore`me (The´ore`me 1.7). Soit x ∈ C et A ∈ R. Si on suppose que pour tout σ ∈ G, v(σx−x) ≥
A, alors, pour tout m ∈ N, il existe ym ∈ Km tel que v(x − ym) ≥ A −
1
pm(p−1) . Re´ciproquement,
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si pour tout m ∈ N il existe ym ∈ Km tel que v(x − ym) ≥ A −
1
pm(p−1) , alors pour tout σ ∈ G,
v(σx− x) ≥ A.
Le cas particulier ou` m = 0 implique que la constante optimale dans le the´ore`me d’Ax est 1p−1 .
Le cas m = 1 est utilise´ par Caruso (voir [Car08], the´ore`me 3.5.4) pour prouver une formule de
re´ciprocite´ explicite entre un (ϕ,N)-module filtre´ de torsion et la Fp-repre´sentation de G associe´e ;
la version d’Ax du the´ore`me, et meˆme le cas m = 0 de notre the´ore`me 1.7, s’ave`rent insuffisants
pour l’utilisation faite par Caruso dans le cas ge´ne´ral.
La caracte´risation donne´e par le the´ore`me nous permet en outre de de´crire la structure deH1(G,OK¯).
La deuxie`me partie est de´die´e a` cette e´tude. Nous rede´montrons notamment un re´sultat duˆ a` Sen
(voir [Sen69], the´ore`me 3) qui dit que si l’entier n ve´rifie n ≥ ep−1 , alors H
1(G,OK¯) est tue´ par
pinK . Dans le cas ou` K = F , on montre que H
1(G,OK¯) est isomorphe au sous-espace de k
N forme´e
des suites ve´rifiant une relation de re´currence line´aire tordue par le Frobenius, introduites sous le
nom de suites twist-re´currentes par Kedlaya dans le but de donner une description de K¯. On
donne finalement quelques indications pour obtenir une description analogue dans le cas ramifie´,
qui pourrait eˆtre le point de de´part a` un analogue en torsion de la the´orie de Sen.
1 Optimisation du the´ore`me d’Ax.
Nous de´montrons dans cette partie le the´ore`me 1.7 de l’introduction. Nous introduisons l’ex-
tension de K engendre´e par les racines d’ordre une puissance de p de pi, que nous e´tudions a`
l’aide de la the´orie des extensions APF. Nous e´tudions en de´tail les proprie´te´s de K∞, et nous
en de´duisons une caracte´risation des e´le´ments de K∞ ve´rifiant une condition du type « Pour tout
σ ∈ G, v(σx− x) ≥ A ».
1.1 Extensions APF.
Soit K∞ une extension infinie, arithme´tiquement profinie (APF) (cf. [Win83], §1) de K. On
se propose dans cette partie de de´crire la cohomologie de Gal(K¯/K∞) a` coefficients dans C, en
cherchant a` ge´ne´raliser les re´sultats de [Tat66] concernant l’extension cyclotomique deK. On utilise
la nume´rotation supe´rieure des groupes de ramification, comme de´fini dans [Ser68], chap. IV. Pour
µ ≥ −1, si M est une extension finie de K, on pose
Mµ =M ∩ K¯Gal(K¯/K)
µ
.
Si e de´signe l’indice de ramification absolu de K, on sait d’apre`s [Cola], proposition 3.22, que
v(dM/K) =
1
e
∫ +∞
−1
(
1−
1
[M :Mµ]
)
dµ.
Proposition 1.1. Soit L∞ une extension galoisienne finie de K∞. Alors TrL∞/K∞(OL∞) ⊃ mK∞ .
De´monstration. Suivant [Win83] §1, nous de´finissons comme dans loc. cit. la suite µn comme la
suite strictement croissante des µ ∈ R+ tels que pour tout ε > 0,
Gal(K¯/K)µGal(K¯/K∞) 6= Gal(K¯/K)
µ+εGal(K¯/K∞), (1)
et nous notons (Kn)n∈N la tour des extensions e´le´mentaires de K∞ de´finie comme dans [Win83] :
Kn est le sous-corps de K∞ fixe´ par Gal(K¯/K)
µnGal(K¯/K∞). Quitte a` remplacer K par l’un des
Kn, on sait d’apre`s [Ser68], Chap V, §4, Lemme 6, qu’il existe une extension L de K line´airement
disjointe de K∞ telle que L∞ = LK∞. On note pour tout n ∈ N, Ln = LKn. La configuration des
extensions conside´re´es est la suivante :
Ln
Kn
q
q
q
Lµn
Kµn
r
r
r
L
K
o
o
o
o
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Suivons pas a` pas la me´thode de Colmez ([Colb], 1.4.) : pour tout µ ≥ −1, [Kn : K
µ
n ] = [KnL
µ
n :
Lµn] (car K
µ
n = Kn ∩L
µ
n). On a bien suˆr v(dLn/Kn) = v(dLn/K)− (dKn/K). Ainsi, en appliquant la
formule pour le calcul de la valuation de la diffe´rente, il vient :
v(dLn/Kn) =
1
e
∫ +∞
−1
(
1
[Kn : K
µ
n ]
−
1
[Ln : L
µ
n]
)
dµ
=
1
e[Kn : K]
∫ +∞
−1
[Kµn : K]
(
1−
1
[Ln : KnL
µ
n]
)
dµ.
Soit n0 un entier tel que L
n0 = L. Si µ ≥ n ≥ n0, alors L
µ = L ⊂ Lµn. Ainsi, Ln = KnL ⊂ KnL
µ
n,
c’est a` dire [Ln : KnL
µ
n] = 1. Par conse´quent,
e[Kn : K]v(dLn/Kn) =
∫ n0
−1
[Kµn : K]
(
1−
1
[Ln : KnL
µ
n]
)
dµ
≤
∫ n0
−1
[Kµn : K]dµ.
Pour µ ≤ µn, et pour m ≤ n, K
µ
n = K
µ
m. Comme K∞/K est APF, µn tend vers +∞, et on a pour
n assez grand : ∫ n0
−1
[Kµn : K]dµ =
∫ n0
−1
[Kµn0 : K]dµ,
qui est une constante. Par conse´quent, v(dLn/Kn) = O
(
1
[Kn:K]
)
. On a alors ([Ser68], Chap V, §3,
Lemme 4) :
v(TrLn/Kn(mLn)) = O([Kn : K]
−1),
et donc un e´le´ment de mK∞ se trouve dans TrLn/Kn(mLn) pour n assez grand, et par conse´quent
dans TrL∞/K∞(OL∞).
Il re´sulte imme´diatement de cette proposition qu’e´tant donne´ ε > 0, il existe yε ∈ OL∞ tel que
v(TrL∞/K∞(yε)) < ε.
Corollaire 1.2. Soit L∞ une extension galoisienne finie de K∞ de groupe de Galois G, et soient
x ∈ L∞ et ε > 0. Alors il existe y ∈ L∞ tel que
v(x− TrL∞/K∞(y)) ≥ min
σ∈G
v(σx − x)− ε et v(y) ≥ v(x) − ε.
De´monstration. Soit yε ∈ OL∞ tel que v(TrL∞/K∞(yε)) < ε, et soit z = TrL∞/K∞(yε).
On pose y = 1zxyε. Alors v(y) ≥ v(x) − ε et
TrL∞/K∞(y) =
1
z
∑
σ∈G
σ(yε)σ(x) =
1
z
∑
σ∈G
σ(y0)(σx − x+ x) = x+
1
z
∑
σ∈G
σ(y0)(σx − x).
Ainsi, v(TrL∞/K∞(y)− x) ≥ minσ∈G v(σx − x)− ε.
Donnons au passage une proposition qui ne nous servira pas par la suite, mais qui de´coule direc-
tement du corollaire 1.2 en reprenant les arguments de [Tat66], dont elle ge´ne´ralise la proposition
10 aux extensions APF.
Proposition 1.3. Soit K∞/K une extension APF infinie, on note H = Gal(K¯/K∞), et K̂∞ la
fermeture de K∞ dans C. Alors :
H0(H, C) = K̂∞ et H
r(H, C) = 0 pour r ≥ 1.
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1.2 Etude de l’extension K∞/K.
On peut maintenant appliquer le re´sultat pre´ce´dent a` une extension APF bien choisie. On
de´finit pi0 = pi, pour tout n ∈ N, pin+1 une racine p-ie`me de pin, Kn = K(pin), et K∞ =
⋃
n∈NKn.
L’extension K∞, e´tudie´e par Breuil dans [Bre99] est APF. Nous redonnons ici une de´monstration
plus e´le´mentaire (dans le sens ou elle n’a pas recours aux groupes de Lie p-adiques) de ce re´sultat,
qui est le lemme 2.1.1 de loc. cit.
Proposition 1.4. L’extension K∞/K est APF.
De´monstration. On sait que v(dKn/K) = e(n+ 1)−
e
pn . Un rapide calcul a` partir de l’expression
inte´grale de v(dKn/K) et une re´currence imme´diate montrent alors que pour tout n ≥ 1, la famille
(µn)n∈N e´tant de´finie comme en (1),
µn = ne− 1 +
pe
p− 1
.
La suite µn tend vers +∞, il re´sulte de [Win83], 1.4.2. que K∞/K est APF et que (Kn) est la tour
d’extensions e´le´mentaires de K∞.
On a le corollaire suivant :
Corollaire 1.5. Soit ε > 0, soit x ∈ K¯ tel que pour tout σ ∈ G, v(σx− x) ≥ A. Il existe yε ∈ K∞
tel que v(x− yε) ≥ A− ε.
De´monstration. On noteM la cloˆture galoisienne de K∞(x), alors Gal(K¯/M) agit trivialement sur
x, et donc pour tout σ ∈ Gal(M/K), v(σx− x) ≥ A, et en particulier pour tout σ ∈ Gal(M/K∞),
v(σx− x) ≥ A. D’apre`s le corollaire 1.2, il existe pour tout ε > 0 un zε ∈ K∞ tel que
v(x− zε) ≥ A− ε et v(zε) ≥ v(x) − ε.
The´ore`me 1.6. Soit x ∈ K∞. Les deux assertions suivantes sont e´quivalentes :
(i) ∀σ ∈ G = Gal(K¯/K), v(σx − x) ≥ A
(ii) ∀m ∈ N, ∃ym ∈ Km tel que v(x− ym) ≥ A−
1
pm(p−1) .
En particulier, si x ve´rifie (i), il existe y ∈ K tel que v(x − y) ≥ A− 1p−1 .
De´monstration. Pour simplifier l’e´criture, on notera Am = A−
1
pm(p−1) .
(i)⇒ (ii). Soit n ∈ N tel que x ∈ Kn. L’e´le´ment x s’e´crit
x =
pn−1∑
i=0
aipi
i
n,
avec les ai dans K. Pour σ ∈ G, σpin est de la forme ζpin, avec ζ racine p
n-ie`me de l’unite´. De plus,
il existe σ ∈ G tel que ζ soit une racine primitive pn-ie`me de l’unite´. Fixons un tel σ. On a :
σx − x =
pn−1∑
i=1
aipi
i
n(ζ
i − 1).
L’ordre de ζi en tant que racine de l’unite´ est pn−v(i). En effet, e´crivant i = pv(i)d avec d non
divisible par p. Alors ζi = (ζd)p
v(i)
, ζd est une racine primitive pn-ie`me de 1, donc (ζd)p
v(i)
est une
racine primitive pn−v(i)-ie`me de 1.
Par conse´quent, pour i ∈ {1, . . . , pn − 1}, on a
v(aipi
i
n(ζ
i − 1)) = v(ai) +
i
epn
+
1
pn−v(i)−1(p− 1)
.
Soient i, j ∈ {1, . . . , pn − 1} tels que v(aipi
i
n(ζ
i − 1)) = v(ajpi
j
n(ζ
j − 1)). Alors
i− j
epn
+
pv(i) − pv(j)
pn−1(p− 1)
= v(aj)− v(ai) ∈
1
e
Z.
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Les entiers v(i) et v(j) sont infe´rieurs ou e´gaux a` n− 1, on peut de plus supposer que v(i) ≤ v(j).
On a alors (i− j)(p− 1)− epv(i)+1(1− pv(j)−v(i)) ∈ pn(p− 1)Z. Si v(i) < v(j), alors
v((i− j)(p− 1)) = v(i), et v(epv(i)+1(1− pv(j)−v(i))) = v(e) + v(i) + 1.
Par conse´quent, v((i− j)(p− 1)− epv(i)+1(1− pv(j)−v(i))) = v(i) < n− 1.
On a donc ne´cessairement v(i) = v(j). Ainsi, i−jpn ∈ Z, et comme i et j sont infe´rieurs strictement
a` pn, i = j. Finalement,
v(aipi
i
n(ζ
i − 1)) = v(ajpi
j
n(ζ
j − 1))⇔ i = j.
En particulier,
v(σx− x) = min
1≤i≤pn−1
(
v(ai) +
i
epn
+
pv(i)
pn−1(p− 1)
)
.
Soit 0 ≤ m ≤ n− 1. D’apre`s le calcul pre´ce´dent, si i ∈ {1, . . . , pn − 1} et v(i) < n−m, on a sous
les hypothe`ses du the´ore`me :
v(ai) +
i
epn
≥ A−
pn−m−1
pn−1(p− 1)
≥ Am.
D’autre part,
ym =
∑
0≤j≤pn−1
pn−m|j
ajpi
j
n =
pm−1∑
j=0
apn−mjpi
j
m ∈ Km.
Finalement, on a
v(x− ym) = min
1≤j≤pn−1
pn−m∤j
v(ajpi
j
n) = min
1≤j≤pn−1
v(j)<n−m
(
v(aj) +
j
epn
)
≥ Am,
avec ym ∈ Km.
Pour m ≥ n, il suffit de choisir ym = x.
Re´ciproquement, (ii) ⇒ (i) : On suppose que x ∈ Kn. On e´crit x =
∑pn−1
i=0 aipi
i
n. On fixe
σ0 ∈ Gal(K¯/K) tel que σ0pin = ζpin avec ζ racine primitive p
n-ie`me de l’unite´. On pose pour tout
m < n :
zm =
pm−1∑
j=0
apn−mjpi
j
m.
La de´monstration comporte trois e´tapes : tout d’abord, on montre que v(σx − x) ≥ v(σ0x − x)
pour tout σ ∈ Gal(K¯/K). Ensuite, on ve´rifie que v(x − z) ≤ v(x − zm) pour tout z ∈ Km. Enfin,
on montre qu’il existe m < n tel que v(x− zm) ≤ v(σ0x− x)−
1
pm(p−1) , et on conclut.
Soit σ ∈ G. Il existe une racine pn-ie`me de l’unite´ ω telle que σpin = ωpin. Notons p
r l’ordre de ω
en tant que racine de l’unite´. On a alors σx−x =
∑pn−1
i=1 aipi
i
n(ω
i−1). Pour tout i ∈ {1, . . . , p−1},
v(aipi
i
n(ω
i − 1)) = v(ai) +
i
epn +
pv(i)
pr−1(p−1) . Or r ≤ n, donc
∀i ∈ {1, . . . , p− 1}, v(aipi
i
n(ω
i − 1)) ≥ v(ai) +
i
epn
+
pv(i)
pn−1(p− 1)
.
Or on sait que v(σ0x− x) = min1≤i≤pn−1
(
v(ai) +
i
epn +
pv(i)
pn−1(p−1)
)
, et donc
v(σx − x) ≥ min
1≤i≤pn−1
(
v(aipi
i
n(ω
i − 1))
)
≥ v(σ0x− x).
Soit 0 ≤ m ≤ n− 1, et soit z ∈ Km. On va montrer que v(z − zm) 6= v(x− zm). Tout d’abord,
comme z et zm sont dansKm, v(z−zm) ∈
1
epmZ. D’autre part, v(x−zm) = minv(i)<n−m
(
v(ai) +
i
epn
)
.
Ainsi,
epmv(x− zm) = min
v(i)<n−m
(
epmv(ai) +
i
pn−m
)
.
5
Si v(i) < n−m, ipn−m /∈ Z. Comme ev(ai) ∈ Z pour tout i, on en de´duit que ep
mv(x− zm) /∈ Z, et
donc que v(z−zm) 6= v(x−zm). Par conse´quent, v(x−z) = min(v(x−zm), v(z−zm)) ≤ v(x−zm).
On sait que v(σ0x−x) = min1≤i≤pn−1
(
v(ai) +
i
epn +
pv(i)
pn−1(p−1)
)
. Notons i0 l’indice pour lequel
ce minimum est atteint ; fixons m ∈ {0, . . . , n− 1} tel que v(i0) = n− 1−m. On a
v(x − zm) = min
v(i)<n−m
(
v(ai) +
i
epn
)
≤ v(ai0) +
i0
epn
.
Or, par de´finition de i0, v(σ0x−x) = v(ai0)+
i0
epn+
1
pm(p−1) , et donc v(x−zm) ≤ v(σ0x−x)−
1
pm(p−1) .
Fixons-nous maintenant σ ∈ G. D’apre`s les hypothe`ses du the´ore`me, il existe un ym ∈ Km tel
que v(x − ym) ≥ Am. On fixe un tel ym, on a en particulier v(x− zm) ≥ Am. Ainsi,
v(σx − x) ≥ v(σ0x− x) ≥ v(x− zm) +
1
pm(p− 1)
≥ A.
1.3 Optimisation du the´ore`me d’Ax.
Dans cette partie, on utilise les re´sultats de la partie pre´ce´dente et de l’e´tude mene´e sur les
extensions APF pour donner la constante optimale dans le the´ore`me d’Ax. Remarquons d’emble´e
que la constante optimale est minore´e par 1p−1 . En effet, v(σpi1−pi1) = v(pi1)+
1
p−1 , et supy∈K v(pi1−
y) = v(pi1). On va montrer que
1
p−1 est en fait la constante optimale.
The´ore`me 1.7. Soit x ∈ C. Les deux assertions suivantes sont e´quivalentes :
(i) ∀σ ∈ G = Gal(K¯/K), v(σx − x) ≥ A
(ii) ∀m ∈ N, ∃ym ∈ Km tel que v(x− ym) ≥ A−
1
pm(p−1) .
En particulier, si x ve´rifie (i), il existe y ∈ K tel que v(x − y) ≥ A− 1p−1 .
De´monstration. (i) ⇒ (ii) On commence par supposer x ∈ K¯. Pour tout ε > 0, on fixe zε ∈ K∞
tel que tel que v(x− zε) ≥ A− ε, comme dans le corollaire 1.5. On a v(σzε − zε) ≥ A− ε.
Soit m ∈ N. D’apre`s le the´ore`me 1.6, il existe yε ∈ Km tel que v(zε − yε) ≥ Am − ε. Fixons un tel
yε, on a alors v(x − yε) ≥ Am − ε.
Si 0 < ε′ < ε,
v(yε − yε′) ≥ Am − ε.
Mais epmv (yε − yε′) ∈ Z. Ainsi, pour ε suffisamment petit (de manie`re a` ce que les entiers
imme´diatement supe´rieurs a` epm(Am − ε) et a` ep
mAm soient e´gaux), on a v(yε − yε′) ≥ Am.
Fixons un tel ε et posons ym = yε. Alors, pour tout 0 < ε
′ < ε,
v(x− ym) ≥ min(v(x− yε′), v(yε′ − ym)) ≥ Am − ε
′.
Cette minoration e´tant valable pour tout ε′, on a v(x − ym) ≥ Am. Maintenant, lorsque x ∈ C,
soit y ∈ K¯ tel que v(x − y) ≥ A. On a alors pour tout σ ∈ G, v(σy − y) ≥ A. Par conse´quent, il
existe pour tout m un ym ∈ Km tel que v(y − ym) ≥ Am, et on a pour tout m ∈ N,
v(x − ym) ≥ A−
1
pm(p− 1)
.
(ii)⇒ (i) Supposons d’abord x ∈ K¯. Soit n ∈ N, pour m < n on pose zm = ym, et pour m ≥ n,
on pose zm = yn. On a alors, pour tout m ∈ N, zm ∈ Km et v(yn−zm) ≥ Am. D’apre`s le the´ore`me
1.6, pour tout σ ∈ G, on a v(σyn − yn) ≥ A. On en de´duit imme´diatement que pour tout σ ∈ G,
v(σx − x) ≥ min(v(σyn − yn), v(σ(x − yn)), v(x − yn)) ≥ An.
Cette ine´galite´ e´tant vraie pour tout n ∈ N, il en re´sulte que v(σx − x) ≥ A quel que soit σ ∈ G.
On en de´duit le re´sultat pour x ∈ C comme pre´ce´demment.
Le the´ore`me 1.7 peut se reformuler de la manie`re suivante :
Corollaire 1.8. Soit x ∈ C. Alors :
inf
σ∈G
v(σx − x) = sup
n∈N
inf
y∈Kn
{
v(x− y) +
1
pn(p− 1)
}
.
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2 Application au calcul de H1(G,OK¯).
On a la suite exacte 0 → OK¯ → K¯ → K¯/OK¯ → 0. En passant aux points fixes par G =
Gal(K¯/K), on a :
0→ K/OK →
(
K¯/OK¯
)G
→ H1(G,OK¯)→ 0
car H1(G, K¯) = 0 (ici, H1(G,OK¯) est muni de la topologie discre`te). Il en re´sulte que H
1(G,OK¯)
est isomorphe au quotient
(
K¯/OK¯
)G
/ (K/OK), identification que l’on fera par la suite. On a de´ja`
le re´sultat suivant :
Proposition 2.1. Soit n un entier ≥ ep−1 . Alors H
1(G,OK¯) est tue´ par pi
n. En particulier,
H1(G,OK¯) est tue´ par p.
De´monstration. Soit x ∈
(
K¯/OK¯
)G
. C’est l’image modulo OK¯ d’un e´le´ment ξ de K¯ ve´rifiant pour
tout σ ∈ G, v(σξ − ξ) ≥ 0. Il existe y ∈ K tel que v(ξ − y) ≥ − 1p−1 . On a alors v(pi
nξ − piny) ≥
n
e −
1
p−1 ≥ 0, donc pi
nξ = 0 dans H1(G,OK¯), c’est a` dire pi
nx = 0.
Remarque 2.1. Ce re´sultat e´tait de´ja` connu de Sen, voir [Sen69], the´ore`me 3. Il n’implique
pas le the´ore`me 1.7, ni meˆme l’obtention de la constante optimale dans le the´ore`me d’Ax, car n
est suppose´ eˆtre entier. Cependant, bien que Sen n’en dise rien, il semble possible d’adapter sa
preuve du the´ore`me 3 de [Sen69] pour en de´duire la constante optimale dans le the´ore`me d’Ax,
en montrant d’abord que si x ∈ K¯ et σx − x ∈ OK¯ pour tout σ ∈ G, alors il existe y ∈ K tel que
v(x− y) ≥ − 1p−1 .
Dans la suite, on note
an =
{
z ∈ K¯ / v(z) ≥ −
1
pn(p− 1)
}
.
2.1 Cas non ramifie´.
Dans cette sous-partie, on suppose que K = F , c’est a` dire K/F absolument non ramifie´e.
On rappelle que l’on identifie
(
K¯/OK¯
)G
/ (K/OK) et H
1(G,OK¯). On va montrer que l’on peut
associer a` x ∈ H1(G,OK¯) une suite d’e´le´ments de k dont nous e´tudierons ensuite les proprie´te´s.
Pour n ∈ N, on note ηn = pi
−1
n .
Proposition 2.2. Soit x ∈ H1(G,OK¯), il existe un ante´ce´dent ξ de x dans K¯ et une suite (xn)n∈N∗
d’e´le´ments de k telle que pour tout n ∈ N,
ξ =
n∑
i=1
[xi]ηi mod an,
ou` pour tout i, [xi] est le repre´sentant de Teichmu¨ller de xi. De plus, la suite (xn) ne de´pend que
de x.
De´monstration. Soit ξ un ante´ce´dent de x dans K¯. D’apre`s le the´ore`me 1.7, il existe pour tout
m ∈ N un ym ∈ Km tel que ξ = ym mod am. On fixe une telle famille (ym). Comme v(ξ − y0) ≥
− 1p−1 , on peut supposer, quitte a` remplacer ξ par ξ − y0, que v(ξ) ≥ −
1
p−1 . On construit la suite
(xn)n∈N par re´currence. Le cas n = 0 est trivial.
On suppose construite la suite jusqu’a` l’indice n, et on e´crit :
ξ = [x1]η1 + · · ·+ [xn]ηn + z, avec z ∈ an, et yn+1 =
∑
i≥−n0
c′ipi
i
n+1,
ou` les c′i sont pris parmi les repre´sentants de Teichmu¨ller des e´le´ments de k et n0 ≥ 0. En posant
ci = c
′
−i, on a yn+1 =
∑n0
i=1 ciη
i
n+1 mod OK¯ . Il en re´sulte que ξ =
∑n0
i=1 ciη
i
n+1+z
′, avec z′ ∈ an+1.
Pour k ≥ 1,
ηkn+1 ∈ an ⇔ (p ≥ 3 et k = 1) ou (p = 2 et k ∈ {1, 2}).
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Ainsi, pour p ≥ 3, en re´duisant modulo an, on a
∑n0
i=2 ciη
i
n+1 = [x1]η1 + · · ·+ [xn]ηn mod an. Par
conse´quent, en identifiant les coefficients dans Kn+1, on a
x = [x1]η1 + · · ·+ [xn]ηn + c1ηn+1 + z
′,
ce qui ache`ve la re´currence en posant xn+1 = c1 mod p.
Lorsque p = 2, on a (toujours en re´duisant modulo an)
∑n0
i=3 ciη
i
n+1 = [x1]η1 + · · ·+ [xn−1]ηn−1.
Ainsi, ξ = c1ηn+1+c2η
2
n+1+[x1]η1+ · · ·+[xn−1]ηn−1+z
′. Mais η2n+1 = ηn, et donc ξ s’e´crit encore
ξ = [x1]η1 + · · ·+ [xn]ηn mod an+1 (car ηn+1 ∈ an+1).
La suite (xn)n∈N ainsi associe´e a` x ∈ H
1(G,OK¯) ne de´pend pas de ξ ∈ a0. De plus si ξ mod an =∑n
i=1[xi]ηi =
∑n
i=1[x
′
i]ηi, alors en re´duisant modulo ai, on a
i∑
j=1
[xj ]ηj =
i∑
j=1
[x′j ]ηj si p ≥ 3, et
i−1∑
j=1
[xj ]ηj =
i−1∑
j=1
[x′j ]ηj si p = 2.
On en de´duit par re´currence sur i que pour tout i ∈ N, v([xi]− [x
′
i]) ≥
1
pi > 0. Comme les [xi] sont
dans K, ils sont e´gaux modulo p, et la suite (xn) est unique.
On peut donc de´finir l’application
ψ : H1(G,OK¯) −→ k
N∗
x 7→ (xn)n∈N∗
telle que pour tout n ∈ N∗, x −
∑n
i=1[xi]ηi ∈ an. C’est un morphisme OK-line´aire (ou k-line´aire
puisque H1(G,OK¯) est tue´ par p), injectif. Il nous reste a` identifier son image. On va adapter a`
notre cas des constructions propose´es par Kedlaya dans un cadre une peu diffe´rent (il s’agissait de
donner une description d’une cloˆture alge´brique de F¯p((t)), voir [Ked01a]). Compte tenu du fait
que nous e´tudions des objets plus simples, nous avons pre´fe´re´ re´e´crire l’e´tude de Kedlaya dans le
langage de notre proble`me.
De´finition 2.1. Soit (xn)n∈N∗ ∈ k
N∗ . On dit que la suite (xn) est twist-re´currente s’il existe
d0, . . . , dr ∈ k non tous nuls tels que
∀n ∈ N∗, d0xn + d1x
p
n+1 + · · ·+ drx
pr
n+r = 0.
Proposition 2.3. L’application ψ de´finie pre´ce´demment induit un isomorphisme de H1(G,OK¯)
sur le sous-espace de kN
∗
forme´ des suites twist-re´currentes.
De´monstration. On commence par montrer que si x ∈ H1(G,OK¯), alors ψ(x) est twist-re´currente.
L’e´le´ment x provient d’un e´le´ment ξ0 ∈ K¯, que l’on peut supposer de valuation ≥ −
1
p−1 . Calculons
ξp0 lorsque ψ(x) = (xn). Soit n ∈ N
∗, e´crivons ξ0 =
∑n
i=1[xi]ηi + z, avec z ∈ an et les [xi] les
repre´sentants de Teichmu¨ller. Alors ξp0 =
∑n−1
i=0 [xi+1]
pηi+ z˜, avec z˜ =
∑p
j=1
(
p
j
)
(
∑n
i=1[xi]ηi)
p−j
zj.
Or pour tout j ∈ {1, . . . , p− 1},
v
(p
j
)( n∑
i=1
[xi]ηi
)p−j
zj
 ≥ 1− j
pn(p− 1)
−
p− j
pn
≥ 0.
Ainsi, ξp0 = [x1]
pη0 +
∑n−1
i=1 [xi+1]
pηi mod an−1. En particulier, ξ
p
0 ve´rifie v(σξ
p
0 − ξ
p
0) ≥ 0 pour
tout σ ∈ G, et se re´duit dans H1(G,OK¯) sur un e´le´ment dont l’image par ψ est (x
p
n+1). Pour tout
s ∈ N, on pose ξs+1 = ξ
p
s − [xs]
psη0. On ve´rifie facilement que v(σξ
p
s − ξ
p
s ) ≥ 0 pour tout σ ∈ G, et
que la re´duction dans H1(G,OK¯) a pour image par ψ la suite [xn+s]
ps . Comme par ailleurs tous
les ξs sont dans K(ξ0), ils forment une famille lie´e sur K. Il existe donc δ0, . . . , δr ∈ K tels que
δ0ξ0 + · · ·+ δrξr = 0. Quitte a` multiplier par une puissance de p, on peut supposer que les δs sont
dans OK et qu’au moins l’un d’entre eux est non divisible par p. L’application ψ e´tant OK-line´aire,
on en de´duit que pour tout n ∈ N∗,
d0xn + d1x
p
n+1 + · · ·+ drx
pr
n+r = 0,
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ou` ds de´signe la re´duction de δs modulo p. Donc (xn) est twist-re´currente.
Re´ciproquement, il nous reste a` prouver que si (xn)n∈N∗ est twist-re´currente, alors c’est l’image
par ψ d’un e´le´ment de H1(G,OK¯). Soit donc (xn)n∈N∗ twist-re´currente et soient d0, . . . , dr ∈ k
non tous nuls tels que
∀n ∈ N∗, d0xn + · · ·+ drx
pr
n+r = 0.
On note δ0, . . . , δr les repre´sentants de Teichmu¨ller des dk dans OK , et pour n ≥ 1, on note [xn] le
repre´sentant de Teichmu¨ller de xn dans OK , et on conside`re le polynoˆme
P = −
(
δr[xr]
prη1 + · · ·+ (δ1[xr]
p + · · ·+ δr[x2r−1]
pr )ηr
)
+ δ0X + · · ·+ δrX
pr .
On va montrer qu’il admet une racine dans OK¯ dont l’image dans H
1(G,OK¯) s’envoie par ψ sur
la suite (0, . . . , xr+1, xr+2, . . . ) (la suite commence par r ze´ros). On fixe n ≥ 1 et on cherche une
racine ξ de P sous la forme ξ = [xr+1]ηr+1 + · · ·+ [xn+r]ηn+r + yηn+r+1 avec y ∈ OK¯ .
Tout d’abord, on a pour 0 ≤ s ≤ r,
ξp
s
=
(
n+r∑
i=r+1
[xi]ηi
)ps
+ ηp
s
n+r+1y
ps +
ps−1∑
j=1
(
ps
j
)( n+r∑
i=r+1
[xi]ηi
)ps−j
ηjn+r+1y
j .
Comme P (ξ) = 0, on a :
r∑
k=0
δk
( n+r∑
i=r+1
[xi]ηi
)pk
+
pk−1∑
j=1
(
pk
j
)( n+r∑
i=r+1
[xi]ηi
)pk−j
ηjn+r+1y
j + ηp
k
n+r+1y
pk

= δr[xr ]
prη1 + · · ·+ (δ1[xr]
p + · · ·+ δr[x2r−1]
pr )ηr.
On voit donc que y est annule´ par un polynoˆme Q de degre´ pr, dont le coefficient constant est
r∑
k=0
δk
(
n+r∑
i=r+1
[xi]ηi
)pk
− (δr[xr ]
prη1 + · · ·+ (δ1[xr]
p + · · ·+ δr[x2r−1]
pr )ηr),
et dont le coefficient dominant est δrη
pr
n+r+1 = δrηn+1. Par ailleurs, on a :(
n+r∑
i=r+1
[xi]ηi
)p
=
∑
ε1+···+εn=p
p!
ε1! . . . εn!
[xr+1]
ε1 . . . [xn+r]
εnηε1r+1 . . . η
εn
n+r.
On remarque que si tous les εi sont < p, v(
p!
ε1!...εn!
) = 1 et v(ηε1r+1 . . . η
εn
n+r) = −
ε1
pr+1 − · · · −
εn
pn+r >
−1. Donc tous les termes correspondants de la somme sont nuls modulo OK¯ , et donc(
n+r∑
i=r+1
[xi]ηi
)p
= [xr+1]
pηr + [xr+2]
pηr+1 + · · ·+ [xn+r ]
pηn+r−1 mod OK¯ .
Un calcul analogue montre que pour tout s ∈ {1, . . . , r}, on a :(
n+r∑
i=r+1
[xi]ηi
)ps
= [xr+1]
pηr+1−s + [xr+2]
pηr+2−s + · · ·+ [xn+r ]
pηr+n−s mod OK¯ .
En additionnant, on a donc :
r∑
s=0
δs
(
n+r∑
i=r+1
[xi]ηi
)ps
= δr[xr]
prη1 + · · ·+ (δ1[xr ]
p + · · ·+ δr[x2r−1]
pr )ηr + ηn+1z,
avec z ∈ OK¯ . Le coefficient constant de Q est donc de valuation ≥ −
1
pn+1 qui est la valuation de
son coefficient dominant. En trac¸ant son polygone de Newton, on en de´duit que ce polynoˆme a une
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racine de valuation positive. Le polynoˆme P a donc bien une racine de la forme x = [xr+1]ηr+1 +
· · ·+ [xn+r]ηn+r+ yηn+r+1 avec y ∈ OK¯ . Comme P a p
r racines, il y a au moins l’une d’entre elles
qui est obtenue pour une infinite´ de n a` l’aide de la construction pre´ce´dente. Notons ξ0 une telle
racine. En re´duisant modulo an, on voit que pour tout n ∈ N
∗, on a ξ0 −
∑r+n
i=r+1[xi]ηi ∈ an. On a
donc ξ0 ∈ H
1(G,OK¯), et ψ(ξ0) = (0, 0, . . . , 0, xr+1, xr+2, . . . , xn, . . . ). Comme (x1, . . . , xr, 0, 0, . . . )
est l’image de
∑r
i=1[xi]ηi ∈ H
1(G,OK¯), on en de´duit que (xn) est dans l’image de ψ.
Corollaire 2.4. Si K = F , H1(G,OK¯) est un k-espace vectoriel de dimension infinie. Plus
pre´cise´ment, si k est fini, la dimension de H1(G,OK¯) est de´nombrable. Si k est infini, elle est
e´gale a` la cardinalite´ de k.
De´monstration. H1(G,OK¯) est l’ensemble des suites twist-re´currentes a` valeurs dans k. Pour
d0, . . . , dr non tous nuls fixe´s, l’ensemble des suites ve´rifiant la relation de twist-re´currence
∀n ∈ N, d0xn + · · ·+ drx
pr
n+r = 0
forme un k-espace vectoriel de dimension finie. La re´union des espaces de´termine´s par l’ensemble
des (d0, . . . , dr) ∈ k
r+1, pour r ≥ 0, est de dimension de´nombrable si k est fini, et de dimension la
cardinalite´ de k si k est infini.
2.2 Vers le cas ramifie´.
Dans cette partie, on entame une e´tude analogue a` la pre´ce´dente, en ne supposant plus cette
fois-ci que e = 1. Les preuves sont souvent esquisse´es.
2.2.1 Cas e ≤ p− 1.
On e´tudie ici le cas ou` e ≤ p − 1, pour lequel les constructions propose´es dans le cas non
ramifie´ s’adaptent facilement. La proposition pre´ce´dente nous dit que H1(G,OK¯) est tue´ par pi, en
particulier il a une structure naturelle de k-espace vectoriel. On peut en fait associer a` un e´le´ment
de H1(G,OK¯) une famille de suites d’e´le´ments de k.
Proposition 2.5. Soit x ∈ H1(G,OK¯), il existe e suites (x1,n), . . . , (xe,n) d’e´le´ments de k telles
que pour tout n ∈ N, x =
∑n
i=1
∑e
j=1[xj,i]η
j
i mod an, [xj,n] de´signant le repre´sentant de Teichmu¨ller
de xj,n.
De´monstration. On proce`de comme dans le cas non ramifie´, la diffe´rence ici e´tant que la re´duction
modulo an de yn+1 ne tue plus seulement c1ηn+1 mais la somme c1ηn+1 + · · · + ceη
ρ
n+1 lorsque
e < p − 1, ρ de´signant le plus grand entier infe´rieur a` epp−1 . Le cas e = p − 1 entraˆıne la meˆme
modification que dans le cas e = 1, p = 2.
On a donc comme pre´ce´demment une application :
ψ : H1(G,OK¯) −→
(
kN
∗
)e
x 7→ ((x1,n)n∈N∗ , . . . , (xe,n)n∈N∗)
The´ore`me 2.6. L’application qui a` x ∈ H1(G,OK¯) associe ((x1,n), (x2,n), . . . , (xe,n)) est injective,
et son image est l’ensemble des e-uplets de suites twist-re´currentes a` valeurs dans k, qui est donc
isomorphe a` H1(G,OK¯).
De´monstration. Nous ne donnerons pas ici la de´monstration de ce re´sultat, les ide´es sont similaires
a` celles de la preuve dans le cas non ramifie´.
2.2.2 Cas ge´ne´ral.
Il nous reste a` traiter le cas e ≥ p. H1(G,OK¯) n’est pas tue´ par pi. On note τ =
⌊
e
p−1
⌋
et
ρ =
⌊
ep
p−1
⌋
(ou` ⌊t⌋ de´signe le plus grand entier infe´rieur ou e´gal a` t). Un calcul direct montre que
ρ − τ = e. Soit x ∈ H1(G,OK¯). On dispose d’une suite (yn) avec pour tout n ∈ N, yn ∈ Kn
et x = yn mod an. On e´crit pour tout n ∈ N que yn =
∑Nn
j=1 cj,nη
j
n, avec les cj,n pris dans une
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famille de repre´sentants des e´le´ments de k dans OK de valuation nulle ou infinie (on ne suppose
plus ici qu’il s’agit des repre´sentants de Teichmu¨ller). Pour tout n ∈ N∗, il existe zn ∈ an tel que
x =
∑Nn
j=1 cj,nη
j
n + zn. On remarque que η
j
n ∈ an si et seulement si j ≤ τ , on peut donc supposer
que la somme commence a` j = τ + 1.
Re´duisons modulo an l’e´galite´ pre´ce´dente e´crite aux rangs n et n+ 1. On a pour j ≥ 1 :
ηjn+1 ∈ an ⇔
j
epn+1
≤
1
pn(p− 1)
⇔ j ≤
ep
p− 1
⇔ j ≤ ρ.
Par conse´quent,
Nn∑
j=τ+1
cj,nη
j
n =
Nn+1∑
j=ρ+1
cj,n+1η
j
n+1 mod an
Il de´coule de ces calculs la proposition suivante :
Proposition 2.7. Soit x ∈ H1(G,OK¯). Il existe e suites (αn,τ+1)n∈N∗ , . . . , (αn,ρ)n∈N∗ d’e´le´ments
de OK telles que pour tout n ∈ N
∗, x =
∑n
i=1
∑ρ
j=τ+1 αi,jη
j
i mod an.
De´monstration. On proce`de par re´currence, en conservant les notations pre´ce´dentes. Le cas n = 1
est imme´diat, compte tenu du fait que pour j ≥ ρ, ηj1 ∈ K.
Pour n ≥ 1, on a
∑Nn+1
j=ρ+1 cj,n+1η
i
n+1 =
∑n
i=1
∑ρ
j=τ+1 αi,jη
j
i mod an par hypothe`se de re´currence,
et donc
x =
ρ∑
k=τ+1
ck,n+1η
k
i +
n∑
i=1
ρ∑
k=τ+1
αi,kη
k
i + zn+1,
ce qui prouve la proposition en posant αn+1,j = cj,n+1.
Remarquons que dans cette e´criture, un ηji n’apparaˆıt qu’une fois ; autrement dit, il n’existe
pas de couples (i, j), (i′, j′) distincts d’indices dans cette somme tels que ηji = η
j′
i′ . En effet, on a :
p(τ + 1) > p
e
p− 1
≥ ρ.
En conse´quence, si j, j′ ∈ {τ + 1, . . . , ρ} et j < j′, on a pj > j′, et donc pi
′
j 6= pij′ pour tous i, i′.
De plus, comme on calcule modulo K, on peut supprimer de cette somme les αj,i tels que j|p
i ; on
peut e´galement regrouper les termes indexe´s par (i, j − λpi) pour λ ∈ N car alors ηj−λp
i
i = pi
ληji .
Pour i ∈ N∗ et j ∈ {τ + 1, . . . , ρ}, j ∤ pi, on note γi,j = max{s ∈ {τ + 1, . . . , ρ} / p
i | s − j} et
I = {(i, γi,j) / i ∈ N
∗, j ∈ {τ + 1, . . . , ρ}, pi ∤ γ}. On peut encore e´crire pour tout n ∈ N,
x =
∑
(i,γ)∈I,i≤n
βi,γη
γ
i mod an,
en regroupant les termes comme explique´ pre´ce´demment. Une telle e´criture est alors unique : il n’y
a aucune sous-somme finie de
∑
(i,γ)∈I βi,γη
γ
i e´gale a` un e´le´ment non nul de K, et aucun βi,γη
γ
i non
nul n’est de valuation positive. En effet, si γ−λpi ∈ {τ +1, . . . , ρ} et γ− (λ+1)pi /∈ {τ +1, . . . , ρ},
alors de`s que βi,γ est non nul, on a ev(βi,γ) ≤ λ, et donc ev(βi,γ) < λ +
τ
pi ≤ −ev(η
γ
i ). On peut
donc bien de´finir une application de H1(G,OK¯) vers O
I
K , qui a` x associe les βi,γ .
Proposition 2.8. Soit r ≥ 1 et Hpir le sous-module de pi
r-torsion de H1(G,OK¯), alors H
1(G,OK¯)/Hpir
est un OK-module de type fini engendre´ par au plus
pe
r(p−1)2 e´le´ments.
De´monstration. On note Ir = {(i, γ) ∈ I, rp
i < γ}. La pir-torsion de H1(G,OK¯) est l’ensemble
des x ∈ H1(G,OK¯) tels que pi
rx = 0, c’est a` dire v(pirx) ≥ 0. En associant a` x la famille des βi,γ
et en conside´rant les valuations, pirx = 0 si et seulement si pour tout (i, γ) ∈ I, re + v(βi,γ) ≥
γ
epi .
Notons Hpir le sous-module de pi
r-torsion de H1(G,OK¯), la proposition et les calculs pre´ce´dents
montrent que l’application compose´e
OIrK →
∑
(i,γ)∈Ir
ηγi OK → H
1(G,OK¯)/Hpir
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est surjective. Le OK-module H
1(G,OK¯)/Hpir est donc de type fini, engendre´ par des e´le´ments
en nombre fini majore´ par le cardinal de Ir. A` i fixe´, il y a au plus p
i e´le´ments de la forme (i, γ)
dans I. De plus, si (i, γ) ∈ Ir, p
i < ρr et donc i < logp(ρ/r). Le cardinal de Ir est donc majore´ par∑
1≤i<logp(ρ/r)
pi. Cette somme est majore´e par
logp(ρ/r)
p−1 ≤
pe
r(p−1)2 .
Remarque 2.2. Le OK-module Hpi a une structure naturelle de k-espace vectoriel, on a un
morphisme injectif Hpi → k
N, et il semble possible d’espe´rer que les re´sultats de Kedlaya s’adaptent
pour montrer que l’image de cette injection peut se de´crire en terme de suites twist-re´currentes
dans leur de´finition la plus ge´ne´rale (voir [Ked01a] et [Ked01b]). Nous ne ferons pas ici cette
interpre´tation.
Remarque 2.3. Les me´thodes utilise´es dans cet article peuvent peut-eˆtre se ge´ne´raliser au calcul
de H1(G,GLn(OK¯)). En effet, en utilisant la suite exacte
1→ GLn(K)/GLn(OK)→ GLn(K¯)/GLn(OK¯)→ H
1(G,GLn(OK¯))→ 1,
et la re´duction de Hermite des e´le´ments de GLn(OK¯), on devrait pouvoir donner une descrip-
tion de H1(G,GLn(OK¯)), ce qui pourrait donner un avatar de la the´orie de Sen dans le cas des
repre´sentations de torsion.
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