Introduction
This is the second part of the article [3] . In the first paper we developed a cyclic homology theory for B-module coalgebras with coefficients in stable B-module/comodules where B was just a bialgebra. The construction we gave for the cyclic homology theory for B-module coalgebras used mainly the coalgebra structure on B. In the first part of this paper, we present the dual picture. Namely, a cyclic homology theory for B-comodule algebras with coefficients in a stable B-module/comodule where B is just a bialgebra. Our theory is an extension of the theory developed in [2] by lifting two restrictions: (i) our theory uses bialgebras as opposed to Hopf algebras (ii) the coefficient module/comodules are just stable as opposed to stable antiYetter-Drinfeld. In the second part of this paper, we recover the main result of [4] . Namely, these two cyclic theories are dual in the sense of (co)cyclic objects, whenever the input pair (H, X) has the property that H is a Hopf algebra and X is a stable anti-Yetter-Drinfeld module.
The plan of this paper is as follows. In Section 2, we set up the notation and overall assumptions we make. In Section 3, we develop a cyclic theory for a pair (H, X) where H is a Hopf algebra and X is a stable anti-Yetter-Drinfeld module by using the algebra structure of H and H-module/comodule structure of X. In Section 4, we show how one can extend this theory to bialgebra comodule algebras and stable bialgebra modules. In Section 5, we show that the cyclic theory we developed in [3] and cyclic theory defined in this paper are dual in the sense of (co)cyclic objects whenever the underlying bialgebra is a Hopf algebra and the stable coefficient module/comodule is also anti-Yetter-Drinfeld. In Section 6 we perform several calculations to illustrate the effectiveness of our definition of bialgebra cyclic homology for several Hopf algebras: the group ring of a discrete group G, the enveloping algebra of a Lie algebra g, quantum deformation of an arbitrary semi-simple Lie algebra g, and finally H(N ), the Hopf algebra of foliations of codimension N .
Notation and conventions
We assume k is a field of an arbitrary characteristic and H is a Hopf algebra over k.
Whenever we refer an object "simplicial" or "cosimplicial," the reader should read as "pre-simplicial" and "pre-cosimplicial" meaning that do not consider (co)degeneracy morphisms as a part of the (co)simplicial data.
A simplicial X * module is called para-(co)cyclic iff it is almost a (co)cyclic module, in that it satisfies all conditions for a (co)cyclic module except that the action of τ n on each X n need not to be of order n + 1, for any n ≥ 0.
A (para-)cyclic module Z * is called a (para-)cyclic H-comodule iff all structure morphisms are H-comodule morphisms.
The tensor product over an algebra A is denoted by ⊗ A , and a cotensor product over a coalgebra C is denoted For a coalgebra (C, ∆), we use Sweedler's notation and denote ∆(c) by c c (1) ⊗c (2) , and most of the time, we even drop the summation sign. Similarly, for a left C-comodule X ρX − − → C ⊗X, we use ρ X (x) = x (−1) ⊗x (0) for the coaction morphism. On the other hand, for a right C-comodule Y ρY − − → Y ⊗C we use ρ Y (y) = (y (0) ⊗y (1) ). We also need to use complexes T * (B, X) and CM * (B, X) we defined in [3] . In order to distinguish these complexes from the similar complexes we define in this paper, we use the notation T
The Connes-Moscovici cyclic homology
Definition 3.1. Let A be an algebra over k, let X be a left A-module and let Y be a right A-module. The bar complex associated to the algebra A with coefficients in the A-modules A and Y is the simplicial k-module B a * (Y, A, X) = {Y ⊗ A ⊗n ⊗ X} n≥0 with the following face morphisms:
for 0 ≤ j ≤ n and for any (h
Lemma 3.3. Let M be a H-bimodule. Then there is a right H-module structure on M defined as m · ad h := S −1 (h (1) )mh (2) for any h ∈ H and m ∈ M . This action is called the right adjoint action and the module is denoted by ad(M ). 
Proof. The inverse is given by
and similarly
as we wanted to show. Now consider
and for 0 < j < n
Finally for j = n,
as we wanted to prove.
Definition 3.5. Let X be an arbitrary H-module. Define a para-cyclic structure on T a * (H, X) by letting
Lemma 3.6. Let n ≥ 0 be arbitrary and let
and finally
for any n ≥ 0 and for any (h
Corollary 3.7. The face morphisms in T a * (H, X) are defined as
for any n ≥ 0 and (h ⊗ x) from T a n (H, X).
Definition 3.8. Let X be an arbitrary H-module/comodule. Define a graded k-module by CM a * (H, X) = {H ⊗n ⊗ X} n≥0 and a pair of graded k-module morphisms CM
Definition 3.9. Let H be a Hopf algebra. Then a H-module/comodule X is called m-stable if
for all x ∈ X. If X is both 1-stable and 0-stable, we call it stable.
Definition 3.10. Let H be a Hopf algebra. Then a H-module/comodule is called anti-Yetter-Drinfeld (aYD) module iff
for any x ∈ X and h ∈ H.
Lemma 3.11. Assume X is an anti-Yetter-Drinfeld module. Then X is 0-stable iff X is 1-stable.
Proof. Assume x (−1) x (0) = x for any x ∈ X. Let y = S(x (−1) )x (0) and consider
The proof for the other direction is similar.
Remark 3.12. Notice that if we assume X is 0-stable H-module/comodule, i.e. x = x (−1) x (0) for any x ∈ X, then i * p * = id * . This implies p * is a monomorphism of graded k-modules. 
and observe that if we assume that X is an anti-Yetter-Drinfeld module, we get
Assume n ≥ 1 and consider also
Now, using these identities we consider
as we wanted to show. This finishes the proof that τ * p * = p * t * . Define a cyclic structure on CM a * (H, Y ) by letting
for any n ≥ 1 and 0 ≤ j ≤ n. With this definition at hand one can easily see that p * is a morphism of cyclic modules.
Remark 3.14. Let us see how each of the face morphisms of CM a * (H, X) work: First, let n ≥ 1 and consider
Note that
Theorem 3.15. Let X be a stable anti-Yetter-Drinfeld module/comodule and let BC a * (k, H, X) be the graded k-module {H ⊗n ⊗ X} n≥0 given with the cyclic structure
Then there is an isomorphism of cyclic modules BC
Proof. We need to check t * δ j = d j t * and t j * t * = t * t j * for all possible j ∈ Z. The latter assertion is obvious. For the former observe that for 0 < j ≤ n
and finally for j = 0
as we wanted to prove. 
is isomorphic to
First, let me show that ρ R is a genuine H-comodule structure:
is a H-comodule with the coaction defined as 
Moreover, p * is an isomorphism of para-cyclic H-comodules.
Proof. Let z = h 1 · · · h n and consider the expression
With the help Lemma 3.17, we can say graded submodule T a * (H, X) H consists of elements of the form
which means p * is an epimorphism. We already had id * = i * p * from Remark 3.12 which makes p * a monomorphism too. Thus p * is an isomorphism.
H is an isomorphism of cyclic k-modules.
Proof. Observe that, if we assume X is a 0-stable module/comodule and (
Therefore, if X is a stable anti-Yetter-Drinfeld module/comodule then the para-cyclic k-submodule of H-
H is an isomorphism of cyclic modules.
Bialgebra cyclic homology
Definition 4.1. For any j ∈ Z, define a degree 1 morphism [ρ R , τ Proof. Note that for any p * (h ⊗ x) in the image of p * , we have
The graded k-submodule PCM a * (H, X) is stable under the actions of τ i * for any i ∈ Z since for any (h⊗ x) from PCM a * (H, X) we have
We need to show that PCM a * (H, X) is actually a para-cyclic submodule of T a * (H, X). In order to prove this, we need to prove that PCM n (H, X) is stable under the action of ∂ 0 for any n ≥ 0.
First, observe that for 0 ≤ j ≤ n − 1
and for j = n, assuming (h
Notice also that, the definition dictates that
for any j ∈ Z after observing the fact that
which is uniformly zero, in other words PCM a * (H, X) is stable under the action of ∂ 0 as we wanted to show. This finishes the the proof that PCM a * (H, X) is a para-cyclic submodule of T a * (H, X). Now, let me show that PCM a * (H, X) is a graded H-subcomodule of T a * (H, X). For this end, consider
is uniformly zero. Therefore, ρ R sends PCM a * (H, X) to H ⊗ PCM a * (H, X), i.e. it is a H-comodule. Now that we showed PCM a * (H, X) is a para-cyclic module and H-comodule, let me merge these two structures and show that it is a para-cyclic H-comodule: For this end, we must show that the H-coaction and the action of the cyclic groups and the primary face maps ∂ 0 commute. We already proved that the H-coaction and ∂ 0 commute on PCM a * (H, X). Moreover, the H-coaction and the action of cyclic groups commute by design on PCM a * (H, X).
Finally observe that since
is a chain of monomorphisms of graded H-comodules, we have 
is an arbitrary element of T a * (H, X). Consider
Corollary 4.4. Let H and X be as before. Then PCM
Proof. Since H is commutative ad(H) is a trivial H-module. Therefore
The advantage of the these re-writings of the coaction is that, even when B is just a bialgebra, for a Bcomodule algebra Y and 0-stable B-module/comodule X, now we can define PCM a * (Y, X) and CM a * (Y, X). Theorem 4.7. Let Y be a right B-comodule algebra and X be a left B-module and a right B-comodule. Assume also that X satisfies the property that 
) is a cyclic module, regardless of B being a Hopf algebra. In the case of B is a Hopf algebra CM
Proof. The graded k-module T a * (Y, X) is the collection {Y ⊗n+1 ⊗ X} n≥0 . The simplicial structure is given by the structure maps defined in Equation 3.6 as
The cyclic maps are defined in Equation 3.3 as
Since B is just a bialgebra, we don't have an antipode. Thus the cyclic maps may not be invertible. This means, T a * (Y, X) is almost a para-cyclic k-module, since all other identities are satisfied. Regardless of B being a Hopf algebra, one can still define PCM a * (Y, X) by using ρ R defined in Remark 4.6 as
is still a para-cyclic B-module thanks to the identity
In the case of B is a Hopf algebra, we use X op . Then the condition given in Equation 4.1 can be written
using Lemma 3.17 one can see that CM
Cyclic Duality
Assume H is a Hopf algebra with a bijective antipode and X is a stable H-module/comodule.
Remark 5.1. In this section we need the full para-cyclic structure on T a * (H, X). This means, we must provide degeneracy morphisms. Define
for all 0 ≤ j ≤ n and for all (h 0 ⊗ · · · ⊗ h n ⊗ x) from T a * (H, X). We leave checking the cocyclic identities to the reader.
Remark 5.2. Recall from [3] that, we have defined T c * (H, X) as the graded module {H ⊗n+1 ⊗ X} n≥0 with the following cocyclic structure:
for all 0 ≤ j ≤ n + 1. Now, to that add the codegeneracy maps which are defined as
We leave checking the cocyclic identities to the reader.
Lemma 5.3. Let A * = {A n } n≥0 be a para-cocyclic k-module with structure morphisms
Then the graded k-module A ∨ * = {A n } n≥0 with the following structure morphisms
Lemma 5.4. Define a morphism of graded modules
. Then one has
Proof. Proof is going to be by direct calculation. For n ≥ 1 consider
which proves the first identity. Now let n ≥ 0 and take (h 0 ⊗ · · · ⊗ h n ⊗ x) from T a n (H, X) and consider
which proves the second identity. Finally for n ≥ 1
which proves the third identity.
Theorem 5.5. There is a morphism of para-cyclic modules T c * (H, X)
Proof. By using Lemma 5.4 one can see that
for any 0 ≤ i ≤ n and 0 ≤ j ≤ n + 1. This also implies
Definition 5.6. Define a morphism of graded modules T a * (H, X)
n (B, X) for an arbitrary n ≥ 0.
Lemma 5.7. β * α * = id * restricted to CM a * (H, X).
Proof. For n = 0, one has
Again by using the fact that (h 0 ⊗ x) is from CM a * (H, X) and the fact that S(x (−1) )x (0) = x, we get
For n ≥ 1 and for (h
This implies
by using the fact that
as we wanted to show.
Proof. The proof will be by direct calculation. For n = 0 and (
Then,
as we wanted to show. Let n ≥ 0 and (
However,
Now apply q n+1 on both sides to get the result.
Lemma 5.9. T c * (H, X)
iff X is a stable anti-Yetter-Drinfeld module.
Proof. Assume X is a stable anti-Yetter-Drinfeld module. Since CM
as we wanted to show. On the opposite direction, assume β factors as β * = β ′ * q * , which is to say
This finishes the proof. Proof. By Lemma 5.9, β * factors as β * = β ′ * q * as a morphism of para-cyclic modules. Therefore the result we obtained in Lemma 5.7 reads as β * α * = β ′ * q * α * = id * restricted to CM a * (H, X). On the other hand the result in Lemma 5.8 reads as q * = q * α * β ′ * q * . Since q * is an epimorphism, every element ξ of CM
which proves q * α * and β ′ * are inverses of each other. Since β ′ * is a morphism of para-cyclic modules, q * α * becomes an isomorphism of cyclic modules.
Computations
In order to simplify the computations, we assume k = C in this section. Since k [G] ⊗n is free over k with basis from G ×n+1 , this implies g And, according to [5] , one has
H n−2i (G) (6.2)
for any ≥ 0.
Example 6.2. Let g be any Lie algebra and let H = U (g) be its universal enveloping algebra. Again, consider k as a trivial H-comodule via 1. Fix a character U (g) δ − → k and consider k as a U (g)-module via this character. Denote this one dimensional stable U (g)-module/comodule by k (1,δ) . By using a fixed basis for g, Lemma 3.17 and Poincaré-Birkhoff-Witt Theorem one can conclude that
which implies CM a * (U (g), k (1,δ) ) = CC * (k). This means HC CM,a n (U (g), k (1,δ) ) := HC n CM a * (U (g), k (1,δ) ) ∼ = HC n (k) (6.3)
for any n ≥ 0.
Example 6.3. Let g be a semi-simple Lie algebra of rank N and let U q (g) be the quantum deformation of the Lie algebra g. One can recall the presentation of U q (g) from [3] . Fix a group-like element
from U q (g) where a i ∈ Z and I = a 1 , . . . , a N . Consider k I = k as a U q (g)-module/comodule via the counit ǫ and the grouplike element K I . One can see that k I is a stable U q (g)-module/comodule. Because of Lemma 3.17 and the quantum Poincaré-Birkhoff-Witt Theorem
Uq(g)
This means CM a * (U q (g), k I ) ∼ = CC * (k K k (1,δ) ) is different than HC * (k).
