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LOWEST DEGREE INVARIANT 2ND ORDER PDES OVER RATIONAL HOMOGENEOUS
CONTACT MANIFOLDS
DMITRI V. ALEKSEEVSKY, JAN GUTT, GIANNI MANNO, AND GIOVANNI MORENO
Abstract. For each simple Lie algebra g (excluding, for trivial reasons, type C) we find the lowest possible degree of an
invariant 2nd order PDE over the adjoint variety in Pg, a homogeneous contact manifold. Here a PDE F (xi, u, ui, uij) =
0 has degree ≤ d if F is a polynomial of degree ≤ d in the minors of (uij), with coefficients functions of the contact
coordinates xi, u, ui (e.g., Monge–Ampe`re equations have degree 1). For g of type A or G2 we show that this gives
all invariant 2nd order PDEs. For g of type B and D we provide an explicit formula for the lowest-degree invariant
2nd order PDEs. For g of type E and F4 we prove uniqueness of the lowest-degree invariant 2nd order PDE; we also
conjecture that uniqueness holds in type D.
Keywords: simple Lie algebras, adjoint variety, Lagrangian Grassmannian, second order PDEs, symmetries of PDEs,
invariant theory
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1. Introduction
1.1. Starting point. The problem of classifying scalar second order PDEs admitting a large group of symmetries is
the basis of a very extensive research programme, originating in the work of Lie, Darboux, Cartan and others. It is
naturally broken into the sub-problems of classifying G-invariant PDEs with a prescribed Lie group G of symmetries.
This is still a vast project in general. Using the interpretation of 2nd order PDEs in terms of contact structures, we
restrict our attention to the case where G acts transitively on the underlying contact manifold M . Even there we are
facing a hopelessly complex task, in particular implying the classification of homogeneous contact G-manifolds for the
given Lie group. The latter problem is considered by one of the authors in [2]. In the present paper we shall still
significantly narrow the focus, by working in the complex holomorphic setting, assuming G to be simple, and requiring
that M be compact. There we can use the structure theory of simple complex Lie algebras, and finally reduce the
question to an algebraic problem in invariant theory. Since results about the real case can be then recovered (in
a straightforward, if laborious, manner) considering suitable real forms of G, from now on we shall apply the term
‘partial differential equation’ to what is more properly its complexification (see Subsection 1.4 for further remarks
about the real setting).
1.2. Context. Remarkably, it turns out that in this context—with the exception of groups G of type A and, for trivial
reasons, C—a G-invariant second order PDE has precisely the Lie algebra g of G as its local infinitesimal symmetries
at any point of M . This has been observed and used by D. The in [23] to realise the simple Lie algebras not of type
C as infinitesimal symmetries of 2nd order PDEs, a problem with a long tradition, inaugurated by the 1893 works
by Cartan and Engel,1 and recently recast in full generality by P. Nurowski in the context of the so–called parabolic
contact geometries (see [8], sec. 4.2). In this spirit, 2nd order PDEs can be thought of as additional structures on
contact manifolds.
1.3. The degree of a 2nd order PDE on a contact manifold. A 2nd order (scalar, in n independent variables
and one unknown function) PDE on a (2n+1)–dimensional contact manifold (M, C), C being the contact distribution
on M , is, roughly speaking, a first–order condition imposed on the Lagrangian submanifolds of M . Note that the
latter are the integral n–dimensional submanifolds of the exterior differential system (M, IC), where IC is the ideal of
differential forms vanishing on C (see [6]). Recall that the Levi (twisted) two–form C ∧ C −→ TM/C is nondegenerate,
and as such it defines a conformal symplectic structure on each contact plane. Imposing the aforementioned first–order
condition is the same as restricting the prolonged exterior differential system (M (1), I
(1)
C ) to a hypersurface E of the
manifold M (1) of the n–dimensional integral elements of (M, IC). The manifold M (1) has a natural smooth bundle
structure
(1) π : M (1) =
⋃
m∈M
LGr(Cm)→M ,
such that the fibre of π at m ∈M naturally identifies with the Grassmannian of Lagrangian planes LGr(Cm) of Cm.
In contact (or Darboux) coordinates (xi, u, ui), a generic Lagrangian submanifold ofM is the graph Γ
(1)
f := {x
i, u =
f(x1, . . . , xn), ui = fxi(x
1, . . . , xn)} of the 1st jet of a function in the n variables xi. Hence, a first–order condition on
Lagrangian submanifolds is a relation between the first derivatives of both f and all the fxi ’s, that is, a second–order
PDE on f . Globally, this corresponds to a hypersurface E ⊂M (1).
Date: July 2, 2018.
1See [23] for a more detailed historical account, as well as a broader list of references.
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One can locally extend the Darboux coordinates to M (1) as follows. The Lagrangian space L =
TmΓ
(1)
f ∈ M
(1) has coordinates (xi, u, ui, uij = uji) where (x
i, u, ui) are the coordinates of m, and TmΓ
(1)
f =〈
Dxi |m + uij∂uj
∣∣
m
| i = 1, 2, . . . , n
〉
, with
(2) Dxi = ∂xi + ui∂u .
Observe that the uij–coordinates of TmΓ
(1)
f are precisely the second–order derivatives of f at (x
1, . . . , xn) and, as such,
they are symmetric in the indices (i, j): this corresponds to the canonical identification TLLGr(Cm) ≃ S2L∗, valid for
all L ∈ LGr(Cm). Accordingly, in the above coordinates, a 2nd order PDE reads as E = {F (xi, u, ui, uij) = 0}.
The intrinsic geometry of LGr(Cm) allows us to introduce a point-wise numerical invariant characterising some of
the hypersurfaces E : the degree. Namely, we say that E = {F = 0} is of degree d at m = (xi, u, ui) if F (xi, u, ui, uij) is
a polynomial of degree d as a function of the minors of the symmetric matrix U =
(
uij
)
. If the number d is well-defined
and does not depend on m, we say that the PDE E has degree d, though its order is always 2 (this is the case e.g.
when a group of contactomorphisms acts transitively on M preserving E).
Recall that we have decided to work in the complex analytic setting. Furthermore, we shall only be concerned with
closed hypersurfaces E ⊂ M (1). In that case the Lagrangian Grassmannian LGr(Cm) is a projective manifold (in the
Plu¨cker embedding: the homogeneous coordinates on the ambient projective space may be identified with the minors
of U), and the fibre Em = E ∩ LGr(Cm) is a closed analytic subvariety. It then follows that Em is actually algebraic
(Chow’s theorem), and the defining equation F is a polynomial in the minors. In particular, the degree of E at m is
a well-defined integer.
1.4. A first look at the results. Our main results concern the case where (M, C) is a homogeneous contact manifold
for a complex simple Lie group G. In fact, requiring M to be compact, it is uniquely determined by G. We consider
hypersurfaces E ⊂M (1) that are invariant under the natural lift of the G-action. For some G we give a complete and
explicit description of the set of all such hypersurfaces. In general, for each G we characterise the minimal possible
degree of such a hypersurface.
Since G acts transitively onM by contact transformations, and E ⊂M (1) is supposed to be G-invariant, the problem
of describing such hypersurfaces is easily reduced to the study of hypersurfaces in a single fibre LGr(Cm) invariant
under the subgroup of G stabilisingm. Thus our results are in fact about hypersurfaces in a Lagrangian Grassmannian
of a (conformal) symplectic vector space, invariant under certain subgroups of the (conformal) symplectic group.
A careful inspection shows that in all cases where we did find an explicit construction of such an invariant hyper-
surface, it can be in fact defined over the reals – at least if we use the split real form of G. This is manifest in Section
6, where explicit PDEs are written down in Darboux coordinates: even though formally we discuss the complex case,
the resulting formulas make sense in the real context as well. This leads to new constructions of (real) PDEs with
prescribed symmetry algebras, that may serve as interesting test cases for the more traditional methods of symmetry
analysis of PDEs.
1.5. Plan of the paper. Section 2 gives a more in-depth description of our main results, introducing for the first
time all the constructions necessary for a precise statement of Theorem 1. Section 3 provides a careful technical
exposition of the underlying material, where we reintroduce and prove many of the standard results mentioned in
Section 2. This way we prepare the ground for an algebraic reformulation of the main result, opening Section 4. We
then outline the strategy of the proof, based on the classification of complex simple Lie algebras. Parts of the main
result corresponding to the different Cartan types A, . . . ,G occupy the subsequent subsections. Section 5 contains a
discussion of further consequences of our results and their relation to existing research. Finally, in Section 6 we write
down some our invariant PDEs in explicit form.
2. Description of main results and methods
2.1. Basic constructions and results. We will now quickly introduce a number of notions necessary for a precise
statement of our results. Complete definitions and proofs will be given in Section 3. We state our main Theorem at
the end of this subsection.
Definition 1. Let g be a complex simple Lie algebra, and G the identity component of Aut g. Then the unique closed
G-orbit X in Pg is called the adjoint variety of g.
Let g be a complex simple Lie algebra other than sl(2,C). We let G and X ⊂ Pg be as in Definition 1. We shall
fix an origin o ∈ X and let P ⊂ G be its stabiliser. The latter is a parabolic subgroup with unipotent radical P+ ⊂ P
and connected, reductive quotient G0 ≃ P/P+. We split the projection P → G0 by fixing a Levi decomposition
(3) P = G0 ⋉ P+ ,
thus inducing the so–called contact grading (see [8], sec. 3.2.4)
(4) g = g−2 ⊕ g−1 ⊕ g0 ⊕ g1 ⊕ g2
of the Lie algebra g, where g0 is the Lie algebra of G0, and p+ = g1⊕g2 the Lie algebra of P+. Considering the graded
nilpotent subalgebra g− = g−2 ⊕ g−1 ≃ ToX one finds that dim g−2 = 1 and
(5) dim g−1 = 2n , n ∈ N ,
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with the Lie bracket inducing a non–degenerate twisted (i.e., g−2–valued) symplectic form on g−1.
The hyperplane g−1 ⊂ ToX equips the homogeneous space X ≃ G/P with an invariant contact structure. We thus
have a contact manifold as in Subsection 1.3 and we can form the bundle
(6) X(1) −→ X
of Lagrangian Grassmannians as in (1). We are interested in complex analytic hypersurfaces inX(1), locally interpreted
as 2nd order scalar PDEs in n independent variables (see again Subsection 1.3). In particular, considering the natural
lift of the G-action to X(1), it is natural to ask about the existence and classification of G-invariant hypersurfaces, as
these correspond to PDEs with a large symmetry group.
We will only work with closed hypersurfaces. Since X(1) is a complex projective manifold, every such closed analytic
hypersurface is in fact algebraic Thus, from now on, we will use the term ‘hypersurface’ to refer to a closed algebraic
hypersurface. We consider the family
Inv(X,G) =
{
E | E hypersurface in X(1) such that G · E = E
}
.
In fact, we shall further abuse the terminology by allowing the components of our hypersurfaces to have non-negative
multiplicities, whence the proper term would be an effective divisor (this is indeed very natural if one thinks of a
PDE as an equation in an algebraic sense, rather than a subset of a geometric space). Doing so, we stick to the usual
language of geometric PDE theory without introducing unnecessary restrictions on the algebraic side. This abuse does
not affect our results.
By virtue of transitivity, the elements of Inv(X,G) can be put in a natural one–to–one correspondence with the P–
invariant hypersurfaces in the fibre X
(1)
o . Observe also that X
(1)
o is the Lagrangian Grassmannian of the (conformal)
symplectic space g−1, naturally embedded in the projectivised Plu¨cker space PΛ
n
0g−1, where Λ
n
0g−1 is the kernel of
the map
(7) Λng−1 → Λ
n−2g−1 ⊗ g−2
induced by the (twisted) symplectic form. This embedding corresponds to an ample line bundle O(1) on X
(1)
o ,
generating its Picard group. That is: (i) the space of global sections of O(1) is identified with Λn0g
∗
−1 and the Plu¨cker
embedding is simply the evaluation map X
(1)
o → PΓ(X
(1)
o ,O(1))∗, and (ii) every line bundle on X
(1)
o is a tensor
power of O(1) or its inverse. We then meet again the same notion of degree, introduced earlier in Subsection 1.3: a
hypersurface in X
(1)
o has degree d if it is cut out by a global section of O(d) or, equivalently, is an intersection of
Plu¨cker-embedded X
(1)
o with a degree d hypersurface in PΛn0g−1 (see Definition 5 later on). Given a hypersurface
E ∈ Inv(X,G), we refer to the degree of Eo ⊂ X
(1)
o as the degree of E itself. This is compatible with the definition
given in Subsection 1.3 in terms of minors of the Hessian.
There is a natural geometric construction, appearing for the first time in [23], producing an invariant hypersurface for
every g of type not C. We review it in Section 5 under the name of the Lagrangian Chow transform of the subadjoint
variety. Knowing thus that Inv(X,G) is nonempty, and that its elements are grouped by degree, we consider the
following natural questions: first, find the minimum degree of an element; then, whenever it is possible, establish
whether or not there is a unique element of this degree. We may now state our main result.
Theorem 1. The minimal degree of an element of Inv(X,G) is given by the first row of the following table, while the
second row gives the number of elements of that degree (entries marked with an asterisk are conjectural).
type A. B. D. E6 E7 E8 F4 G2
1 4 2 2 2 2 4 3
2 unknown 1∗ 1 1 1 1 1
2 2(n− 1) 42 286 13188 16 3
(For comparison, the last row gives the degree of the Lagrangian Chow transform of the subadjoint variety, where n is
defined by (5), see Section 5).
Remark 1. Let us explain the absence of type C from the classification. Since in that case G = Spn+2 acts transitively
on X(1), there are no G-invariant hypersurfaces whatsoever, i.e., Inv(X,G) = ∅.
2.2. Further constructions and additional results. Our approach relies on translating the geometric problems
associated with Inv(X,G) to algebraic problems of the theory of invariants of the semisimple part of G0. We will now
give an informal description of this transition. The subtler parts of it, namely equations (9) and (13), will be stated
and proved as standalone results in Section 3 below (see Lemma 10 (3) and Proposition 1). As they become rather
technical, here we mostly wish to motivate their use.
We have already reformulated a problem involvingG–invariance in terms of P–invariance. But since P+ acts trivially
on g−1, we may further replace the P–invariance condition with G0–invariance or, more accurately, G0–equivariance.
Note that the linear action of G0 on Λ
n
0g−1 induces an action on O(1) over X
(1)
o . Elements of Inv(X,G) of degree
d are thus in one–to–one correspondence with the nonzero G0–equivariant global sections of the line bundles O(d),
d > 0, modulo the action of the multiplicative group C×. An element f ∈ Γ(X
(1)
o ,O(d)) is called G0–equivariant if
there exists a group homomorphism ξ : G0 → C× satisfying
(8) g∗f = ξ(g)f , ∀g ∈ G0 .
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Thanks to this re-interpretation, our problem can be formulated in purely algebraic terms. First, we identify the
spaces of global sections of O(d) with the homogeneous summands of the homogeneous coordinate ring of X
(1)
o , viz.
(9)
⊕
d≥0
Γ(X(1)o ,O(d)) ≃ (S
•Λn0g
∗
−1)/I ,
where S• denotes the symmetric algebra, and I is the homogeneous ideal of X
(1)
o in its Plu¨cker embedding (this
holds by virtue of projective normality, see Sec. 3). In principle, it remains to take the submodule of G0–equivariant
elements in the right–hand side of (9), decompose it into irreducible submodules, and then detect the one–dimensional
ones. It is convenient to consider an almost direct product decomposition
(10) G0 = G
ss
0 · T˜ , G
ss
0 = [G0, G0]
where Gss0 is semi-simple, T˜ is a central torus, and the two intersect in a finite subgroup. We also have the quotient
torus
T = G0/G
ss
0 ≃ T˜ /(G
ss
0 ∩ T˜ ).
The homomorphism ξ involved in the definition (8) of G0-equivariance acts trivially on G
ss
0 and can thus be regarded
as an element of the lattice
T̂ := Hom(T,C×) ≃ Zr, r = rkT
of characters of T (it is a sublattice in the lattice of characters of T˜ ). Since the subring
(11) R := (S•Λn0g
∗
−1/I)
Gss0
of Gss0 –invariants (i.e., g
ss
0 -invariants, since G
ss
0 is connected) is also T˜–invariant in S
•Λn0g
∗
−1/I, we can decompose it
into irreducible T –submodules:
(12) R =
⊕
ξ∈T̂
Rξ .
Remark 2. If r = 1 (resp., r = 2), then we can identify T̂ with Z (resp., with Z × Z), in such a way that Rξ ⊂
Γ(X
(1)
o ,O(
1
mξ)) (resp., R
(ξ1,ξ2) ⊂ Γ(X
(1)
o ,O(
1
mξ1))) for a suitable positive integer m. As we shall see below, the case
r = 2 occurs only in type A, otherwise r = 1. That is, we can regard the multi–grading (12) as the usual grading,
except in type A, when it is a bi–grading refining the usual grading.
We are finally in position to recast the geometric problem of studying G–invariant hypersurfaces of X
(1)
o in the
algebraic terms of the (bi)graded ring R of gss0 -invariants:
(13) Inv(X,G) ≃
∐
ξ∈T̂r{0}
PRξ .
A careful exposition and proof of the identification (13) is the purpose of the following Section 3 (see Proposition 1).
It is worth recalling that the elements of Inv(X,G) are really effective divisors; to keep them reduced, we would need
to remove classes of non-reduced elements of R from the right hand side of (13). Since we are interested in lowest
degree elements, thus automatically reduced, the distinction is irrelevant for our purposes.
Our main result, Theorem 1, is recast in this language as Theorem 2 in Section 4. Somewhat more can be said
in special cases (see Proposition 2). For g of type A, the ring R is freely generated by the pair of elements of degree
1. These are interchanged by the outer automorphism of G corresponding to the reflection symmetry of the Dynkin
diagram (i.e. transposition of matrices); their product (corresponding to a union of hypersurfaces) is the only reduced
element invariant under the full automorphism group of g. For g of type G2, the ring R is generated by a single element
of degree 3. Finally, let us remark that for g of type B and D, as well as A and G2, we construct explicit forms of the
lowest degree non-constant elements of R. This allows us to write down the corresponding PDEs in coordinates (see
Section 6).
3. Prerequisites
3.1. The adjoint variety as a contact manifold. We will now return to the notions and constructions introduced
informally in Section 2 above, providing necessary definitions and proving some of their properties. The results are
standard, but we give detailed proofs wherever they contain some valuable insights for the non-expert reader. Some
of the material of the previous sections is repeated in order to make the present one self-contained. Our ultimate goal
is Proposition 1. The reader is invited to skip directly to the latter should the exposition become too pedagogical.
We fix g, G ⊂ Aut g and X ⊂ Pg as in Definition 1. Note that G is a connected simple linear algebraic group and
X a projective homogeneous variety for G, whence it follows that the stabiliser in G of any point of X is a parabolic
subgroup. Recall that the structure of such subgroups is easily described in terms of root system data; we will return
to this point later (see the proof of Lemma 3).
Let us refresh the notations introduced earlier in Subsection 2.1. The point o ∈ X is the origin, and P ⊂ G is its
stabiliser. The normal subgroup P+ ⊂ P , consisting of the unipotent elements in the radical, is the unipotent radical
of P . The quotient group G0 = P/P+ is reductive, namely a product of a connected semisimple group G
ss
0 and a
central torus T (note that in our setting a torus means a direct product of several copies of the multiplicative group
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C×). Later we will determine the type of gss0 and the rank of T in terms of root system data (see the table in Lemma
3). Symbols p+ ⊂ p ⊂ g denotes the Lie algebras of P+ ⊂ P ⊂ G.
Now we define a natural P -invariant decreasing filtration on g, by setting gi+1 = [p+, g
i] unless gi+1 = g and
arranging the indices so that g0 = p. Lemma 1 below captures the key properties of this filtration. To this end, denote
by gr•(g/p) the associated graded space of the induced filtration on g/p, with the natural action of P .
Lemma 1. Let g• be the filtration on g satisfying g0 = p and gi+1 = [p+, g
i] unless gi+1 = g. Then:
(1) [gi, gj] ⊂ gi+j,
(2) g−i = g and gi+1 = 0 for all i ≥ 2,
(3) there is an induced P -invariant filtration on g/p.
(4) P+ acts trivially on gr(g/p),
(5) gr(g/p) = gr−2(g/p)⊕ gr−1(g/p),
(6) dim gr−2(g/p) = 1, dimgr−1(g/p) is even, and the map
ω : Λ2 gr−1(g/p)→ gr−2(g/p)
induced by the Lie bracket is a P -equivariant twisted symplectic form.2
We will prove Lemma 1 once we introduce a grading on g splitting the filtration, and describe it in terms of the root
system data, i.e., after the proof of Lemma 3. The reason for delaying this step is that the filtration is natural, i.e.,
it is well-defined as soon as we have chosen the origin o ∈ X (equivalently the parabolic P ⊂ G), while the grading
will require us to make an additional choice (corresponding to fixing a homomorphism G0 →֒ P splitting the natural
projection). Of course, passing to the root system description requires even further choices.
Let us now identify X with G/P , so that the coset gP corresponds to g · o. Viewing G → X as a P -principal
bundle, we may then identify the tangent bundle of X with an associated bundle:
TX ≃ G×P (g/p).
The P -equivariant filtration on g/p induces then a G-invariant filtration on TX . The only non-trivial sub-bundle we
obtain this way is
TX ⊃ C ≃ G×P (g−1/p) ⊂ G×P (g/p).
Lemma 2. The sub-bundle C ⊂ TX is a G-invariant contact distribution. Furthermore, the Levi bracket Λ2C → TX/C
evaluated at o ∈ X coincides with the map ω under the identifications Co ≃ gr−1(g/p) and ToX/Co ≃ gr−2(g/p).
Proof. We use Lemma 1, in particular (5) and (6). G-invariance of C follows from P -invariance of g−1. Furthermore,
we have a natural identification
TX/C ≃ G×P gr−2(g/p)
so that in particular C has corank 1 in TX . To check that C is a contact distribution it will be enough to show
commutativity of the following diagram of vector bundle homomorphisms:
Λ2C −−−−→ TX/C∥∥∥ ∥∥∥
G×P Λ2 gr−1(g/p)
G×Pω
−−−−→ G×P gr−2(g/p)
where the top horizontal arrow is the Levi bracket, and the vertical arrows are the natural identifications with associated
bundles. By G-equivariance, it is enough to restrict to fibres over o ∈ X , where we want to show that the Levi bracket
Λ2Co → ToX/Co corresponds to ω under the identification ToX ≃ g/p and Co ≃ g−1/p. This is clear once one considers
the commutative diagram
g −−−−→ Γ(X,TX)y y
g/p ToX
restricting to
g−1 −−−−→ Γ(X, C)y y
g−1/p Co
where the top horizontal arrow is the infinitesimal action of g on X , the left vertical arrow is the natural projection,
and the right vertical one is the evaluation at the origin. 
The construction of the contact structure we have given here emphasises the homogeneous space aspect of X . One
may approach it from a different angle as well: as the contact projectivisation of a symplectic orbit of G in g. We will
not pursue this interpretation.
2The condition of ω being a twisted symplectic form means that the induced map gr
−1(g/p)→ gr−1(g/p)
∗⊗gr
−2(g/p) is an isomorphism.
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3.2. The contact grading and the root system data. It is standard—and notationally convenient—to work with
a grading on g rather than a filtration. We will follow this custom in the remainder of this article; the previous
subsection served as the last reminder that the filtration is geometrically more fundamental. Recall that the parabolic
P ⊂ G may be identified (non-canonically) with the semi-direct product (3), where G0 = P/P+ is the Levi factor. Let
us now fix one such identification, amounting to choosing a homomorphism G0 → P splitting the natural projection,
and from now on view G0 as a subgroup of P (and thus also of G). Now, since G0 is reductive, it follows that
each gi+1 ⊂ gi has a G0-invariant complement gi in gi, and we obtain a G0-equivariant vector space decomposition
g =
⊕
i gi.
Lemma 3. The G0-equivariant decomposition g =
⊕
i gi splitting the filtration g
• is unique, and satisfies the following
properties:
(1) [gi, gj] ⊂ gi+j,
(2) g−i = gi = 0 for i > 2,
(3) g∗−i ≃ gi as representations of G0,
(4) dim g−2 = 1, dim g−1 is even, and the map
(14) ω : Λ2g−1 → g−2
induced by the Lie bracket is a G0-equivariant twisted symplectic form.
Furthermore, recalling the decomposition G0 = G
ss
0 × T , the following table lists, for the different Cartan types of g,
the isomorphism type of gss0 , the rank of T , and g−1 as a representation of g
ss
0 .
restriction type of g gss0 rkT g−1
n ≥ 1 An+1 sln 2 Cn ⊕ Cn∗
n ≥ 3 B(n+3)/2 or D(n+4)/2 sl2 ⊕ son 1 C
2 ⊗ Cn
n ≥ 2 Cn+1 spn 1 C
2n
E6 sl6 1 Λ
3C6
E7 spin12 1 spinor
E8 E7 1 fundamental 56-dim
F4 sp3 1 Λ
3
0C
6
G2 sl2 1 S
3C2
We refer to the above grading as the contact grading of g (it is precisely the grading (4), see Subsection 2.1). The
proof uses the structure theory of g. We will only introduce it locally, as it will not be needed throughout most of the
paper—until it reappears in Subsection 4.6, where we supplement it with further representation-theoretic entities.
Proof. We fix a Cartan subalgebra h ⊂ g, and let Φ ⊂ h∗ be the root system of g. It is sometimes useful to consider
also the maximal torus H ⊂ G corresponding to h, and its lattice of characters; since G is of adjoint type, that lattice
may be identified with the root lattice generated in h∗ by Φ. Write
g = h⊕
⊕
α∈Φ
gα
for the root space decomposition. Let us further choose a subset Φ+ ⊂ Φ of positive roots, and a system ∆ ⊂ Φ+
of simple roots. Given an element α ∈ ZΦ of the root lattice, write α > 0 if α ∈ Z+∆. The direct sum of h and
root subspaces gα, α > 0 is a Borel subalgebra b ⊂ p. Let γ ∈ Φ+ be the highest root, i.e. the highest weight of the
adjoint representation g. The one-dimensional subspace gγ ⊂ g defines a point in Pg; furthermore, since the G-orbit
of this point is closed, we have that in fact gγ belongs to the adjoint variety X . Possibly conjugating the choices we’ve
made thus far, we shall assume that gγ is the origin o ∈ X . We may now compute p ⊂ g as the subalgebra stabilising
gγ ⊂ g: being H-invariant, it is a direct sum of h and some root subspaces. Clearly, p contains b; on the other hand,
g−α, α > 0 stabilises gγ if and only if α is orthogonal to γ. We thus find p and its nilpotent radical p+ to be:
p = h⊕
⊕
α>0
gα ⊕
⊕
α>0
(α,γ)=0
g−α, p+ =
⊕
α>0
(α,γ) 6=0
gα
where (·, ·) denotes the inner product on h∗ induced by the Killing form. Again by the freedom to conjugate our
choices by an element of P , we may assume H is contained in G0 ⊂ P ; then, being H-invariant, g0 is necessarily a
direct sum of root subspaces and we find:
g0 = h⊕
⊕
(α,γ)=0
gα.
In particular, h ⊂ g0 is a Cartan subalgebra, and g0 is a reductive Lie algebra with root system Φ0 ⊂ Φ consisting of
roots orthogonal to γ. It is at this point clear that the G0-invariant splitting of the filtration g
• is unique, since: i)
the resulting gi are necessarily direct sums of root subspaces and subspaces of h, ii) h must be entirely contained in
g0, for it is contained in p, and has trivial intersection with p+ = [p, p+]. It is enough to exhibit such a splitting. Let
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γ∨ ∈ h denote the coroot corresponding to γ, and let 〈α, γ∨〉 denote the natural pairing for a root α ∈ h∗. We then
set3
gi =
⊕
〈α,γ∨〉=i
gα ⊕
{
h i = 0
0 i 6= 0
and observe that
g−2 = g−γ , g−1 =
⊕
α>0, α6=γ
(α,γ) 6=0
g−α, g0 =
⊕
(α,γ)=0
gα ⊕ h, g1 =
⊕
α>0, α6=γ
(α,γ) 6=0
gα, g2 = gγ .
In particular, g0 above is the Lie algebra of G0 ⊂ P , justifying the notation. By construction, g =
⊕
i gi is a grading
compatible with the Lie bracket, and setting gi =
⊕
j≥i gj we have g
0 = p, g1 = p+ = [p+, p], g
2 = [p+, p+]. Using the
fact that the roots of g1 are non-orthogonal to γ, it is also not difficult to check that the bracket map g1 ⊗ gi → gi+1
is surjective for all 2 ≤ i ≤ 2, thus proving that [gi, p+] = gi+1. Thus the grading defined using γ∨ does indeed split
the filtration induced by p+.
We have thus established uniqueness, and found an explicit description of the grading. Claims (1) and (2) are
immediate. Claim (3) is straightforward, since g0 is clearly self-dual via the Killing form, while the root subspaces in
gi and g−i for i 6= 0 correspond to opposite subsets of Φ. To prove (4), observe that for every positive root α with
〈α, γ∨〉 = 1, the vector γ − α is also a positive root, and 〈γ − α, γ∨〉 = 2 − 1 = 1. Hence the map ω : Λ2g−1 → g−2
decomposes into a sum of isomorphisms g−α ⊗ g−γ+α → g−γ .
It remains to verify the entries in the table. This is done on a case-by-case basis, and we shall only sketch the
argument. Since gss0 is a semi-simple Lie algebra with root system Φ0, its Cartan type may be encoded by its Dynkin
diagram. Then, since ∆0 = ∆ ∩ Φ0 provides a system of simple roots for Φ0, we find that the Dynkin diagram of gss0
is a sub-diagram of the Dynkin diagram of g, obtained by removing the nodes corresponding to fundamental weights
entering with non-zero coefficients into the highest weight of the adjoint representation. At the same time, it follows
that the Cartan subalgebra h0 of g
ss
0 has rank equal to the cardinality of ∆0; since the Lie algebra of the torus T
provides a complement to h0 in h, it follows that rkT is equal to the number of removed nodes. Finally, in order to
find the decomposition of g−1 into irreducible U(g
ss
0 )-modules,
4 it is enough to find roots α > 0 with 〈α, γ∨〉 = 1 and
such that α−β /∈ Φ for all β ∈ Φ0 ∩Φ+. Then, to each such root α corresponds an irreducible summand of g−1 whose
highest weight with respect to h0 is the image of −α under the natural projection h∗ → h∗0. Now, such roots α are
precisely the simple roots in ∆ \∆0, and to each α ∈ ∆ \∆0 we have the highest weight U(gss0 )-module with highest
weight λ(α) = −α|h0 . Evaluating the latter on a coroot associated with a simple root β ∈ ∆0 of g
ss
0 , we have
〈λ(α), β∨〉 = −〈α, β∨〉 ≥ 0
so that the coefficients may be read off the Cartan matrix of g. Applying this recipe for each type one finds that
• in type An+1 the set ∆ \ ∆0 consists of the two extreme nodes of the Dynkin diagram ∆, and the highest
weights of the two summands of g−1 are fundamental, corresponding to the two extreme nodes of the Dynkin
subdiagram ∆0;
• in all remaining types the set ∆ \ ∆0 consists of a single node α, and the highest weight of g−1 is: the
fundamental weight corresponding to the node of the Dynkin subdiagram ∆0 adjacent to α, times the number
of edges connecting the two if the arrow points away from α.
These translate into the data we have included in the table. 
It is now easy to prove the properties of the filtration g• used in the previous subsection.
Proof of Lemma 1. Recall that in the proof of Lemma 3 we have identified
gi =
⊕
j≥i
gj .
Then claim (1) of Lemma 1 follows from claim (1) of Lemma 3, as well as claim (2) of the former from claim (2) of
the latter. Claim (3) is then obvious, since p = g0, and so is claim (4), since P+ = exp p+. Finally, claims (5) and (6)
follow immediately from Lemma 3 once one identifies gr(g/p) with g−2 ⊕ g−1. 
Notation. From now on we shall use the graded subspaces gi, in particular identifying gi with gri(g/p) for i < 0.
We thus view g−1 as a representation of P , with the trivial action of P+. Furthermore, we identify the fibre X
(1)
o
of the Lagrangian Grassmannian bundle at the origin with the Lagrangian Grassmannian LGr(g−1) of the conformal
symplectic space g−1. We will alternate between the two notations depending on context.
3In other words, γ∨ ∈ h serves as the so-called grading element.
4U denotes the universal enveloping algebra. We’ll sometimes use the language of U(gss
0
)-modules instead of representations of gss
0
.
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3.3. The Lagrangian Grassmannian as a homogeneous space. The contact space Co ≃ g−1 at the origin plays
the role of a model for the intrinsic geometry of the contact distribution. In particular (see Section 2.1), the bundle
of Lagrangian Grassmanians X(1) introduced in (6) is an associated bundle with fibre modeled on the Lagrangian
Grassmannian of the twisted symplectic space g−1:
(15) X(1) ≃ G×P LGr(g−1) .
In fact, we shall typically use the notation X
(1)
o instead of LGr(g−1). As we have already observed, the action of P
on X
(1)
o factors through G0 ≃ P/P+, whence all problems we consider in this paper may be reduced to the study of
the G0-action on X
(1)
o . Before we reach this point, we need to understand X
(1)
o as a homogeneous space for the full
symplectic group Sp(g−1). The latter denotes the stabiliser in GL(g−1) of any symplectic form obtained from ω by
trivialising g−2 ≃ C. Let us first explain the place of G0 in this picture.
Lemma 4. Every trivialisation of g−2 ≃ C gives rise to a symplectic form on g−1, and all such forms differ by
scaling. The stabiliser of any such form is the same subgroup of GL(g−1), denoted Sp(g−1), while the stabiliser of
the one-dimensional space of all such forms is denoted CSp(g−1) ≃ Sp(g−1) × C×. The natural action of G0 on g−1
embeds G0 as a subgroup of CSp(g−1) and G
ss
0 as a subgroup of Sp(g−1).
Proof. The only non-trivial statement is that Gss0 is contained in Sp(g−1). But since the action of G
ss
0 clearly preserves
the one-dimensional space of symplectic forms on g−1 identified with g
∗
−2, it follows that G
ss
0 acts on this space by
a character χ : Gss0 → C
×. Of course, by semi-simplicity, χ is trivial, so that in fact Gss0 preserves every non-zero
symplectic form parameterised by g∗−2. 
We shall reserve the symbol n, defined earlier in (5), for the half-dimension of the symplectic space, or contact
distribution, throughout the remainder of this paper. We use sp(g−1) to denote the Lie algebra of Sp(g−1), a subalgebra
of End(g−1).
Definition 2. The Lagrangian Grassmannian LGr(g−1) is the submanifold of Gr(n, g−1) parameterising maximal
isotropic subspaces, i.e., n-dimensional linear subspaces L ⊂ g−1 such that ω|L = 0.
It is well-known that the group Sp(g−1) acts transitively on LGr(g−1). Given a point in LGr(g−1) corresponding
to L ⊂ g−1, its stabiliser in Sp(g−1) is a maximal parabolic subgroup, as we will soon see in the context of a minimal
projective embedding. A more direct description of the stabiliser may be obtained by fixing a Lagrangian complement
to L. Such a complement is identified with L∗ ⊗ g−2, and the choice of a nonzero element in g−2 further identifies it
with L∗. As this involves arbitrary choices, we will avoid its use in what follows; it is however convenient for concrete
computations. The proof is completely standard, and thus omitted.
Lemma 5. The choice of a bi-Lagrangian decomposition
g−1 = L⊕ L
∗
induces:
(1) a graded decomposition
sp(g−1) = S
2L∗ ⊕ EndL⊕ S2L
with EndL in degree 0, acting naturally on the remaining two summands in degrees ±1, and with [ϕ, ψ] = ψ◦ϕ
for ϕ ∈ S2L∗, ψ ∈ S2L viewed as maps ϕ : L→ L∗, ψ : L∗ → L;
(2) identifications
StabL = GL(L)⋉ S2L, StabL∗ = S2L∗ ⋊ GL(L), StabL ∩ StabL∗ = GL(L)
where StabL, StabL∗ are the stabilisers of L, L∗ in Sp(g−1), and we view S
2L, S2L∗ as vector groups;
(3) a GL(L)-equivariant identification
S2L∗ ≃ {Λ ∈ LGr(g−1) | Λ ∩ L
∗ = 0}
sending ϕ ∈ S2L∗ to the graph of ϕ : L→ L∗.
We remark that, from the point of view of a G0-action, a natural bi–Lagrangian decomposition of the symplectic
vector space g−1 exists only in type A, where G
ss
0 is precisely the semisimple part of the Levi factor GLn of the parabolic
arising as a stabiliser of a point of LGr(g−1) in Sp(g−1).
3.4. The Plu¨cker embedding. The Lagrangian Grassmannian comes equipped with a distinguished Sp(g−1)-
equivariant embedding into the projectivisation of an irreducible representation (more precisely, the kernel of the
map (7), see Subsection 2.1). We will describe its properties in this subsection, along with some further data on the
representation theory of the symplectic group. As before, we confine our use of structure theory to the proofs.
Definition 3. Let dim g−1 = 2n, as in (5).
(1) Λi0g−1 denotes the kernel of the map Λ
ig−1 → Λi−2 ⊗ g−2 given by contraction with ω ∈ Λ2g∗−1 ⊗ g−2,
(2) Λn0g−1 is called the (Lagrangian) Plu¨cker space (cf. (7)).
For i = 1 we understand the above map to be zero, so that Λi0g−1 = Λ
ig−1 by definition.
Lemma 6.
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(1) The spaces Λi0g−1, 1 ≤ i ≤ n are precisely the fundamental irreducible representations of Sp(g−1).
(2) For each d ≥ 0 the symmetric power SdΛn0g−1 contains an irreducible subrepresentation S
d
0Λ
n
0g−1 spanned by
rank one subspaces of the form (detL)d ⊂ SdΛn0g−1 for L ⊂ g−1 a Lagrangian subspace.
Proof. A proof of part (1) may be found in [5, Ch. VIII, 3]; we quote some of its points. If we fix a bi-Lagrangian
decomposition g−1 = L ⊕ L∗ inducing an embedding EndL ⊂ sp(g−1), every Cartan subalgebra of EndL is also a
Cartan subalgebra of sp(g−1). Fixing a basis e1, . . . , en ∈ L, let h ⊂ EndL be the corresponding diagonal subalgebra,
with a basis H1, . . . , Hn such that Hi(ej) = δijej. Letting η1, . . . , ηn ∈ h
∗ be the dual basis, it turns out that we can
write a system of simple roots as
αi = ηi − ηi+1, 1 ≤ i ≤ n− 1, αn = 2ηn
with corresponding fundamental weights
λi = η1 + · · ·+ ηi, 1 ≤ i ≤ n.
Then e1 ∧ · · · ∧ ei is the highest weight vector in Λi0g−1, with weight λi. In particular detL is the highest weight
vector in Λn0g−1, so that (detL)
d is the highest weight vector of some irreducible subrepresentation V ⊂ SdΛn0g−1.
Since Sp(g−1) acts transitively on LGr(g−1), it follows that (detL
′)d ⊂ V as well for every other Lagrangian n–plane
L′ ⊂ g−1. Finally, since the span of all such elements is a sub-representation, it must coincide with V by irreducibility,
thus proving (2). 
Lemma 7. Sending a Lagrangian subspace L ⊂ g−1 to its determinant detL ⊂ Λ
n
0g−1 defines an Sp(g−1)-equivariant
projective embedding
(16) ι : LGr(g−1)→ PΛ
n
0g−1
onto the unique closed Sp(g−1)-orbit. Furthermore, for each d ≥ 0 the natural map
SdΛn0g
∗
−1 → Γ(LGr(g−1), ι
∗O(d))
is Sp(g−1)-equivariant and restricts to an isomorphism on S
d
0Λ
n
0g
∗
−1 ⊂ S
dΛn0g
∗
−1.
Let us first explain that given a point of LGr(g−1) corresponding to a Lagrangian L ⊂ g−1, the fibre of ι∗O(d)
consists of degree d homogeneous polynomials on the rank one vector space detL ⊂ Λn0g−1, and thus identifies with
the dual of (detL)d ⊂ SdΛn0g−1. Hence, every element of S
dΛn0g
∗
−1 defines by restriction an element in the fibre of
ι∗O(d) over any point of LGr(g−1), thus giving rise to a global section. Factorisation is then immediate, by point (2)
of Lemma 6. The non-trivial statement is that we do get an isomorphism.
Proof. We use the setup introduced in the proof of Lemma 6. We know that Λn0g−1 is the irreducible representation
with highest weight λn, and detL is the highest weight line, where L = 〈e1, . . . , en〉. The stabiliser of detL is a
fundamental parabolic subgroup Q ⊂ Sp(g−1) with Lie algebra q whose Levi factor q0 is a reductive Lie algebra with
h as a Cartan subalgebra, and a root system generated by the simple roots α1, . . . , αn−1. In particular, the simple
highest weight U(q0)-module with highest weight dλn, d ≥ 0, is one-dimensional, and we denote it by Cdλn . Letting
the unipotent radical act trivially, we inflate it to a U(q)-module, and furthermore view it as a representation of Q
(note that the maximal torus in the Levi factor Q0 corresponding to h is the same as in the simply-connected group
Sp(g−1), so its character lattice coincides with the full integral weight lattice, in particular containing dλn).
Now, since ι is well-defined and Sp(g−1)-equivariant, it maps LGr(g−1) onto the highest weight orbit Sp(g−1)/Q in
PΛn0g−1. Furthermore, since L is precisely the space of vectors v ∈ g−1 such that v ∧ detL = 0, the map ι is injective.
We may identify ι∗O(d) with the associated bundle Sp(g−1)×
Q
Cdλn , and then it follows from the Borel–Weil theorem
that the space of its global sections is isomorphic, as a representation of Sp(g−1), to the irreducible representation
with highest weight dλn, i.e., S
d
0Λ
ng∗−1. 
In particular, for d = 1 we find that the natural map discussed above gives a bijection between the dual of the
embedding space Λn0g
−1 and the space of global sections of ι∗O(1). The standard terminology is: linear non-degeneracy
for injectivity at d = 1, and projective normality for surjectivity at d > 0.
Corollary 1. The Plu¨cker embedding ι is linearly non-degenerate and projectively normal.
Let us also observe that the kernel of the natural map SdΛn0g−1 → Γ(LGr(g−1), ι
∗O(d)) consists of homogeneous
degree d polynomials on the Plu¨cker space which vanish on ι(LGr(g−1)) (or, more precisely, on its affine cone). We
denote this kernel by Id. The direct sum
(17) I =
⊕
d
Id
forms the homogeneous ideal of ι(LGr(g−1)) in S
•Λn0g
∗
−1.
Corollary 2. For each d ≥ 0 we have natural Sp(g−1)-equivariant isomorphisms
Γ(LGr(g−1), ι
∗O(d)) ≃ Sd0Λ
n
0g
∗
−1 ≃ S
dΛn0g
∗
−1/Id
where Id is the degree d subspace of the homogeneous ideal of ι(LGr(g−1)).
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As we have already remarked, none of the above requires us to work with a bi-Lagrangian decomposition of g−1.
Nevertheless, it is sometimes convenient to fix one for computational purposes. The additional structure it induces is
summed up in the following Lemma. We omit its proof, since it is straightforward and not essential for our purpose.
Lemma 8. The choice of a bi-Lagrangian decomposition as in Lemma 5 induces an identification
(18) Λn0g−1 ≃
n⊕
i=0
S20Λ
iL∗
equivariant under SL(L) ⊂ Sp(g−1). Furthermore, the restriction of the Plu¨cker embedding (16) to the GL(L)-invariant
dense open subset defined in Lemma 5 is
(19) ι : S2L∗ → PΛn0g−1, ι(ϕ) = [1 : ϕ : Λ
2ϕ : · · · : Λn−1ϕ : detϕ]
where Λiϕ ∈ S20Λ
iL∗ may be viewed as the matrix of ith minors of ϕ ∈ S2L∗.
3.5. Hypersurfaces and invariants. We will now discuss invariant hypersurfaces in LGr(g−1) and their relation
to Gss0 -invariant elements in S
•Λn0g
∗
−1. The passage to invariants is most natural if one works with effective divisors
on LGr(g−1) instead of one–codimensional submanifolds. As the term may not be completely familiar to the broad
differential-geometric audience, we shall instead repurpose the term hypersurface.
Definition 4.
(1) A hypersurface in LGr(g−1) is a finite formal combination
∑
miZi where Zi ⊂ LGr(g−1) are closed, irre-
ducible, one–codimensional subvarieties, and mi are positive integers.
(2) The hypersurface cut out by a section f ∈ Γ(LGr(g−1), ι∗O(d)), f 6= 0, d > 0 is
∑
miZi where the Zi are the
irreducible components of the zero locus of f , while mi is the order of vanishing of f at a general point of Zi.
The following fact justifies our choices. Being entirely standard, we just sketch its proof to the reader convenience.
Lemma 9. The set of hypersurfaces in LGr(g−1) is in one-to-one correspondence with the disjoint union of
PΓ(LGr(g−1), ι
∗O(d)) for all d > 0.
Proof. Given a hypersurface
∑
miZi, we can find an open cover LGr(g−1) =
⋃
Uα and meromorphic functions fα
such that fα is analytic on Uα, vanishes precisely to order mi at a general point of Zi ∩Uα, and the zeros of fα|Uα are
contained in
⋃
Zi. Then the transition functions (fα/fβ)|Uα∩Uβ define a Cˇech cocycle of invertible analytic functions,
and thus a line bundle L. The collection fα|Uα may be then viewed as defining an element f ∈ Γ(LGr(g−1),L). It is easy
to see that any other choice of a covering and transition functions would lead to the same class in H1(LGr(g−1),O×),
and thus to an isomorphic line bundle; furthermore, two sections f, g of L cutting out the same hypersurface give rise
to a global analytic function f/g, necessarily constant.
It remains to show that every line bundle over LGr(g−1) is isomorphic to ι
∗O(d) for some d. One first checks that
for every g ∈ Sp(g−1) and every line bundle L over LGr(g−1) there is an isomorphism φg : g∗L ≃ L: since Sp(g−1) is
connected, this follows from discreteness of the Picard group of LGr(g−1), a consequence of H
1(LGr(g−1),O) = 0 as
given by the Bott–Borel–Weil Theorem. Then, for each L one considers the Lie group HL consisting of pairs (g, φg) as
above, with the obvious multiplication and a forgetful homomorphism HL → Sp(g−1). This group acts on LGr(g−1) as
well as on L in the natural way. It is a central extension of Sp(g−1) by C×, and corresponds infinitesimally to a central
extension of Lie algebras. But since sp(g−1) is simple, the latter extension is necessarily split. By simply-connectedness
of Sp(g−1) the splitting homomorphism may be then integrated to Sp(g−1)→ HL, providing an action of Sp(g−1) on
L. This proves that every line bundle over LGr(g−1) is equivariant, i.e., admits a compatible Sp(g−1)-action. Finally,
via the associated bundle construction, equivariant line bundles are classified up to isomorphism by one-dimensional
representations of the parabolic subgroup Q ⊂ Sp(g−1) stabilising a point in LGr(g−1) (as in the proof of Lemma 7),
and thus by the characters of the central torus of the Levi factor of Q. Since Q is the stabiliser of the highest weight line
in a fundamental representation, it follows that the central torus of its Levi factor has rank one. Furthermore, ι∗O(1)
corresponds to the tautological representation of C×, whence every other equivariant line bundle is its power. 
Now we formalise properly the notion of degree, already discussed in Subsection 2.1.
Definition 5. A hypersurface in LGr(g−1) has degree d > 0 if it is cut out by a global section of ι
∗O(d).
Remark 3. Using the description of the Plu¨cker embedding given in Lemma 8, one may verify that Definition 5 above
is compatible with the one given informally in Subsection 1.3.
In order to handle the action of G0 ⊂ CSp(g−1) rather than just Gss0 ⊂ Sp(g−1), we need the following facts. Recall
first that we may view CSp(g−1) as a central extension of Sp(g−1) by C
×.
Lemma 10.
(1) The Sp(g−1)-action on LGr(g−1) extends trivially to a CSp(g−1)-action (i.e., the centre C
× acts trivially).
(2) The CSp(g−1)-action on LGr(g−1) lifts naturally to an action on ι
∗O(d) for all d.
(3) The isomorphisms Γ(LGr(g−1), ι
∗O(d)) ≃ Sd0Λ
n
0g
∗
−1 ≃ S
dΛn0g
∗
−1/Id, d > 0, are CSp(g−1)-equivariant.
Proof. Straightforward, given the induced natural action of CSp(g−1) on the Plu¨cker space Λ
n
0g−1. 
We are now ready to spell out the invariance condition for a hypersurface in terms of the corresponding section.
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Lemma 11. Let f ∈ Γ(LGr(g−1), ι∗O(d)), f 6= 0. Then the hypersurface cut out by f is G0-invariant if and only if
there exists a homomorphism ξ : G0 → C× such that g∗f = ξ(g)f for all g ∈ G0.
Proof. By Lemma 9 we find that G0-invariance of the hypersurface cut out by f is equivalent to the existence, for
each g ∈ G0, of a scaling factor cg ∈ C× such that g∗f = cgf . Furthermore, cg is uniquely determined by g, and we
have cghf = h
∗g∗f = h∗(cgf) = cgchf whence g 7→ cg is a character ξ. 
Recall now the decomposition G0 = G
ss
0 · T˜ , where G
ss
0 is semi-simple, and T˜ is a torus (cf. 10). It follows that
characters of G0 factor through T = T˜ /(G
ss
0 ∩ T˜ ), so that f cuts out a G0-invariant hypersurface if and only if it is
Gss0 -invariant, and transforms under the action of T via some character ξ ∈ T̂ . We now apply the identification spelt
out in Corollary 2:
Lemma 12. Let R = (S•Λn0g
∗
−1/I)
Gss0 be the ring of Gss0 -invariants. Then:
(1) G0 acts on R, and the action factors through T ,
(2) R =
⊕
ξ∈T̂ R
ξ where T acts on Rξ via ξ : T → C×,
(3) the set of G0-invariant hypersurfaces in LGr(g−1) is in one-to-one correspondence with the disjoint union of
PRξ for all ξ ∈ T̂ \ {0}.
Proof. Part (1) follows from centrality of T˜ in G0, and part (2) from the finite-dimensionality of the graded summands
of R. Part (3) is then a consequence of Corollary 2 and Lemma 11. 
Let us point out that, since Gss0 is semi-simple, hence reductive, Id ⊂ S
dΛn0g−1 admits a G
ss
0 -invariant complement,
thus allowing us to identify
(20) (S•Λn0g
∗
−1/I)
Gss0 = (S•Λn0g
∗
−1)
Gss0 /IG
ss
0 .
That is, we may represent a G0-invariant hypersurface by a G
ss
0 -invariant homogeneous polynomial on the Plu¨cker
space. Finally we remark that the ‘standard’ grading on R, with (SdΛn0g
∗
−1/Id)
Gss0 placed in degree d, may be recovered
from the rescaled T -weights ξ ∈ T̂ .
Lemma 13. Let j : C× →֒ CSp(g−1) be the one–parameter subgroup acting by scaling on g−1. Then j factors
through T˜ , and its composite j¯ : C× → T with the projection T˜ → T induces a homomorphism j¯∗ : T̂ → Z such that
Rξ ⊂ SdΛn0g
∗
−1 if and only if j¯
∗ξ = −nd.
Proof. Since G0 contains the full maximal torus of G corresponding to the Cartan subalgebra we used to define the
contact grading (4) on g, it follows that in particular it contains a one-parameter subgroup acting by scaling on g−1,
necessarily coinciding with j. Being central, it factors through T˜ . As it acts on SdΛn0g
∗
−1 with weight −nd, the claim
follows. 
3.6. Back to the adjoint variety. Let us now return to the notion of the adjoint variety X of g (recall Definition
1). We have already introduced the bundle
X(1) → X
whose fibre at x ∈ X is the set of Lagrangian subspaces in Cx (see Subsection 2.1, (6)), together with the natural
G-invariant identification X(1) ≃ G×P LGr(g−1) (see Subsection 3.3, (15)) induced by the identification C ≃ G×P g−1.
We extend our notion of a hypersurface from the fibre LGr(g−1) ≃ X
(1)
o to the entire bundle X(1). (It might be useful
to remind that X(1) is a projective manifold, so Chow’s theorem still lets us treat closed analytic subsets as algebraic
subvarieties).
Definition 6.
(1) A hypersurface in X(1) is a finite formal combination
∑
miYi where Yi ⊂ X(1) are closed, irreducible, codi-
mension 1 subvarieties, and mi are positive integers.
(2) Inv(X,G) is the set of G-invariant hypersurfaces in X(1).
A general hypersurface in X(1) may have components projecting onto a codimension 1 subvariety of X . Clearly,
this cannot occur in the G-invariant case, where we do obtain a family of hypersurfaces in the fibres, all conjugate to
a single G0-invariant hypersurface in LGr(g−1).
Lemma 14. Let
∑
miYi be a G-invariant hypersurface in X
(1). Then
∑
mi(Yi∩X
(1)
o ) is a G0-invariant hypersurface
in X
(1)
o = LGr(g−1).
Proof. Let Y be a G-invariant one–codimensional subvariety in X(1). We need to check that Y ∩X
(1)
o is a G0-invariant
codimension 1 subvariety in X
(1)
o . By G-invariance, the projection Y → X is surjective, so that Y ∩X
(1)
x is codimension
1 in X
(1)
x for general x ∈ X . Again by G-invariance, Y ∩X
(1)
x is codimension 1 in X
(1)
x for every x ∈ X , in particular
for x = o. Finally, G0-invariance of Y ∩X
(1)
o is immediate from G-invariance of Y and P -invariance of o. 
Definition 7.
(1) The fibre at the origin of a G-invariant hypersurface in X(1) is the G0-invariant hypersurface in LGr(g−1)
arising as in Lemma 14.
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(2) The degree of a G-invariant hypersurface in X(1) is the degree of its fibre at the origin.
We are now able to exhibit the main result of this long pedagogical section, that is, Proposition 1 below. It finally
provides the necessary interpretation of G-invariant hypersurfaces in X(1) in terms of projectivised T -weight subspaces
in the ring of Gss0 -invariants in the homogeneous coordinate ring of the Plu¨cker-embedded Lagrangian Grassmannian.
Proposition 1. There is a natural bijection
Inv(X,G) ≃
∐
ξ∈T̂\{0}
PRξ.
It identifies invariant hypersurfaces of degree d > 0 in X(1) with points of the disjoint union of PRξ such that
j¯∗ξ = −nd, where j¯∗ : T̂ → Z is the homomorphism of Lemma 13.
Proof. This follows directly from Lemmas 12, 13 and 14. 
4. Proof of Theorem 1
4.1. Reformulation. Let Rd ⊂ R be the degree d component of the ring of G
ss
0 -invariants in the homogeneous
coordinate ring of LGr(g−1). We then have, according to Lemma 13, a decomposition
Rd =
⊕
ξ∈T̂
j¯∗ξ=−nd
Rξ
into weight subspaces for the quotient torus T = G0/G
ss
0 . Then, by Proposition 1, Theorem 1 is equivalent to Theorem
2 below.
Theorem 2. The minimal degree d such that Rd 6= 0 is given by the first row of the following table, while the second
row gives the dimensions of its T -homogeneous summands: (entries marked with an asterisk are conjectural).
type A. B. D. E6 E7 E8 F4 G2
1 4 2 2 2 2 4 3
{1,1} {unknown} {1*} {1} {1} {1} {1} {1}
We also extract additional information about R in types A and G.
Proposition 2.
(1) In type A the ring of invariants R is generated by a pair of elements of degree 1 with distinct T -weights.
(2) In type G2 the ring of invariants R is generated by a single element of degree 3.
We thus proceed to prove Theorem 2 and Proposition 2, first outlining the general strategy.
4.2. Strategy. The approach will differ depending on the degree as stated in Theorem 2 and on the Cartan type
of g. The outliers, Aℓ and G2, will be treated separately at the very beginning (these are the easy ones). Now, the
remaining types are organised according to two binary criteria:
(1) degree: quadric (Dℓ, E6, E7, E8) or quartic (Bℓ,F4), and
(2) type: classical (Bℓ, Dℓ) or exceptional (E6, E7, E8, F4).
For classical algebras, we give a constructive proof involving an explicit invariant in Rd, d = 2 or 4. For the exceptional
ones, we argue non-constructively by computing the dimension of Rd using representation–theoretic methods. In type
F4 we use the standard way of branching a representation of spn to g
ss
0 in terms of formal characters. Since the
complexity of this approach is roughly controlled by the size of the Weyl group of g, it is practically impossible to
apply to E8 (with its Weyl group of size nearly 7 million, compared to 1152 for F4). Fortunately, a more refined
method may be applied to find quadric invariants, involving only the quotient of the Weyl group of g by that of g0
(for E8 there are only 240 cosets).
In any case, it is not difficult to construct candidates for a nontrivial element of Rd. Indeed, due to the isomorphism
(20), to give a nontrivial element of Rd is the same as to give a G
ss
0 -invariant in S
dΛn0g
∗
−1 that is not contained in the
ideal I (i.e., does not vanish on the Plu¨cker-embedded LGr(g−1) ⊂ PΛ
n
0g−1). We will now describe a way to produce
Gss0 -invariants in S
dΛn0g
∗
−1. In the case of classical algebras we will be able to show explicitly that they do not belong
to I.
In the quadric case we are dealing with algebras of type D and E. It is an important observation that in all these
cases n is even. As a consequence, the wedge product map Λn0g−1⊗Λ
n
0g−1 → det g−1 ≃ C defines an sp(g−1)-invariant
quadratic form b ∈ S2g∗−1. Of course, b vanishes on LGr(g−1) (the symplectic group acts transitively on the Lagrangian
Grassmannian, see Subsection 3.3). Now, Λn0g−1 decomposes under g
ss
0 into a direct sum of invariant subspaces: for
each of these the restriction of b is either non-degenerate or zero. The isotropic summands come in dual pairs, so
that adding them produces a Gss0 -invariant orthogonal decomposition of Λ
n
0g−1 (we will see that the Plu¨cker space
is not a sum of two irreducible isotropic subspaces). Now, the restriction of b to each orthogonal summand may be
again extended trivially to all of Λn0g−1 producing a G
ss
0 -invariant quadric. Their sum yields b and thus vanishes on
LGr(g−1), but one may expect that not all such restrictions vanish on their own.
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In the quartic case we may exploit a universal construction. It is well known (see, for instance, [14]) that the
Gss0 -action on g−1 has quartic invariant, which may be defined for x ∈ g−1 as q(x) = ad
4
x ∈ Hom(g2, g−2) ≃ C. Now,
a Gss0 -invariant quartic on Λ
n
0g−1 is given by q
n under the natural map
SnS4g∗−1 → S
4Λng∗−1.
In fact, we will show that qn does not vanish on LGr(g−1) for both Bℓ (where it is the lowest degree invariant) and
Dℓ (where it defines a quartic invariant independent from the square of the quadric).
4.3. Proof of Theorem 1 in type A. In this section we work out step–by–step the case An+1, i.e., when G = PGLn+2,
which is perhaps the simplest one. This ‘toy model’ will help the reader to better understand how the program sketched
in the introductory Subsection 1.4 can be applied in practice. This is also the only case when the central torus T˜ has
rank two, which is another good reason to develop it in details.
Let PGLn+2 act naturally on the projective space P
n+1.
Lemma 15. The (2n+1)–dimensional contact manifold PT ∗Pn+1 is precisely the adjoint contact variety X of PGLn+2.
Proof. A point L ∈ Pn+1 is a line in Cn+2, and an element H ∈ PT ∗LP
n+1 is a tangent hyperplane to Pn+1 at L. As
such, H is an hyperplane in Cn+2 containing the line L. In other words, PT ∗Pn+1 can be identified with the space
{(L,H) | L ⊂ H} ⊂ Pn+1 × Pn+1 ∗
of (1, n+ 1)–flags in Cn+2.
Fix standard coordinates e1, . . . , en+2 on C
n+2, together with their duals ǫi, and set the point
o := (L0 = 〈e1〉 , H0 = 〈e1, . . . , en+1〉 = ker ǫ
n+2)
as the origin of PT ∗Pn+1. The Lie algebra of the stabiliser of o is
p =

 λ v µ0 A w
0 0 ν
 | A ∈ gln, v, w ∈ Cn, λ+ ν + trA = 0
 .
Since dim sln+2 − dim p = ((n+ 2)2 − 1)− (n2 + 2n+ 2) = 2n+ 1, the PGLn+2–orbit through o is open in PT ∗Pn+1.
Now we show that the map
PT ∗Pn+1
F
−→ P(sln+2) ⊂ P(C
n+2 ⊗ Cn+2∗) ,
(L = 〈v〉 , H = kerϕ) 7−→ [v ⊗ ϕ]
is well–defined, injective, PGLn+2–equivariant, and it defines a contactomorphism on its image, which is precisely X .
The class [v⊗ϕ] is well–defined because both v and ϕ are defined up to a projective factor, and v⊗ϕ indeed belongs
to sln+2, since from L ⊂ H it follows that tr(v ⊗ ϕ) = ϕ(v) = 0.
By construction,
F (o) = [e1 ⊗ ǫ
n+2] ,
where e1 ⊗ ǫn+2 is the highest weight vector of sln+2, whence
PGLn+2 ·[e1 ⊗ ǫ
n+2] = X ,
by the very definition of adjoint variety (see Definition 1).
The PGLn+2–equivariancy of F is obvious, since
g · (L,H) = (g(L), g(H)) = (〈g(v)〉 , ker g∗(ϕ)) 7−→ [g(v)⊗ g∗(ϕ)] = g · [v ⊗ ϕ] , ∀g ∈ PGLn+2 .
Moreover, F is injective being the restriction of the Segre embedding Pn+1×Pn+1 ∗ ⊂ P(Cn+2⊗Cn+2∗), and its image
coincides with X . Indeed, if [h] ∈ P(sln+2), where h is a rank–one homomorphism, then (imh, kerh) ∈ PT ∗Pn+1 and
[h] = F ((im h, kerh)) .
It remains to prove that F realises a contactomorphism between the contact structures on PT ∗Pn+1 and X . By
homogeneity, we can simply show that ToF sends the contact hyperplane
H0 ⊕ TH0(PT
∗
L0P
n+1) ⊂ TL0P
n+1 ⊕ TH0(PT
∗
L0P
n+1) = To(PT
∗
P
n+1)
to the contact hyperplane of TF (o)X . The latter is better described in terms of the cone X̂ over X , inside sln+2: it is
the subspace
ker ade1⊗ǫn+2 ⊂ [sln+2, e1 ⊗ ǫ
n+2] = Te1⊗ǫn+2X̂ .
A curve γ(t) := (〈vt〉 , kerφt) belongs to the contact plane at o if and only if ǫn+2(v′0) = 0, that is, if the horizontal
projection of γ(t) keeps, to first order, the line 〈vt〉 inside the hyperplane kerφt. Observe that, since φ′0 is the velocity
of a curve of hyperplanes containing L0, we have also φ
′
0(e1) = 0. Consider now the curve
(21) t 7−→ e1 ⊗ ǫ
n+2 + (v′0 ⊗ ǫ
n+2 + e1 ⊗ φ
′
0)t+ o(t
2)
in sln+2, whose projectivisation is precisely F∗γ. Since
ade1⊗ǫn+2(v
′
0 ⊗ ǫ
n+2 + e1 ⊗ φ
′
0) = (ǫ
n+2(v′0) + φ
′
0(e1))e1 ⊗ ǫ
n+2 = 0 ,
the velocity at 0 of (21) belongs to the contact hyperplane of X̂ at e1⊗ ǫn+2, whence the velocity at 0 of F∗γ at F (o)
belongs to the contact hyperplane of X at F (o). 
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Recall (see Subsection 3.2) the notion of contact grading.
Corollary 3. The contact grading (4) of sln+2 is
(22) sln+2 = C︸︷︷︸
g−2
⊕ (Cn ⊕ Cn∗)︸ ︷︷ ︸
g−1
⊕ (sln ⊕ C
2)︸ ︷︷ ︸
g0
⊕ (Cn∗ ⊕ Cn)︸ ︷︷ ︸
g1
⊕ C∗︸︷︷︸
g2
.
Proof. The stabiliser of o is
p =

 λ v µ0 A w
0 0 ν
 | A ∈ gln, v, w ∈ Cn, λ+ ν + trA = 0
 .
Then  λ v µ0 A w
0 0 ν
 7−→
A−
1
n
trA idn, trA, λ+ ν︸ ︷︷ ︸
g0
,
 0 v 00 0 0
0 0 0
 ,
 0 0 00 0 w
0 0 0

︸ ︷︷ ︸
g1
, µ︸︷︷︸
g2

defines an isomorphisms p ∼= g0 ⊕ g1 ⊕ g2. 
Corollary 4. The twisted symplectic form on g−1 is the unique one extending the standard pairing between C
n and
Cn∗.
Proof. Just observe that  0 0 0v 0 0
0 0 0
 ,
 0 0 00 0 0
0 w 0
 = −v · w
is the matrix counterpart of the pairing
C
n × Cn∗ ∋ (x, ξ) 7−→ ξ(x) ∈ C 
Let us stress here that the identification of the particular summands in (22) is a representation of the semi-simple
part Gss0 ≃ SLn. Formula (10) reads now G0 = SLn ·T˜ , with a central torus T˜ of rank 2, and a quotient T = T˜ /µn.
We describe the characters of T corresponding to the determinant representations.
Lemma 16. There is a lattice isomorphism Tˆ ≃ Z2 such that the characters of detCn and detCn∗ are (1,−1) and
(−1, n+ 1) respectively.
Proof. Let us first consider the cover SLn+2 → PGLn+2 with kernel µn+2 (the group of (n+2)-nd roots of unity). The
central torus T˜ ⊂ G0 ⊂ PGLn+2 is a quotient of a torus T˜ ′ ⊂ SLn+2:
T˜ = T˜ ′/µn+2, T˜
′ = {diag(λ, µ, · · · , µ, λ−1µ−n)}
and thus its character lattice is of index n + 2 in the character lattice of T˜ ′. We identify Hom(T˜ ′,C×) with Z2 so
that (a, b) ∈ Z2 sends an element of T˜ ′ as above to λaµb. Then T˜ ′ acts on Cn, Cn∗ with characters η1 = (1,−1),
η2 = (1, n+ 1) respectively. Since
det
(
1 −1
1 n+ 1
)
= n+ 2,
it follows that η1, η2 generate a sub-lattice of index n + 2 in Hom(T˜
′,C×), necessarily coinciding with Hom(T˜ ,C×).
We have
T = T˜ /µn = T˜
′/(µn+2 × µn)
where µn ⊂ T˜ ′ consists of elements with λ = 1, µn = 1. It follows that Tˆ ⊂ Hom(T˜ ,C×) is the sub-lattice consisting
of (a, b) ∈ Z〈η1, η2〉 ⊂ Z2 with b = 0 mod n, expressed in terms of the basis η1, η2 as
Tˆ = {c1η1 + c2η2 | c1 = c2 mod n}.
Hence Tˆ is of index n in Hom(T˜ ,C×) and may be generated by ζ1 = η1 + (n + 1)η2 and ζ2 = η1 + η2. Now, the
T -characters of detCn, detCn∗ are
ne1 = −ζ1 + (n+ 1)ζ2, ne2 = ζ1 − ζ2
respectively. 
Let us now decompose the dual Plu¨cker space Λn0g
∗
−1 into G
ss
0 -irreducible components (see Subsection 3.4). Since
G0 preserves the Lagrangian decomposition g−1 = C
n⊕Cn∗, the decomposition (18) takes a particularly simple form:
Λn0g
∗
−1 = Λ
n
0 (C
n∗ ⊕ Cn)
=
n⊕
i=0
S20(Λ
i
C
n∗) ⊂
n⊕
i=0
(ΛiCn∗)⊗2 =
n⊕
i=0
(ΛiCn∗)⊗ (Λn−1Cn),(23)
Λn0g
∗
−1 = C⊕ S
2
0C
n∗ ⊕ · · · ⊕ S20(Λ
n−1
C
n∗)⊕ S20(Λ
n
C
n∗) .(24)
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The step (23) may use some extra comment. First, we decomposed n–forms on Cn∗⊕Cn as products of forms on each
summand, and then we used Poincare´ duality. Finally, one checks that a bilinear form on ΛiCn belongs to the kernel of
(7) if and only if it is symmetric and trace–free. So, (24) represents the decomposition of the space of linear functions
on the Plu¨cker embedding space of X
(1)
o into Gss0 –irreducible submodules. Clearly, there are only two one–dimensional
summands in (24): the first and the last. Using the identification Tˆ = Z2 of Lemma 16 we thus have
C = R(1,−1) , S2(ΛnCn∗) = R(−1,n+1).
We conclude that Inv(X,An+1) contains exactly two elements of degree 1, i.e., the lowest–degree invariants we were
looking for.5 The reader may find their interpretation in terms of PDEs in Subsection 6.1.
For completeness, we state the following result.
Lemma 17. R(1,−1) and R(−1,n+1) generate R.
Proof. We work geometrically on the Lagrangian Grassmannian LGr(g−1) ⊂ PΛn0g−1. As above, we use a bi-
Lagrangian splitting g−1 = C
n ⊕ Cn∗ as in Lemmas 5 and 8. Recall that we have dense open subsets U ≃ S2Cn∗
and U ′ ≃ S2Cn in LGr(g−1), consisting of Lagrangian subspaces L ⊂ g−1 with non-degenerate projections onto Cn,
respectively Cn∗. Let H = LGr(g−1) \U and H ′ = LGr(g−1) \U ′. All these subsets are Gss0 –invariant, and the action
of the latter on U and U ′ coincides with its natural linear action on S2Cn∗ and S2Cn. We may view H ′ ∩ U as the
locus of those symmetric maps Cn → Cn∗ that are not invertible, and analogously for H ⊂ U ′. It follows that H ′ ∩U
is the hypersurface in S2Cn∗ cut out by the determinant det : S2Cn∗ → (detCn)2 ≃ C. Thus the hyperplane section
H ′ is defined by an element of R(1,−1) ⊂ Λn0g
∗
−1 and, dually, H is defined by an element of R
(−1,n+1).
Suppose now r ∈ Rd is a nonzero invariant and let D be the associated hypersurface (recall that to us this means
an effective divisor) on LGr(g−1). We may write D = aH +
∑
biZi where the Zi are codimension one subvarieties of
LGr(g−1) such that Zi = Zi ∩ U . Since DU =
∑
biZi ∩ U is necessarily Gss0 -invariant, it will be enough to check that
the ring of SLn–invariants in C[S
2Cn∗] is generated by det, for then it follows that DU is a multiple of H
′ ∩ U . That
is a classical result (see, e.g., [20]). 
4.4. Proof of Theorem 1 in type G. We move now to g of type G, that is, to the case when G is the 14–dimensional
Lie group G2. Being the smallest amongst the exceptional Lie groups, G2 is perhaps the best understood one, and this
section does not add anything new (see [1] for a thorough review of G2, and also [21]).
The contact grading (4) reads now
Lie(G2) = C︸︷︷︸
g−2
⊕ S3C2︸ ︷︷ ︸
g−1
⊕ (sl2 ⊕ C)︸ ︷︷ ︸
g0
⊕ S3C2∗︸ ︷︷ ︸
g1
⊕ C∗︸︷︷︸
g2
,
where g−1 is the 4–dimensional irreducible representation of G
ss
0 ≃ SL2.
Observe that X
(1)
o is the 3–dimensional Grassmannian of Lagrangian 2–planes in a 4–dimensional symplectic space,
which is a quadric in P4 (see, e.g., [24]). Accordingly, Λ20g−1 must be an irreducible 5–dimensional SL2–module, i.e.,
Λ20g−1
∼= S4C2, and (11) becomes
R = (S•(S4C2∗)/I)SL2 = C[S4C2]SL2/ISL2 .
It is a classical result that
C[S4C2]SL2 = C[q, c] ,
where q is a quadric and c a cubic (see, e.g., [20]). Since I = 〈q〉, the lowest–degree constituent of Inv(X,G2) is
PR3 = {[c]}. Observe that the grading of R induced by the central torus in G0 coincides with the standard grading.
4.5. Proof of Theorem 1 in types B and D. In this section we deal with both the cases when g is of type B and
D, since they both correspond to the special orthogonal Lie group. We adopt a common approach, by stressing the
differences due to the parity of n, where 2n is the dimension of g0 (cf. (5)).
Accordingly, the contact grading (4) becomes
son+4 = C︸︷︷︸
g−2
⊕ C2 ⊗ Cn︸ ︷︷ ︸
g−1
⊕ (gl2 ⊕ son)︸ ︷︷ ︸
g0
⊕ (C2 ⊗ Cn)∗︸ ︷︷ ︸
g1
⊕ C∗︸︷︷︸
g2
.
We have Gss0 ≃ SL2 · SOn, a quotient of SL2× SOn by a finite subgroup. The decomposition (18) of the Plu¨cker
embedding space into gss0 –irreducible submodules reads
(25) Λn0g−1 ≃
{ ⊕
a+b=n−12
S2a+1C2 ⊗ S20Λ
bCn n odd,⊕
a+b=n2
S2aC2 ⊗ S20Λ
bCn n even,
where S20Λ
bCn is: an irreducible representation of SOn with highest weight being twice the highest weight of Λ
bCn
for b < n/2; or the direct sum of the irreducible representations whose highest weights are twice the highest weights
5 We stress that in (24) the submodules S2
0
Cn∗ and S2
0
(Λn−1Cn∗) coincide in fact with S2Cn∗ and S2(Λn−1Cn∗), respectively, since
the entries of a symmetric matrix, as well as of its cofactor matrix are independent. Only for n ≥ 4 the trace–free submodules can be
proper ones. See, e.g., the discussion [16], where the whole decomposition (24) is obtained.
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of the two summands of Λn/2Cn for b = n/2. This follows from the decomposition of the (SL2× SLn)-representation
Λn(C2 ⊗ Cn) =
⊕
|λ|=n
Σλ(C
2)⊗ Σλ∗(C
n)
where the sum is over Young diagrams of size n, λ∗ denotes the transpose of λ, and Σλ is the Schur functor associated
with λ (see [10, Exercise 6.11 b]). Indeed, one sees that the only diagrams entering the sum are α = [n − b, b] in
row-length notation, 0 ≤ b ≤ n/2, with Σ[n−b,b](C
2) ≃ Sn−2bC2 and Σ[n−b,b]∗(C
n) ≃ (EndΛbCn)0. The latter denotes
the unique irreducible SLn-subrepresentation in EndΛ
bCn containing the image of SLn under the representation map
SLn → GL(ΛbCn). Then, reducing to SL2× SOn ⊂ SL2× SLn and taking a quotient by ω∧Λn−2(C2⊗Cn), one arrives
at (25). As an immediate consequence of (25) we have PR1 = ∅, that is, there are no Gss0 -invariant hyperplanes.
Remark 4. Observe that the Plu¨cker embedding space Λn0g−1 is equipped with a nondegenerate pairing
Λn0g−1 × Λ
n
0g−1 −→ Λ
2ng−1 ≃ C
(φ, ψ) 7−→ φ ∧ ψ ,
which is a quadratic form for n even (i.e., g of type D), and a symplectic form for n odd (i.e., g of type B). In the
even case the corresponding null quadric contains X
(1)
o , and thus does not produce a nontrivial invariant of degree
2. However, we may use the restriction of the corresponding bilinear form to a G0-invariant subspace of the Plu¨cker
space.
Proposition 3. For g of type D, there is a nontrivial element [B] in PR2.
Proof. Observe that the map
Λn0g−1
π
−→ SnC2 ⊗ ΛnCn ≡ SnC2
ξ1 ⊗ v1 ∧ · · · ∧ ξn ⊗ vn 7−→ (ξ1 ⊙ · · · ⊙ ξn)⊗ (v1 ∧ · · · ∧ vn)
is surjective and Gss0 –equivariant, and that the SL2–invariant projection
S2SnC2
q
−→ SnΛ2C2 ≃ C
defines an SL2–invariant quadratic form q on S
nC2∗. Therefore, B := π∗(q) is a quadratic form on Λn0g−1.
It remains to show that B does belong to the ideal I (cf. (17)), that is, that B does not vanish on X
(1)
o . To this
end, we to show that B(φ) 6= 0 for some φ ∈ Λn0g−1 such that [φ] ∈ X
(1)
o . Fix an orthonormal basis e1, . . . , en of C
n.
Let η ∈ SnC2 be such that q(η) 6= 0, and fix a factorisation η = ξ1 · · · ξn with ξi ∈ C2, 1 ≤ i ≤ n. Now, consider the
linear subspace L = 〈ξ1 ⊗ e1, . . . , ξn ⊗ en〉 ⊂ g−1. It is by construction Lagrangian, and furthermore its representing
n-form φ = (ξ1 ⊗ e1) ∧ · · · ∧ (ξn ⊗ en) satisfies B(φ) = q(η) 6= 0. 
This proves the part of Theorem 2 referring to type D. In type B, Proposition 4 below shows that no such invariant
quadric exists.
Proposition 4. For g of type B, we have PR2 = ∅.
Proof. From the decomposition formula (25) of the Plu¨cker embedding space Λn0g−1 it follows that there are no non–
trivial Gss0 -invariants in S
2(Λn0g−1)
∗. Indeed, each summand is the tensor product of a symplectic module and an
orthogonal module, hence symplectic. Furthermore, no two summands are mutually dual. 
The next step in type B is to look for cubic invariants. Along the same line as Proposition 4, we have:
Proposition 5. For g of type B, we have PR3 = ∅.
Proof. Identifying integral weights of SL2 with Z, and letting Sa = S
aC2, we have that the set of weights of Sa1 ⊗
· · · ⊗ Sar is contained in a1 + · · ·+ ar + 2Z. In particular, the tensor product of an odd number of even-dimensional
representations of SL2 cannot contain the trivial representation. Since a G
ss
0 -invariant in a tensor power of Λ
n
0g
∗
−1
necessarily decomposes into summands which are products of an SL2-invariant and an SOn-invariant, it follows that
there are no odd-degree Gss0 -invariants on Λ
n
0g−1 whatsoever. 
The final result of this section is common to both types D and B. In type B it provides the sought–for lowest–degree
invariant, thus proving the corresponding part of Theorem 2, whereas in type D it exhibits another interesting element
of Inv(X,G).
We begin by observing that, by the classical invariant theory of SL2 and SOn, there is a unique one-dimensional
subspace in the Gss0 -irreducible decomposition of S
4g∗−1, given dually by the projection
S4(C2 ⊗ Cn)→ S2Λ2C2 ⊗ ker
[
S2Λ2Cn
∧
−→ Λ4Cn
]
id⊗〈,〉
−−−−→ (detC2)2 ⊗ C ≃ C.
The corresponding quartic q : S4(C2 ⊗ Cn)→ C is defined as
q(ξ1 ⊗ e1, ξ2 ⊗ e2, ξ3 ⊗ e3, ξ4 ⊗ e4) = ǫ(ξ1, ξ2)ǫ(ξ3, ξ4) [〈e1, e3〉〈e2, e4〉 − 〈e2, e3〉〈e1, e4〉]
where ǫ ∈ Λ2C2∗ is a volume form and 〈·, ·〉 the SOn-invariant inner product on Λ2Cn. It is necessarily proportional
to the ‘canonical’ Gss0 -invariant quartic described in Subsection 4.2.
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Proposition 6. For g of type B or D, we have that [qn] ∈ PR4 is well-defined.
Proof. Consider as before a Lagrangian subspace of the form L = 〈ξ1 ⊗ e1, . . . , ξn ⊗ en〉 ⊂ g−1, where e1, . . . , en is an
orthonormal basis in Cn, while ξ1, . . . , ξn ∈ C2 is a general n–tuple. We compute qn(φ) for φ =
∧n
i=1(ξi ⊗ ei):
qn(φ) =
∑
σ(1),σ(2),σ(3) sgn(σ
(1)σ(2)σ(3))
×
∏n
i=1 ǫ(ξi, ξσ(1)i)ǫ(ξσ(2)i, ξσ(3)i)
[〈ei, eσ(2)i〉〈eσ(1)i, eσ(3)i〉 − 〈ei, eσ(3)i〉〈eσ(1)i, eσ(2)i〉]
=
∑
σ(1),σ(2),σ(3) sgn(σ
(1)σ(2)σ(3))
n∏
i=1
[
δiσ(2)iδ
σ(1)i
σ(3)i − δ
i
σ(3)iδ
σ(1)i
σ(2)i
]
×
∏n
i=1 ǫ(ξi, ξσ(1)i)ǫ(ξσ(2)i, ξσ(3)i).
Note that this way we have
qn(φ) = Q(ξ1 · · · ξn)
for certain SL2–invariant quartic Q on S
n
C
2. We only need to check that Q 6= 0. We further rewrite:
Q(ξ1 · · · ξn) = (−1)
n
∑
σ
(∏
i
ǫ(ξi, ξσi)
2
)
×
sgn(σ) ∑
J⊂{1,...,n}
Cσ,J
 ,
where
Cσ,J = sgn(σ
J ) sgn(σJ
c
), σJ (i) =
{
i i ∈ J ,
σ(i) i /∈ J ,
and sgn(σJ ) = 0 if σJ is not a permutation. The sum over J may be restricted to σ-invariant sets, in which case
Cσ,J = sgn(σ) and we obtain
Q(ξ1 · · · ξn) = (−1)
n
∑
σ
(∏
i
ǫ(ξi, ξσi)
2
)
·#{J ⊂ {1, . . . , n} | σJ = J} .
Choosing ξ1, . . . , ξn in R
n such that ǫ(ξi, ξj) = 0 if and only if i = j, we find that (−1)nQ(ξ1, . . . , ξn) is a sum of non-
negative reals, with positive terms corresponding to fix-point free σ. Hence Q(ξ1, . . . , ξn) 6= 0 and thus qn(φ) 6= 0. 
4.6. Representation-theoretic setup. Having dealt with types A, B, D and G in a rather direct manner, we shall
need to resort to more abstract methods in order to handle the remaining types E and F. This subsection introduces
some representation-theoretic tools that are valid in greater generality,6 by picking up where we left off Subsection 3.2.
We will use the language of modules over the universal enveloping U(g0) rather than representations of G0. Since the
latter is connected, this does not change the notion of invariance.
Fix a Cartan subalgebra h ⊂ g and sets ∆ ⊂ Φ+ ⊂ Φ of simple and positive roots within the root system of g with
respect to U(h), compatible with the grading. In particular, g2 is the root space of the longest positive root. Given a
U(g)-module M , let C•(g−,M) denote the cochain complex computing the Lie algebra cohomology of g− with values
in M . IfM is graded compatibly with g, let C•i (g−,M) denote the homogeneous degree i subcomplex. Use Z
•
i , B
•
i , H
•
i
to denote the spaces of cocycles, coboundaries and the cohomology, respectively.
Let us identify sp(g−1) with spn together with a choice of a Cartan and Borel subalgebra. Let λ1, . . . , λn be the
fundamental weights of spn and Vλ the simple U(spn)-module of highest weight λ. Let W be the Weyl group of g,
with W p the subset consisting of words w ∈ W such that wρ is g0-dominant with ρ being the sum of all fundamental
weights of g. Let W pi denote the subset of W
p consisting of words w of length i.
Lemma 18. For each 1 ≤ i ≤ n we have U(g0)-module isomorphisms
Vλi ≃ Λ
i
0g−1 ≃ H
i(g−,C)
∗ ≃
⊕
w∈Wp
i
L(w · 0)
where L(λ) denotes the simple U(g0)-module with highest weight λ.
Proof. Note first that each Ci(g−,C) is the direct sum of subspaces of degrees i and i + 1. Considering the part of
the complex computing the degree i subspace Hii (g−,C), we have the following identifications:
Ci−1i (g−,C)
∂
−−−−→ Cii (g−,C)
∂
−−−−→ Ci+1i (g−,C)∥∥∥ ∥∥∥ ∥∥∥
g∗−2 ⊗ Λ
i−2g∗−1
ω∧
−−−−→ Λig∗−1 −−−−→ 0 ,
where ω is the twisted symplectic form (15). We thus have a U(g0)-module isomorphism
Hii (g−,C) ≃ Λ
ig∗−1/(ω ∧ (g
∗
−2 ⊗ Λ
i−2g∗−1))
and its dual
Hii (g−,C)
∗ ≃ Λi0g−1.
6Only the type A is excluded in what follows
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On the other hand, along similar lines we get Hii+1(g−,C) = 0 by injectivity of the wedge map ω∧ : Λ
ig∗−1 →
Λi+2g∗−1⊗ g−2 for i < n (this is a standard fact on symplectic vector spaces). Hence H
i(g−,C) = H
i
i (g−,C) and thus
Λi0g−1 ≃ H
i(g−,C)
∗.
The remaining two isomorphisms are given by Kostant’s theorem (the decomposition of cohomology into simple
modules [18]) and standard representation theory of spn (identification of fundamental modules with Lagrangian
exterior powers). 
4.7. Computing the space of quadric invariants for even n. We will now introduce a representation-theoretic
method to compute the dimension of the space of invariant quadrics valid whenever n is even (i.e., when the Plu¨cker
space has an Spn-invariant symmetric bilinear form). That is, it can be applied in type E (which is our main point of
interest here) as well as D.
We denote by I the ideal of LGr(g−1) in S
•Λn0g
∗
−1. By Corollary 2, its degree 2 part I2 may be identified with
the complement of V2λn in S
2Vλn . Accordingly, R2 becomes identified with the space of g
ss
0 -invariants in the simple
U(spn)-module V2λn . We should thus decompose the latter into simple U(g0)-submodules and look for rank–one
summands. In order to use the Weyl-group description of Lemma 18, we need to express modules of the form V2λi in
terms of tensor products of the fundamental modules.
Lemma 19. Assume n even. Let λi denote the i
th fundamental weight of spn, and set for convenience λ0 = 0. We
then have:
S2Vλi ≃
∑
0≤j≤i/2
V2λi−2j ⊕
∑
i−n
2 ≤j<k≤
i
2
j+k≥0
k−j≤n−i
Vλi−2j+λi−2k
for all i and
Vλi ⊗ Vλj ≃
∑
k,l≥0
i−k−l≥0
j+k≤n
Vλi−k−l+λj+k−l
for i < j with j − i even, as U(spn)-modules.
Proof. We invoke the rules for computing tensor products of representations of the symplectic group in terms of Young
diagrams (these can be derived from [17, Sec. 2.5]). We will write a Young diagram as a nonincreasing sequence where
the entries give the height of the subsequent columns. In particular C = [ ], Vλi = [i] and Vλi+λj = [j, i] if i ≤ j. For
convenience, we allow ourselves to write [i, 0] for [i] and [0] for [ ] (this mirrors the convention λ0 = 0). Furthermore,
a column of length n+ i is replaced by one of length n− i. If the Young diagrams were used to denote representations
of sl2n rather than spn, the rule for decomposing a tensor product [j]⊗ [i] with j ≥ i would be simply:
[j]⊗ [i] = [j + i, 0] + [j + i− 1, 1] + · · ·+ [j, i], (for sl2n)
i.e., we put the columns [j] (first, ‘red’) and [i] (second, ‘black’) next to each other, and move a number black boxes
underneath the red ones. Since in the case of spn we additionally have the invariant symplectic form on [1], the rule
should be modified so that when moving a red box, we can either ‘add’ it, appending to the first column, or ‘subtract’
it, annihilating a red box. We may assume we first add a number of black boxes, and then subtract a number of them.
Furthermore, self-duality of [1] implies that we ought to remove a red-black pair from the first column as soon as it
becomes taller than n: in other words, we may add a black box only as long as the height of the first column is at
most n. Thus we obtain
(26) [j]⊗ [i] =
∑
k,l≥0
i−k−l≥0
j+k≤n
[j + k − l, i− k − l] =
∑
j−n≤p≤q≤i,
p+q≥0
q−p≤2(n−j)
[j − p, i− q]
where the first sum clearly coincides with the original expression for Vλi ⊗ Vλj . The same formula specialises to the
symmetric square of [i], where the terms of the above sum contained in S2[i] ⊂ [i]⊗ [i] are those of the form [i−p, i−q]
with p, q even. These are easily seen to give the original expression for S2Vλi (with j = p and k = q). 
Remark 5. It is convenient to view equations (26) in the Grothendieck group K of the category of finite-dimensional
U(spn)-modules (this is simply the free abelian group generated by classes of finite-dimensional irreducible representa-
tions of spn). The relations may be then inverted so that, in particular, the class [V2λn ] may be expressed as a linear
combination of [S2Vλi ] and [Vλi ⊗ Vλj ] with 0 ≤ i < j ≤ n. However, since we are only interested in the dimension
of the space of gss0 -invariants, it is easier to first apply the corresponding homomorphism K → Z to both sides of the
above equations (viewed in K), and then solve for dim(V2λn)
gss0 in terms of modules whose invariants we know.
Lemma 20. Let w¯◦ be the longest element in the Weyl group of g
ss
0 , and h¯
◦ ∈ h∩gss0 the sum of the coroots associated
to positive roots of gss0 . Let ι : h ∩ g
ss
0 → h denote the inclusion of Cartan subalgebras, and ι
∗ its transpose acting as
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restriction on weights. Then
2 dim(S2Vλi )
gss0 = #{(w,w′) ∈W pi ×W
p
i | − w¯◦ι
∗(w · 0) = ι∗(w′ · 0)}
+ #{w ∈W pi | − w¯◦ι
∗(w · 0) = ι∗(w · 0), 〈ι∗(w · 0), h¯◦〉 = 0 mod 2)}
− #{w ∈W pi | − w¯◦ι
∗(w · 0) = ι∗(w · 0), 〈ι∗(w · 0), h¯◦〉 = 1 mod 2)},
dim(Vλi ⊗ Vλj )
gss0 = #{(w,w′) ∈W pi ×W
p
j | − w¯◦ι
∗(w · 0) = ι∗(w′ · 0)} ,
for all 1 ≤ i, j ≤ n.
Proof. Recall that −w¯◦ sends the highest weight of a finite-dimensional simple U(gss0 )-module to the highest weight
of its dual. In particular a finite-dimensional simple U(gss0 )-module of highest weight λ¯ is self-dual if and only if
−w¯◦λ¯ = λ¯. The self-duality is implemented either by a symmetric bilinear invariant or an alternating one. By [11,
Thm. 3.2.17], the parity of the invariant coincides with the parity of 〈λ¯, h¯◦〉. The formulae then follow from Lemma
18. 
We interpret the equations of Lemma 19 as relations
[S2Vλi ]−
∑
0≤j≤i/2
[V2λi−2j ]−
∑
i−n
2 ≤j<k≤
i
2
j+k≥0
k−j≤n−i
[Vλi−2j+λi−2k ] = 0 (1 ≤ i ≤ n)(27)
[Vλi ⊗ Vλj ]−
∑
k,l≥0
i−k−l≥0
j+k≤n
[Vλi−k−l+λj+k−l ] = 0 (1 ≤ i < j ≤ n, j − i ∈ 2Z)
in K, with λ0 = 0 by definition (as explained in the above Remark 5). Applying the homomorphism K → Z,
[M ] 7→ dimMg
ss
0 , and substituting the expressions given in Lemma 20, we obtain a determined linear system for the
unknowns
di = dim(V2λi)
gss0 , 1 ≤ i ≤ n, dij = dim(Vλi+λj )
gss0 , 1 ≤ i < j ≤ n, j − i ∈ 2Z.
In particular, we may solve for dn.
The only non-trivial task is the Weyl-group computation in Lemma 20. Let us recall that W p is the set of minimal
length coset representatives for the quotient W/Wp, where Wp ⊂ W denotes the parabolic Weyl subgroup generated
by simple roots in Φ0. Equivalently, Wp is the stabiliser of the highest root γ ∈ Φ+, so that W p may be naturally
identified with the orbit Wγ (note that γ, being the highest weight of the adjoint representation, is a fundamental
weight since type A has been excluded). This gives rise to an algorithm for generating W p described, e.g., in [8,
Prop. 3.2.16 and the following paragraph]. Putting these together, we have the following algorithm to compute
dim(V2λn)
gss0 = dimR2 for g of type D, E or G and rank ℓ.
(1) Obtain from a database:
the Cartan matrix of Φ as a list of ℓ elements of Zℓ,
the highest weight of g as an integer 1 ≤ a ≤ ℓ,
the involution −w¯◦ as a permutation of {1, . . . , ℓ} fixing a,
the coroot h¯◦ as an element of Zℓ with trivial a-th entry,
the integer n,
where we use Zℓ to represent weights (in the basis of fundamental weights) and coroots (in the basis of simple
coroots).
(2) Generate W pi , 1 ≤ i ≤ n, as lists of words over {1, . . . , ℓ}.
(3) Compute dim(S2Vλi )
gss0 , 1 ≤ i ≤ n and dim(Vλi ⊗ Vλj )
gss0 , 1 ≤ i < j ≤ n as in Lemma 20.
(4) Set up the formal linear system (27) and substitute
[Vλ0 ] 7→ 1, [Vλi ] 7→ 1, [S
2Vλi ] 7→ dim(S
2Vλi)
gss0 (1 ≤ i ≤ n), [Vλi ⊗ Vλj ] 7→ dim(Vλi ⊗ Vλj )
gss0 (1 ≤ i < j ≤ n) ,
and
[V2λi ] 7→ di (1 ≤ i ≤ n), [Vλi+λj ] 7→ dij (1 ≤ i < j ≤ n).
(5) Solve the resulting linear system on di, dij over Z.
(6) Return dn.
The algorithm is straightforward to implement (see [9] for a comprehensive discussion of computational methods in
Lie theory). Note that since gss0 is simply-laced, the coefficients of h¯
◦ in the basis of simple coroots coincide with those
of the sum of all positive roots of gss0 in the basis of simple roots.
4.8. Types E6 E7, E8. We list the database entries required for the computation, and the final answer. The code
used for this computation is available as [12]. The expressions for −w¯◦ and h¯◦ can be found in Bourbaki [4, §4, tables,
entries VII and XI], up to the necessary relabeling the of Dynkin sub-diagram corresponding to gss0 ⊂ g (the Bourbaki
labeling of the diagram for g induces a labeling on the diagram of gss0 that has to be mapped to its own Bourbaki
labeling). We conclude that dimR2 = 1 in all three cases. Since the grading induced by the central torus of G0 is a
rescaling of the standard one (see Remark 2), we have that there exists a unique degree 2 element in Inv(X,G).
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E6 E7 E8
2 0 −1 0 0 0
0 2 0 −1 0 0
−1 0 2 −1 0 0
0 −1 −1 2 −1 0
0 0 0 −1 2 −1
0 0 0 0 −1 2


2 0 −1 0 0 0 0
0 2 0 −1 0 0 0
−1 0 2 −1 0 0 0
0 −1 −1 2 −1 0 0
0 0 0 −1 2 −1 0
0 0 0 0 −1 2 −1
0 0 0 0 0 −1 2


2 0 −1 0 0 0 0 0
0 2 0 −1 0 0 0 0
−1 0 2 −1 0 0 0 0
0 −1 −1 2 −1 0 0 0
0 0 0 −1 2 −1 0 0
0 0 0 0 −1 2 −1 0
0 0 0 0 0 −1 2 −1
0 0 0 0 0 0 −1 2

a = 2 a = 1 a = 8
−w¯◦ =
(
1 2 3 4 5 6
6 2 5 4 3 1
)
−w¯◦ = id −w¯◦ = id
h¯◦ = (5, 0, 8, 9, 8, 5) h¯◦ = (0, 15, 15, 28, 24, 18, 10) h¯◦ = (34, 49, 66, 96, 75, 52, 27, 0)
n = 10 n = 16 n = 28
dn = 1 dn = 1 dn = 1
4.9. Type F4. In order to deal with the remaining type F4, we invoke the brute-force branching method relying on the
computation of formal characters. We shall take for granted that a procedure for computing the formal character of a
given finite-dimensional highest-weight module of a given semi-simple Lie algebra is at our disposal (these are typically
refinements of the Freudenthal multiplicity formula, see [9, Sec. 8.9]). The algorithm to compute dim(Vdλn)
gss0 is then
as follows.
(1) Identify the weight lattice of spn, resp. g
ss
0 , with Z
n, resp. Z3, using the bases of fundamental weights.
(2) Choose an element wi ∈W
p
i for each 1 ≤ i ≤ n.
(3) Construct the Z-module homomorphism ρ : Zn → Z3 representing the map sending λi to ι∗(wi · 0).
(4) Compute the formal character chVdλn as an element of the group ring of Z
n.
(5) Compute ρ∗ chVdλn , an element in the group ring of Z
3.
(6) Decompose
(28) ρ∗ chVdλn =
∑
cµ chLµ
into a combination formal characters of finite-dimensional simple U(gss0 )-modules.
(7) Return c0.
In our case we have gss0 of type C3 and, using Bourbaki’s labelling of the fundamental weights, the matrix of ρ reads
ρ =
0 0 1 3 5 4 40 2 2 0 0 1 0
1 0 0 1 0 0 1
 .
The formal characters are too complex to be included here. A simple program computing the decomposition (28) in
LiE is available as [13]. We conclude that dim(Vdλn)
gss0 is zero for 1 ≤ d ≤ 3 and one for d = 4, thus completing the
proof of Theorem 2 in type F.
5. Further discussion
5.1. Maximality. One interesting feature of G-invariant PDEs over X is that even their local infinitesimal symmetry
algebras are precisely isomorphic to g. This had already been observed in [23]. We shall sketch the argument.
Lemma 21. Assume g is not of type A. Then the map g0 → csp(g−1) induced by the adjoint action is an embedding
onto a maximal subalgebra.
Inspecting the list of embeddings gss0 ⊂ spn, this may be extracted from Dynkin’s classification of maximal subgroups
in the simple Lie groups. Since we have already used Kostant’s theorem in Subsection 4.6 above, we will use it here
to provide a self-contained proof.
Proof. Following the notation introduced in the proof of the main Theorem 1, we work in C•0 (g−, g) and suppress the
(g−, g) part from the notation. We have C
0
0 = g0, C
1
0 = End0 g−, Z
1
0 ≃ csp(g−1). Since H
0(g−, g) is the annihilator of
g− in g, namely g−2, we have H
0
0 = 0 whence g0 → csp(g−1) is injective. Now, by Kostant’s theorem, H
1 ≃ L(sα · γ),
where γ ∈ Φ+ is the highest root, α is the unique simple root non-orthogonal to γ, and L(λ) denotes the simple
U(g0)-module with highest weight λ. In particular, we have just demonstrated that H
1
0 ≃ csp(g−1)/g0 is a simple
U(g0)-module (nil in type C), thus proving the claim. 
Since we wish to speak of local symmetries of a PDE, let us first point out that the construction of the bundle
of Lagrangian Grassmannians (as in (1)) is functorial with respect to local contactomorphisms. More precisely, if
φ : U → V is a map of contact complex manifolds inducing isomorphisms on fibres of contact distributions, then φ
lifts naturally to a map φ(1) : U (1) → V (1) inducing isomorphisms on fibres. It will be convenient to work with germs
of infinitesimal symmetries at a point. Let us quickly define the necessary terms.
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Definition 8. Let E ⊂ X(1) be a hypersurface, x ∈ X a point and [v] a germ at x of a vector field on X. We say that
[v] is a germ of an infinitesimal symmetry of E if there exist: open neighborhoods V ⊂ U of x, an open disc ∆ ⊂ C
and a representative v of [v] on U , such that
(1) v is contact, i.e. [v, C] ⊂ C over U ,
(2) the local flow φt : V → U , t ∈ ∆, of v is well-defined,
(3) the lifts φ
(1)
t : V
(1) → U (1), t ∈ ∆, preserve E.
Proposition 7. Assume g is not of type A.7 Let E ∈ Inv(X,G) be a G-invariant hypersurface in X(1). Fix a point
x ∈ X and let s be the Lie algebra of germs at x of infinitesimal symmetries of E. Then the local action map g→ s is
an isomorphism.
The proof is a standard application of Tanaka theory [22] (see also [19]).
Proof. By G-invariance we may take x = o and use the identification ToX ≃ g/g0. Let ev : s→ g/g0 be the evaluation
map at o. There is a natural filtration on s defined by setting si = ev−1 gi/g0 for i ≤ 0, and extending inductively
for i > 0 so that v ∈ si+1 if and only if [v, s−1] ⊂ si. It is straightforward to check that [si, sj ] ⊂ si+j and thus we
have the associated graded Lie algebra gr s. Furthermore, the natural embedding g→ s is a homomorphism of filtered
Lie algebras. Since g ⊂ s acts infinitesimally transitively, we have that ev : s/s0 → g/g0 is an isomorphism of vector
spaces. We now observe that:
(1) the induced map gr− s→ g− is an isomorphism of graded nilpotent Lie algebras,
(2) the maps gri s→ Hom(gr−1 s, gri−1 s) induced by the adjoint action are injective.
Claim (1) is most easily seen by restricting to gr− g ⊂ gr− s. Claim (2) follows from the very definition of the filtration.
We will show that gi → gri s is an isomorphism. This is clearly true for i < 0, and also for i = 0 by Lemma 21. By
induction we may assume it had been shown for all i < k, k > 0. We then have grk s ⊂ Hom(g−1, gk−1) by (2) above
and by the inductive hypothesis. In fact, using the Lie algebra structure we may extend this to an embedding of grk s
into the space Derk(g−, g) of degree k derivations of g− into the U(g−)-module g. This space clearly contains gk and
we have
Derk(g−, g)/gk ≃ H
1
k(g−, g).
It will thus be enough to check that the cohomology space on the right hand side vanishes for k > 0. This had been
done by Yamaguchi in [26, Prop. 5.1 (2)]. 
5.2. The Lagrangian Chow transform and invariant hypersurfaces of geometric origin. As we have already
remarked, one may produce certain invariant PDEs over adjoint varieties by means of a straightforward geometric
construction. This observation is a key idea in [23]. We review it here for purpose of comparison. As before, g is
simple not of type C, with adjoint variety X ⊂ Pg. The notation is as introduced in Sections 2 and 3. In particular,
the contact hyperplane at the origin o ∈ X is identified with g−1, and the action of the isotropy subgroup P ⊂ G of o
restricted to g−1 factors through the reductive group G0 (see Subsection 3.1).
Definition 9. The sub-adjoint variety Y ⊂ Pg−1 of g is the union of the closed orbits of G0 in the projectivised
irreducible summands of g−1.
Of course, as indicated in the table in Lemma 3, the only case with decomposable g−1 is type A: there G0 ≃
GLn×C×, g−1 ≃ Cn ⊕ Cn∗ and Y ≃ Pn−1 ∪ P(n−1)∗. In the remaining cases g−1 is irreducible, and so is Y . As we
will soon explain, it is interesting to compute the degree of Y as a subvariety of Pg−1.
Lemma 22. The following table, supplementing that of Lemma 3, gives the sub-adjoint variety Y ⊂ Pg−1 and its
degree. The sub-adjoint variety is always Legendrian and, in particular, of codimension n.
restriction type of g gss0 g−1 Y embedding deg Y
n ≥ 1 An+1 sln C
n ⊕ Cn∗ Pn−1 ⊔ P(n−1)∗ linear 2
n ≥ 3 B(n+3)/2 or D(n+4)/2 sl2 ⊕ son C
2 ⊗ Cn P1 ×Qn−2 Segre 2(n− 1)
E6 sl6 Λ
3C6 Gr(3, 6) Plu¨cker 42
E7 spin12 spinor 32-dim 15-dim spinor 286
E8 E7 fundamental 56-dim 27-dim Freudenthal 13188
F4 sp3 Λ
3
0C
6 LGr(3, 6) Plu¨cker 16
G2 sl2 S
3C2 P1 Veronese 3
Here Qn−2 ⊂ Pn−1 denotes a non-singular quadric hypersurface.
Proof. The description of Y , its embedding in Pg−1 and the Legendrian property may be found in [7]. The degrees in
types A, B, D and G2 are easy to compute. For A we have the union of a pair of linear varieties of equal dimension,
hence of degree 1+1 = 2. For G2 we have the twisted cubic ν3(P
1) ⊂ P3, hence of degree 3 (ν∗dO(1) = O(d) for the d
th
Veronese embedding). Finally for B and D we have the Segre-embedded product of a line times a quadric. Computing
in the Chow ring, we have A(Y ) = A(P1) ⊗ A(Qn−2) and in particular An−1(Y ) = A1(P1) ⊗ An−2(Qn−2) generated
7Nor of type C, see Remark 1.
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by [pt]⊗ [pt]; we denote by h ∈ A1(Qn−2) the class of the hyperplane section so that hn−2 = 2[pt]. Now, the pullback
of the hyperplane class by the Segre embedding is [pt]⊗ 1 + 1⊗ h, and we compute the degree as
([pt]⊗ 1 + 1⊗ h)n−1 = (n− 1)([pt]⊗ 1)(1 ⊗ h)n−2 = 2(n− 1)[pt]⊗ [pt].
The degree of the Lagrangian Grassmannian in its Plu¨cker embedding is given as the very first formula in [25], leading
in our case to 236!2!/3!5! = 16. It remains to find the degrees in types E and F4. The necessary information can be
extracted from the paper [15], to which we keep referring in what follows. More precisely, we are interested in the
answer to Problem 2.3 on p. 47 for the following pairs (G,Pα):
(A5, P3), (D6, P6), (E7, P7)
with Bourbaki labelling as usual. The value 42 = 9!/2233425 for the Grassmannian SL6 /P3 is given by the Example
on p. 46 (n = k = 3). As explained on p. 51, the pair (D6, P6) may be replaced by (B5, P5) and then the value
286 = 15!2!4!/5!7!8!9! is given by Corollary 4.9 on p. 54 (n = 5, d = 15). The value 13188 for the Freudenthal variety
E7/P7 appears in the ‘Remarks’ on p. 57. 
The idea is now to produce a hypersurface EY ⊂ LGr(g−1) from the sub-adjoint variety Y ⊂ Pg−1. This is a
Lagrangian version of the usual Chow form, assigning to a projective variety of codimension k in PN−1 a hypersurface
in the Grassmannian Gr(k,N). Let us state its properties.
Lemma 23. Fix a standard symplectic form on C2n and consider the canonical Spn-equivariant double fibration
(29) Fliso(1, n, 2n)
p
xxqq
qq
qq
qq
qq q
''
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
P2n−1 LGr(n, 2n) ,
where Fliso(1, n, 2n) is the isotropic partial flag variety embedded into P2n−1 × LGr(n, 2n) as an incidence correspon-
dence. Let Z ⊂ P2n−1 be an irreducible subvariety of pure codimension n and degree d. Then EZ = q(p−1Z) is an
irreducible hypersurface of degree d in LGr(n, 2n).
Definition 10. We call EZ the Lagrangian Chow transform of Z. More generally, if Z1, . . . , Zr are several irreducible
components, all of codimension n, we set E⋃Zi = q(p
−1
⋃
Zi) =
⋃
EZi .
Proof. The projection p is a Zariski-locally trivial bundle with fibres isomorphic to LGr(n−1, 2(n−1)). It then follows
immediately that EZ is irreducible. Furthermore, dim EZ ≤ dim p−1Z = dimZ + (n− 1)n/2 = (n2 + n− 2)/2 so that
codim EZ ≥ 1. Now, consider a general line ℓ ⊂ LGr(n, 2n): there is a canonical identification ℓ ≃ P(K/K⊥) where
K ⊂ C2n is a general (n + 1)-dimensional subspace such that the symplectic form restricted to K has rank 1. Since
PK has complementary dimension to Z, the intersection PK∩Z is nonempty. So is then ℓ∩EZ , proving codim EZ = 1.
Now, ℓ being general, its intersection with EZ is transverse and consists of deg EZ points. That is, PK⊥ ∩ Z = ∅ and
we may identify PK ∩ Z with ℓ ∩ EZ scheme-theoretically: in particular, PK ∩ Z is reduced and thus consists of d
points, proving deg EZ = d. 
This way the sub-adjoint variety gives rise to a hypersurface in the Lagrangian Grassmannian. Furthermore, since
the construction is manifestly Spn-invariant, it follows that EY ⊂ LGr(g−1) is G0-invariant. Its degree is equal to that
of Y (in the only case where Y is not irreducible, the transform of each component is a distinct hyperplane section of
LGr(g−1), so that their union has degree 2), thus explaining the last row in the table we have included in Theorem
1. In particular, it is remarkable that, except for type A and G2, the ‘natural’, geometric EY is of very high degree,
as compared to the minimal degree hypersurfaces we have produced. On the other hand, in types A and G2, the
components of the hypersurface EY are the unique invariant hypersurfaces and thus coincide with ours.
6. Explicit invariant PDEs
The key to recast our main result, that is Theorem 1, in the context of nonlinear PDEs is to choose suitable Darboux
coordinates on the adjoint variety X = G/P . Recall also Lemma 5.
Proposition 8. For any bi–Lagrangian decomposition L⊕ L∗ = g−1 there exist complex Darboux coordinates
(30) x1, . . . , xn, u, u1, . . . , un,
in a neighborhood of o, such that
L = g−1 ·
〈
Dx1 |gP , . . . , Dxn |gP
〉
, g−2 = g
−1 ·
〈
∂
∂u
∣∣∣∣
gP
〉
, L∗ = g−1 ·
〈
∂
∂u1
∣∣∣∣
gP
, . . . ,
∂
∂un
∣∣∣∣
gP
〉
,
for all g ∈ G, where Dxi are the total derivatives (cf. (2)).
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Proof. By restricting the exponential map g ∋ g 7→ exp(g) ∈ G to g−, one obtains an (algebraic) isomorphism
Ψ : g− −→ U ⊆ X , between the linear space g− and an open neighborhood U of the origin. For v ∈ g− denote by v̂
the vector field on U induced by v. Then we have that
(31) v̂Ψ(w) = TwΨ
(
v −
1
2
[w, v]
)
,
for all w ∈ g−. Formula (31) follows directly from the Baker–Campbell–Hausdorff formula
etv̂Ψ(w) = etvewP = etv+w+
1
2 [tv,w]P = Ψ
(
w + tv +
1
2
t[v, w]
)
.
We can now pull–back the contact distribution C on X to a contact distribution (denoted by the same symbol C) on
g−, by setting Cw := (TwΨ)−1(CΨ(w)). Then (31) implies
(32) Cw =
(
id−
1
2
adw
)
g−1 .
Fix now vectors l1, . . . , ln, r, l1, . . . , ln such that L =
〈
l1, . . . , ln
〉
, g−2 = 〈r〉, L∗ = 〈l1, . . . , ln〉. Then from (32) it
follows that the vectors fields Di and V
i on g−1 defined by
Di|w :=
(
id−
1
2
adw
)
li , V
i
∣∣
w
:=
(
id−
1
2
adw
)
li ,
for all w ∈ g−, form a basis of C. The last step is to show that there are coordinates
(33) x1, . . . , xn, u, u1, . . . , un,
on g− such that
Di =
∂
∂xi
+ ui
∂
∂u
, V i =
∂
∂ui
.
But this is true, if one sets xi := li, u := r∨ + lili, ui := li. Then the desired coordinates (30) are just the pull–backs
via Ψ of (33).

6.1. The case A. Besides being technically the simplest, this case is made interesting by the fact that the torus
T has rank 2 (see Remark 2). The adjoint manifold X is the projectivised cotangent bundle PT ∗Pn+1, which is a
PGL(n+2)–homogeneous contact manifold of dimension 2n+1 (see Lemma 15). The contact plane Co at the origin is
the direct sum Cn⊕Cn∗, which happens to be bi–Lagrangian. Hence, we choose Darboux coordinates as in Proposition
8, in such a way that Cn is spanned by the ‘total derivatives’ Dxi and C
n∗ is spanned with the ‘vertical vectors’ ∂ui .
The fact that rkT = 2 is mirrored by the fact that the sub-adjoint variety Y has two irreducible components: Pn−1
and P(n−1)∗ (see Lemma 3). Accordingly, the Lagrangian Chow transform EY of the whole Y is a hypersurface of
degree 2, made by two irreducible components of degree 1, namely the Lagrangian Chow transforms EPn−1 and EP(n−1)∗
of the corresponding irreducible pieces of Y (see Definition 10). Hence, EPn−1 and EP(n−1)∗ are both homogeneous 2
nd
order PDEs in type An+1, of minimal degree.
In the Darboux coordinates provided by Proposition 8, these are precisely the parabolic Monge–Ampe`re equations,
already discussed in [3]. For instance, in order to compute EPn−1, we just observe that a Lagrangian n–plane
(34) L(uij) :=
〈
Dxi + uij∂uj | i = 1, . . . n
〉
intersects nontrivially Cn = 〈Dxi | i = 1, . . . n〉 if and only if det(uij) = 0. Hence, EPn−1 = {det(uij) = 0}. The other
component EP(n−1)∗ of EY cannot be written explicitly as a 2
nd order PDE, since no Lagrangian n–plane nontrivially
intersecting Cn∗ can be written in the form (34). Indeed, these Darboux coordinates are adapted to the structure
given by the bi-Lagrangian splitting of the contact distribution (there is a class of adapted coordinates, stable under
PGLn+1 acting locally as point transformations). However, one could consider more ‘generic’ Darboux coordinates
and simultaneously express both EPn−1 and EP(n−1)∗ as explicit PDEs.
6.2. The case B3. We denote by Y ⊂ P(g−1) the sub–adjoint variety of X . In this section we compute the Lagrangian
Chow transform EY of Y in the case G = B3, because EY is precisely the minimal–degree homogeneous equation on
X . Observe that, as a second–order PDEs, EY has 3 independent variables (n = 3), and as an algebraic hypersurface
is of degree 4 in the minors of (uij) (recall Definition 7 (2)).
Before focusing on G = B3, let us examine the general case when G is of type B or D. Let C =
〈Dx1 , . . . , Dxn , ∂u1 , . . . , ∂un〉 be the contact distribution on X , and identify Co ≡ g−1 ≡ C
2 ⊗ Cn =
〈A⊗ e1, . . . , A⊗ en, B ⊗ e1, . . . , B ⊗ en〉, where C2 = 〈A,B〉 and Cn = 〈e1, . . . , en〉 Now recall that Cn is equipped
with a metric g, and that the sub–adjoint variety Y is the image of P1 ×Ng in the Segre embedding
P(C2)× P(Cn) ≡ P1 × Pn−1 −→ P2n−1 = P(C2 ⊗ Cn) ,
where Ng ⊂ P(Cn) is the null variety of g (see Subsection 4.5). We assume that g is diagonal, i.e., g = diag(λ1, . . . , λn).
Then Y has dimension n− 1 in P(g−1) = P2n−1 (see Subsection 5.2), and the n quadratic equations
(35) rank
(
dx1 dx2 . . . dxn
du1 du2 . . . dun
)
≤ 1 ,
n∑
i=1
λi(dx
i)2 = 0
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vanish on Y . Indeed, the rank of the above 2×n matrix is ≤ 1 if and only if n− 1 minors of rank two vanishes. Then,
if an element [v] of P2n−1 is in the image of the Segre variety, it will be also in Y if and only if v is null with respect
to the metric (
0 diag(λ1, . . . , λn)
diag(λ1, . . . , λn) 0
)
on g−1, induced from the metric g. Let us now specialise to the case n = 3. If λi = 1, ∀ i, the system (35) is
(36)

x1u2 − u1x2 = 0
x1u3 − u1x
3 = 0
x1u1 + x
2u2 + x
3u3 = 0 .
The variety Y˜ ⊂ P5, cut out by (36), contains by construction the subajoint variety Y , but also other ‘parasitic
components’, namely
(37)

u1 = 0
u2 = 0
u3 = 0
,

x1 = 0
u1 = 0
x2u2 + x
3u3 = 0 .
The first one is a P2 inside P5, whereas the second is a quadric inside a P3 inside P5.
By computing the equation EY˜ associated with the variety Y˜ described by (36), we obtain
det(uij) · (u
2
13u22 + u
2
12u33 − 2u12u13u23) · F = 0 ,
where F is a long expression of degree 6 in second derivatives. According to the general theory of Lagrangian Chow
transforms, EY˜ is composed of various irreducible components, only one of whose is the desired equation EY (see
Definition 10). It remains to establish which is which.
First, det(uij) = 0 is the (Monge-Ampe`re) equation associated to the first variety of (37) in the spirit of [3], and
it cannot be EY since it is of degree 1 in the Plu¨cker coordinates. Second, u213u22 + u
2
12u33 − 2u12u13u23 = 0 is the
equation associated to the second variety of (37). Now we obtain EY in a less direct way, by computing the full ideal
I(Y ) of Y . As it turns out, I(Y ) is generated by 6 elements, as opposed to the 3 equations appearing in (36). To this
end, recall that, by the Cauchy decomposition formula,
S2(C2 ⊗ C3) = (C2)⊗ (C3)
⊕ (C2)⊗ (C3)
=
(
S2(C2)⊗ S2(C3)
)
⊕ C3 ,(38)
where the boxes denote the appropriate Schur functors.
Dual to the Segre embedding
P(C2)× P(C3) ≡ P1 × P2 −→ P(C2 ⊗ C3) ≡ P5 ,
([v], [w]) 7−→ [v ⊗ w] ,
there is the projection
(39) S2(C2 ⊗ C3) −→ S2(C2)⊗ S2(C3)
from the 21-dimensional space S2(C2⊗C3) of quadratic forms on P5, to the 18-dimensional space S2(C2)⊗S2(C3) of
bi–homogeneous forms on the product space P1 × P2, of bi–degree (2, 2). The kernel of (39) is precisely the space C3
appearing in (38), which consists of the three quadrics cutting out the Segre in P5.
Fix coordinates [A : B] on P1, and coordinates [z1 : z2 : z3] on P2. Suppose that C3 is equipped with a non–
degenerate quadratic form
(40) g = (z1)2 + (z2)2 + (z3)2 ,
and let Q := {g = 0} ⊂ P2. Accordingly, we can single out the trace–free part of the quadratic forms on C3, that is
S2(C3) = S20(C
3)⊕ 〈g〉, and thus (38) can be further split as
S2(C2 ⊗ C3) =
((
S2(C2)⊗ S20(C
3)
)
⊕ C3
)
⊕
((
S2(C2)⊗ 〈g〉
)
⊕ C3
)
.
The canonical projection S2(C2 ⊗ C3) −→
(
S2(C2)⊗ S20(C
3)
)
⊕ C3 is precisely the dual to the embedding Y :=
P1 ×Q −→ P5, and its 6-dimensional kernel, i.e.,
(41)
(
S2(C2)⊗ 〈g〉
)
⊕ C3 ,
is the space of quadrics cutting out the 2–fold Y in P5. From (40) it follows immediately that
S2(C2)⊗ 〈g〉 =
〈
A2, AB,B2
〉
⊗ 〈g〉 =
〈
A2g,ABg,B2g
〉
=
〈
(Az1)2 + (Az2)2 + (Az3)2, Az1Bz1 +Az2Bz2 +Az3Bz3, (Bz1)2 + (Bz2)2 + (Bz3)2
〉
=
〈
(x1)2 + (x2)2 + (x3)2, x1u1 + x
2u2 + x
3u3, u
2
1 + u
2
2 + u
2
3
〉
,
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having set
xi := Azi , ui := Bz
i .
In these coordinates, the C3 appearing in (41) is the 3-dimensional space
〈
x1u2 − x2u1, x1u3 − x3u1, x2u3 − x3u2
〉
,
so that the ideal
(42) I(Y ) =
〈
x1u2 − x
2u1, x
1u3 − x
3u1, x
2u3 − x
3u2, (x
1)2 + (x2)2 + (x3)2, x1u1 + x
2u2 + x
3u3, u
2
1 + u
2
2 + u
2
3
〉
is generated by 6 elements, and this number cannot be reduced. Recall that deg Y = 4 in virtue of Lemma 23. Now
we find a generator of the ideal of EY := {L ∈ LGr(g−1) | L ∩ Y 6= ∅} (see Definition 10).
To this end we recall the standard coordinates uij on LGr(g−1), introduced earlier in Subsection 1.3 (see also
Lemma 5 (3)). Indeed, a Lagrangian plane L is locally given by the 3 equations
(43) ui = uijx
j , i = 1, 2, 3 ,
where we recall that uij = uji. Moreover, L belongs to EY if and only if, by replacing u1, u2 and u3 according to (43),
in each of the six generators of the ideal I(Y ) given in (42), one obtains a compatible systems of polynomials in the
three variables x1, x2, x3. These are:
q1 = x
1
(
u12x
1 + u22x
2 + u23x
3
)
− x2
(
u11x
1 + u12x
2 + u13x
3
)
,
q2 = x
1
(
u13x
1 + u23x
2 + u33x
3
)
− x3
(
u11x
1 + u12x
2 + u13x
3
)
,
q3 = x
2
(
u13x
1 + u23x
2 + u33x
3
)
− x3
(
u12x
1 + u22x
2 + u23x
3
)
,
q4 = u11
(
x1
)2
+ 2u12x
2x1 + u22
(
x2
)2
+ u33
(
x3
)2
+ 2x3
(
u13x
1 + u23x
2
)
,
q5 =
(
x1
)2
+
(
x2
)2
+
(
x3
)2
,
q6 =
(
u11x
1 + u12x
2 + u13x
3
)
2 +
(
u12x
1 + u22x
2 + u23x
3
)
2 +
(
u13x
1 + u23x
2 + u33x
3
)
2 .
Here we identify polynomials in the uij with element of the affine coordinate ring of the corresponding open subset
of LGr(g−1) (see the proof of Lemma 17). We furthermore invert x
3 to remove the apex of the affine cone over Y , so
that we may now use elimination to intersect the ideal generated by q1, . . . , q6 with the ring C[x
3, 1/x3, uij ]. Using
Macaulay 2, we obtain that the ideal of EY in C[uij ] pulls back to
(44)
〈
(x3)2 · F
〉
⊂ C[x3, 1/x3, uij ] ,
where
F =4u612 + u
2
11u
4
12 + 12u
2
13u
4
12 + u
2
22u
4
12 + 12u
2
23u
4
12 − 8u
2
33u
4
12 − 10u11u22u
4
12 + 8u11u33u
4
12 + 8u22u33u
4
12 − 36u11u13u23u
3
12 − 36u13u22u23u
3
12
+ 72u13u23u33u
3
12 + 12u
4
13u
2
12 + 12u
4
23u
2
12 + 4u
4
33u
2
12 − 2u11u
3
22u
2
12 − 8u11u
3
33u
2
12 − 8u22u
3
33u
2
12 + 2u
2
11u
2
13u
2
12 + 8u
2
11u
2
22u
2
12 + 20u
2
13u
2
22u
2
12
+ 20u211u
2
23u
2
12 − 84u
2
13u
2
23u
2
12 + 2u
2
22u
2
23u
2
12 − 2u11u22u
2
23u
2
12 + 2u
2
11u
2
33u
2
12 + 20u
2
13u
2
33u
2
12 + 2u
2
22u
2
33u
2
12 + 20u
2
23u
2
33u
2
12 + 20u11u22u
2
33u
2
12
− 2u311u22u
2
12 − 2u11u
2
13u22u
2
12 + 2u
3
11u33u
2
12 + 2u
3
22u33u
2
12 − 2u11u
2
13u33u
2
12 − 10u11u
2
22u33u
2
12 − 38u11u
2
23u33u
2
12 − 2u22u
2
23u33u
2
12
− 10u211u22u33u
2
12 − 38u
2
13u22u33u
2
12 + 72u11u13u
3
23u12 − 36u13u22u
3
23u12 − 8u13u23u
3
33u12 + 12u11u13u23u
2
33u12 + 12u13u22u23u
2
33u12
− 36u11u
3
13u23u12 − 8u13u
3
22u23u12 + 12u11u13u
2
22u23u12 − 8u
3
11u13u23u12 + 72u
3
13u22u23u12 + 12u
2
11u13u22u23u12 − 36u13u
3
23u33u12
− 36u313u23u33u12 + 12u13u
2
22u23u33u12 + 12u
2
11u13u23u33u12 − 48u11u13u22u23u33u12 + 4u
6
13 + 4u
6
23 + u
2
11u
4
13 + u
2
11u
4
22 + 4u
2
13u
4
22
− 8u211u
4
23 + 12u
2
13u
4
23 + u
2
22u
4
23 + 8u11u22u
4
23 + u
2
11u
4
33 + u
2
22u
4
33 − 2u11u22u
4
33 − 2u
3
11u
3
22 − 8u11u
2
13u
3
22 − 2u
3
11u
3
33 − 2u
3
22u
3
33 − 2u11u
2
13u
3
33
+ 2u11u
2
22u
3
33 + 2u11u
2
23u
3
33 − 2u22u
2
23u
3
33 + 2u
2
11u22u
3
33 + 2u
2
13u22u
3
33 + u
4
11u
2
22 − 8u
4
13u
2
22 + 2u
2
11u
2
13u
2
22 + 4u
4
11u
2
23 + 12u
4
13u
2
23 + 2u11u
3
22u
2
23
+ 20u
2
11u
2
13u
2
23 + 2u
2
11u
2
22u
2
23 + 20u
2
13u
2
22u
2
23 − 8u
3
11u22u
2
23 − 38u11u
2
13u22u
2
23 + u
4
11u
2
33 + u
4
13u
2
33 + u
4
22u
2
33 + u
4
23u
2
33 + 2u11u
3
22u
2
33 + 8u
2
11u
2
13u
2
33
− 6u211u
2
22u
2
33 + 2u
2
13u
2
22u
2
33 + 2u
2
11u
2
23u
2
33 + 2u
2
13u
2
23u
2
33 + 8u
2
22u
2
23u
2
33 − 10u11u22u
2
23u
2
33 + 2u
3
11u22u
2
33 − 10u11u
2
13u22u
2
33 + 8u11u
4
13u22
+ 2u311u
2
13u22 − 10u11u
4
13u33 − 2u11u
4
22u33 + 8u11u
4
23u33 − 10u22u
4
23u33 + 2u
2
11u
3
22u33 − 8u
2
13u
3
22u33 − 2u
3
11u
2
13u33 + 2u
3
11u
2
22u33
+ 20u11u
2
13u
2
22u33 − 8u
3
11u
2
23u33 − 2u
3
22u
2
23u33 − 2u11u
2
13u
2
23u33 − 10u11u
2
22u
2
23u33 + 20u
2
11u22u
2
23u33 − 2u
2
13u22u
2
23u33 − 2u
4
11u22u33
+ 8u
4
13u22u33 − 10u
2
11u
2
13u22u33.
6.3. The case D•. The next case, in the B–D series, when the ‘exceptionally simple PDE’ EY is not anymore the
minimal–degree one, is D4, which we describe here. To this end, we provide a construction of the minimal–degree
equation for all groups of type D. We fix a basis
(45) C2 = 〈α, β〉 ,
from which it follows the bi–Lagrangian decomposition
(46) C2 ⊗ Cn = (〈α〉 ⊗ Cn)⊕ (〈β〉 ⊗ Cn)
of the 2n–dimensional symplectic space and irreducible SL2× SOn–module C2 ⊗ Cn. Observe that there are obvious
identifications
Λn(C2 ⊗ Cn) ≡
n⊕
i=0
(
Λi(〈α〉 ⊗ Cn)⊗ Λn−i(〈β〉 ⊗ Cn)
)
≡
n⊕
i=0
〈
αiβn−i
〉
⊗ Λi(Cn)⊗ Λn−i(Cn)
≡
n⊕
i=0
〈
αiβn−i
〉
⊗ Λi(Cn)⊗ 2 ,
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such that the Plu¨cker embedding space Λn0 (C
2 ⊗ Cn) of C2 ⊗ Cn can be identified with
Λn0 (C
2 ⊗ Cn) =
n⊕
i=0
〈
αiβn−i
〉
⊗ S20Λ
i(Cn) .
The notation, as well as the decomposition itself, are different than the one given in (25). In particular, here S20Λ
i
C
n
denotes the kernel of the natural SLn-invariant map Λ
iCn⊗ΛiCn → Λi−1Cn⊗Λi+1Cn given on decomposable elements
by
(v1 ∧ · · · ∧ vi)⊗ (w1 ∧ · · · ∧ wi) 7→
i∑
j=1
(−1)i+j(v1 ∧ · · · ∧ v̂j ∧ · · · ∧ vi)⊗ (vj ∧w1 ∧ · · · ∧wi).
It is precisely the SLn-irreducible summand in S
2ΛiCn whose highest weight is twice the i-fundamental weight (for
i < n). The Lagrangian n–planes in a favourable position with respect to the splitting (46) are labeled by symmetric
n × n matrices U =
(
uij
)
. Indeed, if U is understood as a map from 〈α〉 ⊗ Cn to 〈β〉 ⊗ Cn, then its graph is a
Lagrangian subspace L(U) nondegenerately projecting over the first space (see Lemma 5 (3)). It is convenient now to
introduce the natural extension U• : Λ•(〈α〉 ⊗ Cn) −→ Λ•(〈β〉 ⊗ Cn) of U to the exterior algebra, and its restrictions
U (i) : Λi(〈α〉 ⊗ Cn) −→ Λi(〈β〉 ⊗ Cn) to the corresponding ith degree pieces. By Poincare´ duality, we also have
U (i) ∈
〈
αiβn−i
〉
⊗ S2Λi(Cn), and in fact U (i) always lies in the SLn-irreducible subspace S20Λ
i(Cn) ⊆ S2Λi(Cn).
Plu¨cker–embedding L(U) into P(Λn0 (C
2 ⊗ Cn)) means taking the ‘volume’ of L(U) , viz.
(47) det(L(U)) =
[
n∑
i=0
αiβn−iU (i)
]
.
But now we can use the projection π : Λn0 (C
2 ⊗ Cn) −→ SnC2 to map the representative of (47) into
(48) π
(
n∑
i=0
αiβn−iU (i)
)
=
n∑
i=0
αiβn−i trU (i) ∈ SnC2 ,
where we use the SOn-invariant quadratic form on C
n. It remains to observe that SnC2 is equipped with a quadratic
form, whose matrix in the standard basis αn, αn−1β, αn−2β2 . . . , αβn−1, βn, is the anti–diagonal one, with entries
c0, c1, . . . , cn−1, cn, cn−1, . . . , c1, c0, where
ck = (−1)
k
(
n
k
)
.
Thus, evaluating this form on (48), one gets a quadratic expression
F (U) :=
n∑
i=0
(−1)i
(
n
i
)
trU (i) trU (n−i)
in the minors of the n × n symmetric matrix U , i.e., a 2nd order nonlinear PDE of ‘hyperquadric section’ type. For
example, for n = 4 we have
(49)
1
2
F (U) = detU − 4 tr(U) tr(U#) + 3 tr(U (2))2 ,
having denoted by U# the cofactor matrix of U . Observe that (49) is indeed quadratic, because detU is multiplied
by the ‘minor of order zero’, i.e., by 1 (cf. (19)).
6.4. The case G2. In the case of G = G2, the contact grading (4) reads
g = C⊕ S3C2︸ ︷︷ ︸
Co=g−1
⊕ sl(2)⊕ C︸ ︷︷ ︸
g0
⊕ S3C∗ ⊕ C∗ ,
where the semi-simple part sl(2) of g0 = gl(2) has been spelt out. Recall that the standard sl(2)–module structure on
S3C2 is precisely the one induced from the bracket with g0 (see Subsection 3.2). The sub–adjoint variety Y ⊂ PC0
coincides with the unique closed sl(2)–orbit P1 = PC2 ⊂ PS3C2, which is made of rank–one elements (see Subsection
5.2). In other words, Y is the twisted cubic in P3 and hence the minimal–degree 2nd order PDE on the adjoint contact
manifold M of G2 is the Lagrangian Chow transform EY of the field of twisted cubics on M .
In order to write down EY in Darboux coordinates, we choose a bi–Lagrangian decomposition of S3C2 and then
use Proposition 8. The (conformally) unique symplectic form on S3C2 is the one induced by the (conformally) unique
symplectic structure on C2, which in turn correspond to the choice of a volume form on C2. By using the same basis
(45) as before, we obtain a bi–Lagrangian decomposition
S3C2 =
〈
α3, α2β, αβ2, β3
〉
=
〈
α3, α2β
〉︸ ︷︷ ︸
L
⊕
〈
αβ2, β3
〉︸ ︷︷ ︸
L∗
=
〈
x1, x2
〉
⊕ 〈−3u2, u1〉 ∼= S
3
C
2∗ .
The ideal IY ⊂ S•(S3C2∗) is generated by three elements of degree two. Indeed, there is an exact sequence
0 −→ IY ∩ S
2(S3C2∗) −→ S2(S3C2∗) −→ S6C2∗ −→ 0
of sl(2)–modules, decomposing the 10–dimensional S2(S3C2∗) into irreducible representations. Parametrically, Y =
{[(tα + sβ)3 | (t : s) ∈ P1], that is, Y = {[t3 : t2s : s3 : −3ts2] | (t : s) ∈ P1}, in the coordinates [x1 : x2 : u1 : u2].
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Then it is easy to check that IY is generated by 3x1u1 + x2u2, x1u2 + 3(x2)2, 9x2u1 − u22. It remains to apply the
Lagrangian Chow–form and discover that
EY = {27u
2
11 − u
2
12u
2
22 + u11u
3
22 + 16u
3
12 − 18u11u12u22 = 0} .
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