Pareto archived dynamically dimensioned search (PA-DDS) has been modified to solve combinatorial multi-objective optimization problems. This new PA-DDS algorithm uses discrete-DDS as a search engine and archives all non-dominated solutions during the search. PA-DDS is also hybridized by a general discrete local search strategy to improve its performance near the end of the search. PA-DDS inherits the simplicity and parsimonious characteristics of DDS, so it has only one algorithm parameter and adjusts the search strategy to the user-defined computational budget. Hybrid PA-DDS was applied to five benchmark water distribution network design problems and its performance was assessed in comparison with NSGAII and SPEA2. This comparison was based on a revised hypervolume metric introduced in this study. The revised metric measures the algorithm performance relative to the observed performance variation across all algorithms in the comparison.
INTRODUCTION
Developing multi-objective optimization (MOO) algorithms has been an active area of research for many years. Schaffer Ideally, solving a combinatorial MOP should identify the complete set of Pareto optimal solutions. These solutions are not dominated by any other feasible solution. Usually, finding all Pareto optimal solutions is very time consuming, if not impossible. Therefore, the goal of solving a MOP is to find a set of solutions that represents an approximate front as close as possible to the Pareto optimal front (proximity) and as broadly spread out as possible (diversity). Asadzadeh & Tolson () introduced the Pareto archived dynamically dimensioned search (PA-DDS) MOO algorithm for solving problems with continuous decision variables and showed good comparative performance on multi-objective test problems with two objectives. PA-DDS uses dynamically dimensioned search (DDS) (Tolson & Shoemaker ) as a search engine and archives all nondominated solutions during the search as in (1 þ 1)-PAES (Knowles & Corne ) . DDS is a simple single-solutionbased, single objective optimization algorithm that has only one algorithm parameter with a robust default setting such that tuning it for each problem is not recommended (Tolson & Shoemaker ) . DDS also adjusts the search strategy to the user input computational budget. In this study, the This approach is based on the hybridization approach in Tolson et al. () In this study, HV was revised and used to assess the results. The revised HV evaluates the algorithm performance relative to the best and worst observed performance across all algorithms in the comparison. Similar to the original HV, the revised HV is complete. Moreover, it is more interpretable than HV when the difference between the worst and the best solutions are practically meaningful. Figure 1 represents the algorithm in detail.
In addition to having discrete decision variables instead of continuous decision variables, the only other difference between the PA-DDS in Figure 1 iterations to polish each of these solutions and this limit helps to ensure that the local search occurs along the entire front. If the remaining computational budget in hybrid PA-DDS is not enough for polishing all archived non-dominated solutions, the range of the first objective function is divided into n ¼ (the remaining budget)/2D equal intervals and at least one randomly selected non-dominated solution from each nonempty interval is selected to be polished by L. 
Optimization model formulation
In this study, the bi-objective WDN design problem is solved to minimize cost and minimize the highest pressure The two objectives are conflicting since pipes of larger diameter cost more and usually reduce the pressure deficit.
Decision variables of the problem are pipe diameters that can be selected from a finite set of available pipe sizes and all other network characteristics are known.
The mathematical form of the objectives is presented as
where i and j are the pipe and demand node indices respectively, L is the length of each pipe, C is the cost per unit length of each pipe as a function of the decision variable x i that is an integer-valued pipe diameter option number for pipe i and is between option 1 (the smallest diameter) and the maximum diameter option, 
Selected performance metrics
Normalized hypervolume (NHV)
The hypervolume (HV) metric (Zitzler & Thiele ) measures the volume bounded by the approximate front and a reference point (e.g. the shaded area in Figure 4 ).
Therefore, the bigger HV value is preferred.
Deb () suggested the calculation of HV in the normalized objective space which is called the normalized hypervolume (NHV) and Van Veldhuizen () proposed the hypervolume ratio (HVR) that is the ratio of HV for the approximate front to the HV for the Pareto optimal front. Hence, the HVR shows the quality of an approximate front in comparison with the Pareto optimal front. Although theoretically the HVR can take any value between 0 and 1, it is not necessarily close to 0 for all poor approximate fronts. In fact, as our results show, very different approximate fronts can have an HVR with a very small numerical difference. As a result, the interpretation of differences in the HVR values between algorithms is not always straightforward. Therefore, a modified version of the HV is proposed that is much easier to interpret than the HV and HVR.
Comparative normalized hypervolume (CNHV)
The proposed MOO algorithm performance metric is referred to as the comparative NHV (CNHV) and is a modi- • The single reference point is replaced by a set of reference points corresponding to the worst attained front that can be constructed from all algorithm results in the comparison.
• Both the best and the worst attained fronts used in the CNHV are extracted from the results of all MOO algorithms that are included in the comparison while in HV and the HVR, the reference point and the best known front are fixed.
To calculate the CNHV, the best and the worst attained fronts (the solid and dashed lines in Figure 5 , respectively) must be identified. To do this, final approximate fronts of all the trials of MOO algorithms in the comparison are collected in a set. The best attained front is then identified as the subset of solutions from this set that are non-dominated.
The worst attained front contains all solutions in this set that are weakly dominated by at least one solution from each optimization trial in the comparison.
Similar to the original HV, the CNHV is complete with respect to the weak dominance relation, that is, it always prefers an approximate front that weakly dominates the other one. In other words, comparing two approximate fronts, the better value of the CNHV indicates that the corresponding approximate front is not weakly dominated by the other one.
The value of the CNHV is more directly interpretable than the value of HV or the HVR since it determines how much of all attained results are dominated by each approximate front. As such, CNHV values close to 0 are relatively poor and values close to 1 are relatively good. However, CNHV is not recommended if the best and the worst results are not practically different. In that situation, all results are practically the same quality and it might be misleading to assign a value close to 0 to one or more of the algorithms in the comparison.
Benchmark optimization algorithms
In order to assess the performance of hybrid PA-DDS, NSGAII and SPEA2 are implemented and applied to the same bi-objective WDN design problems. The search engine of NSGAII and SPEA2 is an integer coded GA 
RESULTS
The results are presented in two subsections. First, a comparison is made between hybrid PA-DDS, NSGAII and SPEA2 for solving problem formulation (1) Comparing the NHV and CNHV values in each row of Table 1 , CNHV more clearly detects the difference between the approximate fronts and therefore between algorithms.
For example, in the HP case study with a computational budget equal to 10,000, the best trial of hybrid PA-DDS has a NHV equal to 0.96 while it is 0.94 for the best trial of NSGAII. This value means that the best trial of Hybrid PA-DDS covered (dominated) 96% of the area between the best attained front and the reference point while the best trial of NSGAII covered 94% of this area. Although this difference seems negligible, Figure 7 (a) shows that there is a considerable difference between the corresponding approximate fronts. For the same trials, the CNHV values are 0.98 and 0.84 denoting that the best trial of hybrid PA-DDS dominated 98% of the area between the best and worst attained fronts considering all 150 approximate fronts from 50 trials of each algorithm compared to only 84% for the best trial of NSGAII. Also comparing the best trial of these two algorithms for solving BP with a computational budget equal to 1,000,000, NHV is equal to 0.96 and 0.97 for Hybrid PA-DDS and NSGAII respectively, while CNHV magnifies the difference and results in 0.82 and 0.92, respectively. Figure 7 (b) demonstrates that the difference detected by CNHV is really considerable and NSGAII performed better than Hybrid PA-DDS.
Local search performance assessment
To evaluate the effectiveness of the proposed local search strategy, it was also applied to the results of NSGAII and SPEA2. However, as these two algorithms spent the whole computational budget for the global search, the local search is only applied to the extreme points of the resultant fronts with the computational budget equal to the average budget of local search in Hybrid PA-DDS. This computational budget and the average improvement in results based on the CNHV are summarized in Table 2 .
Based on Table 2 , it can be concluded that although the local search is only applied to the extreme points of the front with very limited computational budget, it highly improved the results of NSGAII and SPEA2 especially when the total computational budget is limited.
DISCUSSION
It should be noted that the local search L is implemented such that it always evaluates one option change at a time relative to the current solution. Therefore, the local search order (starting for example at decision variable D instead of decision variable 1 as in our implementation)
can change the results. However, finding the best order is not the purpose of this study. Moreover, it is not claimed that the proposed neighbourhood search strategy is the most efficient local search, but perhaps the simplest one that adequately improves the algorithm efficiency. Although we did not investigate relative PA-DDS performance on large distribution networks (i.e. thousands of pipes/decision variables), we did apply the algorithm with the same parameters and configuration to problems with 21-454 decision variables and a computational budget ranging from 2,000 to 1,000,000 hydraulic model evaluations.
As such, PA-DDS could be applied to even larger distribution networks and in such a case we would suggest applying PA-DDS without any algorithmic and/or parameter modifications. For larger distribution networks, the efficiency of local search L to refine the extreme solutions will degrade substantially relative to efficiencies reported in Table 2 . Future algorithm comparison studies focused only on very large distribution networks are necessary to properly assess relative PA-DDS performance in this context.
It should be noted here that, problem formulation (1) is an artificial WDN bi-objective problem. Therefore, its result cannot be used for designing real WDN problems. For example, all Pareto optimal solutions returned in this study have a pressure deficit (some even have negative pressures). Even the extreme point corresponding to the least-cost design of the network is impractical since it tends to reduce pipe sizes or completely eliminate some pipes. This may lead to an insufficient capacity to handle system failures (Walski ) . We solved problem formulation (1) algorithms, NSGAII and SPEA2. In the future, we will try to improve the algorithm performance mainly by modifying the selection criteria to guide the search towards the most interesting parts of the front rather than the less crowded parts of it.
Moreover, we will assess the algorithm performance in solving real world WDN combinatorial problems with more than two objectives such as selection and placement of best management practice for pesticide control (e.g.
Maringanti et al. ) and multi-objective long-term groundwater monitoring design (e.g. Kollat & Reed ).
