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Abstract. Plateau’s problem is to find a surface with minimal area spanning a given boundary.
Our paper presents a theorem for codimension one surfaces in Rn in which the usual homological
definition of span is replaced with a novel algebraic-topological notion. In particular, our new
definition offers a significant improvement over existing homological definitions in the case that
the boundary has multiple connected components. Let M be a connected, oriented compact
manifold of dimension n − 2 and S the collection of compact sets spanning M . Using Hausdorff
spherical measure as a notion of “size,” we prove:
Theorem. There exists an X0 in S with smallest size. Any such X0 contains a “core” X∗0 ∈ S
with the following properties: It is a subset of the convex hull of M and is a.e. (in the sense of
(n−1)-dimensional Hausdorff measure) a real analytic (n−1)-dimensional minimal submanifold.
If n = 3, then X∗0 has the local structure of a soap film. Furthermore, set theoretic solutions are
elevated to current solutions in a space with a rich continuous operator algebra.
Introduction
One of the classical problems in the Calculus of Variations is to prove the existence of a surface
of least area spanning a given Jordan curve in Euclidian space. The problem was first posed by
Lagrange [Lag61] in 1760, and Lebesgue [Leb02] called it “Plateau’s Problem” after Joseph Plateau
[Pla73] who experimented with films of oil and wire frames.
History. In 1930, Douglas [Dou31] solved the problem for surfaces which arise as the image of a
disk, via minimization of an energy functional1. His method was extended by Douglas and Courant
[Cou50] to surfaces of higher topological type bounding disjoint systems of Jordan curves. In 1960,
Federer and Fleming [FF60] used integral currents with a given algebraic boundary to model films,
and minimized current mass (see §1.2) instead of energy or area of a surface. In dimension 7 and
lower, their solutions turned out to be oriented submanifolds.
At the same time, Reifenberg [Rei60a] approached the problem from an entirely different direction.
For each M Reifenberg chose a subgroup L of the Cˇech homology of M with coefficients in a compact
abelian group (e.g., Z/2Z, Z/3Z, or R/Z.) A set X ⊃ M was said to be a surface with boundary
1See [Rad30] for an extensive report of work before 1930.
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⊇ L if L was in the kernel of the homomorphism of homology induced by the inclusion M ↪→ X. He
concluded there was a surface with boundary L, depending on these two choices, that had smallest
Hausdorff spherical measure.
Reifenberg’s approach yielded a case-by-case analysis, and two cases have considerable historical
interest. Using Z/2Z coefficients, he found a minimizer in a collection containing all orientable and
non-orientable surfaces in R3 with a given boundary, excluding from consideration non-manifold
surfaces with triple junctions or other such singularities. This theorem improved that of Douglas
and Courant, because it considered surfaces of arbitrary genus simultaneously, and solved the non-
orientable problem. His second special case used R/Z coefficients to deal with more complicated
spanning sets, specifically those compact sets X ⊃ M with no retraction X → M . This collection
contained surfaces with triple junctions and other singularities, but his theorem was limited in that
the boundary was required to be a single closed curve (or in higher dimensions, a topological sphere.)
For more general boundaries, he gave no single unifying result as he had for boundaries which were
single topological spheres. For example, consider the disjoint union of a disk and a circle in R3.
There is no retraction to the pair of circles, yet we would not want to consider this as an admissible
spanning set. As another example, consider the surfaces Xi, i = 1, 2, 3, in Figure 1. Any one
could be a surface with minimal area, depending on the distance between the circles, but a simple
computation (see Proposition 5.0.1) shows there is no non-trivial collection of Reifenberg surfaces
which contains all three simultaneously. Thus, one would have to find an appropriate group of
coefficients and subgroup of homology which would produce the correct minimizer, and this task
would change depending on the configuration of the circles in the ambient space.
Our goal was therefore to find a “unifying solution” similar to Reifenberg’s R/Z solution for spherical
boundaries, that simultaneously dealt with a large collection of reasonable surfaces, including those
with soap-film singularities, spanning a boundary more general than a topological sphere.
X1 X2M X3
Figure 1. M is the disjoint union of three circles. X1 is homeomorphic to a
cylinder, and X2 and X3 are both homeomorphic to a cylinder union a disc. All
three sets span M and are thus in our collection. Each is a Reifenberg surface for
some collection, but no non-trivial collection of Reifenberg surfaces spanning M
contains X1, X2, and X3 simultaneously (see Proposition 5.0.1.)
In [Alm65] Almgren introduced varifolds as a new approach to solving Plateau’s problem. He
announced a compactness theorem for stationary varifolds in [Alm66] (see also [Alm65] and [All72].)
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This result produced a stationary varifold with minimal mass, and thus solved a version of Plateau’s
problem. However, solutions produced do not minimize mass over a given collection of surfaces,
stationary and otherwise, only those that are a priori stationary. For example, if M ⊂ R3 is the
unit circle in the xy-plane, the only competitors for area minimization are positive integer multiples
of the unit disk. To greater effect, one could use his stationary varifold compactness theorem to
minimize over mass- or size-minimizing solutions found using other techniques, since those solutions
ought to give rise to stationary varifolds. However, the limiting surface is only guaranteed to be
a stationary varifold and may not necessarily span the boundary in any algebraic sense. Related
to this is the longstanding open problem to establish almost everywhere regularity of stationary
varifolds of dimension at least two (see, e.g., [Bom79], [Lel12].)
Almgren used Cˇech homology to define spanning sets in [Alm68], much as in [Rei60a], and made
significant advances by minimizing size with respect to elliptic functionals and extending the coef-
ficient groups to finitely generated abelian groups. His proof of both existence and a.e. regularity
built upon a number of ideas in [Rei60a]. For Z coefficients, his a.e. regularity result for elliptic
functionals F extended the celebrated result of De Giorgi [dG61] where F = 1, while De Giorgi’s
results were influenced by methods developed by Caccioppoli [Cac27].
Differential chains (a type of current, see below) have a compactness theorem and a cut-and-paste
procedure. A particular subtype, “film chains,” models all soap films and solves the boundary
problem for triple junctions and Mo¨bius strips. These are not rectifiable currents, although size
minimizing film chains have rectifiable supports. Furthermore, film chains avoid the problem of high
multiplicity seen in mass minimizing problems as discussed in [dP09].
A new definition of span using linking numbers. Let M be an (n− 2)-dimensional compact
orientable submanifold of Rn, n ≥ 2. We say that a circle S embedded in Rn \M is a simple link of
M if the absolute value of the linking number2 L(S,Mi) of S with one of the connected components
Mi of M is equal to one, and L(S,Mj) = 0 for the other connected components Mj of M , j 6= i.
We say that a compact subset X ⊂ Rn spans M if every simple link of M intersects X.
If M is a sphere, X ⊃M and there is no retraction X →M , then X spans M (see Proposition 5.0.3.)
If X is a manifold with boundary M , then X spans M . The sets X1, X2, X3 in Figure 1 span M . See
§5 for more properties. One can drop the condition that M be a manifold by specifying particular
(n − 2)-cycles for which S to link. For example, M can be a frame such as the (n − 2)-skeleton of
an n-cube.
Differential chains. Our approach to Plateau’s problem begins with a topological vector space of
de Rham currents called “differential chains3” introduced in [Har93], [Hara], [Har11], and [Har14a],
and developed by the authors in [Pug09] and [HP12]. The space of differential chains on a Riemann-
ian manifold M is a differential graded topological vector space, defined as an inductive limit of a
sequence of Banach spaces, beginning with the space of Whitney sharp chains, and such that the
boundary operator takes one space to the next. These Banach spaces Brk are completions of the
2Given some choice of orientation of M and S, the definition being independent of this choice
3There is now a growing theory of differential chains with a number of applications unrelated to Plateau’s problem
in progress.
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space of finitely supported sections of the k-th exterior power of the tangent bundle of M4, equipped
with a decreasing sequence of geometrically defined norms ‖ · ‖Br . The linking maps are inclusions,
and the dual Banach spaces consist of increasingly differentiable bounded differential k-forms.
If M is compact, the linking maps between these Banach spaces are compact, and this allows us to
formulate compactness theorems which improve on the usual weak compactness theorems of currents.
In other words, control of the Br-norm gives relative compactness in Br+1, and the topology on this
space is strictly finer than the inductive limit topology on differential chains, which is again strictly
finer than the weak topology on currents.
A compact k-submanifold with boundary A is uniquely represented by an element A˜ in the space
B1k (the space of sharp k-chains,) and ∂A˜ ∈ B2k−1 represents the manifold’s boundary. However,
∂A˜ is again a sharp chain, so it is contained in the subspace B1k−1 ⊂ B2k−1. The full space B2k
comes into play if we instead thicken A˜ with the “extrusion” operator, dual to interior product,
then apply boundary: the resulting current can be thought of as a “dipole” surface, and it is not
a sharp chain. For example, consider a 2-cell σ in R3. Its dipole version can be found as the limit
limt→0 Ttv(σ)/t−σ/t, where v is a unit vector normal to σ, and Ttv is translation through the vector
tv. These dipole surfaces (see Figures 2 and 3) which were first introduced in [Har14b] play an
important role in our solution to Plateau’s problem.
Soap films and film chains. Away from triple junctions, actual soap films consist of three very
thin layers: two layers consisting of soap on the outside and a layer of water on the inside [Pep03].
Dipole surfaces [Har14b], generalized to “film chains” in this paper (see Definition 6.0.1,) nicely
model the outer soapy surfaces. The algebraic boundary of a dipole surface S spanning a closed
loop is a “dipole curve” whose support is the loop, consistent with the way in which the two layers
of soap might meet a wire. Application of a cone operator (see Definition 1.11.1) to S produces a
model of the layer of water inside. Application of the geometric Hodge star operator of [Har14a]
to a dipole surface S yields a current that can be visualized as oppositely oriented “dipole normal
vectors” to S. This models the hydrophobic/hydrophilic polarization of the two soap layers, as also
seen in lipid bilayers of cells. Our dipole models bypass completely the problem of triple junctions
contributing to the algebraic boundary (see Figure 2.) Other branching structures similar to soap
films include capillaries, lightning, highways, and fractures. Dipole surfaces and film chains can
be defined in arbitrary dimension and codimension and are well suited to other minimization and
maximization problems involving these structures. Note that while these currents are not rectifiable
since they do not have finite mass, we do not use mass to measure area.
Statement of our main result. In our paper the word “size” means Hausdorff spherical measure5
Sn−1 of the support of a current.
4One may think of these as infinitesimal polyhedral chains.
5Hausdorff spherical measure is the same as Hausdorff measure except that coverings are required to consist of balls,
rather than arbitrary sets. The two measures are proportional, and are equal on rectifiable sets. Hausdorff spherical
measure works better for analysis however, since it has upper density one a.e. for sets with finite measure, whereas
Hausdorff measure does not (see Lemmas 4.0.3 and 4.0.4.) Hausdorff spherical measure also satisfies the fundamental
slicing inequality of Lemma 4.0.5, while Hausdorff measure does not.
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Figure 2. A dipole surface with a triple junction and its dipole boundary. The
triple junction is not part of the boundary. The two layers of a dipole surface have
opposite orientation, and yet do not cancel. If one glues the two “Y” ends together
with a twist, the algebraic boundary of the resulting dipole surface is a single dipole
curve, and the support of this dipole surface is the triple mo¨bius band. The triple
mo¨bius band, when scaled properly, minimizes Hausdorff measure among surfaces
spanning its boundary curve. It is an example of a manifold boundary with a
non-manifold minimizing spanning surface.
Figure 3. A dipole Mo¨bius strip. Here, the dipole surface looks like a double
cover. This is not the case in general. Consider the triple junction in Figure 2.
There, the covering would be 3-to-1, and elsewhere 2-to-1.
Let S(M) denote the collection of all compact sets which span M . In particular, S(M) in-
cludes orientable and non-orientable manifolds of all topological types, and manifolds with mul-
tiple junctions. In Section 6 we define a collection F(M) of film chains whose elements T satisfy
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supp(T ) = supp(T )∗ ∈ S(M ) and supp(∂T ) = M . We show that if X ∈ S(M) has finite Hausdorff
measure, then its core6 X∗ supports a film chain T ∈ F(M). Thus minimizing size in F(M) solves
the problem of minimizing (n− 1)-dimensional Hausdorff spherical measure in S(M).
Here is our statement and solution to Plateau’s Problem for codimension one size minimizing sur-
faces:
Main Theorem. Suppose M is an (n − 2)-dimensional compact orientable submanifold of Rn,
n ≥ 3. There exists an element S0 ∈ F(M) with minimal size. If S is any such minimizer,
its support X is contained in the convex hull of M , has minimal (n − 1)-dimensional Hausdorff
spherical measure Sn−1(X) in S(M), and is almost everywhere a real analytic (n− 1)-dimensional
minimal submanifold. If n = 3, X has the local structure of a soap film7.
We can restrict the collection of spanning sets S(M) to smaller sub-collections as follows: Let ` ≥ 1.
We say that a Jordan curve S is an `-link of M if L(Mi, S) = ` and L(Mj , S) = 0, where Mi and
Mj are as above. We say that X `-spans M if every `-link of M intersects X. Let S(M, `) be the
collection of compact subsets of Rn which `-span M . Clearly, S(M, `) ⊂ S(M,k) if k is a factor of
`. By varying `, we obtain specialized Plateau problems. For example, if M is the boundary circle of
the Mo¨bius strip S in R3, then S ∈ S(M, 1) but S /∈ S(M, 2). In our proof that follows, we assume
` = 1, but the proof for ` > 1 is essentially the same.
The theorem also remains true if we allow a “simple link” to have multiple connected components.
In this case, when M is a sphere, the spanning sets are exactly those which do not have a retract
onto M .
In a sequel, we demonstrate that our results extend to arbitrary dimension and codimension, as
well as to a class of continuous functionals including Almgren’s elliptic functionals in [Alm68]. We
use the following generalized definition of span for higher codimension, loosely dual to Reifenberg’s
homological definition: if A ⊂ Rn, n ≥ m ≥ 1, G is a group of coefficients (in the sense of Eilenberg-
Steenrod,) and L is a subset of Hˇm−1(A;G), then X ⊃ A is a surface with coboundary ⊆ L if
the image of the homomorphism Hˇm−1(X;G) → Hˇm−1(A;G) induced by the inclusion A ↪→ X
is disjoint from L. If A is an (m − 1)-dimensional compact oriented manifold, and G has a single
generator, then there is a natural choice for L, namely the collection of those cocycles which evaluate
to 1 on the fundamental cycle of a particular connected component of M , and 0 on the others. In
the case that G = Z and m = n − 1, this choice for L yields, via Alexander duality, our original
linking number definition if one allows a “simple link” to have multiple components.
Other new concepts and methods. Several other concepts are new and may be of use for other
applications:
(a) Strong compactness The compact inclusion of Theorem 1.3.5 is an alternative to the usual
weak compactness result for currents with bounded mass [FF60]. The topology is fine enough
6The core X∗ of X is the support of the measure Hn−1bX . I.e., X∗ := {p ∈ X : Hn−1(X ∩Ω(p, r)) > 0 for all r > 0,
where Ω(p, r) is the open ball of radius r about p and Hn−1 is (n− 1)-dimensional Hausdorff measure.
7In fact, X is “restricted” in the sense of Almgren (a.k.a. Almgren minimal) and this implies X is almost everywhere
a real analytic (n − 1)-dimensional minimal submanifold by [Alm68] (1.7.) Soap film regularity for n = 3 follows
from [Tay76].
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to eliminate pathologies and achieve regularity, yet coarse enough to have good compactness
properties.
(b) A new hair cutting procedure Theorem 7.1.7 is used to remove tentacles as in Figure 4 and
uses most of the results in this paper. Our procedure replaces a minimizing sequence of film
chains Si → S0 with a modified sequence S˜i → S0 whose supports converge in the Hausdorff
metric to the support of S0.
Figure 4. Long, thin tentacles with small Hausdorff 2-measure can converge in
the Hausdorff metric to a set of infinite Hausdorff 2-measure.
(c) Our deformation theorem 5.0.6 is fundamental to this paper and used numerous times.
This shows that if a spanning set is deformed, then it remains a spanning set.
(d) Reifenberg defines a type of sequence we call “regular minimizing” which satisfies lower
semicontinuity of Hausdorff spherical measure due to Reifenberg and Besicovitch8 in [Rei60a].
(See Theorem 7.3.10 for a proper statement and proof for film chains.) This important result
is rather buried in [Rei60a]. It is closely related to the main result of [Dav03] which shows
that Almgren’s “uniformly quasiminimal sequences” satisfy lower semicontinuity of Hausdorff
measure.
Outline of our proof. The first section reviews the results about differential chains which we
need in this paper. We refer readers to [Pug09], [Har14a] and [HP12] for figures and more details.
Readers unfamiliar with differential chains might wish to skip this section for the first reading and
use dually defined operators to have a decent idea of the rest of our paper. The second section is a
brief application of certain operators of differential chains to set up some simple constructions used
to define film chains. Section three establishes a correspondence between finite Borel measures and
“positive chains.” Section four lists classical results of Hausdorff measures of Besicovitch [Bes48,
Bes49]. Section five provides entirely new results about spanning sets, defined via linking numbers.
Film chains are introduced for the first time in section six. Corollary 6.0.11 proves the existence of a
differential chain S0 minimizing our area functional A (Definition 6.0.3) on film chains. Our methods
proving Corollary 6.0.11 build upon, develop, and go beyond those found in [Har04] and [Har14b],
where linking numbers were first used to define spanning currents and a related compactness theorem
was established. Theorem 7.0.1 shows that any such S0 is a film chain. This result is the second
8In [Rei60b] Reifenberg states, “Lower semicontinuity in a suitable subsequence is proved by methods reminiscent of
A. S. Besicovitch’s work here.”
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part of our existence theorem, and we deduce from it that S0 is a size minimizing current. Its proof
uses most of the results of this paper, and adapts some methods of [Rei60a].
Part of the proof of Theorem 7.0.1 “removes tentacles” from film chains approximating our solu-
tion, and this we do with Theorem 7.1.7, a new method which improves on Federer and Fleming
projections. In particular, we prove that any minimizer in T of our area functional A can be approxi-
mated by a sequence in F converging simultaneously in the topology of differential chains, and in the
Hausdorff metric of their supports. Finally, regularity follows from Theorem 5.0.6 and a regularity
theorem of Almgren.
The authors are grateful to Ulrich Menne for his numerous exchanges regarding the history of
varifolds and the work of Frederick Almgren.
Subsequent works
After this paper was posted on the arxiv October 1, 2013 [HP13], several papers appeared which
have built upon it: To avoid confusion of priority, we review the results here.
• The first author’s paper [Har14b] with the original linking number definition for a smoothly
embedded closed curve in R3 was posted on the arxiv in 2011 [Harb].
• This was extended to codimension one smoothly embedded compact submanifolds with
finitely many components in Rn in the authors’ 2013 arxiv post [HP13]. Instead of us-
ing Milnor invariants, which are generalizations of linking numbers to finitely many curves,
the authors required test loops to link once a given component and not link the rest.
• De Lellis, Maggi, and Ghiraldin [LGM15] relied upon the definition of linking numbers
in [HP13] to define spanning sets and replaced methods of differential chains with methods
of Radon measures and geometric measure theory to provide a different proof to the main
result of our paper. They also used linking numbers to find solutions to sliding minimizers,
important in continuum mechanics [PG00] (see also [Dav14]), an extension which we do not
consider in this paper.
• The authors extended the definition of linking numbers to arbitrary dimension and codimen-
sion using cohomological spanning conditions in [HP14]. They pointed out that one could
modify results of Reifenberg [Rei60a] and Almgren [Alm68] using cohomological spanning
conditions, but no details were provided.
• De Philippis, De Rosa, and Ghiraldin [PRG15] extended results of [LGM15] to arbitrary
dimension and codimension using “linking spheres.”
• The authors posted an extension of [HP13] to Lipschitz integrands with cohomological span-
ning conditions [HP15].
Notation
If X ⊂ Rn,
• frX is the frontier of X;
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• X¯ is the closure of X;
• X˚ is the interior of X;
• Xc is the complement of X in Rn;
• h(X) is the convex hull of X;
• diam(X) is the diameter of X;
• Ω(X, ) is the open epsilon neighborhood of X;
• Ω¯(X, ) is the closed epsilon neighborhood of X;
• CqX is the inward cone over X ⊂ Rn with vertex q ∈ Rn.
• Hm(X) is the m-dimensional (normalized) Hausdorff measure of X;
• Sm(X) is the m-dimensional (normalized) Hausdorff spherical measure of X;
• If the Hausdorff dimension of X is m, then X∗ := {p ∈ X |Hm(X∩Ω(p, r)) > 0 for all r > 0}
is the core of X;
• X(p, r) = X ∩ Ω¯(p, r);
• x(p, r) = X ∩ fr Ω(p, r);
• F (p, r) = ∫ r
0
Sn−2(x(p, t))dt;
• Fk(p, r) = F (p, r) if X = Xk.
• supp(J ) is the support of a differential chain J (Definition 1.4.1);
• L(M,N) is the linking number of M and N ;
• αm is the Lebesgue measure of the unit m-ball in Rm;
• S(M) is the collection of all compact sets which span M ;
• S∗(M,U) is the collection of reduced compact subsets of an open set U with finite Sn−1-
measure and which span M .
1. Differential chains
In this preliminary section we provide a quick survey of the space of differential chains, its topology,
and the operators used throughout the paper9.
1.1. Dirac chains.
Definition 1.1.1. For U open in Rn, let Ak(U) denote the vector space of finitely supported
functions U → Λk(Rn). We call Ak(U) the space of Dirac k-chains in U .
We write an element A ∈ Ak(U) using formal sum notation A =
∑N
i=1(pi;αi) where pi ∈ U and
αi ∈ Λk(Rn). We call (p;α) a k-element in U if α ∈ Λk(Rn) and p ∈ U .
1.2. Mass norm.
Definition 1.2.1. An inner product 〈·, ·〉 on Rn determines the mass norm on Λk(U) as follows: Let
〈u1∧· · ·∧uk, v1∧· · ·∧vk〉 := det(〈ui , vj 〉). The mass of a simple k-vector α = v1∧· · ·∧vk is defined by
‖α‖ := √〈α, α〉. The mass of a k-vector α is ‖α‖ := inf {∑Nj=1 ‖(αi)‖ : αi are simple, α = ∑Nj=1 αi} .
Define the mass of a k-element (p;α) by ‖(p;α)‖B0 := ‖α‖.
9Readers primarily interested in set theoretic solutions, without currents, can use Whitney’s sharp norm to prove a
compactness theorem to replace Theorem 1.3.5. The sharp norm can be found in §1.1.1-§1.4 by setting r = 1 in §1.3.
The remaining subsections §1.5-§1.11 are used to elevate our set theoretic solutions to current solutions.
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The mass of a Dirac k-chain A =
∑N
i=1(pi;αi) ∈ Ak(U) is given by
‖A‖B0 :=
N∑
i=1
‖(pi;αi)‖B0 .
1.3. Difference chains and the Br norm.
Definition 1.3.1. Let h(X) denote the convex hull of X. Given u ∈ Rn and a k-element (p;α) ∈
Ak(Rn), let Tu(p;α) := (p + u;α) be translation through u, and ∆u(p;α) := (Tu − I)(p;α).
Extend both operators linearly to Ak(Rn). If u1, . . . , uj ∈ Rn, define the j-difference k-chain
∆{u1,...,uj}(p;α) := ∆uj ◦ · · · ◦ ∆u1(p;α). The operators ∆ui and ∆uk commute, so ∆{u1,...,uj}
depends only on the set {u1, . . . , uj} and not on the ordering. Say ∆{u1,...,uj}(p;α) is inside U if
h(supp(∆{u1 ,...,uj}(p;α))) ⊂ U .
To simplify our next definition, let ∆∅(p;α) := (p;α), let sj := {u1, . . . , uj} denote a set of j vectors
in Rn, and let s0 = ∅. Let ‖sj‖ = ‖u1‖ · · · ‖uj‖, let ‖s0‖ = 1, and let |∆sj (p;α)|Bj = ‖sj‖‖α‖.
Definition 1.3.2. For A ∈ Ak(U) and r ≥ 0, define the norm
‖A‖Br,U := inf
{
w∑
i=0
|∆
s
ji
i
(pi;αi)|Bji : A =
w∑
i=0
∆
s
ji
i
(pi;αi), 0 ≤ ji ≤ r and ∆sjii (pi, αi) is inside U
}
.
That is, the infimum is taken over all ways of writing A as a finite sum of j-difference k-chains, for j
between 0 and r. It is shown in ( [Har14a], Theorem 3.2.1) that ‖ · ‖Br,U is indeed a norm on Ak(U).
For simplicity, we often write ‖ · ‖Br := ‖ · ‖Br,U if U is understood from the context.
Definition 1.3.3. Let Bˆrk = Bˆ
r
k(U) be the Banach space obtained by completing the normed space
(Ak(U), ‖ · ‖Br,U ). Elements of Bˆrk(U), 0 ≤ r < ∞, are called differential k-chains of class Br
in U .
The maps Bˆrk(U1)→ Bˆrk(U2) induced by inclusions U1 ↪→ U2 are continuous. Moreover, if r ≤ s, the
identity map (Ak(U), ‖ · ‖r) → (Ak(U), ‖ · ‖s) is continuous and thus extends to a continuous map
ur,sk : Bˆ
r
k(U)→ Bˆsk(U) called the linking map.
Proposition 1.3.4 ( [Har14a], Lemma 5.0.2, Corollary 5.0.5). The linking maps
ur,sk : Bˆ
r
k(U)→ Bˆsk(U)
satisfy
(a) ur,rk = Id;
(b) us,tk ◦ ur,sk = ur,tk for all r ≤ s ≤ t;
(c) The image ur,sk (Bˆ
r
k(U) is dense in Bˆ
s
k(U);
(d) ur,sk is injective for each r ≤ s.
In [Har14a] and [HP12] we study the inductive limit space Bˆ∞k (U) := lim−→ Bˆ
r
k(U).
Theorem 1.3.5. If U ⊂ Rn is bounded, the linking map u0,1n : Bˆ0n(U)→ Bˆ1n(U) is compact.
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Proof. Since Bˆ1n(U) is a Banach space, and since An(U) is dense in Bˆ
0
n(U), it suffices to show that
the image of Θ := {J ∈ An(U) : ‖J‖B0 ≤ 1} is totally bounded.
For k ∈ N let Ξ(k) be a covering of U by finitely many balls Ω(xj , 2−k) centered at points xj ∈ U ,
1 ≤ j ≤ Nk. Let Q(k) = {y2−kN−1k : y ∈ Z, 0 ≤ y ≤ 2kNk} and let
Z(k) =

Nk∑
j=1
(xj ;βj) ∈ u0,1n (Θ) : ‖βj‖ ∈ Q(k) for all 1 ≤ j ≤ Nk
 .
Let A =
∑r
s=1(ps;αs) ∈ u0,1n (Θ). We approximate A with an element of Z(k) as follows:
Fix 1 ≤ s ≤ r. Since Ξ(k) covers U , we have ps ∈ Ω(xjs , 2−k) for some 1 ≤ js ≤ Nk. Set p′s = xjs .
Put A′ =
∑r
s=1(p
′
s;αs). By summing the n-vectors αs at the same point xj and inserting zeros as
necessary, we can write A′ =
∑Nk
j=1(xj ;µj), where
∑Nk
j=1 ‖µj‖ ≤ 1.
Now let µ′j be the n-vector whose mass ‖µ′j‖ ∈ Q(k) satisfies 0 ≤ ‖µj‖ − ‖µ′j‖ < 2−k · N−1k . Set
A′′ =
∑Nk
j=1(xj ;µ
′
j) ∈ Z(k). It follows that
‖A−A′′‖B1 ≤
r∑
s=1
‖(ps;αs)− (p′s;αs)‖B1 +
Nk∑
j=1
‖(xj ;µj − µ′j)‖B1
≤
r∑
s=1
‖ps − p′s‖ · ‖αs‖+
Nk∑
j=1
‖µj − µ′j‖
≤ 21−k.

Definition 1.3.6. Let B0k(U) be the Banach space of bounded k-forms on U equipped with the
comass norm ‖ω‖B0 = sup‖α‖=1 ω(α). For each r ≥ 1, let Brk(U) be the Banach space of (r − 1)-
times differentiable k-forms with comass bounds on the s-th order directional derivatives for 0 ≤
s ≤ r− 1 with the (r− 1)-st derivatives satisfying a bounded Lipschitz condition10, with norm given
by ‖ω‖Br = sup|`|≤r−1{‖D`ω‖B0 , |Dr−1ω|Lip}. Elements of Brk(U) are called differential k-forms
of class Br in U .
We always denote differential forms by lower case Greek letters such as ω, η and differential chains
by upper case Roman letters such as J,K, so there is no confusion when we write ‖ω‖Br or ‖J‖Br .
Proposition 1.3.7 (Isomorphism Theorem, [Har14a] Theorem 3.5.2). For r ≥ 0, the continuous
dual space Bˆrk(U)
′ equipped with the dual norm is isometric to Brk(U) via the restriction of covectors
in Bˆrk(U)
′ to k-elements.
10Here, U is equipped with the intrinsic metric induced by the standard metric on Rn. That is, dU (p, q) = inf L(γ),
where the infimum is taken over all paths γ in U from p to q. We say that a form ω is Lipschitz if |ω|Lip :=
sup
|ω(p;α)−ω(q;α)|
‖α‖dU (p,q) <∞. C.f. Whitney’s Lipschitz comass constant, [Whi57], V, §10.
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Thus there is a jointly continuous bilinear pairing Bˆrk × Brk → R given by (J, ω) → -
∫
J
ω := ω(J)
satisfying |ω(J)| ≤ ‖o‖Br‖J‖Br . By a slight abuse of notation, we write ω(J) to mean the evaluation
on J of the covector corresponding to ω given by the isomorphism of Proposition 1.3.7.
1.4. Support of a chain.
Definition 1.4.1. If J ∈ Bˆrk(U), define the support of J to be
supp(J ) :=
{
p ∈ Rn : ∀ > 0 ,∃ η ∈ Brk (U ) with η supported in Ω(p, ) s.t. -
∫
J
η 6= 0
}
.
The support of a nonzero differential chain is a nonempty closed subset of U ( [Har14a], Theorems
6.3.4). This definition also agrees with the usual notion of support on the subspace Ak(U) of Bˆ
r
k(U).
Lemma 1.4.2. If Ji → J in Bˆrk(U) and p ∈ supp(J ), then there exists pi ∈ supp(Ji) such that
p = limi→∞ pi.
Proof. Each Ω(p, r) must intersect all supp(Ji) for sufficiently large i, for if not, there exists a
differential form η supported in Ω(p, r) with -
∫
J
η 6= 0, and a subsequence ij →∞ such that -
∫
Jij
η = 0
for each ij , contradicting continuity of the integral
-∫ . 
1.5. Pushforward.
Definition 1.5.1. Suppose U1 ⊂ Rn and U2 ⊂ Rw are open and F : U1 → U2 is a differentiable
map. For p ∈ U1 define F∗(p;α) := (F (p), Fp∗α) for all k-elements (p;α) and extend to a linear map
F∗ : Ak(U1)→ Ak(U2) called pushforward.
Definition 1.5.2. For r ≥ 1 let Mr(U,Rw) be the vector space of differentiable maps F : U → Rw
whose coordinate functions Fi satisfy ∂Fi/∂ej ∈ Br−1(U) for all j. Define the seminorm
ρr(F ) := max
i,j
{‖∂Fi/∂ej‖Br−1,U }.
Let Mr(U1, U2) := {F ∈Mr(U1,Rw) : F (U1) ⊂ U2 ⊂ Rw}.
A map F ∈M1(U,Rw) may not be bounded, but its directional derivatives must be. An important
example is the identity map x 7→ x which is an element of M1(Rn,Rn).
Proposition 1.5.3 ( [Har14a], Theorem 7.0.6, Corollary 7.0.18). If F ∈ Mr(U1, U2), then F∗
satisfies
‖F∗(A)‖Br,U2 ≤ n2r max{1, ρr(F )}‖A‖Br,U1
for all A ∈ A0(U1). It follows that F∗ extends to a well defined continuous linear map F∗ : Bˆrk(U1)→
Bˆrk(U2), whose dual map F
∗ : Brk(U2) → Brk(U1) is the usual pullback of forms. Thus -
∫
F∗J
ω =
-∫
J
F ∗ω for all J ∈ Bˆrk(U1) and ω ∈ Brk(U2).
Definition 1.5.4. A k-cell σ in U ⊆ Rk is a bounded finite intersection of closed half-spaces, such
that σ ⊂ U . An oriented affine k-cell in U ⊆ Rn is a k-cell in U which is also contained in some
affine k-subspace K of Rn, and which is equipped with a choice of orientation of K.
Definition 1.5.5. We say that J ∈ Bˆrk(U) represents an oriented k-dimensional submanifold
(possibly with boundary) M of U if -
∫
J
ω =
∫
M
ω for all ω ∈ Brk(U).
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Proposition 1.5.6 (Representatives of k-cells, [Har14a], Theorem 4.2.2). If σ is an oriented affine
k-cell σ in U , then there exists a unique differential k-chain σ˜ ∈ Bˆ1k(U) which represents σ.
Definition 1.5.7. Let
Pk(U) :=
{
J ∈ Bˆ1k(U) : J =
N∑
i=1
aiσ˜i, σi oriented affine k-cell , ai ∈ R
}
.
Elements of Pk(U) are called polyhedral k-chains in U .
The subspace Pk(U) ⊂ Bˆ1k(U) is dense in Bˆrk(U), for r ≥ 1 ( [Har14a], Theorem 4.2.5).
Remark 1.5.8. Polyhedral chains and Dirac chains are both dense subspaces of Whitney’s sharp
chains and Bˆrk, r ≥ 1 ( [Whi57], VII, §8, Theorem 8A). The sharp norm of Whitney is comparable
to the B1 norm for k-chains, and they are identical for k = 0.
Definition 1.5.9. If σ is an oriented affine k-cell in U and F ∈M1(U,W ), then F∗σ˜ ∈ Bˆ1k(W ), and
is called an algebraic k-cell.
An algebraic k-cell F∗σ˜ is not the same as a singular k-chain Fσ. For example, if F (x) = x2 and
σ = (−1, 1), then the algebraic 1-cell F∗σ˜ = 0, but the singular 1-cell Fσ 6= 0. In particular, singular
chains have no relations, whereas algebraic k-cells inherit relations from the topology on Bˆrk.
Lemma 1.5.10 ( [Har14a] Theorem 4.2.2, Corollary 7.0.18, Proposition 7.0.19). If σ is an oriented
k-cell in U ⊆ Rk and F ∈ M1(U,W ) is a smooth embedding, then -∫
F∗σ˜
ω =
∫
F (σ)
ω for all k-forms
ω ∈ B1k(W ). Moreover, supp(F∗σ˜) = F (σ).
The next result is a consequence of Lemma 1.5.10.
Proposition 1.5.11. If M is a compact oriented k-submanifold with boundary, smoothly embedded
in U ⊆ Rn, then there exists M˜ ∈ Bˆ1k(U) with
-
∫
M˜
ω = -
∫
M
ω
for all ω ∈ B1k(U). Furthermore supp(M˜ ) = M . If U ⊂ Rn is a bounded open set equipped with an
orientation, then there exists a unique differential n-chain U˜ ∈ Bˆ1n(U) which represents U .
1.6. Vector fields. Let Vr(U) be the Banach space of vector fields X on U such that X[ ∈ Br1(U),
equipped with the norm ‖X‖Br := ‖X[‖Br .
1.7. Extrusion. The interior product iX of differential forms B
r
k(U) with respect to a vector field
X ∈ Vr(U) is dual to an operator EX on differential chains Bˆrk(U).
Definition 1.7.1. Let X ∈ Vr(U). Define the graded operator extrusion EX : Ak(U)→ Ak+1(U)
by EX(p;α) := (p;X(p) ∧ α) for all p ∈ U and α ∈ Λk(Rn).
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Theorem 1.7.2 ( [Har14a], Theorems 8.2.2, 8.2.3). If X ∈ Vr(U) and A ∈ Ak(U), then
‖EX(A)‖Br ≤ n22r‖X‖Br‖A‖Br .
Furthermore, EX : Bˆ
r
k(U)→ Bˆrk+1(U) and iX : Brk+1(U)→ Brk(U) are continuous graded operators
satisfying
(1) -
∫
EXJ
ω = -
∫
J
iX ∧ ω
for all J ∈ Bˆrk(U) and ω ∈ Brk+1(U).
Therefore, EX extends to a continuous linear map EX : Bˆ
r
k(U) → Bˆrk+1(U), and the dual operator
iX : B
r
k+1(U)→ Brk(U) is also continuous.
1.8. Retraction.
Definition 1.8.1. For α = v1 ∧ · · · ∧ vk ∈ Λk(Rn), let αˆi := v1 ∧ · · · ∧ vˆi ∧ · · · ∧ vk ∈ Λk−1(Rn).
For X ∈ Vr(U) define the graded operator retraction E†X : Ak(U) → Ak−1(U) by (p;α) 7→∑k
i=1(−1)i+1〈X(p), vi〉(p; αˆi), for p ∈ U and α simple, extending linearly to all of Ak(U).
A straightforward calculation in [Har14a] shows this to be well-defined. The dual operator on forms
is wedge product with the 1-form X[. That is to say, it is the operator X[∧· : Ak−1(U)∗ → Ak(U)∗.
Theorem 1.8.2 ( [Har14a], Theorem 8.3.3, 8.3.4). If r ≥ 1, X ∈ Vr(U) and J ∈ Bˆrk(U), then
‖E†X(J)‖Br ≤ k
(
n
k
)
‖X‖Br‖J‖Br .
Furthermore, E†X : Bˆ
r
k(U) → Bˆrk−1(U) and X[ ∧ · : Brk−1(U) → Brk(U) are continuous graded
operators satisfying
(2) -
∫
E†XJ
ω = -
∫
J
X[ ∧ ω
for all J ∈ Bˆrk(U) and ω ∈ Brk−1(U).
The commutation relation
(3) EV E
†
W + E
†
WEV = 〈V,W 〉Id
can be found in [Har14a] Proposition 8.3.5(d).
1.9. Boundary. There are several equivalent ways to define the boundary operator ∂ : Bˆrk(U) →
Bˆr+1k−1(U) for r ≥ 1. We have found it very useful to define boundary on Dirac chains directly. For
v ∈ Rn, and a k-element (p;α) with p ∈ U , let Pv(p;α) := limt→0(p+ tv;α/t)− (p;α/t). It is shown
in ( [Har14a], Lemma 8.4.1 that this limit exists as a well-defined element of Bˆ2k(U). We may then
linearly extend this to a map Pv : Ak(U)→ Bˆ2k(U) called prederivative. Moreover, the inequality
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‖Pv(A)‖Br+1 ≤ ‖v‖‖A‖Br holds for all A ∈ Ak(U) ( [Har14a], Lemma 8.4.3(a)). For an orthonormal
basis {ei} of Rn, set
(4) ∂ :=
∑
PeiE
†
ei
Since Pei and E
†
ei are continuous, boundary ∂ is a well-defined continuous operator ∂ : Bˆ
r
k(U) →
Bˆr+1k−1(U) that restricts to the classical boundary operator on polyhedral k-chains Pk(U), and is inde-
pendent of choice of {ei}. Furthermore, ∂ ◦F∗ = F∗ ◦ ∂ ( [Har14a], Theorems 8.5.1 and Proposition
8.5.6).
Theorem 1.9.1 (Stokes’ Theorem, [Har14a] Theorems 8.5.1, 8.5.2, 8.5.4). The bigraded operator
boundary ∂ : Bˆrk(U) → Bˆr+1k−1(U) is continuous with ∂ ◦ ∂ = 0, and ‖∂J‖Br+1 ≤ kn‖J‖Br for all
J ∈ Bˆrk and r ≥ 1. Furthermore, if ω ∈ Br+1k−1(U) and J ∈ Bˆrk(U), then
-
∫
∂J
ω = -
∫
J
dω.
Lemma 1.9.2. If J ∈ Bˆrk(U), then supp(∂J ) ⊂ supp(J ).
Proof. Suppose p ∈ supp(∂J ) and p /∈ supp(J ). For sufficiently small r > 0, Ω(p, r) ∩ supp(J ) = ∅.
Let η be a smooth k-form supported in Ω(p, r) and with -
∫
∂J
ω 6= 0. Then -∫
J
dω 6= 0. But dω is also
supported in Ω(p, r), yielding a contradiction. 
Lemma 1.9.3. Suppose11 J ∈ Bˆrn(U), p ∈ supp(J ) ∩ U , and q /∈ supp(J ). If α : [0, 1]→ Rn is any
smoothly embedded path connecting p and q, then α([0, 1]) ∩ supp(∂J ) 6= ∅.
Proof. Suppose there exists such a path α, but α([0, 1]) ∩ supp(∂J ) = ∅. Let T be a tubular
neighborhood of α([0, 1]) disjoint from supp(∂J ). Let  > 0 such that Ω(p, ) ⊂ T ∩ U , Ω(q, ) ⊂ T
and Ω(q, ) ∩ supp(J ) = ∅. Since p ∈ supp(J ), there exists η ∈ Brn(U) supported in Ω(p, ) with
-∫
J
η 6= 0. Since Ω(p, ) ⊂ U , we may extend η by 0 to all of Rn. By Theorem 5.0.3 in [Har14a], we
can assume that η is smooth. Let α be a smooth n-form supported in Ω(q, ) such that
∫
T
α =
∫
T
η.
Then
∫
T
η − α = 0, and so by compactly supported de Rham theory, η − α = dω for some smooth
(n − 1)-form ω supported in T . But -∫
J
α = 0, and so -
∫
J
dω 6= 0, yielding a contradiction with the
assumption that T is disjoint from supp(∂J ). 
Corollary 1.9.4. Suppose J ∈ Bˆrn(U) satisfies supp(J ) ⊂ U and supp(J ) has empty interior. Then
supp(∂J ) = supp(J ).
Proof. We know that supp(∂J ) ⊆ supp(J ) by Lemma 1.9.2. Let p ∈ supp(J ). By hypothesis, every
Ω(p, ) ⊂ U contains a point q /∈ supp(J ), and hence a point q′ ∈ supp(∂J ) by 1.9.3. 
Corollary 1.9.5. If U˜ ∈ Bˆ1n(U) is as in Proposition 1.5.11 (or more generally, if we consider U˜ as
the representative of U in Bˆ1n(W ) for any U ⊆W ,) then supp(∂U˜ ) = fr U .
11This can be made more general. Namely, it is not necessary for some open sets U to assume that p ∈ U .
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1.10. Prederivative. The topological dual to Lie derivative LX of differential forms B
r
k(U) restricts
to a continuous operator PX on differential chains Bˆ
r
k(U).
Definition 1.10.1. Suppose X ∈ Vr(U), r ≥ 1. Define the continuous graded linear operator
prederivative PX : Bˆ
r
k(U)→ Bˆr+1k (U) by
PX := EX∂ + ∂EX .
This agrees with the previous definition of prederivative Pv for v ∈ Rn in the first paragraph of §1.9
since
Ev∂ + ∂Ev =
∑
i
Pei(EvE
†
ei − E†eiEv) =
∑
i
Pei〈v, ei〉I = Pv.
Its dual operator is Lie derivative LX by Cartan’s formula, and LX : B
r
k(U)→ Br−1k (U) is continu-
ous. Furthermore, PX∂ = ∂PX .
Proposition 1.10.2 ( [Har14a],Theorem 8.6.2). If 1 ≤ r <∞ and X ∈ Vr(U), then
‖PX(J)‖Br+1 ≤ 2kn32r‖X‖Br‖J‖Br
for all J ∈ Bˆrk(U).
Proposition 1.10.3 ( [Har14a],Theorem 8.6.5). If r ≥ 1, X ∈ Vr+1(U) and J ∈ Bˆrk(U), r ≥ 0 has
compact support, then
PXJ = lim
t→0
(φt∗J/t− J/t)
where φt is the time-t map of the flow of X.
The next lemma is proved similarly to Lemma 1.9.2:
Lemma 1.10.4. The supports of EXJ and PXJ satisfy supp(EX J ) ⊂ supp(J ) and supp(PX J ) ⊂
supp(J ).
1.11. Cone operator. Let U ⊂ Rn and W ⊂ Rw be open sets, and for q ∈ W let ιq1 : U → U ×W
the map p 7→ (p, q). Similarly define ιp2 : W → U ×W for p ∈ U . If P =
∑
i(pi;αi) ∈ Ak(U) and
Q =
∑
j(qj ;βj) ∈ Al(W ) define the Cartesian wedge product ×ˆ : Ak(U)×Al(W )→ Ak+l(U×W )
by P ×ˆQ := ∑i,j((pi, qj); ιqj1∗αi ∧ ιpi2∗βj). A calculation shows ‖P ×ˆQ‖Br+s ≤ ‖P‖Br‖Q‖Bs , and so ×ˆ
extends to a jointly continuous bilinear map ×ˆ : Bˆrk(U)× Bˆsl (W )→ Bˆr+sk+l (U ×W ). We can improve
on the order r+s in some cases. In particular, if (˜a, b) ∈ Bˆ11((a, b)) represents the interval (a, b) ⊂ R,
and J ∈ Bˆrk(U), then (˜a, b)×ˆJ ∈ Bˆrk+1((a, b)× U), and as Proposition 11.1.9 in [Har14a] shows,
‖(˜a, b)×ˆJ‖Br ≤ (b− a)‖J‖Br .(5)
Definition 1.11.1. Suppose F : [0, 1] × U → U and q ∈ U satisfy F (0, p) = p and F (1, p) = q
for all p ∈ U . Suppose further that F b(0,1)×U∈ Mr((0, 1)× U,U). Then define the cone operator
κF : Bˆ
r
k(U)→ Bˆrk+1(U) by κF (J) := F∗((˜0, 1)×ˆJ).
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According to Proposition 1.5.3 and (5), κF is continuous, with
‖κF (J)‖Br ≤ (n+ 1)2r max{1, ρr(F )}‖J‖Br .
Moreover, by Theorem 5.1.1 of [Har14b] we have
(6) κF∂ + ∂κF = Id.
2. Constructions with embedded submanifolds
Let M ⊂ Rn be a compact oriented, embedded (n− 2)-dimensional submanifold, and let U ⊃M be
convex, bounded and open. Let Y be a smooth vector field on U supported in a neighborhood of M
such that Y (p) is unit and normal to M for all p ∈M . Such a vector field exists since M necessarily
has a trivial normal bundle (see, e.g. [Mas59].) Let F : [0, 1]× U → U be a smooth null-homotopy
to q ∈ U satisfying F ′p(0) = Y (p) for all p ∈M . Let κY := κF (See Definition 1.11.1.)
Lemma 2.0.1. The supports of PY M˜ ∈ Bˆ2n−2(U) and EY M˜ ∈ Bˆ1n−1(U) satisfy supp(PY M˜ ) =
supp(EY M˜ ) = supp(M˜ ) = M .
Proof. Since M˜ represents M , it follows from Proposition 1.5.11 that M = supp(M˜ ). Furthermore,
supp(PY M˜ ) ⊂ supp(M˜ ) by Lemma 1.10.4. Conversely, let p ∈ M , and let r > 0. Since p ∈
supp(M˜ ), there exists ω ∈ B1n−2(U) with supp(ω) ⊂ Ω(p, r) and -
∫
M˜
ω 6= 0. A computation in
coordinates (x1, . . . , xn) on Ω(p, r) such that M ∩ Ω(p, r) can be written as the set xn−1 = xn = 0
(if necessary, shrink r,) and such that Y (x1, . . . , xn−2, 0, 0) = ∂∂xn−1 shows that there exists η ∈
B2n−2(U) supported in Ω(p, r) such that ιY dη(p
′, v) = ω(p′, v) for any p′ ∈ M and v ∈ Λn−2Tp′M .
In particular, this shows by Stokes’ Theorem that 0 6= -∫
M˜
ω = -
∫
M˜
ιY dη =
-∫
M˜
LY η =
-∫
PY M˜
η, and so
p ∈ supp(PY M˜ ). A similar computation shows supp(EY M˜ ) = supp(M˜ ). 
Lemma 2.0.2. If ∂S = PY M˜ , then S = ∂κY S + EY M˜ .
Proof. It follows from the continuity of κY and EY and since E
2
Y = 0 that κY EY M˜ = 0 (write M˜
as a limit of Dirac chains Ai supported on M and compute directly κY EYAi = 0.) The result then
follows from the relations PY = EY ∂ + ∂EY (Definition (1.10.1)), and κY ∂ + ∂κY = Id (Equation
(6)). 
Corollary 2.0.3. If ∂S = PY M˜ , then M ⊆ supp(S ) and supp(∂κY S ) ⊂ supp(S ).
Proof. The first inclusion follows from Lemmas 1.9.2 and 2.0.1. The second inclusion follows from
Lemma 2.0.2 and the inclusion supp(A + B) ⊆ supp(A) ∪ supp(B). 
Corollary 2.0.4. Suppose S satisfies ∂S = PY M˜ , supp(κY S ) ⊂ U has empty interior, and M ⊂
supp(κY S ) \M . Then supp(S ) = supp(κY S ).
Proof. We know supp(∂κY S ) = supp(κY S ) by Corollary 1.9.4 and supp(∂κY S ) ⊆ supp(S ) by
Corollary 2.0.3.
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Suppose p ∈ supp(S )\M and p /∈ supp(S −EY M˜ ). Then for each  > 0 such that Ω(p, )∩supp(S −
EY M˜ ) = ∅, there exists an (n−1)-form η supported in Ω(p, ) such that -
∫
S
η 6= 0. But -∫
S−EY M˜ η = 0
implies -
∫
EY M˜
η 6= 0. This shows that p ∈ supp(EY M˜ ) = M by Lemma 2.0.1, a contradiction.
Now suppose p ∈ M . By assumption, there exist pi ∈ supp(S ) \M with pi → p. By the preceding
argument, it follows that pi ∈ supp(S − EY M˜ ). Since this set is closed, we have p ∈ supp(S −
EY M˜ ). 
3. Borel measures and positive chains
3.1. The convex cone of positive chains.
Definition 3.1.1. Define the mass of J ∈ Bˆ1k(U) to be the (possibly infinite) quantity
M(J) := inf{lim inf ‖Ai‖B0 : Ai → J in B1, Ai ∈ Ak(U)}.
Proposition 3.1.2. If J ∈ Bˆ1k(U), then M(J) = sup
{-∫
J
ω : ω ∈ B1k(U), ‖ω‖B0 ≤ 1
}
.
Proof. See [Whi57], V, §16, Theorem 16A. 
Corollary 3.1.3. If J ∈ Bˆ0k(U), then M(J) = ‖J‖B0 .
Definition 3.1.4. A Dirac n-chain A =
∑
(pi;αi) is positive if each n-vector αi is positively
oriented with respect to the standard orientation of Rn. We say J ∈ Bˆrn(U) is positive if J is a
limit of positive Dirac n-chains Ai → J .
Lemma 3.1.5. If r ≥ 0 and J ∈ Bˆrn(U) is positive, then ‖J‖Br = -
∫
J
dV . If r = 1, then M(J) =
-∫
J
dV .
Proof. Let A be a positive Dirac n-chain. By Proposition 1.3.7 and Corollary 3.1.3,
‖A‖Br = sup
‖ω‖Br=1
-
∫
A
ω ≤ -
∫
A
dV ≤ ‖A‖Br .
Since J is positive there exists a sequence positive Dirac n-chains {Ai} with J = limi→∞Ai. Thus,
-
∫
J
dV = lim
i→∞
-
∫
Ai
dV = lim
i→∞
‖Ai‖Br = ‖J‖Br .(7)
For the second part let r = 1. By Definition 3.1.1, Proposition 3.1.2, and Corollary 3.1.3 we have
M(J) ≤ lim inf ‖Ai‖B0 = lim inf
∫
Ai
dV = -
∫
J
dV ≤M(J).

In particular, if J ∈ Bˆ1n(U) is positive, then M(J) <∞.
Corollary 3.1.6. If U is bounded and J ∈ Bˆrn(U) is positive, then J = u1,rn (J ′) where J ′ ∈ Bˆ1n(U)
is positive.
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Proof. Let Ai → J be a sequence of positive Dirac chains converging to J in the Br norm. By
Lemma 3.1.5, ‖Ai‖Br = ‖Ai‖B0 = -
∫
J
dV → ‖J‖Br , so {Ai} ⊂ Bˆ0n(U) is a bounded sequence. By
Theorem 1.3.5, there exists a subsequence Aij → J ′ in Bˆ1n(U). But u1,rn (A) = A for any Dirac chain
A, hence u1,rn (J
′) = J by continuity of u1,rn . 
This lemma shows that all the positive chains lie in Bˆ1n(U). A similar argument shows:
Corollary 3.1.7. If U is bounded and if Ji → J in Bˆrn(U) where Ji are positive, then J is positive,
and writing Ji = u
1,r
n J
′
i , J = u
1,r
n J
′ as in Corollary 3.1.6, there is a subsequence J ′ij → J ′ in Bˆ1n(U).
3.2. An isomorphism of convex cones. The next result is a special case of Theorem 11A of
( [Whi57], XI) which produces an isomorphism between sharp k-chains with finite mass and k-
vector valued countably additive set functions (see [Whi57], XI, §2). We specialize to positive chains
and Borel measures in the case k = n.
Let C(U) be the convex cone consisting of positive elements J of Bˆ1n(U) such that supp(J ) ⊂ U . Let
M(U) be the convex cone consisting of all finite Borel measures µ on U such that supp(µ) ⊂ U ⊂ Rn
is closed as a subset of Rn.
Proposition 3.2.1. There exists a bijection Ψ : C(U)→M(U) with J 7→ µJ satisfying
(a) µJ(U) = ‖J‖B1 = -
∫
J
dV = M(J) for all J ∈ C(U);
(b) µaJ+bK = aµJ + bµK for all non-negative a, b ∈ R and J,K ∈ C(U);
(c) µA(X) = M(AbX) for all A ∈ An(U) and Borel sets X ⊂ U ;
(d)
∫
U
f dµJ =
-∫
J
f dV for all f ∈ B10(U) and J ∈ C(U);
(e) supp(J ) = supp(µJ ) for all J ∈ C(U).
Proposition 3.2.2. Let Ji → J ∈ C(U). Then
(a) µJi converges weakly to µJ ;
(b) If F is closed and G is open, then µJ(F ) ≥ lim supµJi(F ) and µJ(G) ≤ lim inf µJi(G);
(c) If E is a Borel set with µJ(frE) = 0, then µJ(E) = limµJi(E).
Proof. It follows from Proposition 3.2.1 (d) that
∫
U
f dµJi →
∫
U
f dµJ for all f ∈ B10(U). Thus,
the Portmanteau theorem12 gives (a)-(c). 
Definition 3.2.3. Let J ∈ C(U). A Borel set B ⊂ U is J-compatible if B is a continuity set for
µJ , i.e. if µJ(frB) = 0.
Since µJ is finite, it follows that for every p ∈ U , all but countably many cubes and balls centered
at p are J-compatible.
If f is a bounded positive Borel function and J ∈ C(U) let f · J := Ψ−1(fµJ) ∈ C(U). Then
‖f · J‖B1 =
∫
U
fdµJ by Proposition 3.2.1 (a). If f ∈ B10(U), then f · J = mfJ where mf is
the continuous operator “multiplication by a function” ( [Whi57], VII, §1 (4), XI §12 (3), [Har14a]
Theorem 6.1.3.)
12See, for example, [Mag12], Proposition 4.26.
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4. Basic results of Hausdorff and Hausdorff spherical measures
Most of the results in the section are due to Besicovitch [Bes48, Bes49] and are reproduced in the
first set of lemmas in [Rei60a], pp. 11-12. Let diam(X) denote the diameter of X ⊂ Rn and let
αm denote the Lebesgue measure of the unit m-ball in Rm. For any X ⊂ Rn, 0 ≤ m ≤ n and δ > 0,
define
Hmδ (X) := inf
{ ∞∑
i=1
αm
(
diam(Yi)
2
)m
: X ⊂
∞⋃
i=1
Yi, Yi ⊂ Rn, diam(Yi) < δ
}
.
Then Hm(X) := limδ→0Hmδ (X) is the (normalized) Hausdorff m-measure of X. Closely
related to Hausdorff measure is (normalized) Hausdorff spherical measure S(X). This is
defined in the same way, except that the sets Yi are required to be n-balls. In particular, H
m(X) ≤
Sm(X) ≤ 2mHm(X). Both are metric outer measures, and so the Borel sets are measurable.
For m-rectifiable sets (see [Mat99] Definition 15.3), Hm and Sm are the same (Theorem 3.2.26
of [Fed69].) Most results which hold for one of these measures also holds for the other. There are
two notable exceptions, giving Hausdorff spherical measure the edge for the calculus of variations in
situations where it might be undesirable to assume that sets being considered are rectifiable a priori
(See Lemmas 4.0.3 and 4.0.4, as well as Lemma 4.0.5.)
Lemma 4.0.1 (Vitali Covering Theorem for Hausdorff Measure). Suppose Hm(X) < ∞ and B is
a collection of closed n-balls such that for each x ∈ X and  > 0 there exists a ball Ω¯(x, δ) ∈ B with
δ < . Then there are disjoint balls Bi ∈ B such that Hm(X \ ∪iBi) = 0.
Proof. Apply Theorem 2.8 of [Mat99] to the measure µ = HmbX , which is a finite Borel measure,
hence a Radon measure by Theorem 7.8 of [Fol99]. 
Since Hm and Sm are comparable, one can replace Hm with Sm in Lemma 4.0.1.
Lemma 4.0.2. Suppose X ⊂ Ω(X, ) ⊂ Y ⊂ Rn for some  > 0, and f : Y → Y is Lipschitz with
Lipschitz constant λ. Then Hm(f(X)) ≤ λmHm(X) and Sm(f(X)) ≤ λmSm(X).
Lemma 4.0.3. Suppose Sm(X) <∞. For Sm almost every p ∈ X,
lim sup
r↓0
Sm(X ∩ Ω¯(p, r))
αmrm
= 1.
See [Mat99] Theorem 6.6.
Contrast this with the corresponding result for Hausdorff measure:
Lemma 4.0.4. Suppose Hm(X) <∞. For Hm almost every p ∈ X,
2−m ≤ lim sup
r↓0
Hm(X ∩ Ω¯(p, r))
αmrm
≤ 1.
See [Mat99] Theorem 6.2.
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Lemma 4.0.5. Let Xh be the set of points of X at a distance h from a fixed affine subspace of
dimension m in Rn, 0 ≤ m < n. Then∫ ∞
0
Sm−1(Xh)dh ≤ Sm(X).
This is Lemma 4 in [Rei60a], p. 12. The inequality does not hold if we replace Hausdorff spherical
measure with Hausdorff measure. A counterexample and discussion can be found in [War64].
Lemma 4.0.6. If X ⊂ Ω¯(p, r), then the cone Cp(X) satisfies
Sm(Cp(X)) ≤ r2m αm
αm−1
Sm−1(X).
If X is an (m− 1)-dimensional polyhedron, then
Hm(Cp(X)) ≤ r
m
Hm−1(X).
See Lemmas 5 and 6 in [Rei60a]. More generally:
Lemma 4.0.7. Suppose Π is a k-dimensional affine subspace of Rn, 0 ≤ k < n, and X ⊂ Rn a
compact set. Let C = ∪x∈XIx where Ix is the line connecting x to its orthogonal projection on Π.
If X ⊂ Ω(Π, r), then
Sm(C) ≤ 2m αm
αm−1
rSm−1(X).
See Lemma 6 of [Rei60a].
5. Spanning Sets
Please refer to the introduction for our definition of “span.” Here we give some examples and prove
some results needed to work with this definition. In this section, M is a compact oriented, embedded
m− 1-dimensional submanifold. Unless otherwise noted, we assume 1 ≤ m ≤ n.
Proposition 5.0.1. For any group G of coefficients (compact or otherwise,) the kernels of the
homomorphisms ιj∗ : Hˇ1(M ;G)→ Hˇ1(Xj ;G) induced by the injection maps ιj : M ↪→ Xj, j = 1, 2, 3
in Figure 1 have a trivial intersection. Thus, there is no non-trivial collection of Reifenberg spanning
sets which contains all three simultaneously.
Proof. The relevant groups are: Hˇ1(M ;G) ' G ⊕ G ⊕ G; Hˇ1(Xj ;G) ' G, j = 1, 2, 3. The homo-
morphism ι1∗ is given by ι1∗(a, b, c) = a+ b+ c, likewise ι2∗(a, b, c) = a+ b, and ι3∗(a, b, c) = b+ c.
Thus, if (a, b, c) is in the kernel of all three homomorphisms, then a = b = c = 0. 
Lemma 5.0.2. The cone Cq(M) spans M for all q ∈ Rn.
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Proof. If not, there is a simple link N of M such that N ∩ Cq(M) = ∅. Let Mi be the connected
component of M with L(Mi, N) 6= 0, and recall L(Mi, N) is the degree of the map
f : Mi ×N → Sn−1
(s, r) 7→ s− r‖s− r‖ .
Since Cq(M) is disjoint from N , the map f factors as
f = g ◦ h : Mi ×N h−→Cq(M)×N g−→Sn−1
where h(s, r) = Id and g(p, r) = (p − r)/‖p − r‖. So, it suffices to show that h∗ is trivial on
Hn−1(Mi × N ;Z) ' Hm−1Mi ⊗ Hn−mN . Write h = ι × Id, where ι : Mi → Cq(M) is given by
ι(s) = s. Since ι∗ : Hm−1(Mi;Z)→ Hm−1Cq(M);Z) is itself trivial, it follows from naturality of the
Ku¨nneth formula that h∗ = 0. 
In the above lemma, the only property of Cq(M) needed is that the map on homology i∗ : Hm−1(M ;Z)→
Hm−1(Cq(M);Z) induced by the inclusion ι : M ↪→ Cq(M) is trivial. So, any other compact set X
containing M with that condition on homology will also span M . Note that M ⊂ X if X spans M .
We can say slightly more, that M ⊂ X \M .
Now suppose M is an n− 2)-sphere in Rn. A compact set X spans M in the sense of Reifenberg’s
Theorem 2 of [Rei60a] if X contains M and there is no retraction of X onto M . The next proposition
shows that spanning in the sense of Reifenberg’s Theorem 2 implies spanning in our sense.
Proposition 5.0.3. Suppose M ⊂ Rn is homeomorphic to an (n−2)-sphere and X ⊃M is compact,
of dimension n − 1 (or sufficiently, of finite Hausdorff (n − 1)-measure.) If there is no retraction
X →M , then X spans M .
Proof. If X does not span M , there exists a simple link η of M which does not intersect X. The curve
η defines a homology class in H1(Rn \ X) and therefore by Alexander duality a Cˇech cohomology
class in Hn−2(X) which extends the fundamental cocycle of M . Therefore there exists a retraction
X →M by the Hopf extension theorem. 
Proposition 5.0.4. Let m = n− 1. If X = Z unionsq L is compact and spans M where Z is closed and
L is purely m-unrectifiable, then Z also spans M .
Proof. Suppose N is a simple link of M and N ∩ Z = ∅. Choose a tubular neighborhood T of N
with Z ∩ T = ∅. Parameterize N by Θ : [0, 2pi] → N ' S1, where Θ(x) gives the θ-coordinate of
x ∈ N ' S1 ⊂ R2 in polar coordinates, where S1 is the unit circle in R2. The pullback bundle of the
tubular neighborhood via Θ is isomorphic to a cylinder C. Let Θ˜ : C → N denote the resulting map,
which is a diffeomorphism except at the endpoints, where the map is 2-1. Let H = θ˜−1(L∩T ). Since
˜theta is Lipschitz, it follows that H is also purely m-unrectifiable, and so by the Besicovitch-Federer
projection theorem ( [Mat99] 18.1,) almost every orthogonal projection pi : H → K where K is an
m-plane sends H to a set with Lebesgue m-measure zero. Thus, there exists an arc ρ ⊂ T which is
disjoint from L ∩ T , whose endpoints p, q lie in the same fiber of T and which is given as a smooth
section of the normal bundle to N , except at the endpoints, where the section is discontinuous.
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Let σ ⊂ D be the line segment joining p and q. Since X is closed and ρ ∩X = ∅, there exists  > 0
such that Ω(p, )∪Ω(q, ) ⊂ T is disjoint from L. Let T ′ ⊂ T be the -neighborhood of σ, and apply
the projection theorem again to find a line segment σ′ disjoint from L ∩ T with one endpoint in
Ω(p, ) and the other in Ω(q, ). Finally connect the appropriate endpoints of ρ and σ′ inside Ω(p, )
and Ω(q, ) to create a simple link of M which is disjoint from X. 
Definition 5.0.5. Suppose X is compact and spans M . A competitor of X with respect to M
is a set φ(X) where φ : Rn → Rn is a Lipschitz map that is the identity on Bc and φ(B) ⊂ B, where
B ⊂ Rn is some closed ball disjoint from M . The map φ is called a deformation of X.
Theorem 5.0.6. If m = n− 1 and X ⊂ Rn is compact and spans M , and φ(X) is a competitor of
X, then φ(X) is compact and spans M .
Proof. If not, then there is a simple link η of M such that η(S1)∩φ(X) = ∅. Let B = Br be a closed
ball of radius r satisfying M ∩B = ∅, φ ≡ Id on Bc and φ(B) ⊆ B. Expanding B slightly, we may
also assume φ ≡ Id on an -neighborhood of frB and that φ(Br−) ⊆ Br−. We can assume without
loss of generality that φ is smooth: Approximate φ uniformly to within min{/2, d(η(S1), φ(X))/2}
by a smooth function φ˜. Let {f, g} be a partition of unity subordinate to {B˚r−/2, Bcr−}, and
define φˆ = f · φ˜ + g · Id. Then φˆ is smooth, φˆ(X) ∩ η(S1) = ∅, φˆ ≡ Id on Bc and φˆ(B) ⊆ B.
Finally, expand B slightly again and we may assume φˆ ≡ Id on an ′-neighborhood of frB and that
φˆ(Br−′) ⊆ Br−′ .
By compactness, there exists a tubular neighborhood T of η(S1) so that T¯ ∩ φˆ(X) = ∅. Since we
may perturb η within T , let us assume without loss of generality that the intersection η(S1) ∩ frB
is transverse. By considering a possibly smaller ′ we may assume slightly more, that within the
′-neighborhood of frB, the curve η(S1) consists of radial line segments. So, the set η(S1) ∩ B
consists of a finite collection of arcs {η1, . . . , ηN}, each of which intersects frB radially. Note that
T ∩ B˚ consists of pairwise disjoint neighborhoods Ti of the arcs ηi (minus their endpoints.) For
each i, let pii : Ti → D be the projection onto the normal m-disc D determined by the tubular
neighborhood T and some trivialization of the normal bundle of η(S1). Consider the smooth maps
ψi := pii ◦ φˆ : Wi → D where Wi := φˆ−1(Ti). For each i fix a regular value xi of ψi and consider
the compact sets Yi := pi
−1
i (xi) ∩ Br−′/2. Since φˆ is proper, each preimage Zi := φˆ−1(Yi) is also
compact as a subset of Rn.
For each i, there exists by compactness of Zi a smooth compact n-manifold with boundary Pi ⊂
Wi, such that Zi ⊂ Pi, and such that both line segments constituting pi−1i (xi) \ Br−′ meet ∂Pi
transversally and at one point each. Now xi is still a regular value of the restricted map ψi|Pi :
Pi → D. But also xi is a regular value of ψi|∂Pi , since ψi|−1∂Pi(xi) = (pi−1i (xi) \Br−′)∩ ∂Pi, and this
intersection is transverse and contained in a region on which φˆ ≡ Id. So, by the inverse function
theorem for manifolds with boundary ( [Hir76], Theorem 4.1) the set ψi|−1Pi (xi) is a collection of
circles and arcs that meet the boundary ∂Pi “neatly.” Since by construction the set ψi|−1∂Pi(xi)
consists of exactly two points, there is exactly one arc βi in ψ
−1
i (xi), and it joins the two points.
Moreover, the arcs βi are pairwise disjoint, since any point in an intersection of two must get mapped
by φˆ into disjoint tubular neighborhoods.
Furthermore, the arcs βi terminate inside the tubular neighborhood T of η. So, we may smoothly
extend each βi within T , linking the arcs together to form an embedding β : S
1 →M c. The curve β
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is also a simple link of M , since β is by construction regularly homotopic to η. Thus, β(S1)∩X 6= ∅,
and so φˆ(β(S1)) ∩ φˆ(X) 6= ∅. But φˆ(β(S1)) ⊂ T , yielding a contradiction. 
The core of X ⊂ Rn is defined by
X∗ := {p ∈ X |Hm(X ∩ Ω(p, r)) > 0 for all r > 0}.
The core X∗ of a closed set X is closed, and Hm(X \ X∗) = 0. The definition of core and its
properties are unaltered if Hn−1 is replaced by Sn−1. We say X is reduced if X = X∗.
Lemma 5.0.7. Let m = n − 1. If X ⊂ Rn is compact and spans M , then the core X∗ is compact
and spans M .
Proof. If not, there is a simple link N of M and a tubular -neighborhood T of N whose closure is
disjoint from X∗. So, Hm(X ∩ T ) = 0. Let pi : T → D be the projection onto the normal m-disk
D determined by the tubular neighborhood T and some trivialization of the normal bundle of N .
Then Hm(pi(X ∩ T )) = 0, and so there exists a point x ∈ D \ (pi(X ∩ T )). Then pi−1(x) is a simple
link of M missing X, giving a contradiction. 
The next lemma is an easy consequence of the definition of the Hausdorff metric:
Lemma 5.0.8. If Xi ⊂ Rn is compact and spans M for each i and Xi → X in the Hausdorff metric,
then X spans M .
Lemma 5.0.9. Let m = n− 1. Suppose X ⊂ Rn is compact and spans M . Let p ∈ Rn, r > 0 and
suppose Ω(p, r) ∩M = ∅. If p′ ∈ Ω¯(p, r), then X ′ := (X ∩ Ω(p, r)c) ∪ Cp′(X ∩ fr Ω(p, r)) is compact
and spans M .
Proof. It is clear that X ′ is compact. If X ′ does not span M , then let η be a simple link of M
such that η(S1) ∩X ′ = ∅. Then η(S1) ∩X ⊂ Ω(p, r). First, we observe that X ∩ fr Ω(p, r) 6= ∅. If
not, there is by compactness an -neighborhood T of fr Ω(p, r) disjoint from X, so we may construct
a diffeomorphism of Ω(p, r) which fixes fr Ω(p, r) and sends η to a simple link η′ of M such that
η′(S1) ∩ Ω(p, r) ⊂ T . Thus, η′(S1) ∩X = ∅, yielding a contradiction.
This implies that Cp′(X ∩ fr Ω(p, r)) 6= ∅, and in particular, p′ ∈ X ′. Thus, p′ /∈ η(S1). Let δ > 0
such that Ω(p′, 2δ) ∩ η(S1) = Ω(p′, 2δ) ∩M = ∅. Let ρ : Ω¯(p′, δ)c → Rn be the identity on Ω(p, r)c
and elsewhere the radial projection away from p′ and onto the frontier of Ω(p, r). By definition of
Cp′ , it is enough to show ρ(η(S
1)) intersects X.
Suppose not. Since ρ(η(S1)) is compact, there is an ′-neighborhood T ′ of ρ(η(S1)) such that
T ′ ∩X = ∅. Let V be a smooth radial vector field on Rn, with center point p′, supported in Ω(p, r),
and normalized so that if φ is the time-1 flow of V , then φ(η(S1)) ⊂ T ′. Then φ ◦ η is a simple link
of M disjoint from X, a contradiction. 
PLATEAU’S PROBLEM 25
6. Film chains
Throughout the rest of this paper, fix Y,U,M be as in §2. Let S∗(M,U) denote the collection of
reduced compact subsets of U with finite Sn−1-measure and which span M .
Definition 6.0.1. A film chain is an element S ∈ Bˆ2n−1(U) satisfying
(a) ∂S = PY M˜ ;
(b) κY S ∈ C(U);
(c) µκY S = S
n−1bX for some X ∈ S∗(M,U).
Let F(M,Y,U) denote the collection of all film chains13.
Dipole surfaces (see [Har14b]) are examples of film chains.
Theorem 6.0.2. If X ∈ S∗(M,U), then there exists a unique film chain SX ∈ F(M,Y,U) with
supp(SX ) = X . Moreover, SX satisfies supp(κY SX ) = supp(SX ) and supp(∂SX ) = M .
Proof. Let J ∈ C(U) correspond to the measure Sn−1bX , and set SX = ∂J + EY M˜ . Then ∂SX =
PY M˜ since PY = ∂EY . As in the proof of Lemma 2.0.2, we have κY SX = κY (∂J + EY M˜) =
κY ∂J = J , since κY ∂ + ∂κY = Id, and J is top dimensional, showing κY J = 0. This establishes
existence. For uniqueness, suppose S′X also satisfies ∂S
′
X = PY M˜ and µκY S′X = S
n−1bX . Then by
Proposition 3.2.1, κY S
′
X = κY SX . Thus, SX = ∂κY SX + κY ∂SX = ∂κY S
′
X + κY PY M˜ = S
′
X .
To see that supp(SX ) = supp(κY SX ) = X , we apply Corollary 2.0.4 and Proposition 3.2.1 (e),
noting that supp(κY SX ) = supp(S
n−1 bX ) = X since X is closed and reduced. The last equality is
Lemma 2.0.1. 
By Theorem 6.0.2, there is a 1-1 correspondence between F(M,Y,U) and S∗(M,U). Also by The-
orem 6.0.2, film chains S ∈ F(M,Y,U) automatically satisfy supp(S ) ∈ S∗(M ,U ), supp(S ) =
supp(κY S ) and supp(∂S ) = M .
It is with this construction in mind that we define a continuous area functional on Bˆ2n−1(U):
Definition 6.0.3. For S ∈ Bˆ2n−1(U), define
An−1(S) = An−1Y (S) :=
-
∫
κY S
dV.
According to Corollary 2.0.4 and Proposition 3.2.1 (a),
(8) Sn−1(supp(S )) = An−1 (S )
for all S ∈ F(M,Y,U).
13The choice of Y , as a smooth line field, is often naturally determined, as in 2 and 3.
26 J. HARRISON & H. PUGH
Definition 6.0.4. Let
m := inf{Sn−1(X) : X ∈ S∗(M,U)}.
We say that a sequence {Xk} ⊂ S∗(M,U) is minimizing if lim Sn−1(Xk) = m.
Note that by Lemma 4.0.2, m is independent of our choice of U . Also, ((c)) implies that
(9) m = inf{An−1(S) : S ∈ F(M,Y,U)}.
A sequence of film chains {Sk} ⊂ F(M,Y,U) is An−1-minimizing if An−1(Sk)→ m.
Proposition 6.0.5. There exists a constant a0 > 0 such that A
n−1(S) > a0 for all S ∈ F(M,Y,U).
Proof. Let N = γ(S1) be a simple link of M and let T be an -tubular neighborhood of N whose
closure is disjoint from M . Let D be the (n − 1)-disk of radius  and ρ : T → D the canonical
projection given by T and some trivialization of the normal bundle of N . It follows from Lemma
4.0.2 that there exists a constant C > 0 such that if B ⊂ T , then Sn−1(ρ(B)) ≤ CSn−1(B).
Suppose X is compact and spans M . Then ρ(X ∩ T ) = D, otherwise the preimage ρ−1(x) of a
point x ∈ D \ ρ(X ∩ T ) would be a simple link of M , and missing X. Putting this together, we get
Sn−1(X) ≥ Sn−1(X ∩ T ) ≥ 1C Sn−1(ρ(X ∩ T )) = 1Cαn−1n−1. The result follows from (8), setting
a0 =
1
Cαn−1
n−1. 
Let c0 = diam(U)vol(M), where vol(M) is the volume of M and diam(U) is the diameter of U .
Proposition 6.0.6. There exists S ∈ F(M,Y,U) such that An−1(S) ≤ c0.
Proof. We know Cq(M) spans M by Lemma 5.0.2. Since S
n−1Cq(M) ≤ R · vol(M) < ∞, we may
apply Theorem 6.0.2 to the set Cq(M)
∗ = Cq(M) to obtain a film chain S = SCq(M). Furthermore,
An−1(S) = Sn−1(Cq(M)) ≤ c0. 
Definition 6.0.7. Define
T(M,Y,U) := {S ∈ Bˆ2n−1(U) : S = lim
i→∞
Si, Si ∈ F(M,Y,U), An−1(Si) ≤ c0 for all i}
and let C(U, c0) := {T ∈ C(U) : M(T ) ≤ c0}.
Proposition 6.0.8. If S ∈ T(M,Y,U), then
(a) An−1(S) ≤ c0;
(b) ∂S = PY M˜ ;
(c) κY S ∈ C(U, c0);
(d) supp(κY S ) spans M .
Proof. Choose Si → S in T(M,Y,U) with Si ∈ F(M,Y,U) and An−1(Si) ≤ c0. Parts (a) and (b)
follow from continuity of κ, ∂ and -
∫
. A diagonal sequence of positive Dirac chains Ai,j approximating
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κY Si shows κY (S) is positive. Since U is bounded, Corollary 3.1.6 shows
14 that κY S ∈ Bˆ1n(U) and
hence by Lemma 3.1.5 that M(κY S) =
∫
κY S
dV = limi→∞M(κY Si) ≤ c0.
Proof of (d): If not, there is a simple linkN = η(S1) ofM and an  tubular neighborhood T = Ω(N, )
of N such that supp(κY S ) ∩ T = ∅. Let f : U → R be a smooth function satisfying f(x) = 1 for
x ∈ Ω(N, /2), supp(f ) ⊂ T and f ≥ 0. Then by Proposition 3.2.1 (d),
-
∫
κY S
fdV = lim
i→∞
-
∫
κY Si
fdV ≥ lim sup
i→∞
µκY Si(Ω(N, /2))
= lim sup
i→∞
Sn−1(supp(Si) ∩ Ω(N , /2 ))
≥ αn−1(/2)n−1,
where the last inequality follows since supp(Si) spans M . This yields a contradiction, since fdV is
supported away from supp(κY S ). 
Theorem 6.0.9. C(U, c0) ⊂ Bˆ1n(U) is compact.
Proof. The set C(U, c0) is closed since the limit J in the B
1 norm of a sequence Ji of positive chains
is again positive, and M(J) = limi→∞M(Ji) ≤ c0 by Lemma 3.1.5. By Theorem 1.3.5 the u0,1n
image I of the ball of radius c0 in Bˆ
0
n is totally bounded. Since C(U, c0) is a subset of the closure of
I, it is therefore compact. 
Corollary 6.0.10. κY (T(M,Y,U)) ⊂ Bˆ1n(U) is compact.
Proof. By Proposition 6.0.8 (c) and Theorem 6.0.9 it suffices to show κY (T(M,Y,U)) is closed.
Suppose {Ti} ⊂ κY (T(M,Y,U)) and Ti → T . Write Ti = κY (Si) where Si ∈ T(M,Y,U). Then
∂Ti = Si−EY M˜ by Proposition 6.0.8 (b) and Lemma 2.0.2, so Si → ∂T +EY M˜ =: S ∈ T(M,Y,U)
since T(M,Y,U) is closed. It follows that T = κY S ∈ κY (T(M,Y,U)). 
Corollary 6.0.11. There exists S0 ∈ T(M,Y,U) with An−1(S0) = m.
Theorem 6.0.12. If S0 ∈ T(M,Y,U) is An−1-minimizing, then15 supp(κY S0 ) ⊂ h(M ).
Proof. Let Si → S0, where {Si} ⊂ F(M,Y,U) and set Xi := supp(Si). If x ∈ supp(κY S0 ) and
x /∈ h(M), let  > 0 be small enough so that Ω(x, 3) ∩ h(M) = ∅. Let f ∈ B10(U) be supported in
Ω(x, ) such that -
∫
κY S0
f dV > 0. Taking positive and negative parts16 of f and rescaling, we can
assume without loss of generality that 0 ≤ f ≤ 1. By continuity, there exists δ > 0 and N such that
-∫
κY Si
f dV > δ for all i > N . Thus by Proposition 3.2.1 (d),
0 < δ < -
∫
κY Si
f dV =
∫
U
fdµκY Si ≤ µκY Si(Ω(x, )) = Sn−1(Xi ∩ Ω(x, ))
for all i > N .
14Here we think of Bˆ1n(U) as a subspace of Bˆ
2
n via the canonical injection map u
1,2
n .
15Recall h(M) is the convex hull of M .
16Recall B10 consists of bounded Lipschitz functions.
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Let A = h(M), B = Ω(h(M), ) \ A and C = U \ (A ∪ B). Fix p ∈ A and let G : Rn → Rn be a
diffeomorphism given by the (t = 1)-flow of a vector field V which is everywhere pointing towards p
(except where it is zero), and such that
• V bA≡ 0;
• There is some 0 < s < 1 such that if y ∈ C, then G(y) = sy + (1− s)p;
• The magnitude of V is non-increasing along flow-lines.
Then the Lipschitz constant of G is equal to 1, since the divergence of V is everywhere non-positive,
and G(U) ⊂ U since U is convex. Since G is a diffeomorphism, it follows from Lemma 5.0.7 that
X˜i := (G(Xi))
∗ ∈ S∗(M,U). Let {S˜i} ⊂ F(M,Y,U) be the corresponding sequence of film chains
given by Theorem 6.0.2. By Lemma 4.0.2, we have:
An−1(S˜i) = Sn−1(G(Xi)) = Sn−1(G(Xi ∩A)) + Sn−1(G(Xi ∩B)) + Sn−1(G(Xi ∩ C))
≤ Sn−1(Xi ∩A) + Sn−1(Xi ∩B) + sn−1Sn−1(Xi ∩ C)
= Sn−1(Xi)− (1− sn−1)Sn−1(Xi ∩ C)
≤ An−1(Si)− (1− sn−1)Sn−1(Xi ∩ Ω(x, )) ≤ An−1(Si)− (1− sn−1)δ,
thus contradicting the minimality of the sequence {Si}. 
So, in particular, κY S0 ∈ C(U), so we may define its corresponding measure µκY S0 . Unfortunately,
this is not the end of the story, since S0 is not a priori an element of F(M,Y,U). There are two
problems to take care of:
(a) We don’t know that supp(S0 ) spans M . This will be resolved by Corollary 2.0.4 upon fixing
the next problem:
(b) The Hausdorff spherical (n − 1)-measure of supp(κY S0 ) may not be equal to m (indeed
it might not be finite at all,) and the measure µκY S0 may not be S
n−1bX for some X ∈
S∗(M,U). We prove in the next section that this cannot happen.
7. Minimizing sequences
Our main goal of this section is to prove:
Theorem 7.0.1. If S0 ∈ T(M,Y,U) is An−1-minimizing, then Sn−1(supp(S0 )) = m. Moreover,
S0 ∈ F(M,Y,U).
Notation: All convergence of sets in this section will be in the Hausdorff distance. If M ⊂ U ⊂ Rn
and X ⊂ Rn, let Γ(X,M,U) be the set of closed balls which are disjoint from M , are contained in
U , and whose centers lie in X. Let Γc(X,M,U) ⊂ Γ(X,M,U) be the collection of those balls B ∈
Γ(X,M,U) for which Hn−2bX(frB) < ∞. Note that Lemma 4.0.5 implies that if Hn−1(X) < ∞,
then almost all17 balls in Γ(X,M,U) are in Γc(X,M,U).
17more precisely, for any center point and almost all radii
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Definition 7.0.2. For {Xk}k≥0 a sequence of subsets of Rn, let
β = β({Xk},M,U) := inf
{
lim inf
k→∞
Sn−1(Xk(p, r))
αn−1rn−1
: Ω¯(p, r) ∈ Γ(X0,M,U)
}
.
We will show that if β > 0, then Sn−1(X0 \M) <∞ (Theorem 7.2.5,) and if β ≥ 1, then Sn−1(X0 ∩
W ) ≤ lim inf Sn−1(Xk ∩W ) for all open W ⊂ U (Theorem 7.3.10.)
Definition 7.0.3. Let k → 0 be a strictly decreasing sequence of non-zero reals, and M ⊂ U ⊂ Rn.
A sequence {Xk}, k ≥ 1, is called (uniformly) Reifenberg {k}-regular if there exists a > 0 such
that for each k and Ω¯(p, r) ∈ Γ(Xk,M,U) with r > k,
Sn−1(Xk(p, r)) ≥ arn−1.
If k = 2
−k, we say {Xk} is Reifenberg regular.
Observe that if {Xk} is Reifenberg {k}-regular, then so too is any subsequence. We shall show in
Proposition 7.2.4 that if {Xk} ⊂ S∗(M,U) is Reifenberg regular, and Xk → X0, then there exists a
subsequence such that β > 0, and in Proposition 7.3.9 that β ≥ 1 for a further subsequence.
Overview of the proof of Theorem 7.0.1.
1. In §7.1 we use our Compactness Theorem 6.0.10 to find an An−1-minimizing sequence
Sk → S0 in T(M,Y,U) where {Sk} ⊂ F(M,Y,U). Let Xk := supp(κY Sk ), k ≥ 0. In §7.1
Theorem 7.1.7 we “cut hairs” and create a modified minimizing sequence {Xˆk} ⊂ S∗(M,U)
which converges to X0 in the Hausdorff metric. We then apply Theorem 6.0.2 to create a
corresponding sequence {Sˆk} ⊂ F(M,Y,U) of film chains. We use the compactness result of
Corollary 6.0.10 to find a convergent subsequence Sˆki → Sˆ0 ∈ T(M,Y,U), and use Proposi-
tion 3.2.1 to show that Sˆ0 = S0. We may assume without loss of generality, then, that our
original sequence Sk → S0 satisfies Xk → X0 as in Theorem 7.1.7.
2. In §7.2 we show that there exists a subsequence {Ski} of {Sk} whose supports {Xki} form
a Reifenberg regular sequence. We may again assume that our original sequence {Sk} has
this property, too. From Proposition 7.2.3 we deduce that β({Xk},M,U) > 0 which implies
that Sn−1(X0) <∞.
3. In §7.3 we find a subsequence {Ski} whose supports are -uniformly concentrated in a disk
Ω¯(p, r) where
Sn−1(Xki (p,r))
αn−1rn−1
is close to the infimum of β({Xki},M,U). This is sufficient to
prove Proposition 7.3.9: If {Xk} is a Reifenberg regular minimizing sequence, there exists a
subsequence {Xki} with β({Xki},M,U) ≥ 1. Lower semicontinuity of Hausdorff spherical
measure for Reifenberg regular minimizing sequences Theorem 7.3.10 follows easily. It is
also easy to deduce from this that Sn−1(X0) = m. That S0 ∈ F(M,Y,U) follows shortly
thereafter.
7.1. Convergence in the Hausdorff metric. Lemmas 7.1.1-7.1.4 are used to modify a spanning
set X ∈ S∗(M,U) inside a closed ball Ω¯(p, r) disjoint from M . These are followed by Lemma 7.1.5
which modifies X inside a closed cube. These lemmas will assist us in our proofs of Theorem 7.1.7
and Lemma 7.2.1. Lemma 7.1.1 is an adaptation of Lemma 8 in [Rei60a], p. 15.
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Lemma 7.1.1. There exists a constant 1 ≤ Kn < ∞ such that if X ∈ S∗(M,U) and Ω¯(p, r) ∈
Γc(X,M,U), then there exists a compact set Z ⊂ Rn spanning M satisfying
(a) Z ∩ Ω(p, r)c = X ∩ Ω(p, r)c;
(b) Z(p, r) ⊂ h(x(p, r));
(c) Z(p, r) ⊂ Ω(x(p, r),KnSn−2(x(p, r))1/(n−2)); and
(d) Sn−1(Z(p, r)) ≤ KnSn−2(x(p, r))(n−1)/(n−2).
Proof. Let Kn be the constant K
n
n−1 in Lemma 8 of [Rei60a], and let Z be the set defined as follows:
let Z \ Ω¯(p, r) := X \ Ω¯(p, r) and let Z(p, r) be the “surface” defined in Lemma 8 of [Rei60a], setting
A = x(p, r). Since Z(p, r) is contained in the convex hull of x(p, r), it follows that z(p, r) = x(p, r),
and so Z satisfies (a)-(d). It remains to show that Z spans M . In dimension n = 3 this is easiest
to see: in this case, there is a grid of cubes and the set x(p, r) is a disjoint union of subsets xi,
each contained in the interior of one such cube. The “surface” obtained by Reifenberg is then the
disjoint union of the cones cpi(xi), for some pi ∈ xi. To see that Z spans in this case, suppose it
does not. Then there exists a simple link N = η(S1) of M disjoint from Z. We modify the proof
of Lemma 5.0.9 by projecting η radially to the frontier of each cube, then radially onto edges, and
finally orthogonally in a coordinate onto the frontier of Ω(p, r). The new curve is still a simple link
of M , but is now disjoint from X as well, giving a contradiction.
For n > 3, the construction in Lemma 8 of [Rei60a] is considerably more difficult, but the basic
idea to showing Z spans M is the same: Using an inductive argument, Reifenberg “chops” Ω¯(p, r)
into a number of n-cubes Q = {Qi}Ni=1, forming a cover of Ω¯(p, r) by n-cubes with mutually disjoint
interiors. Pairs of opposite faces of each n-cube Q ∈ Q are ordered by the coordinate vector to which
they are perpendicular, and a face in the k-th pair lies in the same hyperplane as the corresponding
face of any other n-cube neighboring Q in any of the remaining n− k directions.
For a given face F in the k-th pair of faces of an n-cube Q, let N(F ) denote the maximal union,
containing F , of faces neighboring in the above manner18. Let
Nk := {N(F ) : F is in the k-th pair of faces for some cube Q}.
Likewise, let Nk := ∪F , where the union is taken over all k-th faces F of the cubes Q ∈ Q.
Now, let η be as above. We first project η radially to the frontier of each cube, so now η(S1) ∩
Ω(p, r) ⊂ ∪ns=1Ns. Now suppose η(S1) ∩ Ω(p, r) is contained in ∪ks=1Ns. Then by projecting
η(S1)∩N(F )∩Ω(p, r) onto the frontier19 of N(F )∩ Ω¯(p, r), for each N(F ) ∈ Nk (which we may do
by induction on n, starting at n = 4, by the n = 3 case of the proof,) it will follow that η(S1)∩Ω(p, r)
is contained in ∪k−1s=1Ns. Thus, by downward induction on k, this will result in a new simple link of
M whose intersection with Ω¯(p, r) lies entirely within fr Ω(p, r), and is thus disjoint from X by 7.1.1
(a), giving a contradiction. 
The following lemma is an adaptation of Lemma 9 in [Rei60a], p. 18:
18I.e., F ∈ N(F ), and if F ′ ∈ N(F ) is in the k-th pair of faces of some n-cube Q′, then N(F ) also contains the
corresponding face of any cube Q′′ neighboring Q′ in any of the remaining n− k directions. So, N(F ) = F when F is
a face in the n-th pair of faces of Q, and N(F ) is the entire hyperplane containing F when F is a face in the 1-st pair.
19considered as a subset of the hyperplane containing N(F )
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Lemma 7.1.2. Suppose X ∈ S∗(M,U) and Ω¯(p, r) ∈ Γc(X,M,U) with
Sn−2(x(p, r)) < rn−2/(2Kn)n−2.
There exists a compact set X˜ ⊂ Rn spanning M such that
(a) X˜ ∩ Ω¯(p, r)c = X ∩ Ω¯(p, r)c;
(b) X˜(p, r) ⊂ fr Ω(p, r); and
(c) Sn−1(X˜(p, r)) ≤ 2n−1KnSn−2(x(p, r))(n−1)/(n−2).
Proof. Let Z be as in Lemma 7.1.1. Lemma 7.1.1 (c) implies Z(p, r) ⊂ Ω(p, r) ∩ Ω(p, r/2)c. So, we
can radially project Z(p, r) onto fr Ω(p, r), and there exists a Lipschitz extension pi : Rn → Rn of
this projection with Lipschitz constant 2, pibΩ(p,r)c≡ Id, and pi(Ω¯(p, r)) ⊂ Ω¯(p, r). Then X˜ := piZ is
compact and spans M by Theorem 5.0.6. Lemmas 4.0.2 and 7.1.1(d) yield
Sn−1(X˜(p, r)) = Sn−1(pi(Z(p, r))) ≤ 2n−1Sn−1(Z(p, r)) ≤ 2n−1KnSn−2(x(p, r))(n−1)/(n−2).

The statement of the next lemma is essentially (2) and (3) on p. 24 of [Rei60a].
Lemma 7.1.3. Suppose X ∈ S∗(M,U) and Ω¯(p, r) ∈ Γ(X,M,U) with
Sn−1(X(p, r)) ≤ r
n−1
(2(n− 1))n−1 (2nKn)n−2
.
Suppose W ⊂ (r/2, r) has full Lebesgue measure. There exists r′ ∈W such that
Sn−2(x(p, r′))(n−1)/(n−2) ≤ 1
2nKn
∫ r′
0
Sn−2(x(p, t))dt.
Proof. Suppose there is no such r′. Let F (p, s) :=
∫ s
0
Sn−2(x(p, t))dt. By the Lebesgue Differentia-
tion Theorem,
d
dsF (p, s)
F (p, s)(n−2)/(n−1)
>
1
(2nKn)(n−2)/(n−1)
for almost every r/2 < s < r. Integrating, this implies∫ r
r/2
d
ds
(
F (p, s)1/(n−1)
)
ds >
r
2(n− 1) (2nKn)(n−2)/(n−1)
.(10)
Since F (p, s) is increasing and absolutely continuous, the function F (p, s)1/(n−1) is also absolutely
continuous, and so the left hand side of (10) is equal to F (p, r)1/(n−1) − F (p, r/2)1/(n−1) by the
Fundamental Theorem for Lebesgue Integrals. Lemma 4.0.5 gives
Sn−1(X(p, r)) ≥ F (p, r) > r
n−1
(2(n− 1))n−1 (2nKn)n−2
,
contradicting our initial assumption. 
The statement of the next lemma is essentially lines (2) and (6) on p. 24 of [Rei60a].
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Lemma 7.1.4. Suppose X ∈ S∗(M,U) and Ω¯(p, r) ∈ Γ(X,M,U) with
Sn−1(X(p, r)) ≤ r
n−1
(2(n− 1))n−1 (2nKn)n−2
.
If W ⊂ (r/2, r) has full Lebesgue measure, then there exist r/2 < r′ < r such that r′ ∈ W , and a
compact set Xˆ ⊂ Rn spanning M such that
(a) Xˆ ∩ Ω¯(p, r′)c = X ∩ Ω¯(p, r′)c;
(b) Xˆ(p, r′) ⊂ fr Ω(p, r′); and
(c) Sn−1(Xˆ(p, r′)) ≤ Sn−1(X(p, r′))/2.
Proof. By Lemmas 7.1.3 and 4.0.5, there exists r′ ∈W such that
Sn−2(x(p, r′))(n−1)/(n−2) ≤ 1
2nKn
∫ r′
0
Sn−2(x(p, t))dt ≤ 1
2nKn
Sn−1(X(p, r′)).(11)
Thus, Sn−2(x(p, r′))1/(n−2) ≤ r2n+1(n−1)Kn < r′/(2Kn), and so we may apply Lemma 7.1.2 to get
the required set Xˆ, since (11) and Lemma 7.1.2(c) give
Sn−1(Xˆ(p, r′)) ≤ 2n−1KnSn−2(x(p, r′))(n−1)/(n−2) ≤ 1
2
Sn−1(X(p, r′)).

The statement of the next lemma is essentially lines (14) and (17) on p. 25 of [Rei60a].
Lemma 7.1.5. Suppose X ∈ S∗(M,U) and Q is a closed n-cube of side length ` disjoint from M ,
with
Sn−1(X ∩ Q˚) < `
n−1
(4(n− 1))n−1 (2nKn)(n−2)
.
Then there exists a compact set X ′ spanning M such that
(a) X ′ ∩Qc = X ∩Qc;
(b) X ′ ∩Q ⊂ frQ;
(c) X ′ ∩Q = (X ∩ frQ) ∪ Y ,
where Y ⊂ frQ satisfies
Sn−1(Y ) ≤ (2√n)n−1Sn−1(X ∩ Q˚).(12)
Proof. Let p be the center point of Q. Then Ω¯(p, `/2) ⊂ Q satisfies the conditions of Lemma 7.1.4,
and so there exists `/4 < r < `/2 and a compact set Xˆ spanning M such that
• Xˆ ∩ Ω¯(p, r)c = X ∩ Ω¯(p, r)c;
• Xˆ(p, r) ⊂ fr Ω(p, r); and
• Sn−1(Xˆ(p, r)) ≤ Sn−1(X(p, r))/2.
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The remaining part of Xˆ ∩ Q˚ is contained in the region Q˚ ∩ Ω(p, r)c, so we may radially project
Xˆ ∩ Q˚ from p to a set Y ⊂ frQ, and the image X ′ of Xˆ under this map spans M by Theorem 5.0.6.
Moreover, since the Lipschitz constant of the projection is bounded above by 2
√
n, by Lemma 4.0.2
and Lemma 7.1.4 (c), we have
Sn−1(Y ) ≤ (2√n)n−1Sn−1(Xˆ ∩ Q˚)
= (2
√
n)n−1
[
Sn−1(Xˆ ∩ Q˚ ∩ (Ω¯(p, r)c)) + Sn−1(Xˆ(p, r))
]
≤ (2√n)n−1Sn−1(X ∩ Q˚).

Definition 7.1.6. A collection S of closed n-cubes is a dyadic subdivision of Rn if S = unionsqk∈ZSk,
where each Sk is a cover of Rn by n-cubes of side length 2−k that intersect only on faces, and such
that Sk+1 is a refinement of Sk.
Unlike the above sequence of lemmas, the following theorem is an entirely new result:
Theorem 7.1.7. If S0 ∈ T(M,Y,U) is An−1-minimizing, then there exists a sequence {Sk} ⊂
F(M,Y,U) such that Sk → S0 in Bˆ2n−1(U), κY Sk → κY S0 in Bˆ1n(U), supp(κY Sk ) → supp(κY S0 )
and Sn−1(supp(κY Sk ))→ m
Proof. Let Tk → S0 in Bˆ2n−1(U) with {Tk} ⊂ F(M,Y,U). Since {κY Tk} ⊂ C(U) (Definition 6.0.1
(c)) and κY Tk → κY S0 in Bˆ2n(U) (Definition 1.11.1,) it follows from Corollary 3.1.7 that there exists
a subsequence κY Tki → κY S0 in Bˆ1n(U). So, let us assume without loss of generality that this is
the case, that Tk → S0 in Bˆ2n−1(U) with {Tk} ⊂ F(M,Y,U) and κY Tk → κY S0 in Bˆ1n(U). Let
Xk = supp(κY Tk ) for k ≥ 0.
Let S = unionsqj∈ZSj be a dyadic subdivision of Rn and let Dj = {Q ∈ Sj : Q ∩X0 = ∅, Q ∩ U 6= ∅},
let dj < ∞ be the cardinality of Dj and let Nj = {Q ∈ Sj : Q ∩ X0 6= ∅}. Note that Dj unionsq Nj
covers U¯ . By Theorem 6.0.12, there exists N ∈ N such that if j ≥ N and Q ∈ Nj , then Q ⊂ U . So,
Uj := ∪Q∈NjQ is a neighborhood of X0, and Uj ⊂ Ω(X0,
√
n2−j+1). If j ≥ N , then Uj ⊂ U . For
the rest of this proof, let us assume j ≥ N .
Since supp(µκY S0 ) = X0 by Proposition 3.2.1 (e), it follows that µκY S0(Q) = 0 for all Q ∈ Dj .
In particular, µκY S0(frQ) = 0, so we may apply Proposition 3.2.2 to deduce limk→∞ µκY Tk(Q) =
µκY S0(Q) = 0. Since Tk ∈ F(M,Y,U), we have µκY Tk(Q) = Sn−1bXk(Q), hence limk→∞ Sn−1bXk(Q) =
0.
Let ρj := min{2−(n−1)j/((2nKn)(n−2)(4(n − 1))n−1), 2−j/dj}. Since 0 < dj < ∞, there exists
Nj ∈ N such that if j ≥ Nj then Sn−1(Xj ∩Q) < ρj for all Q ∈ Dj . In particular,
(13)
∑
Q∈Dj
Sn−1(XNj ∩Q) < 2−j .
for each j. By Lemma 7.1.5 there exists a compact set Yj ⊂ Rn spanning M , equal to XNj outside
∪Q∈DjQ, such that Yj ∩ Q˚ = ∅ for each Q ∈ Dj and
(14) Sn−1(Yj ∩ F ) ≤ (2(2
√
n)n−1 + 1)ρj
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for each face F of Q ∈ Dj . (This is because each face F is shared by at most two adjacent cubes in
Dj .)
Let Q ∈ Dj and suppose F is a face of Q not contained in Uj . Since Sn−1(Yj ∩ F ) < 2−j(n−1)−1 =
1/2Sn−1(F ) and Yj ∩F is closed, there exists a finite sequence of deformations (see Definition 5.0.5)
{φi} of Yj which sends Yj ∩F to the (n−2)-skeleton of F . Repeating this process for each face F of
each Q ∈ Dj such that F is not contained in Uj , we get a compact set Zj spanning M by Theorem
5.0.6.
Furthermore, the core Z∗j is contained in Uj ⊂ U , since Zj ∩ U cj is a subset of the (n− 2)-skeletons
of cubes in Dj . By (13), Lemma 7.1.5(12), and (14), we have
Sn−1(Z∗j ) ≤ Sn−1(Zj) ≤ Sn−1(Yj) ≤ Sn−1(XNj ) + (2
√
n)n−1
∑
Q∈Dj
Sn−1(XNj ∩ Q˚)
≤ Sn−1(XNj ) + (2
√
n)n−12−j <∞.
In particular, Z∗j ∈ S∗(M,U) by Lemma 5.0.7 and Sn−1(Z∗j )→ m.
Now, for each j ≥ 1 let S′j be the film chain corresponding to Z∗j in Theorem 6.0.2. Since {S′j} ⊂
T(M,Y,U), it follows from Corollary 6.0.10 that there exists a subsequence {S′ji} converging to some
S′0 in T(M,Y,U). As in the beginning of the proof, by taking a further subsequence, we can also
ensure that κY S
′
ji
→ κY S′0 in C(U).
We show κY S
′
0 = κY S0, and hence S
′
0 = S0 by Proposition 6.0.8 (b). Let X
′
0 = supp(κY S
′
0 ). Since
Z∗ji ⊂ Uj and Uj ⊂ Ω(X0,
√
n2−j+1), it follows from Lemma 1.4.2 that X ′0 ⊂ X0 ⊂ U . Therefore,
κY S
′
0 ∈ C(U), and we may apply Proposition 3.2.1 to get a corresponding measure µκY S′0 . It suffices
to show µκY S′0 = µκY S0 .
Let S′ be a new dyadic subdivision of Rn such that each cube Q ∈ S′ is (κY S0)-compatible20 and
(κY S
′
0)-compatible. Fix Q ∈ S′. Then by Proposition 3.2.2,
µκY S′0(Q) = limi→∞
µκY S′ji
(Q) = lim
i→∞
Sn−1(Z∗ji ∩Q) ≤ limi→∞ S
n−1(Xji ∩Q) + (2
√
n)n−12−ji
= lim
i→∞
µκY Tji (Q) = µκY S0(Q).
Likewise, by (13),
µκY S0(Q) = lim
i→∞
Sn−1(Xji ∩Q) ≤ lim
i→∞
Sn−1(Z∗ji ∩Q) + 2−ji = µκY S′0(Q).
Now if W ⊂ Rn is open, by taking a Whitney decomposition of W using cubes from S′ we conclude
that µκY S′0(W ) = µκY S0(W ). Since both measures are finite Borel measures on R
n and hence Radon
measures, outer regularity proves the two measures are equal.
Finally, since supp(κY S
′
ji
) = Z ∗ji ⊂ Uk ⊂ Ω(supp(κY S0 ),
√
n2−j+1 ), it follows from Lemma 1.4.2
and compactness of supp(κY S0 ) that supp(κY S
′
ji
) converges to supp(κY S0 ). 
20See Definition 3.2.3
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7.2. Lower density bounds. The first three results of this section strengthen Theorem 7.1.7 so
that it produces Sk → S0 where the sequence {supp(κY Sk )} is Reifenberg regular, along with its
other properties (see Proposition 7.2.3 for a formal statement.)
Lemma 7.2.1 is essentially (19) on p. 26 of [Rei60a].
Lemma 7.2.1. Suppose that {Xk} ⊂ S∗(M,U) is minimizing and Xk → X0. Then there exists a
subsequence ki →∞ such that
(15) Sn−1(Xki(p, r)) >
2(−i−1)(n−1)
(2(n− 1))n−1 (2nKn)n−2
for all Ω¯(p, r) ∈ Γ(Xki ,M,U) and r > 2−i−1.
Proof. If not, there exist N1 and N2 > 0 such that for all k ≥ N1, there exists Ω¯(pk, rk) ∈
Γ(Xk,M,U) with rk > 2
−N2−1 such that
Sn−1(Xk(pk, rk)) ≤ 2
(−N2−1)(n−1)
(2(n− 1))n−1 (2nKn)n−2
.
Since U is bounded, there exists a subsequence pkj → p ∈ X0. By Lemma 7.1.4, there exist
2−N2−2 < r′kj < rkj and a compact spanning set Xˆkj satisfying the conclusions of Lemma 7.1.4. In
particular,
(16) Sn−1(Xˆkj (pkj , r
′
kj )) ≤
1
2
Sn−1(Xkj (pkj , r
′
kj )).
Let Ω¯(p, r) ∈ Γ(X0,M,U) be (κY S0)-compatible, with r < 2−N2−2. Then for j large enough,
Ω¯(p, r) ⊂ Ω¯(pkj , r′kj ). Since p ∈ X0, Propositions 3.2.2 and 3.2.1 (e) imply
0 < µκY S0(Ω¯(p, r)) = lim
j→∞
Sn−1(Xkj (p, r)).
Thus, for j large enough,
(17) 0 <
1
2
µκY S0(Ω¯(p, r)) < S
n−1(Xkj (p, r)) ≤ Sn−1(Xkj (pkj , r′kj )).
But since Xkj ∩ Ω¯(pkj , r′kj )c = Xˆkj ∩ Ω¯(pkj , r′kj )c, we may use (16) and (17) to deduce
Sn−1(Xˆkj ) = S
n−1(Xˆkj (pkj , r
′
kj )) + S
n−1(Xkj ∩ Ω¯(pkj , r′kj )c)
≤ 1
2
Sn−1(Xkj (pkj , r
′
kj )) + S
n−1(Xkj ∩ Ω¯(pkj , r′kj )c)
= Sn−1(Xkj )−
1
2
Sn−1(Xkj (pkj , r
′
kj ))
< Sn−1(Xkj )−
1
4
µκY S0(Ω¯(p, r)).
Since Sn−1(Xkj )→ m, we have Sn−1(Xˆkj ) < m for j large enough, a contradiction. 
The next Lemma is essentially (20) on p. 26 of [Rei60a].
Lemma 7.2.2. Suppose that {Xk} ⊂ S∗(M,U) is minimizing and Xk → X0. Then there exists a
subsequence {Xki} and a constant a > 0 such that
Fki(p, r) ≥ arn−1
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for all i > 0, Ω¯(p, r) ∈ Γ(Xki ,M,U) and r > 2−i.
Proof. Since Sn−1(Xk)→ m, let us assume without loss of generality that
Sn−1(Xk) ≤ m+ 2
(−k−1)(n−1)−1
(2(n− 1))n−1 (2nKn)n−2
.
Let {Xki} be the subsequence determined by Lemma 7.2.1. Fix i, and suppose Ω¯(p, r) ∈ Γ(Xki ,M,U)
and r > 2−i. Let Ω¯(p, s) ∈ Γc(Xki ,M,U) where r > s > 2−i−1. Let Zki be the set determined by
Lemma 7.1.1 using Xki and Ω¯(p, s). Since S
n−1(Zki) ≥ m and Zki ∩ Ω¯(p, s)c = Xki ∩ Ω¯(p, s)c, we
have
(18) Sn−1(Xki(p, s))−
2(−ki−1)(n−1)−1
(2(n− 1))n−1 (2nKn)n−2
≤ Sn−1(Zki(p, s)).
Thus, it follows from Lemmas 4.0.5, 7.2.1 and 7.1.1 that
Fki(p, s) ≤ Sn−1(Xki(p, s)) ≤ 2Sn−1(Xki(p, s))−
2(−ki−1)(n−1)
(2(n− 1))n−1 (2nKn)n−2
≤ 2Sn−1(Zki(p, s)) ≤ 2KnSn−2(xki(p, s))(n−1)/(n−2).
In other words, for almost every x ∈ (2−i−1, r),
d
dxFki(p, x)
(Fki(p, x))
(n−2)/(n−1) ≥ (2Kn)−(n−2)/(n−1).
Integrating, this implies Fki(p, r)
1/(n−1)−Fki(p, 2−i−1)1/(n−1) ≥ 1n−1 (2Kn)−(n−2)/(n−1)(r− 2−i−1),
and thus
Fki(p, r) ≥
rn−1
(2(n− 1))n−1(2Kn)n−2 .
Setting a = (2(n− 1))−(n−1)(2Kn)−(n−2) completes the proof. 
Summarizing what we have so far, Theorem 7.1.7, Proposition 7.2.2 and Lemma 4.0.5 imply:
Proposition 7.2.3. Suppose S0 ∈ T(M,Y,U) is An−1-minimizing. Then there exists a sequence
Sk → S0 in Bˆ2n−1(U) where {Sk} ⊂ F(M,Y,U) such that:
(a) κY Sk → κY S0 in C(U);
(b) Xk → X0 where Xk := supp(κY Sk );
(c) {Xk} ⊂ S∗(M,U) is Reifenberg regular.
The next result is essentially Lemma 2* on p. 27 of [Rei60a]. Recall β from Definition 7.0.2.
Proposition 7.2.4. If {Xk} is a Reifenberg regular sequence of compact subsets of U with finite
Sn−1-measure and Xk → X0, then
β ≥ a/αn−1 > 0.
Proof. Let Ω¯(p, r) ∈ Γ(X0,M,U) and 0 < δ < 1. For sufficiently large k, there exists Ω¯(pk, rk) ∈
Γ(Xk,M,U) such that
2−k < δ · r < rk < r
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and Ω¯(pk, rk) ⊂ Ω¯(p, r). By the definition of Reifenberg regular Sn−1(Xk(p, r)) ≥ Sn−1(Xk(pk, rk)) ≥
a rn−1k > a δ
n−1 rn−1 and thus β ≥ a δn−1/αn−1. Now let δ → 1. 
Theorem 7.2.5. Suppose M ⊂ U ⊂ Rn, and {Xk} is a sequence of compact subsets of U with
β > 0. If Xk → X0 ⊂⊂ U and lim infk→∞ Sn−1(Xk) =: c <∞, then
Sn−1(X0 \M) <∞.
Proof. Suppose {Ω¯(pi, ri)}i∈I ⊂ Γ(X0,M,U) is a collection of disjoint balls. If J ⊂ I is finite, then
by the definition of β,
β
∑
j∈J
αn−1rn−1j ≤
∑
j∈J
lim inf
k→∞
Sn−1(Xk(pj , rj)) ≤ lim inf
k→∞
∑
j∈J
Sn−1(Xk(pj , rj))
≤ lim inf
k→∞
Sn−1(Xk) = c.
Since I is necessarily countable, it follows from Proposition 7.2.4 that
(19) αn−1
∑
i∈I
rn−1i ≤
c
β
.
Now fix δ and δ′ such that δ′ > δ > 0 and Ω(X0, δ) ⊂ U . Then the subcollection of Γ(X0,M,U)
consisting of balls of radius r < δ covers X0 ∩ Ω(M, δ′)c. So, by the Vitali Covering Lemma and
(19), it follows that
Sn−110δ (X0 ∩ Ω(M, δ′)c) ≤ 5n−1
c
β
.
Letting δ → 0 and then δ′ → 0, we deduce that
Sn−1(X0 \M) <∞.

7.3. Lower semicontinuity of Hausdorff spherical measure. In this section we establish The-
orem 7.3.10 which yields lower semicontinuity of Hausdorff spherical measure for Reifenberg regular
minimizing sequences of compact spanning sets. The proof follows easily once we establish that
β ≥ 1.
We first reproduce four technical Lemmas 7.3.1-7.3.4 adapted from [Rei60a]. The next result, which
is modeled after Lemma 7 in [Rei60a], p. 12, makes use of a modified cone construction to fit with
our definition of a spanning set:
Lemma 7.3.1. Let Z ⊂ U be reduced, compact, Sn−1(Z) < ∞, and Ω¯(p, r) ∈ Γc(Z,M,U). If
P0 ∈ Ω(p, r) and z(p, r) = unionsqNj=1zj , where zj ⊂ Ω(P0, rj) for some rj, j = 1, . . . , N , then for each
 > 0, there exists a reduced, compact set Ẑ ⊂ U such that:
(a) Ẑ \ Ω(p, r) = Z \ Ω(p, r);
(b) Sn−1(Ẑ(p, r)) ≤ (1 + )∑Nj=1 rjn−1Sn−2(zj );
(c) Ẑ(p, r) ⊂ h(z(p, r) ∪ P0);
(d) There exists an (n− 1)-dimensional polyhedron P ⊆ Ẑ(p, r) such that
Sn−1(Ẑ(p, r) \ P ) < .
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Furthermore, if Z spans M , then Ẑ spans M .
Proof. Let Ẑ(p, r) be the surface determined by A = x(p, r) in Lemma 7 of [Rei60a]. Then Ẑ :=
Ẑ(p, r) ∪ (Z \ Ω¯(p, r)) satisfies (a)-(d). The proof uses Lemmas 4.0.1, 4.0.3, 4.0.5, 4.0.6, and 4.0.7.
Assume Z spans M . To see that Ẑ spans M , we use a modification of the argument in Lemma 5.0.9.
Suppose N = η(S1) is a simple link of M and is disjoint from Ẑ.
First project the portion of η inside
E0 := Ω(p, r) \ ∪iCPi
(
fr Ω(p, r) ∩ Ω¯(Pi, qi)
)
radially away from P0 ∈ E0 onto frE0, where Pi and qi are defined in Reifenberg’s proof. Repeating
this initial step as the inductive step for each Xi ⊂ Ω¯(Pi, qi) as defined in Reifenberg’s proof, we
obtain by induction a new simple link η′ of M with η′(S1) ⊂ Ω(p, r)c disjoint from Ẑ, hence also
disjoint from Z, yielding a contradiction. 
The following is an adaptation of Lemma 1* of [Rei60a], p. 27.
Lemma 7.3.2. Suppose X ∈ S∗(M,U) and Sn−1(X) ≤ m+ δ for some δ > 0. If Ω¯(p, r) ⊂ U \M ,
then
Sn−1(X(p, r)) ≤ r
n− 1S
n−2(x(p, r)) + δ.
Proof. If Ω¯(p, r) /∈ Γc(X,M,U), we are done. Otherwise, let  > 0 and let X̂ ∈ S∗(M,U) be defined
as in Lemma 7.3.1. Then
Sn−1(X(p, r)) ≤ Sn−1(X̂(p, r)) + δ ≤ (1 + ) r
n− 1S
n−2(x(p, r)) + δ.

The following is an adaptation of Lemma 3* of [Rei60a], p. 28.
Lemma 7.3.3. Suppose {Xk} ⊂ S∗(M,U) is minimizing with Xk → X0. Then
β = inf
{
lim inf
k→∞
Fk(p, r)
αn−1rn−1
: Ω¯(p, r) ∈ Γ(X0,M,U)
}
.
Proof. Fix Ω¯(p, r) ∈ Γ(X0,M,U). By Lemma 4.0.5, for almost every t ∈ (0, r), the ball Ω¯(p, t) ∈
Γc(Xk,M,U) for all k > 0. Let k → 0 such that Sn−1(Xk) ≤ m+ k. Using the definition of β and
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Lemma 7.3.2 we have
αn−1rn−1 =
∫ r
0
n− 1
t
αn−1tn−1dt ≤
∫ r
0
n− 1
tβ
lim inf
k→∞
Sn−1(Xk(p, t))dt
=
∫ r
0
n− 1
tβ
lim inf
k→∞
(Sn−1(Xk(p, t))− k)dt
≤ 1
β
∫ r
0
lim inf
k→∞
Sn−2(xk(p, t))dt
≤ 1
β
lim inf
k→∞
∫ r
0
Sn−2(xk(p, t))dt
=
1
β
lim inf
k→∞
Fk(p, r).
Thus, by Lemma 4.0.5,
β ≤ inf
Ω¯(p,r)∈Γ(X0,M,U)
{
lim inf
k→∞
Fk(p, r)
αn−1rn−1
}
≤ inf
Ω¯(p,r)∈Γ(X0,M,U)
{
lim inf
k→∞
Sn−1(Xk(p, r))
αn−1rn−1
}
= β.

The following lemma is an adaptation of Lemma 4* of [Rei60a], p. 28.
Lemma 7.3.4. Suppose {Xk} ⊂ S∗(M,U) is a Reifenberg regular minimizing sequence with Xk →
X0. If 0 < r1 < r2 and Ω¯(p, r2) ∈ Γ(X0,M,U), then
lim inf
ki→∞
Fki(p, r1)
αn−1rn−11
≤ lim inf
ki→∞
Fki(p, r2)
αn−1rn−12
and
lim sup
ki→∞
Fki(p, r1)
αn−1rn−11
≤ lim sup
ki→∞
Fki(p, r2)
αn−1rn−12
for every subsequence of integers ki →∞.
Proof. By Lemma 7.3.3, for sufficiently large k, βαn−1rn−11 /(n − 1) ≤ Fk(p, r) for all r ≥ r1. Let
k → 0 such that Sn−1(Xk) ≤ m+k. By Lemmas 7.3.2, 7.2.4, and 4.0.5, for almost every r ∈ (r1, r2),
n− 1
r
(
1− k
1
n−1βαn−1r
n−1
1
)
≤
d
drFk(p, r)
Fk(p, r)
,
so integrating from r1 to r2, we get(
1− k
1
n−1βαn−1r
n−1
1
)
ln
rn−12
rn−11
≤ ln Fk(p, r2)
Fk(p, r1)
.
In other words,
exp
(
−k
1
n−1βαn−1r
n−1
1
ln
rn−12
rn−11
)
Fk(p, r1)
αn−1rn−11
≤ Fk(p, r2)
αn−1rn−12
.
The result follows since k → 0 as k →∞. 
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Definition 7.3.5. Let  > 0. We say that a sequence of compact sets {Xk} is -uniform with
respect to Ω¯(p′, r′) ∈ Γ(X0,M,U) if
(20) β ≤ lim inf
k→∞
Fk(p, r)
αn−1rn−1
≤ lim sup
k→∞
Fk(p, r)
αn−1rn−1
≤ β + 
and
(21) β ≤ lim inf
k→∞
Sn−1(Xk(p, r))
αn−1rn−1
≤ lim sup
k→∞
Sn−1(Xk(p, r))
αn−1rn−1
≤ β + 
for every Ω¯(p, r) ∈ Γ(X0,M,U) with Ω¯(p, r) ⊂ Ω¯(p′, r′).
Lemma 7.3.6. Suppose {Xk} ⊂ S∗(M,U) is a Reifenberg regular minimizing sequence with Xk →
X0. For each  > 0, there exists Ω¯(p
′, r′) ∈ Γ(X0,M,U) such that {Xk} is -uniform with respect to
Ω¯(p′, r′).
Proof. The proof is straightforward and uses Lemma 7.3.4. Details can be found as (33) and (35)
on pp. 35-36 of [Rei60a] where p′ = P1 and r′ = r2. 
The following lemma is an adaptation of Lemma 6* of [Rei60a], p. 32. It is a version of what is
sometimes called the “weak geometric lemma,” but only holds for Ω¯(p′, r′) ∈ Γ(X0,M,U) for which
{Xk} is -uniform.
Lemma 7.3.7 (Weak geometric lemma). Suppose {Xk} ⊂ S∗(M,U) is Reifenberg regular mini-
mizing and Xk → X0. If η > 0, there exist 0 > 0 and v > 0 such that if {Xk} is 0-uniform with
respect to Ω¯(p′, r′), then for each Ω¯(p, r) ⊂ Ω¯(p′, r′) with p ∈ X0 there exists a point p∗ ∈ X0 and a
hyperplane Π through p∗ such that Ω¯(p∗, vr) ⊂ Ω¯(p, r) and X0(p∗, vr) ⊂ Ω(Π, ηvr).
Proof. The proof is identical to that of Lemma 6* of [Rei60a], which follows from Lemma 5*, with
the exception that Equation (6) on p.30 of [Rei60a] follows from Lemmas 4.0.5, 7.3.1 and 5.0.9. The
reader interested in details can find them in [Rei60a]. There are several ambiguities in his proof of
Lemma 5*, however, so we provide the reader with some helpful notes: First, the sets `θn and Cθ
consist of those points whose joins to P make an an angle not greater than θ with the line passing
through the points P and Q, not just the line segment PQ. Second, the point P0 should be on the
opposite side of P from Q, not between the two as stated. Third, Equation (6) is valid only for n
large enough. Fourth, the square roots in Equation (6) arise from the law of cosines applied three
different times, and the inequality follows from applying Lemma 7.3.1 using center point P0. 
The next result is based on Lemma 12 of [Rei60a], p. 22. We shall only apply this to Ω¯(p′, r′) for
which {Xk} is -uniform and minimizing.
Lemma 7.3.8 (Squashing). Let X ∈ S∗(M,U) and Ω¯(q, r) ∈ Γ(X,M,U). If Π is a hyperplane
containing q and x(q, r) ⊂ Ω(Π, r) for some  < 1/2, then either
Sn−1(X(q, r)) ≥ αn−1rn−1 − 22(n−1)αn−1
αn−2
r Sn−2(x(q, r))
or there exists a compact set X ′ spanning M equal to X outside Ω¯(q, r) such that
Sn−1(X ′(q, r)) ≤ 22(n−1)αn−1
αn−2
r Sn−2(x(q, r)).
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Proof. Let C be the radial projection from q onto fr Ω(q, r) of ∪x∈x(q,r)Ix, where Ix denotes the line
segment joining x to its orthogonal projection on Π. By Lemma 4.0.2 and Lemma 4.0.7,
Sn−1(C) ≤ 22(n−1)αn−1
αn−2
r Sn−2(x(q, r)).
There are two possibilities: Either Y := (X \X(q, r)) ∪ C spans M , or it does not (see Figure 5.)
Suppose Y does not span M . We show the orthogonal projection of C ∪ X(q, r) onto Π contains
X(p,r)
p
C
x(p,r)X(p,r)
C
p
E(p,r)
x(p,r)
e(p,r)
Figure 5. Two cases for Lemma 7.3.8
Π ∩ Ω(q, r), and thus by Lemma 4.0.1 the first conclusion of the lemma will be satisfied. Let
N = η(S1) be a simple link of M disjoint from Y . Let us assume without loss of generality that the
intersection N ∩ fr Ω(q, r) is transverse. The intersection N ∩ Ω¯(q, r) consists of a finite collection of
arcs {ηi} whose endpoints {p1i , p2i } lie on fr Ω(q, r). Since C ⊂ fr Ω(q, r) we may replace each arc ηi
with a pair of line segments, p1i q followed by qp
2
i (so now, the curve η will only be piecewise smooth.)
However, the intersection N ∩ Ω¯(q, r) is now disjoint from ∪x∈x(q,r)Ix as well.
The hyperplane Π divides Ω¯(q, r) into two hemispheres; north with pole N , and south with pole S.
Pick an endpoint pji , j = 1, 2, lying in some hemisphere with pole P . Observe that for any x in the
geodesic arc between pji and P , the line segment between x and q will be disjoint from ∪x∈x(q,r)Ix.
This gives a regular homotopy of N , and so we may assume without loss of generality that each
pji ∈ {N,S}.
Now, suppose the orthogonal projection of C ∪ X(q, r) onto Π does not contain Π ∩ Ω(q, r). Let
a ∈ Π∩Ω(q, r) be such a point and let aN , aS be the points in the northern and southern hemispheres
of fr Ω(p, r), respectively, whose orthogonal projection onto Π is a. By sliding the pji along the
geodesic arcs from N to aN and S to aS , we can, as above, assume each p
j
i ∈ {aN , aS}. Now replace
the pair of segments p1i q, qp
2
i with the single segment p
1
i p
2
i (it may be degenerate.) Smoothing the
resulting curve, this gives a simple link N of M disjoint from X, a contradiction.
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Finally, if Y does span M , then the set X ′ := Y ∗ satisfies the second conclusion of the lemma. 
Then next result relies on the concept of uniform concentration which was introduced, although not
formally defined, in [Rei60a] (pp. 35-36 (39)-(41),) and later rediscovered in [DM92].
Proposition 7.3.9. Suppose {Xk} ⊂ S∗(M,U) is Reifenberg regular minimizing with Xk → X0.
Then
β ≥ 1.
Proof. Let η > 0. Obtain 0 and v from Lemma 7.3.7. By Lemma 7.3.6 for each 0 <  < 0, there
exists Ω¯(p′, r′) ∈ Γ(X0,M,U) such that {Xk} is -uniform with respect to Ω¯(p′, r′). According to
Lemma 7.3.7 for each Ω¯(p, r) ⊂ Ω¯(p′, r′) with p ∈ X0 there exists p∗ ∈ X0 and a hyperplane Π
through p∗ such that Ω¯(p∗, vr) ⊂ Ω¯(p, r) and X0(p∗, vr) ⊂ Ω(Πp∗ , ηvr).
Next apply Lemma 7.3.8 to each Ω¯(p∗, vr) ∈ Γ(X,M,U) and its hyperplane Π. We can rule out
part (b) since {Xk} is minimizing. Since Π contains p∗ and x(p∗, vr) ⊂ Ω(Πp∗ , ηvr), then part (a)
implies
Sn−1(X(p∗, vr)) ≥ αn−1(vr)n−1 − 22(n−1)αn−1
αn−2
vr Sn−2(x(p∗, vr)).(22)
Since {Xni} is -uniform with respect to X0(p′, r′), it follows that
Sn−1Xni(p
∗, vr/2)/αn−1(vr/2)n−1 > β/2(23)
and
Fni(p
∗, vr) < (β + 2)αn−1(vr)n−1(24)
for sufficiently large i.
Then we can find ρi with vr/2 < ρi < vr such that
Sn−2(xni(p
∗, ρi)) ≤ 2(β + 2)αn−1(vr)n−2.(25)
Then (22) and (25) imply
Sn−1(Xk(p∗, ρi)) ≥ αn−1ρn−1i − 22(n−1)
αn−1
αn−2
2ηvrSn−2(x(p∗, ρi))
≥ αn−1ρn−1i − 22(n−1)+2
α2n−1
αn−2
η(β + 2)(vr)n−1.
Thus Sn−1(Xk(p∗, vr))/αn−1(vr)n−1 ≥ 1−22(n−1)+2 αn−1αn−2 η(β+2). (This establishes what some call
“-uniform concentration” for {Xk} with respect to Ω(p′, r′).) It follows that Sn−1(Xk(p∗, vr))/(αn−1(vr)n−1) ≤
β +  by Definition 7.3.5. Hence β +  ≥ 1− 22(n−1)+2 αn−1αn−2 η(β + 2).
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Since this holds for all  and η, the result follows. 
Theorem 7.3.10. Suppose {Xk} ⊂ S∗(M,U) is Reifenberg regular minimizing and Xk → X0 ⊂⊂
U . If W ⊂ Rn is open, then
Sn−1(X0 ∩W ) ≤ lim inf Sn−1(Xk ∩W ).
Proof. Let δ > 0. Since Sn−1(M) = 0 it follows from Theorem 7.2.5 and Lemma 4.0.1 that we
may cover Sn−1 almost all of X0 ∩W by a collection {Ω¯(pi, ri)} ⊂ Γ(X0,M,U) of disjoint balls of
diameter 2ri < δ and contained in W . Thus by Proposition 7.3.9,
Sn−1δ (X0 ∩W ) = Sn−1δ (X0 ∩W ∩ ∪iΩ¯(pi, ri))
≤
∑
i
αn−1rn−1i
≤
∑
i
lim inf
k→∞
Sn−1(Xk(pi, ri))
≤ lim inf
k→∞
∑
i
Sn−1(Xk(pi, ri))
≤ lim inf
k→∞
Sn−1(Xk ∩W ).

Proof of Theorem 7.0.1. Let S0 ∈ T(M,Y,U) be An−1-minimizing. By Proposition 7.2.3 and The-
orem 6.0.12, we may apply Theorem 7.3.10. We set W = Rn, and this yields, by (9) p. 26,
Sn−1(supp(κY S0 )) ≤ m.
In particular, supp(κY S0 ) will have empty interior, and hence by Corollary 2.0.4, supp(κY S0 ) =
supp(S0 ). On the other hand, by Theorem 6.0.12 and Proposition 6.0.8(d), supp(S0 )
∗ ∈ S∗(M ,U )
and hence Sn−1(supp(S0 )) = m. We next prove that S0 ∈ F(M,Y,U).
Pick a sequence {Sk} as in Proposition 7.2.3 and a dyadic subdivision S of Rn such that each Q ∈ S
is κY Sk-compatible
21 and Xk := supp(Sk )-compatible for all k ≥ 0. Theorem 7.3.10 implies
Sn−1(X0 ∩Q) ≤ lim inf Sn−1(Xk ∩Q)
for all Q ∈ S. This is in fact an equality, for if Sn−1(X0 ∩ Q) < lim inf Sn−1(Xk ∩ Q) for some
Q ∈ S, then by Theorem 7.3.10 applied to W = X0 ∩Qc,
m = Sn−1(X0) = Sn−1(X0 ∩Q) + Sn−1(X0 ∩Qc)
≤ Sn−1(X0 ∩Q) + lim inf Sn−1(Xk ∩Qc)
< lim inf Sn−1(Xk ∩Q) + lim inf Sn−1(Xk ∩Qc)
≤ lim inf Sn−1(Xk) = m.
So, by Proposition 3.2.2, Sn−1bX0(Q) = lim inf µκY Sk(Q) = µκY S0(Q). Using a Whitney decompo-
sition, this equality extends to all open sets W , and hence by outer regularity of the finite Borel
21See Definition 3.2.3. This is possible by Proposition 6.0.8.
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measure µκY S0 ,
(26) Sn−1bX0= µκY S0 .
It follows from Corollary 2.0.4 and Proposition 3.2.1 (e) that X0 is reduced. Thus, X0 ∈ S∗(M,U),
and so by Proposition 6.0.8 (b)-(c) and Theorem 6.0.12, S0 ∈ F(M,Y,U). 
8. Regularity
Let S∗(M) := ∪US∗(M,U) where the union ranges over all convex open sets U containing M .
Likewise, let F(M) := ∪U,Y F(M,Y,U) where the union ranges over all convex open sets U containing
M and all vector fields Y as in §2. The following result follows from Corollary 6.0.11 and Theorem
7.0.1.
Theorem 8.0.1. There exists an element S0 ∈ F(M) such that An−1(S0) = Sn−1(supp(S0 )) = m.
Thus, we have proved the bulk of our main theorem: there exists a size-minimizing element of F(M).
We now prove some regularity results for such size-minimizing elements.
Corollary 8.0.2. If S0 ∈ F(M) is a size-minimizer and Ω¯(p, r) is disjoint from M , then supp(S0 )∩
Ω(p, r) is (1, δ)-restricted22 with respect to Ω(p, r)c for all δ > 0.
Proof. Let X0 = supp(S0 ). Suppose φ(X0) is a competitor
23 of X0 with respect to M . By Theorem
5.0.6 and Lemma 5.0.7, φ(X0)
∗ ∈ S(M), and so putting this together we have
Sn−1(X0) ≤ Sn−1(φ(X0)).
This gives the result, since every permissible deformation in the definition of restricted sets is of this
type. 
It follows from Corollary 8.0.2 and [Alm68] (1.7) that the support of any size minimizer S0 ∈ F(M),
which we know exists by Theorem 8.0.1, is almost everywhere a real analytic (n − 1)-dimensional
minimal submanifold of Rn. Soap film regularity for n = 3 follows from [Tay76], and this completes
the proof of our main theorem24.
22See [Alm76] and [?], although we replace Hn−1 measure with Sn−1 in Almgren’s definition of (1, δ)-restricted.
Experts assure us that these regularity theorems hold for Hausdorff spherical measure as well as for Hausdorff measure.
But just to be safe we know that X0 is (n−1)-rectifiable since it is quasiminimal [DS00], in which case the two measures
are the same. If φ is Lipschitz, the set φ(X0) is also (n− 1)-rectifiable, and so Sn−1(H(X0)) = Sn−1(φ(X0)).
23See Definition 5.0.5.
24As a corollary we can deduce that the solutions for Jordan curves in R3 found in [Har14b] are the same as the
solutions in this paper and thus have the structure of a soap film. Suppose A0 is a solution found as a limit of dipole
surfaces in R3. Since dipole surfaces which span M are also film chains, then A0 is a solution in F(M). Conversely,
if S0 is a solution in F(M), then it can be written as a series of embedded dipole surfaces (from Taylor)
∑∞
i=1 PVi σ˜i
where Vi is a vector field whose component orthogonal to σ is unit. Let B be the differential 2-chain whose support
is the boundary of the -tubular neighborhood of M . Let X be the unit vector field transverse to B. For sufficiently
large N ,
∑∞
i=1 PVi σ˜i + PXB is a dipole surface which spans M . Its limit is S0. This proves that S0 obtained from
Theorem 8.0.1 is a solution in [Har14b].
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