Centralities, which quantify the importance of individual nodes, are among the most important concepts in modern network theory. As there are many ways in which a node can be important, many different centrality measures are in use. Here, we concentrate on versions of the common betweenness and closeness centralities. The former measures the fraction of paths between pairs of nodes that a given node lies on, while the latter measures an average inverse distance between a particular node and all other nodes. Both centralities only take into account geodesic (shortest) paths between pairs of nodes. Here we demonstrate a method, based on Absorbing Random
I. INTRODUCTION
Modern network theory has evolved through a synthesis of mathematical graph theory [1] [2] [3] with problems and methods from social sciences [4] and physics [5] [6] [7] [8] [9] [10] [11] , into a powerful paradigm for analysis of complex systems consisting of interacting entities. Current interdisciplinary applications include modeling of transport in porous media and composites [12, 13] , reaction networks in chemical synthesis [14] , food webs in ecology [15] , transportation and distribution networks [16, 17] , economics and sociology [18] , the Internet and the World Wide Web [19] , and many more.
The focus of the present paper is centrality, which together with the adjacency relationship and the degree distribution, is one of the most basic and widely studied concepts in network theory. Centrality measures are prescriptions for quantitatively assigning importance to nodes in complex networks, and the power of the concept stems from the flexibility of characterizing importance in different ways. As such, centralities can be applied everywhere from Internet search results (Google's PageRank algorithm [20] ) to determinations of proteins necessary for cell survival [21] .
However, centrality results are not just useful to identify important nodes: with specific information about the individual nodes, a centrality that reproduces this information can reveal principles inherent in the structure of the network. Along these lines, in [17] we showed successful network models to be informative of the architecture of the Florida power grid.
In particular, we found a striking match between the known generation capacities of power plants and the values of the communicability centrality [22] . In this case, the centrality has a parameter that controls the (graph) distance over which nodes can influence each other.
The best-fit parameter to the Florida power-grid network can be viewed as a measure of a length scale inherent in the network. In future reports, we will describe how several different centrality measures, when best-matched to the Florida power grid [23] , also seem to reveal the same length scale. The inverted reasoning employed in these investigations-in effect, starting with centrality values and finding the measure that best reproduces them-can be termed the centrality-matching paradigm.
Such results are only possible with centrality measures that have a built-in tuning parameter. In particular, the tuning parameter must control the scale on which the centrality operates. The most commonly studied centralities in network science all involve aggregating magnitudes of influence between pairs of nodes, with different centrality measures being determined by their particular definition of "influence."
The bulk of this paper explores the relationships between several commonly encountered centrality measures. As our main result, we show that a parameterization, based on absorbing random walks, can smoothly interpolate between several of the measures in question.
The random-walk parameter tunes the centralities' preference for shortest (geodesic) paths as compared to longer paths. Using this parameter, the closeness centrality can be smoothly deformed into the information centrality, which is equivalent [24] to the simplest centrality based on the Klein resistance distance [25] . Using exactly the same parameterized absorbing random walk, the betweenness centrality can be smoothly deformed into Newman's random-walk betweenness [26] . These four measures thus form a natural class: walker-flow centralities.
Other work has been done in the same area. Bozzo and Franceschet [27] , and Tizghadam and Leon-Garcia [28] , have found that random-walk betweenness can be written in terms of resistance distances and the closely related pseudo-inverse of the graph Laplacian. Alamgir and von Luxburg [29] present an interpolation between graph distance and resistance distance, which is equivalent to an interpolation (different from ours) between closeness and resistance closeness. Avrachenkov et al . [30, 31] present two betweenness-like measures, where a parameter tunes the centrality's preference for geodesics; however, these do not precisely reduce to the betweenness. Estrada, Higham, and Hatano [32] calculate a version of betweenness centrality by assigning lower weights to longer path lengths. In their approach, paths of length l are weighted by a temperature-like parameter T through a factor 1/(l!T l ), though the authors focus on the case of T = 1. Kivimäki et al . [33, 34] introduce the randomized-shortest-path (RSP) framework, which assigns Boltzmann weights to all paths in the network. The inverse temperature parameter β again tunes the preference for geodesic paths. In [33] , RSP is used to interpolate between graph distance and resistance distance, while in [34] it is used to interpolate between random-walk betweenness and a measure similar to standard betweenness centrality. In [35] , Bavaud and Guex accomplish a weighting equivalent to RSP through the minimization of a free-energy functional. Françoisse et al .
also reach similar results with a different path-weighting scheme in [36] .
To the best of our knowledge, our work is the first to interpolate between the four walkerflow centralities both (a) precisely and (b) using the the same parameter for both the close-ness and betweenness continua. Furthermore, our interpolation is based on an easy-tovisualize random walk, allowing analysis at both the microscopic (individual walker step) and macroscopic (final centrality weighting) levels. Finally, the random walk is closely related to the physics of lossy power transmission lines, allowing connections to the engineering literature, e.g., [37] .
The remainder of this paper is organized as follows. In section II, we discus well-known centrality measures and their parameterizations. In section III, we develop two new parameterized centralities, based on a specific absorbing random walk, that interpolate between (a) closeness and resistance-closeness centralities and (b) betweenness and random-walk betweenness centralities.
In section IV, we analyze the behavior of these centralities on four example networks: one from behavioral zoology [38, 39] , one from sociology [40] , and two versions of the Florida power grid [41] . In section V, we provide concluding comments. Some technical details are relegated to three appendices.
II. PARAMETERIZED CENTRALITY MEASURES
The most commonly studied centrality measures can be found in, e.g., Ch.7 of [10] and can be written in the following non-standard form:
where c i is the centrality of node i. Generally, centrality measures include a normalization factor to ensure that i c i = 1. In this paper, to better facilitate the inter-centrality comparisons in section IV, we will only deal with unnormalized centrality measures. M is a matrix whose specification is equivalent to the choice of centrality measure, and it admits a simple interpretation: element M ij is the influence of node j on the centrality value (importance) assigned to node i.
Not all centralities can be put into the above form. However, these exceptions are rarely encountered. The most salient is known as the closeness centrality, defined as the inverse of the sum of node distances,
However, in [10] Newman provides arguments that a modified closeness centrality, defined
is superior. Though this paper deals primarily with the the modified closeness and similar measures, the ideas presented here can be straightforwardly applied to the standard closeness as well.
The simplest centrality measure-known as degree centrality-is given by M = A, where
A is the symmetric adjacency matrix of the undirected network, and the centrality of node i is just its degree k i . That is, k i = j A ij . (Our results can be generalized to directed networks, but in the present paper, we restrict attention to undirected networks.) With this definition, nodes only influence their nearest neighbors, with all longer-range interactions suppressed. The other extreme is found in the eigenvector centrality, given by
where |ψ 1 is the dominant eigenvector of the adjacency matrix, guaranteed to have positive values by the Perron-Frobenius theorem [42] .
Eigenvector centrality can be interpreted as the result of an iterative voting process.
Other centrality measures based on the iterative voting scheme include the Katz centrality and PageRank . They can be defined, respectively, by M KC = (I I I − Π KC A) −1 , and
, where ∆ is the diagonal matrix given by ∆ ii = max((A |1 ) i , 1). The parameters Π are most naturally interpreted as mediators of the network-distance over which influence can spread. This is most easily seen in the series expression for the Katz centrality (with the PageRank case similar):
(A l ) ij is equal to the number of paths of length l from node i to node j, smaller values of Π KC suppress the influence of longer paths.
If the factors in the Katz centrality power series are given additional inverse factorial weights, we recover a centrality measure closely related to the Estrada communicability metric [22] , which has close connections to statistical physics. The resulting communicability centrality is specified by
where exp(·) represents the matrix exponential function, and we have have introduced the "temperature" parameter Π T , which again controls the range of path lengths the centrality takes into account. In [17] , we found the communicability centrality to give the best match to the generating capacities in the Florida power grid. This centrality also satisfies two very reasonable conditions on assigning influence between nodes i and j: (1) the existence of many paths leads to more influence, due to the presence of the term (A l ) ij , but (2) long paths are suppressed, due to the weights (l! Π
Not all centrality matrices M can be taken to be functions of A. Common examples of centralities that do not take this form are closeness centrality and the betweenness centrality.
The former is given by Eq. (2), while the latter is defined as
Here, g sj counts the number of shortest paths (geodesics) from node s to node j, while n sij counts the number of such paths that pass through i. Finding parameterizations for the closeness and betweenness centralities is not as simple as for the power-series methods. In the following section, we show that both these centralities can be viewed as members of a natural class, which admits a powerful parameterization based on absorbing random walks.
III. WALKER-FLOW CENTRALITIES
A. Correspondence of Centralities based on Shortest paths, Resistor Networks, and Random Walks
Betweenness
Walker-flow centralities constitute a large class of measures that, sometimes surprisingly, includes many of the measures commonly discussed in the literature. The simplest illustration comes from the well-known isomorphism between (1) random walks on networks and (2) the electrical properties of corresponding resistor networks (see, e.g., [43] ). In [26] , Newman re-frames his random-walk centrality in terms of the currents I flowing along network edges, each of which has an equal resistance. The formula for this current-betweenness centrality (CBT) is given in the top-left entry of Table I . There, I sij denotes the current passing through node i when a current I sj is passed into the network at s and flows out of the network at j. The notation here is chosen to reveal the similarity of the centrality measures under discussion. (It is necessary to separately denote the current flowing on an edge from i to j, should such an edge exist. We refer to this edge current as I (i,j) , and in general I ij = I (i,j) .) 
I only flows on geodesic paths:
(physical current) (conditional current) I sj ∝ g sj and I sij ∝ n sij .
The current flow I (a,b) along any network edge (a, b) is determined by Kirchhoff's laws, as applied when edge conductances C kl are taken to equal A kl (allowing for multiedges but not self-edges). This condition is proven in [43] to be mathematically equivalent to a random walker having equal probability to traverse any edge incident on a given node. Such a process gives the same result as the current-betweenness centrality (top-left entry in Table I ), and is also described by the same equation, provided that (a) I sj is taken to be the number of random walks starting on node s and eventually absorbed at j, and (b) I sij is the sum of the walker currents that flow into i during this process: I sij = a I (a,i) θ(I (a,i) ), where θ is the Heaviside step function, and (a, i) is a directed edge incident on i.
In this description, the analogy with standard betweenness centrality [Eq. (5)] is particularly clear: the current-betweenness centrality formula in the top-left entry of Table I is a straightforward variation of the betweenness formula in the top-right entry. The difference between the right and left columns represents the contrast between a centrality (right column) based only on shortest (geodesic) paths, as denoted by n and g , and a centrality (left column) based on currents (or random walks) I that explore the entire network, not just the shortest path. In Section III B, we provide a parameter that can interpolate between these two limits, suggesting that the standard betweenness measure also belongs to the class of walker-flow centralities. [25] . They prove the resulting centrality measure equivalent to the information centrality [44] , whose original definition made no reference to resistor networks. This centrality is given by
where I ij is the current flowing from i to j when a unit potential difference is introduced between those nodes. (The last equality is true by the definition of resistance distance; R eff ij is just the inverse of the current flow from i to j.) Alternatively, starting from the modified closeness centrality (MCL) in the top-right entry of Table II Fig. 1 illustrates the current flow at the core of this centrality.
As with the current-betweenness centrality, the two forms of resistance-closeness centrality above have a simple interpretation in terms of random walks. In [43] , Snell and Doyle prove that I ij = k i P ij , where k i is the degree of node i, the source node of the random walker, and P ij is the escape probability: the probability that the walker will reach j before returning to i.
Again, the right column in Table II only considers shortest paths, as captured by the graph distance d, while the left column considers currents (or random walks) that explore the entire network. In Section III B, we provide a parameter that can interpolate between these two limits, suggesting that the standard closeness measure also belongs to the class of walker-flow centralities. 
I only flows on (physical current) (conditional current) geodesic paths from i to j. Given that the discussed walker-flow centralities can be equivalently described in terms of either resistor networks or random walks, one expects natural parameterizations to take the form of either (a) resistances or (b) walker transition rates. Though these two interpretations are equivalent for our purposes, here we emphasize the latter.
As described in the introduction, the centrality-matching paradigm picks out a "best" parameter value for a given network when matching to given numerical data associated with the nodes. The "best" parameter value is then seen as a measurement of some network property. Thus, it is important to choose a parameter with a clear interpretation as a network property. We focus on parameters that dictate the graph distance over which nodes can influence each other in the final centrality. A reasonable choice is for the parameter to control the probability of the walker's death before reaching the target node j. (We will describe the details of such a parameter Π D in the next section.) Importantly, we restrict our attention to walkers that do not die, leading to a "conditional current" I of walkers. The conditional current I, once substituted for the physical current I in Table I , provides a parameterized version of current-betweenness centrality, the conditional current-betweenness centrality. In 
FIG. 2. Weighted network edge from node a to b in (a) random-walk and (b) resistor-network
descriptions. Case (b) is equivalent to a discrete approximation of a transmission line with constant resistance R and ground conductance G per unit length. Here, the number of intermediary edges,
Identification of the Interpolation Parameter
Even though the two conditional current centralities are different measures, they are both based on the same random-walk dynamics controlled by the same parameter Π D . In the case of the conditional resistance-closeness centrality, the requirement that it reduce to the modified closeness centrality sets a condition on the random walk. It requires that, for weighted networks, the random walk must be sensitive to the weights of edges. This is because the inverse (A ab ) −1 of an edge weight can be associated with the length d (a,b) of that edge [45] , and the shortest distance d ij from i to j-which appears in the definition of modified closeness in Table II -is a sum of such terms.
To incorporate edge lengths (equivalently, inverse weights) into the random walk, we break each edge into a finite number of intermediary edges, connected by fictitious intermediary nodes, with the intention of taking the continuum limit. For example, Fig. 2 (a) shows the edge (a, b) broken into n edge = 8 intermediary edges, connected by n edge − 1 fictitious nodes.
An intermediary edge has weight
In addition to its two connections along the original edge (a, b), each intermediary node has an edge (weight w D ) to the absorbing "death" node. The behavior of w D as n edge → ∞ is taken from an analogy with the lossy transmission line model from electrical power engineering [37] . Fig. 2 (b) depicts the lossy transmission line model with ground conductance per unit length G, line resistance per unit length R, and line inductance and ground capacitance set to zero. The correspondence between electrical networks and random walks [43] then implies that w D = G∆x and w = (R∆x) −1 , where ∆x = d (a,b) /n edge . Consistency with Eq. (7) would imply that R = 1; i.e., that resistance is measured in units of length. Here we keep the R dependence explicit to connect with the engineering literature.
With intermediary edge weights in terms of G, in the continuum limit, we obtain randomwalk transition probabilities p ν over the edges ν incident on a given node a (see Appendix A):
Here, the index µ runs over all edges incident on a, k a is the unweighted degree of a, d ν is the length of edge ν, and N is the number of nodes in the network. The probability of the walker on a dying before successfully crossing an edge is therefore
Eqs. (8) and (9) are parameterized by the combination √ GR, which has units of inverse distance. In the theory of power transmission, √ GR is the inverse attenuation length of voltage signals along a lossy power line with negligible inductance and capacitance [37] . For our purposes, √ GR is the parameter that controls the probability p D (a) of walker death at node a. In the next section, we show that this parameter accomplishes the interpolations described in Tables I and II . Thus, the centrality interpolation parameter is
Eqs. (8) and (9) give sensible results for values of Π D between 0 and ∞. Table III summarizes the limiting values. In the limit Π D → 0, the probabilities correctly reduce to those of a standard random walk. 
Calculating I as a Function of Π D
The entries of Table III are transition probabilities for a single walker step. They do not necessarily reflect what will happen in the random walk taken as a whole. For example, at large Π D , a walker may traverse an edge with probability close to one (as in the bottom-left corner of the table) but may still be overwhelmingly likely to die later on. In such a case, the walker will not contribute to the conditional current I, and hence will not affect the final centrality values. Later in this section, we derive a formula for calculating I based on a walker's complete journey, not just a single step. However, we can already understand the behavior of I at the limits of large and small Π D .
Employing our parameterization, the equations in the top-left entries of both Tables I and   II (Table   II ) and the closeness (as Π D → ∞). To get a sense for why this is the case, take lim Π D →0 .
In this case, the walks correspond to the current flows described in the previous section;
In the other direction, take a random walk with an extremely high Π D , and consider the effects on the the flow of walkers, lim Π D →∞ I(Π D ), from source i to target j. Almost no such walks succeed in escaping from i to j before either returning to i or succumbing to the death probability p D from Table III. Of the walkers that make this escape, the vast majority will have taken walks along geodesics because even a single unnecessary step will incur a steep penalty from Π D . (This is sufficient to show that the current-betweenness centrality reduces to the betweenness centrality.) Fig. 3 illustrates high-Π D and low-Π D conditional current on a network representing the electrical power grid of the U.S. state of Florida [17, 41] . Fig. 4 shows the full range of conditional current behavior as applied to a weighted network of social interactions in a group of kangaroos [38, 39] .
Walker flows in the random-walk picture correspond to currents in the resistor-network picture, so the preceding implies that current will only flow on the shortest path from i to j. If we consider a unit current along this path, the effective resistance is equal to the total voltage drop V ij . Because we take the resistance of an edge to be equal to its length, and we are assuming unit current, the effective resistance R eff is equal to V ij = d ij . Inverting this effective resistance, as in the top-left entry of Table II , results in the formula for modified closeness, as in the top-right entry of Table II . (The reason for using unit current is explained in section III B 3.)
The reduction of the conditional resistance closeness to the closeness and the conditional current betweenness to the betweenness was confirmed numerically for several example networks, as shown in section IV. We note that the reduction would not be possible without splitting weighted edges into intermediate edges and nodes with connections to the death node. If, instead, we aimed to capture edge weights in the random walk by simply increasing the transition probability of the walker to step over a highly weighted edge, walkers would still flow all over the network, not just along geodesics. If we tried to correct this problem by changing the transition probability for long edges to zero, the walker current would not be able to flow along geodesics that contain any long lines. For example, the geodesic in be calculated using the theory of absorbing Markov Chains [46] . Take the random-walk matrix W, whose elements W mn indicate the single-step transition probability from node m to n, and partition it according to a canonical form, which picks out absorbing (Abs) and transient (Trn) nodes. In the present case, there are two absorbing nodes: the first is a sink 
. A key object in the theory of absorbing random walks is the fundamental matrix F, given by
Let the unbolded variable F in stand for the number of times a walker starting on source i can make it to n before being absorbed by the sink. By the properties of the fundamental matrix,
where the sum is over the neighbors of n, and node j is the target of the random walk.
The random-walk formulation can be connected to the current-flow formulation by extrapolating from the well-known [43] isomorphism for the case Π D = 0. In that case, the edge current produced by a unit voltage is proportional to the net number of walker crossings: the number in the forward direction, subtracting the number in the reverse direction.
The proportionality constant is the inverse of the resistance distance, (R 
where every term has an implicit dependence on Π D . The above equation is just the "| j"
conditional version of a well-known connection between walker paths and electric currents (see, e.g., [26] ). Note that this expression for conditional current satisfies Kirchhoff's Current
Law, since the path of any individual walker must do so.
The above can be used to calculate the betweenness currents in the middle-top entry of Table I by summing the edge currents into a given node. This process leads to a parameterized form of the current-betweenness centrality: conditional current-betweenness centrality.
Calculating R eff as a Function of Π D
To naively parameterize the form of the resistance-closeness centrality (M RCC in Table   II) , however, would require the values I ij (Π D ), which cannot be determined from Eq. (14). This is because the absorbing random walk outlined above, for Π D > 0, does not correspond to a physical current, and thus only current ratios are determined. To bridge the gap, we seek to determine which edge resistances-given the same network topology-would reproduce the calculated conditional current as a physical current: I = I. Because only relative conditional current values can be obtained from Eq. (14), it is convenient to set the total conditional current (from i to j) to unity. Define the edge current I ν over edge ν = (a, b) to be I ν = I i(a,b)j /I i j = I i(a,b)j . Even though we are dealing with undirected networks, in what follows it is useful to specify edge directionality explicitly, meaning that I (a,b) = −I (b,a) .
If we could obtain a set of resistances {R 
Unfortunately, the values {R I ν } (and hence, also the value of R eff i j ) are under-determined by the currents in Eq. (14) . This can be seen from the following linear condition on {R I ν } [3] , which is equivalent to Kirchhoff's Voltage Law :
Here, K is the reduced cycle matrix, describing the edges of a maximal collection of independent cycles on the network topology. The index r denotes independent directed cycles, and K r ν is non-zero only for network edges ν participating in cycle r. Thus, the possible edge resistances {R 
Finding {R I ν } that satisfies the above is a standard linear programming problem, and as such, methods such as the simplex method [47] are guaranteed to converge to the unique minimal solution for R eff,min i j if the problem is feasible. Furthermore, the problem is guaranteed to be feasible, as shown in Appendix B. (As a practical matter, the linear programming algorithm struggles to find solutions when conditional currents I ν become too small. The difficulty is overcome by removing low-current edges from the network, since they do not contribute to R eff,min anyway.) Finally, the solution of the linear programming problem in Eq. (17),
given conditional currents calculated from Eq. (14), lead to a parameterized form of the resistance-closeness centrality of Table II : the conditional resistance-closeness centrality.
Reach Vs. Grasp: the Meaning of Π D
In summary, we have shown that the parameter Π D interpolates between the leftmost and rightmost columns in Tables I and II. The transition is from current-betweenness centrality at Π D = 0 to betweenness centrality as Π D approaches ∞ (Table I) , and from resistancecloseness centrality at Π D = 0 to the modified closeness centrality as Π D approaches ∞ (Table II) . The new centralities that interpolate between these limits may be called conditional walker-flow centralities. The measures in Table I are connected to each other by the same random-walk process that connects the seemingly disparate measures in Table II , suggesting that walker-flow centrality is a natural class. The transition from physical current at lim Π D →0 to conditional current at Π D > 0 is illustrated in Fig. 1 .
In some sense, Π D controls the suppression of long-distance influence in the network, but it does so in a very different way from the communicability centrality's "temperature parameter" Π T . Regardless of the parameter value, the centrality may still take very long paths into account, so long as they are geodesics in the network. In the high Π D limit, the presence of the geodesic path counts g ij and geodesic distances d ij can incorporate influence between highly distant pairs of nodes i and j. Instead of-like Π T from Eq. (4)-tuning the distance over which nodes can influence each other, Π D tunes the centrality's deviation from optimal (shortest) paths between nodes at all possible graph distances from each other.
The distinction between Π T 's and Π D 's effects on centrality might be termed "reach" vs.
"grasp." We plan to explore this topic in future research. 
IV. CONDITIONAL WALKER-FLOW CENTRALITY RESULTS

A. Results on example networks
We now apply the conditional current centralities developed in the previous section to several networks, demonstrating the limits in Tables I and II in, e.g., Fig. 5 , are not monotonic in Π D is that betweenness is a limited resource: it may be that the more conditional current I that passes through one node, the less I will pass through another. Thus the conditional current-betweenness centrality behavior on a complex network does not result in a simple curve.
The second network under consideration is Zachary's karate club [40] . Thus, unlike the two kangaroo network nodes discussed previously, the two club officials' high centrality rank does not require a sensitive resolution level. by the geographical distance between a and b, as in [49] .
In both the weighted and unweighted cases, a single node (marked with a triangle in node in question does find itself in a bottleneck region of the network, it also has unusually long connections which link geographically different regions of the graph. In fact, this node lies at the intersection of multiple communities in high-modularity partitions of the power grid network by different methods [49, 50] . Our interpolation method has some similarity to the hierarchical, divisive edge-removal partitioning algorithm described in Ref. [51] . We therefore speculate that the pronounced maximum for the centrality of this node, shown in Finally, we note that in our results-to make connections with future publications-we have used modified closeness rather than the original closeness measure [Eq. (6) ]. However, we obtain the same limiting behavior for closeness centrality with straightforward changes in the definitions in the resistance-closeness and conditional resistance-closeness centralities.
For example, instead of c
, as indicated by Table II , we could use c
) and obtain the original closeness in the high Π D limit. The shortest path goes through node 1, with a weighted length of 1.481. The paths through 2 and 3 have weighted lengths of 1.486 and 1.483, respectively. For comparison, the path that goes directly from 0 to the target node has a weighted length of 1.6. At Π D = 66, the centralities can resolve length differences between the direct 0-to-target path and the other three paths. However, it cannot yet resolve the smaller differences between the paths through 1, 2, and 3, so these three paths have nearly equal values of I. As the parameter value increases to Π D = 601, the centralities begin to distinguish between these three paths, and I through node 2 is eliminated. As Π D grows even larger, all of I will pass through the node-1 path, which is the shortest in the network.
In the case of the resistance-closeness centrality for unweighted networks, we make use of this resolution-tuning effect to accomplish the convergence with the closeness centrality at large Π D values. Since unweighted networks generally have multiple equal length (degen- Note that we do not add the random noise when calculating the conditional currentbetweenness centrality, since in that case, degenerate paths must be included for the centrality to correctly reduce to the betweenness centrality.
Degenerate and semi-degenerate paths
In addition to the approximately degenerate paths distinguished by Π D , the conditional walker-flow centralities exhibit non-trivial behavior in the presence of degenerate and semidegenerate paths. (We consider two paths semi-degenerate if they have the same weighted length but different unweighted lengths.) In the case of degenerate paths, at large Π D the conditional current betweenness reproduces the potentially huge combinatorial weighting that is a consequence of the definition of the standard betweenness centrality. In the case of semi-degenerate paths, convergence to the betweenness centrality sometimes requires a slight modification to the walk matrix W used to calculate I in Eqs. (11) (12) (13) (14) . See further details in Appendix C. Unlike in the case of the parameter Π T in the communicability centrality, the parameter Π D does not tune the graph distance across which nodes can influence each other. Instead, it tunes the centrality's preference for geodesic paths when assigning influence. In future work, we will investigate other forms of influence-distance tuning within the walker-flow paradigm.
In particular, we will investigate the case of random walks that are not conditioned on successful absorption at a given node. In this scenario, the tuning parameter again controls the graph distance over which influence attenuates, rather than affecting preference for geodesic paths. We will also develop techniques to quantify and classify the two kinds of centrality parameterizations: reach parameters control the distance along which influence can spread, and grasp parameters control the preference for geodesic paths (regardless of the distance). Consider the absorbing random walk on a chain of n edge − 1 intermediary nodes depicted in Fig. 2(a) . The situation describes a random walker attempting to cross a long edge (a, b) with constant death probability at every intermediary node. The walker begins on the first node to the right of a and can absorb on a (transmission failed), b (transmission succeeded), and the "death" node (walker died). Here, the difference between transmission failure and walker death is that, in the former case, the walker can try again: a new transmission attempt will start on some edge (a, k). Standard random-walk dynamics require that the death probability at every intermediary node be p = w D /(w D + 2w), while the probability of moving along each of the two intermediary edges is w/(w D + 2w).
The probability of successful transmission p T (a, b) in a single attempt is found using standard methods [52] . We solve the following linear difference relation of p T ;k , the probabilities of transmission given a start on intermediary node k:
Let k = 0 correspond to node a and k = n edge correspond to node b. The boundary conditions become p T ;0 = 0, p T ;n edge = 1. This leads to
To obtain the continuum limit, n edge will increase to infinity. Therefore, w and w D must be described in terms of quantities per unit length. Analogy with the lossy transmission line model from power engineering [37] suggests these quantities to be the ground conductance per unit length G and the line resistance per unit length R. The correspondence between electrical networks and random walks [43] then implies that w D = G∆x and w = (R∆x) −1 ,
Expansion in terms of ∆x results in
Reversing the boundary conditions results in p R (a, b), the probability that the walker will return to a before reaching b:
As remarked earlier, p T (a, b) and p R (a, b) describe only a single attempt at transmission over the edge (a, b). The final transmission probability p (a,b) can include failed attempts to reach any nearest neighbor of a; so long as the walker returns to a rather than dying, it can try again. What matters is that the ultimately successful transmission occurs over (a, b).
This reasoning is captured in the recursive equation
Here, the sum is over nearest neighbors of a and the factor of k −1 a comes from the random choice of the first edge the walker attempts to cross.
Solving the linear equation (A5) for p (i,j) and substituting the lowest-order terms from Eqs. (A3) and (A4) results in
Note that the dependence on the granularity parameter ∆x has canceled out. This cancellation further justifies the use of the physically-motivated parameters G and R in the per-step death probability p: the cancellation does not occur if we instead choose a constant death probability per unit length.
A final consideration is that Eq. (A6) leads to unwanted behavior in the case of unweighted networks with degenerate (equal length) paths. Fig. 15 (left) shows the conditional current I in a simple example-network for large values of Π D = √ GR. The figure illustrates that while I is restricted to geodesics, it is smaller for paths that include higher-degree nodes.
The solution is to replace all non-edges in the network with edges of infinite length. In effect, this gives all nodes the same unweighted degree of N − 1. As a result, degenerate geodesics will share equal conditional currents, as shown in Fig. 15 (right) . (However, we continue to use k a to refer to the original unweighted degree of node a: k a = l∼a 1.) With this change, Eq. (A6) becomes
which leads to Eqs. (8) and (9) . (Because this is a cycle, nodes l and l + m are equivalent.) The previous statement, in light of Eq. (14), becomes
for all l ∈ [k, k + m − 1]. Here, T is substituted from Eq. (8), from which we define any of the kn nodes compatible with the position of i 3 in the figure. In the other extreme, at low Π D , the conditional current is more evenly shared. At Π D = 0, the conditional current becomes identical with the physical current on the corresponding resistor network. In the large n limit, this means that I through i 3 is identical to I through i 2 , while I through i 1 is k times as large.
Semi-Degenerate Paths
Consider two paths of the same weighted length d path from source i to target j, and calculate I in the high Π D limit. If the two paths also have the same unweighted length, I will be equal on the two paths. However, if the paths have different unweighted lengths (are semidegenerate), I will not be equal. This can be seen from the formula for transition probability along edge ν [Eq. (8) ] which, in the high Π D limit, reduces to p ν = exp(−Π D d ν )/(N − 1).
In this limit, the conditional current I path along a (weighted) shortest path is proportional to the product of edge transition probabilities along the path. Therefore,
where n path is the number of non-fictitious nodes along the path.
Eq. (C1) means that, in the high Π D limit, while conditional current will flow along a path if and only if it is a weighted shortest path, more conditional current will flow along the paths that involve the fewest nodes. Occasionally, this can lead to conditional current betweenness failing to converge to betweenness in the high Π D limit. The only example of this in our numerical studies can be seen in Fig. 5 , where in the bottom right corner, one datapoint indicating non-zero betweenness does not match up with the corresponding conditional current betweenness curve, which goes to zero. However, this does not significantly affect the correlation with the standard betweenness; see Fig. 13 (a).
In principle, this convergence problem for semi-degenerate paths can only occur in weighted networks (in unweighted networks d path = n path ). Furthermore, it cannot occur for continuously weighted networks, such as the Florida power-grid network, because it is overwhelmingly unlikely that two different paths would have precisely the same weighted length. For the same reason, the convergence of the conditional resistance distance is unaffected, since in this case the addition of a small amount of random noise effectively creates a continuously weighted network. Of all realistic networks, the problem primarily occurs in networks with integer edge lengths (up to a constant factor). One way around this difficulty is to introduce macroscopic intermediary nodes such that, with the new nodes, every edge has length one. However, finding a single version of our conditional current that gives correct results for all types of weighted networks is a priority for future research.
The conditional walker-flow centralities also prefer shorter unweighted paths in the case of merely approximate semi-degeneracy, though this does not affect convergence to the limiting centralities (betweenness, current betweenness, closeness, and resistance closeness).
Consider a network with only two paths from i to j; path 1 has a slightly longer weighted length than path 2, but a shorter unweighted length. The two paths are thus approximately semi-degenerate. When Π D is low enough that the difference between the two weighted lengths cannot be resolved, path 1 will carry more conditional current I. As the centrality's resolution increases with Π D , more and more of the conditional current will flow along path 2. At some value of Π D , I will be equal across the two paths. At this point, the effective resistance R eff,min i,j will be lowest because I mimics current flow for two resistors in parallel.
In networks with more than two paths, a similar phenomenon causes the small spikes in nodes' resistance closeness, as can be seen in Figs. 6 and 10.
