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Kurzfassung
Die vorliegende Arbeit bescha¨ftigt sich mit der Berechnung der Sicherheit
von Strukturen mit sowohl geometrisch als auch physikalisch nichtlinearem
Verhalten.
Die Berechnung der Versagenswahrscheinlichkeit einer Struktur mit Hil-
fe von Monte-Carlo-Simulationsmethoden erfordert, dass die Funktion der
Strukturantwort implizit berechnet wird, zum Beispiel durch nichtlineare
Strukturanalysen fu¨r jede Realisation der Zufallsvariablen. Die Struktur-
analysen bilden jedoch den Hauptanteil am Berechnungsaufwand der Zu-
verla¨ssigkeitsanalyse, so dass die Analyse von realistischen Strukturen mit
nichtlinearem Verhalten durch die begrenzten Computer-Ressourcen stark
eingeschra¨nkt ist.
Die klassischen Antwortfla¨chenverfahren approximieren die Funktion der
Strukturantwort oder aber die Grenzzustandsfunktion durch Polynome nied-
riger Ordnung. Dadurch ist fu¨r die Auswertung des Versagens-Kriteriums nur
noch von Interesse, ob eine Realisation der Basisvariablen innerhalb oder au-
ßerhalb des von der Antwortfla¨chenfunktion gebildeten Raumes liegt – die
Strukturanalyse kann dann entfallen. Die Versagenswahrscheinlichkeit kann
anschließend mittels eines beliebigen Monte-Carlo-Simulationsverfahrens auf
der Basis der approximierenden Funktion ermittelt werden.
Bei stark nichtlinearen Grenzzustandsfunktionen versagt die polynomiale
Approximation. Durch die Ermittlung der Koeffizienten mittels Regression
werden die eigentlich exakt ermittelten Stu¨tzstellen nur na¨herungsweise ap-
proximiert. Der dabei entstehende Anpassungsfehler kann unter Umsta¨nden
das Approximationsergebnis unbrauchbar machen.
Das directional sampling neigt bei Problemen mit vielen Zufallsvariablen
zu einem systematischen Fehler, da insbesondere fu¨r Grenzzustandsfla¨chen
niedrigerer Ordnung als die Anzahl der Zufallsvariablen nur wenige Simu-
lationen auf diesen liegen und somit die Versagenswahrscheinlichkeit durch
die Kreissegmentapproximation unterscha¨tzt wird. Das adaptive importance
directional sampling dagegen beseitigt diesen Fehler, verschenkt jedoch Infor-
mationen u¨ber den Verlauf der Grenzzustandsfunktion, da die aufgefundenen
Stu¨tzstellen aus den vorangegangenen Simulationsla¨ufen nicht beru¨cksichtigt
werden ko¨nnen.
Aus diesem Grund erscheint eine Kombination beider Simulationsverfah-
ren und eine Interpolation mittels einer Antwortfla¨che geeignet, diese Proble-
me zu lo¨sen. Dies war die Motivation fu¨r die Entwicklung eines Verfahren der
adaptiven Simulation der Einheitsvektoren und anschließender Interpolation
der Grenzzustandsfunktion durch eine Antwortfla¨chenfunktion.
Dieses Vorgehen stellt besondere Anforderungen an die Antwortfla¨chen-
V
funktion. Diese muss flexibel genug sein, um stark nichtlineare Grenzzu-
standsfunktionen beliebig genau anna¨hern zu ko¨nnen. Außerdem sollte die
Anzahl der verarbeitbaren Stu¨tzstellen nicht begrenzt sein. Auch ist zu beru¨ck-
sichtigen, dass die Ermittlung der Stu¨tzstellen auf der Grenzzustandsfunktion
nicht regelma¨ßig erfolgt. Die in dieser Arbeit entwickelten Methoden der loka-
len Interpolation der Grenzzustandsfunktion durch Normalen-Hyperebenen
bzw. sekantialen Hyperebenen und der sowohl lokalen als auch globalen In-
terpolation durch gewichtete Radien erfu¨llen diese Anforderungen.
Die adaptive Simulation der Einheitsvektoren mit anschließender Inter-
polation der Grenzzustandsfunktion mittels der entwickelten Interpolations-
funktionen erwies sich als eine robuste Methode zur Berechnung von Versa-
genswahrscheinlichkeiten und verbindet die Vorteile des directional sampling,
des importance sampling und der Antwortfla¨chenverfahren.
Vorzugsweise muss die Interpolation im Standardnormalraum erfolgen.
Generell wurde vorausgesetzt, dass das Systemverhalten zeitunabha¨ngig ist
und eine mo¨gliche Vorscha¨digung der Struktur vernachla¨ssigt werden kann.
Ein Interpolationsfehler kann durch die Suche weiterer Grenzzustands-
punkte in einem nachtra¨glichen Simulationslauf abgescha¨tzt werden. An-
schließend kann der Interpolationsfehler definiert werden als der Scha¨tzer
der zusa¨tzlichen Stichproben fu¨r den Betrag der Differenzen der bedingten
Versagenswahrscheinlichkeiten in den Grenzzustandspunkten und in den ent-
sprechenden Schnittpunkten der Richtungsvektoren mit der Antwortfla¨chen-
funktion. Daru¨ber hinaus kann eine Konvergenzordnung des Interpolations-
fehlers in einer gewa¨hlten Norm eines Sobolew-Raumes angegeben werden.
Die Bestimmung der Grenzzusta¨nde von Strukturen mit sowohl geome-
trisch als auch physikalisch nichtlinearem Verhalten erfolgte mittels der Finite-
Elemente-Methode. Dazu wurde ein geometrisch nichtlineares Schalenele-
ment weiterentwickelt. In einer herko¨mmlichen Formulierung eines lokalen
Koordinatensystems in den Finite-Elemente-Knoten treten numerische
Schwierigkeiten bei der Stabilita¨tsanalyse und in geometrisch nichtlinearen
Berechnungen auf. Durch eine alternative Festlegung des Koordinatensy-
stems kann das finite Schalenelement auch in derartigen Analysen angewen-
det werden. Die entstehende Element-Steifigkeitsmatrix ist sowohl auf globa-
le als auch auf lokale Knoten-Freiheitsgrade bezogen. Ein Basiswechsel mit
Koordinatentransformation wurde verwendet, damit das vorgestellte finite
Schalenelement auch in Verbindung mit anderen finiten Elementen benutzt
werden kann.
Bei der Auswahl des effizientesten Verfahrens zur Bestimmung der Ver-
sagenswahrscheinlichkeit mu¨ssen immer die Besonderheiten der Analyse der
Strukturantwort und die Art des Grenzzustandes beru¨cksichtigt werden. Es
konnte gezeigt werden, dass das entwickelte adaptive Interpolationsverfah-
ren besonders gut fu¨r die Berechnung der Versagenswahrscheinlichkeit von
großen Strukturen mit stark nichtlinearem Verhalten geeignet ist.
VI
1Einleitung
1.1 Problemstellung
Neben der Gewa¨hrleistung der Funktionstu¨chtigkeit ist auch die Beurtei-
lung der Sicherheit einer Tragstruktur eine der wichtigsten Ingenieurauf-
gaben. Sicherheit la¨sst sich quantifizieren als die Wahrscheinlichkeit, mit
der die Einwirkungen die Beanspruchbarkeit einer Struktur wa¨hrend der ge-
samten Lebensdauer nicht u¨berschreiten. U¨blicherweise wird aber nicht das
Maß der Sicherheit, sondern das Komplement, die Versagenswahrscheinlich-
keit, berechnet. Da sich die Gro¨ßen, die Einwirkungen und Beanspruchbar-
keit charakterisieren, nicht deterministisch festlegen lassen, mu¨ssen sie als
zufa¨llig streuende Variablen (Basisvariablen) modelliert werden. Zu beru¨ck-
sichtigende Basisvariablen sind ha¨ufig Lasten, mechanische Materialeigen-
schaften, geometrische Gro¨ßen, Lagerungsbedingungen und Imperfektionen.
In Abha¨ngigkeit von der jeweiligen Problemstellung kann es auch notwendig
sein, eine ra¨umliche Verteilung (Zufallsfeld) oder auch eine zeitliche Vertei-
lung (stochastischer Prozess) der Basisvariablen zu beru¨cksichtigen. Beide
Verteilungsformen werden hier nicht behandelt. Die Betrachtung erfolgt fu¨r
zeitunabha¨ngige Probleme.
Es werden verschiedene Stufen der Zuverla¨ssigkeitsanalyse – nach Euro-
code 1 Level I bis III genannt – unterschieden. Die Stufe I entspricht dem
Stand aktueller Normung. In dieser werden charakteristische Werte fu¨r die
Einwirkungs- und Widerstandsgro¨ßen und deren Erho¨hung beziehungsweise
Abminderung mit Sicherheitsbeiwerten vorgeschrieben.
Die bekanntesten Verfahren der Stufe II sind die Zuverla¨ssigkeitsverfahren
erster und zweiter Ordnung. Einen kurzen U¨berblick u¨ber diese Verfahren
bietet der Abschnitt 2.3.
Als Level III-Methoden werden solche bezeichnet, die unter Beru¨cksichti-
gung der gemeinsamen Verteilung der Basisvariablen und ohne Approxima-
tion des Integrationsbereiches das Integral der gemeinsamen Dichtefunktion
der Zufallsvariablen u¨ber den Versagensbereich auswerten. Direkte numeri-
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2sche Integrationsverfahren, aber auch adaptive numerische Integrationsver-
fahren sind nur bei der Verwendung weniger Zufallsgro¨ßen effizient. Bei sehr
vielen Zufallsgro¨ßen sind im Allgemeinen die Monte-Carlo-Verfahren effizi-
enter.
1.2 Verwendete Methoden und Verfahren
Unter der Vielzahl der entwickelten varianzmindernden Simulationsverfahren
werden nur die kurz erla¨utert, die in der vorliegenden Arbeit Verwendung
finden. Abschnitt 2.5 dokumentiert die verwendeten Simulationsverfahren.
Ein Kompromiss zwischen Genauigkeit und Recheneffizienz wird durch
die Approximation oder Interpolation einer Strukturantwort in den soge-
nannten Antwortfla¨chenverfahren erreicht. Der Grundgedanke besteht in der
Approximation der wahren Grenzzustandsfunktion der Strukturantwort durch
eine einfach gewa¨hlte Funktion. Stu¨tzstellen fu¨r die Approximation werden
durch im Allgemeinen aufwendige Finite-Elemente-Berechnungen in mo¨g-
lichst geringer Anzahl bestimmt. Die Versagenswahrscheinlichkeit kann an-
schließend mittels eines beliebigen Level III-Verfahrens auf der Basis der ap-
proximierenden Funktion (Antwortfla¨che) ermittelt werden. Die klassischen
Antwortfla¨chenverfahren werden im Abschnitt 4.2 besprochen.
1.3 Entwickelte Verfahren zur Berechnung der
Versagenswahrscheinlichkeit
Die im Rahmen dieser Arbeit entwickelten effizienteren Interpolationsverfah-
renverfahren werden ausfu¨hrlich im Kapitel 4 vorgestellt und beschrieben.
Diese Verfahren interpolieren die Grenzzustandsfunktion und nicht die Funk-
tion der Strukturantwort durch gewichtete Radien und durch Hyperebenen.
Zudem wird die Suche der Interpolationsstu¨tzstellen adaptiv verbessert.
Die Bestimmung der Grenzzusta¨nde von Strukturen mit sowohl geome-
trisch als auch physikalisch nichtlinearem Verhalten mit Hilfe der Finite-
Elemente-Methode wird im Kapitel 3 beschrieben. Bei der Auswahl des effizi-
entesten Verfahrens zur Bestimmung der Versagenswahrscheinlichkeit mu¨ssen
immer die Besonderheiten der Analyse der Strukturantwort und die Art des
Grenzzustandes beru¨cksichtigt werden. Wie im Abschnitt 3.4 gezeigt wird,
sind das adaptive directional sampling in Verbindung mit den in dieser Ar-
beit entwickelten Interpolationsverfahren besonders gut fu¨r die Berechnung
der Versagenswahrscheinlichkeit von Strukturen mit nichtlinearem Verhalten
geeignet. In diesem Sinne wird in der vorliegenden Arbeit versucht, eine Ver-
bindung zwischen den hochentwickelten Simulationstechniken der Stochastik
und den Methoden der Analyse großer nichtlinearer Strukturen zu schaffen.
2Zuverla¨ssigkeitsanalyse
2.1 Formulierung der Versagenswahrschein-
lichkeit fu¨r zeit-invariantes Strukturver-
halten
In der Zuverla¨ssigkeitsanalyse ist das Systemverhalten im Bereich des Grenz-
zustandes einer Struktur besonders bedeutend. Der Versagenszustand ist de-
finiert durch eine deterministische Grenzzustandsfunktion
g(x) = g(x1, x2, . . . , xn) ≤ 0 (2.1)
(vgl. Abbildung 2.1) in Abha¨ngigkeit einer jeweiligen Realisation der Basis-
variablen x. Jedem Punkt des n-dimensionalen Raumes mit den Koodinaten
x1, x2, . . . , xn ist eine Wahrscheinlichkeitsdichte zugeordnet. Die Versagens-
wahrscheinlichkeit eines Systems ist gegeben durch
P (F ) = P [X : g(X) ≤ 0] =
∫
n. . .
∫
g(x)≤0
fX(x)dx (2.2)
worin fX(x) die gemeinsame Dichtefunktion der Basisvariablen X ist. Richt-
werte fu¨r die akzeptierte Versagenswahrscheinlichkeit legt zum Beispiel der
EC1 (1994) fest. Demnach sind, z.B. in Bezug auf eine Nutzungsdauer von
einem Jahr, fu¨r den Verlust der Gebrauchstauglichkeit Versagenswahrschein-
lichkeiten von P (F ) = 10−3 und fu¨r Kollapsversagen P (F ) = 10−6 akzepta-
bel.
In der Regel sind die Dichtefunktionen so kompliziert, dass eine geschlos-
sene Integration der Gleichung (2.2) nur in einigen Ausnahmefa¨llen mo¨glich
ist. Sind z.B. alle X normalverteilt und ist g(x) eine lineare Funktion, so ist
dies gegeben. Direkte numerische Integrationsverfahren, zum Beispiel Davis
und Rabinowitz (1984) und Scraton (1984), aber auch adaptive numerische
3
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x1
x(  )g
f x(  )X
xg (  ) = 0
x2
   
Abbildung 2.1: fX(x): Gemeinsame Dichtefunktion der Basisvariablen, g(x):
Funktion der Strukturantwort, g(x) = 0: Grenzzustandsfunktion.
Integrationsverfahren, zum Beispiel Genz (1991), Van Dooren und De Rid-
der (1976) sowie Stroud (1971), sind nur bei der Verwendung weniger Zu-
fallsgro¨ßen effizient, da der Rechenaufwand anna¨hernd mit der n-ten Potenz
ansteigt. Ouypornprasert (1987) gibt fu¨r die effektive Nutzung von Integra-
tionsverfahren eine Grenze von n ≤ 10 an. Sollen mehr als n = 10 Basisva-
riablen verwendet werden, sind im Allgemeinen die Approximationsverfahren
(siehe Abschnitt 2.2 und 2.3 und Kapitel 4) und bei sehr vielen Zufallsgro¨ßen
die Monte-Carlo-Verfahren (siehe Abschnitt 2.4 und Abschnitt 2.5) effizien-
ter. Objektive Vergleiche der verschiedenen Verfahren zur Berechnung der
Versagenswahrscheinlichkeit finden sich z.B. in Ouypornprasert (1988) sowie
in Ayyub und Haldar (1984). Die Eignung der verschiedenen varianzmin-
dernden Monte-Carlo-Simulationen werden z.B. in Engelund und Rackwitz
(1993) sowie Bayer (1999) diskutiert.
2.2 Methode der zweiten Momente erster Ordnung 5
2.2 Methode der zweiten Momente erster Ord-
nung
In der Methode der zweiten Momente erster Ordnung1 wird die Grenzzu-
standsfunktion g(x) in einem beliebigen Punkt x0 durch eine Taylor-Reihe
g(x) = g(x0) +
n∑
i=1
∂g
∂xi
∣∣∣∣∣
x=x0
(xi − x0i)+
+
1
2
n∑
i=1
n∑
j=1
∂2g
∂xi∂xj
∣∣∣∣∣
x=x0
(xi − x0i)(xj − x0j) + . . . (2.3)
entwickelt. Diese sehr einfache Mo¨glichkeit, um zu einer Na¨herungslo¨sung fu¨r
die Versagenswahrscheinlichkeit (2.2) zu kommen, wurde von Cornell (1969)
eingefu¨hrt. Der Erwartungswert des Sicherheitsabstandes Z = g(X) errech-
net sich fu¨r einen Abbruch der Taylor-Reihe nach dem quadratischen Glied
aus
E[Z] = E[g(X)] = g(x0) +
n∑
i=1
∂g
∂xi
∣∣∣∣∣
x=x0
E[Xi − x0i]+
+
1
2
n∑
i=1
n∑
j=1
∂2g
∂xi∂xj
∣∣∣∣∣
x=x0
E[(Xi − x0i)(Xj − x0j)]
und fu¨r einen Abbruch der Taylor-Reihe nach dem linearen Glied aus
E[Z] = E[g(X)] = g(x0) +
n∑
i=1
∂g
∂xi
∣∣∣∣∣
x=x0
E[Xi − x0i]
Wird fu¨r den Entwicklungspunkt x0 = X¯ gewa¨hlt, ergibt sich der Erwar-
tungswert von Z zu
E[Z] = g(x0)
und die Varianz fu¨r einen Abbruch der Taylor-Reihe nach dem linearen Glied
zu
σ2Z = E[(Z − Z¯)2]
= E
( n∑
i=1
∂g
∂xi
∣∣∣∣∣
x=X¯
(Xi − X¯)
)2
=
n∑
i=1
n∑
j=1
∂g
∂xi
∂g
∂xj
∣∣∣∣∣
x=X¯
E[(Xi − X¯)(Xj − X¯)]
1engl.: first-order second-moment analysis
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Mit der Annahme, dass die Verteilungsfunktion FZ(z) durch eine Normal-
verteilung
FZ(z) = Φ
(
z − Z¯
σZ
)
angena¨hert werden kann, ergibt sich die Versagenswahrscheinlichkeit (2.2) zu
P˜ (F ) = P˜ [Z ≤ 0] =
∫ 0
−∞
fZ(z)dz = FZ(0) = Φ
(−Z¯
σZ
)
= Φ(−β) (2.4)
Die Linearisierung um den Mittelwert fu¨hrt allerdings im Allgemeinen nicht
zum kleinsten Sicherheitsindex β und ist nur einsetzbar, wenn die Nichtlinea-
rita¨t von g(X) gering ist oder wenn der wahrscheinlichste Versagenspunkt in
der Na¨he des Mittelwertes liegt. Eine Linearisierung der Grenzzustandsfunk-
tion an dem wahrscheinlichsten Versagenspunkt fu¨hrt zu einer Verbesserung
der Abscha¨tzung der Versagenswahrscheinlichkeit (2.2). Dieser Punkt kann
iterativ gefunden werden (siehe Rackwitz und Fiessler (1978)).
2.3 Zuverla¨ssigkeitsverfahren erster und zwei-
ter Ordnung
Die Zuverla¨ssigkeitsverfahren erster und zweiter Ordnung2 approximieren die
Grenzzustandsfunktion im Bemessungspunkt, dem Punkt ho¨chster Wahr-
scheinlichkeitsdichte, durch eine lineare bzw. quadratische Funktion und lie-
fern eine Abscha¨tzung des Integrals (2.2) (siehe zum Beispiel Shinozuka
(1983), Hasofer und Lind (1974)). Urspru¨nglich sind die Zuverla¨ssigkeitsver-
fahren erster und zweiter Ordnung fu¨r eine Erweiterung der Methoden der
zweiten Momente erster Ordnung entwickelt worden. Im Gegensatz zu diesen
werden aber die Verteilungsfunktionen nicht nur durch die ersten und zweiten
Momente angena¨hert. Die Zuverla¨ssigkeitsverfahren erster und zweiter Ord-
nung sind nur gu¨ltig fu¨r unkorrelierte, standardisierte und normalverteilte
Zufallsvariablen. Andere Variablen sind zuna¨chst mit Hilfe z.B. des Nataf-
Modells zu transformieren (Nataf (1982), Liu und Der Kiureghian (1986)).
Die korrelierten normalverteilten Zufallsvariablen Yi erha¨lt man somit durch
Yi = Φ
−1(FXi(xi)) ; i = 1 . . . n
aus den korrelierten nicht-normalverteilten Zufallsvariablen Xi. Die Koeffi-
zienten der Kovarianzmatrix CYY ko¨nnen iterativ aus der Kovarianzmatrix
CXX ermittelt werden, so dass sich die unkorrelierten und standardnormal-
verteilten Zufallsvariablen aus der Transformation
U = L−1Y
2engl.: first and second order reliability methods
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berechnen lassen, wobei L sich aus der Cholesky-Zerlegung von CYY
CYY = LL
T
ergibt. Im Standard-Normalraum u ist der Bemessungspunkt u∗ der Punkt
auf der Grenzzustandsfunktion g(x(u)) = 0, der den ku¨rzesten Abstand β
zum Koordinatenursprung besitzt:
u∗ : uTu→ min; g(x(u)) = 0
Dies fu¨hrt zur Lagrange-Funktion
L = uTu + λg(u)→ min
Der Punkt u∗ la¨sst sich somit durch u¨bliche nichtlineare Optimierungsver-
fahren lokalisieren. Wird die Grenzzustandsfunktion g(u), entsprechend der
Taylor-Serie (2.3), am Bemessungspunkt u∗ und nur mit dem linearen Glied
entwickelt, ergibt sich die Versagenswahrscheinlichkeit der Gleichung (2.4).
Diese ist exakt, wenn g(u) linear ist.
Die Ungenauigkeit infolge der Linearisierung soll durch die Zuverla¨ssig-
keitsverfahren zweiter Ordnung verbessert werden. Hier wird die Grenzzu-
standsfunktion durch eine Fla¨che zweiter Ordnung im Bemessungspunkt an-
gena¨hert. Es gibt verschiedene Ansa¨tze hierzu (z.B. Tvedt (1983)). Breitung
(1984) gibt fu¨r die Versagenswahrscheinlichkeit die Na¨herungsformel
P˜ (F ) = Φ(−β)
[
n−1∏
i=1
(1− βκi)
]− 1
2
an, wobei κi die i-te Hauptkru¨mmung der Grenzzustandsfunktion g(u
∗) = 0
am Entwicklungspunkt ist. Diese Na¨herungslo¨sung strebt mit gro¨ßer wer-
dendem Sicherheitsindex β asymptotisch gegen die exakte Lo¨sung. Die Ver-
sagenswahrscheinlichkeit wird fu¨r β → ∞ exakt ermittelt. Allerdings liegen
realistische Werte des Sicherheitsindexes im Bereich von 3 bis 5. Desweiteren
kann der Aufwand zur Berechnung der zweiten Ableitungen der Grenzzu-
standsfunktion am Entwicklungspunkt erheblich sein.
Die Zuverla¨ssigkeitsverfahren erster und zweiter Ordnung haben zwei we-
sentliche Nachteile, die zu einer Fehleinscha¨tzung der tatsa¨chlichen Sicherheit
fu¨hren ko¨nnen. Zum einen ko¨nnen die Abweichungen infolge einer erforder-
lichen Approximation bei stark gekru¨mmten Grenzzustandsfunktionen sehr
groß sein, insbesondere bei hoher Dimension n. Zum anderen ist es mo¨glich,
dass es keinen eindeutigen Bemessungspunkt gibt, zum Beispiel bei einer zum
Ursprung symmetrischen Grenzzustandsfunktion oder bei einer aus mehre-
ren Teilfunktionen zusammengesetzten Grenzzustandsfunktion, etwa bei Be-
trachtung des Systemversagens mehrerer Komponenten. Eine Abscha¨tzung
des Fehlers bieten diese Verfahren nicht. Eine Fehlerabscha¨tzung und Ver-
besserung des Ergebnisses durch Simulation erfolgt bei Hohenbichler und
Rackwitz (1988).
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2.4 Monte-Carlo-Simulation
Die Lo¨sung des Integrals (2.2) durch Simulation wird als Monte-Carlo-In-
tegration bezeichnet. Die Monte-Carlo-Simulation eignet sich ausgezeichnet
zur numerischen Auswertung von mehrdimensionalen Integralen. Mit der
Einfu¨hrung einer Indikatorfunktion
I(g(x)) =
{
0 : g(x) > 0
1 : g(x) ≤ 0
ergibt sich fu¨r die Versagenswahrscheinlichkeit
P (F ) =
∫ ∞
−∞
. . .
∫ ∞
−∞
I(g(x))fX(x)dx (2.5)
Somit kann die Versagenswahrscheinlichkeit als Erwartungswert der Indika-
torfunktion betrachtet werden:
P (F ) = E[I(g(x))] (2.6)
Der statistische Mittelwert
P¯ (F ) ≈ 1
N
N∑
i=1
I(g(xi)) (2.7)
mit N Realisationen der Basisvariablen xi ist ein erwartungstreuer Scha¨tzer
der Gleichung (2.6). Das Verfahren beruht darauf, dass Realisationen xi der
Lasten, der mechanischen Eigenschaften des Materials, geometrischen Gro¨ßen
usw. simuliert werden und dass fu¨r jede dieser Realisationen eine nichtlinea-
re Strukturanalyse durchgefu¨hrt und u¨berpru¨ft wird, ob die Realisation im
Versagensbereich liegt. Der Erwartungswert der Varianz des Scha¨tzers ist
σ2P¯ (F ) = E[(P¯ (F )− E[P¯ (F )])2]
= E[(P¯ (F ))2 − 2P¯ (F )E[P¯ (F )] + (E[P¯ (F )])2]
= E[(P¯ (F ))2]− 2(E[P¯ (F )])2 + (E[P¯ (F )])2
= E[(P¯ (F ))2]− (E[P¯ (F )])2
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und mit (2.7)
σ2P¯ (F ) = E
( 1
N
N∑
i=1
I(g(xi))
)2−(E [ 1
N
N∑
i=1
I(g(xi))
])2
= E
[
1
N2
(
N∑
j=1
I(g(xj))
)(
N∑
k=1
I(g(xk))
)]
−
(
1
N
N∑
i=1
E [I(g(xi))]
)2
=
1
N2
E
[
N∑
j=1
N∑
k=1
I(g(xj))I(g(xk))
]
−
(
1
N
N∑
i=1
P (F )
)2
=
1
N2
N∑
j=1
N∑
k=1
E [I(g(xj))I(g(xk))]− (P (F ))2
=
N2 −N
N2
(E [I(g(xj))]E [I(g(xk))] +NE [I(g(xi))])− (P (F ))2
=
N2 −N
N2
(P (F ))2 +
1
N
P (F )− (P (F ))2
=
P (F )− (P (F ))2
N
und fu¨r kleine Versagenswahrscheinlichkeiten
σ2P¯ (F ) ≈
P (F )
N
Die auf die Zahl der Simulationen bezogene Standardabweichung ist na¨he-
rungsweise
σP¯ (F ) ≈
√
P (F )
N
Die erforderliche Anzahl N der Simulationen ist demnach unabha¨ngig von
der Dimension des Problems. Sie ergibt sich allein aus der Gro¨ße der zu
erwartenden Versagenswahrscheinlichkeit und einer vorgegebenen Varianz
des Scha¨tzers. Diese einfache Monte-Carlo-Simulation erfordert allerdings
bei sehr kleinen Versagenswahrscheinlichkeiten einen außerordentlich großen
Stichprobenumfang. Zum Beispiel sind N ≥ 108 Simulationen fu¨r einen vor-
gegebenen Variationskoeffizienten σP¯ (F )/E[P¯ (F )] von 10 % und ein Sicher-
heitsniveau von P (F ) = 10−6 erforderlich.
2.5 Importance Sampling
Da die direkte Simulation mittels der einfachen Monte-Carlo-Simulations-
methode hinsichtlich begrenzter Computer-Ressourcen fu¨r die Zuverla¨ssig-
keitsanalyse komplexer Strukturen nicht praktikabel erscheint, wurde eine
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Reihe varianzmindernder Simulationstechniken entwickelt. Das Ziel dieser
Simulationsverfahren ist es, die Varianz des Scha¨tzers σ2
P˜ (F )
zu verringern
und dadurch die erforderliche Anzahl N an Simulationen zu reduzieren.
Um dies zu erreichen, verwendet man fu¨r die Simulation der Basisvaria-
blen xi nicht die Original-Dichtefunktion fX(x), sondern eine spezifische
Simulations-Dichtefunktion hY(x), so dass mo¨glichst viele Stichproben der
somit eingefu¨hrten Basisvariablen Y in jene Bereiche fallen, die eine ho-
he Wahrscheinlichkeitsdichte aufweisen. Die Zufallsvariablen Y sind in dem
Wertebereich von X definiert. Der Integrand der Gleichung (2.5) erweitert
ergibt dann
P (F ) =
∫ ∞
−∞
. . .
∫ ∞
−∞
I(g(x))
fX(x)
hY(x)
hY(x) dx
Die Versagenswahrscheinlichkeit ist der Erwartungswert
P (F ) = E
[
I(g(x))
fX(x)
hY(x)
]
in Bezug auf die Dichtefunktion hY(x). Durch Simulation von Stichproben
xi nach der Verteilung hY(x) ergibt sich der Scha¨tzwert von P (F ) zu
P˜ (F ) =
1
N
N∑
i=1
I(g(xi))
fX(xi)
hY(xi)
(2.8)
Die Varianz des Scha¨tzers errechnet sich zu
σ2
P˜ (F )
= E[(P˜ (F )− P (F ))2]
und unter Beru¨cksichtigung der Beziehung (2.8) weiter zu
σ2
P˜ (F )
= E
( 1
N
N∑
i=1
I(g(xi))
fX(xi)
hY(xi)
− P (F )
)2 (2.9)
Die Varianz des Scha¨tzers wird demzufolge zu Null (Rubinstein (1981)), wenn
die Simulations-Dichtefunktion die folgende Gestalt besitzt:
hY(x) = I(g(x))
fX(x)
P (F )
mit der daraus resultierenden Eigenschaft
hY(x) =

1
P (F )
fX(x) : g(x) ≤ 0
0 : g(x) > 0
(2.10)
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Dies wu¨rde aber voraussetzen, dass die exakte Lo¨sung fu¨r P (F ) bekannt
wa¨re. Die unterschiedlichen Varianten des importance sampling versuchen
daher, diese ideale Simulations-Dichtefunktion anzuna¨hern (siehe dazu z.B.
Rubinstein (1981)). Aus der Fu¨lle der varianzmindernden Simulationsverfah-
ren wird im folgenden Abschnitt allein das adaptive sampling beschrieben,
da dieses sehr robuste Verfahren zur Simulation der Basisvariablen unter der
Verwendung der Antwortfla¨chen im Kapitel 4 benutzt wird und zudem Aus-
gangsbasis fu¨r eine Adaption der Suchrichtungen der Grenzzustandspunkte
ist.
2.6 Adaptive Sampling
Eine mo¨gliche Na¨herung der idealen Simulationsdichte (2.10) wird von Bu-
cher (1988) angegeben. Hier wird gefordert, dass die statistischen Momente
erster und zweiter Ordnung der Simulationsdichte gleich den statistischen
Momenten derjenigen Stichproben der Basisvariablen X sind, die in den Ver-
sagensbereich fallen:
E[Y] = E[X|g(x) ≤ 0]
E[(Y − Y¯)(Y − Y¯)T ] = E[(X− X¯)(X− X¯)T |g(x) ≤ 0]
Nach einer ersten Simulation werden die statistischen Momente der Stich-
proben der Basisvariablen im Versagensbereich berechnet. Diese sind dann
die Verteilungsparameter der normalverteilten Zufallsvariablen Y, die zur Si-
mulation in einem na¨chsten Iterationsschritt verwendet werden. In mehreren
wiederholten La¨ufen kann so die Simulationsdichte hY(x) adaptiv ermittelt
werden. Fu¨r den ersten Simulationslauf kann zum Beispiel eine Simulations-
dichte verwendet werden, die gro¨ßere Standardabweichungen als die Vertei-
lung der Basisvariablen besitzt. Der Mittelwertsvektor E[Y] kann entweder
identisch mit dem der Basisvariablen oder aber, wie von Bucher (1988) vorge-
schlagen, als der gemeinsame Schwerpunkt aller Teilfla¨chenschwerpunkte x¯i
der eindimensionalen bedingten Wahrscheinlichkeitsdichten P (Fi) (im Ver-
sagensbereich)
E[Y] =
P (Fi) x¯i∑n
i=1 P (Fi)
gewa¨hlt werden. Diese zweite Variante beno¨tigt weniger Stichproben als die
erste Simulation am Mittelwert.
2.7 Directional Sampling
Die grundlegende Idee des directional sampling ist die Simulation von Rich-
tungsvektoren auf Punkte der Grenzzustandsfunktion und die damit verbun-
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dene Verwendung von analytischen Teillo¨sungen fu¨r die bedingten Versagens-
wahrscheinlichkeiten der gegebenen Richtungen. Dieses Verfahren wurde von
Dea´k (1980) vorgeschlagen und in den Arbeiten von Bjerager (1988); Ditlev-
sen und Bjerager (1988); Ditlevsen u. a. (1988, 1990) in der Zuverla¨ssigkeits-
analyse verwendet. Das Verfahren des directional sampling passt zuna¨chst
nicht in das Schema des importance sampling hinein, da es ausschließlich
einen Mittelwert aus allen Realisationen bildet. Es ist aber dennoch hier auf-
gefu¨hrt, da es genauso wie das im Kapitel 4 entwickelte Antwortfla¨chenver-
fahren sehr gut zur Berechnung der Versagenswahrscheinlichkeit komplexer
nichtlinearer Strukturen und wenigen Zufallsvariablen geeignet ist und daher
im Sinne eines Benchmark-Tests fu¨r die Analyse der Beispiele im Kapitel 5
Verwendung findet. Die Formulierung des Verfahrens setzt voraus, dass die
Komponenten des Vektors der Basisvariablen unabha¨ngige und standard-
normalverteilte Zufallsvariablen sind oder entsprechend, z.B. mittels einer
Nataf-Transformation (siehe Nataf (1982), Liu und Der Kiureghian (1986)),
transformiert werden ko¨nnen. Der Vektor der Zufallsvariablen soll mit U ge-
kennzeichnet sein. Jeder Punkt u in diesem Raum kann in der Form von
Polarkoordinaten
u = ra (2.11)
geschrieben werden. Hierin bezeichnet
r = ‖u‖
die La¨nge des Vektors u, gemessen vom Koordinatenursprung, und
a =
u
‖u‖
ist ein Einheitsvektor, der die Richtung festlegt. Die gemeinsame Dichtefunk-
tion standardnormalverteilter Zufallsvariablen ist bekanntlich
fU(u) =
1
(2pi)
pi
2
exp
(
−1
2
uTu
)
(2.12)
Die Beziehung (2.11), in den Exponenten von (2.12) eingesetzt, ergibt
uTu = (ra)T (ra) = r2aTa = r2
Die Dichtefunktion fU(u) ist demnach rotationssymmetrisch und von A un-
abha¨ngig. Außerdem sind somit auch R und A voneinander unabha¨ngig, so
dass gilt:
fU(u) = fR,A(r, a) = fR|A(r|a)fA(a) = fR(r)fA(a)
Die Dichtefunktion fu¨r r =
√
uTu ergibt sich aus der Integration der gemein-
samen Dichtefunktion (2.12) u¨ber die Oberfla¨che Sn einer n-dimensionalen
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Kugel mit dem Radius r zu
fR(r) = Sn r
n−1 1
(2pi)
pi
2
exp
(
−r
2
2
)
Es wird vorausgesetzt, dass der Koordinatenursprung nicht im Versagensbe-
reich liegt und dass es in jeder Richtung a nur einen eindeutigen Grenzzu-
standspunkt mit g(r∗(a) a) = 0 gibt. Somit ergibt sich das Integral (2.2)
P (F ) =
∫
n. . .
∫
g(u)≤0
fU(u) du
=
∫
n−1. . .
∫
Sn
∞∫
r∗(a)
fR|A(r|a)fA(a) drda
= E[P (F )|a]
(2.13)
als Erwartungswert der bedingten Versagenswahrscheinlichkeiten fu¨r die ge-
gebenen Richtungen
P (F )|a = P [R ≥ r∗(a)]
=
∫ ∞
r∗(a)
fR|A(r|a) dr
=
∫ ∞
r∗(a)
Sn r
n−1 1
(2pi)
pi
2
exp
(
−r
2
2
)
dr
= 1− χ2n(r∗2(a))
(2.14)
wobei χ2n(.) die Chi-Quadrat-Verteilung mit dem Freiheitsgrad n darstellt.
Fu¨r das eindimensionale Integral (2.14) existiert eine gute numerische Appro-
ximation (siehe Abramowitz und Stegun (1972)), so dass sich ein erwartungs-
treuer Scha¨tzer fu¨r die Versagenswahrscheinlichkeit (2.13) aus dem Mittel der
bedingten Versagenswahrscheinlichkeiten zu
P¯ (F ) =
1
N
N∑
i=1
1− χ2n(r∗i 2(ai))
ergibt.
2.8 Adaptive Directional Sampling
Das adaptive directional sampling koppelt das importance sampling mit dem
directional sampling fu¨r die Simulation der Einheitsvektoren. Dazu wird wie
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im Abschnitt 2.5 eine spezifische Simulations-Dichtefunktion hY(a) fu¨r die
Richtungen a eingefu¨hrt, so dass sich die Versagenswahrscheinlichkeit (2.13)
wieder als der Erwartungswert
P (F ) =
∫
n−1. . .
∫
Sn
∞∫
r∗(a)
fR|A(r|a) fA(a)
hY(a)
hY(a) drda
= E
[
P (F )|a fA(a)
hY(a)
] (2.15)
in Bezug auf die Dichtefunktion hY(a) ergibt. Der Scha¨tzer fu¨r die Versa-
genswahrscheinlichkeit (2.15) ist dann
P˜ (F ) =
1
N
N∑
i=1
(
1− χ2n(r∗i 2(ai))
) fA(ai)
hY(ai)
In Bjerager (1988) und Ditlevsen u. a. (1990) sind fu¨r einige Spezialfa¨lle von
Grenzzustandsfunktionen optimale Simulationsdichten angegeben. Fu¨r allge-
meine Grenzzustandsfunktionen kann eine Adaption der Simulationsdichte
vorgenommen werden, so dass gilt (siehe Bucher (1988), Abschnitt 2.5):
E[Y] = E[A|g(r∗(a) a) ≤ 0]
E[(Y − Y¯)(Y − Y¯)T ] = E[(A− A¯)(A− A¯)T |g(r∗(a) a) ≤ 0] (2.16)
Statt dieser Forderung, dass die statistischen Momente erster und zweiter
Ordnung der Simulationsdichte gleich den statistischen Momenten derjenigen
Stichproben der Basisvariablen A sind, die in den Versagensbereich fallen,
wird in Kijawatworawet (1991); Kijawatworawet u. a. (1998), gleichbedeu-
tend mit (2.16), fu¨r die Ermittlung der Simulationsdichte
E[Y] =
∑N
i=1 ai wi∑N
i=1 wi
E[(Y − Y¯)(Y − Y¯)T ] =
∑N
i=1 wi(ai − a¯)(ai − a¯)T∑N
i=1 wi
(2.17)
angegeben, wobei die Gewichte wi definiert sind durch
wi =
∫ ∞
r∗i (a)
rn−1i exp
(
−r
2
i
2
)
dri (2.18)
Diese Simulationsdichte hY(a) der Einheitsvektoren auf der Hyperspha¨re er-
gibt sich durch Integration in radialer Richtung (siehe Kijawatworawet u. a.
(1998)). Die Beispiele in Kijawatworawet u. a. (1998) zeigen, dass sich mit
dem adaptive directional sampling mindestens zwei dominante Bereiche er-
fassen lassen.
3Grenzzusta¨nde nichtlinearer
Strukturen
3.1 Einleitung
Das Ziel dieses Kapitels ist es, grundlegende Aussagen zur Bestimmung von
Grenzzusta¨nden nichtlinearer Strukturen zu treffen. Einfu¨hrend wird das
grundlegende Prinzip der finiten Elemente ero¨rtert und es sollen die linearen
Gleichgewichtsbeziehungen fu¨r kleine Verru¨ckungsgro¨ßen angegeben werden.
Anschließend werden die das kinematische Verhalten von belasteten nichtli-
nearen Strukturen mit großen Verschiebungen und großen Drehungen aber
kleinen Verzerrungen beschreibenden Beziehungen hergeleitet. Diese kurz
gehaltene Darstellung erfolgt, damit die Beziehungen zur Bestimmung des
Grenzzustandes im Abschnitt 3.4 hergeleitet werden ko¨nnen. Als ein Beispiel
fu¨r die Beschreibung des nichtelastischen Materialverhaltens der Struktu-
ren wird ein elastisch-plastisches Materialgesetz angegeben. Die numerische
Lo¨sung der entstehenden nichtlinearen Bewegungsgleichung wird mit Hilfe
der Finite-Elemente-Methode gefunden. Eine beispielhafte Entwicklung ei-
nes Schalenelementes ist im Abschnitt 3.3 und im Anhang A beschrieben.
Mit diesem finiten Element und einem elastisch-plastischen Materialverhal-
ten ist ein Anwendungsbeispiel untersucht worden. Im Abschnitt 3.4 sind die
Mo¨glichkeiten der Identifikation von Grenzzusta¨nden beschrieben.
3.2 Finite-Elemente-Methode
3.2.1 Prinzip der virtuellen Verschiebungen
Das Bild 3.1 zeigt die Bewegung eines allgemeinen Ko¨rpers in einem sta-
tiona¨ren, kartesischen Koordinatensystem. Die Differentialgleichungen fu¨r
das Gleichgewicht des Ko¨rpers unter vorgegebener a¨ußerer Belastung lassen
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Abbildung 3.1: Bewegung eines allgemeinen Ko¨rpers
sich direkt aus den Gleichgewichtsbetrachtungen an differentiellen Elementen
oder aus der Stationarita¨tsbedingung fu¨r das Gesamtpotential des Ko¨rpers
gewinnen. In den Lagrangeschen inkrementellen Verfahren (siehe u.a. Bathe
(1996) und Ramm (1976)) wird das Gleichgewicht in einer Konfiguration zur
Zeit t+ ∆t mit Hilfe der Stationarita¨tsbedingung ausgedru¨ckt. Das Gesamt-
potential des Ko¨rpers ergibt sich zu
Π =
1
2
∫
t+∆tV
t+∆t
T t+∆tS t+∆tdV −
∫
t+∆tV
uT t+∆tfB t+∆tdV−∫
t+∆tS
uS
T t+∆tfS t+∆tdS −
∑
i
ui
T t+∆tFi (3.1)
Hierin ist  der Darstellungsvektor des Green-Lagrangeschen Verzerrungsten-
sors und S der Darstellungsvektor des zweiten Piola-Kirchhoffschen Span-
nungstensors zur Zeit t + ∆t (siehe dazu Abschnitt 3.2.3). Die Verschie-
bungsvektoren u, uS und ui sind die Verschiebungen, denen ein Ko¨rper im
Inneren, an seiner Oberfla¨che und in einem Punkt i zum betrachteten Zeit-
punkt t + ∆t unterworfen ist. Die Vektoren t+∆tfB, t+∆tfS und t+∆tFi sind
die zur Zeit t+∆t aktuellen auf den Ko¨rper wirkenden Volumenkra¨fte, Ober-
fla¨chenspannungen und Einzelkra¨fte. Die Forderung nach der Stationarita¨t
des Gesamtpotentials, d.h. dass das Funktional Π minimal wird, fu¨hrt zu der
Variationsaufgabe
δΠ = 0 (3.2)
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Damit entsteht aus (3.1) das Prinzip von der Stationarita¨t des Gesamtpo-
tentials∫
t+∆tV
δ t+∆t
T t+∆tS t+∆tdV =
∫
t+∆tV
δuT t+∆tfB t+∆tdV+∫
t+∆tS
δuS
T t+∆tfS t+∆tdS +
∑
i
δui
T t+∆tFi (3.3)
Die Verschiebungen u in (3.1) mu¨ssen die wesentlichen (geometrischen) Rand-
bedingungen erfu¨llen. Daher werden in der Gleichung (3.3) nur solche Varia-
tionen der Verschiebungen und der entsprechenden Verzerrungen zugelassen,
die die geometrischen Randbedingungen befriedigen. Ersetzt man zula¨ssiger-
weise die Variation der Gro¨ßen durch die virtuellen Gro¨ßen
δ t+∆t = t+∆t δu = u δuS = uS δui = ui
erha¨lt man das zu (3.3) identische Prinzip der virtuellen Verschiebungen.
Dieses Prinzip besagt: Befindet sich ein Ko¨rper im Gleichgewicht, ist fu¨r einen
beliebigen, kompatiblen, kleinen, virtuellen, auf den Ko¨rper einwirkenden
Verschiebungszustand die gesamte innere virtuelle Arbeit gleich der gesamten
a¨ußeren virtuellen Arbeit, d.h. es ist∫
t+∆tV
t+∆t
T t+∆tS t+∆tdV =
∫
t+∆tV
uT t+∆tfB t+∆tdV+∫
t+∆tS
uS
T t+∆tfS t+∆tdS +
∑
i
ui
T t+∆tFi (3.4)
Die innere virtuelle Arbeit auf der linken Seite der Gleichung (3.4) ist die Ar-
beit, die der Vektor der aktuellen zweiten Piola-Kirchhoffschen Spannungen
t+∆tST = [t+∆tS11
t+∆tS22
t+∆tS33
t+∆tS12
t+∆tS23
t+∆tS13]
entlang der kartesischen Komponenten des virtuellen Green-Lagrangeschen
Verzerrungsvektors
t+∆tT = [ t+∆t11
t+∆t22
t+∆t33
t+∆t12
t+∆t23
t+∆t13 ]
leistet. Die a¨ußere virtuelle Arbeit auf der rechten Seite der Gleichung (3.4)
ist die Arbeit, die die aktuellen auf den Ko¨rper wirkenden Volumenkra¨fte
t+∆tfB, Oberfla¨chenspannungen t+∆tfS und Einzelkra¨fte t+∆tFi
t+∆tfB =

t+∆t
fB1
t+∆t
fB2
t+∆t
fB3
 , t+∆tfS =

t+∆t
fS1
t+∆t
fS2
t+∆t
fS3
 , t+∆tFi =

t+∆t
F i1
t+∆t
F i2
t+∆t
F i3

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an den virtuellen Verschiebungen zum betrachteten Zeitpunkt t+ ∆t
uT = [ u1 u2 u3 ]
leisten. Sind die Verschiebungen in (3.4) sehr klein und ko¨nnen Starrko¨rper-
bewegungen vernachla¨ssigt werden, so kann der Zeitbezug in (3.4) entfallen
und die innere virtuelle Arbeit mit Hilfe des Vektors der aktuellen Cauchy-
schen Spannungen
τ T = [ τ11 τ22 τ33 τ12 τ23 τ31 ]
entlang der kartesischen Komponenten des klassischen infinitesimalen virtu-
ellen Verzerrungsvektors
eT = [ e11 e22 e33 e12 e23 e13 ]
gebildet werden. Gleichung (3.4) vereinfacht sich somit zu∫
V
eTτ dV =
∫
V
uT fB dV +
∫
S
uS
T
fS dS +
∑
i
ui
T
Fi (3.5)
Mit Hilfe des Prinzips der virtuellen Verschiebungen ko¨nnen sehr effektiv die
Finite-Elemente-Gleichungen aufgestellt werden.
3.2.2 Finite Elemente in der linearen Strukturmecha-
nik
Innerhalb der Methode der finiten Elemente wird der kontinuierliche Ko¨rper
na¨herungsweise als eine Gruppierung diskreter finiter Elemente dargestellt,
die nur in den Knotenpunkten der Elementra¨nder miteinander verbunden
sind. Die Verschiebungen innerhalb eines jeden Elementes werden als Funk-
tionen der Verschiebungen der N Knotenpunkte der finiten Elemente ange-
nommen. Damit gilt fu¨r ein m-tes Element
u(m)(xi) = H
(m)(xi)U (3.6)
Dabei ist H(m) die Verschiebungsinterpolationsmatrix und U der Vektor der
Knotenpunktverschiebungen
UT = [ U11 U
1
2 . . . U
N
6 ] (3.7)
Die Verschiebungen im Inneren eines bestimmten Elementes ha¨ngen nur von
den Verschiebungen und Verdrehungen der entsprechenden Knoten dieses
Elementes ab. Mit der Verschiebungsannahme (3.6) ko¨nnen die entsprechen-
den Element-Verzerrungen ermittelt werden:
e(m)(xi) = B
(m)(xi)U (3.8)
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Dabei sind B(m) die Verzerrungs-Verschiebungs-Matrix, die man durch Diffe-
rentiation der Matrix H(m) erha¨lt. Die Spannungen in einem finiten Element
ergeben sich durch
τ (m) = C(m)e(m) + τ
(m)
I (3.9)
Dabei sind τ
(m)
I die Anfangsspannungen. Das mit der Matrix C
(m) bezeich-
nete Materialgesetz kann isotrop oder anisotrop sein und sich von Element zu
Element a¨ndern. Das Prinzip (3.5) kann als Summe von Integralausdru¨cken
u¨ber das Volumen und die Fla¨chen aller m = 1, 2, . . . , k Elemente der Grup-
pierung
∑
k
∫
V (m)
e(m)
T
τ (m) dV (m) =
∑
k
∫
V (m)
U
(m)T
fB
(m)
dV (m)+
∑
k
∫
S(m)
U
S(m)
T
fS
(m)
dS(m) +
∑
i
U
iT
Fi (3.10)
geschrieben werden. Mit den Beziehungen (3.6) bis (3.9) fu¨r die Verschie-
bungen, Spannungen und Verzerrungen der einzelnen Elemente lautet (3.10)
dann
U
T
[∑
k
∫
V (m)
B(m)
T
C(m)B(m) dV (m)
]
U =
U
T
[{∑
k
∫
V (m)
H(m)
T
fB
(m)
dV (m)
}
+
{∑
k
∫
S(m)
HS
(m)T
fS
(m)
dS(m)
}
−
{∑
k
∫
V (m)
B(m)
T
τ
(m)
I dV
(m)
}
+ F
]
(3.11)
Hierbei sind HS
(m)
die Interpolationsmatrix fu¨r die Oberfla¨chenverschiebung
und F der Vektor der a¨ußeren Einzelkra¨fte. Der Knotenpunktverschiebungs-
vektor U der Elementgruppierung ist unabha¨ngig vom jeweils betrachteten
Element und kann deshalb vor die Summation gezogen werden. Fu¨r den Vek-
tor der virtuellen Knotenpunktverschiebungen U kann jeder beliebige, ge-
dachte, differenziell kleine, aber physikalisch mo¨gliche Zustand angenommen
werden. Unter der Annahme, dass alle Verschiebungskomponenten nachein-
ander virtuelle Einheitsverschiebungen sind, entspricht die Matrix der virtu-
ellen Knotenpunktverschiebungen der Einheitsmatrix I. Damit entsteht aus
der Beziehung (3.11) mit der Bezeichnung
K =
∑
k
∫
V (m)
B(m)
T
C(m)B(m) dV (m)︸ ︷︷ ︸
K(m)
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fu¨r die Systemsteifigkeitsmatrix der Elemente-Gruppierung und mit der Be-
zeichnung
RB =
∑
k
∫
V (m)
H(m)
T
fB
(m)
dV (m)︸ ︷︷ ︸
R
(m)
B
fu¨r die Volumenkra¨fte und mit
RS =
∑
k
∫
S(m)
HS
(m)T
fS
(m)
dS(m)︸ ︷︷ ︸
R
(m)
S
fu¨r die Oberfla¨chenkra¨fte und mit den Anfangsspannungen
RI =
∑
k
∫
V (m)
B(m)
T
τ
(m)
I dV
(m)︸ ︷︷ ︸
R
(m)
I
die Gleichgewichtsbeziehung der Elemente-Gruppierung
KU = R (3.12)
mit dem Lastvektor
R = RB + RS + RI
Die Gleichung (3.12) beschreibt das statische Gleichgewicht der Elemente-
Gruppierung.
3.2.3 Lagrangesche Formulierung der Bewegungsglei-
chung
In den Lagrangeschen inkrementellen Verfahren (siehe u.a. Bathe (1996) und
Ramm (1976)) wird das Gleichgewicht des Ko¨rpers in einer Konfiguration
zur Zeit t + ∆t mit Hilfe des Prinzips (3.5) ausgedru¨ckt. Ersetzt man die
virtuellen Gro¨ßen durch die Variation dieser Gro¨ßen
e = δe, U = δU, U
S
= δUS, U
i
= δUi
kann das Prinzip (3.5) in Tensornotation geschrieben werden als∫
t+∆tV
t+∆tτij δt+∆teij
t+∆tdV = t+∆tR (i, j = 1, 2, 3) (3.13)
mit der a¨ußeren virtuellen Arbeit
t+∆tR =
∫
t+∆tV
t+∆tfBi δui
t+∆tdV +
∫
t+∆tS
t+∆tfSi δu
S
i
t+∆tdS (3.14)
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Dabei bedeuten die t+∆tτij die kartesischen Komponenten des Cauchyschen
Spannungstensors im Zustand zur Zeit t+ ∆t und
δt+∆teij =
1
2
δ(t+∆tui,j + t+∆tuj,i)
die kartesischen Komponenten des infinitesimalen Verzerrungstensors mit
den inkrementellen Zuwa¨chsen der Verschiebungen
ui =
t+∆tui − tui
bzw.
ui =
t+∆txi − txi (3.15)
und ihren partiellen Ableitungen nach den Koordinaten zur Zeit t+ ∆t
t+∆tui,j =
∂ui
∂t+∆txj
Analog ergibt sich fu¨r die Elementverschiebungen zur Zeit t
tui =
txi − 0xi (3.16)
Die Koordinaten eines allgemeinen Punktes in einem Ko¨rper ergeben sich
zur Zeit t+ ∆t zu
t+∆txi =
0xi +
tui + ui
Die Gleichung (3.13), die alle Gleichgewichts- und Kompatibilita¨tsbedingun-
gen fu¨r einen allgemeinen Ko¨rper in der Konfiguration fu¨r die Zeit t+ ∆t
entha¨lt, la¨ßt sich nicht direkt lo¨sen, da im Unterschied zu linearen Berechnun-
gen, in denen infinitesimal kleine Verschiebungen angenommen werden, die
Konfiguration des Ko¨rpers zur Zeit t+ ∆t nicht bekannt ist. Eine linearisier-
te Na¨herungslo¨sung existiert, wenn alle Variablen auf die zuvor berechnete,
d.h. bekannte Gleichgewichtskonfiguration bezogen werden. Die dehnungs-
losen Starrko¨rperbewegungen werden im Allgemeinen durch die Einfu¨hrung
des zweiten Piola-Kirchhoffschen Spannungstensors
t
0Sij =
0ρ
tρ
0
txi,m
tτmn
0
txj,n (3.17)
und durch die Einfu¨hrung des Green-Lagrangeschen Verzerrungstensors
t
0ij =
1
2
(t0ui,j +
t
0uj,i +
t
0uk,i
t
0uk,j) (3.18)
behandelt. Beide Tensoren sind bekanntlich invariant gegenu¨ber Starrko¨rper-
bewegungen. Es kann gezeigt werden (vgl. Bathe (1996)), dass∫
0V
t
0Sij δ
t
0ij
0dV =
∫
0V
0ρ
tρ
tτmn δtemn
0dV (3.19)
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gilt. Diese Beziehung (3.19) bildet die Grundlage der inkrementellen La-
grangeschen Formulierung. Bei der Verwendung von (3.19) entsteht aus (3.13)
in der totalen (und nur diese soll hier betrachtet werden) Lagrangeschen For-
mulierung die Bewegungsgleichung∫
0V
t+∆t
0Sij δ
t+∆t
0ij
0dV = t+∆tR (3.20)
mit
t+∆t
0Sij =
0ρ
t+∆tρ
0
t+∆txi,m
t+∆tτmn
0
t+∆txj,n
und
δt+∆t0ij =
1
2
δ(t+∆t0ui,j +
t+∆t
0uj,i +
t+∆t
0uk,i
t+∆t
0uk,j)
Die Bewegungsgleichung lautet mit der inkrementellen Zerlegung fu¨r die
Spannungen
t+∆t
0Sij =
t
0Sij +0 Sij
und der inkrementellen Zerlegung der Verzerrungen
t+∆t
0ij =
t
0ij +0 ij
in lineare und nichtlineare Verzerrungsinkremente
0ij = 0eij +0 ηij
und unter Beru¨cksichtigung von δt+∆t0ij = δ0ij∫
0V
0Sij δ0ij
0dV +
∫
0V
t
0Sij δ0ηij
0dV = t+∆tR−
∫
0V
t
0Sij δ0eij
0dV
mit den linearen
0eij =
1
2
(0ui,j +0 uj,i +
t
0 uk,i 0uk,j +0 uk,i
t
0uk,j) (3.21)
und den nichtlinearen
0ηij =
1
2
0uk,i 0uk,j (3.22)
Verzerrungsinkrementen. Durch die Verwendung der Na¨herungen
0Sij =
t
0 Cijrs 0rs ≈ t0Cijrs 0ers
wobei t0Cijrs der inkrementelle Materialeigenschaftstensor zur Zeit t bezogen
auf die Konfiguration zur Zeit 0 ist und δ0ij ≈ δ0eij, erha¨lt man schließlich
die linearisierte inkrementelle Bewegungsgleichung∫
0V
t
0Cijrs 0ers δ0eij
0dV +
∫
0V
t
0Sij δ0ηij
0dV = t+∆tR−
∫
0V
t
0Sij δ0eij
0dV
(3.23)
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Es sei darauf hingewiesen, dass im Gegensatz zu einer linearen Rechnung die
linearen Verzerrungsinkremente 0eij Anfangsverzerrungen
t
0ui,k infolge der
Verschiebungen zur Zeit t bezogen auf die Ausgangsgeometrie aufweisen.
Die Beziehung (3.23) kann dazu verwendet werden, den Verschiebungszu-
wachs ui zu berechnen, der benutzt wird, um Na¨herungen fu¨r die Verschie-
bungen t+∆tui, Verzerrungen
t+∆t
0ij und die Spannungen
t+∆t
0Sij zur Zeit
t+ ∆t zu ermitteln. Die Verschiebungsna¨herung zur Zeit t+ ∆t erha¨lt man
durch Addition der berechneten Inkremente zu den Verschiebungen zur Zeit
t
t+∆tui =
tui + ui
Durch die Linearisierung der Bewegungsgleichung ergibt sich im Allgemeinen
eine Differenz zwischen der berechneten inneren und a¨ußeren Arbeit zur Zeit
t+ ∆t
∆ = t+∆tR−
∫
0V
t+∆t
0Sij δ
t+∆t
0ij
0dV
so dass eine iterative Verbesserung der Na¨herungswerte so lange erforderlich
wird, bis der Fehler kleiner als ein vorgegebenes Konvergenzmaß ist. Die fu¨r
k = 1, 2, 3, . . . iterativ zu lo¨sende Gleichung ist dann∫
0V
t
0C
(k−1)
ijrs ∆0e
(k)
rs δ0eij
0dV +
∫
0V
t+∆t
0S
(k−1)
ij δ∆0η
(k)
ij
0dV
= t+∆tR−
∫
0V
t+∆t
0S
(k−1)
ij δ
t+∆t
0
(k−1)
ij
0dV (3.24)
Wird die Iteration ohne eine Umformung der Komponenten des Materialten-
sors und des Spannungstensors auf der linken Seite durchgefu¨hrt, entsteht
die folgende Beziehung∫
0V
t
0Cijrs ∆0e
(k)
rs δ0eij
0dV +
∫
0V
t
0Sij δ∆0η
(k)
ij
0dV
= t+∆tR−
∫
0V
t+∆t
0S
(k−1)
ij δ
t+∆t
0
(k−1)
ij
0dV (3.25)
was einer modifizierten Newtonschen Iteration unter Verwendung einer kon-
stanten Tangenten-Steifigkeitsmatrix entspricht. Die Verschiebungen errech-
nen sich zu
t+∆tu
(k)
i =
tu
(k−1)
i + ∆u
(k)
i ;
t+∆tu
(0)
i =
tui
Ist die Belastung unabha¨ngig von der Deformation, so vereinfacht sich der
Ausdruck (3.14) zu
t+∆tR =
∫
0V
t+∆t
0f
B
i δui
0dV +
∫
0S
t+∆t
0f
S
i δu
S
i
0dS (3.26)
Die Gleichungen (3.24) und (3.25) beschreiben alle nichtlinearen Effekte in-
folge großer Verschiebungen, großer Verdrehungen und Nichtlinearita¨ten des
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Materials. Sollen ausschließlich nichtlineare Effekte des Materials beru¨cksich-
tigt werden, so ko¨nnen die nichtlinearen Verzerrungskomponenten und alle
Umformungen der Oberfla¨chen und Volumina vernachla¨ssigt werden. Da-
durch reduzieren sich Gleichung (3.24) zu∫
V
t
0C
(k−1)
ijrs ∆e
(k)
rs δeij dV =
t+∆tR−
∫
V
t+∆tσ
(k−1)
ij δeijdV (3.27)
und Gleichung (3.25) zu∫
V
t
0Cijrs ∆e
(k)
rs δeij dV =
t+∆tR−
∫
V
t+∆tσ
(k−1)
ij δeijdV (3.28)
wobei t+∆tσ
(k−1)
ij die aktuelle physikalische Spannung zur Zeit t+ ∆t im Ite-
rationsschritt (k − 1) ist, da das Volumen des Ko¨rpers sich nicht a¨ndert,
d.h.
t+∆t
0Sij =
t+∆tτij =
t+∆tσij
Im Falle der Verwendung eines linear elastischen Materials sind die Gleichun-
gen (3.27) und (3.28) mit dem Prinzip der virtuellen Verschiebung (3.13)
identisch.
3.2.4 Finite Elemente in der nichtlinearen Struktur-
mechanik
Fu¨r ein einzelnes Element ko¨nnen die grundlegenden Integrale der Gleichun-
gen (3.24) bis (3.28) in entsprechenden Matrixauswertungen (siehe Tabelle
3.2) geschrieben werden. Die Matrizen und Vektoren zu einem Zeitpunkt
t+∆t und einem Iterationsschritt i werden analog berechnet. Insgesamt sind
die Konventionen der Tabelle 3.1 verwendet worden.
Der Spannungsvektor ist festgelegt zu
t
0Sˆ
T = [t0S11
t
0S22
t
0S33
t
0S12
t
0S23
t
0S13] (3.29)
Die Spannungsmatrix wird definiert durch
t
0S =

t
0S11 I3
t
0S12 I3
t
0S13 I3
t
0S22 I3
t
0S23 I3
sym. t0S33 I3
 (3.30)
wobei
I3 =
 1 0 00 1 0
0 0 1

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Abbildung 3.2: Newton-Raphson-Iteration fu¨r die Lo¨sung eines Ein-
Freiheitsgrad-Systems
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HS,H = Oberfla¨chen- und Volumen-Verschiebungsinterpolations-
matrizen eines Elementes,
t+∆t
0f
S, t+∆t0f
B = Oberfla¨chen- und Volumen-Kraftvektoren, die pro Fla¨chen-
einheit bzw. pro Volumeneinheit des Elementes zur Zeit 0
bestimmt sind,
BL,
t
0BL = lineare Verzerrungs-Verschiebungsmatrizen; wobei BL mit
t
0BL u¨bereinstimmt, wenn der Anfangsverschiebungseffekt
vernachla¨ssigt wird,
t
0BNL = nichtlineare Verzerrungs-Verschiebungsmatrix,
t
0S,
t
0Sˆ = Matrix und Vektor der zweiten Piola-Kirchhoffschen Span-
nungen,
t
0Σˆ = Vektor der Spannungen in nur physikalisch nichtlinearen
Berechnungen,
t
0C = inkrementelle Spannungs-Verzerrungs-Materialeigen-
schaftsmatrix zur Zeit t bezogen auf die Konfiguration zur
Zeit 0,
uˆ = Knotenpunkt-Verschiebungen in kartesischen Koordinaten
des betrachteten Elements.
Tabelle 3.1: Elementmatrizen und -vektoren
ist.
Bekanntlich genu¨gt die Betrachtung eines einzigen Elementes eines spe-
zifischen Typs, da sich die beherrschenden Gleichgewichtsbedingungen einer
Elemente-Gruppierung mit Hilfe der sogenannten direkten Steifigkeitsmetho-
de aufstellen lassen. Die Diskretisierung der Gleichungen (3.24) und (3.26)
fu¨hrt dann zur Matrizengleichung(
t+∆t
0K
(i−1)
L +
t+∆t
0K
(i−1)
NL
)
∆U(i) = t+∆tR − t+∆t0F(i−1) (3.31)
Entsprechend ist die Matrizengleichung der Beziehungen (3.25) und (3.26)(
t
0KL +
t
0KNL
)
∆U(i) = t+∆tR − t+∆t0F(i−1) (3.32)
Die Bilder 3.2 und 3.3 veranschaulichen diese Beziehungen fu¨r die Lo¨sung
eines Ein-Freiheitsgrad-Systems. Analog erha¨lt man fu¨r die Diskretisierung
der nur physikalisch nichtlinearen Formulierung (3.27)
t+∆tK(i−1) ∆U(i) = t+∆tR− t+∆tF(i−1)
bzw. (3.28)
tK ∆U(i) = t+∆tR− t+∆tF(i−1)
Darin bedeuten
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t
0KL = inkrementelle Steifigkeitsmatrix fu¨r die linearen Verzer-
rungsanteile, die den Anfangsverschiebungseffekt entha¨lt,
t
0KNL = inkrementelle Steifigkeitsmatrix fu¨r die nichtlinearen Ver-
zerrungsanteile (infolge Geometriea¨nderung und Anfangs-
spannungen),
tK = inkrementelle Steifigkeitsmatrix fu¨r die linearen Verzer-
rungsanteile, ohne Anfangsverschiebungseffekt,
tR = Vektor der a¨ußeren Knotenpunktlasten zur Zeit t+ ∆t,
tF = Vektor der Knotenpunktkra¨fte, die den Elementspannun-
gen a¨quivalent sind,
∆U(i) = Vektor der Inkremente der Knotenpunkt-Verschiebungen
im Iterationsschritt (i); wobei allgemein t+∆tU(i) =
t+∆tU(i−1)+∆U(i) und fu¨r i = 1: t+∆tU(1) = t+∆tU+∆U(1)
und fu¨r i = 0: t+∆tU(0) = tU und desweiteren t+∆tF(0) =
tF gilt.
3.2.5 Spannungs-Verzerrungs-Materialverhalten
Elastisches Materialverhalten
Die Berechnung der zu einem Zeitpunkt t aktuellen zweiten Piola-Kirchhoff-
schen Spannungen erfolgt fu¨r große Verschiebungen und Drehungen, kleine
Verzerrungen und elastisches Materialverhalten mit Hilfe der Gleichung
t
0Sij = Cijrs
t
0rs (3.33)
Dabei sind
Cijrs = λδijδrs + µ(δirδjs + δisδrs)
die Komponenten des konstanten Elastizita¨tstensors, wobei
λ =
Eν
(1 + ν)(1− 2ν) ; µ =
E
2(1 + ν)
die Lame´schen Konstanten sind und
δij =
{
0 : i 6= j
1 : i = j
das Kroneckersymbol ist. Die Darstellungsmatrix des Green-Lagrangeschen
Verzerrungstensors ergibt sich aus
t
0 =

t
011
t
012
t
013
t
022
t
023
sym. t033
 = 12(t0A +t0 AT +t0 AT t0A)
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Integral Matrixauswertung
t+∆tR =
∫
0V
t+∆t
0f
B
i δui
0dV+ t+∆tR =
∫
0V
HT t+∆t0f
B 0dV+
∫
0S
t+∆t
0f
S
i δu
S
i
0dS
∫
0S
HS
T t+∆t
0f
S 0dS
∫
0V
t
0Cijrs 0ers δ0eij
0dV t0KLuˆ =
(∫
0V
t
0B
T
L
t
0C
t
0BL
0dV
)
uˆ
∫
0V
t
0Sij δ0ηij
0dV t0KNL uˆ =
(∫
0V
t
0B
T
NL
t
0S
t
0BNL
0dV
)
uˆ
∫
0V
t
0Sij δ0eij
0dV t0F =
(∫
0V
t
0B
T
L
t
0Sˆ
0dV
)
∫
V
t
0Cijrs ers δeij dV
tKuˆ =
(∫
V
BTL
t
0C BL dV
)
uˆ
∫
V
tσij δeij dV
tF =
(∫
V
BTL
tΣˆ dV
)
Tabelle 3.2: Finite-Elemente-Matrizen
mit
t
0A =

t
0u1,1
t
0u1,2
t
0u1,3
t
0u2,1
t
0u2,2
t
0u2,3
t
0u3,1
t
0u3,2
t
0u3,3

Die zweiten Piola-Kirchhoffschen Spannungen allerdings besitzen kaum eine
physikalische Bedeutung, so dass in der Praxis letztlich Cauchysche Span-
nungen
tτmn =
0ρ
tρ
0
txm,i
t
0Sij
0
txn,j
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berechnet werden mu¨ssen. Darin ist 0txm,i das (m, i)-Element des Deformati-
onsgradienten
t
0X =

∂tx1
∂ 0x1
∂tx1
∂ 0x2
∂tx1
∂ 0x3
∂tx2
∂ 0x1
∂tx2
∂ 0x2
∂tx2
∂ 0x3
∂tx3
∂ 0x1
∂tx3
∂ 0x2
∂tx3
∂ 0x3

Das Verha¨ltnis der Massendichten la¨sst sich angeben durch (siehe z.B. Bathe
(1996))
0ρ = tρ det t0X
Elastisch-plastisches Materialverhalten
Im Gegensatz zum elastischen Materialverhalten, bei dem die Gesamtspan-
nung allein aus der Gesamtverzerrung entsprechend der Gleichung (3.33)
errechnet werden kann, ha¨ngt bei einer elastisch-plastischen Strukturantwort
die Gesamtspannung zur Zeit t+ ∆t
t+∆t
0Sij =
t
0Sij +0 Sij (3.34)
zusa¨tzlich von der Spannungs- und Verzerrungsgeschichte ab. Das Span-
nungsinkrement 0Sij ist gegeben durch
0Sij =
∫ t+∆t
0Sij
t
0Sij
d0Sij
mit den differentiellen Zuwa¨chsen der Spannungen
d0Sij = Cijrs (d0rs − d0prs) (3.35)
Da die differentiellen Zuwa¨chse der plastischen Verzerrungen als die zu einer
vorgegebenen Fließfla¨che tfy(
t
0Sij,
t
0
p
ij, ...) normalen Spannungskomponenten
interpretiert werden ko¨nnen, lassen sich diese aus der Normalita¨tsbedingung
d0
p
ij =
tβ
∂ tfy
∂ t0Sij
(3.36)
in Abha¨ngigkeit eines noch zu bestimmenden Faktors tβ angeben. Bild 3.4
illustriert geometrisch die Berechnung der Spannung zur Zeit t + ∆t fu¨r
elastisch-plastisches Materialverhalten. Spannungszusta¨nde außerhalb der Fließ-
fla¨che existieren nicht, wenn gefordert wird:
tfy ≤ 0 ; tfy + dtfy ≤ 0 (3.37)
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mit dem totalen Differential
dtfy =
∂ tfy
∂ t0Sij
dt0Sij +
∂ tfy
∂ t0
p
ij
dt0
p
ij + ...
Dabei steht “...” fu¨r weitere beschreibende Materialparameter, wie Fließspan-
nung, Verfestigungsmodul usw. Fu¨r eine U¨berfu¨hrung in eine Matrixschreib-
weise seien die Abku¨rzungen
t
0qij =
∂ tfy
∂ t0Sij
; t0pij = −
∂ tfy
∂ t0
p
ij
und schließlich
t
0q
T =
[
t
0q11
t
0q22
t
0q33 2
t
0q12 2
t
0q23 2
t
0q31
]
(3.38)
t
0p
T =
[
t
0p11
t
0p22
t
0p33 2
t
0p12 2
t
0p23 2
t
0p31
]
(3.39)
eingefu¨hrt. Aus den Bedingungen (3.36) und (3.37) und der Gleichung (3.35)
erha¨lt man mit den Beziehungen (3.39) den Faktor tβ als
tβ =
t
0q
T C d0
t
0p
T t
0q +
t
0q
T C t0q
(3.40)
Damit ergibt sich durch ein Einsetzen von (3.36) und (3.40) in (3.35) fu¨r den
Vektor der differentiellen Zuwa¨chse der Spannungen
d0S =
t
0C
EP d0
wobei
t
0C
EP = C− C
t
0q (C
t
0q)
T
t
0p
T t
0q +
t
0q
T C t0q
die tangentielle elastisch-plastische Spannungs-Verzerrungs-Matrix zum Zeit-
punkt t darstellt. Damit erha¨lt man die Gesamtspannung in der Gleichung
(3.34) zum Zeitpunkt t+ ∆t aus
t+∆t
0S =
t
0S +
∫ t+∆t
0
t
0
CEP d0
Allerdings stellt diese Gleichung wegen der Linearisierung der Bewegungs-
gleichung (3.23) in physikalisch und geometrisch nichtlinearen Berechnungen
nur eine Na¨herung fu¨r die Spannungen dar. Wie beim U¨bergang der Glei-
chung (3.23) zur Gleichung (3.24) sind auch hier Gleichgewichtsiterationen
notwendig, um die exakten Spannungen zu erhalten:
t+∆t
0S
(k−1) = t0S +
∫ t+∆t
0
(k−1)
t
0
CEP d0 (3.41)
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Abbildung 3.4: Geometrische Darstellung der Spannungsberechnung im
Hauptspannungsraum und normal zur A¨quisektrix.
Das bedeutet, dass wa¨hrend jeder Gleichgewichtsiteration auch eine Integra-
tion der Spannungen durchgefu¨hrt werden muss. Fu¨r eine Integration der
zweiten Piola-Kirchhoffschen Spannungen entsprechend der Gleichung (3.41)
stehen grundsa¨tzlich zahlreiche Integrationsmethoden wie z.B. das Runge-
Kutta-Verfahren zur Verfu¨gung. Immer ist aber letztlich eine U¨berpru¨fung
und Ru¨ckfu¨hrung der Spannungen t+∆t0S auf die Fließfunktion
t+∆tfy not-
wendig. Wird beispielsweise die von Misessche Fließfla¨che
tfy =
1
2
t
0S
D
ij
t
0S
D
ij −
1
3
tσ2y
mit dem Spannungsdeviator
t
0S
D
ij =
t
0Sij −
t
0Smm
3
δij
verwendet, wobei tσy die Fließspannung zur Zeit t ist, entsteht im Allgemei-
nen eine Abweichung
|1− k| =
∣∣∣∣∣1− 13 t+∆tσ2y1
2
t+∆t
0S
D
ij
t+∆t
0S
D
ij
∣∣∣∣∣ ≤  (3.42)
Die Spannungsdeviatoren mu¨ssen demnach anschließend entsprechend auf
die Fließfla¨che zuru¨ck skaliert werden. Ist die Abweichung der Spannungsde-
viatoren |1 − k| > , so ist das aktuelle Lastinkrement zu verringern (vgl.
Abschnitt 3.4).
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Abbildung 3.5: 9-Knoten-Schalenelement fu¨r große Verschiebungen und Ver-
drehungen
3.3 Das isoparametrische degenerierte Scha-
lenelement SHELL9N
In dieser Arbeit soll u.a. die Anwendbarkeit der im Kapitel 4 entwickelten
Verfahren zur Berechnung der Versagenswahrscheinlichkeit von Strukturen
mit geometrisch nichtlinearem Verhalten demonstriert werden. Deshalb wur-
de das folgende geometrisch nichtlineare Schalenelement auf der Basis von
Ahmad u. a. (1970); Bathe (1996); Dvorkin und Bathe (1984); Hughes und
Liu (1980); Parisch (1979); Ramm (1976) weiterentwickelt. Mit diesem fini-
ten Element ist ein Anwendungsbeispiel untersucht worden. In einer isopa-
rametrischen Formulierung (siehe dazu Anhang A) kann das Schalenelement
fu¨r eine variable Knotenzahl formuliert werden. Bild 3.5 zeigt ein 9-Knoten-
Schalenelement.
Im Abschnitt A.2 wird auf einige numerische Schwierigkeiten bei der Defi-
nition eines lokalen Koordinatensystems in den Finite-Elemente-Knoten nach
Bathe (1996) hingewiesen. Durch eine alternative Festlegung des Koordina-
tensystems nach Gleichung (A.15) kann das finite Schalenelement auch in
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der Stabilita¨tsanalyse und in geometrisch nichtlinearen Berechnungen ange-
wendet werden.
Die Element-Steifigkeitsmatrix Kk der Gleichung (A.7) fu¨r einen Kno-
ten k ist nach Bathe (1996) sowohl auf globale als auch auf lokale Knoten-
Freiheitsgrade bezogen. Solange ausschließlich nur ein Finite-Elemente-Typ
benutzt wird und eine Zuordnung der Knotenverdrehungen und der Ru¨ck-
stellmomente zu globalen Koordinatenachsen nicht erforderlich wird, ist eine
derartige Formulierung vorteilhaft, da sie ohne eine weitere Transformation
auskommt; andernfalls mu¨ssen die Submatrizen von Kk, wie im Abschnitt
A.4 beschrieben, transformiert werden.
3.4 Bestimmung von Grenzzusta¨nden
3.4.1 Bisektion
Fu¨r die Suche der Grenzzustandspunkte des directional sampling (Abschnitt
2.7) und des Antwortfla¨chenverfahrens (Kapitel 4) muss in jeder Richtung
ai der Grenzzustand r
∗ ermittelt werden. Bei Grenzzusta¨nden, die definiert
sind durch Beschra¨nkungen des Verschiebungs- oder des Spannungs- und Ver-
zerrungszustandes oder bei Stabilita¨tsproblemen ko¨nnen die Grenzzustands-
punkte durch eine Nullstellensuche fu¨r g(r∗(a) a) = 0 gefunden werden.
Bei allgemeinen nichtlinearen Problemstellungen ko¨nnen ha¨ufig nur Aussa-
gen u¨ber Versagen oder Nichtversagen und keine Angaben u¨ber die jeweilige
Gro¨ße von g(r(a) a) gemacht werden, so dass in diesen Fa¨llen der Grenzzu-
standspunkt durch inkrementelle Laststeigerungen und Intervallschachtelung
gefunden werden muss. Dies allerdings ist auch bei den Simulationsverfahren
der Abschnitte 2.4 und 2.5 notwendig. Somit ist der zusa¨tzliche Aufwand,
die Grenzzustandspunkte durch Bisektion zu finden, nicht wesentlich. Wo-
durch die Verfahren des directional sampling und des Antwortfla¨chenverfah-
rens insbesondere fu¨r die Analyse nichtlinearer statisch belasteter Strukturen
geeignet sind.
In den linearisierten Bewegungsgleichungen (3.31) und (3.32) wurde die
Zeit t als eine bequeme Beschreibungsmo¨glichkeit der Lastgeschichte und der
Strukturkinematik eingefu¨hrt. In Bezug auf die Bestimmung von Grenzzu-
standspunkten fu¨r die Berechnung von Versagenswahrscheinlichkeiten ist es
allerdings zweckma¨ßiger, stattdessen die jeweilige Gro¨ße der Realisation der
Basisvariablen zur Festlegung der aktuellen Parameter wie Lastinkremente
und Geometriezusta¨nde zu benutzen:
xjK(i−1) ∆U(i) = x
j
R − xjF(i−1); i, j = 1, 2, . . . (3.43)
Eine Realisierung des Vektors der Basisvariablen xj errechnet sich aus der
Nataf-Ru¨cktransformation (siehe Abschnitt 2.3 und Nataf (1982)) der un-
korrelierten und standard-normalverteilten Zufallsvariablen U = RA in den
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Raum der Original-Zufallsvariablen X
xjk = F
−1
Xk
(xk)
[
Φ
(
n∑
l=1
Lkl u
j
l
)]
; k, l = 1, 2, . . . , n (3.44)
mit
uj = rja; rj = 0 . . . r∗
Neue Realisationen von X(U) ergeben sich somit durch stetige Verla¨ngerung
von uj mit rj = r(j−1) + 1 so lange, bis gerade noch kein Versagenszustand
der Struktur eingetreten ist, d.h solange g(x(u)) > 0 ist. Versagt die Struk-
tur, wird der letzte Versuch von rj verworfen und eine neue La¨nge durch
eine Intervallhalbierung rj = r(j−1) − 1/2 gefunden. Versagt die Struktur
dann abermals, so ergibt sich die La¨nge zu rj = r(j−1) − 1/4 usw., bis sich
wieder ein sicherer Zustand einstellt und die La¨nge von uj erneut um die
letzte Intervall-La¨nge vergro¨ßert werden kann. Diese systematische Suche der
Grenzzustandspunkte durch Bisektion wird abgebrochen, wenn gilt:
rj ≈ r∗ : r
j
r(j−1)
≤  (3.45)
Diese sehr einfache und fu¨r jede Komponente des Vektors der Basisva-
riablen gleiche Inkrementierung ist nur im Raum der unkorrelierten und
standard-normalverteilten Zufallsvariablen gu¨ltig, so dass zu Beginn der Bi-
sektion eine ggf. inkrementell-iterative Berechnung
(x0=X¯)K(i−1) ∆U(i) = (x
0=X¯)R − (x0=X¯)F(i−1) (3.46)
der Strukturantwort bis zum Mittelwertvektor der Basisvariablen notwendig
wird.
3.4.2 Nichtkonvergenz der Gleichgewichtsiteration
Wird wie in (3.43) eine inkrementell-iterative Lo¨sungsstrategie verwendet,
muss am Ende einer jeden Iteration u¨berpru¨ft werden, ob die gewonnene
Lo¨sung fu¨r die Strukturantwort schon konvergiert oder ob die Lo¨sung diver-
giert. Ein naheliegendes Konvergenzkriterium ist die U¨berpru¨fung des Ver-
schiebungszuwachses (siehe z.B. Bathe (1996))
‖∆U(i)‖
‖xjU(i)‖ ≤ D (3.47)
am Ende jeder Iteration i in Abha¨ngigkeit von den Gesamtverschiebungen
in derselben Iteration. Ein anderes Kriterium u¨berpru¨ft die Norm des Vek-
tors der Ungleichgewichtskra¨fte in Abha¨ngigkeit zum urspru¨nglichen Lastzu-
wachs:
‖xjR − xjF(i)‖
‖xjR − xjF‖ ≤ F (3.48)
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Schließlich la¨sst ein U¨berpru¨fen des Zuwachses der Energie wa¨hrend jeder
Iteration i in Abha¨ngigkeit zum Anfangszuwachs an Energie
∆U(i)
T
(x
j
R − xjF(i−1))
∆U(1)
T
(xjR − xjF)
≤ E (3.49)
erkennen, ob sowohl die Verschiebungen als auch die Kraftgro¨ßen einem
Gleichgewichtszustand nahekommen. Sind eines oder mehrere der Konver-
genzkriterien (3.47), (3.48) und (3.49) erfu¨llt, so kann mit der oben beschrie-
benen Verla¨ngerung von uj fortgefahren werden, ansonsten muss eine Inter-
vallhalbierung durchgefu¨hrt werden.
3.4.3 Singularita¨t der tangentialen Systemsteifigkeits-
matrix
Die Konvergenzkriterien sind zur Auffindung der Grenzzusta¨nde allein nicht
geeignet. Im Allgemeinen tritt das Versagen der Struktur, wenn die Verschie-
bungen wa¨hrend einer kleinen Lastzunahme relativ groß werden. Numerisch
bedeutet dies, dass mindestens ein Pivot-Element innerhalb der Dreieckszer-
legung
xjK = LDLT (3.50)
der tangentialen Systemsteifigkeitsmatrix kleiner oder gleich Null wird. Da-
mit ist x
j
K singula¨r, d.h. die Determinante
det
(
xjK
)
= 0 (3.51)
wird zu Null. Gleichbedeutend damit ist, dass sich der kleinste Eigenwert λ1
des Standard-Eigenproblems fu¨r die tangentiale Systemsteifigkeitsmatrix
xjKφk = λkφk (3.52)
zu Null ergibt. Demnach sollten zur eindeutigen Ermittlung eines Grenzzu-
standspunktes zusa¨tzlich immer eine begleitende Eigenwertanalyse fu¨r die
tangentiale Systemsteifigkeitsmatrix durchgefu¨hrt werden.
Es sei darauf hingewiesen, dass die Beziehungen (3.50), (3.51) und (3.52)
nur zum Auffinden der kritischen Lasten fu¨r die Untersuchung lokaler Versa-
genszusta¨nde geeignet sind. Sind dagegen Grenzzusta¨nde einer Struktur auch
im Nachbeulbereich vorhanden, so muss zusa¨tzlich untersucht werden, ob das
Tragwerk eventuell eine Reserve der Tragfa¨higkeit besitzt oder nicht (vgl. z.B.
Hutchinson und Koiter (1970)). Im Rahmen der vorliegenden Arbeit sind Sy-
steme, die Gleichgewichtszusta¨nde auch im Nachbeulbereich aufweisen, nicht
Gegenstand der weiteren Untersuchung.
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4Approximation und
Interpolation von
Grenzzustandsfunktionen
4.1 Einleitung
Die Berechnung der Versagenswahrscheinlichkeit einer Struktur mit Hilfe der
in den Abschnitten 2.4, 2.5 und 2.7 dargestellten Simulationstechniken erfor-
dert, dass die Funktion der Strukturantwort g(X) implizit berechnet wird,
zum Beispiel durch nichtlineare Strukturanalysen fu¨r jede Realisation der
Zufallsvariablen. Die Strukturanalysen bilden jedoch den Hauptanteil am Be-
rechnungsaufwand der Zuverla¨ssigkeitsanalyse, so dass die Analyse von reali-
stischen Strukturen durch die begrenzten Computer-Ressourcen stark einge-
schra¨nkt ist. Andererseits ko¨nnen explizit formulierte Grenzzustandsfunktio-
nen nur fu¨r kleine Systeme und einfache mechanische Modelle gefunden wer-
den. Es liegt daher nahe, die Funktion der Strukturantwort durch eine geeig-
nete Approximationsfunktion bzw. Interpolationsfunktion (Antwortfla¨che1)
g˜(X) anzuna¨hern. Dadurch ist fu¨r die Auswertung des Versagenskriteriums
nach der Gleichung (2.1) nur noch von Interesse, ob eine Realisation der Ba-
sisvariablen innerhalb oder außerhalb des von g˜(X) = 0 gebildeten Raumes
ist – die Strukturanalyse kann dann entfallen. In diesem Sinne stellt das Ant-
wortfla¨chenverfahren eine Verbindung zwischen den deterministischen Struk-
turanalysen und den probabilistischen Analysemethoden dar.
Die u¨blichen globalen Approximationsverfahren der Funktion der Struk-
turantwort g(x) bzw. die Approximation oder Interpolation der Grenzzu-
standsfunktion g(x) = 0 in den Abschnitten 4.2 und 4.3 mit Polynomen nied-
riger Ordnung weisen den entscheidenden Nachteil des Modellfehlers auf, d.h.
stark nichtlineare Funktionen g(x) oder auch g(x) = 0 ko¨nnen nur mit zum
1engl.: response surface
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Teil betra¨chtlichen Fehlern angena¨hert werden. Andererseits neigen Polyno-
me ho¨herer Ordnung dazu, zwischen den Stu¨tzstellen zu oszillieren, was die
Anna¨herung vo¨llig unbrauchbar machen kann. Die polynomiale Approxima-
tion der Grenzzustandsfunktion durch Regression kann das Approximations-
ergebnis unbrauchbar machen. Gesucht sind also Interpolationen, die flexibel
genug sind, um stark nichtlineare Grenzzustandsfunktionen beliebig genau
anna¨hern zu ko¨nnen, die in der Anzahl der verarbeitbaren Stu¨tzstellen nicht
begrenzt sind und diese dann genau und robust interpolieren ko¨nnen, d.h.
keinen Scha¨tzfehler aufweisen. Desweiteren ist zu beru¨cksichtigen, dass die
Ermittlung der Stu¨tzstellen auf der Grenzzustandsfunktion nicht regelma¨ßig
erfolgt (siehe Abschnitt 4.6).
Aus diesem Grunde werden im Abschnitt 4.4 eine neue Methode der loka-
len Interpolation der Grenzzustandsfunktion durch Normalen-Hyperebenen
entwickelt (siehe Roos u. a. (1999)) und eine zweite Methode, die der se-
kantialen Hyperebenen, modifiziert (siehe Guan und Melchers (1995, 1997)).
Alternativ dazu wird eine Mo¨glichkeit der Approximation durch gewichtete
Radien vorgestellt (siehe Abschnitt 4.5), die sowohl eine lokale als auch eine
globale Interpolation der Stu¨tzstellen gewa¨hrleistet.
Wie in den folgenden Abschnitten und in den Beispielen gezeigt wird, ist
bei allen Methoden, die dem Antwortfla¨chenverfahren zuzuordnen sind, die
erforderliche Anzahl an Stu¨tzstellen proportional mindestens zum Quadrat
der Anzahl der Zufallsvariablen, so dass Aufgabenstellungen mit sehr vielen
Zufallsvariablen unter Umsta¨nden gu¨nstiger mit Hilfe des importance samp-
ling (siehe Abschnitt 2.5) gelo¨st werden ko¨nnen. Es ist demnach, genauso
wie das im Abschnitt 2.7 erla¨uterte directional sampling, sehr gut zur Be-
rechnung der Versagenswahrscheinlichkeit komplexer nichtlinearer Struktu-
ren mit nur wenigen Zufallsvariablen einsetzbar. Die Antwortfla¨chenverfahren
sind im Gegensatz zum directional sampling daru¨ber hinaus fu¨r Sensitivita¨ts-
studien ausgezeichnet geeignet, da weitere Untersuchungen mit nur sehr ge-
ringem zusa¨tzlichen Rechenaufwand durchgefu¨hrt werden ko¨nnen, wenn die
Antwortfla¨che einmal bekannt ist.
4.2 Approximation der Funktion der Struk-
turantwort
4.2.1 Polynomiale Approximation
Urspru¨nglich waren die ersten Anwendungsbereiche des Antwortfla¨chenver-
fahrens in den Wirtschaftswissenschaften und in der Chemie zu finden. Dabei
besteht die grundsa¨tzliche Annahme darin, dass die zu approximierende Ant-
wort eines physikalischen, chemischen oder biologischen Experiments g(x)
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eine Funktion der Realisationen der Basisvariablen
g(x) = g(x1, x2, . . . , xn)
darstellt und dass es eine approximative Repra¨sentation von g(x) z.B. in der
Form von n-dimensionalen Polynomen niedriger Ordnung
gˆ(x) = β0 +
n∑
i=1
βixi +
n∑
i=1
n∑
j=1
βijxixj +
n∑
i=1
n∑
j=1
n∑
k=1
βijkxixjxk + . . .+ 
gibt. Ha¨ufig wird zur Approximation ein Polynom zweiter Ordnung verwen-
det (siehe z.B. Box und Draper (1987) und Myers (1971)):
gˆ(x) = β0 +
n∑
i=1
βixi +
n∑
i=1
n∑
j=1
βijxixj +  (4.1)
In der Gleichung (4.1) ist  ein zufa¨lliger Approximationsfehler. Aufgrund
der Symmetrie βij = βji sind die Koeffizienten durch insgesamt
p = 1 + n+
n(n+ 1)
2
Stu¨tzstellen auf der Funktion g(x) eindeutig bestimmbar. Das Vorzeichen des
Koeffizienten β0 bestimmt, ob im Punkt x = 0 Versagen der Struktur vorliegt
oder nicht. Eine andere Klasse von mo¨glichen Interpolationsfunktionen sind
z.B. Lagrange-Polynome (Cheney (1966)).
4.2.2 Methode der minimalen Fehlerquadrate
Sind mehr Antworten yk(x) bekannt, als zur Bestimmung der p Koeffizienten
beno¨tigt werden, d.h. k = 1, 2, . . . ,m > p, kann versucht werden, den Fehler
 zu minimieren (siehe dazu Box und Draper (1987) und Myers (1971)). Ist
z.B. die k-te Antwort in einem quadratisch approximierten Fall mit zwei
Basisvariablen
yk = β0 + β1x1k + β2x2k + β11x
2
1k + β22x
2
2k + 2β12x1kx2k + k
was in Matrixschreibweise
y = Xβ +  (4.2)
ergibt, mit
y =

y1
y2
...
ym
 ;  =

1
2
...
m
 ;β =

β0
β1
β2
β11
β22
2β12

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und
X =

1 x11 x21 x
2
11 x
2
21 x11x21
1 x12 x22 x
2
12 x
2
22 x12x22
...
...
...
...
...
...
1 x1m x2m x
2
1m x
2
2m x1mx2m

so kann eine Scha¨tzung der Koeffizienten βˆ dadurch erfolgen, dass ein Mini-
mum der Fehlerquadrate
S =
m∑
k=1
2k = 
T→ min
gefordert wird. Unter Beru¨cksichtigung der Beziehung (4.2) erha¨lt man S zu
S(βˆ) = (y −Xβˆ)T (y −Xβˆ)→ min (4.3)
Die Entwicklung der rechten Seite von (4.3) liefert
S(βˆ) = yTy − (Xβˆ)Ty − yTXβˆ + (Xβˆ)TXβˆ
= yTy − βˆTXTy − yTXβˆ + βˆTXTXβˆ
= yTy − 2βˆTXTy + βˆTXTXβˆ → min
S nimmt ein Minimum an, wenn die partiellen Ableitungen
∂S(βˆ)
∂βˆ
= −2XTy + 2(XTX)βˆ = 0 (4.4)
zu Null werden. Damit entsteht aus der Beziehung (4.4) ein lineares Glei-
chungssystem zur Abscha¨tzung der Koeffizienten βˆ
(XTX)βˆ = XTy
Ist XTX nicht singula¨r, errechnet sich βˆ aus
βˆ = (XTX)−1XTy
Die Scha¨tzwerte der Antwort ergeben sich somit zu
yˆ = Xβˆ
4.2.3 Varianz-Analyse
Die Varianz-Analyse2 liefert eine Bewertung des Anpassungsfehlers der Re-
gressions-Analyse. Die wesentlichen Elemente seien hier kurz dargestellt. Der
2engl.: analysis of variance (ANOVA)
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Gesamtfehler ST setzt sich aus dem Fehler der Scha¨tzung SR und einem
Modellfehler SM zusammen. Die Summe u¨ber die Quadrate der Residuen
berechnet sich aus
SR =
m∑
k=1
(yk − yˆk)2 = (y − yˆ)T (y − yˆ)
Fu¨r die Berechnung des Fehlers SM wird angenommen, dass die Antwort-
funktion
η = Xβ
bekannt ist. In diesem Fall ergibt sich ein Modellfehler zu
SM =
m∑
k=1
(yˆk − ηk)2 = (yˆ − η)T (yˆ − η)
Somit ist der Anpassungsfehler
ST = SR + SM = (y − η)T (y − η)
Eine ausfu¨hrliche Darstellung der Varianz-Analyse kann z.B. in Box und
Draper (1987) nachgelesen werden.
Fru¨he Anwendungen auf die Zuverla¨ssigkeitsanalyse mechanischer Struk-
turen finden sich bei Rackwitz (1982) und Faravelli (1986).
4.2.4 Ermittlung der Stu¨tzstellen
Fu¨r die Ermittlung der Regressions-Koeffizienten βˆ aus einer Reihe von nu-
merischen Experimenten entstehen auch Anforderungen an den Entwurf die-
ser Experimente. Die Forderung nach Orthogonalita¨t stellt sicher, dass die
ermittelten βˆ unkorreliert sind. Wird die Bedingung Rotierbarkeit erfu¨llt,
sind die Antworten y nur noch abha¨ngig von ihrem Abstand zum Ursprung
des Experiment-Entwurfes und nicht mehr von dem Richtungsvektor. Es wur-
den verschiedene Entwurfsmo¨glichkeiten entwickelt, z.B. in Box und Draper
(1987).
Eine sehr einfache Methode zur Bestimmung der Stu¨tzstellen fu¨r eine po-
lynomiale Approximation zweiter Ordnung ohne die gemischten Terme xixj
gˆ(x) = β0 +
n∑
i=1
βixi +
n∑
i=1
βiix
2
i (4.5)
benutzt den Mittelwert der Entwurfsvariablen x¯ sowie die Punkte parallel
zu den Achsenrichtungen xi = x¯i ± fσxi zur Festlegung der Stu¨tzstellen
der Grenzzustandsfunktion. Eine allgemein gu¨ltige Regel zur Festlegung des
Faktors f kann nicht gegeben werden. Bei Klingmu¨ller und Bourgund (1992)
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wird eine Abscha¨tzung der Gro¨ßenordnung fu¨r f in Abha¨ngigkeit der zu
erwartenden Versagenswahrscheinlichkeit
f = Φ−1(P (F )) (4.6)
vorgeschlagen. Demnach sind Werte von f = 3, . . . , 5 sinnvoll. Weitere ver-
besserte Methoden fu¨r den Experiment-Entwurf finden sich z.B. in Engelund
und Rackwitz (1992) sowie Rajashekhar und Ellingwod (1993).
Iterative Ermittlung der Stu¨tzstellen
In Bucher und Bourgund (1987, 1990) wird ausgehend von einer Antwort-
fla¨che (4.5) mit (4.6) der Punkt mit dem kleinsten Abstand xD zum Punkt x¯
berechnet. Der Punkt xD wird dann anschließend benutzt, um einen neuen
Bezugspunkt fu¨r die Antwortfla¨che durch lineare Interpolation
xM = x¯ + (xD − x¯) g(x¯)
g(x¯)− g(xD)
zu finden.
4.2.5 Bewertung
Problematisch bei der Verwendung der klassischen Antwortfla¨chenverfahren
ist, dass eine polynomiale Approximation bei stark nichtlinearen Grenzzu-
standsfunktionen versagt (Modellfehler). Durch die Ermittlung der Koeffizi-
enten mittels Regression werden die eigentlich exakt ermittelten Stu¨tzstellen
nur na¨herungsweise interpoliert (Scha¨tzfehler). Der dabei entstehende Anpas-
sungsfehler kann unter Umsta¨nden das Approximationsergebnis unbrauchbar
machen (siehe dazu z.B. die Untersuchungen und Beispiele von Engelund und
Rackwitz (1992)).
4.3 Polynomiale Interpolation der Grenzzu-
standsfunktion
Im Abschnitt 4.2 wurde zur Modellierung der Antwortfunktion g(x) ein mehr-
dimensionales Polynom zweiter Ordnung verwendet. Mit dieser polynomialen
Interpolationfunktion kann aber auch, wie in Bucher u. a. (1989) vorgeschla-
gen, die Grenzzustandsfunktion g(X) = 0 allein, d.h die Grenze zwischen
sicherem und unsicherem Bereich
g˜(x) = β0 +
n∑
i=1
βixi +
n∑
i=1
n∑
j=1
βijxixj = 0
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approximiert werden. Die Suchrichtungen fu¨r die Grenzzustandspunkte wer-
den u¨blicherweise zuna¨chst in x¯ beginnend parallel zu den Achsenrichtungen
mit x = x¯± ei festgelegt. Dabei sind ei die jeweiligen Einheitsvektoren mit
i = 1, 2, . . . , n. Damit sind dann k = 2n < p Stu¨tzstellen bekannt. Die rest-
lichen notwendigen Stu¨tzstellen ko¨nnen nach einem Schema von Ouyporn-
prasert und Bucher (1988); Bucher u. a. (1988) so gewa¨hlt werden, dass
die Suchrichtungen in die Quadranten gelegt werden, in welchen die Grenz-
zustandspunkte auf den zugeho¨rigen Achsen im standard-normalverteilten
Raum der Basisvariablen den ku¨rzesten Abstand zum Ursprung besitzen.
Sollen k > p Stu¨tzstellen verwendet werden, mu¨ssen die Koeffizienten wieder
durch Regression (Abschnitt 4.2.2) bestimmt werden.
Der hauptsa¨chliche Vorteil der Approximation der Grenzzustandsfunk-
tion g(X) = 0 gegenu¨ber den klassischen Antwortfla¨chenverfahren besteht
darin, dass der fu¨r die Zuverla¨ssigkeitsanalyse a¨ußerst wichtige Grenzzustand
genauer erfasst werden kann. Diese Approximation wurde in verschiedenen
Beispielen, so in Schue¨ller u. a. (1991) und Bucher und Schue¨ller (1994),
erfolgreich getestet.
4.4 Interpolation der Grenzzustandsfunktion
durch Hyperebenen
4.4.1 Normalenfla¨chen
Es soll angenommen werden, dass Stu¨tzstellen Pi(x) auf der Grenzzustands-
funktion existieren (siehe Bild 4.1). Die Ortsvektoren in kartesischen Koor-
dinaten auf diese Punkte seien li(x). Damit lassen sich die Differenzvektoren
pi = li −m
ausgehend von einem zentralen Bezugspunkt M definieren. Der Bezugspunkt
muss im Inneren des sicheren Bereiches liegen. Zum Beispiel kann der Erwar-
tungswert aller Basisvariablen m = {E[X1], E[X2], . . . , E[Xn]}T zur Festle-
gung von M benutzt werden. Der Vektor einer j-ten Realisation der Basis-
variablen rj(x) soll auch auf den Punkt M bezogen sein. Somit kann der
Winkel zwischen dem Vektor der Stichprobe und den Differenzvektoren aus
cosφij =
pTi rj
‖pi‖‖rj‖ 0 ≤ φij ≤ pi
errechnet werden. Mit der Annahme, dass die Hyperebene in einem Punkt
Pi(x) und auf pi bezogen durch die Hessesche Normalform der Ebenenglei-
chung
eTpi fijrj = ‖pi‖
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Abbildung 4.1: Approximation der Grenzzustandsfunktion mit Normalen-
Hyperebenen.
festgelegt ist, kann der Skalierungsfaktor
fj =
‖pi‖
eTpi rj
∣∣∣∣
i:cosφij→max
zum Schnittpunkt der Normalen-Hyperebene mit dem Stichprobenvektor ge-
funden werden. Mit den Faktoren fj
g˜(x) = m(x) + fjrj(x) = 0
kann die Antwortfla¨chenfunktion in kartesischen Koordinaten definiert wer-
den. Die Approximation durch Normalen-Hyperebenen erzeugt zum Bezugs-
punkt M sternfo¨rmige, stetige und stu¨ckweise differenzierbare Antwortfunk-
tionen. Die Verwendung von Normalen-Hyperebenen ist sehr robust und fle-
xibel.
4.4.2 Simplexe
Eine andere Mo¨glichkeit der Approximation mit Hyperebenen ist die von Gu-
an und Melchers (1995, 1997) in die Zuverla¨ssigkeit eingefu¨hrte Verwendung
von Simplexe. In einem n-dimensionalen Raum der Basisvariablen X ist eine
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Abbildung 4.2: Approximation der Grenzzustandsfunktion durch Simplexe.
n-dimensionale Hyperebene durch n Stu¨tzstellen eindeutig festgelegt (siehe
Bild 4.2). Eine Hyperebene dieser Art resultiert aus der Linearkombination
g¯(x1, . . . , xn) = m(x1, . . . , xn) + p1 + α1(p2 − p1) + . . .+ αn−1(pn − p1)
Das lineare Gleichungssystem
[p2 − p1 . . .pn − p1 − r] [α1 . . . αn−1 f ]T = −p1 (4.7)
ergibt den Schnittpunkt zwischen der Hyperebene und dem Stichproben-
vektor. In Guan und Melchers (1995) wird eine Selektionsmo¨glichkeit der
Stu¨tzpunktvektoren p1, . . . ,pn angegeben. Eine andere Mo¨glichkeit soll im
Folgenden aufgezeigt werden. Dabei sollte als erster Stu¨tzpunktvektor p1 der
Vektor gewa¨hlt werden, fu¨r den cosφ1 = cosφi,max gilt. Die na¨chsten Stu¨tz-
punktvektoren (p2, . . . ,pn) mu¨ssen die Bedingung
cos(φi)→ max : cos(γi) > 0 (4.8)
erfu¨llen. Dieses Kriterium stellt sicher, dass sich diese Stu¨tzpunkte im inter-
essierenden Halbraum befinden (siehe Abbildung 4.3). Der Normalenvektor
n ergibt sich aus
n = r−
n−1∑
i=1
βipi (4.9)
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Abbildung 4.3: Halbraum-Kriterium zur Bestimmung der Stu¨tzpunkte.
und
nTpj = 0 (4.10)
fu¨r alle (i, j = 1 . . . n − 1). Die Beziehungen (4.9) und (4.10) ergeben ein
Gleichungssystem (
n−1∑
i=1
βipi
)T
pj = r
Tpj
der maximalen Gro¨ße (n− 1) zur Bestimmung der Koordinaten βi des Fuß-
punktes von n. Mit βi ko¨nnen der Normalenvektor n mit den Beziehungen
(4.9) und (4.10) ermittelt und das Halbraum-Kriterium (4.8) u¨berpru¨ft wer-
den. Fallen Stichprobenvektor r und ein Stu¨tzpunktvektor pi bzw. eine von
den Stu¨tzpunktvektoren aufgespannte Ebene zusammen, so ist der Norma-
lenvektor n = 0 und die Koeffizienten-Matrix P = pTi pj singula¨r. Ist dies
der Fall, so kann der Faktor f einfach aus
fr =
n−1∑
i=1
βjpj (4.11)
ermittelt werden. Die Lo¨sung von (4.11) ergibt sich aus∥∥∥∥∥fr−
n−1∑
i=1
βipi
∥∥∥∥∥→ min
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Abbildung 4.4: Approximation der Grenzzustandsfunktion mit gewichteten
Radien.
Sind n Stu¨tzpunkte gefunden, kann der Faktor f aus der Beziehung (4.7)
ermittelt werden. Zusa¨tzlich muss u¨berpru¨ft werden, ob die Bedingungen
αi ≥ 0;
∑
i
αi ≤ 0 ∀ (i = 1 . . . n− 1)
eingehalten sind. Ist dies nicht der Fall, dann befindet sich der Stichpro-
benvektor r nicht innerhalb der Hyperebene, so dass der n-te Stu¨tzpunkt
mit dem na¨chsten Stu¨tzpunkt in dem richtigen Halbraum solange gewechselt
werden muss, bis die Bedingungen erfu¨llt sind.
4.5 Interpolation der Grenzzustandsfunktion
mit gewichteten Radien
Existieren Punkte Pi(x) auf der Grenzzustandsfunktion (siehe Abbildung
4.4) mit den Ortsvektoren in kartesischen Koordinaten li(x), so lassen sich
Differenzvektoren
pi = li −m i = 1, 2, . . . , N
im Bezug auf einen Bezugspunkt M angeben. Hierbei kann M wieder als
der Erwartungswert aller Basisvariablen m = {E[X1], E[X2], . . . , E[Xn]}T
gewa¨hlt werden kann. Der Stichprobenvektor r(x) = x−m ist auf M bezo-
gen, so dass sich der Winkel zwischen dem Vektor der Stichprobe und den
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Differenzvektoren aus
cosφij =
pTi rj
‖pi‖‖rj‖ 0 ≤ φij ≤ pi
ergibt. Es sei darauf hingewiesen, dass die Darstellung der Vektoren pi und
r vorzugsweise im Raum standardnormalverteilter Variablen erfolgen soll-
te. Die Wichtung eines beliebigen Differenzvektors pi in Abha¨ngigkeit eines
gewa¨hlten Stichprobenvektors rj la¨sst sich im einfachsten Fall als
wij =
1
φij
(4.12)
schreiben. Somit kann der Skalierungsfaktor
fj =
∑
i
‖pi‖wij∑
i
wij
zum Schnittpunkt der Antwortfla¨chenfunktion mit dem Stichprobenvektor
gefunden werden (siehe Abbildung 4.4). Die Faktoren fj ergeben die Ant-
wortfla¨chenfunktion
g˜(x) = m(x) + f
r(x)
‖r(x)‖ = 0
im kartesischen Koordinatensystem. Die sehr einfache Annahme (4.12) er-
zeugt eine geschlossene Antwortfunktion. Wird nur eine einzige Stu¨tzstelle
verwendet, dann ist g˜(x) = 0 eine kreisfo¨rmige Funktion (siehe Abbildung
4.5). Durch die Einfu¨hrung einer klein zu wa¨hlenden Gro¨ße  in die Gleichung
(4.12)
wij =
1
φij + 
(4.13)
kann die Singularita¨t fu¨r φij = 0 beseitigt werden. Es sei an dieser Stelle
erwa¨hnt, dass durch die Einfu¨hrung von  die Grenzzustandspunkte nicht
mehr interpoliert werden. Die Funktion der Antwortfla¨che fu¨r n = 2 und
z.B. N = 5 Punkte auf der Grenzzustandsfunktion
fj =
N∑
i=1
‖pi‖wij
N∑
i=1
wij
(4.14)
mit den Wichtungen nach (4.13) ist im Abbildung 4.6 dargestellt. Wird der
Bereich in der Na¨he einer Stu¨tzstelle Pi(x) sta¨rker gewichtet, z.B. in Form
von
wij =
(
1
φij + 
)2
(4.15)
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Abbildung 4.5: Antwortfunktion fu¨r eine einzige Stu¨tzstelle.
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Abbildung 4.6: Antwortfla¨che mit einer einfachen Wichtungsfunktion.
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Abbildung 4.7: Antwortfla¨che gewichtet mit (4.15).
entstehen stetig differenzierbare Kurven (siehe Abbildung 4.7). Statt einer
gleichzeitigen Beru¨cksichtigung aller Pi(x) kann auch die Verwendung weni-
ger Stu¨tzpunkte zu guten Approximationen fu¨hren. Wird z.B. nur ein Stu¨tz-
punkt
fj =
‖p1‖w1j
w1j
∣∣∣∣
P1(x): cosφ1j→max
(4.16)
verwendet, sind die Approximationsfunktionen immerhin noch Kreis- bzw.
Hyperkugelsegmente (siehe Bild 4.8). Im Allgemeinen ist die Verwendung von
n Stu¨tzpunkten insbesondere fu¨r viele Basisvariablen erfolgversprechend.
4.6 Adaptive Approximation und Interpola-
tion
Wie beim adaptive directional sampling (siehe Abschnitt 2.7) kann die Simu-
lation der Einheitsvektoren adaptiv in die dominanten Bereiche des Raumes
unabha¨ngiger und standardnormalverteilter Zufallsvariablen verlegt werden,
in denen die Grenzzustandsfunktion die geringsten Absta¨nde zum Koordina-
tenursprung aufweist. Dazu wird eine spezifische Simulations-Dichtefunktion
hY(a) fu¨r die Richtungen a eingefu¨hrt. Die Forderung, dass die statistischen
Momente erster und zweiter Ordnung der Simulationsdichte gleich den sta-
tistischen Momenten derjenigen Stichproben der Basisvariablen sind, die in
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Abbildung 4.8: Antwortfla¨che gewichtet mit (4.13) und (n−1) Stu¨tzpunkten.
den Versagensbereich fallen (siehe Bucher (1988))
E[Y] = E[A|g(r∗(a) a) ≤ 0]
E[(Y − Y¯)(Y − Y¯)T ] = E[(A− A¯)(A− A¯)T |g(r∗(a) a) ≤ 0]
erzeugt eine Na¨herung der idealen Simulationsdichte (2.10). Wie in Kija-
watworawet (1991); Kijawatworawet u. a. (1998) werden stattdessen fu¨r die
Ermittlung der Simulationsdichte die Beziehungen
E[Y] =
∑N
i=1 ai wi∑N
i=1 wi
E[(Y − Y¯)(Y − Y¯)T ] =
∑N
i=1 wi(ai − a¯)(ai − a¯)T∑N
i=1 wi
genutzt, wobei die Wichtungen wi definiert sind durch
wi =
∫ ∞
r∗i (a)
rn−1i exp
(
−r
2
i
2
)
dri
Dieses Vorgehen der adaptiven Simulation der Einheitsvektoren entspricht
dem adaptive directional sampling, so dass auch dessen generelle Einschra¨n-
kungen hier gelten. Zum Beispiel mu¨ssen immer genu¨gend Stichproben auf
die Grenzzustandsfunktion hinfu¨hren, was bei ausgepra¨gt konvexen Grenz-
zustandsfunktionen, die zudem nur in einer Richtung vom Koordinatenur-
sprung aus liegen, eine sehr hohe Anzahl von Startsimulationen erfordert.
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In der vorliegenden Arbeit wird die beschriebene adaptive Simulation der
Einheitsvektoren fu¨r die Ermittlung der Interpolations-Stu¨tzstellen verwen-
det. Sind die vorgesehenen Stu¨tzstellen gefunden, so werden diese durch die
Verfahren in den Abschnitten 4.4 und 4.5 interpoliert.
In Waarts (2000) wird eine a¨hnliche Vorgehensweise vorgeschlagen. Al-
lerdings wird zur Identifikation wichtiger Versagensbereiche nicht die Wich-
tungsfunktion benutzt. Stattdessen werden in einem ersten Schritt die Grenz-
zustandspunkte auf den Koordinatenachsen des Raumes unabha¨ngiger und
standardnormalverteilter Zufallsvariablen gesucht, siehe dazu Abschnitt 4.2.4.
Durch diese Stu¨tzstellen wird anschließend eine quadratische Antwortfunkti-
on gelegt. Diese Antwortfunktion wird benutzt, um neue adaptiv verbesserte
Richtungen fu¨r die Suche der Grenzzustandspunkte zu finden. Zur Appro-
ximation der Stu¨tzstellen wird allerdings nur ein Polynom zweiter Ordnung
benutzt, siehe Abschnitt 4.2.
4.7 Fehlerordnung der Interpolation
Wie in den Abschnitten 4.4 und 4.5 gezeigt wurde, kann die nur punktweise
bekannte Grenzzustandsfunktion g bereichsweise durch einen Interpolations-
operator Π approximiert werden. Der dabei entstehende Approximations-
fehler kann fu¨r die Approximation eines offenen Quaders oder eines offenen
Simplex G ⊂ Rn abgescha¨tzt werden, wenn der Interpolationsoperator Π
Funktionen vom Grad ≤ k auf sich selbst abbildet (vgl. Ciarlet und Raviart
(1972)), d.h. wenn gilt
Π : Πg = g (4.17)
und wenn Π beliebige Funktionen g von einem Sobolew-Raum der Ordnung
k + 1 in einem Sobolew-Raum der Ordnung m abbildet
Π : W k+1p (G) 7→ Wmp (G) (4.18)
mit
0 ≤ m ≤ k + 1
Dabei geho¨rt eine Funktion g zum Sobolew-Raum Wmp (G), wenn die Norm
Wmp : ‖g‖pWmp =
∑
|α|≤m
‖Dαg‖pLp (4.19)
erkla¨rt ist. Dα ist der auf g anzuwendende Differentialoperator
Dαg =
∂α1
∂xα11
· · · ∂
αn
∂xαnn
g
der u¨ber den Multiindex
α = (α1, . . . , αn)
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definiert wird. Die Ordnung von α ist durch
|α| = α1 + . . .+ αn
bestimmt. Die Lp-Norm der Funktion g im Lp-Raum ist definiert als
W 0p (G) : ‖g‖Lp =
(∫
g
|g(x)|p dx
) 1
p
fu¨r p ≥ 1. Mit den Voraussetzungen (4.17) und (4.18) existiert eine Konstante
C, so dass fu¨r alle g ∈ Wmp (G)
‖g − Πg‖Wmp (G) ≤ C ‖g‖Wk+1p (G)
hk+1
ρm
(4.20)
gilt (vgl. Zeidler (1977)). Die Beziehung (4.20) liefert eine Abscha¨tzung des
Defektes, d.h. des Approximationsfehlers gemessen in einer gewa¨hlten Norm
eines Sobolew-Raumes. Dabei ist h der gro¨ßte Abstand der Stu¨tzpunkte und
ρ der Radius der gro¨ßten eingeschlossenen Kugel in dem betrachteten Be-
reich G. C und ‖g‖Wk+1p (G) sind beschra¨nkte und von h und ρ unabha¨ngige
Gro¨ßen. Die Fehlerordnung ha¨ngt somit entscheidend von k und m ab. k = 0
bedeutet, dass in dem ausgewa¨hlten Bereich G konstante Funktionen g auf
sich selbst abgebildet werden ko¨nnen. Dies trifft fu¨r die Approximation mit
ungewichteten Radien nach der Gleichung (4.16) zu. Fu¨r eine lineare Interpo-
lationsformel gema¨ß der Verwendung von Hyperebenen muss der Index k = 1
gesetzt werden. Werden fu¨r die Interpolation unter der Verwendung gewich-
teter Radien N = n Stu¨tzpunkte fu¨r die Wichtung (4.14) beru¨cksichtigt,
ergibt sich ebenfalls k = 1. Werden dagegen fu¨r n = 2, N = 3 und fu¨r n = 3,
N = 6 usw. Stu¨tzpunkte verwendet, ist k = 2. Wird weiterhin z.B. m = 0
gewa¨hlt, so wird der Defekt nur noch in der Lp-Norm abgescha¨tzt. Es ergibt
sich ein Fehler der Ordnung hk+1. Wird hingegen m = 1 gewa¨hlt, verscha¨rft
sich die Fehlernorm der linken Seite von (4.20), da zusa¨tzlich der Defekt in
den Ableitungen mit enthalten ist. Allerdings ist dann die zu erreichende
Konvergenzordnung niedriger.
4.8 Fehlerabscha¨tzung durch Simulation
Einen Ansatz fu¨r die Scha¨tzung eines zumindest lokalen Fehlers mittels be-
dingter Versagenswahrscheinlichkeiten liefern Macke u. a. (2000). Eine mo¨gli-
che Erweiterung fu¨r solche Bereiche in der Na¨he des β-Punktes wa¨re folgendes
Vorgehen: Die bedingten Versagenswahrscheinlichkeiten fu¨r eine beliebige ge-
gebene Richtung ai kann aus der Beziehung
P (F )|ai =
(
1− χ2n(r∗i 2(ai))
) fA(ai)
hY(ai)
(4.21)
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ermittelt werden (siehe Abschnitt 2.7). Dabei ist der Grenzzustandspunkt r∗i
durch die Bedingung
g(r∗i (ai) ai) = 0
gegeben. In der gleichen Richtung ai kann aber auch genauso eine bedingte
Versagenswahrscheinlichkeit fu¨r den Punkt auf der Antwortfla¨che
g˜(r˜(a) a) = 0
zu
P˜ (F )|ai =
(
1− χ2n(r˜2i (ai))
) fA(ai)
hY(ai)
(4.22)
ermittelt werden. Der Approximationsfehler wird definiert als der Scha¨tzer
aus m zusa¨tzlichen Stichproben fu¨r den Betrag der Differenzen der Versa-
genswahrscheinlichkeiten (4.21) und (4.22) zu
˜ =
(
1
m
m∑
i=1
∣∣(1− χ2n(r∗i 2(ai)))− (1− χ2n(r˜2i (ai)))∣∣
)
fA(a)
hY(a)
5Numerische Beispiele
5.1 Einleitung
Verschiedene numerische Beispiele sollen im Folgenden die prinzipielle Eig-
nung der in den Abschnitten 4.4 und 4.5 entwickelten Interpolationsverfah-
ren verdeutlichen. Diese Beispiele sind aus dem Bereich der Berechnung der
Versagenswahrscheinlichkeit sowohl geometrisch als auch physikalisch nicht-
linearer Strukturen gewa¨hlt worden. Im ersten Beispiel der Berechnung der
Versagenswahrscheinlichkeit einer sehr einfachen nichtlinearen Struktur mit
zufa¨lligen Lasten wird der Einfluss der Genauigkeit der mechanischen Ana-
lyse auf die Gro¨ße der Versagenswahrscheinlichkeit untersucht. Das zweite
Beispiel demonstriert die Berechnung der Versagenswahrscheinlichkeit einer
sowohl physikalisch als auch geometrisch nichtlinearen Schalenstruktur. Ein
drittes strukturmechanisches Beispiel untersucht die Mo¨glichkeit der Anwen-
dung der Interpolationsverfahren fu¨r eine reale Struktur mit wirklichkeitsna-
hen Annahmen fu¨r die Einwirkungen und fu¨r die Widerstandsgro¨ßen.
Alle numerischen Berechnungen erfolgten mit dem Software-Paket SLang –
the Structural Language (Bucher u. a. (1995)). SLang beinhaltet zusa¨tzlich zu
den probabilistischen Verfahren zur Modellierung von stochastischen Bela-
stungen und physikalischen sowie geometrischen Unsicherheiten auch Finite-
Elemente-Methoden zur linearen sowie nichtlinearen Berechnung von Struk-
turantworten. Die in Kapitel 2 beschriebenen Verfahren und daru¨ber hin-
aus noch weitere Methoden der Zuverla¨ssigkeitsanalyse sind in SLang bereits
vorhanden. Im Rahmen dieser Arbeit wurden zusa¨tzlich die vorgestellten In-
terpolationsverfahren und das nichtlineare Schalenelement SHELL9N (siehe
Anhang A) sowie das zugeho¨rige plastische Materialgesetz implementiert.
Die SLang -Eingabedateien fu¨r die Analyse des zweiten Anwendungsbeispieles
sind im Anhang B dokumentiert.
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Abbildung 5.1: Einfache Balken-
struktur.
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Abbildung 5.2: Dichtefunktionen der
Lastgro¨ßen.
5.2 Versagenswahrscheinlichkeit eines einfa-
chen Rahmens mit zufa¨lligen Lasten
5.2.1 Einleitung
Dieses erste Beispiel der Berechnung der Versagenswahrscheinlichkeit einer
sehr einfachen nichtlinearen Struktur mit n = 2 zufa¨llig verteilten Lasten
dient dazu, den Einfluss der Genauigkeit der mechanischen Analyse auf die
Gro¨ße der Versagenswahrscheinlichkeit zu bewerten. Dazu soll das Ergebnis
einer gena¨herten Ermittlung des Grenzzustandes der Struktur mittels der
Fließgelenktheorie I. Ordnung mit dem Ergebnis einer nichtlinearen Finite-
Elemente-Berechnung verglichen werden. Daru¨ber hinaus sollen die vorge-
stellten Antwortfla¨chenverfahren mit der polynomialen Interpolation des Ab-
schnittes 4.3 mit N = p = n+ n(n+1)
2
= 5 verglichen werden.
5.2.2 Mechanisches System und Zufallsgro¨ßen
Stu¨tzen und Riegel der Struktur besitzen einen rechteckigen Querschnitt mit
den Abmessungen b/h = 0.2 m/0.4 m. Die Stu¨tzen seien vollsta¨ndig ein-
gespannt. Das Materialverhalten der Struktur wird, wie im Abschnitt 3.2.5
erla¨utert, als elastisch-plastisch mit einer Fließbedingung nach von Mises oh-
ne Verfestigung angenommen. Die Fließspannung ist mit fy = 2.4 ·108 N/m2,
die Querdehnzahl mit ν = 0.0 und der Elastizita¨tsmodul mit E = 2.1 ·
1011 N/m2 festgelegt. Die Struktur ist durch eine horizontale und eine verti-
kale Einzellast H und V belastet. Die Lasten seien unabha¨ngige normalver-
teilte Zufallsgro¨ßen X1 = H und X2 = V (vgl. Abbildung 5.2). Die Mittel-
werte der Lasten sowie deren Standardabweichungen sollen gleich groß sein:
E[X1] = E[X2] = 1.7
Mpl
l
und σX1 = σX2 =
Mpl
l
. Das maximal aufnehmbare,
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Abbildung 5.3: Grenzzustandsfunk-
tion nach der Fließgelenktheorie I.
Ordnung.
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Abbildung 5.4: Vergleich der Grenz-
zusta¨nde nach der Fließgelenktheorie
I. Ordnung und nach der nichtlinea-
ren Finite-Balkenelemente-Lo¨sung.
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Abbildung 5.5: Adaptive sampling
nach dem ersten Simulationslauf.
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Abbildung 5.6: Adaptive sampling
nach der zweiten Adaption.
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Abbildung 5.7: Entsprechend Ab-
schnitt 4.3 ermittelte Grenzzustand-
spunkte.
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Abbildung 5.8: von Mises Spannun-
gen am Grenzzustandspunkt P1.
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Abbildung 5.9: von Mises Spannun-
gen am Punkt P2.
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Abbildung 5.10: von Mises Spannun-
gen am Grenzzustandspunkt P3.
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Abbildung 5.11: von Mises Spannun-
gen am Punkt P4.
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Abbildung 5.12: von Mises Spannun-
gen am Grenzzustandspunkt P5.
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vollplastische Moment Mpl fu¨r den Rechteckquerschnitt ist
Mpl = αpl
h2b
6
fy = 1.92 · 106 N/m2
wobei der Formbeiwert αpl = 1.5 ist.
5.2.3 Grenzzustand nach der Fließgelenktheorie I. Ord-
nung
Die analytische Na¨herungslo¨sung zur Berechnung der Grenzzustandsfunktion
erfolgt hier mit der Fließgelenktheorie. Mit der Aufstellung der virtuellen
Arbeit
Hlδφ = 4Mplδφ
an der kinematischen Seiten-Kette (vgl. Abbildung 5.3) (V = 0) ergibt sich
eine konstante Grenzzustandsfunktion fu¨r das Extremum der Horizontalkraft
g1 = H =
4Mpl
l
Fu¨r die kinematische Teil-Kette (H = 0) ist die virtuelle Arbeit
V lδφ = 4Mplδφ
Somit ist das Minimum bzw. Maximum der Vertikalkraft wieder
g2 = V =
4Mpl
l
Die gemischte kinematische Kette liefert eine virtuelle Arbeit von
Hlδφ+ V lδφ = 6Mplδφ
und somit eine lineare Grenzzustandsfunktion V (H)
g3 = V =
6Mpl
l
−H
Die Grenzzustandsfunktion fu¨r die gesamte Struktur nach der Fließgelenktheo-
rie ist dann
g(H, V ) = min(g1, g2, g3) = 0
Ist, wie in diesem Fall, die Grenzzustandsfunktion explizit gegeben, kann
die Versagenswahrscheinlichkeit mit Hilfe eines Simulationsverfahrens mit
sehr geringem Aufwand berechnet werden, da nur entscheidend ist, ob eine
Realisation von H und V innerhalb oder außerhalb von g(H, V ) = 0 ist.
Die Abbildungen 5.5 und 5.6 verdeutlichen die Simulation mit dem adaptive
sampling. Mit jeweils 1000 Realisationen in drei Simulationsla¨ufen ergibt sich
eine Versagenswahrscheinlichkeit von P˜ (F ) = 1.1 · 10−04.
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Abbildung 5.13: Interpolation
der Grenzzustandsfunktion durch
Normalen-Hyperfla¨chen.
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Abbildung 5.14: Interpolation der
Grenzzustandsfunktion durch Sim-
plexe.
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Abbildung 5.15: Interpolation der
Grenzzustandsfunktion durch ge-
wichtete Radien.
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Abbildung 5.16: Polynomiale Inter-
polation der Grenzzustandsfunktion.
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Abbildung 5.17: von Mises-Spannungen am Punkt P1.
5.2.4 Grenzzustand der nichtlinearen Finite-Elemente-
Analyse
Der Grenzzustand der Struktur in Abha¨ngigkeit von einer nichtlinearen Finite-
Elemente-Analyse la¨sst sich punktweise mit dem directional sampling ermit-
teln (siehe Abschnitt 2.7). Die Lasten werden dazu von dem PunktM(E[X1], E[X2])
(siehe Abbildung 5.7) inkrementell so lange gesteigert, bis ein Versagen der
Struktur eingetreten ist (vgl. dazu Abschnitt 3.4.1). Numerisch bedeutet dies,
dass die Systemsteifigkeitsmatrix singula¨r ist (siehe Abschnitt 3.4.3). Die
Fließgelenktheorie I. Ordnung beru¨cksichtigt nicht den Einfluss der Normal-
und Querkra¨fte auf das Verhalten der Struktur im Grenzzustand. Wird z.B.
die Grenzzustandsfunktion g1 = H = 4
Mpl
l
= 1.536 · 106 durch eine nicht-
lineare Finite-Elemente-Analyse mit einer sehr aufwa¨ndigen Diskretisierung
der Struktur mit 20-knotigen Volumenelementen u¨berpru¨ft, ergibt sich ein
Grenzzustandspunkt von P [1.686 · 106, 6.528 · 105] (vgl. Abbildung 5.17). Ein
Kompromiss zwischen Genauigkeit der Ermittlung der Grenzzustandspunkte
und Minimierung der Rechenzeit ist die Verwendung finiter Balkenelemente.
Dafu¨r wird die Struktur durch 32 Elemente diskretisiert (vgl. Abbildung 5.1).
Die Elementeinteilung ist in den Extremstellen des Biegemomenten-Verlaufes
verdichtet. Fu¨r die numerische Integration u¨ber den Element-Querschnitt zur
Ermittlung der Element-Matrizen der Tabelle 3.2 wird eine Gauss-Quadratur
der Integrationsordnung 4× 4 verwendet. Mit diesem Modell ergibt sich ein
Grenzzustandspunkt in Richtung der x1-Achse von P1[1.632 · 106, 6.528 · 105]
(vgl. die Abbildungen 5.7 und 5.8).
Die Abbildung 5.4 zeigt 1500 ermittelte Grenzzustandspunkte. Die Grenz-
zustandspunkte im linken unteren Bereich ergeben sich dadurch, dass aus
Gru¨nden der Rechenzeit-Verringerung die Suche immer dann abgebrochen
wurde, wenn nach einer La¨nge von r = 8 eines Richtungsvektors im Raum
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Abbildung 5.18: Adaptive Suche
der Grenzzustandspunkte, ausge-
hend von 11 zufa¨llig gewa¨hlten Rich-
tungen und weiteren 11 adaptiv ver-
besserten Suchrichtungen.
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Abbildung 5.19: Interpolation der 22
Stu¨tzpunkte mit gewichteten Radi-
en. Adaptive sampling nach der zwei-
ten Adaption.
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Abbildung 5.20: Interpolation der
22 Stu¨tzpunkte mit Normalen-
Hyperebenen. Adaptive sampling
nach der zweiten Adaption.
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Abbildung 5.21: Interpolation der 22
Stu¨tzpunkte durch Simplexe. Adap-
tive sampling nach der zweiten Ad-
aption.
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Verfahren pf
directional sampling (N = 1500) 1.3 · 10−5
Fließgelenktheorie 1.1 · 10−4
polynomiale Antwortfla¨che (N = 5) 1.6 · 10−5
Normalen-Hyperebenen (N = 5) 1.1 · 10−5
Sekanten-Hyperebene (N = 5) 3.0 · 10−5
gewichtete Radien (N = 5) 9.7 · 10−6
Tabelle 5.1: Versagenswahrscheinlichkeiten der einzelnen Verfahren
der standard-normalverteilten Zufallsvariablen noch kein Versagen der Struk-
tur eingetreten war. Der Einfluss der bedingten Versagenswahrscheinlichkei-
ten der Gleichung (2.14) auf die Versagenswahrscheinlichkeit nach Beziehung
(2.13) ist dann vernachla¨ssigbar.
Um die Rechenzeit noch weiter zu reduzieren, wurden die einzelnen nicht-
linearen Finite-Elemente-Analysen zur Suche der Grenzzustandspunkte auf
verschiedene Prozessoren einer SGI Origin 2000 verteilt. Die Monte-Carlo-
Methoden und so auch das directional sampling sind ausgezeichnet dazu
geeignet, auf einem Mehrprozessor-System oder auch auf einem workstati-
on cluster verteilt zu werden, da die einzelnen Stichproben voneinander un-
abha¨ngig sind. Insbesondere bei der Verwendung von SLang auf einem Unix-
Betriebssytem ist die Parallelisierung und Verteilung von Prozessen leicht
und effizient realisierbar. In diesem Beispiel generiert ein Steuerprozess eine
Stichprobe von zufa¨lligen Richtungen fu¨r die Grenzzustandssuche, verteilt
dann threads auf die einzelnen Prozessoren und wartet bis diese threads be-
endet sind, um dann erneut zu verteilen. Dies geschieht so lange, bis alle
Grenzzustandspunkte gefunden worden sind. Am Ende werden alle Stu¨tz-
punkte von dem Steuerprozess eingelesen und die Versagenswahrscheinlich-
keit nach Beziehung (2.13) berechnet.
Dadurch konnten die mit 1500 sehr reichlich gewa¨hlten Grenzzustands-
punkte in insgesamt 4 Stunden unter der Nutzung von 15 R12000-Prozessoren
bestimmt werden. Hierbei ergab sich die Versagenswahrscheinlichkeit zu P¯ (F ) =
1.3 · 10−5 mit einem Standardfehler zu σ2
P¯ (F )
= 9.5636 · 10−7.
5.2.5 Interpolation der Grenzzustandsfunktion
Zuna¨chst sollen die im Abschnitt 4.4 und 4.5 vorgestellten Interpolationsver-
fahren mit der polynomialen Interpolation des Abschnittes 4.3 mit N = p =
n + n(n+1)
2
= 5 Grenzzustandspunkten verglichen werden. Die Abbildungen
5.7 bis 5.12 zeigen die gefunden Grenzzusta¨nde P1, . . . , P5. Die Abbildungen
5.13 bis 5.16 stellen die Simulation mit adaptive sampling dar. Mit jeweils
1000 Realisationen in drei Simulationsla¨ufen ergeben sich die Versagenswahr-
scheinlichkeiten in Tabelle 5.1.
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Abbildung 5.22: Konvergenz der Versagenswahrscheinlichkeiten in Abha¨ngig-
keit der Anzahl der verwendeten Grenzzustandspunkte N .
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Abbildung 5.23: Interpolationsfehler ˜ in Abha¨ngigkeit der Anzahl der ver-
wendeten Grenzzustandspunkte N .
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Die Ergebnisse ko¨nnen mit den eingefu¨hrten Interpolationsverfahren ver-
bessert werden, wenn N > p Grenzzustandspunkte zur Interpolation benutzt
werden. Eine Mo¨glichkeit der Auswahl der Richtungen, in denen Grenzzu-
standspunkte gesucht werden, wurde in Abschnitt 4.6 aufgezeigt. Ausgehend
von zufa¨llig gewa¨hlten Suchrichtungen werden weitere adaptiv verbesserte
Suchrichtungen erzeugt und die dazugeho¨rigen Grenzzustandspunkte berech-
net. Die Abbildung 5.18 zeigt insgesamt N = 22 auf diese Art und Weise
gefundene Grenzzustandspunkte. Die Interpolation dieser Stu¨tzpunkte mit
den vorgestellten Verfahren und die Ergebnisse des adaptive sampling nach
der zweiten Adaption sind in den Abbildungen 5.19 bis 5.21 dargestellt.
Abbildung 5.22 zeigt die Konvergenz der Versagenswahrscheinlichkeiten in
Abha¨ngigkeit der Anzahl der verwendeten Grenzzustandspunkte N . Die zu-
geho¨rige Fehlerabscha¨tzung durch Simulation (siehe Abschnitt 4.8) ist in Ab-
bildung 5.23 dargestellt. Ab N = 36 Stu¨tzpunkte ko¨nnen fu¨r dieses Beispiel
sehr genaue Ergebnisse erhalten werden. Zum Vergleich sind zusa¨tzlich die
Versagenswahrscheinlichkeiten aus Tabelle 5.1 als durchgezogene Linien dar-
gestellt. Diese Ergebnisse sind, da der Grenzzustandspunkt P5(x) gerade mit
dem β-Punkt zusammenfa¨llt, ebenfalls ausreichend genau.
5.3 Plastisches Beulen einer Schalen-Struktur
mit zufa¨lligen Lasten und zufa¨lliger Dicke
5.3.1 Einleitung
Wie in Abschnitt 4.6 gezeigt wurde, entspricht die vorgestellte adaptive Simu-
lation der Einheitsvektoren dem adaptive directional sampling. Dieses zweite
Beispiel der Berechnung der Versagenswahrscheinlichkeit einer nichtlinearen
Schalenstruktur mit zwei zufa¨lligen Lasten und zufa¨lliger, aber gleichma¨ßi-
ger Dicke soll betrachtet werden, um die Ergebnisse der vorgestellten Ant-
wortfla¨chenverfahren mit denen des directional sampling und des adaptive
directional sampling zu vergleichen.
5.3.2 Grenzzustand der nichtlinearen Finite-Elemente-
Analyse
5.3.3 Mechanisches System und Zufallsgro¨ßen
Die Finite-Elemente-Struktur wird aus 120 nichtlinearen Schalenelementen
SHELL9N (vgl. Anhang A) modelliert. Das Materialverhalten der Struktur
wird als elastisch-plastisch mit einer von-Mises-Fließbedingung ohne Ver-
festigung angenommen (vgl. Abschnitt 3.2.5). Die Fließspannung sei mit
fy = 2.4 ·108 N/m2, die Querdehnzahl mit ν = 0.3 und der Elastizita¨tsmodul
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Abbildung 5.24: Finite-Elemente-Diskretisierung mit Lasten.
E8
2.40
2.11
1.83
1.54
1.25
0.97
0.68
0.39
0.11
X
Y
Z
Abbildung 5.25: von-Mises-Spannungen und Verformungen an einem aus-
gewa¨hlten Grenzzustandspunkt.
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Abbildung 5.26: 700 zufa¨llig verteilte
Grenzzustandspunkte, im Raum un-
korrelierter und standardnormalver-
teilter Zufallsvariablen.
XY
Z
Abbildung 5.27: Grenzzustandfunk-
tion im Raum unkorrelierter und
standardnormalverteilter Zufallsva-
riablen.
mit E = 2.1 · 1011 N/m2 festgelegt. Die Struktur ist durch eine horizontale
Linienlast 13X1 und durch eine vertikale Linienlast 40X2 belastet. Es wird an-
genommen, dass die Lasten unabha¨ngige normalverteilte Zufallsgro¨ßen sind
(vgl. 5.2).
5.3.4 Interpolation der Grenzzustandsfunktion
Die Mittelwerte der Lasten seien E[X1] = 2.8 · 107 N und E[X2] = 2 · 107 N.
Die Standardabweichungen betragen σX1 = 3 · 106 N/m2 und σX2 = 1 ·
106 N/m2. Die Schalendicke soll ebenfalls als eine normalverteilte Zufalls-
variable mit E[X3] = 0.5 m und σX3 = 0.005 m angenommen sein. Der
Grenzzustand der Struktur in Abha¨ngigkeit von einer nichtlinearen Finite-
Elemente-Analyse sowie die Referenzlo¨sung fu¨r die Versagenswahrscheinlich-
keit sollen wieder punktweise mit dem directional sampling ermittelt werden
(siehe Abschnitt 2.7). Die Lasten werden dazu vom Erwartungswert der Ba-
sisvariablen ausgehend inkrementell so lange gesteigert (vgl. dazu Abschnitt
3.4.1), bis ein Versagen der Struktur eingetreten ist, d.h. bis die Systemstei-
figkeitsmatrix singula¨r ist (siehe Abschnitt 3.4.3). Die Abbildung 5.26 zeigt
700 auf diese Weise ermittelte Grenzzustandspunkte. Um die Rechenzeit zu
reduzieren, wurden, wie in Beispiel 5.2 dargestellt, die einzelnen nichtlinea-
ren Finite-Elemente-Analysen zur Suche der Grenzzustandspunkte auf ver-
schiedene Prozessoren einer SGI Origin 2000 verteilt. Dadurch konnten die
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Abbildung 5.28: u1-u2-Ebene,
Schnitt durch die polynomiale Inter-
polation der Grenzzustandsfunktion
mit N = 9 Grenzzustandspunkten
und adaptive sampling nach der
zweiten Adaption.
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Abbildung 5.29: u1-u2-Ebene,
Schnitt durch die Interpolation
der Grenzzustandsfunktion mit
gewichteten Radien und mit N = 9
Grenzzustandspunkten und adaptive
sampling nach der zweiten Adaption.
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Abbildung 5.30: u1-u2-Ebene,
Schnitt durch die Interpolation
der Grenzzustandsfunktion durch
Simplexe mit N = 9 Grenzzustands-
punkten, adaptive sampling nach
der zweiten Adaption.
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Abbildung 5.31: u1-u2-Ebene,
Schnitt durch die Interpolation
der Grenzzustandsfunktion mit
Normalen-Ebenen und N = 9
Grenzzustandspunkten, adaptive
sampling nach der zweiten Adapti-
on.
Verfahren pf
directional sampling (N = 700) 6.24 · 10−6
polynomiale Antwortfla¨che (N = 9) 8.70 · 10−7
Normalen-Hyperebenen (N = 9) 4.62 · 10−8
Sekanten-Hyperebenen (N = 9) 2.89 · 10−5
gewichtete Radien (N = 9) 1.14 · 10−6
Tabelle 5.2: Versagenswahrscheinlichkeiten der einzelnen Verfahren
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Abbildung 5.32: u2-u3-Ebene,
Schnitt durch die polynomiale Inter-
polation der Grenzzustandsfunktion
mit N = 9 Grenzzustandspunkten
und adaptive sampling nach der
zweiten Adaption.
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Abbildung 5.33: u2-u3-Ebene,
Schnitt durch die Interpolation
der Grenzzustandsfunktion mit
gewichteten Radien und mit N = 9
Grenzzustandspunkten und adaptive
sampling nach der zweiten Adaption.
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Abbildung 5.34: u2-u3-Ebene,
Schnitt durch die Interpolation
der Grenzzustandsfunktion durch
Simplexe mit N = 9 Grenzzustands-
punkten, adaptive sampling nach
der zweiten Adaption.
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Abbildung 5.35: u2-u3-Ebene,
Schnitt durch die Interpolation
der Grenzzustandsfunktion mit
Normalen-Ebenen und N = 9
Grenzzustandspunkten, adaptive
sampling nach der zweiten Adapti-
on.
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Abbildung 5.36: u1-u3-Ebene,
Schnitt durch die polynomiale Inter-
polation der Grenzzustandsfunktion
mit N = 9 Grenzzustandspunkten
und adaptive sampling nach der
zweiten Adaption.
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Abbildung 5.37: u1-u3-Ebene,
Schnitt durch die Interpolation
der Grenzzustandsfunktion mit
gewichteten Radien und mit N = 9
Grenzzustandspunkten und adaptive
sampling nach der zweiten Adaption.
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Abbildung 5.38: u1-u3-Ebene,
Schnitt durch die Interpolation
der Grenzzustandsfunktion durch
Simplexe mit N = 9 Grenzzustands-
punkten, adaptive sampling nach
der zweiten Adaption.
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Abbildung 5.39: u1-u3-Ebene,
Schnitt durch die Interpolation
der Grenzzustandsfunktion mit
Normalen-Ebenen und N = 9
Grenzzustandspunkten, adaptive
sampling nach der zweiten Adapti-
on.
5.3 Plastisches Beulen einer Schalen-Struktur 71
−1.0 −0.5  0.0  0.5  1.0E1
−1.0
−0.5
 0.0
 0.5
 1.0E1
42 Grenzzustandspunkte
42 adapt. Grenzzustandsp.
u
u
1
2
Abbildung 5.40: Projektion der 84 gefundenen Grenzzustandspunkte in die
u1-u2-Ebene.
p = 700 Grenzzustandspunkte in insgesamt 10 Stunden unter Nutzung von
14 R12000-Prozessoren bestimmt werden. Hierbei ergab sich die Versagens-
wahrscheinlichkeit zu P¯ (F ) = 6.2357 · 10−6 mit einem Standardfehler von
σ2
P¯ (F )
= 9.5434 · 10−7. Werden fu¨r die im Abschnitt 4.4 und 4.5 vorgestellten
Interpolationsverfahren insgesamt N = p = n + n(n+1)
2
= 9 Grenzzustands-
punkte verwendet, so ko¨nnen die errechneten Versagenswahrscheinlichkeiten
mit dem Ergebnis der polynomialen Interpolation aus Abschnitt 4.3 vergli-
chen werden (vgl. Abbildung 5.41). Die Abbildungen 5.28 bis 5.39 zeigen
Schnitte durch die gefundenen Antwortfla¨chenfunktionen und die zugeho¨ri-
gen Simulationen des adaptive sampling. Mit jeweils 1000 Realisationen in
drei Simulationsla¨ufen ergeben sich die Versagenswahrscheinlichkeiten der
Tabelle 5.2.
Die Ergebnisse ko¨nnen erneut mit den eingefu¨hrten Interpolationsver-
fahren verbessert werden, wenn N > p Grenzzustandspunkte zur Interpo-
lation benutzt werden. Abbildung 5.42 zeigt zum Beispiel N = 42 Grenz-
zustandspunkte fu¨r zufa¨llig gewa¨hlte Suchrichtungen. In den Abbildungen
5.43 und 5.40 sind zusa¨tzlich noch N = 42 Grenzzustandspunkte infol-
ge der adaptiv verbesserten Suchrichtungen dargestellt. Die Interpolation
dieser Stu¨tzpunkte mit den vorgestellten Verfahren und die Ergebnisse des
adaptive sampling nach der zweiten Adaption werden in verdeutlichen die
Abbildungen 5.44 bis 5.49. Abbildung 5.50 zeigt die Konvergenz der Versa-
genswahrscheinlichkeiten in Abha¨ngigkeit von der Anzahl der verwendeten
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Abbildung 5.41: N = 9 entsprechend
Abschnitt 4.3 ermittelte Grenzzu-
standspunkte im Raum unkorrelier-
ter und standardnormalverteilter Zu-
fallsvariablen.
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Abbildung 5.42: 42 Grenzzustands-
punkte fu¨r zufa¨llig gewa¨hlte Such-
richtungen im Raum unkorrelier-
ter und standardnormalverteilter Zu-
fallsvariablen.
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Abbildung 5.43: 42 Grenzzustands-
punkte fu¨r zufa¨llig gewa¨hlte Such-
richtungen und 42 Grenzzustands-
punkte infolge adaptiv verbesserter
Suchrichtungen im Raum unkorre-
lierter und standardnormalverteilter
Zufallsvariablen.
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Abbildung 5.44: u1-u2-Ebene,
Schnitt durch die Interpola-
tion der Grenzzustandsfunk-
tion mit gewichteten Radien
und N = 84 Grenzzustands-
punkten und adaptive samp-
ling nach dem ersten Simula-
tionslauf.
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Abbildung 5.45: u1-u2-Ebene,
Schnitt durch die Interpola-
tion der Grenzzustandsfunk-
tion mit gewichteten Radien
und N = 84 Grenzzustands-
punkten und adaptive samp-
ling nach der zweiten Adapti-
on.
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Abbildung 5.46: u1-u2-Ebene,
Schnitt durch die Interpola-
tion der Grenzzustandsfunkti-
on durch Simplexe und N =
84 Grenzzustandspunkten und
adaptive sampling nach dem
ersten Simulationslauf.
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Abbildung 5.47: u1-u2-Ebene,
Schnitt durch die Interpola-
tion der Grenzzustandsfunkti-
on durch Simplexe und N =
84 Grenzzustandspunkten und
adaptive sampling nach der
zweiten Adaption.
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Abbildung 5.48: u1-u2-Ebene,
Schnitt durch die Interpola-
tion der Grenzzustandsfunkti-
on mit Normalen-Ebenen und
N = 84 Grenzzustandspunk-
ten und adaptive sampling
nach dem ersten Simulations-
lauf.
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Abbildung 5.49: u1-u2-Ebene,
Schnitt durch die Interpola-
tion der Grenzzustandsfunkti-
on mit Normalen-Ebenen und
N = 84 Grenzzustandspunk-
ten und adaptive sampling
nach der zweiten Adaption.
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Abbildung 5.50: Konvergenz der Versagenswahrscheinlichkeiten in Abha¨ngig-
keit der Anzahl der verwendeten Grenzzustandspunkte N .
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Abbildung 5.51: Interpolationsfehler ˜ in Abha¨ngigkeit der Anzahl der ver-
wendeten Grenzzustandspunkte N .
Grenzzustandspunkte N . Die zugeho¨rige Fehlerabscha¨tzung durch Simulati-
on (siehe Abschnitt 4.8) und die Ergebnisse der Tabelle 5.2 sind in Abbildung
5.23 dargestellt. Die langsame Konvergenz der Interpolation durch Simple-
xe mit zu großen Abscha¨tzungen der Versagenswahrscheinlichkeit ist nicht
u¨berraschend, da diese eine konsistent auf der sicheren Seite liegende In-
terpolation darstellt. Die Interpolationen mit gewichteten Radien und mit
Normalen-Ebenen konvergieren sehr rasch, so dass ab N = 38 Stu¨tzstellen
die Versagenswahrscheinlichkeit gut gescha¨tzt wird. Ab N = 70 Stu¨tzpunkte
ko¨nnen fu¨r dieses Beispiel auch mit der Interpolation durch Simplexe und
mit dem directional sampling sehr genaue Ergebnisse erhalten werden.
5.4 Nichtlineare Analyse einer Stahlhalle mit
mehreren Zufallslasten
5.4.1 Statisches System
Das dritte und letzte Beispiel demonstriert die Anwendbarkeit der vorgestell-
ten Interpolationsverfahren auf wirklichkeitsnahe Systeme und Einwirkungs-
gro¨ßen. Die untersuchte Struktur soll eine Stahlhalle sein, wobei die Analyse
auf das mittlere Hallensegment, bestehend aus zwei biegesteifen Rahmen-
tragwerken, die durch einen Windverband ausgesteift sind, beschra¨nkt ist.
Durch die Gliederung des Systems (siehe Abbildung 5.52) in Hauptrahmen,
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Abbildung 5.52: Perspektive des Hallensegmentes
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Anbau und auskragenden Teil erweist sich dieses System als besonders kom-
plex. Die Hallenstu¨tzen sind verdrehbar, aber unverschieblich gelagert, und
der Anbau soll ein angeha¨ngter Dreigelenkrahmen (siehe Abbildung 5.56)
sein. In der sowohl geometrisch als auch physikalisch nichtlinearen Struktur-
analyse werden alle mo¨glichen Grenzzusta¨nde des Abschnittes 3.4 beru¨cksich-
tigt. Lokales Systemversagen, wie zum Beispiel lokales Beulen oder Versagen
der Anschlu¨sse, wird nicht untersucht. Fu¨r eine Untersuchung des Grenzzu-
standes im Falle der Gebrauchstauglichkeit wurde die maximale horizontale
Verschiebung auf 0.02 mm und die maximale vertikale Verschiebung des Rah-
mens auf 0.1 mm begrenzt. Das nichtlineare Materialverhalten des Stahles
wurde durch die Verwendung eines linear elastisch - ideal plastischen Mate-
rialgesetzes beru¨cksichtigt. Die Streckgrenze von Stahl wird im Allgemeinen
durch die Spannung σ0.2, bei der sich nach einer Entlastung eine bleibende
Dehnung von 0.2 % einstellt, definiert. Die einzelnen Profile sind aus Blechen
zusammengeschweißt, die verschiedenen Herstellerwerken entstammen sollen.
Nach Spaethe (1987) ist fu¨r einen solchen Fall ein Variationskoeffizient der
Streckgrenze von 0.06 bis 0.12 anzunehmen. In dem vorliegendem Fall soll ein
Variationskoeffizient von 0.10 festgelegt werden. Alle Profile (siehe Tabelle
5.3) des Hallenrahmens sollen aus St52 gefertigt werden. Der Mittelwert der
Streckgrenze soll mit 392 N/mm2 angenommen werden (Spaethe (1987)). Fu¨r
den Variationskoeffizienten des Elastizita¨tsmoduls werden in Spaethe (1987)
Werte zwischen 0.02 und 0.06 vorgeschlagen. Hier soll der Maximalwert an-
genommen werden. Der Mittelwert des Elastizita¨tsmoduls sei 2.1 ·1011 N/m2.
Ha¨ufig werden als Verteilungstypen die Normalverteilung, die logarithmische
Normalverteilung, die gestutzte Normalverteilung oder die Beta-Verteilung
verwendet. Desweiteren weisen die Stichproben durch die Qualita¨tskontrol-
len des Herstellers eine positive Schiefe und einen positiven Minimalwert
auf. Demnach erscheint die Verwendung einer verschobenen logarithmischen
Normalverteilung fu¨r die Beschreibung der Streckgrenze und des Elastizita¨ts-
moduls gut geeignet zu sein (Spaethe (1987)).
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Tabelle 5.3: Verwendete Elementtypen und Abmessungen
Elementtypen und Abmessungen
Element- SLang - Abmessungen (vgl. Abb. 5.53 bis 5.55)
nummer Elementtyp in [mm]
A B t1 H t2 C D t3
1 III 0.065 0.065 0.006 0.188 0.004 0.065 0.065 0.006
2 III wie vorher
3 III wie vorher
4 III 0.055 0.055 0.004 0.280 0.004 0.055 0.055 0.004
5 III wie vorher
6 III wie vorher
7 III wie vorher
8 III 0.065 0.065 0.006 0.863 0.004 0.065 0.065 0.006
9 III 0.065 0.065 0.006 0.719 0.004 0.065 0.065 0.006
10 III 0.065 0.065 0.006 0.624 0.004 0.065 0.065 0.006
11 III 0.075 0.075 0.006 0.345 0.005 0.075 0.075 0.006
12 III 0.075 0.075 0.006 0.510 0.005 0.075 0.075 0.006
13 III 0.075 0.075 0.006 0.805 0.005 0.075 0.075 0.006
14 III 0.065 0.065 0.006 0.570 0.005 0.065 0.065 0.006
15 III 0.065 0.065 0.006 0.505 0.005 0.065 0.065 0.006
16 III 0.065 0.065 0.006 0.395 0.005 0.065 0.065 0.006
17 III 0.065 0.065 0.006 0.301 0.005 0.065 0.065 0.006
18 III 0.065 0.065 0.006 0.318 0.005 0.065 0.065 0.006
19 III 0.065 0.065 0.006 0.393 0.005 0.065 0.065 0.006
20 III 0.065 0.065 0.006 0.475 0.005 0.065 0.065 0.006
21 III 0.065 0.065 0.006 0.550 0.005 0.065 0.065 0.006
22 III wie vorher
23 III 0.065 0.065 0.006 0.863 0.004 0.065 0.065 0.006
24 III 0.065 0.065 0.006 0.719 0.004 0.065 0.065 0.006
25 III 0.075 0.075 0.006 0.345 0.005 0.075 0.075 0.006
26 III 0.075 0.075 0.006 0.510 0.005 0.075 0.075 0.006
27 III 0.075 0.075 0.006 0.805 0.005 0.075 0.075 0.006
28 III 0.065 0.065 0.006 0.570 0.005 0.065 0.065 0.006
29 III 0.065 0.065 0.006 0.505 0.005 0.065 0.065 0.006
30 III 0.065 0.065 0.006 0.395 0.005 0.065 0.065 0.006
31 III 0.065 0.065 0.006 0.318 0.005 0.065 0.065 0.006
32 III 0.065 0.065 0.006 0.393 0.005 0.065 0.065 0.006
33 III 0.065 0.065 0.006 0.475 0.005 0.065 0.065 0.006
34 III 0.065 0.065 0.006 0.624 0.004 0.065 0.065 0.006
35 III 0.065 0.065 0.006 0.301 0.005 0.065 0.065 0.006
36 III 0.065 0.065 0.006 0.188 0.004 0.065 0.065 0.006
Fortsetzung na¨chste Seite ...
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Element- SLang - Abmessungen (vgl. Abb. 5.53 bis 5.55)
nummer Elementtyp in [mm]
37 III wie vorher
38 III wie vorher
39 III 0.055 0.055 0.004 0.280 0.004 0.055 0.055 0.004
40 III wie vorher
41 III wie vorher
42 III wie vorher
43 III 0.065 0.065 0.006 0.863 0.004 0.065 0.065 0.006
44 III 0.065 0.065 0.006 0.719 0.004 0.065 0.065 0.006
45 III 0.065 0.065 0.006 0.624 0.004 0.065 0.065 0.006
46 III 0.075 0.075 0.006 0.345 0.005 0.075 0.075 0.006
47 III 0.075 0.075 0.006 0.510 0.005 0.075 0.075 0.006
48 III 0.075 0.075 0.006 0.805 0.005 0.075 0.075 0.006
49 III 0.065 0.065 0.006 0.570 0.005 0.065 0.065 0.006
50 III 0.065 0.065 0.006 0.505 0.005 0.065 0.065 0.006
51 III 0.065 0.065 0.006 0.395 0.005 0.065 0.065 0.006
52 III 0.065 0.065 0.006 0.301 0.005 0.065 0.065 0.006
53 III 0.065 0.065 0.006 0.318 0.005 0.065 0.065 0.006
54 III 0.065 0.065 0.006 0.393 0.005 0.065 0.065 0.006
55 III 0.065 0.065 0.006 0.475 0.005 0.065 0.065 0.006
56 III 0.065 0.065 0.006 0.550 0.005 0.065 0.065 0.006
57 III wie vorher
58 III 0.065 0.065 0.006 0.863 0.004 0.065 0.065 0.006
59 III 0.065 0.065 0.006 0.719 0.004 0.065 0.065 0.006
60 III 0.075 0.075 0.006 0.345 0.005 0.075 0.075 0.006
61 III 0.075 0.075 0.006 0.510 0.005 0.075 0.075 0.006
62 III 0.075 0.075 0.006 0.805 0.005 0.075 0.075 0.006
63 III 0.065 0.065 0.006 0.570 0.005 0.065 0.065 0.006
64 III 0.065 0.065 0.006 0.505 0.005 0.065 0.065 0.006
65 III 0.065 0.065 0.006 0.395 0.005 0.065 0.065 0.006
66 III 0.065 0.065 0.006 0.318 0.005 0.065 0.065 0.006
67 III 0.065 0.065 0.006 0.393 0.005 0.065 0.065 0.006
68 III 0.065 0.065 0.006 0.475 0.005 0.065 0.065 0.006
69 III 0.065 0.065 0.006 0.624 0.004 0.065 0.065 0.006
70 III 0.065 0.065 0.006 0.301 0.005 0.065 0.065 0.006
71 III 0.065 0.065 0.005 0.310 0.005 0.065 0.065 0.005
72 III 0.065 0.065 0.005 0.275 0.005 0.065 0.065 0.005
73 III 0.065 0.065 0.005 0.157 0.005 0.065 0.065 0.005
74 III 0.065 0.065 0.005 0.096 0.005 0.065 0.065 0.005
75 III 0.065 0.065 0.005 0.310 0.005 0.065 0.065 0.005
76 III 0.065 0.065 0.005 0.275 0.005 0.065 0.065 0.005
Fortsetzung na¨chste Seite ...
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Element- SLang - Abmessungen (vgl. Abb. 5.53 bis 5.55)
nummer Elementtyp in [mm]
77 III 0.065 0.065 0.005 0.157 0.005 0.065 0.065 0.005
78 III 0.065 0.065 0.005 0.096 0.005 0.065 0.065 0.005
W H
79 RECT 0.080 0.150
80 RECT wie vorher
81 RECT wie vorher
82 RECT wie vorher
83 RECT wie vorher
84 RECT wie vorher
85 RECT wie vorher
86 RECT wie vorher
87 RECT wie vorher
88 RECT wie vorher
89 RECT wie vorher
90 RECT wie vorher
91 RECT wie vorher
92 RECT wie vorher
93 RECT wie vorher
94 RECT wie vorher
95 RECT wie vorher
96 RECT wie vorher
97 RECT wie vorher
98 RECT wie vorher
99 RECT wie vorher
100 RECT wie vorher
101 RECT wie vorher
102 RECT wie vorher
103 RECT wie vorher
R
104 TRUSS2N 0.0002
105 TRUSS2N wie vorher
106 TRUSS2N wie vorher
107 TRUSS2N wie vorher
108 TRUSS2N wie vorher
109 TRUSS2N wie vorher
110 TRUSS2N wie vorher
111 TRUSS2N wie vorher
112 TRUSS2N wie vorher
113 TRUSS2N wie vorher
114 TRUSS2N wie vorher
Fortsetzung na¨chste Seite ...
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Element- SLang - Abmessungen (vgl. Abb. 5.53 bis 5.55)
nummer Elementtyp in [mm]
115 TRUSS2N wie vorher
116 TRUSS2N wie vorher
117 TRUSS2N wie vorher
118 TRUSS2N wie vorher
119 TRUSS2N wie vorher
120 TRUSS2N wie vorher
121 TRUSS2N wie vorher
W H
122 RECT 0.080 0.150
A B t1 H t2 C D t3
123 III 0.055 0.055 0.004 0.280 0.004 0.055 0.055 0.004
124 III wie vorher
5.4.2 Modellierung der Einwirkungsunsicherheiten
Installationslast
Installationslasten sollen einzeln und unabha¨ngig auf die Bereiche I und II
(siehe Abbildung 5.56) des Tragwerkes aufgebracht werden. Fu¨r den Mittel-
wert soll 0.3 kN/m2 und fu¨r die Standardabweichung 0.15 kN/m2 angenom-
men werden.
Eigenlasten
Die Dichte von Stahl wird mit 7850 kg/m3 als konstant angenommen. Mo¨gli-
che Abweichungen der Geometrie der Profile werden hier vernachla¨ssigt, da
dies zu einer sehr großen Anzahl an Zufallsvariablen (fu¨r jede Abmessung
eine) fu¨hren wu¨rde.
Dachlasten
Die Dachlasten werden durch eine logarithmisch normalverteilte Zufallsvaria-
ble mit einem Mittelwert von 0.489 kN/m2 und einer Standardabweichung
von 0.03 kN/m2 beru¨cksichtigt.
Schneelast
Die Dachschneelasten sollen mit dem folgenden Ansatz
SD = K · F · E · T · SB
beru¨cksichtigt werden (siehe z.B. Rackwitz (1997)). Hierin ist
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Abbildung 5.57: Finite-Elemente-Knoten der Halle
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Abbildung 5.58: Finite Elemente der Halle
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K ≤ 1.0 ein Umrechnungsfaktor fu¨r die Grundschneelasten auf Da¨cher,
F ein Formfaktor fu¨r vom Flachdach abweichende Dachformen,
0.7 ≤ E ≤ 1.0 ein Faktor zur Beru¨cksichtigung des Windeinflusses,
0.8 ≤ T ≤ 1.0 ein Faktor zur Beru¨cksichtigung der Wa¨rmeabgabe des
Daches und
SB die Bodenschneelast.
In dem vorliegendem Beispiel ist K = 0.8 und F = E = T = 1.0 gewa¨hlt
worden. Die Bodenschneelast kann aus
SB = ρm(s) g S V
ermittelt werden. Hierin ist S [m] eine Zufallsvariable fu¨r den Extremwert
der Schneeho¨he. Die Schneedichte ρm(S) la¨sst sich aus
ρm(S) =
ρ∞λ
S
ln
(
1 +
ρ0
ρ∞
(
exp
(
S
λ
)
− 1
))
berechnen. Dabei soll die Dichte an der Oberfla¨che der Schneedecke ρ0 =
170 kg/m3 betragen. Der obere Grenzwert der Dichte sei ρ∞ = 500 kg/m3
und die Skalierungskonstante λ = 0.85 m. Die in Rackwitz (1997) genannte
Streuung der Berechnung der Bodenschneelast im Vergleich mit Beobach-
tungsergebnissen wird durch eine zusa¨tzliche logarithmisch normalverteilte
Zufallsvariable V mit dem Mittelwert 1 und mit einem Variationskoeffizien-
ten von 0.2 beru¨cksichtigt. Der Mittelwert und die Standardabweichung fu¨r
ein ja¨hrliches Schneeho¨henmaximum ko¨nnen mit den U¨berschlagsbeziehun-
gen
E[S1] ≈ A(Klimazone) k
h
h0
σS ≈ A(Klimazone) k
h
2h0
ermittelt werden. Der Klimafaktor ergibt sich bei Beachtung einer ange-
nommenen Schneelastzone III (DIN1055) zu A = 15 cm (Rackwitz (1997)).
Mit der Bezugsho¨he h0 = 300 m, einer angenommenen Standortho¨he von
h = 600 m u¨ber NN und einem Parameter der Gammaverteilung fu¨r die
Schneeho¨he von k = 1.5 erha¨lt man E[S1] = 0.3375 m und σS = 0.2250 m.
Der Mittelwert kann fu¨r einen Bezugszeitraum von 10 Jahren aus
E[S10] = E[S1] +
√
6σS(ln 10− 0.577216)
pi
= 0.6402 m
errechnet werden (z.B. Spaethe (1987)).
Die Dachschneelasten sind auf die horizontale Einheitsfla¨che bezogen. Es
werden vier unabha¨ngige Bereiche auf diese Weise mit der Schneelast be-
legt. Damit kann eine lokale Anha¨ufung von Schnee genauso wie ein lokales
Abschmelzen betrachtet werden.
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Wind von links Wind von rechts Wind auf den
vorderen Giebel
linke Wand 0.8 -0.5 -0.5
Dach ohne
Kragtra¨ger
-0.6 -0.6 -0.6
Kragtra¨ger -0.1 -1.3 -0.1
rechte Wand -0.5 0.8 -0.5
vorderer Gie-
bel
-0.5 -0.5 0.8
hinterer Gie-
bel
-0.5 -0.5 -0.5
Tabelle 5.4: cP -Werte der Hallenteile nach DIN1055
Statische Windwirkung
Das betrachtete mittlere Hallensegment (Abbildung 5.52) dient der La¨ngs-
aussteifung der Halle. Zusa¨tzlich zu den anteiligen Windlasten in Richtung
der Binderebene mu¨ssen somit auch die Windlasten auf die Giebelwa¨nde
aufgenommen werden. Die Giebel werden fu¨r die Festlegung der Windlasten
na¨herungsweise als starre Platten betrachtet, die am Fuß gelenkig gelagert
sind. Die auftretenden Horizontalkra¨fte werden u¨ber die Pfetten auf das Hal-
lensegment abgetragen. Die Giebelfla¨che betra¨gt 180 m2. Der Standort der
Halle soll der Windlastzone I (DIN1055) zugeordnet werden ko¨nnen. Der
Norm kann der auf 10 Jahre bezogene Bo¨enstaudruck fu¨r das 5-Sekunden-
Mittel fu¨r 10 m Ho¨he u¨ber Grund entnommen werden. Dieser betra¨gt qb =
0.6 kN/m2. Der Variationskoeffizient soll mit 0.14 angenommen werden. Die
Gumbel-Verteilung soll die Verteilung der Extrema des Staudrucks wieder-
geben mit dem Mittelwert qb. Der Richtungseinfluss des Windes wird ver-
nachla¨ssigt, so dass die Windrichtung u¨ber den Kreisumfang als gleichverteilt
angenommen wird.
Ist die Zufallsgro¨ße X6 der Bo¨enstaudruck und X11 der Winkel zwischen
Struktur und Windrichtung, so ergibt sich die Kraft, die an einem Struktur-
knoten angreift, durch
F = (a cosX11 + b sinX11) ·X6
Die Faktoren a und b beru¨cksichtigen die anteiligen Fla¨chen.
Die Druckbeiwerte cP aus Tabelle 5.4 sind von der Geometrie der Bau-
werksteile abha¨ngig und stellen nur eine Na¨herung der wirklichen Stro¨mungs-
verha¨ltnisse dar, welche selbst von der Windgeschwindigkeit abha¨ngig sind.
Man kann allerdings auch davon ausgehen, dass die in der Norm angegebenen
Werte auf der sicheren Seite liegen und damit die Versagenswahrscheinlich-
keit zu hoch eingescha¨tzt wird.
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Zufalls-
variable
stochastische
Gro¨ße
Verteilung Mittelwert Standard-
abweichung
X1 . . . X4 Scheeho¨he S Extrem I 0.6402 m 0.2250 m
X5 Variation der
Schneedichte
V
log-
normal
1 0.2
X6 Windlast
(Staudruck)
Extrem I 0.6 kN/m2 0.084 kN/m2
X7 Steckgrenze log-
normal
392 N/mm2 27.4 N/mm2
X8 Elastizita¨ts-
modul
log-
normal
2.1 · 1011 N/m2 0.126 ·1011 N/m2
X9, X10 Installations-
last
log-
normal
0.3 kN/m2 0.15 kN/m2
X11 Windrichtung gleich-
verteilt
– –
X12 Eigenlast der
Dachhaut
log-
normal
0.489 kN/m2 0.03 kN/m2
Tabelle 5.5: Zufallsvariablen
5.4.3 Ergebnisse
In Tabelle 5.5 sind alle verwendeten Zufallsvariablen dargestellt. Es soll an-
genommen werden, dass zwischen den Zufallsvariablen keine Korrelation be-
steht. Wie in den ersten beiden Beispielen wurden die einzelnen nichtlinearen
Finite-Elemente-Analysen zur Suche der Grenzzustandspunkte auf verschie-
dene Prozessoren einer SGI Origin 2000 verteilt. Die Abbildung 5.59 zeigt
die Konvergenz der Versagenswahrscheinlichkeiten in Abha¨ngigkeit der An-
zahl der verwendeten Grenzzustandspunkte N . Auch in diesem Beispiel kon-
vergiert die Lo¨sung unter Verwendung der Interpolation mit Simplexe nur
a¨ußerst langsam. Hinzu kommt, dass durch die relativ hohe Dimensiona-
lita¨t des Problems mit n = 12 Zufallsvariablen die Interpolation der Grenz-
zustandsfunktion mit Simplexe numerisch sehr aufwendig wird, so dass ab
N = 1500 diese Interpolation abgebrochen wurde. Die Interpolationen mit
gewichteten Radien und mit Normalen-Ebenen konvergieren sehr rasch, so
dass ab N = 500 Stu¨tzstellen die Versagenswahrscheinlichkeit relativ gut
gescha¨tzt wird. Ab N = 1500 Stu¨tzpunkten ko¨nnen fu¨r dieses Beispiel mit
Hilfe der Interpolation mit Normalen-Ebenen, mit gewichteten Radien sowie
mit dem directional sampling sehr genaue Ergebnisse erhalten werden. Al-
lerdings ist der numerische Aufwand der Grenzzustandsfunktionsauswertung
mit Hilfe der gewichteten Radien ebenfalls erheblich, so dass auch in diesem
Fall auch auf weitere Berechnungen verzichtet wurde.
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Abbildung 5.59: Konvergenz der Versagenswahrscheinlichkeiten in Abha¨ngig-
keit von der Anzahl der verwendeten Grenzzustandspunkte N .
6Zusammenfassung
Die Berechnung der Versagenswahrscheinlichkeit einer Struktur mit Hilfe von
Monte-Carlo-Simulationsmethoden erfordert, dass die Funktion der Struk-
turantwort implizit berechnet wird, zum Beispiel durch nichtlineare Struk-
turanalysen fu¨r jede Realisation der Zufallsvariablen. Die Strukturanalysen
bilden jedoch den Hauptanteil am Berechnungsaufwand der Zuverla¨ssigkeits-
analyse, so dass die Analyse von realistischen Strukturen mit nichtlinearem
Verhalten durch die begrenzten Computer-Ressourcen stark eingeschra¨nkt
ist.
Die klassischen Antwortfla¨chenverfahren approximieren die Funktion der
Strukturantwort oder aber die Grenzzustandsfunktion durch Polynome nied-
riger Ordnung. Dadurch ist fu¨r die Auswertung des Versagenskriteriums nur
noch von Interesse, ob eine Realisation der Basisvariablen innerhalb oder au-
ßerhalb des von der Antwortfla¨chenfunktion gebildeten Raumes liegt – die
Strukturanalyse kann dann entfallen. In diesem Sinne stellt das Antwort-
fla¨chenverfahren eine Verbindung zwischen den deterministischen Struktur-
analysen und den probabilistischen Analysemethoden dar. Problematisch bei
der Verwendung der klassischen Antwortfla¨chenverfahren ist, dass eine po-
lynomiale Approximation bei stark nichtlinearen Grenzzustandsfunktionen
versagt. Durch die Ermittlung der Koeffizienten mittels Regression werden
die eigentlich exakt ermittelten Stu¨tzstellen nur na¨herungsweise interpoliert.
Der dabei entstehende Anpassungsfehler kann unter Umsta¨nden das Approxi-
mationsergebnis unbrauchbar machen. Bei allen Methoden, die dem Antwort-
fla¨chenverfahren zuzuordnen sind, ist die erforderliche Anzahl an Stu¨tzstellen
proportional mindestens zum Quadrat der Anzahl der Zufallsvariablen, so
dass Aufgabenstellungen mit sehr vielen Zufallsvariablen unter Umsta¨nden
gu¨nstiger mit Hilfe von Monte-Carlo-Methoden gelo¨st werden ko¨nnen. Das
Antwortfla¨chenverfahren ist demnach – genauso wie das directional samp-
ling – sehr gut zur Berechnung der Versagenswahrscheinlichkeit komplexer
nichtlinearer Strukturen mit nur wenigen Zufallsvariablen einsetzbar. Aller-
dings sind die Antwortfla¨chenverfahren im Gegensatz zum directional samp-
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ling daru¨ber hinaus ausgezeichnet fu¨r Sensitivita¨tsstudien geeignet, da, ist
die Antwortfla¨che einmal bekannt, weitere Untersuchungen mit nur sehr ge-
ringem zusa¨tzlichen Rechenaufwand durchgefu¨hrt werden ko¨nnen.
Das directional sampling neigt bei Problemen mit vielen Zufallsvariablen
zu einem systematischen Fehler, da insbesondere fu¨r Grenzzustandsfla¨chen
niedrigerer Ordnung als die Anzahl der Zufallsvariablen nur wenige Simu-
lationen auf diesen liegen und somit die Versagenswahrscheinlichkeit durch
die Kreissegmentapproximation unterscha¨tzt wird. Das adaptive importance
directional sampling dagegen beseitigt diesen Fehler, verschenkt jedoch Infor-
mationen u¨ber den Verlauf der Grenzzustandsfunktion, da die aufgefundenen
Stu¨tzstellen aus den vorangegangenen Simulationsla¨ufen nicht beru¨cksichtigt
werden ko¨nnen. Aus diesem Grund erscheint eine Kombination beider Simu-
lationsverfahren und eine Interpolation mittels einer Antwortfla¨che geeignet,
diese Probleme zu lo¨sen.
Das in der Arbeit entwickelte Verfahren der adaptiven Simulation der
Einheitsvektoren und anschließender Interpolation durch Hyperebenen oder
durch gewichtete Radien erwies sich als eine robuste Methode zur Berech-
nung von Versagenswahrscheinlichkeiten. Das vorgestellte Verfahren verbin-
det die Vorteile des directional sampling, des importance sampling und der
Antwortfla¨chenverfahren. Zudem werden die ausgerechneten Grenzzustands-
punkte nicht nur durch Polynome na¨herungsweise approximiert, sondern in-
terpoliert. Allerdings mu¨ssen - wie auch beim directional sampling - stets
genu¨gend Stichproben auf die Grenzzustandsfunktion hinfu¨hren, was bei aus-
gepra¨gt konvexen Grenzzustandsfunktionen, die zudem nur in einer Richtung
vom Koordinatenursprung aus liegen, eine sehr hohe Anzahl von Startsimu-
lationen erfordert. Weiterhin muss der Ursprung des Standardnormalrau-
mes sich innerhalb des Bereiches befinden, in dem es kein Strukturversagen
gibt. Ebenso ist die Beru¨cksichtigung von nicht-zusammenha¨ngenden Ver-
sagensbereichen nicht mo¨glich. Vorzugsweise muss die Interpolation mittels
der entwickelten Verfahren im Standardnormalraum erfolgen. Es wurde vor-
ausgesetzt, dass das Systemverhalten zeitunabha¨ngig ist und eine mo¨gliche
Vorscha¨digung der Struktur vernachla¨ssigt werden kann.
In dieser Arbeit wurde u.a. die Anwendbarkeit der entwickelten Verfahren
zur Berechnung der Versagenswahrscheinlichkeit von Strukturen mit geome-
trisch nichtlinearem Verhalten demonstriert. Dazu wurde ein geometrisch
nichtlineares Schalenelement weiterentwickelt. In einer herko¨mmlichen For-
mulierung eines lokalen Koordinatensystems in den Finite-Elemente-Knoten
treten numerische Schwierigkeiten bei der Stabilita¨tsanalyse und in geome-
trisch nichtlinearen Berechnungen auf. Durch eine alternative Festlegung des
Koordinatensystems kann das finite Schalenelement auch in derartigen Ana-
lysen angewendet werden. Die entstehende Element-Steifigkeitsmatrix ist so-
wohl auf globale als auch auf lokale Knoten-Freiheitsgrade bezogen. Ein Ba-
siswechsel mit Koordinatentransformation wurde verwendet, damit das vor-
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gestellte finite Schalenelement auch in Verbindung mit anderen finiten Ele-
menten benutzt werden kann.
Ein Interpolationsfehler kann durch die Suche weiterer Grenzzustand-
spunkte in einem nachtra¨glichen Simulationslauf abgescha¨tzt werden. An-
schließend kann der Interpolationsfehler definiert werden als der Scha¨tzer
der zusa¨tzlichen Stichproben fu¨r den Betrag der Differenzen der bedingten
Versagenswahrscheinlichkeiten in den Grenzzustandspunkten und in den ent-
sprechenden Schnittpunkten der Richtungsvektoren mit der Antwortfla¨chen-
funktion. Daru¨ber hinaus kann eine Konvergenzordnung des Interpolations-
fehlers in einer gewa¨hlten Norm eines Sobolew-Raumes angegeben werden. In
hierauf aufbauenden Arbeiten ko¨nnte untersucht werden, ob die Berechnung
der Konvergenzordnung auch in Bezug auf die Versagenswahrscheinlichkeit
selbst erweitert werden ko¨nnte.
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Anhang A
Dokumentation des
Schalenelementes SHELL9N
A.1 Konzept der isoparametrischen Element-
formulierung
Fu¨r eine Aufstellung der Element-Steifigkeitsmatrizen K(m) von Finite-Ele-
mente-Modellen mit sogenannten generalisierten Koordinaten werden im All-
gemeinen lokale Element-Koordinatensysteme x1,x2,x3 verwendet (Bathe (1996);
Huebner (1975); Zienkiewicz (1967 – 1994)). Die Element-Verschiebungen
u1(xi), u2(xi), u3(xi) ko¨nnen dann als Polynome in xi mit den unbestimmten
generalisierten Koordinaten angenommen werden:
u1(xi) = α1 + α2x1 + α3x2 + α4x3 + α5x1x2 + . . .
u2(xi) = β1 + β2x1 + β3x2 + β4x3 + β5x1x2 + . . .
u3(xi) = γ1 + γ2x1 + γ3x2 + γ4x3 + γ5x1x2 + . . .
(A.1)
Die Gleichungen (A.1) ko¨nnen in Matrixform als
u(x) = Φα (A.2)
geschrieben werden. Eine mechanische Deutung dieser generalisierten Koor-
dinaten α ist a priori nicht mo¨glich. Um die generalisierten Koordinaten
durch Element-Knotenpunktverschiebungen auszudru¨cken, wird im Allge-
meinen die Koordinatentransformationsmatrix A eingefu¨hrt. Damit lautet
die Gleichung (A.2) speziell fu¨r die Element-Knotenpunktverschiebung
uˆ = Aα
Falls die Inverse von A existiert, ist
α = A−1uˆ
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und
u = ΦA−1uˆ
Ko¨nnen die Element-Verschiebungen in einem beliebigen Punkt und die Ele-
ment-Knotenpunktverschiebungen direkt verbunden werden, so ist die Ma-
trix A und deren Inversion nun nicht mehr notwendig. Erreicht wird dies
in der isoparametrischen Formulierung dadurch, dass die Element-Verschie-
bungen und die Geometrie in der gleichen Weise interpoliert werden (Bathe
(1996); Zienkiewicz (1967 – 1994)); d.h. es gelten die Beziehungen
xi(r1, r2, r3) =
q∑
k = 1
hk(r, r, r) x
k
i (A.3)
fu¨r die Knoteninterpolationen und
ui(r1, r2, r3) =
q∑
k = 1
hk(r, r, r) u
k
i (A.4)
fu¨r die Interpolationen der lokalen Element-Verschiebungen. Dabei sind xki
die Koordinaten und uki die Knotenverschiebungen der q Element-Knoten im
lokalen Koordinatensystem. Die Interpolationsfunktionen hk sind im natu¨rli-
chen Koordinatensystem r1,r2,r3 definiert. Auf diese Weise ko¨nnen isopara-
metrische Elemente ohne irgendwelche zusa¨tzliche Schwierigkeiten gekru¨mm-
te Ra¨nder haben; ein wesentlicher Vorteil gegenu¨ber der Formulierung mit
generalisierten Koordinaten. Die Jacobi-Transformationsmatrix
J =

∂ x1
∂ r1
∂ x2
∂ r1
∂ x3
∂ r1
∂ x1
∂ r2
∂ x2
∂ r2
∂ x3
∂ r2
∂ x1
∂ r3
∂ x2
∂ r3
∂ x3
∂ r3

(A.5)
la¨sst sich durch Differentiation der Gleichung (A.3) nach den natu¨rlichen
Koordinaten gewinnen. Sofern die Inverse von J existiert, erha¨lt man die
Element-Verzerrungen in Form von Ableitungen der Gleichung (A.4) nach
den lokalen Koordinaten
∂ u
∂ x
= J−1
∂ u
∂ r
(A.6)
Mit den Ableitungen der Gleichung (A.6) kann die Verzerrungs-Verschie-
bungs-Transformationsmatrix B aufgestellt werden. Ein weiterer Vorteil der
isoparametrischen Formulierung ist, dass die lokalen Koordinaten xi sowie
die lokalen Verschiebungskomponenten ui durch die globalen Koordinaten
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sowie die globalen Verschiebungskomponenten ersetzt werden ko¨nnen. So-
mit ist die sonst u¨bliche Transformation der Elementmatrizen in das glo-
bale Verschiebungssystem nicht mehr erforderlich. Mit den Ableitungen der
Gleichung A.6 kann die Verzerrungs-Verschiebungs-Transformationsmatrix
B aufgestellt werden. Die auf die lokalen Knoten-Freiheitsgrade bezogene
Element-Steifigkeitsmatrix lautet dann
K =
∫
V
BTC B dV (A.7)
Die Inversion der Koordinatenmatrix A, deren Dimension n gleich der An-
zahl der Element-Knoten-Freiheitsgrade ist (im Falle des Schalenelementes
im Bild 3.5 gilt n = 54), wird demnach gewissermaßen durch die Inversion
der Jacobi-Matrix der Dimension n = 3 ersetzt. Ein weiterer Vorteil der iso-
parametrischen Formulierung ist, dass die lokalen Koordinaten x, y, z sowie
die lokalen Verschiebungskomponenten u, v, w durch die globalen Koordina-
ten sowie die globalen Verschiebungskomponenten ersetzt werden ko¨nnen.
Somit ist die sonst u¨bliche Transformation der Element-Steifigkeitsmatrix
(A.7) in das globale Verschiebungssystem nicht mehr erforderlich. Allerdings
wird diese Erleichterung bei den isoparametrischen Elementen mit Knoten-
Rotationsfreiheitsgraden durch einen entscheidenden Nachteil erkauft, der im
Abschnitt A.3 dargestellt und fu¨r den im Abschnitt A.4 ein Lo¨sungsvorschlag
angegeben werden soll.
A.2 Verzerrungs-Verschiebungs - Transforma-
tionsmatrizen
In einer isoparametrischen Formulierung kann das Schalenelement fu¨r eine va-
riable Knotenzahl formuliert werden. Bild 3.5 zeigt ein 9-Knoten-Schalenelement
nach Ahmad u. a. (1970); Bathe (1996); Dvorkin und Bathe (1984); Hughes
und Liu (1980); Parisch (1979); Ramm (1976). Die Koordinaten eines allge-
meinen Punktes im Schalenelement zum Zeitpunkt t lauten
txi(r1, r2, r3) =
9∑
k=1
hk(r1, r2)
txki +
r3
2
9∑
k=1
akhk(r1, r2)
tV kni (A.8)
Ein Einsetzen der Gleichung (A.8) in (3.15) und (3.16) liefert die Element-
verschiebungen zur Zeit t
tui(r1, r2, r3) =
9∑
k=1
hk(r1, r2)
tuki +
r3
2
9∑
k=1
akhk(r1, r2) (
tV kni −0 V kni) (A.9)
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und den Elementverschiebungszuwachs
ui(r1, r2, r3) =
9∑
k=1
hk(r1, r2) u
k
i +
r3
2
9∑
k=1
akhk(r1, r2) V
k
ni (A.10)
Der Vektor
Vkn =
t+∆t Vkn − tVkn
beschreibt den Richtungskosinuszuwachs des auf der Verbindungslinie der
Rand- und Eckknoten der Deckfla¨chen liegenden “Normalenvektors” tVkn in-
folge der Deformation des Elementes. Fu¨r eine Definition von tVkn auf der
Verbindungslinie wa¨ren aber die Koordinaten der Knoten der Deckfla¨chen
erforderlich. Allerdings la¨sst sich der Normalenvektor auch durch die Koor-
dinatenlinien der Mittelfla¨che
rT1 =
[
∂tx1
∂r1
∂tx2
∂r1
∂tx3
∂r1
]
rT2 =
[
∂tx1
∂r2
∂tx2
∂r2
∂tx3
∂r2
]
rT3 =
[
∂tx1
∂r3
∂tx2
∂r3
∂tx3
∂r3
]
und durch die Konstruktion eines lokalen orthonormalen Koordinatensystems
er1 =
r2 × r3
||r2 × r3||2
er2 =
r3 × r1
||r3 × r1||2
er3 =
r3
||r3||2
(A.11)
in kartesischen Koordinaten darstellen mit
tVkn = er1 × er2
Dies hat im Gegensatz zur herko¨mmlichen Formulierung den Vorteil, dass
nur die Knoten der Mittelfla¨che definiert und verwaltet werden mu¨ssen, al-
lerdings den Nachteil, dass sich Elemente, die auf “Gehrung” geschnitten
sind, nicht mehr darstellen lassen. Definiert man ein lokales orthonormiertes
Koordinatendreibein in den Finite-Elemente-Knoten in globalen kartesischen
Koordinaten derart, dass
tVk1 =
emin × tVkn
||emin × tVkn||2
(A.12)
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und
tVk2 =
tVkn × tVk1 (A.13)
ist, ko¨nnen die Komponenten von Vkn durch die Drehungen αk bzw. βk des
Normalenvektors tVkn um die Vektoren
tVk1 bzw.
tVk2 ausgedru¨ckt werden
mit
Vkn = −tVk2 αk + tVk1 βk (A.14)
In Bathe (1996) wird fu¨r den Bezugsvektor emin einfach ein beliebiger glo-
baler Einheitsvektor (z.B. emin = ex1) verwendet. Dieses Vorgehen verursacht
z.B. in einer linearisierten Eigenwertanalyse
0
0KΦ = λ(
0
0K − t0K)Φ
dass ggf. der Richtungssinn von tVk1 und
tVk2 in Bezug auf
0Vk1 und
0Vk2
wechselt, wenn 0Vkn = ex1 ist. Dadurch werden die entsprechenden Zeilen
und Spalten in 00K und
t
0K vertauscht und das numerische Ergebniss der Ei-
genwertanalyse wird unbrauchbar. Besser ist es, fu¨r emin den Einheitsvektor
ex1 , ex2 oder ex3 zu wa¨hlen, dessen Komponente mit dem Wert “1” mit der
kleinsten Komponente von tVkn u¨bereinstimmt. Daru¨ber hinaus haben Bei-
spielrechnungen gezeigt, dass die Orthonormierung in (A.12) und (A.13) in
geometrisch nichtlinearen Analysen auch bei rotationssymmetrischen Syste-
men und Belastungen Spannungszusta¨nde erzeugt, die nicht mehr rotations-
symmetrisch sind. Stattdessen ist es zweckma¨ßiger, das lokale Koordinaten-
system in den Finite-Elemente-Knoten mit
tVk1 =
r1
||r1||2
tVk2 =
r2
||r2||2
tVkn =
r1 × r2
||r1 × r2||2
(A.15)
festzulegen. Ein Einsetzen der Gleichung (A.14) in die Gleichung (A.10) lie-
fert den Zuwachs der globalen Element-Verschiebungen
ui(r1, r2, r3) =
9∑
k=1
hk(r1, r2) u
k
i +
r3
2
9∑
k=1
akhk(r1, r2) [−tV k2i αk + tV k1i βk]
(A.16)
in Abha¨ngigkeit von den inkrementellen globalen Knotenpunktverschiebun-
gen uki und dem Zuwachs der lokalen Knotenverdrehungen αk und βk. Aus der
Beziehung (A.16) kann anschließend mit den Gleichungen (A.5) und (A.6) in
der u¨blichen Art und Weise der Zuwachs der globalen kartesischen Element-
Verzerrungskomponenten (3.21) und (3.22) berechnet werden, mit
0ui,j =
∂ui
∂0xj
=0 J−1
∂ui
∂rj
(A.17)
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Außerdem sind die Ableitungen der gesamten Verschiebungen nach den ur-
spru¨nglichen Koordinaten zu bilden, um den Anfangsverschiebungseffekt in
(3.21) mitzuerfassen. Diese Ableitungen erha¨lt man durch Differentiation der
Gleichung (A.9), demnach
t
0ui,j =
∂tui
∂0xj
=0 J−1
∂tui
∂rj
=
9∑
k=1
0hk,j
tuki +
9∑
k=1
ak
2
(r3 0hk,j+
0J−1j3 hk)(
tV kni−0V kni)
(A.18)
mit
0hk,j =
0 J−1j1 hk,r1 +
0 J−1j2 hk,r1
Die daraus ableitbaren Verzerrungs-Verschiebungs-Matrizen BL,
t
0BL,
t
0BNL
ko¨nnen z.B. aus Bathe (1996) entnommen werden.
A.3 Element-Matrizen
Mit den Verzerrungs-Verschiebungs-Beziehungen und den zweiten Piola-Kirch-
hoffschen Spannungen nach (3.33) bzw. (3.41), (3.29) und (3.30) ko¨nnen die
Matrizen der Tabelle (3.2) ausgerechnet werden. Allerdings ist die durch die
Gleichung (A.7) erhaltene Element-Steifigkeitsmatrix fu¨r einen Knoten k
Kk =

Fx(uk) Fx(vk) Fx(wk) Fx(αk) Fx(βk) Fx(γk)
Fy(uk) Fy(vk) Fy(wk) Fy(αk) Fy(βk) Fy(γk)
Fz(uk) Fz(vk) Fz(wk) Fz(αk) Fz(βk) Fz(γk)
MV1(uk) MV1(vk) MV1(wk) MV1(αk) MV1(βk) MV1(γk)
MV2(uk) MV2(vk) MV2(wk) MV2(αk) MV2(βk) MV2(γk)
MVn(uk) MVn(vk) MVn(wk) MVn(αk) MVn(βk) MVn(γk)

(A.19)
sowohl auf globale als auch auf lokale Knoten-Freiheitsgrade bezogen. Die
Submatrizen sollen bezeichnet werden durch
Kk =
[
Kkx(u
k) Kkx(α
k)
Kk
Vk
(uk) Kk
Vk
(αk)
]
Solange ausschließlich nur ein Finite-Elemente-Typ benutzt wird und eine
Zuordnung der Knotenverdrehungen und der Ru¨ckstellmomente zu globalen
Koordinatenachsen nicht erforderlich wird, ist eine derartige Formulierung
vorteilhaft, da sie ohne eine weitere Transformation auskommt; anderenfalls
mu¨ssen die Submatrizen von Kk wie im nachfolgenden Abschnitt beschrieben
transformiert werden.
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A.4 Basiswechsel und Koordinatentransforma-
tion
Die Vektoren Vk1 , V
k
2 , V
k
n bilden eine lokale Basis im R3. Aus ihnen kann die
Basismatrix
B =

V k1x V
k
2x V
k
nx
V k1y V
k
2y V
k
ny
V k1z V
k
2z V
k
nz

gebildet werden. Eine zweite globale orthonormale Basis wird durch die Vek-
toren ex, ey, ez mit der Basismatrix
B′ =
 1 0 00 1 0
0 0 1

gebildet. Mit der U¨bergangsmatrix T kann ein Basiswechsel durch
B′ = B T bzw. B = B′ T −1 (A.20)
beschrieben werden. Jeder beliebige Vektor d kann nach Burg u. a. (1987);
Zurmu¨hl und Falk (1986) bezu¨glich der beiden genannten Basen dargestellt
werden durch
d = B dB bzw. d = B
′ dB′ (A.21)
wobei dB bzw. dB′ die den Basen zugeordneten Koodinatenvektoren von d
bezeichnen; mit
dB = αkV
k
1 + βkV
k
2 + γkV
k
n
dB′ = ϕ
k
x ex + ϕ
k
y ey + ϕ
k
z ez
(A.22)
In diesem Fall beschreibt der Vektor d eine allgemeine Drehachse im R3, wie
im Bild A.1 dargestellt. Die Koordinatenvektoren in (A.22) lassen sich durch
Gleichsetzen der Gleichungen (A.21) ineinander umformen. Dadurch ergibt
sich
dB = B
−1 B′ dB′ (A.23)
Aus der Beziehung (A.20) folgt
T = B−1 B′ (A.24)
Ein Einsetzen von (A.24) in (A.23) ergibt die Koordinatentransformation
dB = T dB′ bzw. dB′ = T
−1 dB
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Abbildung A.1: Darstellung einer allgemeinen Drehung in zwei Basen
Da die Basismatrix B′ der Einheitsmatrix entspricht und die Matrix B nach
(A.11) bis (A.13) eine orthogonale Matrix darstellt, vereinfacht sich (A.24)
zu
T = BT
Fu¨r die Vektoren der Knotenrotationen und der Knotenmomente in lokalen
Koordinaten la¨sst sich gema¨ß (A.23) und (A.24)
αk = Tk ϕ
k
MkVk(α
k) = Tk M
k
Vk(ϕ
k)
MkVk(u
k) = Tk M
k
x(u
k)
(A.25)
fu¨r jeden Knoten k schreiben. Die Knotenkra¨fte sind entsprechend der Glei-
chung (A.19) auf kartesische Koordinaten bezogen; also gilt
Fkx(α
k) = Fkx(ϕ
k) (A.26)
Diese Momenten- und Kraft-Vektoren errechnen sich nach (A.19) zu
MkVk(α
k) = KkVk(α
k) αk
MkVk(u
k) = KkVk(u
k) uk
Fkx(α
k) = Kkx(α
k) αk
(A.27)
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Die Gleichungen (A.25), (A.26) und (A.27) ergeben letztlich die Transforma-
tionsbeziehungen
Mkx(ϕ
k) = T Tk K
k
Vk(α
k) Tk ϕ
k
Mkx(u
k) = T Tk K
k
Vk(u
k) uk
Fkx(ϕ
k) = Kkx(α
k) Tk ϕ
k
fu¨r die Submatrizen der Element-Steifigkeitsmatrix
Kk =
 Kkx(uk) Kkx(ϕk)
Kk
ϕk
(uk) Kk
ϕk
(ϕk)

fu¨r jeden Knoten k des Schalenelementes.
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Anhang B
Dokumentation der
SLang-Eingabedateien
B.1 Einleitung
Im Folgenden werden die SLang -Eingabedateien, die fu¨r die Berechnung der
Versagenswahrscheinlichkeit der Schalen-Struktur im Abschnitt 5.2.5 erstellt
worden sind, zusammengestellt und erla¨utert. Diese Eingabedateien definie-
ren die statistischen Parameter, steuern den Ablauf der adaptiven Richtungs-
suche, interpolieren die Grenzzustandsfla¨che, berechnen die Versagenswahr-
scheinlichkeit mittels adaptive sampling und steuern und verteilen die einzel-
nen Grenzzustandsermittlungen auf einem workstation cluster. Im Einzelnen
sind dies:
Main.s Haupt-Eingabedatei:
Steuerung des Berechnungsablaufes
Definition aller verwendeter Zufallsvariablen
Adaptive Richtungssuche der Grenzzustandspunkte
Interpolation der Grenzzustandsfla¨che
Berechnung der Versagenswahrscheinlichkeit
Steuerung und Verteilung der Suche der Grenzzustands-
punkte
Definition der vera¨nderlichen Daten im thread file
Zusammenstellung der Grenzzustandspunkte
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Shared.s Definition der statistischen Parameter
parallel.s Steuerung und Verteilung der unabha¨ngigen
Child-Prozesse
hosts.s Informationen u¨ber vorhandene hosts und deren
Time-Out-Zeiten
availableHosts.txt Vektor der hosts bzw. Prozessoren die fu¨r die Par-
allelisierung genutzt werden sollen
threadDirS.s Berechnung der Grenzzustandspunkte der Scha-
lenstruktur:
Steuerung des Berechnungsablaufes
Schleife u¨ber die zu berechnenden Grenzzu-
standspunkte
Inkrementell-iterative Berechnung
Die verwendeten Kommandos ensprechen der SLang -Version 4.0. Fu¨r die
Kommandos, die im Folgendem nicht erla¨utert sind, sei auf die SLang -Doku-
mentation (Bayer u. a. (2000)) hingewiesen.
B.2 Haupt-Eingabedatei (Main.s)
B.2.1 Steuerung des Berechnungsablaufes
#macro Thread threadDirS.s
#include parallel.s
#include hosts.s
#include Shared.s
control gosub, , PrepareParameters, /
—— Sprung zur subroutine PrepareParameters fu¨r
die Definition der statistischen Parameter.
control gosub,, AdaptiveSearch, /
—— Sprung zur subroutine AdaptiveSearch fu¨r die
adaptive Richtungssuche der Grenzzustandspunkte.
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control gosub,, RSM, /
—— Sprung zur subroutine RSM fu¨r die Interpolation
der Grenzzustandsfla¨che. Berechnung der Versagenswahrscheinlichkeit.
B.2.2 Definition aller verwendeter Zufallsvariablen
#label PrepareParameters
int_defdoc numVar 3
realvec_defdoc means numVar
2.8e7 2e7 0.5
realvec_defdoc sigmas numVar
3e6 1e6 0.005
—— Fu¨r die 3 zufa¨lligen Parameter X1, X2 und X3
werden die Mittelwerte E[X1] = 2.8 · 107 N/m2, E[X2] = 2 · 107 N/m2 und
E[X3] = 0.5 m und Standardabweichungen σX1 = 3 · 106 N/m2, σX2 =
1 · 106 N/m2 und σX3 = 0.005 m definiert. Die SLang -Makro-Definitionen
int defdoc und realvec defdoc sind weiter unten erla¨utert.
int_defdoc numSim 150
int_defdoc PartSize 10
—— Insgesamt sollen pro Berechnungslauf N = 150
Grenzzustandspunkte gesucht werden. Dabei soll jeder thread 10 Grenzzu-
standspunkte berechnen.
object create, , ,nSimulations /
object read,, nSimulations 5000 ,/
—— Fu¨r die Berechnung der Versagenswahrschein-
lichkeit mittels adaptive sampling werde pro Simulation N = 5000 Stichpro-
ben verwendet.
object create, , , iPartsReturnedInline /
object create, replace real matrix, 0 numVar, AllPoints /
control gosub, , PrepareRanset, /
—— Sprung zur subroutine PrepareRanset fu¨r die
Definition aller verwendeter Zufallsvariablen.
control return,,,/
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B.2.3 Adaptive Richtungssuche der Grenzzustandspunk-
te
Die folgenden Kommandos fu¨hren die adaptive Richtungssuche der Grenz-
zustandspunkte durch:
#label AdaptiveSearch
object create, replace, ,thePart /
ranset simulate, compiler replace unit_vectors,
numSim RV_set2, Directions /
—— Simulation der ersten N = 150 Einheitsvektoren
a
(1)
i .
object copy, replace, Directions, points /
object initialize, , points 0, /
control gosub, , CalcAllSimulations, /
—— Sprung zur subroutine CalcAllSimulations fu¨r
die Suche der ersten Grenzzustandspunkte g
(1)
i (x).
object append, add_rows, AllPoints points,/
—— Die gefundenen Grenzzustandspunkte points wer-
den in das SLang -Objekt AllPoints geschrieben.
linalg transpose, replace, points, points_trans /
ranset transform, replace to_gauss, points_trans RV_set1,
GaussPoints/
—— Die Grenzzustandspunkte g
(1)
i (x) im Raum der
gegebenen Zufallsvariablen X werden mittels Nataf-Transformation in den
Raum standardnormalverteilter Zufallsvariablen transformiert. In dem SLang
-Objekt GaussPoints sind die daraus resultierenden g
(1)
i (r
∗
i (ai) ai) = 0 ab-
gespeichert.
linalg transpose, replace, GaussPoints, GaussPoints_trans /
ranset adapt,, RV_set_adapt GaussPoints_trans weights ,/
—— Die Adaption der Simulationsdichte wird ent-
sprechend der Beziehungen (2.17) und (2.18) durchgefu¨hrt.
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ranset simulate, compiler replace unit_vectors,
numSim RV_set_adapt, Directions /
—— Simulation der zweiten N = 150 Einheitsvekto-
ren a
(2)
i .
object create, replace, , iPartsReturnedInline /
control gosub, , CalcAllSimulations, /
—— Sprung zur subroutine CalcAllSimulations fu¨r
die Suche der zweiten Grenzzustandspunkte g
(2)
i (x).
object append, add_rows, AllPoints points,/
—— Die gefundenen Grenzzustandspunkte points wer-
den an das SLang -Objekt AllPoints angefu¨gt.
Die adaptive Suche der Grenzzustandspunkte kann im Allgemeinen an dieser
Stelle abgebrochen werden.
control return,,,/
B.2.4 Interpolation der Grenzzustandspunkte und Be-
rechnung der Versagenswahrscheinlichkeit
#label RSM
ranset allocate, replace, 2, /
group allocate, replace, 2, /
group create, ranvars, 1 3 1 2 3, RV_group /
ranset create, original, 1 RV_group, RV_set /
—— Definition der Zufallsvariablen X1, X2 und X3.
ranvar copy, replace, 1, 4 /
ranvar copy, replace, 2, 5 /
ranvar copy, replace, 3, 6 /
group create, ranvars, 2 3 4 5 6, RV_group_adaptive1 /
ranset create,, 2 RV_group_adaptive1, RV_sampling /
ranset modify, gauss, RV_sampling,/
ranset modify, enlarge, RV_sampling 3,/
—— Definition der Zufallsvariablen fu¨r das adaptive
sampling. Fu¨r den ersten Simulationslauf wird eine Simulationsdichte ver-
wendet, die eine um den Faktor 3 gro¨ßere Standardabweichung besitzt als
die Verteilung der Zufallsvariablen.
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resurf allocate, replace, 1,/
resurf create, orig_points usertolerance userbound ,
1 1 0.01 8 AllPoints,/
—— Definition einer Antwortfla¨chenfunktion unter
Nutzung der in AllPoints gespeicherten Grenzzustandspunkte. Das Inter-
polationsverfahren ist noch nicht festgelegt.
Berechnung der Versagenswahrscheinlichkeit mit dem adaptive samp-
ling:
object create, , ,iAdapt/
#label AdaptiveSampling
object modify, add, iAdapt 1,/
ranset isampling, replace,
nSimulations RV_set RV_sampling,
samples weights/
—— Importance sampling zur Simulation von N =
5000 Realisationen der Zufallsvariablen. Im ersten Lauf sind die Original-
variablen RV set und die Simulationsvariablen RV sampling identisch. Das
Objekt samples entha¨lt die Realisationen der Zufallsvariablen und weights
entha¨lt die Gewichte, d.h. die Verha¨ltnisse der Original- zur Simulationsdich-
te nach Gleichung (2.8).
resurf indicate, normal_space WEIGHTED_RADII
replace weights,
1 samples weights, new_weights/
—— Interpolation der Grenzzustandspunkte, z.B. mit-
tels gewichteter Radien im Raum standardnormalverteilter Zufallsvariablen,
und Berechnung der Indikatorfunktion I(g˜(x)).
ranset adapt, , RV_sampling samples new_weights,/
—— Die Adaption der Simulationsdichte wird ent-
sprechend der Beziehungen (2.17) und (2.18) durchgefu¨hrt.
control if, integer less, iAdapt 4 AdaptiveSampling,/
object delete,, iAdapt,/
regress failure, replace, new_weights, pf std/
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—— Berechnung der Versagenswahrscheinlichkeit und
der Standardabweichung entsprechend Gleichung (2.8) und (2.9).
output print,, pf,/
output print,, std,/
control return,,,/
B.2.5 Subroutine fu¨r die Verteilung der Suche der Grenz-
zustandspunkte
#label CalcAllSimulations
control gosub, , PrepareParallel,/
—— Sprung zur subroutine PrepareParallel (siehe
Abschnitt B.4) fu¨r die Vorbereitung der Verteilung der Suche der Grenzzu-
standspunkte.
object info, first_dim, Directions, nParts /
object copy, replace real, nParts, tmp /
object operate, \div, tmp PartSize, /
object copy, replace integer, tmp, nParts /
object modify, add, nParts \int \neq 0 \sub tmp nParts, /
—— Die insgesamt N = 150 Grenzzustandspunkte in
Richtung Directions sollen in 15 threads (nParts) berechnet werden.
Schleife u¨ber alle threads:
object copy, , iPartsReturnedInline, iPart /
#label nextThread
object modify, add, iPart 1, /
object copy, replace, iPart, thePart /
object modify, subtract, iPart 1, /
#label StartHereIfTimeoutOccured
—— Sprungmarke, zu der das Programm springt, wenn
ein thread die vorherbestimmte Berechnungszeit u¨berschreitet. Dies kann z.B.
bei einem Ausfall oder U¨berlastung eines Prozessors der Fall sein. Die nicht
gerechneten 10 Richtungen werden dann an einen noch freien thread weiter-
gegeben.
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object modify, add, iPart 1, /
object read, , bTimeoutOccured FALSE, /
control gosub, , StartThread, /
—— Sprung zur subroutine StartThread (siehe Ab-
schnitt B.4) um einen neuen thread zu starten.
control if, equal, bTimeoutOccured TRUE HandleTimeout, /
control gosub, , checkForReturnedThreads, /
—— Sprung zur subroutine checkForReturnedThreads
(siehe Abschnitt B.4) zur Kontrolle, ob ein thread beendet worden ist.
control if, equal, bTimeoutOccured TRUE HandleTimeout, /
control if, less, iPart nParts nextThread, /
control gosub, , EndParallel,/
—— Wenn alle threads verteilt worden sind, wird zur
subroutine EndParallel (siehe Abschnitt B.4) gesprungen und solange ge-
wartet, bis alle threads beendet worden sind.
control if, equal, bTimeoutOccured TRUE HandleTimeout, /
object delete, , bTimeoutOccured, /
object delete, , nParts, /
object delete, , iPart, /
object delete, , thePart, /
control return,,,/
B.2.6 Subroutine zur Definition der vera¨nderlichen Da-
ten im thread file
Dem jeweiligen thread werden die simulierten Einheitsvektoren mitgeteilt.
Dies erfolgt durch Abspeicherung der Vektoren im thread file.
#label TransmitToThread
object create, , , BeginPart /
object modify, , BeginPart \int \add 1 \mul PartSize
\sub thePart 1, /
object copy, , numSim, nRest /
object modify, subtract, nRest \int \sub BeginPart 1, /
object combine, \min, nRest PartSize, size /
object extract, part, Directions BeginPart 1 size numVar,
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PartDirections /
output file, text append, PartDirections, szThreadFile /
object delete, , PartDirections, /
object delete, , BeginPart, /
object delete, , nRest, /
object delete, , size, /
control return,,,/
B.2.7 Subroutine zur Zusammenstellung der Grenzzu-
standspunkte
Die in der subroutine CalcPartOfSimulations (siehe Abschnitt B.7) pro
thread berechneten Grenzzustandspunkte werden in der folgenden subroutine
zusammengestellt:
#label OnThreadReturned
GetThread_thePart theThread theReturnedPart
input file, replace text, szThreadFile, PartPoints /
object create, replace, , BeginPart /
object modify, ,
BeginPart \int \add 1 \mul PartSize \sub
theReturnedPart 1, /
object assemble, part, PartPoints Points BeginPart 1, /
object modify, , iPartsReturnedInline
\int \mul theReturnedPart \eql iThread 1, /
control if, not gosub, iPartsReturnedInline 0 SaveState, /
object delete, , BeginPart, /
control return,,,/
Einige SLang -Makro-Definitionen zur Erzeugung und Dokumentation von
skalaren und vektoriellen Variablen:
* Integer definition and documentation /
#macro int_defdoc < string append, replace, 1 $s, szTemp /
object create, , , szTemp /
object modify, , szTemp $d, /
output file, append text, szTemp, OutFileTxt / >
* Real definition and documentation /
#macro real_defdoc < string append, replace, 1 $s, szTemp /
object create, real, , szTemp /
object modify, , szTemp $g, /
output file, append text, szTemp, OutFileTxt / >
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* Real definition and documentation /
#macro realvec_defdoc < string append, replace, 1 $s,
szTemp /
object create, real vector , $s, szTemp /
object read, , szTemp $| $g $\, /
output file, append text, szTemp, OutFileTxt / >
B.3 Definition der Zufallsvariablen (Shared.s)
Dieses SLang include file definiert die Zufallsvariablen und die Anzahl der pro
thread zu berechnenden Grenzzustandspunkte. Eingebunden ist Shared.s in
threadDirS.s und in Main.s.
#macro OutFileTxt "Result.txt"
#macro OutFileBin "Result.bin"
#label PrepareRanset
control gosub, , ReadParamFromFile, /
—— Die in der Datei Result.txt abgelegten statisti-
schen Parameter der Zufallsvariablen X1, X2 und X3 und die Anzahl der pro
thread zu berechnenden Grenzzustandspunkte werden in dieser subroutine
ausgelesen.
ranvar allocate, replace,\int \mul 4 numVar, /
ranset allocate, replace, 4, /
group allocate, replace, 4, /
ranvar create, normal, 1 means(1) sigmas(1), RV1/
ranvar create, normal, 2 means(2) sigmas(2), RV2/
ranvar create, normal, 3 means(3) sigmas(3), RV3/
group create, ranvars, 1 numVar 1 2 3, RV_group1 /
ranset create, original, 1 RV_group1, RV_set1 /
—— Definition der Originalvariablen.
ranvar create, normal, 4 0 1 ,/
ranvar create, normal, 5 0 1 ,/
ranvar create, normal, 6 0 1 ,/
group create, ranvars, 2 numVar 4 5 6, RV_group2 /
ranset create, , 2 RV_group2, RV_set2 /
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—— Definition der Simulationsvariablen.
ranvar create, normal, 7 0 1 ,/
ranvar create, normal, 8 0 1 ,/
ranvar create, normal, 9 0 1 ,/
group create, ranvars, 3 numVar 7 8 9, RV_group_adapt /
ranset create, , 3 RV_group_adapt, RV_set_adapt /
—— Definition der Simulationsvariablen fu¨r die Ad-
aption der Simulationsdichte.
control return,,,/
#label ReadParamFromFile
input file, text, OutFileTxt, numVar /
input file, text, OutFileTxt, PartSize /
input file, text, OutFileTxt, means /
input file, text, OutFileTxt, sigmas /
control return,,,/
B.4 Verteilung (parallel.s)
Die SLang -Datei parallel.s wurde von J. Riedel am Institut fu¨r Strukturme-
chanik entwickelt. Sie entha¨lt alle notwendigen Funktionen, um vollsta¨ndig
unabha¨ngige Child-Prozesse auf einem Netzwerk oder einem Multiprozessor-
Computer zu verteilen. Ebenfalls anwendbar ist die Verteilung in heterogenen
Netzwerken, wenn remote jobs automatisch absetzbar sind. Die Verteilungs-
funktionalita¨t verfu¨gt u¨ber einige Sicherheitsmechanismen. So werden “verlo-
ren gegangene” Child-Prozesse automatisch neu gestartet. Außerdem erfolgt
ein Lastausgleich in dem Netzwerk oder dem Multiprozessor-Computer.
#macro TRUE 1
#macro FALSE 0
Die folgende subroutine bereitet die Verteilung der einzelnen threads vor. In
der Datei availableHosts.txt (siehe Abschnitt B.6) wird nach freien hosts
bzw. nach freien Prozessoren gesucht und eine Startzeit vergeben.
#label PrepareParallel
control echo, off,,/
group allocate, replace, 4, /
group create, nodes, 1 0, AvailHosts /
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group create, nodes, 2 0, TimeoutThreads /
group create, nodes, 3 0, FreeThreads /
group create, nodes, 4 0, UsedThreads /
input file, text, "availableHosts.txt", AvailableHosts /
object info, first_dim, AvailableHosts, nHosts /
object extract, maximum, AvailableHosts, maxHosts
dummyHosts /
node allocate, replace, maxHosts, /
object create, real vector, maxHosts, StartingTime /
object create, , , theThread /
object create, , , iThread /
#label nextPossibleThread
object modify, add, iThread 1, /
object extract, replace row, AvailableHosts iThread,
theThread /
node create, , theThread 0 0 0, /
group modify, append, AvailHosts theThread, /
group modify, append, FreeThreads theThread, /
control if, less, iThread nHosts nextPossibleThread, /
object delete, , maxHosts, /
object delete, , dummyHosts, /
object delete, , nHosts, /
object create, , , actualTime /
control time, , , StartTime /
object copy, , StartingTime, RunningTime /
object create, , , bTimeoutOccured /
object create, , , nThread /
object create, , , tmpFreeThreads /
object create, , , tmpUsedThreads /
object create, , , nUsedThreads /
control return,,,/
Die subroutine StartThread startet ein thread. In diesem Fall wird ein SLang
child process gestartet mit:
./slang -b threadDirS.s&
Die Variable Thread wurde in der Datei Main.s definiert als:
#macro Thread threadDirS.s
#label StartThread
* searching a free Thread /
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group extract, replace, FreeThreads, tmpFreeThreads /
object info, replace first_dim, tmpFreeThreads, tmp /
object copy, , thePart, saveThePart /
control if, equal gosub, tmp 0 WaitForThreads, /
object copy, replace, saveThePart, thePart /
object delete, , saveThePart, /
control if, equal, bTimeoutOccured TRUE TimeoutOccured3, /
* ThreadsAvailableNow /
object extract, replace row, tmpFreeThreads 1, theThread /
GetThreadInfo theThread
* Write File for transmitting data /
string append, , 2 "rm -f " szThreadFile, szDeleteFile /
control system, , szDeleteFile, /
string delete, , szDeleteFile, /
output file, text, theThread, "toThread.t" /
SetThread_thePart theThread thePart
output file, text append, thePart, "toThread.t" /
control gosub, , TransmitToThread, /
control system,, "chmod a-x toThread.t", /
* starting theThread /
string append, replace, 3 "./slang -b " Thread "&",
szStartThread /
control system, , szStartThread, /
string delete, , szStartThread, /
control gosub,, WaitTillThreadIsAccepted, /
#label TimeoutOccured3
control return,,,/
Die subroutine EndParallel wartet solange, bis alle threads beendet worden
sind. Anschließend werden nicht mehr beno¨tigte Variablen gelo¨scht.
#label EndParallel
control gosub, , WaitForTheLastThread, /
control if, equal, bTimeoutOccured TRUE TimeoutOccured4, /
object delete, , actualTime, /
object delete, , StartTime, /
object delete, , StartingTime, /
object delete, , RunningTime, /
object delete, , iThread, /
object delete, , nThread, /
object delete, , theThread, /
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object delete, , tmpFreeThreads, /
object delete, , tmpUsedThreads, /
object delete, , AvailableHosts, /
object delete, , nUsedThreads, /
control echo, off,,/
#label TimeoutOccured4
control return,,,/
#label WaitForThreads
control gosub, , checkForReturnedThreads, /
control if, equal, bTimeoutOccured TRUE TimeoutOccured5, /
group extract, replace, FreeThreads, tmpFreeThreads /
object info, replace first_dim, tmpFreeThreads, tmp /
control if, not, tmp 0 ThreadsAvailableNow, /
control delay, , 1,/
control if, equal, 0 0 WaitForThreads, /
#label TimeoutOccured5
#label ThreadsAvailableNow
control return,,,/
#label WaitForTheLastThread
control gosub, , checkForReturnedThreads, /
control if, equal, bTimeoutOccured TRUE TimeoutOccured1, /
group extract, replace, UsedThreads, tmpUsedThreads /
object info, replace first_dim, tmpUsedThreads,
nUsedThreads /
control if, equal, nUsedThreads 0 LastThreadReturned, /
control delay, , 1,/
control if, equal, 0 0 WaitForTheLastThread, /
#label TimeoutOccured1
#label LastThreadReturned
control return,,,/
#label WaitTillThreadIsAccepted
group modify, delete, FreeThreads theThread, /
group modify, append, UsedThreads theThread, /
control time, replace, , actualTime /
object modify, , StartingTime theThread actualTime(2), /
#label ThreadNotYetAccepted
string append, replace, 1 "test -x toThread.t",
sxTest /
control system, soft_fail, sxTest, exist /
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string delete, , sxTest, /
control if, equal, exist 0 ThreadIsAccepted, /
object modify, , bTimeoutOccured
\int \gtn RunningTime(theThread) 10,/
control if, equal, bTimeoutOccured TRUE
TimeoutOccured6, /
control gosub, , CalcRunningTime, /
control if, equal, 0 0 ThreadNotYetAccepted, /
#label ThreadIsAccepted
control time, replace, , actualTime /
object modify, , StartingTime theThread actualTime(2), /
string convert, real_string replace no_space,
actualTime(2), szTmp /
string append, replace, 3 szThread " accepted at " szTmp,
szTmp /
output print, string, szTmp, /
output file, text append plain string, szTmp,
"protocol.txt" /
#label TimeoutOccured6
control return,,,/
Die folgende subroutine HandleTimeout ermittelt “verloren gegangene” Child-
Prozesse.
#label HandleTimeout
object modify, subtract, iPart 1, /
GetThreadInfo theThread
GetThread_thePart theThread thePart
* write event to protocol.txt and timeout.txt /
string convert, replace no_space, thePart, szTmp /
string append, replace, 2 "Timeout occured: thePart "
szTmp, szOut /
string append, replace, 3 szOut " Host " szHost, szOut /
string append, replace, 3 szOut " Thread " szThread,
szOut /
control time, replace, , tmp /
string convert, replace real_string no_space, tmp 2,
szTmp /
string append, replace, 3 szOut " actual Time" szTmp,
szOut /
control system, , "date >> protocol.txt" , /
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output file, text append plain string, szOut,
"protocol.txt" /
control system, , "date >> timeout.txt" , /
output file, text append plain string, szOut,
"timeout.txt" /
string delete, , szOut, /
* don’t observe this thread anymore /
group modify, delete, UsedThreads theThread, /
group modify, append, TimeoutThreads theThread, /
object modify, , StartingTime theThread 0, /
* make host invalid for the future /
group modify, delete, AvailHosts theThread, /
group extract, replace, AvailHosts, AvailableHosts /
output file, text, AvailableHosts, "availableHosts.txt" /
control if, equal, 0 0 StartHereIfTimeoutOccured, /
Die folgende subroutine checkForReturnedThreads untersucht unter Nut-
zung von UsedThreadReturned ob die Laufzeit einiger Child-Prozesse been-
det ist.
#label checkForReturnedThreads
control gosub, , CalcRunningTime, /
group extract, replace, UsedThreads, tmpUsedThreads /
object info, replace first_dim, tmpUsedThreads, nThread /
* sort tmpUsedThreads for the greatest thePart value /
object create, replace vector, 0, tmp /
control if, equal, nThread 0 EndCheckForReturnedThreads, /
object create, replace, , iThread /
#label nextUsedThread1
object modify, add, iThread 1, /
object extract, replace row, tmpUsedThreads iThread,
theThread /
GetThread_thePart theThread thePart
object append, add_rows, tmp thePart, /
control if, less, iThread nThread nextUsedThread1, /
object append, add_columns, tmpUsedThreads tmp, /
object sort, ascending column, tmpUsedThreads 2, /
object extract, replace column, tmpUsedThreads 1, tmp /
object copy, replace vector, tmp, tmpUsedThreads /
object create, replace, , iThread /
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#label nextUsedThread2
object modify, add, iThread 1, /
object extract, replace row, tmpUsedThreads iThread,
theThread /
GetThreadInfo theThread
string append, , 2 "test -x " szThreadFile ,
szTestIfReturned /
control system, soft_fail, szTestIfReturned, exist /
string delete, , szTestIfReturned, /
control if, equal, exist 0 UsedThreadReturned, /
object modify, , bTimeoutOccured
\int \gtn RunningTime(theThread) Timeout,/
control if, equal, bTimeoutOccured TRUE
TimeoutOccured2, /
control if, less, iThread nThread nextUsedThread2, /
#label EndCheckForReturnedThreads
#label TimeoutOccured2
control return,,,/
#label UsedThreadReturned
GetThread_thePart theThread theReturnedPart
* write event to protocol.txt /
control system, , "date >> protocol.txt" , /
string convert, replace int_string no_space,
theReturnedPart, szTmp /
string append, replace, 2 szTmp " returned ", szTmp /
input file, replace text, szThreadFile, Time /
string convert, replace real_string no_space, Time,
szTime /
string append, replace, 4 szTmp " Time: " szTime " sec",
szTmp /
string delete, , szTime, /
string append, replace, 2 szTmp " >> protocol.txt",
szTmp /
output file, text append plain string, szTmp,
"protocol.txt" /
output print, string, szTmp, /
control gosub, , OnThreadReturned, /
* free Thread /
group modify, delete, UsedThreads theThread, /
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group modify, append, FreeThreads theThread, /
object modify, , StartingTime theThread 0, /
string append, , 2 "rm -f " szThreadFile, szDeleteFile /
control system, , szDeleteFile, /
string delete, , szDeleteFile, /
control if, equal, 0 0 EndCheckForReturnedThreads, /
#label CalcRunningTime
* add actualTime to StartingTime vector for
freeThreads(StartingTime = 0) /
object copy, replace, StartingTime, tmp /
object operate, \neq, tmp 0, /
control time, replace, , actualTime /
* the time to observe the MidnightSwitch has to
be less the time
to WaitTillThreadIsAccepted, otherwise incorrect
timeout occurse /
control if, less gosub, \int actualTime(2) 9
MidnightSwitch, /
object operate, \mul, tmp actualTime(2), /
object combine, replace \sub, tmp StartingTime,
RunningTime /
control return,,,/
#label MidnightSwitch
object operate, \neq, StartingTime 0, /
control return,,,/
B.5 Informationen u¨ber vorhandene hosts und
deren Time-Out-Zeiten (hosts.s)
In dieser Datei werden alle hosts bzw. Prozessoren aufgelistet, die fu¨r die
Berechnung der einzelnen threads benutzt werden sollen. Fu¨r jeden host bzw.
Prozessor kann eine bestimmte Time-Out-Zeit vergeben werden.
#macro GetThreadInfo
<
object copy, , $s, theThread2 /
string convert, replace no_space, theThread2, szTmp /
object delete, , theThread2, /
string append, , 2 "GetThread" szTmp, theLabel /
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control if, equal gosub, 0 0 theLabel, /
>
#macro TimeForOnePart < 5000 >
#label GetThread1
ThreadDef host host1 TimeForOnePart
#label GetThread2
ThreadDef host host2 TimeForOnePart
...
#label GetThread20
ThreadDef host host20 TimeForOnePart
#label GetThreadEnd
string delete, , theLabel, /
control return,,,/
#macro ThreadDef
<
string create, replace, 10, szHost /
string read, , szHost $s, /
string create, replace, 10, szThread /
string read, , szThread $s, /
string append, replace, 2 szThread ".t", szThreadFile /
object create, replace, , Timeout /
object read, , Timeout $s, /
control if, equal goto, 0 0 GetThreadEnd, /
>
#macro GetThread_thePart
<
GetThreadInfo $s
string append, replace, 2 szThread "_thePart", szTmp /
object copy, replace, szTmp, $s /
>
#macro SetThread_thePart
<
GetThreadInfo $s
string append, replace, 2 szThread "_thePart", szTmp /
object create, replace, , szTmp /
object read, , szTmp $s, /
128 B Dokumentation der SLang-Eingabedateien
>
B.6 Vektor der Hosts bzw. Prozessoren die
fu¨r die Parallelisierung angesprochen wer-
den sollen (availableHosts.txt)
Object: AVAILABLEHOSTS
Object info: 1 2 15 1
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
B.7 Berechnung der Grenzzustandspunkte der
Schalenstruktur
Die Datei threadDirS.s beinhaltet alle Funktionen zur Berechnung der
Grenzzusta¨nde der Schalenstruktur. Dabei wird der Grenzzustand der Struk-
tur entsprechend der Gleichung (3.43) ermittelt. Die Lasten werden dazu vom
Erwartungswert der Basisvariablen ausgehend inkrementell so lange gestei-
gert (vgl. dazu Abschnitt 3.4.1), bis ein Versagen der Struktur eingetreten
ist, d.h. bis die Systemsteifigkeitsmatrix singula¨r ist (siehe Abschnitt 3.4.3).
B.7.1 Steuerung des Berechnungsablaufes
control echo, off, , /
control time, , , startTime /
object create, , , theThread /
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object read, , theThread -1, /
input file, replace text, "toThread.t", theThread /
GetThreadInfo theThread
input file, text, szThreadFile, PartDirections /
—— Einlesen der Richtungsvektoren PartDirections.
string append, replace,
3 "echo;hostname;echo starting " szThread ";echo;",
szTmp /
control system,, szTmp,/
control system,, "chmod a+x toThread.t", /
—— Besta¨tigung des Berechnungsanfanges.
control gosub, , PrepareRanset, /
—— Sprung zur subroutine PrepareRanset fu¨r die
Definition aller verwendeter Zufallsvariablen.
control gosub, , CalcPartOfSimulations, /
—— Sprung zur subroutine CalcPartOfSimulations
zur Berechnung der Grenzzustandspunkte.
output file, text append, PartPoints, szThreadFile /
—— Abspeichern der berechneten Grenzzustandspunk-
te.
control time, , , endTime /
object combine, replace \sub, endTime startTime, tmp /
object extract, row, tmp 2, Time /
output file, text append, Time, szThreadFile /
string append, replace, 2 "chmod a+x " szThreadFile, checkout /
control system,, checkout, /
control quit,,,/
—— Mitteilung, dass dieser Child-Prozess beendet
ist.
#include hosts.s
#include Shared.s
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B.7.2 Schleife u¨ber die zu berechnenden Grenzzustands-
punkte
#label CalcPartOfSimulations
control gosub, , PrepareStructure, /
—— Sprung zur subroutine PrepareStructure zur
Definition des Finite-Elemente-Modelles, zur Berechnung des Spannungs-
und Verformungszustandes der Struktur im Erwartungswert der Zufallsva-
riablen.
object info, first_dim, PartDirections, nPartSim /
object info, replace second_dim, PartDirections, tmp /
object create, real matrix, 0 tmp, PartPoints /
object create, replace, , iteration_steps /
object read, , iteration_steps 8, /
—— Festlegung der maximal zula¨ssigen Iterationsan-
zahl. Wenn diese u¨berschritten wird, muss das Lastinkrement halbiert wer-
den.
resurf allocate, replace, 1,/
resurf create, directions userbound usertolerance,
1 RV_set1 0.01 8 PartDirections,/
—— U¨bergabe der Richtungs-Einheitsvektoren a
(PartDirections) und Festlegung der Genauigkeitsschranke  = 0.01 der
Gleichung (3.45). Um gegebenfalls die Rechenzeit zu verringern soll, die Su-
che immer dann abgebrochen werden, wenn nach einer La¨nge von r = 8
eines Richtungsvektors im Raum der standard-normalverteilten Zufallsva-
riablen noch kein Versagen der Struktur eingetreten war. Der Einfluss der
bedingten Versagenswahrscheinlichkeiten der Gleichung (2.14) auf die Versa-
genswahrscheinlichkeit nach Beziehung (2.13) ist dann vernachla¨ssigbar.
Schleife u¨ber die Grenzzustandspunkte, die in einem thread zu
berechnen sind:
object create, replace,, iSim /
#label SimLoop
object modify, add, iSim 1 , /
control gosub, , SEARCH, /
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—— Sprung zur subroutine SEARCH zur Berechnung
eines Grenzzustandspunktes.
linalg transpose, replace, factors, tmp /
object append, add_rows, PartPoints tmp, /
—— Abspeichern des gefundenen Grenzzustandspunk-
tes.
control if, integer less goto, iSim nPartSim SimLoop,/
object delete,, iSim,/
object delete,, nPartSim,/
control return,,,/
Subroutine zur Berechnung eines Grenzzustandspunktes:
#label SEARCH
object create, , , failure /
—— Fehlervariable zu Null setzen.
structure initialize,,,/
node merge,, disp_mean,/
element update, total,,/
—— Spannungs- und Verformungszustand der Struk-
tur im Erwartungswert der Zufallsvariablen aufbringen.
Die folgende subroutine ermittelt den Grenzzustand der Struktur entspre-
chend der Gleichung (3.43). Die Lasten werden inkrementell so lange gestei-
gert (vgl. dazu Abschnitt 3.4.1), bis ein Versagen der Struktur eingetreten
ist, d.h. bis die Systemsteifigkeitsmatrix singula¨r ist (siehe Abschnitt 3.4.3).
#label search_loop
control if, real equal gosub, failure 0 save_state, /
—— Sprung zur subroutine save state zum Spei-
chern des letzten Verschiebungszustandes save disp, der noch nicht zum
Versagen der Struktur gefu¨hrt hat.
resurf build, replace , 1 failure, factors status /
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—— Realisierung des Vektors (factors) der Basisva-
riablen xj der Gleichung (3.44). Die Variable status gibt an, ob die Ge-
nauigkeitsschranke  = 0.01 der Gleichung (3.45) unterschritten ist oder
ob gegebenfalls der Richtungsvektor eine La¨nge von r = 8 im Raum der
standard-normalverteilten Zufallsvariablen u¨berschritten hat.
control if, equal, status 1 LimitStatePointFound, /
—— Ein Grenzzustandspunkt ist gefunden, wenn die
Variable status den Wert 1 besitzt. In diesem Fall wird zur subroutine
LimitStatePointFound gesprungen und die subroutine SEARCH beendet.
object create, real vector replace, 1, physical_data/
object read, , physical_data factors (3) ,/
element modify, physical_data total, physical_data,/
—— Zuweisen der vera¨nderten Schalendicke X3.
linalg lincomb, replace,
2 glob_h factors (1) glob_v factors (2), glob_l/
—— Bildung des Lastvektors x
j
R in Abha¨ngigkeit der
vera¨nderten Lasten X1 und X2.
object initialize, , failure 0, /
control gosub,, iterate_static,/
—— Sprung zur subroutine iterate static, die die
Newton-Raphson-Iteration der Gleichung (3.43) durchfu¨hrt.
control if, integer equal, status 0 search_loop,/
#label LimitStatePointFound
structure initialize,,,/
node merge,, disp_mean,/
element update, total,,/
object delete, , failure, /
—— Spannungs- und Verformungszustand der Struk-
tur im Erwartungswert der Zufallsvariablen aufbringen.
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control return,,,/
#label save_state
node extract, replace total displacements, , save_disp/
control return,,,/
Subroutine der Newton-Raphson-Iteration:
#label iterate_static
object create, replace, , iteration_count/
element build, res_force total GET_FAILURE,,
dummy failure_runge_kutta/
—— Berechnung von x
j
0F entsprechend der Tabelle
3.2. Das Materialverhalten der Struktur wurde als elastisch-plastisch mit ei-
ner von-Mises-Fließbedingung ohne Verfestigung angenommen. Im Abschnitt
3.2.5 wurde darauf hingewiesen, dass das aktuelle Lastinkrement zu verrin-
gern ist, wenn die Abweichung der Spannungsdeviatoren in der Gleichung
(3.42) zu groß werden. Ist dies der Fall, ergibt sich der Wert von failure runge kutta
zu 1.
control if, equal, failure_runge_kutta 1 failure_newton,/
—— Sprung zur subroutine failure newton, falls der
Wert von failure runge kutta gleich 1 ist.
global vector, res_force, , resforce/
—— Berechnung von x
j
F der Gleichung (3.43).
linalg lincomb, ,2 glob_l 1 resforce -1, force_diff/
—— Berechnung von x
j
R−xjF der Gleichung (3.43).
linalg norm, replace, glob_l, compare_norm/
—— Berechnung von ‖xjR−xjF‖ der Gleichung (3.48).
object modify, set, compare_norm \max 1e-15 \mul
compare_norm 1,/
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Programmschleife der Newton-Raphson-Iteration:
#label newton_static
object modify, add, iteration_count 1,/
—— Setzen von i = 1, 2, . . .
control if, integer equal, iteration_count
iteration_steps failure_newton ,/
—— Sprung zur subroutine failure newton, falls der
Wert von iteration count den eingestellten Wert von failure steps von
8 u¨berschreitet.
element build, stiffness total GET_FAILURE, ,
dummy failure_runge_kutta/
—— Bildung der Element-Steifigkeitsmatrizen des Ab-
schnittes A.3. Das Materialverhalten der Struktur wurde als elastisch-plastisch
mit einer von-Mises-Fließbedingung ohne Verfestigung angenommen. Im Ab-
schnitt 3.2.5 wurde darauf hingewiesen, dass das aktuelle Lastinkrement zu
verringern ist, wenn die Abweichung der Spannungsdeviatoren in der Glei-
chung (3.42) zu groß werden. Ist dies der Fall ergibt sich der Wert von
failure runge kutta zu 1.
control if, equal, failure_runge_kutta 1 failure_newton,/
—— Sprung zur subroutine failure newton, falls der
Wert von failure runge kutta gleich 1 ist.
global matrix, stiffness ,, glob_k/
—— Berechnung von x
j
K(i−1) der Gleichung (3.43).
compact factorize, replace GET_SINGULAR, glob_k,
sky_k singular/
—— LDLT -Zerlegung der tangentialen Steifigkeits-
matrix glob k. Sollte mindestens ein Pivot-Element innerhalb der Dreiecks-
zerlegung kleiner oder gleich Null werden, dann ist die Steifigkeitsmatrix
singula¨r (siehe Abschnitt 3.4.3). Ist dies der Fall, ergibt sich der Wert von
singular zu 1.
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control if, equal, singular 1 failure_newton,/
—— Sprung zur subroutine failure newton, falls der
Wert von singular gleich 1 ist.
compact solve, replace, sky_k force_diff , disp_diff/
—— Berechnen des Verschiebungsinkrementes ∆U(i) =
xjK(i−1)
−1
(x
j
R− xjF(i−1))
node extract, replace,, old_disp/
linalg lincomb, ,2 disp_diff 1 old_disp 1, new_disp/
node merge, doflist displacements, new_disp,/
—— Berechnen und Zuweisen des Verschiebungsvek-
tors new disp x
j
U(i) = x
(j−1)
U + ∆U(i)
element build, total res_force GET_FAILURE,,
dummy failure_runge_kutta/
—— Berechnung von x
j
0F
(i) entsprechend der Tabelle
3.2. Das Materialverhalten der Struktur wurde als elastisch-plastisch mit ei-
ner von-Mises-Fließbedingung ohne Verfestigung angenommen. Im Abschnitt
3.2.5 wurde darauf hingewiesen, dass das aktuelle Lastinkrement zu verrin-
gern ist, wenn die Abweichung der Spannungsdeviatoren in der Gleichung
(3.42) zu groß werden. Ist dies der Fall, ergibt sich der Wert von failure runge kutta
zu 1.
control if, equal, failure_runge_kutta 1
failure_newton,/
—— Sprung zur subroutine failure newton, falls der
Wert von failure runge kutta gleich 1 ist.
global vector, res_force replace,, resforce/
—— Berechnung von x
j
F(i) der Gleichung (3.43).
linalg lincomb, replace, 2 glob_l 1 resforce -1 ,
force_diff/
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—— Berechnung von x
j
R−xjF(i) der Gleichung (3.43).
linalg norm, replace, force_diff, diff_norm/
—— Berechnung von ‖xjR − xjF(i)‖ der Gleichung
(3.48).
object operate,\div, diff_norm compare_norm,/
control if, real less, 1e-3 diff_norm newton_static,/
—— Berechnung und U¨berpru¨fung des Konvergenz-
kriteriums (3.48).
compact iteigenstsy, skyline usertolerance replace,
glob_k sky_k 2 1e-5, value omega/
—— Berechnung der beiden kleinsten Eigenwerte (vgl.
Gleichung (3.52)).
control if, real less, value(1) 0 failure_newton,/
control if, real less, value(2) 0 failure_newton,/
—— Sprung zur subroutine failure newton, falls ein
Eigenwert kleiner als Null ist.
element update, total GET_FAILURE,,failure_runge_kutta/
—— Aktualisieren des Spannungs- und Verzerrungs-
zustandes im Gleichgewichtszustand. Das Materialverhalten der Struktur
wurde als elastisch-plastisch mit einer von-Mises-Fließbedingung ohne Ver-
festigung angenommen. Im Abschnitt 3.2.5 wurde darauf hingewiesen, dass
das aktuelle Lastinkrement zu verringern ist, wenn die Abweichung der Span-
nungsdeviatoren in der Gleichung (3.42) zu groß werden. Ist dies der Fall,
ergibt sich der Wert von failure runge kutta zu 1.
control if, equal, failure_runge_kutta 1 failure_newton,/
—— Sprung zur subroutine failure newton, falls der
Wert von failure runge kutta gleich 1 ist.
B.7 Berechnung der Grenzzustandspunkte der Schalenstruktur 137
control return,,,/
#label failure_newton
object modify, set, failure 1,/
node merge, total displacements, save_disp,/
—— Der letzte Verschiebungszustand save disp, der
noch nicht zum Versagen der Struktur gefu¨hrt hat, wird der Struktur wieder
zugewiesen und die Funktion iterate static beendet. Der Programmablauf
wird anschließend in der u¨bergeordneten Funktion search loop fortgesetzt.
control return,,,/
B.7.3 Inkrementell-iterative Berechnung bis zum Mit-
telwertvektor der Basisvariablen
#label PrepareStructure
#include schale.s
—— Einlesen des Finite-Elemente-Modells der Scha-
lenstruktur (vgl. Abbildung 5.24) mit Lagerungsbedingungen und Einheits-
Einzellasten.
object create, , , load_steps /
object read, , load_steps 20, /
—— Festlegung der Anzahl der Lastinkremente.
object create, , , iteration_steps /
object read, , iteration_steps 20, /
—— Festlegung der maximal zula¨ssigen Iterationsan-
zahl.
object create, real vector replace, 1, physical_data/
object read, , physical_data means (3) ,/
element modify, physical_data total, physical_data,/
—— Zuweisen des Erwartungswertes der Schalendicke
mit E[X3] = 0.5 m.
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element build, stiffness total,,/
—— Bildung der Element-Steifigkeitsmatrizen des Ab-
schnittes A.3.
global restraints, remove_rot_singular,,/
—— Setzen der vorgesehenen Lagerungsbedingungen
und Sperren des Rotations-Freiheitsgrades in Richtung der Schalennormale
fu¨r alle Knoten der Struktur.
global vector, load, 1 1 1, glob_h/
global vector, load, 1 2 1, glob_v/
linalg lincomb,replace,
2 glob_h means (1) glob_v means (2), glob_lmean/
—— Bildung des Lastvektors in Abha¨ngigkeit der Mit-
telwerte der Lasten E[X1] = 2.8 · 107 N und E[X2] = 2 · 107 N.
object create, , , step_counter /
#label increment_iterate_static
object modify, add, step_counter 1,/
object copy, , glob_lmean, glob_l /
object operate, \div, glob_l load_steps, /
object operate, \mul, glob_l step_counter, /
—— Inkrementelle Laststeigerung von t+∆tR.
control gosub, , iterate_static,/
—— Sprung zur subroutine iterate static, die die
Newton-Raphson-Iteration der Gleichung (3.31) durchfu¨hrt.
object delete, , glob_l, /
control if, integer less,
step_counter load_steps increment_iterate_static,/
object delete, , step_counter, /
—— Inkrementell-iterative Berechnung bis zum Mit-
telwertvektor der Basisvariablen entsprechend der Gleichung (3.46).
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node extract, doflist,, disp_mean /
node extract, total replace, , save_disp /
—— Abspeichern des Verschiebungszustandes im Mit-
telwert der Zufallsvariablen.
control return,,,/
