In this paper, the problem of computing inverses of polynomial matrices has been revisited and algorithms of easy implementation are proposed to deal with either column or non-column reduced matrices. Other contributions of the paper are algorithms to perform column reduction and determinant of polynomial matrices.
Introduction
Polynomial matrices play an important role in mathematics [1, 2] and also in control engineering [3] [4] [5] . Among the topics related to polynomial matrices, the computation of inverses has recently been of great interest [5] [6] [7] [8] [9] . Inouye [6] proposes an algorithm, which requires the polynomial matrix to be column-proper. 2 This deficiency has been removed by Buslowicz [7] without ensuring that the inverse numerator matrix is irreducible and the denominator polynomial is minimal. This constraint has been partially solved by Zhang [8] , who addressed the case of column reduced polynomial matrices. The algorithms proposed by Inouye, Buslowicz and Zhang have, in common, the fact that they are all based on recursive formulae, being suitable only for matrices of low dimensions. In a different way, Schuster and Hippe [9] compute polynomial matrix inverses by interpolation, but the efficiency of the proposed algorithm is very dependent on the interpolating points which are to be chosen. A more general algorithm for the computation of polynomial matrix inverse has been given by Stefanidis et al. [5] , which is based on the inversion of a real matrix obtained from an appropriate Sylvester resultant matrix. Sylvester resultant matrices are generally of high order and this makes the algorithm proposed by Stefanidis et al. also suitable only for polynomial matrices of low dimensions.
In this paper we propose a general algorithm valid for both column and noncolumn reduced matrices. When the matrix is column reduced, a minimal state-space realization for the inverse can be obtained directly. Otherwise, an algorithm, which is a modification of a previous one [10] , provides the means to obtain a column reduced matrix by post-multiplication of the original one by unimodular matrices. In that case, inversion is carried out by finding the inverse of the resulting reduced matrix and then by pre-multiplying the inverse by the unimodular matrix constructed in the reduction algorithm. In both cases, Leverrier's algorithm can be deployed to get a transfer function representation of the inverse. The whole algorithm is very simple to implement and this has been possible because well-known facts of the theory of polynomial matrix and state-space realizations have been put together. To the author's knowledge, this had not been done before. This paper is structured as follows. Section 2 presents the problem of inverting a polynomial matrix and proposes three algorithms: Algorithm 1 proposes to find a state-space representation of the inverse of a column reduced matrix; Algorithm 2 proposes to carry out column reduction and Algorithm 3 proposes to find inverses of non-column reduced matrices. The results of the paper are illustrated by means of two numerical examples in Section 3. Finally, conclusions are drawn in Section 4. 
The algorithm

Problem formulation
It is immediate to see thatX(s)
Remark A. Although Proposition 1 seems to be very straightforward, the fact that G(s) = I D −1 (s) is a right-coprime MFD has not appeared in the literature. Indeed, the derivation of the algorithm proposed by Stefanidis et al. [5] starts from the same manner as above, i.e., by writing the inverse of a polynomial matrix Therefore, the problem of finding the inverse of a polynomial matrix D(s) turns out to be the one of finding a minimal state-space realization for the irreducible MFD given in (1) . When D(s) is column reduced, such a realization can be obtained directly [4, p. 403] , as shown in the following section.
A minimal realization for G(s) = I m D −1 (s) when D(s) is column reduced
It is well known [4, p. 384 ] that any polynomial matrix D(s) can be written as follows:
where ν i , i = 1, 2, . . . , m are the column degrees of D(s) (the degrees of the polynomials of largest degrees of each column of D(s)), D hc is the leading coefficient matrix (a matrix whose ith column is formed with the coefficients of s ν i ), D lc is a matrix formed with the coefficients of the remaining lower degree terms and (s) has the following form:
It is not hard to check that when D(s) is column reduced then D hc is non-singular and therefore the degree of the determinant polynomial of D(s) will be given by:
This implies that, any state-space realization of (1) of order n = m i=1 ν i will, according to Proposition 2, be minimal. A straightforward realization for (1) is the so-called controller realization [4, p. 403] , which requires the following conditions to be met: (i) D(s) column reduced, and (ii) G(s) strictly proper. At this point it will be assumed that condition (i) is satisfied (if this is not the case, an algorithm to form a column reduced matrix equivalent to D(s) will be proposed in Section 2.4). The post-multiplication of D(s) by a diagonal matrix (s), defined as above, implies that one is now computing the inverse of the following polynomial matrix:
From the computational point of view this does not represent any problem since the multiplication of a polynomial matrix by the diagonal matrix defined above is straightforward. It is also important to notice that:
(i)D(s) and D(s) have the same high coefficient matrices;
where n 0 is the number of columns of D(s) with degree equal zero;
With this in mind, a minimal order state-space realization forD −1 (s) can be obtained according to the following algorithm.
Algorithm 1.
Step 1. For a given column reduced polynomial matrix
Step 2. Find constant matrices D hc and
Step 3. Form the matrices A c 0 , B c 0 and C c 0 , where
and compute the matrices A c and B c as follows:
Step 4. Write I m , the numerator matrix ofG(s) = I mD −1 (s), as I m = N lc (s), where
and obtain C c = N lc .
Step 5. 
Reduction of non-column reduced matrices
When the matrix D(s) is not column reduced, it is necessary, before applying Algorithm 1, to find a column reduced matrixD(s), Smith equivalent to D(s). This is done by post-multiplying D(s) by a unimodular matrix U(s), which is generally formed by the product of unimodular matrices.
Column reduction of polynomial matrices can be done in a variety of ways [3, 4] . The methods are generally based on elementary column operations, which are known to be very sensitive. Here we propose a more robust algorithm which is based on singular value decomposition. This algorithm is a modification of a previous one [10] that was used to find a right-coprime matrix fraction description of a transfer matrix. The idea is, at each iteration, to post-multiply the matrix by an elementary one (formed by a suitable permutation of the identity matrix) with the view to reordering (in descending order) the column degrees and, in the sequel, to post-multiply by a unimodular matrix (formed by replacing some columns of the identity matrix by polynomial vectors) in order to reduce appropriately the column degrees. The algorithm below gives not only the column reduced matrixD(s), Smith equivalent to D(s), but also the unimodular matrix U(s). The reader may find it useful to refer to Example 2 while following the steps of the algorithm.
Algorithm 2.
Step 1. DefineD(s) = D(s) and U(s) = I m .
Step 2. Find a constant matrix E such thatD(s) =D(s)E has column degreesν 1 ν 2 · · · ν m . The matrix E can be obtained by an appropriate permutation of the columns of the identity matrix of order m. ComputeÛ(s) = U(s)E.
Step 3. WriteD(s) =D hcŜ (s) +D lcˆ (s), whereŜ(s) = diag{sν i , i = 1, 2, . . . , m} andD hc ,D lc andˆ (s) are formed as in (3) and (4). Step 5. Letκ j denote the position of the first non-zero element ofŷ m−p+j and notice that, because of the way singular value decompositions are performed,κ j +1 κ j . Form the set
by keeping only the elements ofŶ with distinct positions of the first non-zero elements. Let the position of the first non-zero element ofȳ j beκ j .
Step 6. Form a unimodular matrixŪ(s) by replacing columnsκ j , j = 1, . . . ,p, of the identity matrix of order m by polynomial vectorsū j (s) whose elementsū k,j (s), k = 1, . . . , m are given by:
Step 7. ComputeD(s) =D(s)Ū(s), U(s) =Û(s)Ū(s) and go back to step 2.
Remark C. The reader might have realized that the matricesD(s) andÛ(s) are re-defined at each iteration. This is so because the matrices actually needed are the column reduced matrixD(s) and the unimodular matrix U(s) which carries out the column reduction of D(s).
Inverse of non-column reduced matrices
Algorithm 2 provides the means to obtain column reduced and unimodular matrices (D(s) and U(s), respectively) such that for a given non-column reduced matrix D(s), we have:
LetḠ(s) =D −1 (s) and notice that sinceD(s) is column reduced. Then Algorithm 1 can be deployed to computeḠ(s). In addition, from Eq. (7), it can be checked that:
which implies that
The computation of the inverse of non-column reduced polynomial matrices can be summarized in the following algorithm. Step 2. Use Algorithm 1 to computeḠ(s) =D −1 (s).
Step 3. Compute G(s) = U(s)Ḡ(s).
Examples
In this section the methodology proposed in this paper will be illustrated by means of two numerical examples.
Example 1
Consider, initially, the inversion of the following column reduced polynomial matrix: 
Example 2
Suppose it is necessary to find an inverse of the following 3 × 3 non-column reduced polynomial matrix: 
where e i denotes the ith column of the identity matrix, in order to obtain a matrixD(s) =D(s)E whose columns degrees are in descending order. Therefore, at this stage,Û(s) = E. In addition, writingD(s) asD(s) =D hcŜ (s) +D lc (s), one obtains:
Notice thatD hc has clearly rank equal 1. Performing now a singular value decomposition ofD hc and taking, according to step 4 of Algorithm 2, the columns ofŶ corresponding to the two zero singular values, the following set can be formed:
It is important to note that the first nonzero elements of the columns ofŶ are in different positions, which allows us to construct, in accordance with step 6 of Algorithm 2, the matrixŪ(s) directly, as follows: Going back to step 2, it is necessary now to find a new matrix E. It is clear that E = I 3 , since the column degrees ofD(s) are already in descending order. Thus we can makeD(s) =D(s) andÛ(s) = U(s). As pointed out in Remark B, since what one is actually interested in is the resulting column reduced matrixD(s) and the unimodular matrix U(s), the matricesD(s) andÛ(s) may be discarded afterD(s) and U(s) having been computed.
As in the previous iteration, the high leading coefficient matrixD hc and the matrix S(s) of column degrees forD(s) should be obtained. These matrices are given by:
By performing singular value decomposition, it can be seen thatD hc has one zero singular value, which shows thatD(s) is still non-column reduced. ConsequentlyŶ is a single-element set, as follows:
This implies that
The new matricesD(s) and U(s) will be given by: 
Conclusions
In this paper, algorithms of easy implementation to compute inverses of either column or non-column reduced polynomial matrices have been proposed. With the help of Leverrier's algorithm, it has also been suggested an efficient way to compute determinant of polynomial matrices. Finally, numerical examples are given to illustrate the efficiency and simplicity of the algorithms.
