Background
==========

Microarray technology is widely used for large scale studies of gene expression levels in cells \[[@B1]-[@B3]\]. When spotted cDNA microarrays are used, the expression level is generally measured as a ratio between the fluorescence intensity of two cDNA samples. The samples are labeled with different fluorescent dyes and co-hybridized to an array of DNA probes. The fluorescence intensities are measured by imaging the array in an optical scanner. Many sources of variation are associated with each step of the experimental procedure \[[@B4]-[@B6]\]. Efforts have been made to optimize laboratory protocols and image analysis to increase the accuracy of the results \[[@B7]-[@B11]\]. Moreover, non-linear normalization methods have been developed to account for asymmetry in the data \[[@B12]-[@B14]\]. Little attention has, however, been paid to the scanning procedure, although it has been proposed that errors in microarray data may be introduced during scanning \[[@B12]\].

The most common scanning configuration utilizes lasers for dye excitation at two different wavelengths, and photomultiplier tubes (PMTs) with two channels for signal detection \[[@B15]\]. A small region of the slide is excited, and light emitted from the dyes is separated from unwanted light using a series of mirrors, filters, and lenses, converted to an electrical signal and digitized. Two images of the entire array, one for each dye, are constructed by moving the slide and/or the lens across the slide in two dimensions. In general, weak signals are detected with lower accuracy than strong ones. An increase in the signal intensities may be achieved by increasing the laser power and/or the PMT voltage, assuming that the expression ratios are independent of these settings.

Increasing the laser power leads to increased intensity of the light emitted from the dyes. The intensity of this light is proportional to number of fluorophores, even at laser intensities high enough to cause dye saturation. In contrast, non-linearity may occur at the detection level. The basic assumption for using PMTs is that the signal from them is proportional to the intensity of the emitted light at a given voltage. However, at low intensities the signals may be influenced by *e.g.*offsets in the electronics. Moreover, saturation of the signals occurs when pixels within the spots reach the upper detection limit of the PMT in intensity. Detailed studies on how and to what extent the PMT voltage influences signal intensities and expression ratios would be useful to ensure that errors in the data are not introduced during scanning.

In the present study we have investigated relationships between PMT voltage, spot intensities, and gene expression ratios for three commercial scanners of two different brands. Our aim was to define an optimal scanning procedure, minimizing the need for non-linear data normalization. We show that reliable data were achieved only for mean spot intensities within the range of 200 to 50 000. To extend the upper limit of this usable range, an algorithm, based on spot intensities within the usable range in two scans, was developed to recalculate the intensities of spots with saturation. Consequently, it was possible to use sufficient voltage during scanning to avoid intensities below the usable range and to retain the spots with saturation. This procedure is useful for all technologies utilizing microarray scanners, regardless of whether cDNA-, oligo-, protein-, or DNA arrays are considered. The algorithm is supplied through the open-source and free web-based database BioArray Software Environment (BASE) \[[@B16]\], which is released under the GNU General Public License \[[@B17]\].

Results
=======

Relationships between mean spot intensity and PMT voltage are shown in Figure [1](#F1){ref-type="fig"} for the three scanners. Three spots selected from the same array are presented; *i.e.*, one spot with saturation at the highest PMT voltages, one weak spot with intensities around 1000, and one spot with intermediate intensities. No correction of saturated intensities, background-subtraction, or normalization was performed. All scanners showed an almost log-linear relationship between intensity and PMT voltage within the intensity range of 200 (\~2^8^) to 50 000 (\~2^16^). At a mean spot intensity above 50 000, saturation of pixel intensities occurred, and the mean values increased more slowly with increasing voltage towards the upper limit of 65 536 (2^16^) of the detection system, for which the intensity of all pixels within the spots was saturated. At higher intensities the values remained constant with increasing voltage. At intensities below 200 the values measured with ScanArray4000 decreased sharply towards zero with decreasing voltage. The intensities measured with GenePix4000B, on the other hand, decreased more slowly, approaching a constant value of about 20. The rate of decrease was different for different spots. Reproducible ratios independent of PMT voltage imply a constant vertical distance on a log-scale between the curves for each of the red and green intensities. This was achieved only within the range of 200 to 50 000; *i.e.*, within the approximate log-linear range of the scanners studied here. Log-linearity is, however, not needed to achieve reproducible ratios, the only requirement is that the vertical distance between the curves is constant on a log-scale for all spots.

![Mean spot intensity *versus*PMT voltage for three scanners of two different brands, ScanArray4000 I (A), ScanArray4000 II (B), and GenePix4000B (C). Three representative spots are presented, one with high intensities (●, ○), one with intermediate intensities (■, □), and one with low intensities (▲, △). The intensities of the green and red channel are represented by closed and open symbols, respectively. The PMT voltage is given in % of maximum voltage for ScanArray4000 and in voltage for GenePix4000B.](1471-2164-5-10-1){#F1}

The range for reproducible ratios; *i.e.,*the usable intensity range, was the same regardless of dye and array. This is demonstrated for several arrays and ScanArray4000 I in Figure [2](#F2){ref-type="fig"}, where relationships between intensities in two scans of the same array, obtained at different PMT voltages, are shown for the red (A, B, C) and green (D, E, F) channel separately. The first scan (scan 1) was obtained with the intensities of the weakest spots higher than about 200 and showed saturation in several spots. The second scan (scan 2) was obtained with the brightest spots just below the level of saturation and, hence, with several intensities below 200. Reproducible ratios independent of PMT voltage imply a linear relationship between the intensities in the two scans; *i.e.*a curve with a slope of unity in double logarithmic plots (Fig. [2](#F2){ref-type="fig"}). The minimum intensity of the spots showing such a relationship was about 200 (scan 2), whereas the maximum intensity was about 50 000 (scan 1) regardless of dye or array, as indicated by the dashed lines in Figure [2](#F2){ref-type="fig"}. The usable intensity range was therefore from 200 to 50 000. At spot intensities above 50 000 (scan 1) and below 200 (scan 2) the relationships deviated from linearity, as expected from the data in Figure [1](#F1){ref-type="fig"}. The spot intensities above 50 000 contained saturated pixel intensities and were recalculated using the data from scan 2. The corrected data are plotted in Figure [3](#F3){ref-type="fig"}, where only the high intensity data of Figure [2](#F2){ref-type="fig"} are included. The intensity levels of 30 000 and 20 000 in scan 1, which were used in the correction algorithm, are marked together with the level of 50 000. Although spots with mean intensity below 50 000 also could contain some pixels in saturation, only intensities above 50 000 were corrected since this level represented the upper limit of the usable range. The use of our algorithm to correct saturated intensities clearly extended the usable range (Fig. [3](#F3){ref-type="fig"}). Although this range corresponded to the approximate log-linear range for the scanners studied here, log-linearity is not required for the use of our algorithm.

![Mean spot intensity in a scan with saturation (scan 1) *versus*mean spot intensities in a scan of the same arrays without saturation (scan 2), obtained at lower PMT voltage. ScanArray4000 I was used during scanning. (A), (B), and (C) Data of the red channel. (D), (E), and (F) Data of the green channel. (- - - - -) The intensity levels of 50 000 and 200. The PMT voltages (% of maximum voltage) used in scan 1 and scan 2 were 56% and 51% (A), 59% and 52% (B), 65% and 58% (C), 63% and 56% (D), 65% and 57% (E), 67% and 57% (F).](1471-2164-5-10-2){#F2}

![Mean spot intensity in a scan with saturation (scan 1) *versus*mean spot intensities in a scan of the same arrays without saturation (scan 2), obtained at lower PMT voltage. The high intensity data of Figure [2](#F2){ref-type="fig"} are shown (●) in addition to intensities corrected for saturation (○). ScanArray4000 I was used during scanning. (A), (B), and (C) Data of the red channel. (D), (E), and (F) Data of the green channel. (- - - -) The intensity level of 50 000. (.......) The intensity levels of 30 000 and 20 000. The PMT voltages (% of maximum voltage) used in scan 1 and scan 2 were 56% and 51% (A), 59% and 52% (B), 65% and 58% (C), 63% and 56% (D), 65% and 57% (E), 67% and 57% (F).](1471-2164-5-10-3){#F3}

Plots of normalized expression ratios (log~2~(*Norm*· R/G), where *Norm*is the total intensity normalization factor) *versus*average intensities (1/2(log~2~G+log~2~R)) were generated on a double logarithmic scale to visualize the influence of PMT setting and intensity on the expression ratios (Fig. [4](#F4){ref-type="fig"}). Normalization of microarray data ensures that the ratios are symmetrically distributed around a value of 1 (2^0^), which is a prerequisite for further reliable data analyses \[[@B12]\]. The present data showed such symmetry after normalization whenever the intensities of all spots and background segments were within the intensity range of 200 to 50 000. The use of sufficient PMT voltage to avoid intensities below this range, led to saturation in the brightest spots. This caused asymmetry in the distributions at high intensities, indicating that errors in the expression ratios of these spots had been introduced (Fig. [4A](#F4){ref-type="fig"}). By using corrected intensities, symmetrical distributions were achieved (Fig. [4B](#F4){ref-type="fig"}).

![Normalized expression ratio (log~2~(*Norm*/G), where *Norm*is the total intensity normalization factor) *versus*average intensity in the red (R) and green (G) channel (1/2(log~2~G+log~2~R)) plotted on a double logarithmic scale. ScanArray4000 I was used during scanning. The PMT voltage is indicated for the red and green channel separately (% of maximum voltage). The same data set without and with correction of saturated intensities are shown in (A) and (B), respectively. (C), (E), (G), and (I) The intensities in the green channel were above 200 (PMT voltage of 62%), whereas those in the red channel were to an increasing extent below this level (PMT voltages ranging from 56% to 40%). (D), (F), (H), and (J) The intensities in the red channel were above 200 (PMT voltage of 62%), whereas those in the green channel were to an increasing extent below this level (PMT voltages ranging from 56% to 40%). The discontinuity in the distributions at the lowest voltages was due to the apparent discrete values of the lowest intensities and standard deviations, showing values of 1, 2, 3, etc., which occurred because integers were used when assigning the values.](1471-2164-5-10-4){#F4}

Intensity data of one channel, achieved at relatively high PMT voltage, were paired with a series of intensity data of the other channel, achieved at lower PMT voltages, for the array presented in Figure [4A](#F4){ref-type="fig"} and [4B](#F4){ref-type="fig"}. All spot intensities above 50 000 were corrected, ensuring that asymmetry in the distributions was caused solely by the scanner behavior at low intensities. The plots demonstrate changes in the expression ratios caused by decreasing the PMT voltage and, hence, the intensities in each of the channels separately. Symmetrical distributions similar to that shown in Figure [4B](#F4){ref-type="fig"} occurred at voltages higher than 56% (ScanArray4000) or 600 V (GenePix4000B), for which all spot and background intensities in both channels were above 200 (Fig. [4C,4D](#F4){ref-type="fig"}). The voltage necessary to ensure such intensities differed among arrays, as demonstrated in Figure [2](#F2){ref-type="fig"}. The expression ratios achieved at different PMT voltages were always highly correlated as long as all intensities were above 200 and the saturated intensities were corrected (*r*^2^\> 0.98), consistent with the data presented in Figure [1](#F1){ref-type="fig"}.

At lower voltages, spot and background intensities below 200 occurred. The distributions were asymmetrical, showing that considerable errors in the data had been introduced during scanning. The asymmetry was most pronounced at low intensities. Thus, for ScanArray4000 a systematic decrease in expression ratios were achieved when intensities of the red channel decreased below 200 (Fig. [4E,4G,4I](#F4){ref-type="fig"}), whereas a systematic increase in ratios was achieved when intensities of the green channel decreased below this level (Fig. [4F,4H,4J](#F4){ref-type="fig"}), as compared to the data in Figure [4B,4C,4D](#F4){ref-type="fig"}. GenePix4000B, however, showed the opposite results (data not shown), in accordance with the different relationship between low intensities and PMT voltage for the two scanner brands (Fig. [1](#F1){ref-type="fig"}). Consequently, number of spots with either very high or very low expression ratio increased considerably, especially at the lowest voltages (Fig. [4G,4H,4I,4J](#F4){ref-type="fig"}). When intensities below 200 occurred in both channels, the distributions remained fairly symmetrical. However, a significantly increased spreading at low intensities was observed (data not shown).

The expression ratios of a weak and a bright spot in Figure [4](#F4){ref-type="fig"} are listed in Table [1](#T1){ref-type="table"} to demonstrate the changes in the ratios with decreasing voltage. The bright spot had intensities within the range of 200 to 50 000 in all scans, whereas the intensities of the weak spot decreased below this range at low voltages. The ratios at low voltages differed from those achieved when all intensities were within the range of 200 to 50 000; *i.e.*, at voltages higher than 50% for both channels using ScanArray4000 or higher than 500 V (red channel) and 300 V (green channel) using GenePix4000B, indicating that errors in the data were induced at the lower voltages. Although the errors were larger for the weak spot, the ratio of the bright one also changed (Table [1](#T1){ref-type="table"}). The latter change was primarily due to errors in the total intensity normalization factor caused by unreliably low intensities of the weakest spots in the array.

###### 

Expression ratios of a weak and a bright spot on the same microarray, measured with three scanners at several PMT voltages

                  **ScanArray4000 I**   **ScanArray4000 II**                   **GenePix4000B**                                   
  --------------- --------------------- ---------------------- --------------- ------------------ --------------- --------------- -----------------
  **PMT (R/G)**   **Weak spot**         **Bright spot**        **Weak spot**   **Bright spot**    **PMT (R/G)**   **Weak spot**   **Bright spot**
                                                                                                                                  
  62/62\*         2.28                  0.74                   1.88            0.60               800/700\*       1.63            0.61
  56/62\*         2.43                  0.76                   1.79            0.58               700/700\*       1.68            0.55
  50/62           2.15                  0.74                   1.49            0.61               500/700         1.58            0.47
  45/62           1.26                  0.95                   0.43            0.71               400/700         4.98            0.47
  40/62           0.55                  1.41                   0.16            0.76               300/700         14.14           0.98
  62/56\*         2.25                  0.76                   1.93            0.62               800/500\*       1.71            0.61
  62/50           2.36                  0.71                   2.12            0.58               800/400\*       1.79            0.64
  62/45           3.37                  0.62                   3.75            0.50               800/300         1.75            0.62
  62/40           92.9                  0.48                   \-              0.41               800/200         0.10            0.46

Data subjected to total intensity normalization are shown. The PMT voltages (PMT) used during scanning are shown for the red (R) and green (G) channel separately as % of maximum voltage (ScanArray4000 I and II) or voltage (GenePix4000B). The PMT voltages leading to intensities within the usable range of the scanners and, hence, reproducible ratios for all spots in the array are indicated (\*).

Discussion
==========

Significant errors in microarray data can be introduced during scanning, which was demonstrated in our work. The errors occurred when the mean spot and background intensities were either above or below the range of 200 to 50 000 for the scanners used here. Signal saturation at high intensities is a known phenomenon, and is generally avoided by reducing the laser power or PMT voltage. The problems at low intensities, however, are less well known, and need to be handled differently, as discussed below. Both scanner brands used here showed a limited intensity range of 200 to 50 000 for which reproducible intensity ratios were achieved independent on PMT voltage. This range was less than the expected range of three orders of magnitude, as specified by the producer of the GenePix4000B scanner \[[@B18]\], and considerably less than the maximum detection range of almost five orders of magnitude for 16 bit scanners. Measurements performed in our institution indicate that the Agilent scanner (Agilent Technologies, Inc., Palo Alto, CA) shows a usable intensity range down to a level of about 100, which is only marginally better than for the scanner brands presented here. Although other scanners may have a larger usable range, the strategies proposed below for reducing the variability in the data are useful for scanners in general.

The reproducibility in intensity ratios at different PMT voltages depends on the intensity *per se*, and not on the voltage. Consequently, different PMT voltage should be used during scanning of different arrays or of different channels in the same array, depending on the intensities of the weakest spots. Moreover, the reproducibility problems are the same regardless of whether the laser power or the PMT voltage is adjusted, since the problems occurs at the detection level, probably in the analog amplifier before the signals are digitized. In principle, the usable intensity range could have been determined by using the laser power, rather than the voltage, to adjust the intensities. In absence of photo bleaching, the highest signal to noise ratio is achieved with maximum laser power, which was therefore used in our study. Significant photo bleaching has, however, occurred with some dye labeled nucleotide batches used at our institutions. To minimize bleaching, the laser power should be reduced. A higher PMT voltage is then needed to achieve spot intensities within the usable range.

The largest asymmetry in the data occurred when the intensities of spots and background segments were below 200. This asymmetry was probably caused by the implementation of an offset voltage in the scanner electronics, preventing weak signals to be dominated by electronic noise. Thus, the use of a negative offset voltage in ScanArray4000 and a positive offset voltage in GenePix4000B may explain why the two scanner brands showed different relationship between the lowest intensities and PMT voltage. Errors in the intensity of the weakest spots and background segments and, hence, in the background-subtracted intensities of all spots and in the total intensity normalization factor occurred. Consequently, all spots showed erroneous expression ratios, although the errors were largest for the weakest spots. The accuracy in the data could therefore only to some extent be improved by excluding low intensity spots. Moreover, the standard deviation of the background intensities was not consistently calculated, leading to errors in the exclusion criteria and/or replacement intensities based on this value. Several studies have shown that the uncertainty in the expression ratio is higher for weak spots than for bright ones \[[@B10],[@B19]\]. This is partially because detection of weak signals during scanning is less reliable than detection of strong ones, even for intensities within the usable range. Our results suggest that the use of spot intensities below this range also may have contributed to these observations.

At intensities above 50 000 erroneous ratios occurred due to saturation of pixels within the spots. The upper limit of the usable range depends on whether median or mean spot intensity is used. The use of median, rather than mean, leads to an upper limit closer to 65 000. Saturation had only minor influence on the total intensity normalization factor and, hence, the expression ratios of the other spots, as long as the number of spots with saturation was low. However, the expression ratios of the spots with saturation were wrong. Such spots are generally excluded from the analysis or scanning is performed so that no saturation occurs \[[@B20],[@B21]\]. Our algorithm for correcting the intensities of these spots provides a simple method for extending the usable range of the scanners and retaining the spots. The algorithm can easily be implemented in *e.g.*Microsoft Excel or R software based on the formulas listed in the Materials and Methods section. Moreover, an available plug-in module of the same algorithm has been made for BASE in our institution. It was thus possible to link the procedure to a microarray database and analysis platform and make it freely available. The source code of the module is available at <http://base.thep.lu.se/plugins>\[[@B22]\].

A method for extending the usable range of microarray scanners has been presented previously by Dudley et al. \[[@B23]\]. However, in their work the scanning procedure was not addressed in detail and no specifications of the usable range of different scanners were presented. They used an iterative linear regression algorithm based on intensity data from several scans for correcting spot intensities both above and below the usable range. This method was particularly useful in their experiments, where an extended intensity dynamics of the arrays was achieved due to the use of high intensity oligo samples hybridized in conjunction with cDNAs. In our experiments, two scans obtained at different PMT voltages were always sufficient to cover the range of intensities achieved, making it possible to develop an algorithm that is easier to implement and use.

Other methods, such as spot filtration and non-linear normalization, have already been integrated into microarray analysis to correct for asymmetry in the data. Filtration of spots with intensities below 200 or above 50 000 would reduce the asymmetry. However, the number of spots retained for further analyses is significantly increased by use of our procedure. Moreover, more reliable results are achieved since the background intensities are more accurately determined and the need for non-linear normalization is reduced. Non-linear normalization methods may by themselves introduce uncertainty in the data and lead to diminished ability to detect differentially expressed genes \[[@B12]\].

Conclusions
===========

Improvements in array slide production, sample preparation, and hybridization procedure during the last years have led to increased signal to background ratio and intensity dynamics in microarrays. Our results show that many commercial scanners have a limited usable intensity range that is not suitable for analysis of such high quality arrays. Hence, scanning performed by adjusting the PMT voltage to avoid saturation may not be the optimal strategy, due to the risk of achieving spot and background intensities below the usable range. A strategy aiming at maximizing the certainty of the weakest spots, by adjusting the voltage to avoid intensities of these spots and background segments below this range, would be more optimal. Since this procedure often leads to a significant number of spots with saturated intensity, methods for extending the usable range are needed. We therefore propose a procedure where two scans are obtained for each of the red and green channel; a primary scan with the lowest intensities within the usable range of the scanner and a secondary scan with the intensities of the brightest spots just below the level of saturation. The primary scan forms the basis of the analysis, whereas the secondary scan is used to correct the intensities of spots with saturation in the primary scan. This procedure will increase the accuracy of the data as well as the number of data points retained in each experiment. However, since the procedure is laborious and time consuming compared to procedures based on a single scan for each channel, revision of the scanner electronics to extend the usable intensity range would be preferable and is highly recommended.

Materials and Methods
=====================

Array slides, sample preparation, and hybridization
---------------------------------------------------

Array slides produced at the cDNA Microarray Facility at The Norwegian Radium Hospital were used \[[@B24]\]. The arrays contained 13 200 or 15 000 sequence-verified cDNA clones. Total RNA was isolated from dissected tumor tissues (cervical carcinomas) by using Trizol reagent (Life Technologies, Inc., Rockville, MD) and the protocol recommended by the producer. The tumor samples were co-hybridized with another sample from a different region of the same tumor, leading to a limited number of differentially expressed genes with no extremely high or low expression ratios. Sixty to one hundred μg of total RNA was used to produce labeled cDNA by anchored oligo(dT)-primed reverse transcription, using SuperScript II reverse transcriptase (Life Technologies, Inc., Rockville, MD) in presence of either Cy3-dUTP or Cy5-dUTP (Amersham Pharmacia, Piscataway, NJ). The labeled samples were suspended in hybridization buffer and applied to the array slides. Hybridization was performed overnight at 65°C.

Scanning
--------

The slides were imaged at a resolution of 10 μm by use of three commercial PMT based scanners of two brands; two different ScanArray4000 scanners (GSI Lumonics, Wilmington, MA) and a GenePix4000B scanner (Axon Instruments, Inc., Union City, CA). Excitation of Cy3 and Cy5 was performed at a wavelength of 543 nm and 633 nm (ScanArray4000) and 532 nm and 635 nm (GenePix4000B), respectively. A laser power of 100% was used, since the batches of Cy3- and Cy5-nucleotides employed in our experiments were photo stable. Each slide was subjected to a series of scans with each scanner. The PMT voltage was adjusted simultaneously for the red and green channel in consecutive scans to induce changes in the spot intensities. The signals were digitized into 16 bit/pixel, yielding a maximum detection range from 1 (2^0^) to 65536 (2^16^); *i.e.*, almost five orders of magnitude.

Image analysis
--------------

The GenePix 3.0 image analysis software (Axon Instruments, Inc., Union City, CA) was used for spot segmentation and intensity calculation. Bad spots and regions with high unspecific binding of dye were manually flagged and excluded from the analysis. Mean intensity of spot and background segments was derived, and expression ratios were calculated as the ratio between the background-subtracted spot intensities of the red (R) and green (G) channel (R/G). Total intensity normalization of the data was performed as described by Quackenbush \[[@B25]\], and no non-linear normalization methods were applied. When correction of saturated intensities was performed (see below), the corrected intensities were used in the normalization algorithm. Background-subtracted intensities less than two times the standard deviation of the local background were assigned this value to avoid zero or negative values in the ratio calculations \[[@B25]\]. Weak spots with background-subtracted intensity less than this value in both channels were excluded.

Correction of saturated spot intensities
----------------------------------------

An algorithm was developed to correct saturated spot intensities. The algorithm was based on the requirement of a constant ratio between the intensities of individual spots in two scans, scan 1 and scan 2, achieved at two different PMT voltages. The scans were acquired so that no saturation occurred at the lowest PMT voltage; *i.e.*, in scan 2. Saturation in scan 1 was identified when pixels within the spots reached the upper limit of 65 536 (2^16^) in intensity. Partially saturated spots occurred when only a fraction of the pixel intensities within the spots were saturated and had a mean value of less than 65 536. In fully saturated spots, all pixels had reached the level of saturation and the mean value was 65 536. Both partially and fully saturated intensities were corrected. The intensities in the two channels were corrected separately.

The corrected value for the saturated spot intensities in scan 1 was calculated as:

*I*~*sat*1~= *I*~*sat*2~· *F~cor~*

where *I*~sat1~is the corrected value of the saturated spot intensity, *I*~sat2~is the intensity of the corresponding spots in scan 2, and *F*~cor~is a correction factor given by:

![](1471-2164-5-10-i1.gif)

where *m*is number of spots used in the calculation, *I*~scan1~is intensity of selected spots in scan 1, and *I*~scan2~is intensity of the corresponding spot in scan 2. It was required that *I*~scan1~and *I*~scan1~were within the range for reproducible intensity ratios. The spots within the intensity range of 20 000 to 30 000 at the highest PMT voltage were therefore used in these calculations.

Spots with a mean intensity above 50 000 was subjected to the calculations, since these intensities were above the range for which reproducible expression ratios were achieved with the scanners used here (Fig. [1](#F1){ref-type="fig"}). However, the algorithm can be used to correct possible saturated spot intensities below the level of 50 000 as well.
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