The optimal scheduling algorithms in this paper have many applications, but they were motivated by research i n to real-time systems and integrated-services networks. Consequently, t wo features of the algorithms are of particular importance: they must have l o w complexity, not just polynomial complexity, and to the extent possible, they should accommodate diverse performance objectives. This diversity takes two forms. First, it is more important that the scheduler achieve good performance for some jobs than others. Second, the performance measure that is appropriate for one job may not be appropriate for another job. Although there has been research i n to multicriteria scheduling algorithms which attempt to optimize the same measures of performance or criteria for all jobs, little work has been done for the case we call heterogeneous-criteria scheduling where jobs are divided into classes, and the performance measure di ers from class to class. For application in real-time multiprocessor systems, a third property is important; algorithms should work on multiple machines. This paper presents novel low-complexity s c heduling-algorithms that accommodate diverse performance objectives on one or more machines, including both single-criteria and heterogeneous-criteria problems.
Introduction
There has been a great deal of research i n to scheduling algorithms that optimize a single measure of performance for all jobs, such as the average job completion time or the average tardiness 1 . Although there has been much less research i n to multicriteria scheduling algorithms that instead optimize performance of all jobs according to multiple performance measures, this area is now growing 2, 3 , 4 . However, there are important s c heduling problems where a single performance measure, or even set of performance measures, is not appropriate for all jobs. Jobs are divided into multiple classes, and the appropriate measure of performance di ers from one class of jobs to another. We call such problems heterogeneous criteria scheduling problems. For example, this occurs in integrated-services packet-switched networks such a s A TM asynchronous transfer mode networks, and in soft real-time systems. In these systems, it is useful to classify jobs as either timeconstrained, which should be processed any time before their deadlines, or non-time-constrained, which should simply be processed as early as possible. Regardless of the performance measure, it is also more important t o a c hieve good performance for some jobs than others. Furthermore, in many important models that are relevant to the study of integrated-services networks and real-time systems, the number of jobs to be scheduled can be extremely large, so low complexity is essential. In this paper, we present n o vel low-complexity ON 2 or better approaches to the scheduling of constant-length time-constrained jobs, and the scheduling of constant-length heterogeneous job sets, which are sets that include both time-constrained and non-time-constrained jobs.
Associated with each job i is a ready time r i , which is the earliest job i can begin processing, a processing time p i , a n d a w eight w i that re ects job i's importance. If job i is time-constrained, it also has a deadline d i . F or non-time-constrained jobs, the objective is to minimize the weighted total completion time P 8i w i C i , where C i is the time job i completes processing. For time-constrained jobs, it is the weighted number of tardy jobs P 8i w i U i that should be minimized, where U i = 0 if C i d i , and U i = 1 otherwise. When scheduling heterogeneous jobs, optimal performance is de ned through hierarchical minimization, which is speci ed as follows. Let jobs be divided into sets A j : j 1, such that all of the jobs in a set are homogeneous, i.e. either all time-constrained or all non-time-constrained, and for any job i in A j and any job k in A j+1 , w i w k . W e restrict weights such that time-constrained and non-time-constrained jobs cannot have equal weights. Let P j S be the performance of jobs in set j under schedule S, i.e. P j S = P i2A j w i C i for a set of non-time-constrained jobs, or P j S = P i2A j w i U i for a set of time-constrained jobs. The objective is to optimize performance for the more important sets, and to optimize performance of the less important sets to the extent possible without degrading performance of their more important counterparts. More precisely, the vectorPS is the measure of performance to be minimized, whereP S 1 P S 2 i f P 1 S 1 P 1 S 2 , or if P 1 S 1 = P 1 S 2 and P 2 S 1 P 2 S 2 , or in general, if P j S 1 = P j S 2 for all j k and P k S 1 P k S 2 for some k.
In order to nd algorithms of polynomial complexity, constraints must be imposed on the general scheduling problem de ned above. Even if all weights are equal, but r i , d i , and p i can vary from job to job, scheduling would be NP-complete if all jobs are time-constrained 5 , or if all jobs are non-time-constrained 1 . Consequently, w e assume that p i = 1 for all i. E v en if p i and r i are constant for all i, the scheduling of time-constrained jobs is still NP-complete if w i and d i can vary 6 , unless we also assume a slotted system, i.e. r i and d i are integers for all i. These assumptions are appropriate for ATM networks, and reasonably approximate other systems. With these assumptions, we will show that low-complexity s c heduling is possible even for heterogeneous jobs.
In the next section, we describe the relevance of this scheduling problem to research i n i n tegratedservices networks and real-time systems. Section 3 presents two approaches for time-constrained jobs, or in standard notation 1 , 1 r i , p i =1 P w i U i . In Section 4, we extend the scheduling algorithm from Section 3.1 to accommodate non-time-constrained jobs as well as time-constrained jobs. This is 1 r i , p i =1 P w i U i & P w i C i , where we de ne the performance objective 1 & 2 in heterogeneous scheduling as minimizing 1 for some jobs and 2 for others. Section 5 presents a less complex scheduling algorithm for the special case where r i is the same for all i, i.e. 1 p i =1 P w i U i & P w i C i , under the constraint that only one set A j contains time-constrained jobs. Finally, the paper is summarized in Section 6, and the results are extended to M homogeneous parallel machines, i.e. P r i , p i =1 P w i U i & P w i C i and P p i =1 P w i U i & P w i C i .
Relevance to Networks and Real-Time Systems
This paper was motivated by our research i n to integrated-services packet-switched networks such as the emerging ATM networks, and subsequently, from research in real-time systems. Both are discussed below. In any packet-switched network, information carried by the network is rst divided into smaller pieces called packets. Packets are queued in a bu er at the network access point a waiting transmission into the network, and a scheduling algorithm orders these packet transmissions. Integrated-services networks are networks that carry diverse tra c types such a s v oice, video, image transfer, and various kinds of computer data, and diverse tra c implies diverse performance objectives. For example, for most types of computer data, performance is typically measured in mean queueing delay. Minimizing mean weighted queueing delay P N i=1 w i C i ,p i ,r i =N is equivalent t o minimizing P w i C i , since only C i depends on the scheduling. For voice and video, however, packets that are queued too long will not reach their destination in time for playback, and will be lost. Minimizing the weighted fraction that are lost P N i=1 w i U i =N is equivalent to minimizing P w i U i . T h us, in the transmission of packets in integrated-services networks, there are both time-constrained and non-time-constrained jobs. Since it is critical that voice and video applications consistently experience low loss rates, it is often the case that time-constrained jobs have greater weights, although this is not necessarily always true. Furthermore, not all jobs packets are equally important. For example, the loss of some voice or video packets are far more noticeable to a user than the loss of others, and it is more important to reduce the mean queueing delay of network control packets than the mean queueing delay of electronic mail. Thus, unequal weights are required.
The simple, traditional scheduling algorithms used in this context are rst-comes-rst-served, in which jobs are served in the order in which they arrive, static priority, in which jobs are assigned priorities weights from a xed range and the queued job with the greatest priority is served next, and earliest deadline rst, in which the queued job with the earliest deadline is served next. However, by adopting a more sophisticated scheduling algorithm, much better performance can be achieved, or equivalently, the same performance can be achieved at a higher load 7, 8 . Consequently, i n this context, several scheduling algorithms have been suggested in which the network designer can de ne an arbitrary number of tra c classes, and the appropriate measure of performance and weight can vary from class to class. These scheduling algorithms then discriminate based on each packet's performance measure, weight, and the delay it has already experienced. Such algorithms include Cost-Based Scheduling 9, 10 , Maximum Utility Scheduling for Transmission 11 , and most recently, the Priority Token Bank 12 . Many other possible approaches such a s 1 3 , 14 have been proposed for less general conditions, such as when there are a small number of tra c classes, and speci c constraints on the performance objectives of each class, but the fact that some packets are time-constrained and others are not still a ects scheduling decisions. The same problems also arise when scheduling the execution of processes in a soft real-time system. A real-time system is a computer system in which the value of executing a process depends on when it is completed. For example, a process may be useful only if it completes before its deadline. In a hard real-time system, it must be guaranteed a priori that all deadlines will be met. In a soft real-time system, this is not possible, so the objective is to come as close to this ideal as possible. As in networks, jobs can be time-constrained or non-time-constrained, and some jobs are more important than others. Since some real-time systems including the object of our research can run on single or multiprocessor systems, it is also important that the scheduling algorithms extend to multiple machines.
When proposing a novel scheduling algorithm for integrated-services networks or real-time systems, it is often di cult to determine whether the algorithm is truly e ective. Typically, one compares the new algorithm with the standard alternatives: rst-come-rst-served, static priority, and earliest deadline rst. However, it is not di cult to outperform these simple algorithms. Our goal in developing an optimal algorithm is to enable more meaningful comparisons. The optimal algorithms described in this paper are assumed to have complete knowledge of future arrivals, so they always make the correct decision, yielding a valuable bound on achievable performance. For example, in 9, 1 0 , we w ere able to demonstrate the e ectiveness of the proposed Cost-Based Scheduling algorithm by comparing its performance with the optimum. Similar comparisons are made in 7 , which seeks to show the limitations of the commonly used algorithms. 2 To make a meaningful comparison of expected long-term network performance, the algorithms must be applied to a large number of packets, so reducing the optimal algorithm's complexity is essential for keeping computation time practical.
Because the performance of time-constrained jobs is critical, the algorithms in Section 3 are useful in their own right. Because jobs are actually heterogeneous in networks and real-time systems, Section 4's enhancement makes the algorithm more valuable. There are also important uses for the 2 This paper goes beyond its aforementioned predecessors by fully specifying the optimal algorithms, and then providing formal proofs of optimality. This paper also presents algorithms for scenarios not employed in 9, 10, 7 which h a ve proved valuable in our research. These include the OWN logN approach for 1 ri, pi = 1 P wiUi in Section 3, the ONlogN algorithm for 1 pi = 1 P wiUi& P wiCi in Section 5, and the extension of all of the above to M machines in Section 6, where N is the number of jobs and W is the number of values for weights. algorithm in Section 5 which assumes all ready times are equal. In some real-time systems, jobs arrive in bursts, so a scheduler can reasonably operate under the assumption that no additional time-constrained jobs will arrive before the last burst is served. Furthermore, some advocate greedy scheduling algorithms that operate under this assumption even when there is actually a steady stream of new arrivals. This approach has been proposed both for real-time systems 15, 16, 17 and integrated-services networks 11 , although the author has argued against this approach 10 . The algorithms are extended to multiple machines in Section 6. algorithm, where N is the number of jobs. In our models of integrated-services networks, it is not unusual to need an N on the order of one hundred million. This can take on the order of ten hours of computation time with our ON 2 approach. Excessive computation would make a n O N 3 approach u n usable. There is also no obvious way to extend the algorithm in 18 to accommodate non-time-constrained jobs for which the objective is to minimize P w i C i a s w ell as time-constrained jobs. A less complex and more extensible algorithm is needed. We will present a n O N 2 algorithm for time-constrained jobs in Section 3.1, which will be extended to heterogeneous jobs in Section 4. Section 3.2 describes an alternative method of calculating the optimal achievable performance of time-constrained jobs, without producing an actual schedule. This approach is more e cient in some cases.
An ON 2 S c heduling Algorithm for Time-Constrained Jobs
We n o w present an algorithm that will nd a schedule in which P w i U i is minimized. Only jobs that meet their deadlines are included in this schedule. The other jobs can be scheduled in any period left idle. Let A be the set of jobs that will meet their deadlines. Clearly A should contain as many jobs as possible, particularly of the more important jobs. We initially let A = ;, and then attempt to add jobs in non-increasing order of weight. For a job x, if all of the jobs in A + fxg can be served before their deadline, then x is added to A; otherwise, x is discarded. The theorem below proves that the resulting set A is optimal.
To prove that this approach is optimal, we m ust prove that once a job is added to A, it should never be removed. Similarly, once a job is discarded from A, it should never be revived. The latter clearly follows from the former; if it is not possible to add a given job to A without some job missing its deadline, and no jobs in A are ever removed, then it will never be possible to add the job. Our theorem will prove that jobs added to A should never be removed. Note that this is not true unless p i = 1 for all i, nor is it even true with p i = 1 unless ready times and deadlines are integers. For example, with two jobs in which w 1 = 5 , r 1 = :5, d 1 = 1 :5, p 1 = 1 , a n d w 2 = 4 , r 2 = 0 , d 2 = 1 , p 2 = 1, only job 1 would meet its deadline, i.e. A =f1g. After adding job 3 in which w 3 = 3 , r 3 = 1 , d 3 = 2 , p 3 = 1 , j o b 1 w ould no longer meets its deadline in the optimal schedule; A =f2,3g.
To facilitate the proof, we rst de ne a useful function. Let there be two s c hedules S 1 and S 2 in which jobs with p i = 1 : 8i begin at integer times. If job J is scheduled to begin at time integers for all i. An algorithm that minimizes P w i U i of jobs in A produces a schedule S 1 . Jobs that do not meet deadlines are not included in the schedule, and no job is included twice. Job x is not in A, and x's weight is less than or equal to the weights of every job in A. There exists a schedule S 2 that minimizes P w i U i for the jobs in A + fxg, where each job in S 1 is also in S 2 .
Proof of Theorem 1 by contradiction: Let S 2 be chosen to minimize P w i U i of jobs in A + fxg. Of those schedules in which P w i U i is minimized, as many of the jobs in S 1 as possible are included in S 2 . Assume that there exists a job y in S 1 that is not in S 2 . We will prove that there must then be an in nite number of jobs that are in both S 1 and S 2 , which is not possible. It is known that f Since y = f 0 y i s i n S 1 , this proves by induction that an in nite number of unique jobs are in both S 1 and S 2 , which is not possible, since there are only a nite number of jobs in A. T h us, the theorem is proved.
A method is now needed to determine whether the jobs in A + fxg can all be scheduled before their deadlines, and if so, to nd the corresponding schedule. If a schedule exists in which all jobs meet their deadline, the earliest-deadline-rst algorithm will produce such a s c hedule 5, 20 . With this algorithm, the job i scheduled at any time t is the one with the earliest deadline d i of those queued, where a job is queued at time t if it has arrived r i t, it has not already begun processing by time t, and it has not missed its deadline d i , p i t. The following algorithm generates a schedule consistent with earliest-deadline-rst scheduling.
First, an attempt is made to schedule the new job x at time r x . If that time slot is idle, a new schedule has been found. If not, either job x or the job previously scheduled at time r x is scheduled at time r x , and the other must be scheduled at a later time. The job allowed to remain at r x is the one with the earliest deadline. In the next iteration, an attempt is made to schedule the currently unscheduled job in the next time slot, at time r x + 1. This procedure is continued with successive time slots until either an idle time slot is found or a time slot is reached in which neither of the jobs considered can be scheduled at a later time without missing their respective deadlines. In the former case, the current job is scheduled in the idle time slot. In the latter case, all jobs are returned to the times at which they were scheduled before job x was introduced, and job x is discarded. The algorithm can be further enhanced by using a stack to store proposed changes in the schedule that should be enacted if all jobs can be scheduled before their deadline. If and only if x can be scheduled, the changes stored in the stack are made. The algorithm is shown below. Let as follows. For each job i scheduled, a series of time slots in the existing schedule must be scanned, beginning with time r x , and ending either when an idle time slot is found or it is determined that the job cannot meet its deadline. With N jobs, no more than N time slots can be scanned before nding one that is idle. Thus, the algorithm is, at worst, ON The number of time slots that must be scanned cannot exceed the number of time slots B in a busy period, where a busy period is any period that contains no idle slots, and is both preceded and succeeded by an idle time slot. Complexity in practice is therefore OBN. In a queueing system where jobs arrive according to a stochastic arrival process, the average length of a busy period can be derived analytically from that arrival process, and is independent o f N, yielding a linear complexity. In our simulations of integrated-services networks, average B was often in the hundreds or thousands, while N could be in the hundred millions.
As a simple example of what can be done with this algorithm, consider a CPU queue to which real-time tasks arrive according to a Poisson process. Weights are distributed exponentially with mean 1. The amount of queueing delay that a task can tolerate before the result is no longer useful is 9,3E, where E is an exponentially distributed random variable with mean 1, conditioned on the fact that 9 ,3E 0. Figure 1 shows mean weighted loss rate P N i=1 w i U i =N v ersus load, enabling the comparison of the following algorithms: optimal OPT, cost-based scheduling CBS 9, 10 , rst-come-rst-served FCFS, static priority SP, and earliest deadline rst EDF. 
Method of Calculating Performance for Time-Constrained Jobs
In this section, we present an e cient means of determining for each w eight the number of timeconstrained jobs that would miss their deadlines under optimal scheduling, without ever determining the actual schedule. If the number of possible values for weight is relatively small, this technique is more e cient than the ON 2 algorithm presented in the previous section. In addition, with this approach, it is sometimes possible to derive long-term expected loss rate P N i=1 U i =N as a function of weight analytically if one knows the job arrival process. The latter approach has proved useful for models of real-time systems and integrated-services networks. As seen in Section 3, a job with weight w is scheduled before its deadline only when doing so will not a ect the loss rate of the jobs with weights w. T h us, when determining the loss rates of jobs with weights w, the presence of jobs with weights w can be ignored. In particular, the loss rate L 1 of type 1 jobs under optimal scheduling can be determined by calculating the loss rate that would be achieved when only such jobs are present. In this case, optimal scheduling achieves the same loss rate as the ONlogN earliest deadline rst algorithm EDF 5, 2 0 , which can be determined analytically in some cases. is minimized in a schedule spanning a nite period for any set of weights in which w i 0 : 8i, then P U i is simultaneously minimized.
Proof of Theorem 2: S 1 is a schedule spanning a nite time period in which P w i U i is minimized, and S 2 i s a s c hedule in which P U i is minimized over the same period.
Jobs that miss their deadlines are not included in S 1 or S 2 . IS is the amount o f idle time in schedule S. Since reducing P U i reduces the amount of idle time, IS is minimized when P U i is minimized. Thus, IS 2 IS 1 . Let k be the number of time slots in S 1 in which the job being served or the idle period di ers from that of the corresponding slot in S 2 . Let S 2 be chosen such that, of all the schedules in which P U i is minimized, k is smallest. We will prove that IS 1 = IS 2 b y contradiction.
Assume IS 1 I S 2 . This means there is at least one time slot which is idle in S 1 and not in S 2 . Choose one such time slot, and consider the job i that occupies the slot in S 2 . I n S 1 , this job is either lost or it is scheduled at another time. If the job is lost in S 1 , then P w i U i could be decreased by s c heduling job i in this time slot rather than discarding job i. This contradicts the assumption that P w i U i was minimized in S 1 .
In the other alternative, job i is scheduled at another time. In this case, job i could be moved to this time slot. This would reduce k by 1, and not change U i , thereby not changing P U i . This violates the assumption that S 2 was selected to minimize k. T h us, by contradiction, IS 1 = IS 2 , and consequently P U i for S 1 we consider one such case where loss rates with earliest-deadline-rst have been derived 22 . A communications channel has 20 independent sources. Each source alternates between active and inactive periods, and the durations of both are distributed exponentially. When a source is active, it generates data packets at a constant data rate f, and the mean duration of an active period is 50 ms. The mean duration of an inactive period is a function of load. The channel bandwidth is 150 Mb s. A packet is considered lost if it is not transmitted within 1.1 ms of its arrival. A burst of data, which is the data generated in one active period by a single source, is of type 1 with probability p, and type 2 with probability 1 , p. The time required to get weighted loss rates P w i U i =N with the ON 2 algorithm described in the previous section would be excessive with this model, because busy periods can be so large. However, we can nd loss rates analytically. Figure 2 shows the maximum load that can be tolerated with optimal scheduling OPT and earliest deadline rst EDF under the constraint that no more than .3 of type 1 packets and 5 of type 2 packets are lost as a function of p. Data rates of f = 256 kb s, 2 Mb s, and 140 Mb s are considered, yielding mean burst lengths of 12.8 kb, 100 kb, and 7 Mb, respectively. T h us, given the data rate and tra c mix, one can determine the e ective capacity with the various algorithms. The algorithm to schedule heterogeneous jobs attempts to add jobs to an existing schedule one at a time in a non-increasing order of weights. The new job x cannot degrade performance of any job y in the existing schedule for one of the following reasons. If both jobs x and y are timeconstrained, this is consistent with the optimal algorithm and theorem in Section 3.1. If both jobs are non-time-constrained, this conforms to the static priority s c heduling algorithm, which i s optimal for non-time-constrained jobs. If one job is time-constrained and the other is not, they are in di erent sets. By the de nition of optimality presented in Section 1, if job 1 2 A j and job 2 2 A j+k : k 0, then job 1 has a greater weight, and the performance of the more important job 1 should be optimized, at the expense of job 2 where necessary. T h us, when job x is added to the schedule, time-constrained jobs in the existing schedule can only be delayed if none of them will miss their deadlines, and non-time-constrained jobs cannot be delayed at all.
The algorithm for adding a time-constrained job x is the one presented in Section 3 with a minor extension. In the algorithm in Section 3, if an attempt is made to schedule a job at a time in which another job i is currently scheduled, its deadline d i is examined to determine whether job i can be delayed to a later slot. If job i is non-time-constrained, d i is not de ned. Since it is never appropriate to delay a non-time-constrained job in order to reduce the queueing delay of a job with a smaller weight, we let the previously unde ned d i for a non-time-constrained job i equal its ready time r i + 1 . d i should not be interpreted as a deadline for a non-time-constrained job; such jobs have no deadlines.
Now w e consider the case in which the job x to be added to the existing schedule is a nontime-constrained job. To minimize C x , job x should be scheduled at time r x or as soon as possible thereafter. One way to do this would be to repeatedly use the algorithm for time-constrained jobs, as follows. Set d x = r x + 1 and use the algorithm in Section 3. This will either cause job x to be scheduled at time r x , or to be discarded. In the latter case, increment both r x and d x , and invoke the same algorithm again. Continue this procedure at subsequent times until job x can be scheduled. Although this would work, it could require invoking the ON A more e cient algorithm can be employed based on the following observation. As discussed in Section 3.1, the algorithm for time-constrained jobs scans time slots beginning at time r x until a time slot s r x is found which is either idle in the current s c hedule or for which it can be determined that none of the jobs currently scheduled at the times 2 r x ; r x + 1 ; : : : ; s can be delayed without incurring some performance penalty. In the former case, a new schedule including job x has been found. In the latter case, when we are trying to schedule a time-constrained job, this means that the job should be dropped. For the non-time-constrained job in question, it means that it is not necessary to try to schedule job x at times 2 r x + 1 ; r x + 2 ; : : : ; s . Thus, an e cient algorithm could resume its attempts to schedule job x at time s + 1. The resulting algorithm is shown below. Similar to the algorithm in Section 3, when inserting a new job into an existing schedule, this algorithm scans successive times until an idle time slot is found and then the new schedule can be determined. Since this requires scanning at most N times for each of the N jobs to be scheduled, the complexity i s As an example of how one might employ this algorithm, consider an integrated services network in which v oice packets arrive according to a Poisson process, generating a load of .5. Voice packets can tolerate a queueing delay o f 1 5 , 5E before they are considered lost, conditioned on the fact that 15 , 5E 0, where E is an exponentially distributed random variable with mean 1. The scheduling algorithm must minimize P w i U i =N for voice, and within that constraint, reduce the mean queueing delay P N i=1 C i , p i , r i =N of data packets to the extent possible. Figure 3 shows mean queueing delay of data packets as a function of load from data packets with static priority SP, earliest deadline rst EDF, and optimal OPT. 
Scheduling Jobs with Equal Ready Times
This section addresses the special case where r i = 0 for all i. Of course, it would be possible to use the ON 2 algorithm for this problem, but as will be shown below, complexity can be reduced to ONlogN as long as there is only one set of time-constrained jobs, i.e. the weight o f a n y nontime-constrained job is either greater than or less than the weights of all time-constrained jobs.
A minor variation of this algorithm is also applicable when r i can vary from job to job, but all time-constrained jobs have equal deadlines. Since there is only one set of time-constrained jobs, there are at most three sets. Thus, there are at most three stages of the algorithm. In Stage 1, nontime-constrained jobs with large weights are scheduled. In Stage 2, the time-constrained jobs are scheduled. Finally, in Stage 3, the remaining non-time-constrained jobs are scheduled. In Stage 1, the N 1 jobs in Set A 1 are scheduled in the rst N 1 time slots in non-increasing order of weight, which i s a n O N 1 logN 1 procedure.
In Stage 2, time slots are scheduled in decreasing order, beginning with the latest deadline of all of the time-constrained jobs, and working back to the earliest free time N 1 . The job scheduled at time t is the one with the greatest weight of those that have not already been scheduled, and that have a deadline t + 1. The exact algorithm is shown below. It is based on heaps 21 , a standard data structure in which items can be inserted in any order, and the item with the greatest value can always be retrieved. In Heap 1, it is the job with the latest deadline that can be retrieved, whereas in Heap 2, it is the job with the greatest weight. Heap 1 is simply used to presort jobs by deadline. We demonstrate that this algorithm is optimal for time-constrained jobs by induction. Let t be the job scheduled at time t using the algorithm above. We will assume that Z t+1 = P 1 i=t+1 w i , the weights of the jobs scheduled after time t, is the maximum possible, and show that Z t = w t +Z t+1 is also the maximum possible. Since Z t+1 cannot be improved upon, the only way to increase Z t is to replace job t with a job of greater weight. If there are any jobs of greater weight that have deadlines t + 1, these jobs are already scheduled at a time t . I t w ould be possible to move one of these jobs with a greater weight to time t, and then replace it with an unscheduled job. However, there are no unscheduled jobs with a weight greater than that of t , so this cannot increase Z t . Therefore Z t is the maximum possible value for all t, and Z 0 = P w i U i .
Finally, in Stage 3, the less important non-time-constrained jobs are scheduled in non-increasing order of weight, in the time slots that are still idle. Time-constrained jobs were already scheduled as late as possible, so they cannot be delayed further without missing their deadlines. Sorting by weight i s a n O N 3 logN 3 operation, and scanning for idle time slots is ON. Since no operation in any of the stages has a complexity greater than ONlogN, that is the complexity of the entire algorithm.
Summary
This paper addresses the problem of scheduling jobs with diverse performance objectives, i.e. jobs have di erent w eights, and in some cases, di erent performance measures or criteria. We call such problems heterogeneous-criteria scheduling problems. Jobs are classi ed as either time-constrained, for which P w i U i should be minimized, or non-time-constrained, for which P w i C i should be minimized. All jobs are assumed to be of unit length with integer ready times and deadlines. We h a ve presented an ON 2 algorithm to schedule both time-constrained and non-time-constrained jobs of unequal weight, i.e. 1 r i , p i =1 P w i U i & P w i C i , where we de ne the objective 1 & 2 in heterogeneous criteria scheduling as minimizing 1 for some jobs and 2 for others, and N is the number of jobs. We h a ve also shown how to determine the number of jobs lost at any given weight without nding an actual schedule. In some useful cases, this can be done analytically. If not, it can be done with an OW NlogN procedure, where W is the number of possible weights. Finally, in cases where r i = 0 : 8i, and there is only one set of time-constrained jobs, i.e. 1 p i =1 P w i U i & P w i C i with the one constraint o n w eights, we h a ve presented an ONlogN s c heduling algorithm. All of the algorithms in this paper have been proposed for scheduling on a single machine.
However, comparable problems on M identical parallel machines can also be solved with these algorithms. Simply let r i = Mjob i's ready time and d i = Mjob i's deadline, and then use the single-machine algorithms. Being scheduled at time t in the single-machine problem is then equivalent to being scheduled on machine t mod M at time t div M, where machines are numbered from 0 to M , 1. Thus, P r i , p i =1 P w i U i & P w i C i is ON 2 , and P p i =1 P w i U i & P w i C i with only one set of time-constrained jobs is ONlogN. Although these algorithms could be applied to a wide variety of problems, the motivation for nding them came from research i n to both integrated-services packet-switched networks such a s ATM networks, and soft real-time systems. E cient optimal scheduling will serve a s v aluable tools for researchers in these contexts. 
