Introduction
[2] We have previously reported estimates of the variability of the ocean heat content (OHC) of the world ocean [Levitus et al., 2000 [Levitus et al., , 2005a . The warming trend in OHC dominated earth's heat balance during the past fifty years [Levitus et al., 2001] and the trend has been attributed to the increase in greenhouse gases in earth's atmosphere by Levitus et al. [2001] and Barnett et al. [2001 Barnett et al. [ , 2005 among others.
[3] Here we update these estimates for the upper 700 m of the world ocean (OHC700) with additional historical and modern data [Levitus et al., 2005b; Boyer et al., 2006] including Argo profiling float data that have been corrected for systematic errors. We apply empirically determined corrections for instrumental offsets of bathythermograph (BT) measurements (both expendable bathythermographs (XBT) and mechanical bathythermographs (MBT)) using near-contemporaneous data from Ocean Station Data casts (OSD) (reversing thermometers) and ConductivityTemperature-Depth (CTD) casts similar in technique to Gouretski and Koltermann [2007] (hereinafter referred to as GK07). The purpose of this paper is to determine the effect of correcting for these BT biases on our estimates of OHC700. The source of the time-varying bias in MBT measurements is unknown. We make a correction for this bias here and will investigate the source of this bias in future work. We acknowledge that ocean temperature data are sparse in the polar and subpolar regions of the world ocean but we still refer to our OHC estimates as global. We do this because the OHC estimates are volume integrals so that only relatively small contributions are expected from the polar regions to our global estimates. Nevertheless there are locally important changes in OHC in these regions such as warming of the North Atlantic Water in the Arctic Ocean that may play an important role in climate change.
[4] XBT instruments do not directly measure the depth of each temperature observation as they fall through the water column after entering the sea surface. Instead depth of observation is computed using a fall-rate equation and the time elapsed since the XBT entered the water. An international meeting was held during March 2008 at the NOAA Atlantic Oceanographic and Meteorological Laboratory in Miami to discuss the XBT fall-rate problem. One of the results of the meeting was to establish a web page that contains known references to the XBT bias problem including fall-rate inaccuracies and a collection of data gathered simultaneously by XBT and OSD/CTD instruments which can be used to study the fall-rate problem. This page has been established at www.nodc.noaa.gov.
[5] Wijffels et al. [2008] (hereinafter referred to as W08) and Ishii and Kimoto [2009] (hereinafter referred to as IK09) have associated the XBT biases with a change in the fall-rate of XBT instruments as a function of the year of manufacture. They also note that constant temperature offsets have been found in some CTD/XBT comparisons studies (see www.nodc.noaa.gov). Here we show that the time-varying XBT bias appears to be due to both of these types of errors. Our method of correcting for the XBT timevarying bias reflects this finding. Our results show that even after applying recently developed time-varying fall-rate corrections (W08, IK09) there are still substantial temperature differences between near-contemporaneous XBT and OSD/CTD profiles in the upper 100 m of the ocean.
[6] We emphasize that our work represents an attempt to correct for observed XBT biases and that more work remains to solve this problem. Complicating any attempt to correct XBT biases, whatever their origin, is the fact that many historical XBT profiles archived at NODC and contained in World Ocean Database 2005 (WOD05) do not contain metadata indicating model type. These metadata deficiencies influenced how we have attempted to compute a correction for the XBT bias error.
[7] GK07 claim that there is a positive systematic bias in XBT data on average of 0.2-0.4°C that leads to overestimates of OHC increase during the past 50 years. They further claim that in the upper 200 m of the world ocean after 1995 the XBT ''warm bias'' exceeds 0.5°C. Our results confirm that there are offsets for both XBT and MBT temperature data compared to contemporary data from bottles and CTD instruments but that the magnitude of these offsets is not as great as claimed by GK07. Also, we find that their claim that using bias-corrected XBT data reduces our earlier estimates of OHC change since the 1950s by a factor of 0.6 is not correct. Figure 1 shows our earlier result [Levitus et al., 2005a] and our present result with additional data and corrections applied as described in this article. Table S1 is per unit area of ocean surface.
Data and Method
[8] To identify possible offsets in temperature measurements from MBT and XBT data we initially followed the method of GK07. We converted synoptic temperature profiles to anomaly profiles by subtracting out the climatological monthly mean temperature value at each standard depth level in the vertical using our objectively analyzed fields of temperature. This reduces the influence of the annual cycle. Note that these climatologies initially included the biased XBT and MBT data. Next we averaged all XBT anomaly observations on a 2°Â 4°Â 1-year grid at the sixteen standard depth levels used in World Ocean Atlas 2005 in the upper 700 m of the world ocean. We do the same separately for MBT data (eleven standard levels in the upper 250 m of the world ocean; there are approximately 2.3 million MBT profiles in WOD05 of which approximately 480,000 reach 250 m depth). We also performed this averaging separately for the combination of temperature measurements from OSD and CTD casts. At each standard level for each year we computed the differences between XBT and OSD/CTD averages for each 2°Â 4°gridbox and do the same for MBT and OSD/CTD averages. For each standard level and year we computed the median of the differences of all gridboxes. Using the median as opposed to the arithmetic average is critical because it reduces the influence of outliers on the estimates of the differences between the BT data and the OSD/CTD data. To illustrate the importance of using the median, Figure S1 shows the frequency distribution of global XBT minus OSD/CTD differences for 2°Â 4°gridboxes for the year 1999 at 150 m depth. The median of the differences shown is 0.079°C and the arithmetic mean is 0.163°C. Examination of other frequency distributions of this type by year and depth indicate the presence of numerous outliers and non-normality of frequency distributions. Thus medians are preferred for computing the average differences between these data types. Figure S2 shows time series of the number of MBT minus OSD/CTD difference pairs and the number of XBT minus OSD/CTD difference pairs. Note the large decrease in MBT-(OSD/CTD) data pairs after 1986 and a large decrease in XBT-(OSD/CTD) data pairs after 1994. Figure S3 shows that most XBT-OSD/CTD difference pairs occur in the midlatitudes of the northern hemisphere. The same is true for MBT difference pairs.
[9] Figure S4a is a plot of the differences between XBT and OSD/CTD data as a function of year and depth from GK07 based on the arithmetic mean. Figure S4b is our estimate based on using medians as opposed to arithmetic means. Figure S5a is a plot of the differences between MBT and OSD/CTD data as a function of year and depth from GK07 and Figure S5b is our corresponding plot based on medians as opposed to arithmetic means. In both comparisons, estimates of the differences between instrument types using medians as opposed to arithmetic means tend to be smoother as a function of time and smaller in magnitude. In Figures S4 and S5 at least thirty 2°Â 4°grid boxes for each year and standard depth level must exist for the data point to be plotted. We further smoothed our difference fields by computing 5-year running means. We applied these corrections to the XBT and MBT standard depth temperature values and recomputed the monthly climatologies used to remove the annual cycle and then repeated the entire procedure a second time to minimize the biases. This iteration is necessary because the monthly climatologies we use to compute anomalies include the biased XBT and MBT data. Figures 2 and S6 respectively show the corrections that we have applied to the XBT and MBT profiles after the two iterations. Figures S7 and S8 show that the global average biases in the XBT and MBT values at each depth are reduced to near zero.
[10] The results of GK07 and our work show that for both (XBT)-(OSD/CTD) differences and (MBT)-(OSD/CTD) differences that a subsurface maximum (50 -100 m) occurs. This can be due to sampling the shallow tropical permanent thermocline but is most likely due to sampling seasonal thermoclines in the extratropics since the extratropics is where most of our difference pairs occur and our database has more measurements from warmer as opposed to colder seasons. Differences between response times of thermistors in BTs as well as differences in response time of the pressure measuring sensor in MBTs and inaccurate fall-rate equation in XBTs could each play some role in the existence of a subsurface maximum in these difference statistics.
[11] We eliminated the effect of BT offsets by subtracting the global average differences shown in Figures 2 and S6 from each XBT and MBT profile respectively at each standard depth level for each year in which the BT profile was measured. Using all corrected data we recomputed monthly climatologies of temperature at standard depth levels. We then computed all-data yearly and seasonal temperature anomaly fields by subtracting the corresponding climatological one-degree square monthly mean temperature value from each standard level temperature value in each temperature profile. The final step was to compute yearly OHC700 fields.
[12] There is one difference in data processing between our earlier works and our present work. Previously we computed climatological monthly means by averaging all data in each 1°-square for each climatological month regardless of year of observation. Now we compute decadal monthly means by averaging all data within each month for decadal periods beginning with 1955 -1964 and then averaging these decadal climatological monthly means to compute the long-term climatological monthly mean (1955 -2006) . This is necessary because of the large amount of Argo profiling float data introduced to the observing system in recent years which can bias climatologies to the Argo sampling period. The last ''decade'' for compositing was actually 1995-2006.
Comparison With Other Estimates
[13] Figure S9 compares our present result with estimates by Domingues et al. [2008] (hereinafter referred to as D08) and IK09. All three estimates of OHC700 exhibit a similar linear trend but there are differences in the year-to-year variability. These estimates all use different processing methods and there are some differences in the data used. respectively. The general agreement of the three results suggests that the global linear trend is qualitatively robust to processing methods although there are differences in the magnitude of the trend. However there is reason to question the D08 results as we shall show.
[14] To further investigate the effect of the different methods of determining corrections to the XBT bias problem we have separately applied the XBT fall-rate corrections developed by W08 Table 1 ] and IK09 to the database used to compute our OHC700 estimate in this paper. Figure S10 shows time series of OHC700 based on the W08 corrections and the D08 estimate. After the mid 1990s substantial differences between the W08-based series and the D08 series occur with the W08-based series decreasing in magnitude before substantially increasing after 2001. We do find good agreement between IK09 and our computation of OHC700 using the IK09 corrections applied to our database (not shown).
[15] It is revealing to examine the differences between XBT data corrected using W08 and the OSD/CTD data in 4°Â 2°Â 1-year (based on 5-year running mean) boxes as we did in Figure 2 . Figure 3 shows the results of this computation. A clear subsurface maxima appears at approximately 50 m depth as a function of year indicating a systematic time-varying global average XBT temperature bias that has not been eliminated by the time-varying fallrate-based W08 correction. A similar result holds true for the IK09 correction (not shown). Thus application of a correction to XBT fall-rate equations (at least for the two discussed in this paper) does not completely eliminate the upper ocean XBT warm bias. In particular W08 results clearly document [Wijffels et al., 2008, Figure 9 ] that the regression technique they use to compute their fall-rate correction equation produces errors. Although this uncorrected bias in the upper 100 m of the water column does not contribute to a substantial error in the OHC700 global integral, systematic errors of order 0.1 -0.2°C in the upper 100 m of the ocean may be of importance for properly estimating tropical cyclone heat potential or for other purposes.
[16] It would be preferable to correct each individual XBT based on its probe type because different XBT probe types have different fall-rates. However there is a lack of metadata for many XBT profiles that would allow us to do this without reducing the amount of data available for computations. IK09 assumed a single fall-rate equation for all unknown XBT types. The agreement shown in Figure S9 suggests that this may not be a bad assumption for the computation of the global integral of OHC700.
Global and Basin Times Series
[17] Figure S11 
Global Seasonal OHC Estimates
[18] We are beginning an effort to compute seasonal and eventually monthly OHC estimates and make these diagnostic quantities available within a few months after each observation period ends. Towards this effort we have computed seasonal OHC700 estimates for 1955 -2008 which are shown in Figure S12 . The individual time series are similar which means that our estimates are relatively stable even with the relative lack of data in parts of the world ocean. However this is not equivalent to stating that we have enough data to capture all the variability that could contribute to these integrals if we had a more comprehensive database. We use these seasonal estimates to compute confidence intervals for our yearly time series and these are shown in Figure S13 . Two yearly ocean OHC700 estimates are shown in Figure S13 . One is our ''all-data'' yearly estimate approach [Levitus et al., 2000 [Levitus et al., , 2005a and the other is the average of our four seasonal estimates. The curves are generally close. Differences between the curves in an individual year can be due to sampling bias differences between seasons in these years and actual seasonal variability. Figure S14 shows our seasonal estimates as one continuous time series plotted with our annual mean (average of four seasons) time series.
Discussion
[19] Correcting for XBT biases reduces the magnitude of the interdecadal variability of our earlier estimates of OHC700 but has relatively little effect on our previous [Levitus et al., 2005a] estimate of the long-term OHC trend. It is important to note that as additional data becomes available that our results may change somewhat because of better data coverage and more difference pairs becoming available for correcting instrumental biases. To the extent that the XBT temperature bias is due to fall-rate inaccuracies our method of correcting temperature values empirically from comparison with near-contemporaneous OSD/ CTD data can be criticized. This is because for a purely fallrate induced temperature bias, the temperature error for any particular XBT profile depends on the local stratification. We have shown ( Figures S7 and S8 ) that we have reduced the XBT bias to near zero for the global integral as a function of depth and time but there are certainly local differences due to the local stratification in different regions. The agreement between our OHC700 time series and IK09 which is estimated assuming that the XBT bias is solely due to fall-rate error suggests that our two OHC700 global time series are fairly robust as to the two types of XBT bias correction techniques that were applied. As noted earlier the IK09 does not eliminate the time-varying bias in the upper 100 m of the water column. There is unquestionably more work to be done in understanding and developing corrections for the XBT and MBT biases discussed in this paper.
[20] Because of the importance of OHC as a major component of earth's heat balance it needs to be accurately monitored. Analyses using independent data types such as those provided by Dickey et al. [2008] are important in evaluating OHC estimates.
[21] All data used in this study as well as the yearly and seasonal gridded heat content fields are available at http:// www.nodc.noaa.gov/OC5/indprod.html.
