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"As long as there are games to play it is not over."
Sir Alex Ferguson
Abstract
Pulsating aurorae (PsAs) are low-intensity diffuse type aurora, which switches on and
off with a quasi-periodic oscillation period from a few seconds to ∼ 10 seconds. They
are predominantly observed after midnight magnetic local time, during the recovery
phase of substorms, and at the equatorward boundary of the auroral oval. Pulsating
aurorae are caused by precipitating energetic electrons, which span a wide range of en-
ergies between 10s of keV to 100s of keV electrons. The origin of PsA electrons is
mainly from the plasma sheet and occasionally from the outer radiation belt. The stop-
page altitude of these precipitating electrons can reach down to the mid-mesosphere (70
km), a region where increased ionization can impact the ozone balance. The pulsating
aurora altitude range consists of a transition between neutral dominating and plasma
dominating regions. This makes the energy deposition associated with pulsating aurora
very important in the magnetosphere-atmosphere-ionosphere dynamics.
To understand the contribution of the PsA electrons in ionizing the atmosphere and
changing its chemistry, the energy of the electrons should be characterized. A general
way of providing energy information about the precipitating electrons is constructing
energy spectra from possible satellite and ground-based measurements. To investigate
the atmospheric chemistry effects of PsA electrons, the spectra can be used as an input
in atmospheric models. In addition, from the spatio-temporal characteristics of PsA a
realistic input for the atmospheric models can also be constructed.
In this thesis, satellite measurements of precipitating electrons during PsA events
identified using optical observations are used to construct the energy spectrum. The
energy spectrum is used in a one-dimensional ion chemistry model to study the effects
of the electrons in the middle atmosphere. Radar measurements of electron density and
HF radio wave attenuation during PsA are used to characterize the ionization level and
the spatio-temporal extent of PsA. The ionization level of different types of PsA is also
studied using electron density measurements and ion chemistry model outputs.
vi Abstract
Outline
This thesis consists of an introductory part and four scientific papers. Chapter 1 gives
an introduction to the thesis. In Chapter 2, the Sun-Earth environment will be intro-
duced and an overview of regions of the magnetosphere, the Earth’s atmosphere, and
relevant processes related to the topic of the thesis will be provided. In Chapter 3, the
instruments and data used in the publications will be discussed. Chapter 4 will mainly
discuss PsA related literature together with the findings of this thesis. In Chapter 5, a
summary of the four papers used in the thesis will be presented. Finally, Chapter 6 will
outline conclusions and future prospects.
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2020.
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39, 135–149, https://doi.org/10.5194/angeo-39-135-2021, 2021.
Paper IV Tesema, F., Partamies N., Whiter D. K., Ogawa, Y., Types of pulsating au-
rora: Comparison of model and EISCAT electron density observations, sub-
mitted to Annales Geophysicae, March 2021.
I have also contributed to the following papers, but, they are not part of this work:
Paper A Partamies, N., Tesema, F., Bland, E., Heino, E., Nesse Tyssøy, H., and
Kallelid, E.: Electron precipitation characteristics during isolated, com-
pound, and multi-night substorm events, Annales Geophysicae, 39, 69–83,
https://doi.org/10.5194/angeo-39-69-2021, 2021.
Paper B Tesema, F. Meriwether, J., Damtie, B., Nigussie, M.: Nighttime equatorial
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Chapter 1
Introduction
Figure 1.1: An auroral image taken from the International space station, pulsating aurora is
seen to the right of the bright arc. (https: // www. nasa. gov/ image-feature/ goddard/ 2016/
stunning-aurora-from-space ). Credit:NASA
The Sun, the nearest star and energy source for our home planet Earth, sustains
life by emitting light and heat in the form of electromagnetic radiation. Besides, the
Sun emits a continuous stream of particles, mainly electrons and protons, in the form
of solar wind that could destroy the Earth’s environment. However, we are mostly
protected by the Earth’s magnetic field, deflecting the solar wind particles and shielding
us in a region called the magnetosphere. This shielding is not perfect and depends on
the magnetic field’s direction. The magnetic field which is embedded (frozen) into the
solar wind is called the interplanetary magnetic field (IMF). When the IMF direction
is anti-parallel to the geomagnetic field, the magnetosphere opens up through merging
of the two fields in a process called magnetic reconnection. This allows the solar wind
particles to enter the magnetosphere and slide down along geomagnetic field lines to
collide with the Earth’s atmosphere over the polar regions and creates a magnificent
display called the aurora. The aurora color and structure can differ depending on the
energy of the particles.
Most of the auroral displays we see are caused by the electrons. As the electrons
precipitate down to the atmosphere, they create different colors of the aurora, mainly
red, green, and blue. The green and blue auroral emissions occur deep into the at-
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mosphere, around 100 km, and are caused by relatively energetic electrons compare to
the red aurora, which occurs above 200 km. The nightside aurora we can see with our
naked eye, is formed as spirals, curls, and curtains rapidly moving around in the mid-
night sky, after which a diffuse type, low intensity aurora appears. Within the diffuse
aurora, features start to blink on and off. This display is called pulsating aurora (PsA).
PsA is known as the highest energy aurora. It is mainly caused by the precipita-
tion of energetic electrons originated from the modulation of magnetospheric electrons
by wave-particle interactions (Kasahara et al., 2018; Nishimura et al., 2010, 2011a).
It is mostly sub-visual to human eyes but manifests as blinking patches and arcs in
photographs. The horizontal size of the aurora ranges from 10 to 200 km and the
pulsation period is of the order of a few seconds. The atmospheric ionization due
to the PsA electrons occurs below 110 km, sometimes down to 70 km altitude. This
broad range of altitudes, which includes the mesosphere and lower thermosphere, in-
dicates a large range of electron energies during a PsA. The energetic PsA electrons in
the middle atmosphere produce odd hydrogen (HOx = H+OH+HO2) and odd nitro-
gen (NOx = N+NO+NO2) gases (Sinnhuber et al., 2012). The middle atmospheric
ozone, which is known to regulate the heating balance in the middle atmosphere, can be
depleted by the HOx and NOx gases through catalytic reactions. This creates an imbal-
ance in the middle atmospheric heating and cooling rates, and the effect can propagate
to the lower atmosphere contributing to climate variability (Seppälä et al., 2009).
In recent years, the role of energetic particle precipitation in the middle atmospheric
chemistry and further down to the regional surface temperature and pressure variability
has been acknowledged (Rozanov et al., 2012). However, most of the studies related
to the energetic particle precipitation focused on substorm-related precipitation and
short-term precipitation like solar proton events (Seppälä, 2004; Seppälä et al., 2007a;
Sinnhuber et al., 2016; Turunen et al., 2009). The contribution of PsA electron pre-
cipitation, which could be in the relativistic energy range, has been given even less
attention. Global models often use magnetic indices to quantify the energy deposition
to the atmosphere, which can work to some level in the active geomagnetic periods
(Tyssøy et al., 2019). However, the energy deposition associated with PsA is likely
overlooked in energetic particle precipitation (EPP) proxies based on magnetic indices.
This is due to the fact that PsA is often a substorm recovery phase phenomenon, and
magnetic indices cannot capture the energy deposition associated with it (Partamies
et al., 2017). In order to provide realistic inputs for global models, there is a need to
characterize the spatio-temporal variations of PsA and the energy of the electrons caus-
ing it. In general, the characteristics, morphology, and occurrence rate of PsA have
been well documented. However, the spatial coverage and statistical information about
PsA electrons’ energy and their effects in the middle atmospheric chemistry have been
very limited.
This thesis work has mainly focused on characterizing energetic particle precipi-
tation during PsA and its effect on atmospheric chemistry. The results fill the above-
mentioned knowledge gap by providing the statistical energy spectrum of PsA elec-
trons, the magnetic local time extent, and latitude coverage of PsA. The middle atmo-
spheric effects of PsA electrons are studied by implementing the 1D ion and neutral
chemistry model. The results presented in this thesis further strengthen the charac-
teristics and morphology of PsA reported in previous studies and provide additional
information about the electron precipitation during different categories of PsA.
Chapter 2
The Sun-Earth environment
In this chapter, the background material needed to understand the Sun-Earth interac-
tion is discussed. It begins with a quick overview of the Sun and solar wind, followed
by examining the magnetosphere’s basic structure and regions. Section 3, highlights
the magnetospheric substorm, a plasma source for the inner magnetosphere and a pro-
cess responsible for most of the nightside aurora displays over the polar region. The
motion of charged particles inside the magnetosphere and a short introduction to radia-
tion belts will be presented in section 4 and 5, respectively. Finally, a brief description
of the Earth’s atmosphere focusing on the ionosphere, aurora, and middle atmosphere
dynamics and chemistry will be presented.
2.1 The Sun and solar wind
The Sun, our nearest star and the center of our solar system, is located 150 million
kilometers away from the Earth. The light and heat from the Sun are essential to sus-
tain life on Earth. The Sun is made of 92.1% Hydrogen, 7.8% Helium, and 0.1% of
heavier atoms such as oxygen and carbon. These gases are held together by the Sun’s
gravitational attraction. This attraction creates a region of high pressure at the cen-
ter of the Sun, called the core. In the core, the pressure is so high that four hydrogen
atoms fuse together, by a process called nuclear fusion, to create a helium atom. This
process releases staggering amounts of energy that powers the Sun. The energy will
heat the gases and break apart atoms into charged particles to create a super-hot mix
of electrons and ions called plasma. The plasma is continuously rotating and convect-
ing, which results in a complex solar magnetic field topology (Babcock, 1961). This
solar magnetic field is the primary driver of a wide variety of solar phenomena, ranging
from slowly varying features, such as sunspot, solar prominences, and coronal holes,
to highly dynamic features such as solar flares and coronal mass ejections. At the out-
ermost surface of the Sun, the corona, high temperatures result in a pressure force that
exceeds the Sun’s gravity, allowing the plasma to escape the Sun. The escaped plasma
streaming out to space is called the solar wind (Parker, 1959, 1958a).
The solar wind mainly consists of protons and electrons together with small frac-
tion of Helium and trace gases such as carbon, nitrogen, oxygen, and Neon. It flows
continuously away from the Sun and fills the interplanetary space. There are two so-
lar wind categories: a fast, uniform, and quasi-steady wind blowing at a velocity >
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400 km/s as well as a slow, gusty, and highly varying wind with < 400 km/s. The origin
of the fast and slow solar wind is different (Abbo et al., 2016, and references therein).
The fast solar wind originates from open solar magnetic field regions of the Sun called
coronal holes (Cranmer, 2009; Feldman et al., 2005). Such open field lines dominate
solar magnetic poles during solar minimum and low latitudes during solar maximum
(Cranmer, 2009). However, the origin of the slow solar wind is still unclear (Abbo
et al., 2016) and it might be associated with small coronal holes, open field regions
around the boundaries of large coronal holes, and closed coronal loops (Schwadron
et al., 2005).
Because solar wind is a highly conducting fluid, it also drags the solar magnetic field
away from the Sun. This plasma motion with the interplanetary magnetic field lines is
termed as the frozen-in field concept (Alfvén, 1942). The plasma embedded within
the solar magnetic field in the interplanetary space is called IMF. Thus, the solar wind
plasma follows the IMF that is still tied to the Sun. The combination of the radially
flowing solar wind (red arrows in Figure 2.1) and the Sun’s rotation causes the spiral
structure often called the Parker spiral (Parker, 1958b). At the Earth’s orbit, the angle
between the IMF and the sunward direction is mostly 45◦ (Jackel et al., 2013). The
solar wind parameters, magnetic field strength and orientation, velocity, temperature,
and density vary throughout the 11-year solar cycle and during transient structures such
as corotating interaction regions, and coronal mass ejections. On average, the solar
wind density is about 5 cm−3, a temperature of 105 K, and field strength 5 nT.
Figure 2.1: Schematic diagram of Parker spiral.
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2.2 Earth’s magnetosphere
The Earth has its own magnetic field, believed to originate from the electric currents
produced by the convective motion of conductive material (mainly molten iron) far
below the surface in the Earth’s outer core (Elsasser, 1939). It can be approximated as
a dipole field titled 11◦ away from Earth’s rotation axis. It acts as an obstacle to the solar
wind flow and protects the Earth’s atmosphere from being stripped away by solar wind
particles. Thus, this field is an important shield for the Earth. The effect of this field
extends far out into space to create a region called the magnetosphere (Gold, 1959). It
is shaped when the solar wind interacts with the Earth’s magnetic field. Therefore, the
solar wind is responsible for the form of the magnetosphere.
Figure 2.2: Structure and regions of the Earth’s magnetosphere (Eastwood et al., 2015).
On the sunward side of the Earth, the solar wind compresses the magnetosphere and
diverts along the flanks towards the nightside. On the nightside, the diverted solar wind
sweeps the magnetic field and stretches it far out to form the magnetotail as shown in
Figure 2.2. Since the solar wind is a supersonic wind, it creates a shock boundary out-
side the magnetosphere known as the bow shock (denoted with the outer dashed line in
the figure). This slows down the solar wind and forms a region of thermalized subsonic
hot and dense plasma with strong field called the magnetosheath (Retinò et al., 2007,
and references therein). This region is colored orange in Figure 2.2. The magneto-
sphere’s general shape is controlled by the balance between the pressure exerted by the
magnetosheath and the magnetosphere creating a boundary called magnetopause. As-
suming the main solar dynamic pressure is coming from the ions, the pressure balance





where nsw, mi, and vsw are the number density, mass and flow speed of the solar wind,
respectively, B is the geomagnetic field strength and µo is the magnetic permittivity of
the vacuum.
Inside the magnetosheath, the solar wind plasma and the geomagnetic field interact
at the magnetopause. The location of this boundary is typically at a distance of ∼10
Earth radii (RE) from the Earth, where one RE is 6371 km. The interaction between
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the two fields largely depends on the IMF orientation. The most efficient interaction
happens when the two magnetic fields are directed antiparallel, as shown in Figure 2.2.
This enables the two fields to merge through a process called magnetic reconnection. In
this process, the frozen-in field concept breaks down, allowing the plasma and the field
to move separately. The magnetic field lines reconfigure and change their magnetic
topology. The highly kinked and newly formed open magnetic field lines retreat and
move away from the reconnection region, and the field and the plasma start to move
together again. This process allows the solar wind plasma to diffuse through the open
field lines and precipitate in the cusps, a region where solar wind plasma has a direct
acess to the magnetosphere. The solar wind then drags the open field lines from the
dayside over the polar cap (region of open field lines) onto the nightside, where the open
field lines once again will reconnect to form closed field lines. The closed magnetic
field lines convect into the inner magnetotail along the dawn and dusk flanks and then
back to the dayside to complete the cycle. The entire cyclic process is known as the
Dungey cycle (Dungey, 1961).
On the nightside, the magnetic field lines connected to the Earth tend to stretch far
out, as shown on the right-hand side of Figure 2.2. Next to the magnetosheath, the
major part of the magnetotail is covered by tail lobes, which consists of low-density
cold plasma of predominantly ionospheric origin (Haaland et al., 2017). The solar
wind and the tails lobes’ field lines are connected and form a plasma mantle boundary.
The plasma mantle consists of cool magnetosheath plasma that moves in antisunward
direction. Inside the lobes is the plasma sheet. It is a reservoir of hot and relatively
dense plasma at the center of the magnetotail. It typically has a thickness of 4–8 RE
with 0.1–1cm−3 electron density, 1 keV electron temperature, and 5 keV protons. In
this region, the magnetic field pressure is dominated by plasma pressure. The magnetic
field is relatively weak, especially around the magnetotail reconnection point. The
plasma in the plasma sheet is primarily tied to the closed magnetic field lines and is
responsible for a large fraction of the geomagnetic activity, in particular disturbances
associated with magnetospheric substorms.
2.3 Magnetospheric substorm
In the open magnetosphere model proposed by Dungey (Dungey, 1961), the magne-
topause and magnetotail reconnections are considered to be balanced. Hence, the mag-
netosphere is in a steady-state. However, the reality is different. For example, varia-
tions of solar wind parameters, such as changes in the direction of the IMF, will create
an imbalance between magnetic flux loading and unloading between the dayside and
nightside reconnection. The net amount of magnetic flux transported from the dayside
reconnection will pile up in the magnetotail. This makes the magnetotail unstable, and
the surplus magnetic energy stored in the magnetotail suddenly ejected in the form of
particle thermal and kinetic energy through reconnection (Angelopoulos et al., 2008).
The events related to the explosive release of energy are commonly referred to as sub-
storms (Akasofu and Chapman, 1961).
Satellites around geosynchronous orbit (6.6 RE) observe magnetospheric changes
during substorms (Turner et al., 2017, and references therein). The main signatures
of substorms in the magnetosphere are plasma sheet thinning and expansion, magnetic
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field dipolarization, fast plasma flows (Bursty Bulk flows (BBFs)), energetic particle
injection and intensified field-aligned currents, which can be associated with different
phases of the substorm (Angelopoulos et al., 1992; McPherron, 1970, 1972; McPherron
et al., 1973). During the growth phase, the magnetic flux from the dayside reconnection
is transported over the poles and increases the open flux in the magnetotail lobes. If
the loading of this flux is quicker than the unloading through nightside reconnection,
pressure develops in the magnetotail and changes the magnetic field topology from a
dipole-like to tail-like configuration. This increases the stress on the tail and results in
thinning of the plasma sheet (Nakamura et al., 2002). This is followed by a substorm
onset, where the magnetic field suddenly relaxes from the stressed tail-like to a dipolar
configuration due to the disruption of the cross-tail current. This reconfiguration is
called dipolarization. Following the dipolarization occurs an earthward expansion of
the heated plasma sheet. At this point, a sudden inward transport of energetic electrons
and ions (tens to hundreds of keV) from the plasma sheet into the inner magnetosphere
can be observed (Dai et al., 2014; Sandhu et al., 2018; Turner et al., 2017). This
sudden enhancement of the flux of energetic particles (2 or 3 orders of magnitude larger
than the quiet time), called particle injections, contributes to the ring current’s build-
up (Sandhu et al., 2018), resulting in geomagnetic storms and variability in the inner
magnetospheric regions, such as radiation belts and plasmasphere (He et al., 2016;
Millan and Baker, 2012; Pierrard and Cabrera, 2006; Zhang et al., 2017).
2.4 Particle motion in the magnetosphere
Once the solar wind particles find pathways to the magnetosphere, their motion is gov-
erned by the well known Lorentz force, which can be written as:
F = q(E+V×B), (2.2)
Where q is the particle’s charge, E is the electric field, B is the geomagnetic field, and
V is the particle’s velocity. In the absence of an electric field, the particle will gyrate






where m is the mass of the particle. The radius with which the particle gyrates (called




where v⊥ is the perpendicular component of the particle’s velocity. If we introduce a






The above equations consider a uniform magnetic field, but often this is not the case in
the magnetosphere. The geomagnetic field has gradients and curvatures, as illustrated
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where v⊥ is the particle’s perpendicular velocity, and ∇B is the gradient of the magnetic







where Rc is the radius of curvature and v‖ is the particle’s parallel velocity.
Suppose the Earth’s magnetic field changes very slowly (or ’adiabatically’) com-
pared with the typical particle motion periodicities. These physical quantities are called
adiabatic invariants. The three magnetic adiabatic invariants (the magnetic moment,
longitudinal invariant, and drift (flux) invariant) can describe the main features of the
motion of charged particles trapped in a slowly varying magnetic field in the magneto-
sphere.
The first adiabatic invariant, the magnetic moment µ is associated with the gyro





µ is conserved as long as the variation of magnetic field B is small compared to the
gyro period (equation 2.3), and the gyroradius (equation 2.4) is much larger than the
magnetic field line curvature.
The second invariant, longitudinal invariant, is associated with the particle’s bounce
(mirror) motion. It is defined as the bouncing motion period of the trapped particles
between two mirror points (i.e., the northern and southern hemispheres) on a magnetic




where p‖ is the particle’s momentum parallel to the geomagnetic field and ds is a dis-
tance element along the field line. J is invariant as long as the magnetic field varies in
a time longer than the bounce period.
The third invariant, Φ, is the drift motion around the Earth as shown in Figure 2.3(b).
This drift is due to the magnetic gradient and the curvature of the geomagnetic field.









The particle’s charge is involved in this equation, electrons drift eastward, and ions drift
westward as shown in Figure 2.3 (a). Φ is defined as the total magnetic flux enclosed
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Figure 2.3: Particle motion in the magnetosphere (a) and associated constants of motion in an ideal
magnetic field (adiabatic invariants) (b).
Φ is invariant whenever the frequency of the electromagnetic fields is much smaller
than the drift frequency.
In the inner magnetosphere, it is possible that a charged particle keeps gyrating,
bouncing, and drifting. This, for example, creates magnetospheric regions such as ring
current, plasmasphere, and radiation belts. However, the mirror point where the par-
ticle is bouncing back depends on the angle between the local magnetic field and the
particle’s velocity when it enters the inner magnetosphere at the magnetic equator. This
angle is known as the pitch angle. If the pitch angle at the entrance point corresponds
to a mirror altitude less than 100 km, the particle will be lost (precipitate) in the neu-
tral atmosphere instead of bouncing back. The set of angles where the particle will
precipitate is called the loss cone.
The adiabatic invariants discussed above hold in quiet geomagnetic conditions and
quasi-dipolar magnetic field configuration. However, during geomagnetic disturbance
periods, the adiabatic invariants can be violated. If either one or two of the adiabatic
invariants is violated, a particle can be accelerated through gyro-resonant interaction
with plasma waves, diffused across the magnetic field, or pitch angle scattered and
precipitated into the atmosphere. Such violation related processes are essential in the
dynamics of inner magnetospheric regions, such as the radiation belt (Baker et al.,
2018; Millan and Baker, 2012; Turner et al., 2012).
Various types of plasma waves, which can be electromagnetic, electrostatic or mag-
netosonic, are generated in the magnetosphere through the conversion of plasma and
energetic particles’ kinetic energy into wave energy. These plasma waves interact with
the particles to accelerate and pitch angle scatter the particles themselves. Such wave-
particle interactions in the magnetosphere are an essential component in the inner mag-
netosphere dynamics. Among numerous waves in the magnetosphere, chorus and elec-
tron cyclotron harmonic (ECH) waves’ interactions with magnetospheric electrons are
the dominant causes of pulsating aurora, which will be discussed in detail in Chapter 4.
ECH waves are electrostatic emissions with frequencies between the harmonics
of the local electron cyclotron frequency dominantly around the odd integral half-
harmonics. The loss cone instability of the ambient, hot plasma sheet electron dis-
tribution with a low-density cold component is thought to be the main driver of ECH
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waves (Horne, 2003). These waves are localized to a few degrees of the magnetic
equatorial zone of the magnetosphere and are observed most frequently in the night
and dawn sectors (21–06 MLT) between 5 RE and 10 RE regions (Ni et al., 2011; Zhang
et al., 2014). They are capable of scattering plasma sheet electrons at farthest distances
(>8 RE) in the non-dipolar magnetic field region of the outer magnetosphere.
Chorus wave emissions are intense electromagnetic and right-handed polarized
whistler mode waves that are excited naturally in the low density region outside the
plasmasphere and near the geomagnetic equatorial region of the magnetosphere (Li
et al., 2011). They are observed in two distinct frequency bands: lower and upper band.
The lower band chorus (LBC) waves have frequencies between 0.1 fce and 0.5 fce, and
the upper band waves have frequencies between 0.5 fce and fce, where fce is the equa-
torial electron gyro-frequency. The amplitude of both bands are generally higher dur-
ing the geomagnetic active periods (Li et al., 2011). They exist both in the nighttime
(22–06 MLT) confined to magnetic equator and daytime (06-13 MLT) propagating to a
much higher latitudes. They can also persist on the dayside at a distance above 7 RE
during low geomagnetic activity (Li et al., 2009). The high amplitude chorus waves
are mainly confined in the region from the premidnight to postdawn sector and inside
8 RE . On average, the upper band chorus waves are stronger in the nightime than in the
daytime and are restricted to regions within 7 RE .
2.5 Radiation Belts
The discovery of radiation belts is dated back to the start of the space age. Van Allen
discovered the radiation belts using the Geiger-Muller counter onboard Explorer 1, the
first US satellite, in 1958 (Van Allen et al., 1958). The radiation belts are doughnut-
shaped regions comprised of trapped electrons and protons (Figure 2.3) that drift around
the Earth. There are two separate radiation belts (Figure 2.4), the inner radiation belt
located close to the Earth, at about 1–2 RE , and the outer radiation belt, located at about
3–7 RE (Van Allen, 1959; Van Allen and Frank, 1959). Protons and electrons form
the inner radiation belt; however, the outer radiation belt is dominated by electrons.
While the inner belt is usually stable, the outer belt is highly dynamic and variable, es-
pecially during active geomagnetic periods (Reeves et al., 2003). Several competing
processes control the dynamics of the outer radiation belt (for example see Baker et al.,
2016). Inward radial diffusion and local acceleration due to the transfer of energy from
whistler-mode plasma waves to radiation belt electrons are the sources of the dynam-
ics (Baker et al., 2014). Electrons are removed continuously from the radiation belts
through outward radial diffusion, magnetopause shadowing, and precipitation (Shprits
et al., 2006; Turner et al., 2012; Ukhorskiy et al., 2006).
The outer belt consists of trapped energetic electrons (from 0.1 up to 10 MeV)
injected from the geomagnetic tail during substorms and are subsequently energized
through wave-particle interactions (Baker et al., 2018; Millan and Baker, 2012; Shkl-
yar, 2017). The inner belt mostly contains energetic protons with energies up to
100 MeV and electrons in the range of hundreds of keV trapped by a stronger mag-
netic field compared to the outer belt (Baker et al., 2018, and references therein).
Electron and proton fluxes vary dramatically due to substorm-related injections and
acceleration of particles from the magnetotail reconnection. Much is known about the
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radiation belts from a suite of satellite observations in the magnetosphere such as Mag-
netospheric multiscale, Van Allen probes, Cluster, and GOES (Li and Hudson, 2019;
Ripoll et al., 2020). For example, new reports from Van Allen probes observations un-
ravel the existence of a persistent intermediate/remnant electron belt that leads to three
belt configurations (Pinto et al., 2018) and significant achievements in understanding
the ultrarelativistic electrons which are accelerated due to various wave-particle inter-
actions (Baker et al., 2014; Kanekal et al., 2015). As shown in Figure 2.4 radiation
belts host many technological infrastructures in space that most of us rely on. There-
fore, modeling and predicting the behavior of radiation belts is very important (Baker
et al., 2018). Although there are significant efforts in modelling radiation belts’ varia-
tions (Tu et al., 2019, and references therein), there are still open questions about the
dynamics and processes we do not fully understand (Kessel, 2016; Ripoll et al., 2020;
Ukhorskiy and Sitnov, 2013).
Figure 2.4: Schematic diagram of electron radiation belts and space-based technological infrastruc-
tures (Horne et al., 2013).
2.6 Earth’s atmosphere
Earth’s atmosphere is a gaseous region surrounding the Earth, which is retained by the
Earth’s gravity and extends from the surface up to about one thousand kilometers. It
absorbs solar radiation and warms the surface. This region can be divided into differ-
ent subregions based on different physical properties such as temperature, density, and
composition. Based on temperature, the Earth’s atmosphere can be divided into five
subregions: troposphere, stratosphere, mesosphere, thermosphere, and exosphere (see
Figure 2.5). From the Earth’s surface up to around 10 km is called the troposphere,
where the air is warmer near the Earth’s surface and becomes colder higher up. The
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troposphere is highly turbulent and hosts most of the terrestrial weather. Above the
troposphere is a stable region, the stratosphere. In the stratosphere, temperature in-
creases steadily due to the absorption of solar ultraviolet radiation by the ozone layer
and reaches a maximum of around 50 km. The region above the stratosphere up to
about 90 km is called the mesosphere. It has a decreasing temperature profile because
of less gas molecules to absorb the solar radiation. Troposphere, stratosphere, and
mesosphere account for 99% of the atmospheric mass with nitrogen (N2) and oxygen
(O2). The region above the mesosphere is called the thermosphere. In the thermo-
sphere, the temperature rises exponentially because of the absorption of higher energy
parts of solar radiation until it reaches a steady value. The region beyond 600 km is
called the exosphere, where the atmosphere gradually fades away into the interplan-
etary space. The mesosphere, stratosphere and lower thermosphere regions are also
grouped as the middle atmosphere. The region above the middle atmosphere is called
the upper atmosphere, where solar radiation and particle precipitation ionize the neu-
trals forming a plasma of ions and electrons. This partially ionized region extending
from the mesosphere to the thermosphere is called the ionosphere.
Figure 2.5: Altitude profiles of neutral atmospheric temperature (left) and ionospheric plasma density
during the day and night (right) (Kelley, 2009).
2.6.1 Polar ionosphere
The ionosphere is a region of the Earth’s atmosphere roughly located between 60 to
1000 km (see Figure 2.5), consisting of a relatively large number of free electrons and
ions. The polar ionosphere is formed by photoionizations of neutrals with extreme
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ultraviolet and X-ray wavelengths and particle precipitation from the magnetosphere.
Galactic cosmic rays, Lyman-alpha scattering, and meteors can also contribute to the
ionization process (Hunsucker and Hargreaves, 2002). Because the atmospheric com-
positions, densities, and ion production rates change with altitude, the balance between
ionization and recombination processes leads to several distinct electron density peaks.
Based on the peaks, the ionosphere can be divided into three subregions (D, E, and
F). The D region is the lowest region of the ionosphere below 90 km, the E region is
between 90 and 140 km, and the F region is above the E region with its peak around
300km. Most of the ionosphere is covered by F region which ranges from 140 km to
500 km. In the absence of sunlight, particle precipitation is the main source to maintain
the electron density in both the D and E region.
The polar ionosphere is coupled with the magnetosphere through electric fields,
field-aligned currents, and particle exchange (precipitation and outflow) and is highly
dynamic (Heelis, 1982). Perhaps, the most complex region of the polar ionosphere
is the D region. Many complicated and heavy/cluster positive and negative ions are
formed in the D region due to frequent ion chemical reactions (Brasseur and Solomon,
2005). The primary ionization sources for the D region are the Lyman-alpha, solar
X-rays, and secondary cosmic rays. D region is most effective in attenuating high-
frequency (HF) radio waves (Hunsucker and Hargreaves, 2002) and increasing cosmic
noise absorption (CNA). It can severely interfere with HF radio wave transmissions
if its electron density is enhanced by energetic electron precipitation and solar proton
events.
2.6.2 Discrete and diffuse aurora
Aurora, officially called aurora borealis in the northern polar region and aurora australis
in the southern polar region, is the most known and easily identifiable space weather
phenomena in the Sun-Earth connection. It is an emission of light caused by the col-
lisions between the solar wind and magnetospheric plasma particles and the neutrals
in the Earth’s polar atmosphere. The spectrum of auroral emissions cover the X-ray
to the infrared depending on the atmospheric gas and the precipitating particles’ en-
ergy. The neutral constituents and molecular ions involved in the dominant auroral
emissions are N, O, N2, N+2 , O2, O
+
2 . They have specific emission lines. The aurora’s
dominant emissions are from the 557.7 nm green atomic oxygen line and blue emis-
sion at 427.8 nm from molecular nitrogen around 100 km altitude (Brekke, 2015). Red
line atomic emission at 630 nm is dominant in the ionosphere’s F region, altitudes be-
tween 150 and 300 km. A continuous band of aurora around the polar regions, called
the auroral oval, can be found on average extending from 68◦ to 78◦ geomagnetic lati-
tudes in both hemispheres. In the auroral oval, the aurora is seen in different structures
and colors, indicating different categories. Typically, a division is made into two broad
categories of the aurora, which are diffuse and discrete aurora.
Discrete aurora is highly structured and dynamic, usually seen as an intensification
of oxygen green and red line emissions. It often dominates the nightside aurora around
the magnetic midnight and near local magnetic noon. The field-aligned acceleration is
the primary mechanism behind the nighttime discrete aurora types, such as the auroral
arcs, spirals, curls, folds, and auroral bulge (Borovsky et al., 2020). The local noon
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discrete auroras are caused by magnetosheath particles precipitating along the open
field lines (Frey et al., 2019). In general, there are two mechanisms behind discrete
aurora, the quasi-static electric field producing inverted V-type (monoenergetic) aurora
and the dispersive Alfven waves producing the broadband aurora (Newell et al., 2009).
Diffuse aurorae appear as relatively homogenous, weak emission located at the au-
roral oval’s equatorward part. They occur predominantly in the post-midnight sector
and can also be observed in the daytime (Ni et al., 2016). The emission and ioniza-
tion of diffuse aurora occur in the E region, around 100 km altitude (Nishimura et al.,
2020). The sources of the diffuse aurora electrons are predominantly in the central
plasma sheet (> 8 RE) and occasionally in the outer radiation belt (around 5 RE) (Ni
et al., 2016). The electrons are scattered into the loss cone by the electron cyclotron
harmonic (ECH) waves and the whistler-mode waves (Ni et al., 2008, 2016; Nishimura
et al., 2013; Thorne et al., 2010). The energy of diffuse aurora electrons lies below
20 keV. Furthermore, diffuse aurorae provide the largest contribution to the global en-
ergy deposition in the magnetosphere-atmosphere coupled system (Newell et al., 2009).
Figure 2.6: Nighttime all-sky camera observations of aurora on January 21-22, 2015 at Tromsø
(69.58◦N, 19.21◦E). An example of substorm related auroral structures: growth phase (a), expan-
sion phase (b), and recovery phase (c-f). Source: http: // polaris. nipr. ac. jp/ ~acaurora/
aurora/ Tromso/
Nighttime auroral structures are also a signature of substorms, collectively referred
to as auroral substorms and are the ionospheric counterparts of the magnetospheric sub-
storms discussed in section 2.3 (Akasofu, 1964). The growth phase of a substorm usu-
ally starts when the southward IMF is coupled with the dayside magnetosphere through
reconnection. This can be identified as an auroral arc moving equatorward attributed to
magnetic flux buildup in the stretched magnetic field topology on the nightside. Imme-
diately before the breakup and at the substorm onset, the auroral arc brightens. Within
a few minutes, a sudden and intense increase in brightness and poleward motion of dif-
ferent dynamic and fast-moving auroral structures (Figure 2.6 (b)), such as streamers,
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spirals, and westward traveling surge. During the recovery phase, the poleward moving
aurora intensity will fade away, and diffuse aurora become dominant, as shown in Fig-
ure 2.6 (c). Within the diffuse aurora, there is a relatively structured diffuse aurora in
the post-midnight to morning sector, called pulsating aurora, as illustrated in Figure 2.6
(d-f). For example, during the recovery phase of the substorm shown in Figure 2.6 (d),
pulsating aurora emerges on the equatorward side of the all-sky camera and continues
to extend the whole field of view until late morning (Figure 2.6 (f)).
The energy deposition varies correspondingly along the substorm evolution. Im-
mediately after the substorm onset, usually between 22 and 00 MLT, a sharp increase
up to four-fold in the auroral power can be observed (Newell et al., 2001). In the
post-midnight period, the auroral power starts to recover very slowly. The diffuse and
pulsating aurora, which often lies in the post-midnight sector are known to be asso-
ciated with higher electron energies and lower fluxes. Diffuse aurora is the dominant
aurora, which constitutes most of the energy flux deposited in the atmosphere (Newell
et al., 2009).
2.6.3 Middle atmosphere
The middle atmosphere includes the stratosphere, mesosphere, and lower thermo-
sphere. It includes the ozone layer, the coldest part of the atmosphere (summer
mesopause), polar mesospheric clouds, and overlaps with the ionosphere. It is where
meteors ablate, and where airglow and aurora are emitted in a wide range of wave-
lengths. Its structure and composition are determined by the interplay between radiative
and dynamical processes as well as photochemical reactions. Ozone, which is found
between 15 and 100 km altitude as shown in Figure 2.7, is an essential constituent of
the middle atmosphere in determining the chemical and radiative budget (Brasseur and
Solomon, 2005). The changes in the ozone balance in this region can also propagate to
the troposphere and affect the polar climate variability (Brasseur and Solomon, 2005;
Seppälä et al., 2009). As the stratosphere is too low for in-situ satellite observations
and too high for balloon measurements, the only direct observation of the region is
by sounding rockets, which are quite expensive. This makes the middle atmosphere
studies challenging.
In general, atmospheric dynamics is typically driven by the heat differences induced
by the inhomogeneous insolation. There exists an upward cross-tropopause transport
in the tropics and downward in the extratropics as part of a global mass circulation
in the stratosphere (yellow arrows in Figure 2.7). This occurs as an indirect response
to zonal (westward) forcing in the stratosphere, caused by the breaking of large-scale
waves, for example, planetary waves (green arrows), propagating from the troposphere
as shown in Figure 2.7. This large-scale circulation in the stratosphere is referred to
as Brewer-Dobson circulation (BDC), which systematically transports ozone poleward
and downward. Due to the asymmetric distribution of land-sea thermal contrasts and
topography between northern and southern hemispheres, planetary waves are stronger
in the northern hemisphere. Thus, the Arctic stratosphere is more dynamic than the
Antarctic. In addition, BDC circulation is more substantial in the wintertime because
stratospheric winds in the summertime filter planetary waves. Pole to pole extended
wave-driven circulation (residual circulation) exists in the mesosphere primarily due to
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gravity waves (pink arrows) propagating up from the troposphere.
Figure 2.7: Low and middle atmospheric circulation, winds, waves, altitude profile of temperature,
phenomena and processes. T denotes temperature and U denotes the zonal wind.
During winter, the polar region is not heated in absence of solar radiation, this forms
a meridional temperature gradient. Temperature imbalance causes meridional winds
which then turn right due to the coriolis force on Northern Hemisphere (NH) and form
west-east directed winds (blue arrows in Figure 2.7). The circumpolar cyclone cre-
ated by the winds is called the polar vortex. It forms in September and persists until
April (Kidston et al., 2015). Vertically, it extends from tropopause to mesosphere as il-
lustrated in Figure 2.7. However, when the jet (the strong wind following the edge of
the vortex) is weak, planetary waves can propagate upward and dissipate momentum,
which starts to decelerate the jet or, in some extreme cases, reverses its direction and
induces an increase of temperature and weakening of the vortex. This reversal of jet to
westward is followed by the polar vortex displacement or split into two cells. This phe-
nomenon is observed in NH due to the presence of planetary wave activity originated
through the land-sea contrast and the Earth’s topography in this hemisphere.
2.6.4 Mesospheric ozone chemistry
As discussed in the previous section, ozone is an important constituent in the strato-
spheric and mesospheric regions. The principal reaction that leads to the production of
ozone (O3) is a three body reaction:
O+O2 +M −→ O3 +M, (2.12)
where M is the number density of air molecules. The main reactions producing oxygen
atom and molecular oxygen for the above reaction involve photodissociation by the
sunlight are:
O2 +hν −→ 2O, (2.13)
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and
O3 +hν −→ O2 +O, (2.14)
Locally, three-body reactions can also produce oxygen molecules
O+O+M −→ O2 +M, (2.15)
and
O3 +O+M −→ 2O2 +M, (2.16)
Reactions (2.15) and (2.16) are highly dependent on altitude. In the stratosphere, atmo-
spheric density and pressure are so high that the loss of ozone through reaction (2.14)
is instantaneously followed by the production of oxygen molecule by reactions (2.15)
and (2.16) and oxygen atom by reaction (2.13). The net reaction leads to ozone pro-
duction through reaction (2.12). The decrease in pressure in the mesosphere and lower
thermosphere makes the three body reactions (2.15) and (2.16) slow and gives a longer
lifetime for oxygen atom which becomes abundant. In the nighttime, there is no pro-
duction through (2.13) and (2.14), thus, reaction (2.12) dominates the production of
ozone.
Apart from the solar radiation coming from the Sun, in polar regions, the precip-
itation of energetic particles deposit their energy and change the atmospheric chem-
istry. Energetic particle precipitation (EPP) result in the production of odd Hydro-
gen (HOx = H+OH+HO2) and odd Nitrogen (NOx = N+NO+NO2) at the meso-
spheric or lower thermospheric region. Due to the positive ion chemistry in the middle
atmosphere (Brasseur and Solomon, 2005), the energetic particle precipitation pro-
duces HOx from water vapour (H2O). Above 60 km, HOx triggers a catalytic reaction:
H +O3 −→ OH +O2
OH +O−→ H +O2.
(2.17)
The net reaction efficiently removes Ox as:
O+O3 −→ 2O2, (2.18)
Photodissociation of N2 by solar EUV and X-rays is the main source of mesospheric
and thermospheric NOx. However, energetic particle precipitation can also produce
NOx. The abundant neutral molecules, O, O2, and N2, in the atmosphere can be ionized
or dissociated by the EPP to produce ions (N+2 , N
+, O+, and O+2 ), electrons and N.
These ions will further react with O, O2, N2 to produce N. Then, at the mesosphere NO
will be formed by a reaction:
N +O2 −→ NO+O, (2.19)
NO can produce NO2 through many reactions, but the dominant one is the reaction with
ozone.
NO+O3 −→ NO2 +O. (2.20)
During sunlit conditions, NO2 can quickly be converted back to NO through photodis-
sociation and oxidation (Rusch et al., 1981). NO can also be destroyed by photolysis
and cannibalistic reactions (Brasseur and Solomon, 2005). The above-mentioned more
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complicated sets of reactions are more efficient than the production of NO through
the oxidation of nitrous oxide (i.e., N2O+O1D −→ 2NO). During the polar winter
months, the mesospheric NOx will survive many hours, even months and can be trans-
ported downwards, as shown in Figure 2.7) (Seppälä et al., 2007b). This leads to ozone
depletion through the following catalytic reaction:
NO+O3 −→ NO2 +O2
NO2 +O−→ NO+O2
(2.21)
The net reaction becomes:
O+O3 −→ 2O2, (2.22)
For the instantaneous ozone loss in the mesosphere, HOx is more important than
NOx. In the absence of sunlight during winter and spring NOx, which has a longer life
span, can be transported down to the stratosphere, especially during winter inside the
polar vortex (right-hand side of Figure 2.7), and deplete ozone through the catalytic
reactions. Such a depletion of ozone will affect the stratosphere’s radiation budget
and ultimately global circulation. EPP’s impact on the middle atmospheric ozone may
influence the local temperature gradient to drive a zonal wind and affect the polar vortex
variability, and eventually, climate variability.
Chapter 3
Measurements and methods
The results presented in this work are based on ground-based and satellite observations
as well as ion chemistry model results. All-sky camera data from Magnetometers Iono-
spheric Radars All-sky Cameras Large Experiment (MIRACLE) network and from Na-
tional institute of polar research (NIPR) in the both hemispheres were used to identify
pulsating aurora events. EISCAT radars at Tromsø, SuperDARN radars in the southern
hemisphere, KAIRA riometry in Kilipisjärvi, Northern Finland, low altitude satellites,
and Southampton electron transport and ion chemistry model were used to characterize
the energetic electron precipitation during pulsating aurora. The middle atmospheric
chemistry effects of the PsA energetic electrons were studied using the one dimensional
Sodankylä ion chemistry (SIC) model developed by the Sodankylä Geophysical obser-




All-sky Camera (ASC) is an important optical device used to study ionospheric phe-
nomena and upper atmospheric disturbances, such as aurora, airglow, and travelling at-
mospheric (ionospheric) disturbances. Since mid 1900s ASC have been a common tool
and a huge data source to study auroral dynamics in relation to the coupling processes
within the magnetosphere-atmosphere system. A typical ASC consists of a fish-eye
lens, filter wheel, optics, and a detector (shown in Figure 3.1 (a) and (b)) and has a 180-
degree of field of view. The Finnish meteorological institute (FMI) auroral imaging
started during the international geophysical year (IGY) 1957–58. Since then, the cam-
eras have been upgraded in three phases. The first generation of cameras used a black
and white films and were operated until 1973. They were replaced by the color film
cameras operated until 1997. In 1996, FMI replaced the colored film cameras with dig-
ital cameras (Syrjäsuo, 2001). After 2007, some of the camera detectors are upgraded
from intensified charge coupled device (ICCD)(Figure 3.1 (a)) to electron multiplying
CCD (EMCCD) (Figure 3.1(b)) (Sangalli et al., 2011).
ASC observations of aurora require dark and clear skies with no light contamina-
tion. This makes the imaging season limited in the winter time at polar regions. The
imaging season in the NH auroral region starts in September and ends in April. In paper
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I and II we used FMI-ASC from MIRACLE network which are located in the auroral
region (ABK, KEV, KIL, MUO, and SOD stations) as shown in Figure 3.1. The ASC
data used in these papers span the years between 1997 and 2020, therefore all the data
are from ASC with ICCD and EMCCD detectors. One ASC image covers a circular
area with a diameter of about 600 km at 110 km altitude. Keograms are often used to
quickly analyze auroral evolution throughout the night. They are created by extracting
north-south pixel columns of consecutive individual all-sky images and stacking them
in time. For further analysis an ewogram, an east-west counterpart of a keogram can
be developed, this will be discussed in Chapter 3. The ASC filter wheel shown in Fig-
ure 3.1(a) and (b) hold 3 inch filters at wavelengths of 427.8 nm, 438.0 nm, 540.0 nm,
557.7 nm, 620.0 nm, 630.0 nm with a bandwidth of 2 nm. Most of our event identifica-
tion is through 557.7 nm filter, however, for a few occasions we used the 427.8 nm filter
as a substitute. An example of a keogram at 557.7 nm filter provided at FMI-MIRACLE
database on February 18 2017 is shown in Figure 3.2.
Figure 3.1: Setup of MIRACLE ASC with ICCD (a) and with EMCCD (b). FOV of 9 ASCs in the
MIRACLE network, six of which belong to FMI, two are operated by SGO, and one by Italian space
institute in Rome. In this study we used the five ASCs located in the auroral oval region (ABK, KEV,
KIL, MUO, SOD). Source: https: // space. fmi. fi/ MIRACLE/ ASC/ ?page= locations .
Figure 3.2 shows two clear substorms, where the first started after 17:30 UT and
the second one after 22 UT. Both substorms showed growth, expansion and recovery
phases. During the recovery phases, pulsating aurora which is identified as vertical
stripes in the keogram is evident. Pulsating aurorae occurred in this keogram between
20 and 21:30 UT and after 23:30, however, between 2 UT and 4 UT pulsating aurora
was visible in the far North location and started to cover more area of the FOV of the
camera after 4 UT. At 5 UT the camera stopped operating due to sunlight.
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Figure 3.2: Example of keogram available at the FMI-MIRACLE database for PsA event identification.
The horizontal axis is time in UT, and the vertical axis is distance from the ASC location to the north
and south (right hand side of the vertical axis). In this particular case 3 PsA events were observed:
between 20 and 21:30 UT, 00 and 02:30, and after 4 UT until the camera stopped operating due to
sunlight. Source: https: // space. fmi. fi/ MIRACLE/ ASC/ ?page= keograms .
National institute of polar research (NIPR) ASC stations
In Paper III, we used auroral images from fisheye Nikon 8 mm/F2.8 color digital camera
located at Syowa station in the Antarctica. The camera is operated by the National
institute of Polar research (NIPR) in Japan. It is programmed to capture images with
exposure time of few seconds and image cadence between 6 and 30 seconds. The
imaging season in the southern hemisphere is between March and October. A sample
keogram available in NIPR database is displayed in Figure 3.3. Two PsA events are
marked with yellow rectangles. The second PsA was interrupted by termination of
ASC operation due to sunlight. The auroral quicklook viewer of NIPR ground-based
network 1 was used to classify PsA into different categories.
In paper IV, we used data from Watec monochromatic Imager (WMI) located at
Tromsø and operated by NIPR. It consists of a highly sensitive Watec camera, a fish-
eye lens and optical band-pass filters at 428 nm, 558 nm, and 630 nm with bandwidth
of 10 nm. The system is capable of obtaining images with the time resolution of 1
second, which is suitable to study the high spatio-temporal variations of substorms and
pulsating aurora. A detail description of the WMI system is available at Ogawa et al.
(2020). In this thesis, we used data from the green line emission (at 558 nm). The same
approaches explained above and the quicklook viewer at NIPR network were used to
identify PsA events and classify them into different types.
1http://pc115.seg20.nipr.ac.jp/www/AQVN/evs1.html
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Figure 3.3: Example of keogram on June 13–14 2015 available at Syowa station. PsA events are
marked with yellow rectangles (Bland et al., 2019).
3.2 Low altitude satellites
Low altitude (low Earth) orbit satellites have a nearly circular orbit at a height between
250 to 2000 km from the Earth’s surface. The orbital speed mainly depends on the
altitude, where at low altitude they have to move fast to overcome the Earth’s gravity.
They make 12–16 orbits per day and at a given location they can be observed above
the horizon for about 5 to 20 minutes duration. Low altitude satellites can be inclined
between 0◦ and 90◦ above the equatorial plane. The orbit can be at low inclination
to study equatorial and low latitude regions only, or high inclination to pass over the
polar region. A particular type of polar orbiting satellite is the sun-synchronous orbit
which is fixed relative to the Sun making the satellite pass over the same location at the
same local time. This makes them ideal for monitoring, for example, weather patterns
and study how the weather evolve over the years. A satellite in a sun-synchronous orbit
would usually be at an altitude of between 600 and 900 km making it to travel at a speed
of approximately 7.5 km/sec. Satellites at the low Earth orbit have a typical lifetime of
7–10 years due to the effect of the atmospheric drag on their orbit. The satellites also
encounter protons, electrons, heavy ions and neutrons, and through time the particle
detectors onboard will degrade.
DMSP
The Defense Meteorological Satellite Program (DMSP) maintains a constellation of
Sun-synchronous, near-polar orbiting satellites, at 98◦ inclination and an altitude of ap-
proximately 830 km. They have orbital periods of roughly 101 minutes, so they would
orbit the Earth 14.3 times in 24 hours. DMSP satellites carry different instruments
that have been providing important environmental and space weather information since
mid-1960s. Among the instruments, the special sensor electron and ion spectrometers
(SSJ4 and SSJ5) monitor the energy flux of electrons and ions that precipitate from the
Earth’s magnetosphere.
The SSJ4 detectors are flown in the DMSP series from Flight 6 (F6) to F15 and mea-
sure the flux of precipitating electrons and ions in the range of 30 keV to 30 eV. They
consists of an array of four cylindrical, curved plate, electrostatic analyzers which are
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grouped into high and low energy measurements for each of ions and electrons. Each
particle detector has 20 channels spaced at equal intervals in energy on a logarithmic
scale. The two low energy detectors consist of 10 channels measuring particle ener-
gies at 30, 44, 65, 95, 139, 204, 300, 440, 646 and 949 eV. The high energy detector
measures particles in 10 channels at 0.949, 1.392, 2.04, 3.0, 4.4, 6.46, 9.45, 13.9, 20.4
and 30 keV. The measurements are centered on a local vertical within a solid angle of
4◦ by 5◦, and 2◦ by 5◦ for the low and high energy detectors, respectively. A complete
description of SSJ4 is found in (Hardy et al., 1984).
The SSJ5 detectors are flown in the DMSP flight F16 to F19. They consist of a pair
of nested triquadrispherical (270◦) electrostatic analyzers with a field of view of 4◦ by
90◦ fan for electrons and ions. The 90◦ field of view is divided into six 15◦ sectors. The
electron and ion counts from all the six sectors are summed once per second to provide
the same output as the SSJ4 detectors. One of the data sources we used in this thesis is
from SSJ4/5 sensors. Onboard DMSP flights from F13 to F19 where F13 to F15 have
SSJ4 detectors and the rest SSJ5 detectors. Data from these detectors have been very
important in characterizing auroral electron and ion precipitation (Hardy et al., 2008,
1989). In Paper I, precipitating electrons measured by SSJ4/5 detectors were used to
characterize the energy flux spectrum of pulsating aurora electrons. SSJ4/5 data set is
available at different scientific organizations covering different subsets of the data. We
used the data from Cedar Madrigal database. Details about the sensors and particle flux
construction is available at (Redmon et al., 2017).
POES
The Polar orbiting environmental satellites (POES) are polar orbiting Sun-synchronous
satellites at an altitude of approximately 850 km with orbital period around 100 min-
utes. They have continuously monitoring the near-Earth environment since 1978. Like
DMSP, they carry various instruments to monitor meteorological, oceanographic and
space weather activities. The space environment monitor 1 (SEM-1) before 1998 and
space environment monitor 2 (SEM-2) after 1998 are being flown with the satellites to
measure the influx of energetic ions and electrons into the atmosphere. In this study, we
used the SEM-2 that has two detectors: Total electron detector (TED) and the medium
energy proton and electron detector (MEPED) which measure protons and electrons at
different energies. TED consists of eight electrostatic analyzers that are grouped into
two of four channels and oriented differently with respect to the local magnetic field.
One group of four channels is oriented 0◦ and the other group 30◦ as shown in the
schematic diagram on Figure 3.5. Among the four channels in the specific orientation,
two of them measure electrons and the other two measure protons. The two electron
detectors measure the energy range 50 eV to 1 keV, and 1 keV to 20 keV. The data are
available as differential fluxes at the four channels on both 0◦ and 30◦ telescopes with
energy bands of 0.15–0.22 keV, 0.69–1 keV, 2.12–3.08 keV, and 6.50–9.46 keV. In this
work, we only used the 0◦ telescope fluxes to account for the lower limit of precipitat-
ing electrons.
MEPED includes eight separate solid-state energetic particle detectors that measure
electrons and protons from 30 keV to 200 MeV. Four of the detectors measure elec-
trons and protons in the energy range between 30 keV and 6.9 MeV. The remaining
four omni-directional detector systems used to measure energetic protons incident on
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Figure 3.4: Schematic of POES satellite with MEPED and TED detectors (Green, 2013), and detectors’
orientation with respect to the geomagnetic field line, modified from Nesse Tyssøy et al. (2016).
the solid-state detectors over a wide range of angles (Evans and Greer, 2000). Among
the four energetic particle detectors, two are measuring the electrons with energies in
the range between 30 keV and 2.5 MeV, and the other two measuring protons in the
range between 30 keV and 6.9 MeV. For each particle type the detectors are grouped
into two as 0◦ and 90◦ detectors as shown on the right hand side of Figure 3.5. As
illustrated in this Figure, the 0◦ detectors at high latitudes measure precipitating parti-
cles in the atmospheric loss cone, while the 90◦ detectors measure a mixture of trapped
and precipitating particles depending on their location. This indicated that the 0◦ detec-
tors will underestimate and the 90◦ detectors will overestimate the flux of precipitating
particles. To make use of both detectors and mitigate the overestimation from the 90◦
detectors, Nesse Tyssøy et al. (2016) estimated the precipitating fluxes in the atmo-
spheric loss cone by fitting fluxes from both detectors on to the Fokker-Planck equation
of particles. Low energy proton contamination in the electron detectors were corrected.
In addition, cross contamination of relativistic electrons in the proton detector pro-
vides an extra energy channel. This provides us four energy channels at > 43 keV,
> 114 keV,> 292 keV, and > 756 keV. Further details about correction of contamina-
tion and construction of energy channels can be found in Nesse Tyssøy et al. (2016);
Ødegaard et al. (2017); Sandanger et al. (2015). The integral fluxes obtained in the
four channels are converted to differential fluxes and fitted with power law function to
extrapolate data points in the process of constructing the spectrum by combining with
the TED differential flux measurements.
FAST
Fast auroral snapshot explorer (FAST) was designed and built by NASA’s Goddard
space flight center and was launched in the year 1996 to 83◦ inclination elliptical orbit
of 350 km by 4175 km (Carlson et al., 1998). Its orbital motion evolves throughout the
year making the satellite cross the auroral zones four times per orbit over a wide range
of altitudes, local times, and seasons. The orbital period is 133 minutes and it spins
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around an axis normal to the orbital plane every 5 seconds. It has fluxgate and search
coil magnetometers to measure magnetic field, electric field and Langmuir probes to
measure electric field, ion mass spectrograph to measure major ion distributions, and
quadrispherical electrostatic analyzers to measure electrons and ions pitch angle distri-
butions (Pfaff et al., 2001). The electrostatic analyzers onboard FAST is designed to
measure auroral electrons and ions with a wide dynamics range and a high sensitivity,
energy, time and angular resolutions. It can measure full pitch angle electron and ions
flux distributions 48 energy bins at different angles in 1 second time resolution. The
measured energy range for electrons is between 4 eV and 30 keV, and for ions between
3 eV and 25 keV (Carlson et al., 2001). Electron measurements from the electrostatic
analyzers at low pitch angles (< 3◦) were used in Paper I.
3.3 Ion and neutral chemistry models
Sodankylä ion and neutral chemistry model
The Sodankylä Ion Chemistry model (SIC) was first introduced and used to interpret
incoherent radar measurements by Burns et al. (1991) including 35 ion chemistry in
the D and lower E regions for geomagnetic quiet conditions. In addition to the quiet
time external ionization sources, photoionization and galactic cosmic rays, Turunen
et al. (1996) included proton and electron precipitation as additional ionization sources.
Later, Verronen et al. (2002) and Verronen et al. (2005) extended the model to include
neutral chemistry and vertical transport that takes molecular and eddy diffusion into
account. The latest version of the model introduced by Verronen et al. (2016) consists
of hundreds of reactions involving 70 ions (41 positive and 29 negative) and 34 neutrals.
The background neutral atmosphere and temperatures are taken from MSIS-00 model
and for daily changing solar spectrum it uses SOLAR2000 model. It can be run in
either steady-state or time-dependent mode between 20 and 150 km altitudes with 1
km resolution and chemical step of 15 minutes. The model has been used to study the
particle precipitation effects on the middle atmosphere. The chemical reaction part of
the model is now included in the whole atmosphere community climate model with
ion chemistry extension (WACCM-D). This global model is used extensively in the
scientific community. For extensive details of SIC model see (Verronen et al., 2016,
and references therein). In Paper I, we used the spectrum of precipitating electrons
during pulsating aurora as an external forcing in this 1D model to study the chemical
change in the atmosphere.
Southampton electron transport and ion chemistry model
The auroral model used in this study combines the electron transport code (Lum-
merzheim and Lilensten, 1994) and ion chemistry and energetics model (Lanchester
et al., 2001; Palmer, 1995). It incorporates the principal positive ions and minor neu-
trals species between 80 and 500 km altitude and solves the coupled continuity equa-
tions for them. The main inputs to the transport code are the energy flux and distribution
of electrons. In addition, the solar activity parameters, AP, daily F10.7, and 81-day av-
erage F10.7 are used as inputs. In Paper IV, we used spectra constructed from direct
measurement of precipitating electrons from an overpassing POES satellites as an en-
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ergy input to the model. The outputs of the model are the time evolution of ion and
neutral density, electron and ion temperature, and selected optical emission rates. As-
suming equal ion and electron pairs during ionization due to particle precipitation, the
ion density can also be considered as electron density. In Paper IV, we compared this
electron density with the EISCAT electron density measurements during different types
of pulsating aurora.
3.4 Radar measurements
3.4.1 EISCAT radars at Tromsø
EISCAT scientific association hosts six radars at four sites, at Kiruna in Sweden, at
Sodankylä in Finland, at Tromsø and Longyearbyen in Norway. The EISCAT radars at
Tromsø consists of two independent radar systems operating at Very High Frequency
(VHF) and Ultra High Frequency (UHF) frequencies. The UHF antenna is a fully
steerable parabolic dish (shown in Figure 3.5) with diameter of 32 m, antenna gain of
48.1 dBi, and transmitted frequency of 930 MHz with a peak power of 2 MW. The VHF
radar operates at a frequency of 224 MHz with peak transmitter power of 3 MW. The
antenna is a parabolic cylinder with 120 m by 40 m aperture. It is a steerable antenna
in the meridional plane between -30◦ and 60◦ zenith angle.
A number of commonly used radar programs are available to observe region of in-
terest which includes D, E and F regions of the ionosphere. However, in this study we
used Common Programme One (CP1), CP2, and CP6. The experiments used when run-
ning these programs are manda and beata modes for both field-aligned and zenith, and
are suitable to observe D and E region ionization. Details about these radar experiment
modes are found in the EISCAT database 2.
EISCAT radars provide height resolved measurements of electron density, electron
and ion temperatures, and line-of-sight ion velocities. From these measurements it is
also possible to derive ionospheric parameters such as the electric field, conductivity,
and current. In Paper II, we utilized the electron density measurements in the D and
E regions of the atmosphere to characterize the precipitating electrons ionization level
during different categories of PsA. In Paper IV, we also used the EISCAT electron
densities to test the ion chemistry and energetics model introduced in section 3.3.
3.4.2 SuperDARN
Super Dual Auroral Radar Network (SuperDARN) is a network of ground-based co-
herent scatter and high frequency (HF) radars designed to study the Earth’s upper at-
mosphere and ionosphere (Greenwald et al., 1995). SuperDARN radars are monostatic
phased-array radars with main array and interferometer array. The interferometer array
is used to measure the elevation angles of the signals. SuperDARN radars operate in the
HF frequency band between 8 and 20 MHz, however, most radars use the lower end of
this range (8–18 MHz). Since the first radar installed at Goose Bay, Labrador (Green-
wald et al., 1985), the network has been expanding in both longitudinal and latitudinal
2https://eiscat.se/scientist/document/experiments/
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Figure 3.5: EISCAT facility at Tromsø. VHF (parabolic cylinder) and UHF (parabolic dish) radars are
located in the lower left part of the photo. Photo taken from mountain Storforsaksla (North of the radar
site), my first visit to Norway on July 06 2012.
extent. Currently, the network consists of 36 nearly-identical radars (23 in the North-
ern Hemisphere and 13 in the Southern Hemisphere) with the same software and data
products (Nishitani et al., 2019). At the beginning, the radars were designed to mea-
sure and study ionospheric convection and ionospheric irregularities but have became
a versatile instrument to study many processes in the near-Earth environment, such as
meteor ionization trails, sea ice cover, and polar mesospheric clouds (Hosokawa et al.,
2005; Hussey et al., 2000; Thomas et al., 2014).
A single SuperDARN radar consists of two parallel arrays of antennas 16 electron-
ically phased array antennas that can be steered in 16 beam directions. The azimuth
separation between the beams is 3.24◦ and spanning a total of 52◦. The range reso-
lution depends on the pulse length of the transmitted signal. The normal (common)
operating mode has a pulse length of 300 µs corresponding to a range resolution of
45 km. A full scan through all the 16 beams takes 1 or 2 minutes, with a dwell time of
3 or 6 seconds for each position, respectively.
The standard data products from SuperDARN radars are Doppler velocity, spectral
width and power (signal-to-noise ratio) of the received backscatter. These data products
are extensively exploited to study the structure and dynamics of various ionospheric
phenomena in the mid to high latitude regions. However, recently Bland et al. (2018)
made use of the raw echo power and the background radio noise level (sky noise) from
each scan in all the 75 range gates along the beam to identify HF wave attenuation
caused by energetic particle precipitation in the D region. In paper III, we apply this
approach to 10 SuperDARN radars in the Southern hemisphere to study the D region
impact area of electron precipitation associated with pulsating aurora.
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3.5 KAIRA
The Kilpisjärvi Atmospheric Imaging Receiver Array (KAIRA) is a dual array of omni-
directional HF-VHF radio antennas located near Kilpisjärvi, Finland. It is a versatile in-
strument which can be used for scientific studies ranging from geoscience applications
such as riometer imaging and ionospheric scintillation to deep space in radio astron-
omy (McKay-Bukowski et al., 2015). The observational technique used in this study
is the interferometric riometry imaging. KAIRA has low and high band antenna array.
For riometric imaging the low band with frequency of 38.1 MHz was used. All-sky im-
ages were formed by applying 2D Fourier transforms on the cross-correlated signals
sampled in 1 second from 48 low-band inverted-V dipole antennas as shown in Figure
3.4. From the riometry it is possible to produce a cosmic noise absorption (CNA) im-
age of the sky, similar to ASC, and a riogram as a counterpart of keogram. KAIRA data
has been used in significant number of studies related to precipitating electrons effect
in the atmosphere (Grandin et al., 2017; McKay et al., 2018). In Paper II, we utilized
these riograms to study CNA induced by the precipitating electrons during PsA.
Figure 3.6: KAIRA low-band antenna array (McKay-Bukowski et al., 2015).
Chapter 4
Pulsating aurora
Pulsating aurora (PsA), a type of diffuse aurora usually observed in the recovery phase
of a substorm and the post-midnight to morning sector, is the main focus of this the-
sis. It is caused by energetic electrons originated from the magnetosphere that can
reach the middle atmosphere and deplete the ozone layer. The sources of electrons are
the plasma sheet and the outer radiation belt, making PsA an integral element of the
magnetosphere-ionosphere coupled system. Statistical studies from many years of op-
tical data and recent advances in high-speed optical instruments combined with satellite
measurements have revealed many interesting structures, sources and characteristics of
PsA. In the first section of this chapter an up-to-date introduction to the morphology
and characteristics of PsA will be presented. Then, the source and energy of electrons
associated with PsA will be presented in section 2. This will be followed by a discus-
sion about the atmospheric effects of the PsA electrons. The recent extensive reviews
of PsA by Lessard (2012) and Nishimura et al. (2020) have provided a good basis for
the following sections.
4.1 Morphology and characteristics of pulsating aurora
PsA is a relatively distinctive and structured diffuse aurora blinking on and off with
recurrence periods up to tens of seconds (Johnstone, 1978; Royrvik and Davis, 1977;
Yamamoto, 1988). Despite its low emission intensity compared to the usual midnight
fast-moving aurora displays, PsA is mainly sub-visual to a naked eye. Its luminous
intensity is in the range of a few hundred to few kilo Rayleighs at green (557.7 nm) and
blue (428 nm) line emissions, and usually occurs over a diffuse background (Davis,
1978; McEwen et al., 1981; Royrvik and Davis, 1977). PsA is known to have two
distinct periodicities, primary oscillation in the order of seconds and the 3-Hz frequency
internal modulation (Nishiyama et al., 2014; Sandahl et al., 1980). However, higher
internal modulations up to 10 Hz to 15 Hz have also been observed superposed on top
of slower (few second period) pulsations (Samara and Michell, 2010). Using state of
the art high speed cameras, an extremely fast modulation up to 54 Hz has also reported
by Kataoka et al. (2012). Furthermore, these fast modulations are reported to be well
correlated with bright and small PsA structures (Nishiyama et al., 2012, 2014).
As illustrated in the previous chapter in Figure 2.6, PsA can be related to substorms.
It is often observed in a substorm recovery phase and the post-midnight to morning sec-
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tor (Jones et al., 2011; Partamies et al., 2017). However, few studies have indicated
that it can also be observed during substorm expansion and growth phases and in the
afternoon sector (Berkey, 1978; McKay et al., 2018). Oguti et al. (1981) reported that
PsA is a common component of auroral displays with occurrence probability of 30%
at the magnetic midnight and 100% after 4 MLT. They showed that the occurrence in
the morning sector was also possible for quiet periods of time. An extensive statisti-
cal study by Jones et al. (2011) in the Canadian sector using Time History of Events
and Macroscale Interactions during Substorms (THEMIS) ground-based auroral cam-
era data also showed that PsA is quite common with the occurrence rate of 60% in the
morning hours. They suggested that PsA is not only restricted in the substorm recovery
phase but a persistent and long-lived phenomenon that can be disrupted by auroral sub-
storms. All the previous ASC-based studies are limited to nighttime. A SuperDARN
radar detection technique by Bland et al. (2019) showed that the PsA occurrence rate
is about 50% during the winter and 15% during the summer months. In Paper I, a to-
tal of 840 events suggested that 86% of the events occurred in the after midnight with
a maximum occurrence between 2 and 7 MLT.
The most likely duration of the PsA is reported to be about 1.5 hrs (Jones et al.,
2011; Partamies et al., 2017). Partamies et al. (2017) used 400 PsA events in the years
between 1997 and 2007 from the MIRACLE network of ASC (Sangalli et al., 2011)
and showed that the median duration of PsA is 1.4 hrs. They indicated that this dura-
tion is a conservative value due to limitation on either the aurora drifting away from the
camera field of view or termination of imaging due to the dawn. In Paper I, we extended
Partamies et al. (2017) PsA event list by an additional 12 years, and found a slightly
longer duration of about 2 hrs. Using SuperDARN radar at Syowa station, Antarctica
Bland et al. (2019) showed an even longer duration of 2.25 hrs. An extremely persis-
tent PsA event which lasted for 15 hrs and covered a wide range of longitudes (10 hrs
of local time) have also been reported by Jones et al. (2013). Therefore, PsA is clearly
a common phenomenon which may have a significant contribution to the energy depo-
sition in the atmosphere.
The altitude of emission and ionization associated with PsA occurs in the lower E
region at 90–120 km with a peak around 110 km (Hosokawa and Ogawa, 2015; Kawa-
mura et al., 2020). The emission peak height is also reported to be dependent on mag-
netic local time with a tendency to decrease after 6 MLT (Hosokawa and Ogawa, 2015;
Kawamura et al., 2020; Partamies et al., 2017). From 21 PsA events Hosokawa and
Ogawa (2015) showed that the altitude of the peak ionization during the on phase of
PsA is systematically lower by 10 km than the off phase. Kataoka et al. (2016) used
auroral stereoscopy technique to determine the emission altitude and found that a pul-
sating patch lies between 85–95 km with a gradual variation of altitude (10 km increase
over 5 s) compared to streaming discrete arc above 100 km. Using similar technique
Partamies et al. (2017) revealed a decrease in peak emission height by 8 km at the
onset of PsA.
Figure 4.1 shows the electron density maximum (bottom) and its height (top) as
a function of MLT from EISCAT radars during 92 PsA events (as in Paper II). The
EISCAT electron density observations showed that the altitude of maximum electron
density lies between 90 and 120 km and follows a normal distribution centred at 107 km
as illustrated in Figure 4.1 (c). This distribution is slightly different from Hosokawa
and Ogawa (2015) results from 21 PsA events. Figure 7 (c) of their results showed
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that the height of the maximum electron density is centred around 110 km. Our results
agree well with the indirect approaches, auroral stereoscopy results from Kataoka et al.
(2016) and Partamies et al. (2017), and results based on lifetime of the excited oxygen
atom by Kawamura et al. (2020). This supports the feasibility of both approaches
in characterizing PsA. From Figure 4.1 (a), in the pre-midnight period the altitude
is mostly above 100 km. However, on rare occasions the maximum electron density
is centered at altitudes between 90 and 100 km after 2 MLT. Corresponding electron
density magnitudes showed higher values until 6 MLT. After 6 MLT electron density
values decrease, which is consistent with the previous reports.
The spatial coverage of PsA is restricted to the equatorward part of the main auroral
oval, and covers between 58◦ and 75◦ magnetic latitude (Grono and Donovan, 2020;
Oguti et al., 1981). The latitude extent of PsA depends on geomagnetic conditions
and magnetic local time. Based on 34 nights of all-sky TV data Oguti et al. (1981)
showed that during active geomagnetic periods (KP > 4), PsA can be nearly seen at
all local times below 68◦ geomagnetic latitude, while during KP < 3 it is restricted
to the post-midnight sector at > 65◦ latitude. Partamies et al. (2017) also reported
high latitude (over Svalbard) PsA after 6 MLT while an earlier PsA in the Lapland
region disappeared poleward. In Paper III, HF radio attenuation in the Southern polar
D region of the ionosphere was analysed to show that the PsA impact area can cover
4 to 12 degrees magnetic latitude and 7 hours of magnetic local time. We also found
that the equatorial edge of the auroral oval the PsA covers a larger magnetic local time
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Figure 4.1: Altitude of maximum electron density (a) and magnitude of maximum electron density (b)
as a function of MLT, and histogram of altitude of maximum electron density with normal distribution
centered around 107 km altitude (green curve) (c), Alternative way of illustrating Figure 6 on Paper II.
Previous studies reported that PsA is a very thin structure compared to discrete
aurora types. Stenbaek-Nielsen and Hallinan (1979) applied triangulation method on
PsA patches observed by two nearby low-light level TV cameras in Alaska and found a
thickness of 2 km or less. EISCAT radar electron density observations showed that pul-
sating patches thickness can range between 4.5 and 8 km (Kaila et al., 1989; Wahlund
et al., 1989). Recently, similar incoherent scatter radar observations of four PsA events
in the North-American sector by Jones et al. (2009) showed relatively thick pulsating
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patches of 15–25 km. However, in Paper II, the full width at half maximum of individ-
ual EISCAT electron density profiles from 92 PsA events in the Fennoscandian region
showed that the median PsA thickness can vary between 20 and 40 km depending on
the morphological types of PsA.
PsA shows a wide variety of shapes. It can be observed as east-west elongated arc
bands, arc segments or irregularly shaped patches (Böinger et al., 1996; Royrvik and
Davis, 1977; Wahlund et al., 1989; Yang et al., 2015). Pulsating arcs and arc segments
tend to have similar width of 1–10 km. However, arcs can be as long as 1000 km with
diffuse boundaries and arc segments 100 km with well-defined edges. Patches are gen-
erally 10–200 km across, mainly irregularly shaped, and can have various orientations.
However, patches are the most common aurora forms of PsA. It is also reported that in-
dividual patches can pulsate out of phase with each other with slightly different periods
(Royrvik and Davis, 1977). The longitudinal and latitudinal scale size of the pulsating
patches can be nearly the same or evolve through time (Partamies et al., 2019).
The drift of stable patches has been reported to follow the E×B plasma convection
velocity, which is on the order of 1 km/s in the dawn sector (Davis, 1978; Scourfield
et al., 1983; Yang et al., 2015, 2017). Westward drift patches are often observed in the
pre-midnight and eastward drift in the post-midnight sector (Oguti et al., 1981). How-
ever, there are also reports showing that the patch drift can be significantly different
from the convection velocity. From four patches located at around 4 MLT Humber-
set et al. (2018) showed that the patches appear to drift differently from SuperDARN
determined E×B convection velocity. However, in a non-rotating frame they found
that patches drift in the north-eastward with the speed of 230–287 m/s, which is usu-
ally expected for the convection return flow. Yang et al. (2015) used time-gradients in
ewograms and found the eastward patch drifts in the range of 156–550 m/s. This was
slightly larger but in good agreement with the localized eastward convection velocities
obtained from SuperDARN. In addition, Yang et al. (2017) used the same combina-
tion of measurements to identify patches with east-west velocities ranging from tens
to several hundreds of m/s in the corotating frame of reference. They suggested that
pulsating patches are predominantly governed by the convection mainly due to their
eastward motion after midnight and westward before midnight.
Ground-based optical observations of aurora require dark season and clear skies,
and this often limits the inter-hemispheric studies of aurora. However, significant num-
ber of inter-hemispheric PsA studies are documented (Fujii et al., 1987; Partamies
et al., 2017; Sato et al., 1998, 2004; Watanabe et al., 2007). Sato et al. (1998) reported
a similar overall dynamic variations of PsAs at both hemispheres. However, the pul-
sating period, and shape (type) of PsA can be different at different hemispheres at the
same time (Sato et al., 2004; Watanabe et al., 2007). On the other hand, Fujii et al.
(1987) reported a nearly simultaneous patchy PsA with topologically the same shape in
both hemispheres. In general, precise conjugacy of PsAs is suggested to be very poor
(Watanabe et al., 2007).
As discussed previously most of the studies focused on patchy structures of PsA
considering it as a single phenomena and showed mixed results about pulsating patch
drift motion. However, PsA can appear in different structures which undergo different
motion. Recently, Grono and Donovan (2018) categorized PsAs into three categories,
Amorphous PsA (APA), Patchy PsA (PPA), and Patchy aurora (PA). The categorization
is based on the stability and motion of the auroral patches in relation to the ionospheric
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convection. APAs are unstable auroral patches that often pulsate over their entire area
and evolve very rapidly. On the other hand, PPA includes stable patches that pulsate
over most of their area with longer lived structures following the plasma convection.
The third category, PA, consists of a large non-pulsating structures with infrequent
small regions of pulsations near the edges. These patches can persist for tens of minutes
and their motion is consistent with convection (Grono et al., 2017).
Single ASC image cannot provide the information to categorize PsA in to these
three types, however, a quick look at the ewogram or a series of consecutive ASC
images they can be identified, for example, as shown in Figure 4.2 and 4.3. Figure 4.2
(a) shows the PPA type, which covers the entire field of view of the camera. Figure
4.2 (b) shows the APA type, in this case the PsA is seen equatorward of diffuse aurora
and restricted to a limited latitude coverage. The PA type is shown in Figure 4.2 (c),
where large patches are visible. In terms of order of occurrence, generally, APA tends
to appear first and PPA and PA follows (Grono and Donovan, 2020). However, in this
particular case the order of PPA and APA is reversed. In Paper II and IV, we also found
the same order of occurrence as Grono and Donovan (2020) reported.
Figure 4.2: PsA types observed on January 09, 2014 at Tromsø. (a) PPA at 01:23:00:12 UT, (b) APA
at 03:18:00:13 UT, and (c) PA at 04:27:00:15 UT.
In Paper II, we used Grono and Donovan (2018) approach to identify the PsA types.
During APA type the keogram and ewogram showed a similar vertical stripes, during
the PPA there are clear patchlines that have vertical striations (black, blue and red
arrows) and during PA the patchlines have no striations (black arrow on Figure 4.3). It
is interesting to see the change in the motion of patches as indicated by the arrows on
the ewogram. The patchlines carry the patch speed information in different slopes of
the ewogram. The blue arrows show that that PPA is moving eastward, the red arrow
is also showing a patch moving eastward but with a slower speed and the black arrows
show PPA and PA are moving westward. Such patchlines are completely absent during
the APA type.
4.2 Electron precipitation associated with pulsating aurora
As is the case for most of the auroral emissions, the PsA is also caused by precipitating
magnetospheric electrons. The source regions of electrons in the magnetosphere have
been reported to be either earthward far from the equatorial plane of the magnetosphere
or around the magnetospheric equator (Miyoshi et al., 2010; Sato et al., 2004). The
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Figure 4.3: Keogram (top) and ewogram (bottom) and different types of PsA. APA (green), PPA (red),
and PA (blue). Blue, red, and black arrows in the bottom panel are PPA or PA rapidly drifting eastward,
slowly eastward, and westward directions, respectively.
measured electron energies associated with PsA cover a wide range of magnitudes.
Observations from many rocket, satellite, and ground-based studies showed that PsA
electrons’ energy could be as low as 1 keV and as high as 200 keV (Davidson, 1990;
McEwen et al., 1981; Miyoshi et al., 2010; Reinard et al., 1997; Sandahl, 1984). The
characteristic energy of electrons varies from one case to the next. For example, a direct
measurement from rocket observations by McEwen et al. (1981) showed evidence that
morning side PsA can be caused by electrons with 1.5 keV to 2.1 keV. However, rocket
and satellite measurements by Davidson (1990) showed that PsA is mainly caused by
electrons with energies between 50 and 100 keV and negligible pulsation is observed
in the 2 to 4 keV energy range. Jaynes et al. (2013) found a high correlation between
ground-based panchromatic THEMIS all-sky imager observations of PsA and electron
flux modulation in energies ranging from 30–100 keV. From observations of four PsA
events by ground-based optical observations and REIMEI satellite overpasses Samara
and Michell (2010) showed that the typical energy of PsA lies between 8 and 12 keV.
The lower end of the spectrum (< 30 keV) of PsA overlaps with electron energies that
can produce diffuse aurora (Ni et al., 2008).
Considerable electron density enhancements in the D region of the ionosphere,
down to 68 km further suggested that electrons in the relativistic range also cause PsA
(Miyoshi et al., 2015a). In Paper II, we also found significant electron density en-
hancements from EISCAT radars below 100 km. The enhancement sometimes reaches
down to 70 km. These altitudes correspond to an energy range between 20 and 200 keV.
Grandin et al. (2017) showed a one to one correspondence between KAIRA CNA and
optical PsA intensity and suggested that PsA covers energies > 30 keV. Recently, from
simulation results, it has also been recommended that PsA electrons’ energy consists of
relativistic range and can be used as a proxy of the outer radiation belt flux variations
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(Miyoshi et al., 2020).
Most studies of PsA electron energy are limited to either case studies using directly
in situ measurements, such as rockets (Sandahl, 1984; Sandahl et al., 1980), or indi-
rect methods as inverting electron densities from radar measurements (Miyoshi et al.,
2015a). Satellite measurements of precipitating electrons during PsA are also limited
to case studies. This indicates a need for characterizing the actual variations and range
of precipitating electrons further to study their effects on the Earth’s atmosphere. In
Paper I, we used a combination of low altitude satellites to construct a statistical and
representative spectrum of PsA electrons. This is shown in Figure 4.4. These spectra is
derived from DMSP, POES, and FAST satellites overpassing 253 PsA events over the
Fennoscandian region. It consists of a non-relativistic and relativistic electron energy
range between 30 eV and 1000 keV. From this Figure, it can be seen that fluxes of elec-
trons between 10 and 200 keV energy range showed large variations. The spectra from
these three satellites showed much smaller variations in the electrons flux with energies
between 3 and 10 keV. Large variations in the softer precipitation (< 3 keV), especially






















































Figure 4.4: Statistical spectrum of PsA constructed from 376 overpasses of DMSP (blue), FAST (black),
and POES (red) satellites over 253 PsA events. Lower and upper boundary of the spectra are marked
with dashed green lines.
Precipitation energies of PsA electrons also showed MLT dependence from obser-
vations of POES and DMSP satellites (see Figure 5 on Paper I). We found a systematic
increase in fluxes of energetic electrons after 7 MLT while the softer precipitation (<
10 keV) decayed. This is consistent with EISCAT observations of deeper ionization
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(decrease in the altitude of maximum electron density shown in see Figure 4.1(a)) after
6 MLT. It is also evident from Figure 4.1(b) that the magnitude of electron density is
decreasing during the deeper ionization period suggesting that the flux of the electrons
at these higher energies is decreasing.
The large variations of PsA electron energies discussed above indicate that there
are likely many different types of PsA associated with various generation mechanisms
and ionospheric effects. It is also discussed in section 4.1 that PsA can appear in three
types: APA, PPA, and PA. In Paper I, the large variations in the energy range above
10 keV (Figure 4.4) was suggested to be due to mixing these different types of PsA. In
Paper II, we further study the precipitation energy of the different types of PsA using
EISCAT electron density and KAIRA CNA. To illustrate this comparison, we present
Figure 4.5 as an example. Figure 4.5 shows the cosmic noise absorption from KAIRA
riometry, ionization level and height of maximum electron density from EISCAT radar
for different categories of the PsA as identified in the keogram and ewogram in the top
panels (see Paper II for details). From the first two panels, the APA marked by green
shading coincided with a significant decrease in electron density magnitudes compared
to PPA and PA marked by red and blue shading, respectively. The differences mainly lie
below 100 km, as the harder precipitation is minimal during APA, especially compared
to PPA in this particular case. Strong CNA from KAIRA also indicates that PPA and
PA consist of deeper precipitating electrons. Above 100 km, the magnitude of electron
density between PPA and PA show no significant differences, implying that the flux of
the electrons stopped at this altitude range is the same for the two types. In this region,
PA showed a decrease in the magnitude of electron density.
In Paper II, we analyzed the difference in ionization similar to that seen in Figure
4.5 for 92 PsA events to study the differences in precipitating electrons between the
types. Differences are clearly seen in Figure 5(f) of Paper II. For example, in Figure
4.5, the differences cannot be captured by considering the altitude of maximum elec-
tron density. The electron density peak height does not give enough information about
the energy and flux of the precipitating PsA electrons below 100 km. In a search for
more detailed information from the electron density, we averaged the electron density
in the altitude steps of 10 km dividing the D and E regions into five regions (see Fig-
ure 5(a-e) on Paper II). Below 100 km, a higher electron density during the PPA and
PA was observed compared to APA. The region above 100 km showed no significant
differences in electron densities between PPA and APA, while the PA showed smaller
values. In addition, individual EISCAT electron density profiles from the PsA types
showed that the layer thickness is different. PPA tends to be the thickest, followed
by APA and PA. This suggests that not only energetic electrons are precipitating dur-
ing PPA, it also consists of a wider energy range of precipitating electrons with higher
fluxes. In Paper IV, we compare electron densities from EISCAT radars with auroral
ion chemistry and the energetics model using PsA energy spectra derived from POES
satellites as an energy input for the model. We found that the electron densities showed
significant differences during a mix of PsA types (APA and PPA). However, when PPA
filled the FOV of the ASC in the late morning sector, the model and EISCAT electron
densities showed a very good agreement suggesting that the overpassing average spec-
tra are a very good estimate for energy deposition with out considering patchiness of
PsA.
The difference in precipitating energies during different types of PsA is also re-
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ported by Yang et al. (2019). They used CNA observations to show a good correlation
between the intensity of seven APA events and CNA compared to five PPA events,
which showed no correlation. In addition, from observations of a single PsA event by
the FAST satellite, they reported a higher energy range during APA compared to PPA.
The sources and mechanisms behind the different PsA types are still open questions.
Grono and Donovan (2019) used the location of proton aurora and indicated that PsA is
entirely confined equatorward of the proton aurora. In their study, they also found that
the PPA and PA types predominantly occur equatorward of the optical b2i boundary. In
addition, Grono and Donovan (2020) used the spatio-temporal occurrence distributions
of 564 hours of PsA from 280 days of observations and mapped them to the magneto-
spheric equatorial plane to study the location of the source. They found that both PPA
and PA are dominantly located in the inner magnetosphere (< 9 RE), but APA sources
can extend to the outer magnetosphere (up to 15 RE). The order of occurrence of PsA
types observed in their study as well as in Paper II is that APA tends to precede PPA
and PA types. As mentioned in Grono and Donovan (2020), structuring of PsA types
and whether the occurrence of PPA and PA is dependent on APA or not are still open
questions.
Figure 4.5: Keogram, ewogram, KAIRA riometry and EISCAT electron density (Ne) measurements
during different types of PsA, APA (green), PPA (red), and PA (blue), on February 19 2018. The dashed
red lines are the latitude and longitude of the EISCAT radar FOV. (The same as Figure 4 on Paper-II).
It is now widely believed that the sources of PsA electrons are originated from the
plasma sheet and outer radiation belts. The electrons are accelerated and pitch angle
scattered through wave-particle interactions at the equatorial region of the magneto-
sphere (Kasahara et al., 2018; Nishimura et al., 2010). The large range of energies
discussed above suggested that the PsA electrons are subjected to cyclotron resonance
with various magnetospheric plasma waves. Among numerous magnetospheric waves,
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whistler-mode chorus waves stand out in pitch angle scattering and acceleration of the
electrons, causing PsA. Chorus waves exist into two bands in the magnetosphere, lower
band chorus (LBC) that has frequencies f < 0.5 fce, and upper band chorus (UBC) at
frequencies f > 0.5 fce, where fce is the electron cyclotron frequency. Nishimura et al.
(2010, 2011b) presented direct evidence on LBC waves being the primary driver for
PsA. Miyoshi et al. (2015b) used computer simulation of the wave-particle interaction
between electrons and chorus waves and reported that the main modulation of the en-
ergetic electrons (> 2 keV) is driven by LBC. They also found that stable precipitation
at ∼ 1 keV is caused by UBC. The other possible candidate causing PsA is the elec-
tron cyclotron harmonic (ECH) waves. ECH waves can also scatter electrons and is
mainly responsible for the lower energy precipitating electrons (Ni et al., 2008). Thus,
both ECH and UBC waves can cause scattering of lower energy electrons; however,
the rate of scattering is reported to be smaller for ECH waves (Ni et al., 2016). Kasa-
hara et al. (2018) and Fukizawa et al. (2018) used a combination of Arase satellite and
ground-based optical observations and showed that both LBC and ECH waves could
scatter electrons responsible for PsA.
Different wave sources during PsA might be associated with the different categories
of PsA. Looking at the keogram provided in Figure 1 of Fukizawa et al. (2018) it is
highly likely that the Arase satellite passed over two categories of PsA: APA, followed
by PPA. In the Kasahara et al. (2018) case study, both categories of PsA were also
observed by the Arase satellite in the same order. During the time that presumably was
dominated by PPA in both of these case studies, a combination of waves was present,
but for the remaining period (i.e., during APA type), only one wave type was present.
After 11:10 UT on Figure 3 of Kasahara et al. (2018) and after 01:52 UT of Figure 1 of
Fukizawa et al. (2018), either a combination of UBC and LBC waves or LBC and ECH
were present. However, during the rest of their observations (likely be APA type), and
either ECH or LBC alone was present. This, of course, need a detailed investigation,
but based on the results in Paper II, a thicker electron density region associated with
PPA compared to APA is consistent with multiple sources scattering electrons over a
wide energy band.
4.3 Atmospheric effects during pulsating aurora
Energetic particles from the magnetosphere can penetrate into the upper atmosphere
and deposit their energy through ionization, dissociation, and excitation of atmospheric
constituents. This results in auroral optical emission and electron density enhancement,
cosmic noise absorption, and backscattered radar echoes in ionospheric altitudes. As
discussed in the last two sections, PsA consists of energetic electrons that can impact
the Earth’s atmosphere in a wide range of altitudes. They can reach down to the meso-
spheric and lower thermospheric regions, including the D and E regions of the iono-
sphere. This indicates that PsA electrons can modify the ionospheric parameters and
the neutral chemistry of the D region. Thus, the atmospheric effects of PsA electrons
can be viewed in two ways as ionizing the neutrals and contributing to the mesospheric
chemistry.
The ionizing effect of PsA electrons contributes to the ionospheric electrodynamics
by modifying the electron density, and thus, the ionospheric parameters such as the
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electric field and conductivity (Oguti and Hayashi, 1984). Hosokawa et al. (2008)
found a possible ionospheric electric field modulation associated with PsA. They found
a correlation between an oscillating electric field and optical pulsation of the aurora.
They related the oscillation with modulation of the ionospheric conductance due to
the quasi-periodic appearance of a polarized electric field generated by PsA electrons.
Using EISCAT electron density and electric field measurements Hosokawa et al. (2010)
further confirmed that a Hall conductance enhancement within the pulsating patches is
a potential factor in modulating the ionospheric conductivity and current system. They
also suggested that such a modification can affect the morphology of the pulsating
patches. Similar studies about the effect of PsA electrons on the ionospheric current
system strongly suggested the development of field-aligned currents near the edges of
the patches (Gillies et al., 2015, and references therein).
In addition to ionization of neutrals and modification of the current system, the en-
ergetic PsA electrons can also contribute to the chemistry of the atmosphere (Turunen
et al., 2016). They can produce an excess amount of NOx and HOx gases that can
trigger catalytic reactions resulting in significant ozone loss. Sets of reactions in the
stratospheric and mesospheric regions that lead to ozone loss due to HOx and NOx
gases are discussed in section 2.6.4. HOx gases are short-lived and induced a localized
effect; however, NOx gases can persist for months, during the winter season. Inside
the polar vortex, NOx can be transported to the stratosphere through a combination of
diffusion and advection by the residual circulation. Once in the stratosphere, catalytic
ozone depletion can start. Such direct and indirect effects of HOx and NOx gases in the
chemistry of the middle atmosphere during energetic particles is now well documented
(Sinnhuber et al., 2012). Due to the frequent occurrence of the energetic electron pre-
cipitation, their long-term impacts on the neutral chemistry can dominate over other
sources, such as solar proton events.
Most investigations carried out regarding the atmospheric effects of energetic par-
ticle precipitation have focused on substorm related precipitations and solar proton
events (Seppälä, 2004; Seppälä et al., 2007a, 2009; Sinnhuber et al., 2012, 2016; Tu-
runen et al., 2009). PsA is often related to the substorm recovery phases and recognized
as an integral part of substorms. As discussed in the previous section, PsA electrons
energy span mainly between 20 and 200 keV, which is also in the range of substorm
precipitation energies (Beharrell et al., 2015; Partamies et al., 2021; Seppälä et al.,
2015). It is then possible that substorm studies include the effect of PsA electrons im-
plicitly; but, separate studies about chemical effects due to the PsA electrons have been
very limited. The only result documented previously is a case study by Turunen et al.
(2016). In addition, substorm related energy deposition in the atmosphere can be cap-
tured using magnetic indices; however, this is not the case for PsA (Partamies et al.,
2017). PsA occurrence in the substorm recovery phase or even in a relatively quiet pe-
riods in the post-midnight to morning sector makes it difficult to capture the energy
deposition of PsA electrons using geomagnetic indices.
To investigate the effect of PsA electrons in the chemistry of the atmosphere, we
used the SIC model as in Turunen et al. (2016). We ran the model for a location that is
the center of the common field of view of the cameras used to identify the PsA events
at the Muonio (MUO) station (see Figure 3.1). To account for the minimum and me-
dian durations of PsA, 30 minutes and 120 minutes long forcings were implemented for
the upper, average, and lower boundary of the spectrum constructed from the satellite
40 Pulsating aurora
measurements shown in Figure 4.4. Figure 4.6 displays the electron density, odd ni-
trogen, odd hydrogen, and percentage difference in odd oxygen for two days following
the PsA forcing. Interestingly, the lower boundary spectrum, which was implemented
for 30 minutes, did not induce any Ox change (bottom panel on the left of Figure 4.6).
During this forcing, the NOx increase resided dominantly above 100 km on the elec-
tron forcing day and started to descent the following day. There was no observable
HOx change during this forcing. The absence of ozone loss for this forcing implies
that not every PsA can significantly affect the chemistry. However, there are not many
spectra in the lower fluxes of electrons above 10 keV seen in Figure 4.4. The majority
of spectra in this Figure showed a significant magnitude of flux compared to the lower
boundary. But, the threshold sensitivity of the atmosphere is not known. For upper
boundary forcing with 120 minutes duration shown on the right panels of Figure 4.6,
the NOx change increases significantly in magnitude and dominantly below 100 km.
HOx showed a sharp increase around 80 km and remained at elevated level the follow-


















































































































































































Figure 4.6: Modeled (from top), electron density (Ne), odd hydrogen (HOx), odd nitrogen (NOx), and
odd oxygen (Ox). The left panels are forced with lower envelope from Figure 4.4 for 30 min, and the
right panels are forced with the upper energy spectrum for 120 min. All model results are displayed for
a 2-day time period.
A zoomed-in version of Ox percentage loss for average and upper boundary spectra
for 30 and 120 minutes forcing is shown in Figure 4.7. For the longer duration forcing,
below 75 km ozone loss persisted for the entire day. However, above 75 km, the ozone
depletion slowed down during the day, and the loss continue the next night. The average
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spectrum from Figure 4.4 well agrees with the Monte Carlo Markov chain (MCMC)
median spectrum on Figure 2(a) from Turunen et al. (2016). In Paper I, the percentage
change in Ox for the average spectrum forcing for 30 minutes was found to be -44%,
which is of the same magnitude as their 30 minutes MCMC median forcing. Further
comparison between Turunen et al. (2016) results on their Table 2 and our results in
Figure 4.7 indicates that the range of percentage loss in Ox lies in the same magnitude.
However, it should be noted that there is a difference in the time of the forcing. In Paper
I, we started the forcing at 2 UT, but Turunen et al. (2016) started the forcing at 4:40 UT
on the same day and nearly the same location. The earlier production of HOx in Paper I
induced a substantial ozone depletion during the day of forcing and less in the next day
compared to the later forcing in the Turunen et al. (2016). This is, of course, due to the
HOx in the earlier run being consumed in the chemistry before the production of ozone
by solar UV took place. However, during the earlier and longer duration forcing, more
HOx was produced before sunrise, and that survived until the following day to deplete
ozone.
Figure 4.7: Percentage change in Ox using upper boundary spectrum for 30 and 120 minutes (top
panels), and using average spectrum electron forcing for 30 and 120 minutes (bottom panels).
The atmospheric chemistry effect of PsA related precipitation is significant as re-
ported by Paper I and by Turunen et al. (2016). In Paper I, the high ozone loss in the
1D chemistry model results indicated that the dynamical models, such as WACCM,
need to include the PsA-related energetic electron precipitation (EEP). In addition to
the occurrence rates, duration, and energy spectra, estimating the geographical location
of EEP during PsA is crucial to use the chemistry-climate models and further study the
impacts in the atmospheric system on a larger scale. As ground-based ASCs are the
primary data source for detecting PsA, the spatio-temporal coverage can also be deter-
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mined from ASCs that cover a wide range of latitudes and longitudes, like the THEMIS
ASC network. Grono and Donovan (2019, 2020) reported the occurrence probability
of APA, PPA, and PA categories from the THEMIS ASC network in Canada. This
ASC network covers a wide range of latitudes and longitudes to study the spatial cov-
erage of PsA. However, optical observations are often restricted by the sunlight and
clear skies. This makes statistical studies on spatial coverage very challenging. The
area impacted by PsA-related EEP could then be difficult to entirely determined from
ASC observations. In Paper III, however, we used the HF radio attenuation from sets
of SuperDARN radars to determine the EEP impact area during PsA. We used 10 Su-
perDARN radars in the Southern Hemisphere to study the EEP impact area of 74 PsA
events. We found that the extent of magnetic local time at the equatorial edge for 44%
of the events cover 7 hours, and at the poleward edge, this percentage reduces to 17%.
The latitude coverage of the PsA impact area is also found to range from 4◦ to 12◦.
The average impact coverage area is between 62◦ and 70◦ magnetic latitudes. The in-
stantaneous PsA impact area estimated from SuperDARN in Paper III agrees well with
the statistical results by Grono and Donovan (2020). Similar latitude coverage during
substorm precipitation has been reported by (Cresswell-Moorcock et al., 2013).
The magnitude of ozone loss due to PsA discussed in this section is comparable
to ozone loss related to the substorms, geomagnetic storms, solar proton events, and
short-duration particle precipitations such as relativistic microburst events (Jackman
et al., 2007; Seppälä et al., 2015, 2018). Seppälä et al. (2015) used the same ion
chemistry model and substorm electron precipitation forcing for five days to show an
ozone loss of 30–60% at 80 km. Andersson et al. (2014) further studied substorm
related ozone loss using satellite measurements and found up to 34% at 70–80 km in
solar cycle timescales. They also reported an extremely large (90%) short-term (1–5
days) ozone depletion at altitudes between 75 and 80 km. These model and observation-
based studies of ozone depletion further suggest that the PsA ozone depletion we found




As discussed in Chapter 4, a significant number of studies have recently advanced the
understanding of the characteristics and morphology of the PsA as well as the general
source and energy range of PsA electrons. However, studies regarding its spatial occur-
rence, structure driving mechanisms, and middle atmospheric effects are very limited.
In this thesis, we used a wide combination of measurements to also understand PsA
electrons’ energy and their impact on the middle atmosphere. The results presented in
this study provide vital information about PsA electrons’ energy spectrum, PsA spatial
coverage, electrons’ energy associated with different structures of PsA, and their effect
on the middle atmospheric chemistry. The main findings are presented in four separate
papers and are summarized in this chapter.
5.1 Paper I: Observations of Electron Precipitation During
Pulsating Aurora and Its Chemical Impact
This study used optical observations from the MIRACLE all-sky cameras in the
Fennoscandian sector to identify more than 800 PsA events in the years between 1997
and 2019. From these events, we found that pulsating aurora dominantly occurs during
the post-midnight to morning sector with an average duration of 2 hours. The major-
ity of PsA events were observed in the declining phase of the solar cycle. We found
253 events where DMSP, FAST, or POES satellites overpassed the region. By com-
bining precipitating electron measurements from these satellites, an overpass averaged
spectrum that consisted of electrons with energies between 30 eV and 1 MeV was con-
structed. Considerable variations of the flux of electrons with energy between 10 and
200 keV were clearly evident. The softer precipitation (< 10 keV) showed smaller vari-
ations. The MLT evolution of the precipitating electron energy spectra did not show
any significant trend at any specific energy. However, a systematic increase in higher
energies (> 30 keV) in the late MLT hours (after 7 MLT) was observed, while the softer
precipitation decays after 6:30 MLT.
From the collection of energy spectra an average, lower and upper boundary spectra
were defined and used in the 1D SIC model as an electron forcing to study the chemical
change in the middle atmosphere. A 30 and 120 minutes of precipitation forcing was
implemented using the boundary spectra electron forcing. It is found that the ozone
destruction by the energetic PsA electrons can be as large as 78% and as low as 0%.
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The average spectrum forcing for 120 minutes resulted in 69% ozone depletion at the
time of forcing and 54% during the following night. The lower boundary forcing,
which resulted in no ozone depletion, is suggested to be a rare case, as most of the
spectra showed higher values than the lower end of the spectra. A significant ozone
depletion (20 %) during the longer and upper boundary forcing persisted for two days,
suggesting that the ozone depletion observed in the 1D model could be significant in the
global models, such as WACCM and might also be detectable by atmospheric satellites.
5.2 Paper II: Observations of precipitation energies during
different types of pulsating aurora
No ozone depletion at the lower boundary of the PsA spectra forcing found in Paper I
implied different types of PsA. In this Paper, we further studied PsA by categorizing
them to three as introduced by Grono and Donovan (2018). We used 10 years of ASC
data (2010–2020) over Lapland region to identify PsA. Keograms and ewograms were
constructed from ASC images to identify the different categories of pulsating aurora.
We classified 92 PsA events into 39 APA, 35 PPA, and 18 PA. Corresponding elec-
tron density measurements from EISCAT radar at the Tromsø site were used to study
the variations in ionization level. The KAIRA CNA was also used to infer electron
precipitation impact during the three categories.
The altitude of the maximum electron density showed a considerable difference
between the categories. PPA and PA ionization centered at 105 km and APA at 110 km.
However, large differences in the electron density were observed below 100 km. To
further investigate the ionization differences, we divided the region below 120 km into
five height ranges with steps of 10 km altitude, and electron densities in these regions
were averaged. Below 100 km PPA showed high electron density compared to APA, but
no significant difference between 100 and 120 km. PA showed the smallest magnitude
of electron density above 100 km and intermediate values below 100 km. During PPA
and PA, an elevated ionization level down to 70 km was observed, which corresponds
to 200 keV energy of electrons. The KAIRA CNA associated with D region electron
density enhancement showed higher values during PPA (> 0.5 dB) compared to APA
and PA (< 0.5 dB).
From the FWHM of individual electron density profiles, PPA ionization were the
thickest PsA (about 40 km), followed by APA (30 km) and PA (20 km). The MLT
occurrence of the three categories showed that PPA started to dominate after 4 MLT
and continued in the late morning sector. APA was mainly observed between 1 and
5 MLT. However, PA is exclusively observed after 2 MLT. Higher KAIRA CNA values
(> 0.5 dB) during PPA were observed after 3 MLT while APA showed low absorption
< 0.5 dB after 5 MLT.
5.3 Paper III: D-region impact area of energetic electron
precipitation during pulsating aurora
In this paper, we used a combination of 10 SuperDARN radars and one ASC data in
the Southern Hemisphere to determine the impact area of the energetic PsA electrons.
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From the Syowa ASC station in Antarctica, 74 pulsating aurora were identified. Super-
DARN HF radio and noise attenuation due to the ionization increase in the D region
ionosphere was used to characterize the EEP’s impact area during pulsating aurora. It
was found that the latitude coverage of PsA can range between 4 and 12 degrees. We
showed that 36% of the events extended 12 degrees of magnetic latitude and about
60–75% of them extended over 4 degrees. The MLT extent was found to be wider at
lower latitudes compared to higher latitudes. At 65◦ of magnetic latitude, we found
an instantaneous MLT coverage of 2–3 hrs which became much narrower towards 75◦.
In general, MLT coverage of 7 hrs was observed at the equatorial edge for 44% of
the events and at the poleward edge for 17% of the events. The average impact area
of PsA-related EEP is found to reside between 62◦ and 70◦ magnetic latitudes cover-
ing 4–5 hours of MLT. A possible impact area differences between categories of PsA
(APA, PPA, and PA) were checked. However, due to the limited events, the results were
inconclusive.
5.4 Paper IV: Types of pulsating aurora: Comparison of
model and EISCAT electron density observations
In this paper, we used EISCAT electron density, electron precipitation measurements
from POES satellites, and electron density outputs from an auroral model to study three
PsA events identified in Tromsø high-resolution Watec Monochromatic Imager (WMI)
data. Different types of PsA were observed in all three cases. PsA energy spectra
constructed from POES satellites were used as an input in the auroral model and the
electron density output from the model was compared to the EISCAT electron density
measurements. The near midnight PsA, which includes a mix of APA and PPA types
showed large differences between EISCAT and model electron densities. However, the
two PsA events which occurred in the morning sector and consisted mainly of PPA
type over the entire POES observation period showed a very good agreement between
the model and the EISCAT electron density measurements. The large electron density
differences during a mix of PsA types indicated that the overpass averaged spectrum
from POES could give a wrong estimate of the energy depostion. But, the agreement
during the period of dominant PPA in the morning sector suggested that the average
spectrum could be a very good estimate without considering patchiness of PsA.
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Chapter 6
Conclusion and Future prospects
6.1 Conclusions
This thesis used a combination of measurements from different instruments and ion
chemistry model results to provide a vital information about PsA electrons’ energy
and their middle atmospheric chemistry effects. Two solar cycles of optical data from
the Fennoscandian region and significant number of optical observations of PsA in the
southern hemisphere from Syowa station were used to identify more than 840 PsA
events. For 253 PsA events precipitating electrons were observed by three satellites,
DMSP, POES and FAST. From the satellite measurements representative PsA electron
spectra were constructed and used as electron forcing in the 1D SIC model to study
the change in the mesospheric chemistry. The electron precipitation associated with
different types of PsA was studied using EISCAT electron density measurements as
well as the southampton electron transport and ion chemistry model. The southern
hemispheric PsA events were used to determine the PsA-related EEP impact area based
on SuperDARN HF radio wave and noise attenuation. The most important findings of
the thesis have been discussed in Chapter 4 and summarized in Chapter 5. The main
conclusions are the following:
PsA characterstics and morphology
PsA is predominantly a post-midnight phenomenon occurring between 2 and 7 MLT
with a median duration of about 2 hours as seen in the optical data. A high occurrence
rate of PsA is observed in the declining phase of the solar cycle. The peak altitude
of PsA ionization is centered around 105 km. In the morning sector (after 6 MLT)
the altitude of PsA tends to decrease. PsA typically covers 4 degrees and 12 degrees
magnetic latitude and 7 hours of MLT at any given time. The equatorial edge of PsA
covers a larger MLT extent compared to the poleward side of the PsA.
Energy spectrum of PsA
The thesis presents the first statistical spectrum of PsA electrons constructed from low
altitude satellite measurements. Large variation of flux of electrons in the range be-
tween 10 and 200 keV is observed. The spectrum is constructed from 253 PsA events
and could be considered as a representative spectrum that provide the statistical varia-
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tions and range of PsA electrons’ fluxes. In the late MLT sector, the softer precipitation
decay while the harder precipitation show a systematic increase.
Middle atmospheric chemistry during PsA
This thesis provide a very good starting point for considering the contribution of PsA
electrons in changing the atmospheric chemistry. The 1D SIC model show as low as
0% and as high as 78% ozone depletion induced by the PsA electron forcing. There are
not many low flux spectra and the average ozone depletion during PsA is about 44%
for the 30-minute forcing and 69% for the 120 minutes forcing. The significant ozone
depletion (above 20%), which persisted nearly two days further suggest the importance
of considering PsA electrons energy deposition in the global atmospheric models.
Types of PsA
The three categories of PsA (APA, PPA, and PA) show significant difference in the
magnitude of electron density (ionization level) below 100 km. PPA show the highest
probability of causing largest electron density values in the lower E and D regions of
the ionosphere, while APA show the smallest magnitude of electron density in these
regions. The FWHM thickness of the ionization layer for the different categories show
that PPA tends to be the thickest PsA followed by APA and PA. The MLT occurrence
of the types of PsA show that PA is entirely confined after 2MLT, while PPA mostly
occur in the late morning sector.
6.2 Future prospects
During the recent years, there has been significant progress in understanding the char-
acteristics and morphology of PsA. The results presented in this thesis have in addi-
tion provided knowledge on the associated energy spectrum, the chemical impact, and
characteristics for different types of PsA. New knowledge, however, also unravel new
outstanding questions. Some of the possible research questions are discussed below:
PsA forcing in climate models and chemistry
As the results of this thesis provide a vital information to construct a realistic input for
atmospheric models, the next step will be implementing this into global atmospheric
models such as WACCM. Such modelling results will give us a good insight to fur-
ther understand the energy deposition imposed into the Earth’s atmosphere during PsA
events. The significant and long lasting ozone depletion observed in this study im-
plies that observation of ozone depletion from atmospheric satellites, such as GOMOS,
SCIAMACHY, MIPAS, and Aura should also be possible.
Mechanisms structuring of PsA
It is now widely accepted that the sources of PsA electrons in the magnetosphere orig-
inate mainly in modulation of electrons by lower band chorus waves as well as upper
band chorus and ECH waves. LBC is mainly responsible for the harder precipitation
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while UBC and ECH scatter the lower energy electrons. However, which one is domi-
nant in the scattering process during PsA is still an open question. What are the source
of electrons during the three categories, why PPA and PA tends to follow the convec-
tion, but not APA? Is there any relation and mechanisms responsible of the order of
occurrence of the three categories? Which type of wave or combination of waves is re-
sponsible for the different types of PsA? These all are open questions to be addressed.
The answers for such questions can be approached by using a combination of satel-
lites in the magnetosphere, such as Arase satellite or Van Allen probes data together
with ground-based observations by high resolution ASC images from the MIRACLE,
THEMIS, and NIPR networks.
Radar observations
SuperDARN radars can provide information that can further quantify the spatial cov-
erage of PsA. The large coverage of SuperDARN radars in the Northern Hemisphere
can be exploited to draw a statistical conclusion of the spatio-temporal coverage of
PsA. Detail investigation of spatial coverage of different categories of PsA can also
be achieved. EISCAT-3D is planned to be operational in late 2022 for superusers and
early 2023 for the community. This huge advancement in the incoherent scatter radar
observations will also provide high resolution three dimensional electron density data
to study the ionization level and electrodynamical effects of PsA electrons in the scale
of pulsation "on" and "off" periods.
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Abstract Pulsating auroras (PsAs) are low-intensity diffuse aurora, which switch on and off with a
quasiperiodic oscillation period from a few seconds to∼10 s. They are predominantly observed after
magnetic midnight, during the recovery phase of substorms and at the equatorward boundary of the
auroral oval. PsAs are caused by precipitating energetic electrons, which span a wide range of energies
between tens and hundreds of keV. Such energetic PsA electrons will deposit their energy at mesospheric
altitudes and induce atmospheric chemical changes. To examine the effects of energetic PsA electrons on
the atmosphere, we first collect electron flux and energy measurements from low-latitude spacecraft to
construct a typical energy spectrum of precipitating electrons during PsA. Among the 840 PsA events
identified using ground-based auroral all-sky camera (ASC) network over the Fennoscandian region, 253
events were observed by DMSP, POES, and FAST spacecraft over the common field of view of five ASCs.
The combined measurements from these spacecraft enable us to obtain an energy spectrum consisting of
nonrelativistic and relativistic (30 eV to 1,000 keV) electrons during PsA. The median spectrum was found
to be in good agreement with earlier estimates of the PsA spectra. We then use the Sodankylä Ion-neutral
Chemistry (SIC) model to assess the chemical effect of PsA electrons. The observed extreme and median
spectra of PsA produce a significant depletion in the mesospheric odd oxygen concentration up to 78%.
1. Introduction
Pulsating auroras (PsAs) are characterized by their quasiperiodic low-intensity (few kilo Rayleigh at
the green and blue line emissions) variations centered around 100 km altitude (McEwen et al., 1981;
Stenbaek-Nielsen & Hallinan, 1979). The emission patches have a horizontal scale size ranging from 10 to
200 km, and they switch on and off with periods from a few to tens of seconds (Lessard, 2012; Royrvik &
Davis, 1977; Yamamoto, 1988). The on-time period is shorter with higher energy precipitation (Dahlgren
et al., 2017; McEwen et al., 1981) and shows relatively small variations from pulse to pulse compared to the
off-time periods (Yamamoto, 1988). PsAs are composed of separate east-west elongated or irregularly shaped
patches, which are usually pulsating out of phase from each other with a slightly different period (Sato et al.,
2004; Yamamoto, 1988). They are frequently observed at the equatorward boundary of nightside auroral
oval and during substorm recovery phases (Lessard, 2012; Nishimura et al., 2020). PsAs are also reported
to occur before a substorm onset (McKay et al., 2018), in the premidnight sector during active times (Bland
et al., 2019; Partamies et al., 2017), and can persist for up to 15 hr (Jones et al., 2013). They may appear
simultaneously in both hemispheres with different shapes and pulsation periods (Sato et al., 2004).
Grono and Donovan (2018) reported three subcategories of PsA based on stability and spatial extent: patchy,
amorphous, and patchy PsA. Patchy aurora consists of stable emission structures with pulsations of limited
spatial area, patchy PsA is made of steady emission structure with pulsations over much of their spatial
extent, and the amorphous type is unstable and rapidly varying PsA. Both patchy and patchy PsA follow
magnetospheric convection and were suggested to be a convenient and accurate method to remote sense
convection (Yang et al., 2015, 2017). However, amorphous PsA type is more dynamic and has no relation to
the convection. Among the three categories the most dominant type is amorphous PsA followed by patchy
and pulsating patchy aurora (Grono & Donovan, 2020). Patchy and patchy PsA are suggested to originate
from inner magnetosphere, while the source of amorphous PsA can extend radially farthest out from the




• Spacecraft particle measurements
were used to construct a statistical
precipitation spectrum for 253
pulsating aurora events
• Large flux variations of energetic
electron precipitation associated
with pulsating aurora between the
energies of 10 and 200 keV
• Model results showed mesospheric
Ox destruction up to 78% for the






Tesema, F., Partamies, N.,
Nesse Tyssøy, H., Kero, A., &
Smith-Johnsen, C. (2020).
Observations of electron precipitation
during pulsating aurora and its
chemical impact. Journal of
Geophysical Research: Space Physics,
125, e2019JA027713. https://doi.org/
10.1029/2019JA027713
Received 11 DEC 2019
Accepted 24 APR 2020
Accepted article online 13 MAY 2020
©2020. The Authors.
This is an open access article under the
terms of the Creative Commons
Attribution-NonCommercial License,
which permits use, distribution and
reproduction in any medium, provided
the original work is properly cited and
is not used for commercial purposes.
TESEMA ET AL. 1 of 13
Journal of Geophysical Research: Space Physics 10.1029/2019JA027713
Despite different structures, the mechanism behind the PsA is the precipitation of energetic electrons that
originate from the modulation of magnetospheric electrons by wave-particle interactions (Fukizawa et al.,
2018; Kasahara et al., 2018; Nishimura et al., 2010, 2011). The energy of the particles is on the order of
keV to several tens of keV (Johnstone, 1978; Miyoshi, Oyama, et al., 2015; Sandahl et al., 1980; Sandahl,
1984). The dominant mechanism responsible for scattering magnetospheric electrons associated with pre-
cipitating PsA electrons is of much debate (Dahlgren et al., 2017; Mozer et al., 2018; Miyoshi, Saito, et al.,
2015; Nishimura et al., 2018; Sato et al., 2004). Nishimura et al. (2010, 2011) provided direct evidence that
lower-band chorus waves play a primary role in driving PsA. They further indicated that PsA can exist with-
out upper-band chorus and electron cyclotron harmonic (ECH) waves. Recently, Kasahara et al. (2018) and
Fukizawa et al. (2018) implemented the same combinations of measurements to show correlations between
brightness fluctuations of the auroral patches with chorus and ECH waves, respectively.
A large range of precipitating electron energies have been measured during PsA. Sato et al. (2002) showed a
one-to-one correspondence between optical PsA and the spatiotemporal variations of the downgoing elec-
tron fluxes >5 keV measured by Fast Auroral SnapshoT (FAST) spacecraft. Evans et al. (1987) reported a
significant amplitude of fluctuation in the electron flux above 20 keV and smaller variations in those below
5 keV measured by National Oceanic and Atmospheric Administration (NOAA) 6 spacecraft overpassing
PsA. Miyoshi, Saito, et al. (2015) discussed the energy spectrum of the precipitating PsA electrons gener-
ated by different magnetospheric wave sources. They showed that a stable electron precipitation at 1 keV is
due to upper band chorus waves, while the lower band chorus waves control the electron precipitation with
energies above 2 keV. Jaynes et al. (2013) also reported significant electron flux modulations between elec-
tron energies of 30 and 100 keV measured by Geostationary Operational Environmental spacecraft (GOES)
13 spacecraft. They further showed a high correlation betweenGOES 13 electron flux and PsA optical inten-
sity. Samara et al. (2015) studied the energies of PsA electrons using overpasses of Reimei and Defense
Meteorological spacecraft Program (DMSP) spacecraft during six PsA events. Their results showed that the
energies causing PsA could range from 3 keV to 30 keV. Earlier rocket measurements of PsA showed that
precipitating electrons have energies between 2 and 140 keV (McEwen et al., 1981; Sandahl, 1984; Whalen
et al., 1971). Amore recent study by Tsuchiya et al. (2018) found that PsA is associated with relativistic elec-
tron precipitation with energy range >100 keV using very low frequency (VLF) subionospheric radio wave
propagation.
The electrons during PsAs can ionize neutral particles below 100 km (Miyoshi, Oyama, et al., 2015; Turunen
et al., 2009, 2016). Electron density observations from the European incoherent scatter (EISCAT) radar have
shown aD region (80–95 km) electron density enhancement during PsA events (Hosokawa&Ogawa, 2015).
They reported electron density maximum altitude to be 10 km lower during the on-period compared to the
off-period of PsA. Electron density enhancements below 70 km measured by EISCAT radar further sug-
gest that the electron precipitation associated with PsA have energies up to hundreds of keV (Hosokawa &
Ogawa, 2015; Miyoshi, Oyama, et al., 2015; Oyama et al., 2016; Turunen et al., 2016). Precipitation of PsA
electrons can lead to significant production of odd hydrogen (HOx = H + OH + HO2) and odd nitrogen
(NOx = N+NO+NO2) followed by catalytic reactions that destroy ozone in the polar mesosphere (Turunen
et al., 2016).
However, the actual variation and range of the precipitation energy and flux related to PsA are not known.
There is also no observational evidence of chemical changes during this type of precipitation. To fully
understand the impact of energetic PsA electrons in the atmosphere, it is crucial to characterize the elec-
trons spectra. Atmospheric models, such as Whole Atmosphere Community Climate Model (WACCM),
use Kp and Ap indices to parameterize the energy input during energetic electrons precipitation (EEP)
(Smith-Johnsen et al., 2018, and references therein); however, EEP associated with PsA often occurs during
the recovery phase of a substorm, where magnetic deflection has already recovered. Thus, the use of mag-
netic indices may lead to an underestimation of the higher energy precipitation in to the atmosphere. In this
paper, we will use an extensive data set from auroral all-sky cameras (ASCs) to detect PsA events together
with in situ particle energy measurements to construct a typical precipitation energy spectrum with realis-
tic variation. This is followed by investigation of chemical effects of the precipitating electrons by using the
Sodankylä Ion-neutral Chemistry (SIC) model (Turunen et al., 2009; Verronen et al., 2005).
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Figure 1. Geographic locations of ground based ASC stations in the Fennoscandian region from FMI-MIRACLE
network. Color-coded circles around the stations show the full fields of view of the cameras. The red dashed circle,
which comprises of all the ASC FOV, is the region where spacecraft overpasses are considered in the data analysis.
2. Data andMethods
The PsA events were identified by visual inspection of ASC keograms (Eather et al., 1976) from the
MIRACLEnetwork operated by the FinnishMeteorological Institute (FMI) (Sangalli et al., 2011). A keogram
is a plot of north-south slices of individual ASC images, which are displayed as a function of time. We
used data from Abisko (ABK, 68.36◦N, 18.82◦E), Kevo (KEV, 69.76◦N, 27.01◦E), Kilpisjärvi (KIL, 69.02◦N,
20.87◦E),Muonio (MUO, 68.02◦N, 23.53◦E), and Sodankylä (SOD, 67.42◦N, 26.39◦E) stations. For this study
we extended the list by Partamies et al. (2017) to cover the years between 1997 and 2019. After all keograms
were viewed, we searched for overpassing spacecraft that can measure precipitating electron energies. The
region where the overpassing spacecraft are taken into consideration in the data analysis is the common
field of view (FOV) of all the ASCs, which is indicated by the red dashed circle in Figure 1. A typical exam-
ple of particle data from Polar Orbiting Environmental Spacecraft (POES) (from 0.189 keV to 1,000 keV)
and DMSP (from 30 eV to 30 keV) is depicted in Figure 2c. From the 840 PsA events over the 23-year period
of study, 253 events coincided with overpasses by DMSP (137), POES (240), and FAST (9) spacecraft with a
total of 376 overpasses.
The electron and ion spectrometer analyzers on board FAST spacecraft are designed to measure energies
of auroral particles with high pitch angle, temporal resolution, and sensitivity. They are used to obtain dis-
tributions of 48 energies at different angles with 1 s time resolution. The standard electron energy range
measured by one of the analyzers is between 4 eV and 30 keV (Carlson et al., 1998). We analyze these data
where the particles' pitch angle are below 3◦ to capture the precipitating population.
The special sensor for precipitating particles, Version 4 (SSJ4) and Version 5 (SSJ5) on board DMSP space-
craft is a particle spectrometer looking upward and designed to measure the flux of auroral electrons and
ions with energies between 30 eV and 30 keV. Details about DMSP spacecraft SSJ measurements and data
availability can be found in Redmon et al. (2017). We used the DMSP SSJ data archived in the Coupling
Energetics and Dynamics of Atmospheric Regions (CEDAR) madrigal database.
The two sets of electron telescopes in the Medium Energy Proton and Electron Detector (MEPED) on board
NOAA-POES spacecraft measure the flux of electrons which are pointing 0◦ and 90◦ with respect to local
normal (Evans & Greer, 2000). At middle and high latitudes, the 0◦ telescope measures particle fluxes that
will be lost to the atmosphere, whereas the 90◦ telescope might detect precipitating particle fluxes and/or
trapped particles in the radiation belts (Rodger et al., 2010). As the level of pitch angle anisotropy varies
significantly with particle energy, location, and geomagnetic activity, the 0◦ detector will underestimate,
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Figure 2. (a) Keogram generated from a series of KIL ASC camera images of green emission at 557.7 nm. (b) Overpasses of DMSP f16 (blue line, from 4:34 to
4:36 UT) with a time resolution of 1 s and NOAA-18 POES (red dots, 4:47 to 4:49 UT) with a time resolution of 16 s over Kilpisjärvi ASC image taken at 04:40
UT. The green dot shows the zenith of the ASC. (c) Spectrum constructed from the two spacecraft overpasses, on 22 January 2015. The red dashed box depicted
on the keogram is the time between 4:34 and 4:49 UT, when both spacecraft were passing over KIL.
while the 90◦ detector will overestimate the flux of precipitating electrons. A more realistic estimate of the
precipitating fluxes in the bounce loss cone can, however, be achieved by fitting the 0◦ and 90◦ fluxes onto
the solution of the Fokker-Planck equation for particles (Nesse Tyssøy et al., 2016). The electron spectra are
further corrected for low energy proton contamination, taking into account the degradation of the proton
detectors. Cross contamination of relativistic electrons in the proton detector provides an extra electron
energy channel. Finally, new optimized energy limits and associated geometric factors give the following
four integral channels (>43, >114, >292, and >756 keV). Further details about the correction procedures
and construction of optimized energy channels can be found in Nesse Tyssøy et al. (2016), Ødegaard et al.
(2017), and Sandanger et al. (2015).
Total Electron Detector (TED) is another type of detector on board POES, which can measure low energy
particle fluxes between 0.05 and 20 keV (Evans & Greer, 2000). POES-TED data are available as differen-
tial flux at four electron channels on both 0◦ and 30◦ telescopes with energy bands of 0.15–0.22, 0.69–1,
2.12–3.08, and 6.50–9.46 keV. In this study we use the 0◦ telescope measurement to account for the lower
limit of electron precipitation. To construct the POES-MEPED differential flux from the integral flux mea-
surements, we calculate the difference between consecutive energy channels. The centers of the channels
are assumed to be the central energy. The data points obtained from this difference were fitted by a power
law function (Whittaker et al., 2013), to derive the differential flux. This power law function was also used
to extrapolate further points in both ends of the channels at 25 and 1,000 keV energies. With this approach
we get nine data points at 0.19, 0.84, 2.60, 7.98, 25, 78.5, 203, 524, and 1,000 keV energies. To connect these
data points, we use linear interpolation in a logarithmic scale.
To study the chemical effect of precipitating PsA electrons, we run the 1-D SIC model (Verronen et al.,
2005) for the maximum, minimum, and average spectrum constructed from all overpasses. The SIC model
is a coupled middle atmospheric ion and neutral chemistry model, which can be run in either steady state
or time-dependent mode between 20 and 150 km altitudes with 1 km resolution. The model is known to
capture ion and neutral changes in the atmosphere due to energetic particle precipitation (EPP) forcing
(Verronen et al., 2016, and references therein). It includes hundreds of reactions consisting of 41 positive
and 29 negative ions and 34 neutral species. It includes molecular and eddy diffusion but not atmospheric
transport processes. The time-dependent mode is suitable for studying diurnal variations of atmospheric
response due to external forcing such as electron and proton precipitations. We investigate effects due to
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Figure 3. (a) A distribution of start and end times of all PsA events in MLT, (b) durations of the PsA events, (c) occurrence of PsA with respect to the sunspot
number, and (d) self-normalized histogram of the MLT occurrence of spacecraft overpasses over the combined FOV of ASCs.
different durations and spectra of the PsA electrons forcing. More detailed explanation about the SIC model
implementations is provided in Verronen et al. (2005) and Turunen et al. (2009).
3. Results
3.1. PsA PrecipitationEnergies
An analysis of precipitating electron measurements was undertaken using data from different spacecraft
which are passing over PsA. Figure 2 shows an example of PsA ASC observation and electron spectra on
22 January 2015, during a moderate geomagnetic activity (Kp = 3). As it is shown in the keogram (Figure
2a), an active PsA that started just before 2 UT in the southern part of the FOV soonmoved over the zenith.
The PsA in the keogram is observed as consecutive bright and dark vertical stripes. The pulsation remains
the dominant aurora type between 3:00 and 3:54 UT. It expanded southward and pulsated for nearly 20 min
before retreating northward. The POES-NOAA18 spacecraft and DMSP-f16 spacecraft passed over the FOV
at 4:47–4:49 and at 4:34–4:36 UT, respectively. The overpasses are shown in Figure 2b on the ASC image
taken at 04:40 UT. The electron spectra during the overpasses are shown in Figure 2c. The solid blue line
is the overpass average flux from DMSP, and the dots show the flux in one second time resolution during
the overpass. The red curve shows the integratedmeasurements from POES-TED andMEPED instruments.
From this figure, it can be seen that the electron flux between 700 eV and 2 keV, and between 10 keV and 30
keV show high variations. The softer precipitation of the energies between 3 and 10 keV undergo relatively
small variations. POES TED and DMSP measurements show a large difference in the energy range below
2 keV. POES-MEPED measurements produce a smooth curve as a continuation of DMSP measurements
toward higher energies.
As we used ASC data from five FMI-MIRACLE cameras, we could investigate some general characteristics
of PsA events. In Figure 3a the distribution of the start and end times of the PsA events shows that these
events are dominant during postmidnight tomorning hours. The start time of the events peaks between 2:30
and 4:30 magnetic local time (MLT). The end time is a conservative estimate as many of the events were cut
short due to the sunrise and the termination of imaging. The PsA events mostly end between 6 and 8 MLT.
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Figure 4. Constructed energy spectrum for pulsating aurora from a combination of 137 overpasses DMSP (blue), FAST
9 overpasses (black), and POES 240 overpasses (red), spacecraft measurements. The green dashed curves are the upper
and lower boundaries of the spectra used in the SIC model run.
The duration of the events varies between 1 and 3 hr with a median value of 2 hr as shown in Figure 3b.
There are also some events that persist longer than 4 hr. Figure 3c shows the annual number of PsA events
with the sunspot number (SSN). The figure clearly shows a time shift of 1–3 years between the solar activity
and the number of PsA events. Most of the events were observed during the declining phase of the solar
activity. Comparing the two decline phases, the higher number of PsA events were found in the second one,
where relatively low values of SSN in the whole solar cycle (2010–2019) were recorded.
Figure 4 shows all electron precipitation flux spectra from a combination of spacecraft overpasses over the
common FOV illustrated in Figure 1. The electron fluxes are averaged over an overpass, while a spacecraft
takes atmost 4min to cross the commonASCFOV.The spectra fromdifferent spacecraft (black, blue, and red
colors for FAST, DMSP and POES, respectively) behave coherently at ∼3 keV energy with small variation up
to 10 keV. A considerable range of electron flux values withmore than 2 orders of magnitude is evident with
Figure 5.MLT evolution of PsA electrons energy spectra from MEPED and TED on board POES (upper two panels)
and from DMSP (lowest panel) spacecraft.
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Figure 6.Modeled (from top), electron density (Ne), odd hydrogen (HOx), odd nitrogen (NOx), and odd oxygen (Ox). The left panels are forced with lower
energy spectrum envelope from Figure 4 for 30 min, and the right panels are forced with the upper energy spectrum for 120 min. All model results are
displayed for a 2-day time period.
the energies of <2 and >10 keV. Energies between 20 and 200 keV show the largest flux range. The overall
spectrum shape is a smooth curve with significant variation in electron flux values in the high energy tail.
For example, the flux at 30 and 100 keV ranges from 100 to 106 and 10−1 to 104cm−2keV−1sr−1s−1, respectively.
The lowest spectra show a relatively sharp decrease at 10 keV. At the lower energy end of the spectrum,
DMSP observations are coherent as compared to POES-TED measurements (red) at higher energies. Some
of the differences seen can be due to the difference in MLT overpasses between the two spacecraft shown
in Figure 3d. POES has a number of overpasses before 5 MLT, while all DMSP overpasses are after 5 MLT.
The spectrum obtained from FAST spacecraft (black) lies at the upper boundary of all spectra and show
sharp changes at energies higher than 20 keV. However, a large number of passes from DMSP and POES
measurements together reflect smooth behavior.
By sorting all measurements from DMSP and POES spacecraft overpasses in time, we generate MLT evo-
lution of the precipitating electrons energy flux spectra. We binned the energy flux of the precipitating
electrons in 36 s time slots, which roughly accounts for on and off phases of PsA together (e.g., see
Hosokawa&Ogawa, 2015), as shown in Figure 5. The first and second panels of Figure 5 are generated from
POES-MEPED and POES-TED measurements, while the bottom panel consists of DMSP data. Generally,
the MLT evolution of energetic particles from MEPED does not show any trend. However, there are abrupt
decreases in flux around 5:30–6:30 MLT (dashed rectangle). Particles from TED with energies above 2 keV
show high flux values until 6:30 MLT and a more systematic decrease in the morning hours passed 8 MLT.
The third panel of Figure 5 shows relatively persistent fluxes at the electron energies between 1 and 10 keV
over the entire period of observations. The prominent feature in this energy range is observed between 5:30
and 6:30 MLT, when the flux of ∼10 keV electrons is nearly constant. Energy flux dropouts start to appear
after 6:30 MLT. After 9 MLT, the harder precipitation starts to decay. The harder precipitation of electrons
(>10 keV) shows a persistent value between 5:30 to 6:30 MLT followed by higher energy flux with dropouts,
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Figure 7. Relative differences in odd oxygen concentration at the maximum depletion altitude (79 km) with the
different forcing durations for high, low, and average spectra. The modeled time span in 2 days.
particularly between 7 and 8:45 MLT. After 8:45, the flux at 10 keV energies are significantly reduced. The
softer precipitation (<1 keV) shows a high variability throughout the whole observation period, with min-
ima at 5 to 6, 7 to 7:30, and 8:10 to 8:50 and maxima values in the rest of the time period. The higher values
of the softer precipitation are dominantly observed in the morning sector (after 7:30 MLT). Comparing the
three panels of Figure 5, the precipitation lower than 10 keV decreases significantly after 6:30 MLT, while
the higher energies either persist or show a tendency to increase in the morning sectors.
3.2. Atmospheric Effects of PsA
After initializing the SIC model at 68.02◦N and 23.53◦E (MUO station), the model run was performed for a
randomly selected two day period on 17–19 November 2012 with and without the PsA forcing. The model
temporal resolutionwas 5min. We implemented the electron forcing for 30 and 120min with the upper and
lower boundaries of the spectrum, which are smooth curves identified by eye, as shown in Figure 4 (green
dashed lines). By considering the median MLT of the spacecraft overpasses of to be at 4.5 MLT as shown in
Figure 3d, the electron forcing was started at 2 UT (4.5MLT in Fennoscandian sector) on 17November 2012.
The absolute and relative examinedmagnitudes of HOx, NOx, and Ox obtained from this model run are used
to characterize the response of the atmosphere to the forcing. Figure 6 shows the model outputs of electron
density, change in NOx, change in HOx, and percentage change in Ox with respect to the model run without
forcing. The left panel shows a 30 min forcing with the lower boundary spectrum, and the right-hand side
contains a 120 min forcing with the upper boundary spectrum. During the case of the shorter forcing, a
significant enhancement of electron density reaches an altitude of 80 km. The NOx response, in this case,
was observed mainly between 100 and 120 km with the highest values at ∼105 km at the time of forcing.
The NOx enhancement was centered around 100 km after 2 days with a value nearly half of the maximum.
However, there were no observable HOx and Ox changes. The case of the long time forcing with a harder
spectrum showed an electron density enhancement at significantly lower altitudes reaching below 60 km.
The NOx change during this forcing was observed to be centered between 93 and 110 kmwith themaximum
at 96 km. The change inHOx shows a doublemaxima separated by∼10 km at the time of forcing. The largest
HOx change was observed at 81 km altitude with a value of 5.9 × 107 cm−3, and the secondary maximum
of 3.4 × 107 cm−3 occurred at 72 km. The primary increase in HOx continued for more than 24 hr after the
forcing. Consequently, the change in Ox showed the highest percentage depletion in a very narrow vertical
extent at around 79 km until sunrise. After sunrise, a significant depletion persists as a double layer with
the minimum values of −18% and −31% at altitudes of 81 and 71 km, respectively. The double structures
observed during the daytime almostmerged to create a vertically broader andmore intense depletion during
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the night. During the next day, the double layer depletion persisted but the magnitudes decreased to 7% and
17% at 72 and 79 km, respectively.
To study the temporal evolution of the change in Ox for the two days of the model run in more detail,
we take the altitude of the maximum depletion observed during the entire model run time (79 km). In
addition to the lower and upper boundary energy spectrum, we also calculated the average spectrum for the
30 and 120min forcing as included in Figure 7. Asmentioned above the atmosphere does not respond to the
softer forcing scenarios. The four scenarios that showed significant depletions are from the averaged and
upper boundary spectra. The maximumOx depletion of these scenarios occurred 2.5 to 3 hr after the start of
forcing. The average spectrum induced a maximum Ox depletion of 44% and 69%, and the upper boundary
spectrum induce a depletion of 58% and 78% for 30 and 120 min forcing, respectively. The depletions in
all these scenarios before sunrise showed a similar shape: a sharp decrease at the time forcing and a quick
recovery before sunrise. However, the next day the change inOx from these cases behaved differently. TheOx
depletion during the longer forcing decreased quickly after sunset. The shorter forcing led to the maximum
Ox depletion 25 min earlier on the forcing day and 40 min later in the following day compared to the longer
forcing. The longer forcing induced almost the whole night of Ox depletion (>10%) even 24 hr after the
forcing. The mesospheric Ox recovered during the next day, but the depletion continues during the night
after. Comparing the maximum depletion between the day of forcing and the next day, the difference is
smaller for the longer forcing. The Ox depletion is still significant (up to 20%) for the longer forcing after
nearly 48 hr.
4. Discussions
We used an extensive data set of images and keograms from FMI-MIRACLE ASC network to identify 840
PsA events. In this study, the occurrence of PsA is highest from the local midnight until the end of the
imaging in the morning sector. Our events have a median duration of 2 hr. The occurrence time is in a very
good agreement with results from Grono and Donovan (2020). The PsA duration is also in agreement with
previous statistical studies of PsA, which reported a duration between 1.4 and 2.25 hr (Bland et al., 2019;
Jones et al., 2011; Partamies et al., 2017). PsA occurrence peaks toward the declining phase of the solar
cycle. The declining phase of solar cycle is often associated with a high probability of high-speed solar wind
streams and high occurrence frequency of EPP (Asikainen & Ruopsa, 2016), which is favorable for PsA.
Previous studies have indicated that the PsA electrons have energies between 2 and 200 keV. However, most
of the studies have either been case studies or used an indirect method to obtain information about the pre-
cipitating PsA electrons energy (Miyoshi, Oyama, et al., 2015; McEwen et al., 1981; Sandahl, 1984; Sandahl
et al., 1980;Whalen et al., 1971). This makes the results of such studies difficult to consider as representative
for the typical energy range of precipitating PsA electrons. In this study, we used overpassing spacecraft to
measure the PsA electrons during 253 events. We constructed PsA electrons energy flux spectra from differ-
ent spacecraft measurements, which span energies between 30 eV and 1,000 keV with variable resolution.
In Figure 4, it can be clearly seen that not all the spectra are smooth, but there are abrupt changes especially
in connecting POES-TED and MEPED at energies from 20 to 80 keV, sudden increases in FAST observa-
tions above ∼20 keV and sudden decreases in DMSP spectra above 10 keV. Keeping in mind that the MLT
distribution shows fewer spacecraft overpasses in themorning sector (Figure 3d), Figure 5 (blue dashed rect-
angle) shows higher flux at higher energy range, while the softer precipitation decreases. Such increase in
high energy flux in the late MLT sector was reported by Hosokawa and Ogawa (2015) and can be associated
with a tendency to observe PsA in this sector. Furthermore, Hosokawa and Ogawa (2015) showed a higher
electron density in late MLT PsA and the increase in the resonance energy of the pitch angle scattering in
late MLT sector was suggested to be the cause for this increase in energy. Recently, Grono and Donovan
(2018) categorized PsA into patchy, patchy pulsating, and amorphous PsA, Yang et al. (2019) further studied
the energies of these categories and showed that one amorphous PsA case was related to energies centred
around 20 keV, while a patchy PsA event had energies around 9 keV. The abrupt flux changes in the spectra
could be related to a PsA subcategory change, which should be examined further in the future. It has been
reported that different categories of PsA, patchy, patchy pulsating, and amorphous types, differ in time of
occurrence, energy, and location (Grono & Donovan, 2020; Yang et al., 2019). Lacking harder precipitation
between 5:30 and 6:30MLT (Figure 5) but observing significant precipitation below 10 keV suggests that we
are predominantly observing patchy PsA, which is associated with lower energy compared to amorphous
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PsA.After 7MLT softer precipitation decreases while harder precipitation tends to increase, which supports
the dominance of the amorphous type PsA in the morning sector as reported by Grono and Donovan (2020).
As it is shown in the collection of spectra (Figure 4), the flux of PsA electrons in the medium energy (>30
keV) range is significant. Such energetic particles will strongly ionize the mesosphere and consequently
destroy ozone through catalytic reactions involving HOx (and NOx) species (Sinnhuber et al., 2012, and
references therein). This may further alter the thermal balance and the middle atmospheric dynamics. Dur-
ing winter this effect can propagate to lower altitudes and affect the lower stratospheric dynamics and
regional climate over large timescales (Rozanov et al., 2012; Seppälä et al., 2013). Thus, the evaluation of
the atmospheric response to PsA electron forcing was approached by using the SIC model with statistically
characterized spectra. The absence of the atmospheric response to the forcing with a lower boundary spec-
trum raises the question on the threshold flux of energetic particles that can induce odd oxygen depletion.
Forcing with the upper boundary spectrum indicated that the PsA electrons are capable of destroying a
large amount of Ox species within a broad vertical extent (∼10 km). A similar study by Turunen et al. (2016)
showed strongest Ox depletion in the following day compared to the time of forcing. They reported meso-
spheric Ox depletion due to the electron forcing during a single PsA event to be between 14% and 82%. They
discussed the possibility of an overestimation of the particle flux from the VanAllen probes' measurements
and concluded the 25% depletion of odd oxygen to be realistic. The number of PsA events overpassed by the
spacecraft represent 30% of all the events identified in this study. By taking the median duration of PsA (2
hr) as the duration of the forcing, together with the average spectrum, resulted in 69% depletion of Ox at the
time of forcing and 54% during the following night. This is double the previously proposed ozone depletion.
Miyoshi, Oyama, et al. (2015) estimated the spectrum of a PsA event from EISCAT measurements. In their
study, the spectra information from EISCAT electron density inversion was limited to energies below 100
keV. A reduced pitch angle scattering at relativistic energy range is suggested to lead to a high discrepancy
between the estimated spectrum and spectrummeasured by Van Allen Probes. Turunen et al. (2016) further
investigate the uncertainity in the hard end of the spectrumusingMetropolis-HastingsMarkov chainMonte
Carlo (MCMC)method. They conclude that theMCMCmedian spectrum,which lies between the estimated
spectrum and Van Allenmeasurements spectrum is a reasonable one. This spectrum is in a very good agree-
ment with our average spectrum, which further strengthens the significance of pitch angle scattering at
relativistic energy range.
The Ox depletion of 44% we obtained soon after the forcing is significantly higher: (shown in Figure 6)
compared to the 15% reported in Turunen et al. (2016). Because the highest energy end of the spectrum that
predominantly affects the middle atmosphere was obtained from the POES spacecraft and the dominant
overpassing time was between 4 and 5 MLT (1.5 to 2.5 UT, see Figure 3), we started the forcing at 2 UT.
This is 2 hr earlier than in Turunen et al. (2016). Our results show that the magnitude of the depletion soon
after the forcing is comparable to the depletion during the following night. This is not the case reported
by the Turunen et al. (2016). They found a smaller depletion at the time of the forcing as compared to the
following night for all the scenarios considered. The large Ox depletion shortly after the forcing suggests that
a detectable mesospheric O3 change could be measured in the future. Here, the average spectrum applied
to the 30 min forcing resulted in 44% odd oxygen depletion, which is of the same magnitude as that during
substrom electron precipitation (Seppälä et al., 2015). The short-term extremely large odd oxygen depletion
obtained in this study, is also comparable with the EEP effect reported by Andersson et al. (2014). Using
multiple spacecraft measurements, Andersson et al. (2014) showed that the direct HOx production due to
EEP lead to 90% depletion for a shorter time and 34% depletion for more extended time scales. The effects
of the precipitating electrons are also comparable to large but less frequent ozone destruction due to solar
proton events (Seppälä, 2004; Verronen et al., 2005).
The SIC model results presented in this study open a way to further study ozone destruction due to PsA
electrons using coupled models including transport, such as the WACCM (which includes ion chemistry
in the D region Verronen et al., 2016) model. By considering the magnitude and the spatial coverage of Ox
depletion reported in this study, we anticipate that the atmospheric response to the PsA electron forcing will
be significant in the dynamical models as well. As it is also known that PsAs are frequent events with nearly
50% occurrence (Bland et al., 2019), and the HOx, NOx, and Ox responses reported in this study did not fully
recover within almost 48 hr, theremay also be a cumulative atmospheric effect by the precipitating particles.
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5. Conclusions
By combining measurements from three spacecraft, we presented statistical PsA electron energy spectrum
that includes relativistic and nonrelativistic energies between 30 eV and 1,000 keV. The highest variations
of the flux of electrons were observed between 10 and 200 keV, typical for PsA events. The MLT evolution of
PsA electrons energy flux does not show any significant trend at any specific energy. However, PsA electrons
withhigher energies (>30 keV) persisted in themorninghours,while the softer precipitation decayed earlier.
The ion chemistry model implemented here showed a wide range of magnitude of Ox depletion between 0%
and 78% for short (30 min) to median (120 min) duration of PsA precipitation. The lowest measured fluxes
during PsA neither produced HOx nor depleted ozone, while the highest measured fluxes caused significant
ozone depletions both during the forcing and the following night due to the persistent enhancement in
the odd hydrogen. The results of this 1-D model raise a number of questions, such as the sensitivity of the
atmosphere for the particle forcing, the significance of this depletion in the dynamical model runs, and if
observations of change in ozone and associated species during PsA events can be achieved.
Data Availability Statement
MIRACLE ASC quicklook data are available at the website (https://space.fmi.fi/MIRACLE/ASC/?
page=keograms), and full-resolution image data can be requested from FMI (kirsti.kauristie@fmi.fi). The
entire FAST mission data can be found online (http://sprg.ssl.berkeley.edu/fast/). DMSP particle data are
available at CEDAR madrigal database (http://cedar.openmadrigal.org). Event lists, precipitating electrons
energy from DMSP, POES, and FAST spacecraft, and SIC model outputs used in this study are available in
Tesema et al. (2019).
References
Andersson, M. E., Verronen, P. T., Rodger, C. J., Clilverd, M. A., & Seppälä, A. (2014). Missing driver in the Sun-Earth connection from
energetic electron precipitation impacts mesospheric ozone. Nature Communications, 5(1), 5197. https://doi.org/10.1038/ncomms6197
Asikainen, T., & Ruopsa, M. (2016). Solar wind drivers of energetic electron precipitation. Journal of Geophysical Research: Space Physics,
121(3), 2209–2225. https://doi.org/10.1002/2015JA022215
Bland, E. C., Partamies, N., Heino, E., Yukimatu, A. S., & Miyaoka, H. (2019). Energetic electron precipitation occurrence rates deter-
mined using the Syowa East SuperDARN radar. Journal of Geophysical Research: Space Physics, 124, 6253–6265. https://doi.org/10.1029/
2018JA026437
Carlson, C. W., Pfaff, R. F., & Watzin, J. G. (1998). The Fast Auroral SnapshoT (FAST) Mission. Geophysical Research Letters, 25(12),
2013–2016. https://doi.org/10.1029/98GL01592
Dahlgren, H., Lanchester, B. S., Ivchenko, N., &Whiter, D.K. (2017). Variations in energy, flux, and brightness of pulsating aurorameasured
at high time resolution. Annales Geophysicae, 35(3), 493–503. https://doi.org/10.5194/angeo-35-493-2017
Eather, R. H., Mende, S. B., & Judge, R. J. R. (1976). Plasma injection at synchronous orbit and spatial and temporal auroral morphology.
Journal of Geophysical Research, 81(16), 2805–2824. https://doi.org/10.1029/JA081i016p02805
Evans, D. S., Davidson, G. T., Voss, H. D., Imhof, W. L., Mobilia, J., & Chiu, Y. T. (1987). Interpretation of electron spectra in morningside
pulsating aurorae. Journal of Geophysical Research, 92(A11), 12,295. https://doi.org/10.1029/JA092iA11p12295
Evans, D. S., & Greer, M. S. (2000). Polar orbiting environmental satellite space environment monitor—2: Instrument descriptions and
archive data documentation. NOAA Tech. Memo., OAR SEC 93, 93, version 1.4, Boulder, Colo., 2004 Jan.
Fukizawa, M., Sakanoi, T., Miyoshi, Y., Hosokawa, K., Shiokawa, K., Katoh, Y., et al. (2018). Electrostatic electron cyclotron harmonic
waves as a candidate to cause pulsating auroras. Geophysical Research Letters, 45, 12,661–12,668. https://doi.org/10.1029/2018GL080145
Grono, E., & Donovan, E. (2018). Differentiating diffuse auroras based on phenomenology. Annales Geophysicae, 36(3), 891–898. https://
doi.org/10.5194/angeo-36-891-2018
Grono, E., & Donovan, E. (2020). Surveying pulsating auroras. Annales Geophysicae, 38(1), 1–8. https://doi.org/10.5194/angeo-38-1-2020
Hosokawa, K., & Ogawa, P. (2015). Ionospheric variation during pulsating aurora. Journal of Geophysical Research: Space Physics, 120,
5943–5957. https://doi.org/10.1002/2015JA021401
Jaynes, A. N., Lessard, M. R., Rodriguez, J. V., Donovan, E., Loto'Aniu, T. M., & Rychert, K. (2013). Pulsating auroral electron flux mod-
ulations in the equatorial magnetosphere. Journal of Geophysical Research: Space Physics, 118, 4884–4894. https://doi.org/10.1002/jgra.
50434
Johnstone, A. D. (1978). Pulsating aurora. Nature, 274(5667), 119–126. https://doi.org/10.1038/274119a0
Jones, S. L., Lessard, M. R., Rychert, K., Spanswick, E., & Donovan, E. (2011). Large-scale aspects and temporal evolution of pulsating
aurora. Journal of Geophysical Research, 116, A03214. https://doi.org/10.1029/2010JA015840
Jones, S. L., Lessard, M. R., Rychert, K., Spanswick, E., Donovan, E., & Jaynes, A. N. (2013). Persistent, widespread pulsating aurora: A
case study. Journal of Geophysical Research: Space Physics, 118, 2998–3006. https://doi.org/10.1002/jgra.50301
Kasahara, S., Miyoshi, Y., Yokota, S., Mitani, T., Kasahara, Y., Matsuda, S., et al. (2018). Pulsating aurora from electron scattering by chorus
waves. Nature, 554(7692), 337–340. https://doi.org/10.1038/nature25505
Lessard, M. R. (2012). A review of pulsating aurora. Aurora Phenomenology Magnetospheric Processes Earth Other Planets, 55–68. https://
doi.org/10.1029/2011GM001187
McEwen, D. J., Yee, E., Whalen, B. A., & Yau, A. W. (1981). Electron energy measurements in pulsating auroras. Canadian Journal of
Physics, 59(8), 1106–1115. https://doi.org/10.1139/p81-146
McKay, D., Partamies, N., & Vierinen, J. (2018). Pulsating aurora and cosmic noise absorption associated with growth-phase arcs. Annales
Geophysicae, 36(1), 59–69. https://doi.org/10.5194/angeo-36-59-2018
Acknowledgments
The funding support for F. Tesema and
H. Nesse Tyssøy work is provided by
the Norwegain Research Council
(NRC) under CoE Contract 223252. In
addition, the work of N. Partamies is
supported by NRC project 287427. The
work of C. Smith-Johnsen is supported
by the NRC project 263008. The
work of Antti Kero is funded by the
Tenure Track Project in Radio
Science at Sodankylä Geophysical
Observatory/University of Oulu. We
thank K. Kauristie, S. Mäkinen, J.
Mattanen, A. Ketola, and C.-F. Enell
for maintainingMIRACLE camera
network and data flow. We thank
NOAA's SWPC and NCEI (formerly
NGDC) for the availability of NOAA
POES data.
TESEMA ET AL. 11 of 13
Journal of Geophysical Research: Space Physics 10.1029/2019JA027713
Miyoshi, Y., Oyama, S., Saito, S., Kurita, S., Fujiwara, H., Kataoka, R., et al. (2015). Energetic electron precipitation associatedwith pulsating
aurora: EISCAT and Van Allen Probe observations. Journal of Geophysical Research: Space Physics, 120, 2754–2766. https://doi.org/10.
1002/2014JA020690
Miyoshi, Y., Saito, S., Seki, K., Nishiyama, T., Kataoka, R., Asamura, K., et al. (2015). Relation between fine structure of energy spectra for
pulsating aurora electrons and frequency spectra of whistler mode chorus waves. Journal of Geophysical Research: A Space Physics, 120,
7728–7736. https://doi.org/10.1002/2015JA021562
Mozer, F. S., Hull, A., Lejosne, S., & Vasko, I. Y. (2018). Reply to Comment by Nishimura Et Al. Journal of Geophysical Research: Space
Physics, 123, 2071–2077. https://doi.org/10.1002/2018JA025218
Nesse Tyssøy, H., Sandanger, M. I., Ødegaard, L.-K. G., Stadsnes, J., Aasnes, A., & Zawedde, A. E. (2016). Energetic electron precipitation
into the middle atmosphere—Constructing the loss cone fluxes fromMEPED POES. Journal of Geophysical Research: Space Physics, 121,
5693–5707. https://doi.org/10.1002/2016JA022752
Nishimura, Y., Bortnik, J., Li, W., Angelopoulos, V., Donovan, E. F., & Spanswick, E. L. (2018). Comment on Pulsating auroras produced
by interactions of electrons and time domain structures by Mozer Et Al. Journal of Geophysical Research: Space Physics, 123, 2064–2070.
https://doi.org/10.1002/2017JA024844
Nishimura, Y., Bortnik, J., Li, W., Thorne, R. M., Chen, L., Lyons, L. R., et al. (2011). Multievent study of the correlation between pulsating
aurora and whistler mode chorus emissions. Journal of Geophysical Research, 116, A11221. https://doi.org/10.1029/2011JA016876
Nishimura, Y., Bortnik, J., Li, W., Thorne, R. M., Lyons, L. R., Angelopoulos, V., et al. (2010). Identifying the driver of pulsating aurora.
Science (80-. ), 330(6000), 81–84. https://doi.org/10.1126/science.1193186
Nishimura, Y., Lessard M. R., Katoh Y., Miyoshi Y., Grono E., Partamies N., et al. (2020). Diffuse and Pulsating Aurora. Space Science
Reviews, 216(1). https://doi.org/10.1007/s11214-019-0629-3
Ødegaard, L. K. G., Tyssøy, H. N., Søraas, F., Stadsnes, J., & Sandanger, M. I. (2017). Energetic electron precipitation in weak to moderate
corotating interaction region-driven storms. Journal of Geophysical Research: Space Physics, 122, 2900–2921. https://doi.org/10.1002/
2016JA023096
Oyama, S., Kero A., Rodger C. J., Clilverd M. A., Miyoshi Y., Partamies N., et al. (2017). Energetic electron precipitation and auroral
morphology at the substorm recovery phase. Journal of Geophysical Research: Space Physics, 122(6), 6508–6527. https://doi.org/10.1002/
2016JA023484
Partamies, N., Whiter, D., Kadokura, A., Kauristie, K., Nesse Tyssøy, H., Massetti, S., et al. (2017). Occurrence and average behavior of
pulsating aurora. Journal of Geophysical Research: Space Physics, 122, 5606–5618. https://doi.org/10.1002/2017JA024039
Redmon, R. J., Denig, W. F., Kilcommons, L. M., & Knipp, D. J. (2017). New DMSP database of precipitating auroral electrons and ions.
Journal of Geophysical Research: Space Physics, 122, 9056–9067. https://doi.org/10.1002/2016JA023339
Rodger, C. J., Clilverd, M. A., Green, J. C., & Lam, M. M. (2010). Use of POES SEM-2 observations to examine radiation belt dynam-
ics and energetic electron precipitation into the atmosphere. Journal of Geophysical Research, 115, A04202. https://doi.org/10.1029/
2008JA014023
Royrvik, O., & Davis, T. N. (1977). Pulsating aurora: Local and global morphology. Journal of Geophysical Research, 82(29), 4720–4740.
https://doi.org/10.1029/JA082i029p04720
Rozanov, E., Calisto, M., Egorova, T., Peter, T., & Schmutz, W. (2012). Influence of the precipitating energetic particles on atmospheric
chemistry and climate. Survey of Geophysics, 33(3-4), 483–501. https://doi.org/10.1007/s10712-012-9192-0
Samara, M., Michell, R. G., & Redmon, R. J. (2015). Low-altitude satellite measurements of pulsating auroral electrons. Journal of
Geophysical Research: Space Physics, 120, 8111–8124. https://doi.org/10.1002/2015JA021292
Sandahl, I. (1984). Pitch angle scattering and particle precipitation in a pulsating aurora—An experimental study. KGI Rept. no. 185.
Kiruna, Sweden: Kiruna Geophysical Institute.
Sandahl, I., Eliasson, L., & Lundin, R. (1980). Rocket observations of precipitating electrons over a pulsating aurora. Geophysical Research
Letters, 7(5), 309–312. https://doi.org/10.1029/GL007i005p00309
Sandanger, M. I., Ødegaard, L.-K. G., Tyssøy, H. N., Stadsnes, J., Søraas, F., Oksavik, K., & Aarsnes, K. (2015). In flight calibration of NOAA
POES proton detectors—Derivation of the MEPED correction factors. Journal of Geophysical Research: Space Physics, 120, 9578–9593.
https://doi.org/10.1002/2015JA021388
Sangalli, L., Partamies, N., Syrjäsuo, M., Enell, C. F., Kauristie, K., & Mäkinen, S. (2011). Performance study of the new EMCCD-based
all-sky cameras for auroral imaging. International Journal of Remote Sensing, 32(11), 2987–3003. https://doi.org/10.1080/01431161.2010.
541505
Sato, N., Wright, D.M., Carlson, C. W., Ebihara, Y., Sato, M., Saemundsson, T., et al. (2004). Generation region of pulsating aurora obtained
simultaneously by the FAST satellite and a Syowa-Iceland conjugate pair of observatories. Journal of Geophysical Research, 109, A10201.
https://doi.org/10.1029/2004JA010419
Sato, N., Wright, D. M., Ebihara, Y., Sato, M., Murata, Y., Doi, H., et al. (2002). Direct comparison of pulsating aurora observed simul-
taneously by the FAST satellite and from the ground at Syowa. Geophysical Research Letters, 29(21), 2041. https://doi.org/10.1029/
2002GL015615
Seppälä, A., Clilverd, M. A., Beharrell, M. J., Rodger, C. J., Verronen, P. T., Andersson, M. E., & Newnham, D. A. (2015). Substorm induced
energetic electron precipitation: Impact on atmospheric chemistry.Geophysical Research Letters, 42, 8172–8176. https://doi.org/10.1002/
2015GL065523
Seppälä, A., Lu, H., Clilverd, M. A., & Rodger, C. J. (2013). Geomagnetic activity signatures in wintertime stratosphere wind, temperature,
and wave response. Journal of Geophysical Research: Atmospheres, 118, 2169–2183. https://doi.org/10.1002/jgrd.50236
Seppälä, A. (2004). Solar proton events of October November 2003: Ozone depletion in the Northern Hemisphere polar winter as seen by
GOMOS/Envisat. Geophysical Research Letters, 31, L19107. https://doi.org/10.1029/2004GL021042
Sinnhuber,M., Nieder, H., &Wieters, N. (2012). Energetic particle precipitation and the chemistry of themesosphere/lower thermosphere.
Survey of Geophysical, 33(6), 1281–1334. https://doi.org/10.1007/s10712-012-9201-3
Smith-Johnsen, C., Marsh, D. R., Orsolini, Y., Nesse Tyssøy, H., Hendrickx, K., Sandanger, M. I., et al. (2018). Nitric oxide response to
the April 2010 electron precipitation event: Using WACCM and WACCM-D with and without medium-energy electrons. Journal of
Geophysical Research: Space Physics, 123, 5232–5245. https://doi.org/10.1029/2018JA025418
Stenbaek-Nielsen, H. C., & Hallinan, T. J. (1979). Pulsating auroras: Evidence for non collisional thermalization of precipitating electrons.
Journal of Geophysical Research, 84(A7), 3257. https://doi.org/10.1029/JA084ia07p03257
Tesema, F., Partamies, N., Tyssøy, H. N., Kero, A., & Johnsen, C. S. (2019). Precipitating electrons energy and SIC model run during
pulsating aurora over fennoscandian region. Dataset. https://doi.org/10.6084/m9.figshare.11352065.v1
TESEMA ET AL. 12 of 13
Journal of Geophysical Research: Space Physics 10.1029/2019JA027713
Tsuchiya, F., Hirai, A., Obara, T., Misawa, H., Kurita, S., Miyoshi, Y., et al. (2018). Energetic electron precipitation associatedwith pulsating
aurora observed by VLF radio propagation during the recovery phase of a substorm on 27 March 2017. Geophysical Research Letters,
651–660. https://doi.org/10.1029/2018GL080222
Turunen, E., Kero, A., Verronen, P. T., Miyoshi, Y., Oyama, S. I., & Saito, S. (2016). Mesospheric ozone destruction by high-energy electron
precipitation associated with pulsating aurora. Journal of Geophysical Research: Space Physics, 121, 11,852–11,861. https://doi.org/10.
1002/2016JD025015
Turunen, E., Verronen, P. T., Seppälä, A., Rodger, C. J., Clilverd, M. A., Tamminen, J., et al. (2009). Impact of different energies of pre-
cipitating particles on NOx generation in the middle and upper atmosphere during geomagnetic storms. Journal of Atmospheric and
Solar-Terrestrial Physics, 71(10-11), 1176–1189. https://doi.org/10.1016/j.jastp.2008.07.005
Verronen, P. T., Andersson, M. E., Marsh, D. R., Kovács, T., & Plane, J. M. C. (2016). WACCM-D—Whole Atmosphere Community Climate
Model with D-region ion chemistry. Journal Advance Modeling Earth System, 8, 954–975. https://doi.org/10.1002/2015MS000592
Verronen, P. T., Seppälä, A., Clilverd, M. A., Rodger, C. J., Kyrölä, E., Enell, C. F., et al. (2005). Diurnal variation of ozone depletion during
the October-November 2003 solar proton events. Journal of Geophysical Research, 110, A09S32. https://doi.org/10.1029/2004JA010932
Whalen, B. A., Miller, J. R., & McDiarmid, I. B. (1971). Energetic particle measurements in a pulsating aurora. Journal of Geophysical
Research, 76(4), 978–986. https://doi.org/10.1029/JA076i004p00978
Whittaker, I. C., Gamble, R. J., Rodger, C. J., Clilverd, M. A., & Sauvaud, J.-A. (2013). Determining the spectra of radiation belt electron
losses: Fitting DEMETER electron flux observations for typical and storm times. Journal of Geophysical Research: Space Physics, 118,
7611–7623. https://doi.org/10.1002/2013JA019228
Yamamoto, T. (1988). On the temporal fluctuations of pulsating auroral luminosity. Journal of Geophysical Research, 93(A2), 897. https://
doi.org/10.1029/JA093iA02p00897
Yang, B., Donovan, E., Liang, J., Ruohoniemi, J. M., & Spanswick, E. (2015). Using patchy pulsating aurora to remote sensemagnetospheric
convection.Geophysical Research Letters, 42, 5083–5089. https://doi.org/10.1002/2015GL064700
Yang, B., Donovan, E., Liang, J., & Spanswick, E. (2017). A statistical study of the motion of pulsating aurora patches: using the THEMIS
All-Sky Imager. Annales Geophysicae, 35(2), 217–225. https://doi.org/10.5194/angeo-35-217-2017
Yang, B., Spanswick, E., Liang, J., Grono, E., & Donovan, E. (2019). Responses of different types of pulsating aurora in cosmic noise
absorption. Geophysical Research Letters, 46, 5717–5724. https://doi.org/10.1029/2019GL083289
TESEMA ET AL. 13 of 13
84 Papers
Paper II
Observations of precipitation energies during different types
of pulsating aurora
Fasil Tesema, Noora Partamies, H. Nesse Tyssøy, and Derek McKay
Ann. Geophys., 38, 1191–1202, https://doi.org/10.5194/angeo-38-1191-2020, 2020.
© 2020. The Authors.
This is an open access article under the Creative Commons Attribution 4.0 License,
which permits anyone (the author, their institution/company, the publisher, as well as
the public) to copy, distribute, transmit, and adapt the work as long as the original au-
thor is given credit.
86 Papers
Ann. Geophys., 38, 1191–1202, 2020
https://doi.org/10.5194/angeo-38-1191-2020
© Author(s) 2020. This work is distributed under
the Creative Commons Attribution 4.0 License.
Observations of precipitation energies during different
types of pulsating aurora
Fasil Tesema1,2, Noora Partamies1,2, Hilde Nesse Tyssøy2, and Derek McKay3,4
1The University Centre in Svalbard (UNIS), Longyearbyen, Norway
2Birkeland Centre for Space Science, University of Bergen, Bergen, Norway
3Finnish Centre for Astronomy with ESO, FINCA, University of Turku, Turku, Finland
4Sodankylä Geophysical Observatory, University of Oulu, Sodankylä, Finland
Correspondence: Fasil Tesema (fasil.tesema@unis.no)
Received: 30 June 2020 – Discussion started: 7 July 2020
Revised: 21 September 2020 – Accepted: 29 September 2020 – Published: 13 November 2020
Abstract. Pulsating aurora (PsA) is a diffuse type of aurora
with different structures switching on and off with a period
of a few seconds. It is often associated with energetic elec-
tron precipitation (> 10 keV) resulting in the interaction be-
tween magnetospheric electrons and electromagnetic waves
in the magnetosphere. Recent studies categorize pulsating
aurora into three different types – amorphous pulsating au-
rora (APA), patchy pulsating aurora (PPA), and patchy aurora
(PA) – based on the spatial extent of pulsations and structural
stability. Differences in precipitation energies of electrons as-
sociated with these types of pulsating aurora have been sug-
gested. In this study, we further examine these three types of
pulsating aurora using electron density measurements from
the European Incoherent Scatter (EISCAT) VHF/UHF radar
experiments and Kilpisjärvi Atmospheric Imaging Receiver
Array (KAIRA) cosmic noise absorption (CNA) measure-
ments. Based on ground-based all-sky camera images over
the Fennoscandian region, we identified a total of 92 PsA
events in the years between 2010 and 2020 with simultane-
ous EISCAT experiments. Among these events, 39, 35, and
18 were APA, PPA, and PA types with a collective dura-
tion of 58, 43, and 21 h, respectively. We found that, below
100 km, electron density enhancements during PPAs and PAs
are significantly higher than during APA. However, there are
no appreciable electron density differences between PPA and
APA above 100 km, while PA showed weaker ionization. The
altitude of the maximum electron density also showed con-
siderable differences among the three types, centered around
110, 105, and 105 km for APA, PPA, and PA, respectively.
The KAIRA CNA values also showed higher values on av-
erage during PPA (0.33 dB) compared to PA (0.23 dB) and
especially APA (0.17 dB). In general, this suggests that the
precipitating electrons responsible for APA have a lower en-
ergy range compared to PPA and PA types. Among the three
categories, the magnitude of the maximum electron den-
sity shows higher values at lower altitudes and in the late
magnetic local time (MLT) sector (after 5 MLT) during PPA
than during PA or APA. We also found significant ionization
down to 70 km during PPA and PA, which corresponds to
∼ 200 keV of precipitating electrons.
1 Introduction
The interaction between solar wind and the magnetosphere
results in particle precipitation into the Earth’s atmosphere
through many different processes. Particles from the plasma
sheet and radiation belts are accelerated and scattered into a
loss cone to eventually collide with the species in the Earth’s
polar atmosphere. These collisions cause the atmospheric
gas to glow in different shimmering bands of color in the
sky, called aurora. The most common colors of the aurora
are blue, green, and red at wavelengths of 427.8, 557.7, and
630.0 nm, respectively. However, an auroral spectrum ranges
from ultraviolet to infrared wavelengths depending on the
type of atmospheric gas that undergoes emission. In general,
the electrons generating aurora have energies ranging from
100 eV to 100 keV, which affects the atmosphere by ioniz-
ing and changing the chemistry (Rees, 1969). The auroras
are varied in appearance due to different magnetospheric pro-
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cesses; most are visible as discrete auroras with ribbons, arcs,
and spirals, and some are visible as blinking patches of light
called pulsating auroras (PsAs).
Pulsating auroras are mostly characterized as quasi-
periodic low-intensity (a few kilo rayleigh) diffuse emis-
sion, which switches on and off with periods of a few sec-
onds to a few tens of seconds (Royrvik and Davis, 1977;
Yamamoto, 1988). The structures of PsA can be irregularly
shaped patches or thin arcs elongated in an east–west direc-
tion (Wahlund et al., 1989; Böinger et al., 1996) and con-
stantly evolving (Partamies et al., 2019). They usually occur
at 100 km altitude and have a horizontal scale size ranging
from 10 to 200 km (McEwen et al., 1981; Hosokawa and
Ogawa, 2015; Nishimura et al., 2020). The average dura-
tion of PsA is around 2 h (Jones et al., 2011; Partamies et al.,
2017; Bland et al., 2019; Tesema et al., 2020); however, some
very long durations (15 h) have also been reported (Jones et
al., 2013). Pulsating auroras are frequently observed in the
nightside equatorward boundary of the auroral oval and dur-
ing substorm recovery phases in the morning sector. Depend-
ing on the level of geomagnetic activity, the time and loca-
tion of PsA may vary. This variation ranges from observing
at all local times during intense geomagnetic activity to be-
ing localized to midnight to the morning sector around 68◦
magnetic latitude during weak geomagnetic activity.
Most of the investigations related to pulsating aurora have
been multi-measurement case studies using, for instance, all-
sky cameras (ASCs), radars, rockets, riometers, and satel-
lite measurements (Jones et al., 2009; Lessard et al., 2012;
McKay et al., 2018; Yang et al., 2019; Nishimura et al.,
2020). However, recently a considerable number of statistical
findings have been documented, specifically using optical,
satellite, incoherent scatter radars, and Super Dual Auroral
Radar Network (SuperDARN) measurements (Jones et al.,
2011; Hosokawa and Ogawa, 2015; Partamies et al., 2017;
Grono and Donovan, 2018; Bland et al., 2019; Grono and
Donovan, 2020; Tesema et al., 2020). It is now well docu-
mented that the energies associated with PsA span a wide
range from tens to hundreds of kiloelectron volts (Miyoshi
et al., 2010, 2015). Pulsating aurora electrons are gener-
ally accepted to originate from the magnetosphere near the
equatorial plane through pitch angle scattering of energetic
electrons into the loss cone by plasma waves (Nishimura et
al., 2010, 2011). A source in the magnetospheric equatorial
plane implies that pulsating aurora is observed in both hemi-
spheres. However, different shapes and pulsating periods of
PsA between hemispheres have also been reported (Watan-
abe et al., 2007; Sato et al., 2004).
A significant number of studies have used incoherent scat-
ter radars to study the ionization, structure, and energies of
precipitating electrons associated with PsA (Wahlund et al.,
1989; Böinger et al., 1996; Jones et al., 2009; Hosokawa
and Ogawa, 2015; Miyoshi et al., 2015). A recent study by
Hosokawa and Ogawa (2015) showed a higher European In-
coherent Scatter (EISCAT) electron density at lower altitudes
during PsA, which is more pronounced in the morning sec-
tor. Similarly, Oyama et al. (2016) showed a maximum elec-
tron density below 100 km during a pulsating aurora. Jones
et al. (2009) utilized ionization from incoherent scatter radar
in Poker Flat, Alaska, to estimate the energy distribution of
PsA electrons and compared it with rocket measurements.
They showed that the layer of maximum electron density as-
sociated with pulsating patches has a thickness (full width at
half maximum) of ∼ 15–25 km. Miyoshi et al. (2015) used
EISCAT electron density, Van Allen Probes, and optical data
to study the source and the energy of precipitating electrons
during PsA. They identified electron density enhancement at
altitudes above 68 km associated with the pulsating aurora.
Hosokawa and Ogawa (2010) showed a significant ionization
in the E region and upper part of the D region (80–95 km)
due to energetic precipitation during PsA. This ionization in
the D region leads to the appearance of the Pedersen cur-
rent layer exactly at the altitudes where pulsating ionization
occurs and plays a vital role in modifying the current sys-
tem in the ionosphere. Hosokawa et al. (2010) used high-
time-resolution electron density data during PsA and identi-
fied enhanced electron density in the E region (95–115 km).
They further indicated that the intense ionization could lead
to a significant effect on the ionospheric conductivity and
current system and, in turn, affect the motion and shapes of
PsA patches. Hard precipitation of PsA electrons is known to
reach below 70 km and can ionize and change the chemistry
of the mesosphere (Turunen et al., 2009, 2016; Tesema et al.,
2020). It has also been shown by model results that not all
PsA electrons cause strong ionization and chemical changes
(Tesema et al., 2020).
Ionospheric absorption of cosmic radio noise at the D
region altitudes has been observed during energetic parti-
cle precipitation (> 10 keV) associated with PsA (Milan et
al., 2008; Grandin et al., 2017; McKay et al., 2018; Bland
et al., 2019). Riometric absorption in the ionosphere cov-
ers a range of altitudes in the D and E regions that con-
tribute to the observed absorption (Wild et al., 2010; Rodger
et al., 2012). Thus, observing a one-to-one correspondence
between PsA and ionospheric absorption (Grandin et al.,
2017; McKay et al., 2018) further suggests that PsA elec-
trons’ energy also covers large ranges. However, the cosmic
noise absorption (CNA) values are reported to be low during
PsA (below ∼ 0.5 dB), compared to substorm values (above
∼ 1 dB). These low values suggest that the flux of energetic
electrons during substorms is significantly larger than dur-
ing PsA. High-frequency radio attenuations in the D region
from the SuperDARN radars can also be used to detect ener-
getic electron precipitation associated with PsA (Bland et al.,
2019).
Based on pulsation, lifetime, and spatial extent, a recent
study by Grono and Donovan (2018) categorized pulsating
aurora into three groups: patchy, amorphous, and patchy pul-
sating aurora. Patchy aurora (PA) consists of stable emis-
sion structures with pulsations over a limited area of the
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spatial extent. A patchy pulsating aurora (PPA) is made up
of steady emission structures with pulsations over a large
fraction of their spatial extent, and the amorphous pulsat-
ing aurora (APA) is unstable and rapidly varying pulsating
aurora. PPA and PA follow the magnetospheric convection,
while APA is more dynamic and does not follow the mag-
netospheric convection. The occurrence probability of the
different types of PsA is reported by Grono and Donovan
(2020). The most dominant type is APA, followed by PA and
PPA. They concluded that before midnight the typical PsA
type is APA, while PPA and PA are more common in the
late morning. They also estimated the average location of the
source regions using T89 model mapping. Before midnight,
the source of all types of PsA is constrained in the same area,
while after midnight APA extends further out in the magne-
tosphere.
An investigation of a few PsA events by Yang et al. (2019)
showed a high correlation between CNA absorption and
emission intensity of the APA type, but no correlation with
PPA emission intensity. They also reported the possibility of
an extended higher energy range during APA compared to
PPA using satellite measurements of a single event. Recently,
Tesema et al. (2020) suggested that the abrupt changes in the
statistical energy spectrum curve of PsA might be associated
with mixing different types of PsA. PsA structure change be-
tween patch-like and arc-like, and having a characteristic of
changing patch size through time in general, is suggested to
be related to the change in precipitation energy (Partamies
et al., 2017, 2019). The question of what are the sources and
mechanisms driving different PsAs is still unanswered. A key
step to answering this question is to quantify the associated
electron fluxes and spectra. In this study, we therefore in-
vestigate the altitude and level of ionization, which are re-
lated to energies and flux of precipitating electrons, during
different PsAs. We use electron density measurements from
EISCAT VHF/UHF radars and CNA measurements from the
Kilpisjärvi Atmospheric Imaging Receiver Array (KAIRA)
riometer. The EISCAT radars and KAIRA measure the im-
pact from electrons that is truly lost in the atmosphere, com-
pared to incomplete loss cone observations from, for in-
stance, satellite observations. Thus, the height and magnitude
of maximum electron density are an indirect measure of en-
ergies and flux of precipitating electrons, respectively.
2 Materials and methods
The optical data used in this study are from ground-
based ASCs operated by the Finnish Meteorological Institute
(FMI). The FMI Magnetometers–Ionospheric Radars–Allsky
Cameras Large Experiment (MIRACLE) network consists
of nine ASCs located in the Fennoscandian region. The
database has been a huge data source in auroral studies for
more than 40 years. As technological advancements were
growing and the ASC quality was degrading in time, two of
Figure 1. Geographic locations of ground-based ASC stations (KIL
and ABK) from the MIRACLE network and locations of EISCAT
radars (TRO). KAIRA FOV is the same as KIL ASC.
the digital ASCs with intensified charge-coupled devices (IC-
CDs) were replaced with the newer technology of electron-
multiplying CCDs (EMCCDs) in 2007. Such cameras are
more suitable for studying very faint auroral structures (San-
galli et al., 2011), like pulsating aurora, in detail. For event
identification, the entire data set in this study is from these
newer cameras. We use images filtered for the green emis-
sion at 557.7 nm in addition to a few events with images
of the blue emission at 427.8 nm. From the nine ASCs, we
used Kilpisjärvi (KIL, 69.02◦ N, 20.87◦ E, geographic) as our
primary data source. However, when there were no data at
KIL, a nearby site, Abisko (ABK, 68.36◦ N, 18.82◦ E, geo-
graphic), was used as a substitute. The fields of view (FOVs)
of both sites cover a large area around the FOV of EISCAT
radars located in Tromsø, as shown in Fig. 1.
To study the ionization associated with PsA, we examined
electron density measurements from the EISCAT radar lo-
cated at Tromsø, Norway (69.58◦ N, 19.21◦ E, geographic).
The EISCAT radar system consists of UHF and VHF radars,
which operate at frequencies of 931 and 224 MHz, respec-
tively (Rishbeth and Williams, 1985). We used Common
Programme One (CP1), Common Programme Two (CP2)
radar modes for UHF, and Common Programme Six (CP6)
radar mode VHF radars. These modes are suitable for ob-
serving ionization in the D and E regions with a range res-
olution of < 6 km during particle precipitation events. De-
tails about the radar modes can be found at https://eiscat.
se/scientist/document/experiments/ (last access: 4 Novem-
ber 2020). During the pulsating auroras, either the UHF or
VHF radar was operative, and electron density was obtained
in either the field-aligned or zenith measurements. We then
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used the magnitude and altitude of electron densities during
different types of PsA to understand the flux and energy of
electrons associated with them.
We identified 92 pulsating aurora events observed simul-
taneously by ASC at KIL or ABK and the EISCAT radars at
Tromsø (see Fig. 1). The temporal resolutions of optical data
was ≤ 10 s, and that of the radar data was 1 min. This period
is significantly longer than the typical period of PsA, which
does not allow separation of the on and off phases of PsA.
Thus, all the results presented in this study are average statis-
tics over on and off periods of PsA. Types of PsA are identi-
fied using keograms and ewograms generated at the location
of the ASC, as described by Grono and Donovan (2018). As
these quick-look data formats are not always sufficient and
accurate for detecting types of PsA, especially during the
transition between types, we used individual all-sky camera
images to confirm the detection. APA can be distinguished
from the other PsA types by looking at the ewograms and
identifying periods where there are no apparent speed line
tracings (i.e., similar structures shown by a blue arrow on
the second panel of Fig. 2). PPA and PA have more persis-
tent structures, which enables us to identify them quickly.
Since PPA has a pulsating nature over a wider spatial extent
of otherwise stable patches, striations (alternating bright and
dim states of PsA) in the speed line on ewograms are used
to differentiate them from PA. During PA, the speed lines
have no vertical striations. Once all PsA with at least a few
minutes (> 10 min) duration were divided into the three sub-
categories, we then investigated the altitude profile of PsA
ionization. The altitude of the maximum electron density and
the magnitude of the electron density provide indirect infor-
mation about the energy and flux of the precipitating PsA
electrons, respectively.
Because PsAs cover a wide range of altitudes and electron
energies, comparing the altitude and magnitude of maximum
electron density does not always provide the full informa-
tion on the precipitating electrons. For a detailed investiga-
tion of electron density between different PsA types, we av-
erage the electron density into five groups with altitude steps
of 10 km between 70 and 120 km. Two of them, between 110
and 120 km and between 100 and 110 km, are groups in the
E region, and the other three – between 90 and 100 km, be-
tween 80 and 90 km, and between 70 and 80 km – are groups
in the D region of the ionosphere.
We also used measurements of CNA made using KAIRA:
a radio-receiving system located at Kilpisjärvi in northern
Finland (McKay et al., 2015). An observing frequency of
38.086±0.098 MHz was used. Signals from the 48 low-band
antennas of KAIRA were cross-correlated with a sample in-
tegration of 1 s to form antenna covariance matrices. All-sky
radio images can be formed from these using 2D Fourier
transforms, which have a zenith spatial resolution of approxi-
mately 24 km at 90 km altitude. However, to achieve the same
effect as an optical keogram, only a 1D Fourier transform of
the meridian pixels is made for each time sample, thus form-
ing a “riometric keogram” – or riogram. CNA is determined
as A= 10log10(Pq/P ), where A is absorption in decibels, P
is the observed power, and Pq is the quiet-sky power derived
from a median of meridian slices from equivalent sidereal
times over a period of 14 d prior to the observation.
The separation between the locations of the FMI camera
and KAIRA array is ∼ 2.27 km. This proximity means that
for observations of ionospheric phenomena in the D region
they have nearly coincident sky coverage. Since the field of
view of EISCAT lies within the all-sky absorption image,
comparing results obtained from EISCAT and KAIRA is also
possible. The KAIRA facility has previously been used to
study pulsating aurora (Grandin et al., 2017; McKay et al.,
2018). The riometry data corpus from KAIRA spans from
2014 to 2020 and includes 50 events out of the 92 events
identified using optical data.
3 Results
By inspecting 11 years (between 2010 and 2020) of ASC
images from the FMI-MIRACLE network in combination
with EISCAT electron density measurements, we identified
PsA events based on classification implemented in Grono
and Donovan (2018) and Yang et al. (2019). In the process,
we produced high-time-resolution keograms and ewograms
(∼ 10 s cadence instead of 1 min, as in quick-look data) from
ASC images at KIL and ABK. Examples of events that con-
sist of all the three types of PsAs within a single event are
shown in Figs. 2, 3, and 4. The panels in these figures from
top to bottom show the keogram, ewogram, EISCAT elec-
tron density, and altitude of maximum electron density, and
an additional panel with KAIRA CNA riogram in Fig. 4. The
dashed red line overlaid in the keograms (ewograms) is the
latitude (longitude) of the EISCAT radar. In Fig. 2, the APA
type is observed between 00:30 and 01:06 UT (green shad-
ing), PPA between 01:06 and 01:26 UT (red shading), and
PA between 01:26 and 02:00 UT (purple shading). During
these intervals, a single type was dominant over the FOV of
the ASC and/or EISCAT. However, after 02:00 UT, the APA
type starts to be apparent in the northwestward direction and
lasts until 03:10 UT. After that, the APA type fills the FOV of
the camera. For this event, the PsA type between 02:00 and
03:10 UT is labeled as PA, because the EISCAT radar beam
lies within this type of PsA as indicated by dashed red lines.
The third panel in Fig. 2 shows the electron density profiles.
During APA, the electron density (Ne) enhancement shows
significant values above 100 km, which is apparent at the be-
ginning and end of this event. In between, we observe PPA
and PA types, for which the Ne shows higher values, mostly
below 100 km. A corresponding substantial Ne enhancement
is observed when the patchy aurora lies in the FOV of the
radar after 01:30 UT. The Ne enhancements during these PsA
types reach down to 70 km. The last panel in Fig. 2 shows the
altitude of the maximum Ne, illustrating a gradual decrease
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Figure 2. Keogram, ewogram, EISCAT electron density, and altitude of maximum electron density on 24 January 2014. The dashed red lines
are the latitude and longitude of the EISCAT radar’s FOV. PsA types – APA (green), PPA (red), and PA (purple) – are marked with rectangles
in the keograms and ewograms.
in height at the beginning and a slight increase at the end of
the event. However, equivalent substantial differences in Ne
observed below 105 km between APA and the other two are
not captured by the height of maximum electron density.
Figure 3 shows the three types of PsA in a single event on
25 January 2012, which lasts more than 6 h. The panels dis-
played in the figure are the same as in Fig. 2. Inspection of
this figure shows that different types of PsA are observed in
different regions of the sky. Before 02:00 UT APA is domi-
nant below 70◦ latitude followed by a combination of faint
unstructured and very low emission up until 03:00 UT. After
that, PPA becomes dominant below 68◦ latitude; however,
over the EISCAT FOV APA is dominant until 04:00 UT. Af-
ter 04:00 UT, almost the entire sky is filled with PPA, and
then, after 05:30 UT, PA starts to appear. The Ne and its
maximum altitude in the EISCAT FOV (dashed red lines
in keograms and ewograms) are displayed on the lower two
panels of the figure. There is a clear difference in the mag-
nitude of electron density and the altitude of maximum Ne
during the different types of PsA. The interesting big differ-
ence is observed around 04:00 UT, where there was a transi-
tion between APA and PPA. This transition is also apparent at
the altitude of the maximum Ne. During APA, the maximum
Ne altitude lies at 110 km; however, during PPA, it is below
100 km. The PA electron density magnitudes and the altitude
of the maximum Ne show high variations corresponding to
the patch-on and patch-off periods over the EISCAT FOV.
Figure 4 shows similar panels to those displayed in Figs. 2
and 3 with an additional panel of KAIRA CNA riogram with
the EISCAT FOV marked by the dashed red line. In this fig-
ure, before 01:00 UT, the APA type of PsA on the top panel
is far away from the EISCAT FOV. However, just before
01:00 UT, a different non-pulsating type of auroral activity
becomes visible over EISCAT. This is followed by PPA for
a very short duration; then up until 02:00 UT, APA is dom-
inant. Between 02:00 and 03:00 UT, PPA followed by PA
was observed. The Ne also shows considerable differences
during the different PsA types. A significant Ne magnitude
enhancement below 80 km around 02:15 UT is seen during
PPA. But such a transition is not apparent at the altitude of
the maximum electron density. Furthermore, the close corre-
spondence between the CNA values and the emission in the
keogram is evident. The CNA values, along with the EISCAT
FOV and how deep the ionization occurred, have a nearly
one-to-one correspondence. The CNA values during PPA are
above 1 dB, while during APA CNA is below 1 dB.
The thickness (full width at half maximum) of PsA ion-
ization during these three types of PsA showed large dif-
ferences. Individual electron density profiles illustrated that
PA ionization has a layer thickness of about 20 km, followed
by APA with 30 km and PPA with 40 km thickness. This is
consistently the same in all the three examples displayed in
Figs. 2, 3, and 4, and from all the electron density profiles
in the study (not shown here). A deeper and higher ioniza-
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Figure 3. Keogram, ewogram, EISCAT electron density, and altitude of maximum electron density on 25 January 2012. Color-coded rectan-
gles and dashed red lines are PsA types and EISCAT FOV respectively, the same as in Fig. 2.
tion was observed when the patchy aurora was passing over
the FOV of EISCAT. This is also apparent in the height of
the maximum electron density plots with high variations in
altitude during the patch-on and patch-off periods.
As the altitude of the maximum Ne is a single point, it does
not reflect the differences in Ne we observe along with the
height profile. For example, in Fig. 4, the maximum electron
density altitude barely changes, while electron densities dur-
ing different PsA types at different altitudes show significant
transitions. To include this information in the comparison,
we average electron densities in height bins during different
types of PsA. Figure 5 shows a histogram of these averages in
10 km intervals between 70 and 120 km (panels a–e), as well
as a histogram of the maximum altitude electron density (f)
for the entire data set (APA ∼ 58 h, PPA ∼ 43 h, PA ∼ 21 h).
As shown in Fig. 5a and b, there is not much difference in Ne
between APA and PPA types at heights above 100 km. How-
ever, PA ionization shows a significant reduction in the 110–
120 km region but similar distributions to those of APA and
PPA in the 100–110 km region. In panels (c), (d), and (e) –
which correspond to average Ne between 90 and 100, 80 and
90, and 70 and 80 km, respectively – a substantial shift to the
higher Ne is observed during PPA compared to APA and PA.
In the three groups of the D region (70–80, 80–90, and 90–
100 km altitude ranges), PPA log10(Ne) values are centered
around 9.9, 10.7, and 11.3 m−3, respectively. However, dur-
ing APA these values are 9.3, 10.1, and 10.8 m−3. According
to Fig. 5f, precipitation during PPA and PA penetrates deeper
on average as compared to APA. The maximum Ne during
PPA and PA primarily lies below 105 km, while during APA
it is above 105 km.
To further understand the differences between types of
PsA, we statistically analyzed the peak electron density and
altitude, as shown in Fig. 6. Figure 6 is a two-dimensional
histogram, in which the number of points are color-coded,
and shows the time evolution of the altitude and magni-
tude of the maximum electron density. Most of the events
were observed between midnight and 9 MLT (magnetic local
time; 07:30 UT), where PPA is more dominant after 5 MLT
and there is no PA before magnetic midnight. The PsA al-
titude tends to be lower in the morning sector, especially
for PPA and PA. The altitude decrease in the morning sec-
tor is significant in the PPA type, reaching down to 95 km,
while the magnitude of the maximum log10(Ne) stays above
11.3 m−3. The magnitude of the maximum Ne is higher and
more persistent during PPA. However, during PA and APA,
the maximum Ne varies a lot with smaller amplitudes (below
11.5 m−3). Generally, it is seen that the height of the peak
electron density reaches below 100 km during PPA and PA,
while during APA it stays predominantly above 100 km.
The cosmic noise absorption from KAIRA during the three
types of PsA is shown in Fig. 7. During PPA, the CNA is rel-
atively high compared to the other two types. Based on this
figure, the absorption during PPA after 2 MLT shows high
values, while the absorption due to APA starts to decline.
CNA values during APA are predominantly below 0.5 dB;
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Figure 4. Similar to Figs. 2 and 3 but on 19 February 2018 with an additional panel of KAIRA CNA riogram (in dB). The dashed red line
overlaid in the riogram is the EISCAT FOV.
however, during PPA a substantial number of data points
have values above 0.5 dB and reach values greater than 1 dB.
Most of the high CNA values are observed during the late
MLT period (after 3 MLT), which is consistent with the pe-
riod of high ionization at lower altitudes observed by the
EISCAT radars (see Fig. 6). On average, CNA index val-
ues during PPA are also higher, at 0.33 dB, compared to PA
(0.23 dB) and APA (0.17 dB) as shown by the color-coded
lines in Fig. 7.
4 Discussions
The primary purpose of this study is to investigate the dif-
ferences in fluxes and energies of electrons during different
types of pulsating aurora using EISCAT radar electron mea-
surements and KAIRA riometric observations as proxies.
Based on keograms generated from high-resolution (∼ 10 s)
KIL and ABK ASC images, we identified 39 APA, 35 PPA,
and 18 PA types, with a total of 92 events, also observed
by EISCAT radar. From the collective duration of time, APA
was observed for a substantial period of time of 58 h, fol-
lowed by PPA for 43 h and PA for 21 h. Grono and Donovan
(2020) reported the highest probability occurrence of APA
and lowest occurrence of PPA using 10 years of ASC data
from North America. In our study, PPA was more dominant
than PA. The location and precipitation energy of the mag-
netospheric electrons responsible for the different types of
PsA have been reported to be different (Yang et al., 2019;
Grono and Donovan, 2020). The change in the patch sizes
during PsAs is also suggested to be an indication of energy
deposition in the atmosphere (Partamies et al., 2017, 2019).
However, detailed studies about the precipitation energies
and the mechanisms behind different structures of PsA are
still required. The magnitude of the maximum electron den-
sity and its altitude provide both the flux and the energy in-
formation about the precipitating PsA electrons. From the
electron density measurements, the differences in the mag-
nitude of the electron density and the height of the maximum
electron density among the three types of PsA were signifi-
cant. The statistical findings presented in this study suggested
that PPA has a higher energy range compared to PA and
APA types, on average. This is contrary to the results from
Yang et al. (2019), which reported that APA has a higher en-
ergy range compared to PPA. We used KAIRA CNA data
to further show the differences in energy deposition during
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Figure 5. Histogram of EISCAT electron density measurements averaged between (a) 110 and 120 km, (b) 100 and 110 km, (c) 90 and
100 km, (d) 80 and 90 km, (e) 70 and 80 km, and (f) altitude of maximum electron density during different types of pulsating aurora.
the different PsAs. Yang et al. (2019) analyzed CNA from
a riometer in Canada to study 12 PsA events (7 APA and
6 PPA) and showed that CNA is systematically higher dur-
ing APA than during PPA. They suggested that APA has a
higher energy range than PPA by further providing evidence
from a single event of FAST satellite measurements of elec-
tron energy. However, in this statistical study, which has a
significant number of events for each PsA type, we found
that PPA electron energies often have a higher energy range
than APA, and PA energies lie in between the two. It has
been established that both CNA (Wild et al., 2010; Rodger
et al., 2012) and pulsating aurora (Jones et al., 2009; Par-
tamies et al., 2017) extend over a range of altitudes. Thus,
such a contradiction might depend on which altitude the pul-
sating aurora and CNA were observed at. It is also possible
to find cases where energies of APA electrons are higher than
those of PPA electrons, specifically in the energy range below
the energy limit (30 keV) measured by FAST. The stopping
altitude of these electrons is above 95 km (Turunen et al.,
2009). However, in this study, most of the energy (ionization)
differences between the types were observed below 100 km.
This suggests that in a higher energy range (∼> 30 keV) PPA
electrons’ energy is typically higher than that of APA elec-
trons. Riometers also respond to precipitating electrons be-
low 30 keV; such particles deposit their energy above 90 km,
which is the D region in Fig. 6. To further explore the en-
ergy difference between PsA types, we use the KAIRA CNA.
The CNA values from KAIRA suggest that the PPA electrons
have higher energies to ionize at lower altitudes as compared
to APA. The KAIRA CNA observations showed that the val-
ues could reach 1 dB, specifically during PPA types. Such
high absorption values are comparable to values during au-
roral substorms. However, the average CNA values during
APA, PPA, and PA were 0.17, 0.33, and 0.23 dB, respectively
(Fig. 7).
In the late MLT sector (after 5 MLT), PPA and PA are
more common with higher electron density at a lower alti-
tude (see Fig. 6). In this study, the occurrence of PA was en-
tirely confined to after 2 MLT. The non-existence of PA be-
fore magnetic midnight is also reported by Grono and Dono-
van (2020). APA is dominant between 2 and 5 MLT, which
is also consistent with their study. In terms of the order of
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Figure 6. Two-dimensional histogram of altitude of maximum electron density (a–c), magnitude of maximum electron density (d–f), and
distribution of the occurrence of data points (g–i) during different types of pulsating aurora: PPA, APA, and PA from top to bottom.
Figure 7. KAIRA cosmic noise absorption (CNA) during different
types of pulsating aurora. Color-coded horizontal lines are the aver-
age CNA for respective PsA types.
occurrence, APA tends to be more dominant first, and then
PPA or PA follows. Such an order of occurrence is also re-
ported in Grono and Donovan (2020). As pointed out in their
study, it is still unclear if APA is the onset of the two PsA
types. However, this order of occurrence is also an indication
that PPA and PA might be associated with higher energies
as compared to APA. In the radiation belt, both the distribu-
tion of energetic electrons and chorus wave activity are de-
pendent on MLT (Aryan et al., 2014; Allison et al., 2017).
Allison et al. (2017) showed the persistence of a high flux
of electrons with energy > 30 keV throughout the dawn sec-
tor. On the other hand, Aryan et al. (2014) showed that cho-
rus wave activity is dominant in the morning-to-noon period.
Thus, the higher electron density observed late in the morn-
ing in this study could be the result of the combination of the
two, which include the source and mechanisms for energetic
electron precipitation (see, e.g., Lam et al., 2010). Oyama et
al. (2017) also suggested that the auroral patch formation in
the post-midnight-to-dawn sector is associated with the de-
velopment of energetic electron precipitation, despite the low
level of geomagnetic activity. Hosokawa and Ogawa (2015)
also reported the descent of the peak electron density asso-
ciated with an increase in precipitation energy in the later
MLT sector. Their statistical study of 21 PsA events showed
that the peak height of PsA moves below 100 km after 6 MLT.
The layer thickness of the categories is also observed to be
different. PPA is the thickest structure, at 40 km, while PA
is the thinnest structure, at 20 km. Thus, the thick ionization
layer during PPA is also associated with precipitating elec-
trons with a broader energy spectrum. This further indicates
that the PPA is the most important PsA type in the D region.
In this study, we found a significant ionization of around
70 km during PPA and PA, which corresponds to 200 keV
energy. Such hard precipitation at this altitude is capable
of changing the chemistry of the atmosphere by destroy-
ing mesospheric ozone (Turunen et al., 2016; Tesema et al.,
2020). The type of PsA most likely to contribute largely to
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such destruction of ozone is PPA (Fig. 6). Most of the low
fluxes in the higher-energy end of PsA spectra observed by
Tesema et al. (2020) might account for APA types. This prob-
able energy spectra difference from satellite measurements
among the categories should be investigated in the future. If
exclusively associated with APA, the low-flux scenario with
no chemical changes in their study also suggests that it could
be possible to visually differentiate which type causes chem-
ical changes and which does not.
5 Conclusions
By combining ASC images and EISCAT radar experiments,
we identified 39 APA, 35 PPA, and 18 PA types. We used
the ionization level to investigate the electron flux and en-
ergy range difference between them. The CNA measured by
the KAIRA riometer is also used to support the observations.
The ionization level during PPA was considerably larger than
APA in the region below 100 km. However, the ionization
level above 100 km has no significant difference between
the two PsA types, while PA showed a low ionization level.
Lower altitudes of the maximum electron density during PPA
in the late MLT sector were observed. This suggests that the
flux and energy of electrons during PPA are relatively higher
than during APA. The CNA from KAIRA was also consistent
with the EISCAT electron density results: higher CNA values
during PPA (∼> 0.5 dB) after 3 MLT and lower CNA val-
ues during APA (∼< 0.5 dB) after 5 MLT. We also observed
a high ionization level down to 70 km in EISCAT measure-
ments, which corresponds to precipitation of relativistic elec-
trons. The mechanisms responsible for the different types of
PsA are still unclear, but on average this study showed that
the precipitating electron spectra during the three types of
PsA have significant differences, specifically in the higher-
energy tail. To understand the sources of electrons during
different types of pulsating auroras, an ideal combination of
measurements would be satellite measurements in the mag-
netosphere, ground-based optical and radar measurements,
and precipitation measurements from a low-latitude satellite.
Such combinations will be sought in the future.
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Abstract. A total of 10 radars from the Super Dual Auroral
Radar Network (SuperDARN) in Antarctica were used to es-
timate the spatial area over which energetic electron precip-
itation (EEP) impacts the D-region ionosphere during pul-
sating aurora (PsA) events. We use an all-sky camera (ASC)
located at Syowa Station to confirm the presence of optical
PsAs, and then we use the SuperDARN radars to detect high
frequency (HF) radio attenuation caused by enhanced ion-
isation in the D-region ionosphere. The HF radio attenua-
tion was identified visually by examining quick-look plots of
the background HF radio noise and backscatter power from
each radar. The EEP impact area was determined for 74 PsA
events. Approximately one-third of these events have an EEP
impact area that covers at least 12◦ of magnetic latitude, and
three-quarters cover at least 4◦ of magnetic latitude. At the
equatorward edge of the auroral oval, 44 % of events have a
magnetic local time extent of at least 7 h, but this reduces to
17 % at the poleward edge. We use these results to estimate
the average size of the EEP impact area during PsAs, which
could be used as a model input for determining the impact of
PsA-related EEP on the atmospheric chemistry.
1 Introduction
Pulsating aurorae (PsAs) are diffuse auroral emissions which
exhibit quasi-periodic brightness fluctuations of about 2–20 s
(Lessard, 2012; Nishimura et al., 2020). They are commonly
observed in the recovery phase of substorms, with the great-
est occurrence rates in the early morning sector (Jones et al.,
2011; Bland et al., 2019; Grono and Donovan, 2020). The
energetic electron precipitation (EEP) that produces PsA is
thought to arise from chorus wave activity, whereby elec-
trons from the radiation belts are scattered into the atmo-
spheric loss cone (Thorne et al., 2010; Kasahara et al., 2018).
The precipitating electrons typically have energies up to the
order of 10–100 keV, depositing their energy into the up-
per mesosphere/lower thermosphere region at approximately
70–120 km altitude (Fang et al., 2008; Turunen et al., 2009;
Miyoshi et al., 2010; Tesema et al., 2020b). PsA-related elec-
tron density enhancements have been observed at altitudes as
low as 68 km, corresponding to electron energies of at least
200 keV (Miyoshi et al., 2015; Turunen et al., 2016; Tesema
et al., 2020a).
Due to their high occurrence rates, PsAs are thought to
be a significant source of ionisation in the upper meso-
sphere/lower thermosphere region at high latitudes. Impact
ionisation by EEP in this region leads to the production of
odd-hydrogen (HOx = OH+HO2) and odd-nitrogen (NOx =
N+NO+NO2) chemical species, which act as catalysts in
ozone depletion reactions. Tesema et al. (2020a) used the
1D Sodankylä ion-neutral chemistry model (Verronen et al.,
2005; Turunen et al., 2009) to show that a typical PsA en-
ergy spectrum applied for 120 min causes mesospheric odd-
oxygen depletion of 69 %. This significant chemical response
indicates that PsA-related EEP may also need to be in-
cluded in atmospheric/climate models, such as the Whole
Atmosphere Community Climate Model (WACCM) (Marsh
et al., 2007), to properly capture the long-term impact of
EEP on natural climate variability. Currently, the EEP forc-
ing in WACCM is described using an Ap-index-based pa-
rameterisation of particle flux measurements (van de Kamp
et al., 2016) from the Polar Orbiting Environmental Satel-
lite (POES). Although the actual particle flux measurements
Published by Copernicus Publications on behalf of the European Geosciences Union.
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from POES would include the PsA-related EEP, the param-
eterisation is unlikely to capture the contribution from PsAs
due to the poor correlation between PsA occurrence and ge-
omagnetic indices (e.g. Partamies et al., 2017). Pulsating au-
rora may therefore represent a significant energy input to the
atmosphere that is not currently captured in the forcing used
for long-term modelling of natural climate variability.
To develop a more realistic EEP forcing for atmo-
spheric/climate modelling applications that properly captures
the contribution from PsAs, characteristics of PsAs, such
as occurrence rates, durations, energy spectra and spatial
coverage, need to be determined. PsA occurrence rates and
event durations have been determined in several recent stud-
ies which used observations from all-sky cameras (ASCs).
The median PsA event duration has been reported to be be-
tween 1.4 and 2.25 h (Jones et al., 2011; Partamies et al.,
2017; Bland et al., 2019), and one event lasting 15 h was re-
ported by Jones et al. (2013). Jones et al. (2011) and Grono
and Donovan (2020) showed that PsAs are most common in
the morning sector, with occurrence rates as high as 86 %
at around 03:30–06:00 magnetic local time (MLT). Since
these occurrence rates were determined using optical data,
the authors noted that the results are unreliable after about
06:00 MLT when the observation time is restricted by sun-
light. Bland et al. (2019) made novel use of the Super Dual
Auroral Radar Network (SuperDARN) radar at Syowa Sta-
tion, Antarctica, to show that D-region ionisation associated
with PsAs may continue up to about 10:00 MLT, when opti-
cal observations are not possible due to daylight.
Our current knowledge of the spatial distribution of PsAs
comes from a series of studies that used the Time His-
tory of Events and Macroscale Interactions during Substorms
(THEMIS) all-sky camera network in Canada (Donovan
et al., 2006). THEMIS is well suited to studying the PsA spa-
tial coverage due to its large combined field of view. Grono
and Donovan (2019) used three THEMIS cameras and two
meridian-scanning photometers to determine the upper and
lower latitude boundaries of PsAs relative to the proton au-
rora location to identify the source region of the precipitating
particle populations. Grono and Donovan (2020) then deter-
mined the occurrence probability of PsAs as a function of
magnetic latitude and MLT. These studies made a distinction
between different types of PsAs – amorphous PsAs (APA),
patchy PsAs (PPA), and patchy aurora (PA) (see also Grono
and Donovan, 2018) – based mainly on the spatial extent and
stability of the pulsations and their motion with the convec-
tion. These different PsA types were shown to have different
source regions and occurrence distributions. APA was found
to have the highest occurrence rate and the widest spatial dis-
tribution in both latitude and MLT. APA was the dominant
PsA type observed in the pre-midnight sector, whereas all
three types were detected in the early morning sector. Yang
et al. (2019) reported that APA were associated with stronger
cosmic noise absorption compared to PPA for a fixed auroral
brightness. In a larger study using incoherent scatter radar
and imaging riometer (relative ionospheric opacity meter)
data, Tesema et al. (2020b) showed that the electron density
enhancement below 100 km altitude was greatest for PPA-
and PA-type events, indicating that these precipitating par-
ticle populations have higher energies on average compared
to APA. Although these conclusions are not consistent, they
show that it may be important to distinguish between the dif-
ferent types of PsAs when characterising the middle atmo-
spheric response to EEP.
Grono and Donovan (2019, 2020) provided new informa-
tion about the occurrence probability of APA, PPA, and PA
at different latitudes and MLTs. These results, however, do
not provide information about the latitudinal and MLT ex-
tent of individual events. This type of spatial coverage infor-
mation is important for developing a realistic model input.
A single PsA event reported by Jones et al. (2013) spanned
more than 10 h of MLT at its maximum, but this is proba-
bly much wider than average. Since optical observations of
PsAs are possible only during periods of dark, clear skies,
it is very difficult to obtain a data set that is large enough
to estimate the statistical spatial coverage of PsAs. Further-
more, cameras provide no information about the precipitat-
ing particle energy spectrum, or, at best, they provide very
limited information, such as the peak emission height (e.g.
Partamies et al., 2017). This type of information is important
for determining whether a noticeable atmospheric chemical
response will occur. Tesema et al. (2020a) developed statisti-
cal energy spectra for PsAs by combining satellite measure-
ments from 253 events and then used these results to model
the atmospheric chemical response to different levels of forc-
ing. They showed that not all PsAs have sufficient energy to
produce a measurable chemical response. Therefore, PsA oc-
currence rates and spatial coverage information determined
from optical data alone may overestimate the forcing applied
to the mesosphere–lower thermosphere region and the result-
ing chemical response.
The purpose of this study is to estimate the typical area
over which PsA-related EEP has sufficient energy to reach
mesosphere–lower thermosphere altitudes (∼ 10–200 keV)
and, hence, produce a chemical response. We shall refer to
this area as the EEP impact area. To perform this estimate, we
use the fact that this higher energy precipitation causes en-
hanced ionisation in the D-region ionosphere, which in turn
attenuates high frequency (HF) radio waves. This attenuation
can be detected using SuperDARN HF radars, as previously
shown by Bland et al. (2019). In this study, we build upon
this work by using 10 SuperDARN radars in Antarctica to
estimate the EEP impact area for different types of PsAs.
2 Instrumentation
SuperDARN is a global network of 36 HF radars primar-
ily designed for studying high-latitude plasma convection
(Greenwald et al., 1995; Chisham et al., 2007; Nishitani
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et al., 2019). Recently, the radars have also been used
to detect HF radio attenuation during shortwave fadeout
events (Watanabe and Nishitani, 2013; Berngardt et al., 2018;
Chakraborty et al., 2018; Fiori et al., 2018), polar cap absorp-
tion events (Bland et al., 2018; Chakraborty et al., 2019),
and auroral absorption events including PsAs (Bland et al.,
2019). HF radio attenuation events are identified in the Su-
perDARN radar data as periods of reduced backscatter power
combined with a reduction in the background radio noise.
The reduced backscatter power is caused by the attenuation
of the transmitted radio waves in the ionosphere, which of-
ten reduces the signal strength to below the detection thresh-
old (e.g. Bland et al., 2018). The reduced background noise
levels are caused by the attenuation of the background HF
radio noise at the radar operating frequency. At the standard
SuperDARN operating frequencies of 8–20 MHz, this back-
ground radio noise is produced mainly by lightning activity
and propagates around the globe via ionospheric reflections.
The noise measurements can be used to estimate the attenu-
ation in decibels relative to a radar-specific quiet day curve,
using an approach analogous to riometry (Bland et al., 2018;
Berngardt, 2020). However, due to the high variability in the
noise at the SuperDARN operating frequencies, producing
quiet day curves is not straightforward, and the methodology
is still being developed (Berngardt, 2020). Therefore, in this
work, we adopt a more qualitative approach based on visual
identification of HF attenuation events in quick-look plots.
In this study we have used 10 SuperDARN radars located
in Antarctica and also an all-sky colour digital camera lo-
cated at Syowa Station. The locations of the radars and the
all-sky camera are shown in Fig. 1. The grey shading and
magnetic local time (MLT) contours in Fig. 1 relate to the ex-
ample event described Sect. 3. The red circle shows the ASC
field of view projected to 100 km height. The radar fields of
view are shown in black, and beam 5 for each radar is shaded
yellow. For simplicity, we show only the near-range field of
view of each radar (180–600 km in range), which is the ap-
proximate area in which the transmitted radio waves pass
through the D-region ionosphere. This estimate is based on
the vertical extent of the radars’ antenna radiation patterns
extending from roughly 10 to 50◦ from the horizontal (e.g.
Milan et al., 1997). Each radar’s total field of view extends to
over 3500 km in range, creating significant overlap between
the fields of view, which is useful for measuring the F-region
ionospheric convection (e.g. Nishitani et al., 2019, Fig. 1b).
Each SuperDARN radar consists of a linear array of log-
periodic or twin-terminated folded dipole antennas which are
phased electronically to produce a beam which can be steered
in 16 different azimuthal directions. This beam is narrow in
azimuth (∼ 3.5◦) but has a wide vertical extent (∼ 40◦). The
16 beams are scanned sequentially every minute, with a∼ 3 s
integration time for each beam.
SuperDARN radars detect coherent backscatter from elec-
tron density structures in the E-region and F-region iono-
spheres and also from the ground, following reflection in the
ionosphere. The Southern Hemisphere SuperDARN radars
were chosen for this study because they generally detect
larger amounts of backscatter on the nightside compared to
the Northern Hemisphere radars. This is probably due to the
favourable orientation of the geomagnetic field relative to
the radar look directions and geographic latitudes. The near-
continuous presence of backscatter on the nightside for most
Antarctic radars makes it straightforward to identify peri-
ods of reduced backscatter power caused by HF radio at-
tenuation. An example of this procedure is given in Sect. 3.
Note that the three mid-latitude SuperDARN radars located
in Australia/New Zealand were not included in this study,
due to their very large spatial separation from the radars in
Antarctica, so they are not shown in Fig. 1.
The camera located at Syowa Station is a colour digital
camera fitted with a 8 mm f/2.8 fisheye lens. The imaging
season lasts from April to October, and the camera is pro-
grammed to capture images automatically whenever the Sun
is more than 12◦ below the horizon. Exposure times are a
few seconds, and the image cadence varies from about 6 to
30 s. Daily keogram (quick-look) plots are constructed by
taking a magnetic north–south slice through the all-sky im-
age and then placing these slices on a time axis. Similarly,
an ewogram (east–west keogram) can be constructed using
a magnetic east–west slice. PsAs can be readily identified in
these plots as patchy auroral displays (e.g. Jones et al., 2013;
Partamies et al., 2017; Yang et al., 2017), but the original all-
sky images are normally required to determine the PsA type
(APA, PPA, and PA).
3 Example event – 14 June 2015
Our method for visually identifying signatures of HF radio
attenuation is illustrated using Fig. 2. The 12 h time interval
shown commenced at 18:00 universal time (UT) on 13 June
2015. This figure shows the magnetic north–south keogram
plot for the all-sky camera at Syowa Station and the back-
ground noise and power measurements for each radar with
available data. The panels are arranged in order of magnetic
latitude, but it should be noted that the radars are located over
a wide range of longitudes (see Fig. 1). The keograms are
identical in both columns, with magnetic south at the top. The
yellow vertical lines in the keogram plots indicate the onset
and end times of a PsA event observed over Syowa Station
on 14 June 2015. This is an APA event which occurred in the
recovery phase of a substorm. There is a second APA event
in this time interval which commences at 04:20 UT, but for
the purposes of illustrating our event selection, we will fo-
cus on the first event at 00:40–02:20 UT. No data were avail-
able from either the Falkland Islands (FIR) radar or the South
African National Antarctic Expedition (SAN) radar during
this time interval, so they are not included in the figure.
The first column of Fig. 2 shows the background noise
measurements from each beam of each radar. The noise data
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Figure 1. Locations and fields of view of the SuperDARN radars and all-sky camera used in this study. Instrument locations are shown by
red symbols. The red circle indicates the camera field of view, and the black shading indicates the radar fields of view. The position of beam 5
for each radar is shaded yellow. Only the first 600 km of the radar fields of view are shown, which is the area in which the radio waves are
expected to pass through the D-region ionosphere. The grey shading shows the spatial coverage of the energetic electron precipitation impact
area for the example pulsating aurora event on 14 June 2015, 00:40–02:20 UT. Dashed grey lines indicate corrected geomagnetic (CGM)
latitude and magnetic local time (MLT) contours.
have been binned into 10 min intervals and averaged sepa-
rately in each bin to remove spikes. These data have arbitrary
units, and the colour scales were chosen to best match the dy-
namic range of the noise measurements from each radar. The
colour scales contain 256 colours and are saturated at the top
end in order to emphasise the low-power features. For most
radars there is some variation in the noise levels between dif-
ferent beams, which may arise from real spatial variations
in the atmospheric noise production and ionospheric propa-
gation conditions or differences in beamforming across the
radar field of view. For this work, we are not interested in the
absolute values of the background noise. Instead, we look
for sudden changes in the background noise over the entire
field of view which indicate that the HF radio noise has been
attenuated in response to enhanced D-region ionisation. For
the example event, reduced background noise levels during
the PsA event are observed for six out of the eight radars
shown, as indicated by the black vertical lines.
To justify that the reduced background noise measured at
the six radar sites was indeed caused by enhanced D-region
ionisation, we also study the backscatter power measured
by each radar. These measurements are shown in the right
column of Fig. 2. Each panel shows the raw power levels
measured in each 45 km range gate along beam 5. The raw
power measurements also have arbitrary units and are dis-
played on a logarithmic scale. High power values observed
across several range gates, and lasting from several minutes
to hours, indicate coherent backscatter returning to the radar
from ionospheric electron density irregularities or from the
ground. The yellow vertical lines on these plots indicate the
time periods for which the background noise was attenuated
(determined from the left panel). During these time peri-
ods, the backscatter returns from all six radars have reduced
power or are completely suppressed. This indicates that the
radio waves transmitted by the radar have been attenuated.
This combination of reduced background noise and reduced
backscatter power is strong evidence that the D-region elec-
tron density has been enhanced near the radar site (Bland
et al., 2018), and we use these two signatures together in our
event selection for this study.
For the example shown in Fig. 2, there are two radars that
did not detect a clear attenuation signature during the PsA
event. These are the McMurdo (MCM) and Dome C East
(DCE) radars, located at 80 and 89◦ corrected geomagnetic
(CGM) latitude, respectively. For these radars, there is nei-
ther a clear decrease in the background noise level nor a re-
duction in the backscatter power. Note that the background
noise at MCM does decrease close to the event onset time.
This, however, is accompanied by an increase in the echo
power, which indicates that the transmitted radio waves were
not strongly attenuated in the ionosphere. Therefore, the re-
duced noise at MCM is probably related to the normal diurnal
variation in the background noise at the radar site rather than
being a response to energetic particle precipitation.
Based on the information in Fig. 2, we can now make a
rough estimate of the spatial coverage of the EEP impact
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area for this PsA event. This area is shown by the grey shad-
ing in Fig. 1, which is the region bounded by the six radars
that detected the event. This area actually represents the min-
imum EEP impact area for this event. The poleward edge
of the EEP impact area extends to at least 75◦ CGM lati-
tude, where both the South Pole Station (SPS) and Zhong-
shan (ZHO) radars detected attenuation, but it does not ex-
tend as far as the MCM radar at 80◦ CGM latitude. At the
event onset, the SPS and ZHO fields of view were located at
20–21 and 03–04 MLT, respectively, indicating an instanta-
neous MLT extent of about 7 h. A similar MLT extent at the
equatorward edge of the EEP impact area is inferred from
the Halley (HAL) and Kerguelen (KER) radar pair, extend-
ing from ∼ 22–04 MLT at the event onset. Since the event
was detected at the KER radar site, we can conclude that the
equatorward edge of the EEP impact area extends at least as
far as 60◦ CGM latitude in the morning sector. No data were
available from the SAN or FIR radars for this event, so we
cannot determine whether the EEP impact area extends to
the locations of these radars.
It is worth commenting briefly on the nature of back-
ground radio noise measurements from SuperDARN radars.
The background noise consists of (1) natural atmospheric
radio noise, (2) anthropogenic noise produced by electrical
and electronic equipment near the radar site, and (3) inter-
nal noise in the radar receiver system. The short- and long-
term variability in the background noise depends on the rel-
ative contribution of these three sources to the total noise
level. EEP-related attenuation signatures are easiest to iden-
tify when the background radio noise exhibits a smooth diur-
nal variation in the absence of any D-region enhancement.
In Fig. 2, we observe this smooth noise variation in the
DCE, MCM, ZHO, SPS, and Syowa East (SYE) data, and
the sudden reduction in the background noise at the onset
of PsAs stands out clearly against the slowly varying back-
ground. This diurnal variation in the noise is controlled by the
global atmospheric noise production and ionospheric propa-
gation conditions. In contrast, the noise measurements from
the Halley (HAL) radar are highly variable from one 10 min
time bin to the next and also between neighbouring beams,
which might arise from either internal receiver noise or an-
thropogenic noise near the radar site. This variability in the
noise measurements at Halley makes the visual identification
of HF attenuation signatures more difficult. For this radar,
the echo loss from 00:30–02:30 UT is clear (right column of
Fig. 2), so we rely more heavily on this parameter to deter-
mine whether any HF attenuation has occurred. This type of
variability in the background noise measurements for some
radars is a key reason for adopting qualitative event selec-
tion criteria in this study, as some judgement regarding the
usability of the data is required in each case.
4 Event identification for statistical study
To select PsA events for our statistical study of the EEP im-
pact area, we began with a list of 102 optical PsA events iden-
tified visually in keogram plots from the all-sky camera at
Syowa Station. This same event list was used by Bland et al.
(2019) to determine PsA occurrence rates and durations us-
ing the SYE SuperDARN radar paired with the all-sky cam-
era data. This event list excludes all solar proton events based
on the threshold of 10 protons cm−2 sr−1 s−1 with energies
above 10 MeV. Excluding these events removes most of the
effects of polar cap absorption from this study. The optical
PsA events were classified as APA, PPA, or PA by visually
studying the keogram and ewogram plots and also the 10 s
cadence all-sky images for each event. The pulsating auroral
structures that we used to distinguish between the different
types are described in detail by Grono and Donovan (2018)
and Yang et al. (2019). APA are identified as transient pulsat-
ing emissions with no persistent structure or sense of average
motion. In contrast, PPA and PA consist of quasi-stable au-
roral patches that last for tens of minutes and can be tracked
across the camera field of view. For PA, pulsations are ob-
served only within a small portion of the emission, such as
near the edges, whereas for PPA the pulsations are observed
over a much larger area. For the 56 events in our list, one
dominant type of PsA was observed throughout the whole
event. For the remaining 18 events, the dominant type of
PsA changed part-way through the event. For these events,
we classified them based on the first type of PsA that was ob-
served. There were only three events during which PA were
observed, and in all cases, the PA were preceded by APA so
they were classified as APA. Note that our PsA classifications
apply only to Syowa Station as we cannot determine the PsA
type from the radar data. Due to this limitation, this study
is designed to detect periods of enhanced D-region ionisa-
tion that occur simultaneously with different types of optical
PsAs observed at Syowa Station.
Quick-look plots similar to Fig. 2 were produced for each
PsA event in the list. For each radar, we determined whether
the background noise level and the echo power had been at-
tenuated based on a visual inspection of the data. Often there
was some uncertainty about whether a given radar had (or
had not) detected an EEP signature. In particular, for some
radars it was unclear whether the background noise had de-
creased (e.g. Fig. 2; HAL and KER radars). To capture this
uncertainty, the attenuation for each radar was classified as
clearly observed/not observed or probably observed/not ob-
served. If we could not determine the presence or absence
of an attenuation signature either way for a given event, then
that radar was excluded from the analysis. For an event to be
included in this study, we required that at least one radar in
addition to the Syowa Station instrumentation had data avail-
able with sufficient quality to determine whether an atten-
uation signature was present. The final event list contained
74 events detected during the 2011, 2013, and 2015 Antarc-
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Figure 2. Quick-look plots showing the background radio noise (left) and raw echo power (right) parameters for eight SuperDARN radars
from 13–14 June 2015. The magnetic north–south keogram from the all-sky camera (ASC) at Syowa Station is also shown in both columns.
The event start and end times are marked using black/yellow vertical lines.
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tic winter seasons. For each event we recorded the following
information:
– The availability of data from each radar;
– The start time and end time of the attenuation at each
radar site (if observed);
– A classification of our uncertainty regarding whether or
not any HF attenuation had occurred at each radar site.
In most cases, the onset times for each radar that detected
the event are within 30 min of the onset times recorded for
the SYE radar. For a few events, the onset times at ZHO,
KER, or SPS are delayed 1–3 h after the onset at SYE, but
there is still considerable temporal overlap between the two
sites. This might indicate a latitudinal expansion of the EEP
impact area as the event evolves. Similarly, there are three
events during which the HAL or KER radars detected atten-
uation more than 1 h before the onset at SYE, which might in-
dicate that the particle precipitation began at lower latitudes
and later expanded over Syowa Station.
In this study, we have used the all-sky camera at Syowa
Station to determine the presence of optical PsAs. Since HF
attenuation will occur in response to any process that en-
hances the D-region ionisation, we cannot confirm that the
attenuation signatures observed by the radars were caused
by PsAs specifically. For example, the attenuation observed
by the SYE and Syowa South (SYS) radars in Fig. 2 com-
mences at substorm onset at 00:20 UT, about 20 min before
optical PsAs are visible in the keogram. This is very typi-
cal since PsAs are frequently observed in the substorm re-
covery phase, so the onset times determined from the radar
data will often be 10–30 min earlier than the onset of optical
PsAs (Bland et al., 2019). To increase the chances that the at-
tenuation signatures at all radar sites are due to PsA-related
EEP, we require that the attenuation observed by any indi-
vidual radar lasts for at least 1 h to qualify as a positive event
identification at that site. Since substorm expansion phases
are relatively short (Juusola et al., 2011; Partamies et al.,
2013), this criterion should eliminate brief attenuation en-
hancements during substorm expansion phases that are not
accompanied by PsAs in the recovery phase.
5 Results
Figure 3 is a bar graph showing the number of events ob-
served and not observed by each radar. Colour coding is used
to represent our uncertainty in determining whether any HF
attenuation had occurred. The ASC is also included in this
plot, with all 74 events clearly present. The data presented
in both panels are identical, but the radars/ASC are ordered
by magnetic latitude in Fig. 3a and by magnetic longitude in
Fig. 3b. The SYE and SYS radars detected attenuation during
all events for which data were available (74 and 63 events, re-
spectively). For the SYE radar, five of these events included
Figure 3. Number of events observed and not observed by each
radar and the ASC. The instruments are sorted by magnetic latitude
in (a) and by magnetic longitude in (b), except for DCE. Corrected
geomagnetic coordinates are given in parentheses.
some evidence of HF attenuation, but this signature was less
clear compared to the other events. For the KER and HAL
radars, most of the positive and negative identifications of
HF attenuation were uncertain due to the variability in the
background noise and lower backscatter occurrence for these
radars, similar to Fig. 2. The MCM and DCE radars rarely de-
tect any attenuation during the PsA events. These two radars
had good data availability, high echo occurrence, and the
background noise exhibits smooth diurnal variations, so we
conclude that the EEP impact area rarely extends to these lat-
itudes. The lowest latitude radar, FIR, had very limited data
availability, so it is not possible to draw conclusions about
the EEP response at that location.
To obtain a general overview of the spatial coverage of the
PsA events, it is helpful to first consider only those events
that had data available from most of the radars. Therefore, we
now take the subset of events with data available from at least
five of the following six radars: HAL, KER, SAN, SPS, SYE,
and ZHO. These radars cover the spatial region extending
from 59 to 75◦ magnetic latitude over a ∼ 100◦-wide mag-
netic longitudinal sector. The DCE and MCM radars are not
included in this list because the event-detection rate at these
sites was close to zero. The FIR radar was also excluded due
to the low data availability.
In total, there were 17 APA and 10 PPA events with data
available from at least five of the six radars listed above, and
the EEP impact area for these events is shown in Figs. 4 and
5, respectively. For events where the PsA type changed dur-
ing the event, we grouped the events according to the PsA
type observed at the event onset. The events have been sorted
and numbered according to the magnetic local time of the
event onset at SYE. The red symbols are used to indicate our
uncertainty in whether attenuation occurred or did not occur
at each radar site. The light grey shading shows the region
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Figure 4. EEP impact area for amorphous pulsating aurora (APA) events with data available from at least five radars. The dark grey shading
shows the EEP impact area, defined as the latitude/MLT region bounded by all radars that detected attenuation during that event (see text for
details). The light grey shading shows the region bounded by the radars that did not detect any attenuation. Red symbols are used to indicate
our uncertainty in determining whether any attenuation had occurred.
Figure 5. Same as Fig. 4 but for patchy pulsating aurora (PPA).
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bounded by all radars with available data, and then a portion
of this area is shaded dark grey to show the region in which
the attenuation was detected. To determine the perimeter of
each region, we performed a linear interpolation between the
magnetic latitude and MLT coordinates of adjacent stations,
which produces the curved lines in the polar plots. The event
onset times are slightly different for each radar. To focus on
the presence/absence of attenuation events, we use the dark
grey shading to represent the total area in which attenuation
was observed during the event. The auroral electrojet (AE)
index and the planetary K-index (Kp) at the event onset time
are also shown, and we note that there is no obvious corre-
lation between geomagnetic activity and the size of the EEP
impact area. This highlights the need to move beyond the
geomagnetic-index-based descriptions of EEP forcing used
for long-term climate modelling, since it does not adequately
capture the contribution from PsA-related EEP.
A total of two APA events and one PPA event were de-
tected by all radars simultaneously (dark grey shading only).
For these events, the EEP impact area extended over a mini-
mum of 7 h of MLT and 16◦ of magnetic latitude. For the re-
maining events, the latitude or MLT boundary of the EEP im-
pact area can be identified. For example, APA events nos. 3
and 5 are confined to the ∼ 60–70◦ CGM latitude range.
There are also many events that do not extend over the en-
tire observable MLT range, such as APA event no. 9 and PPA
event no. 3. A total of five APA events and one PPA event
were observed only at Syowa Station. For these events, we
conclude that the EEP impact area is narrow in both latitudi-
nal and longitudinal extent. Since the radar coverage is very
sparse, we checked ASC data from Syowa Station to deter-
mine the spatial coverage of the optical PsAs for these events.
For all events detected only by the Syowa Station radars, the
latitudinal extent of the optical PsA was narrower than the
camera field of view. We show an example of this in Fig. 6
for APA event no. 2, where the optical PsA covers about half
of the north–south field of view. We found no examples in
which the east–west extent of the optical PsA was smaller
than the camera field of view.
The results presented in Figs. 4 and 5 show that the EEP
impact area associated with PsA events can vary signifi-
cantly. However, due to the limited number of events that
met our data availability criteria, it is difficult to draw con-
clusions about the average EEP impact area based on these
results. Therefore, we now use the observations from all 74
events to build a statistical description of the EEP impact
area. These results are presented in Fig. 7 using a format sim-
ilar to a correlation matrix. Each cell shows the percentage
of optical PsA events that were accompanied by an attenu-
ation signature from both radars corresponding to that cell.
For example, 36 % of the optical PsA events were accom-
panied by an attenuation signature from both the HAL and
SPS radars simultaneously. The percentage occurrence for
the ASC paired with each individual radar is also included in
Fig. 7. The cells are colour coded according to these percent-
Figure 6. Magnetic north–south (N–S) keogram from the ASC at
Syowa Station for the period 13–14 April 2013. The yellow rectan-
gle indicates the time period during which the pulsating aurora was
observed.
ages, and the numerical value is provided in each cell. The to-
tal number of events used to calculate the percentage is given
in parentheses. The total number of events varies widely be-
tween radar pairs because there were many events for which
data were not available from both radars simultaneously. The
radars/ASC are sorted by magnetic longitude on the horizon-
tal axis and magnetic latitude on the vertical axis, except for
DCE which is placed to the far right/top of the plot. The ge-
omagnetic coordinates for each instrument are shown below
each three-letter radar/camera code. Cells with a dark blue
outline identify instrument pairs that are separated by less
than 5◦ of magnetic latitude, which are useful for estimating
the longitudinal extent of the EEP impact area at a particu-
lar latitude. Similarly, cells with a light blue outline identify
radar pairs that are separated by less than 15◦ of magnetic
longitude and can be used to estimate the latitudinal extent
of the EEP impact area.
We will first discuss the probability that each radar detects
HF attenuation simultaneously with optical PsAs at Syowa
Station. A total of 100 % of the optical PsA events at Syowa
Station were accompanied by HF attenuation at SYE and
SYS. This is expected because these instruments have similar
fields of view. The HAL radar, which is located at a similar
magnetic latitude to Syowa Station, but 44◦ to the west, de-
tected HF attenuation with 75 % probability. For radars near
the poleward edge of the auroral oval, we see that 24 % of
the optical PsA events were accompanied by attenuation at
ZHO (75◦ latitude), and this drops to just 10 % at 80◦ lati-
tude (MCM radar). For the lowest magnetic latitude station,
FIR, data were available for just four events, and the radar
detected attenuation for only one of these events, so the 25 %
occurrence rate for this radar is unreliable.
The KER–HAL and SPS–ZHO radar pairs provide infor-
mation about the MLT extent of the EEP impact area near the
equatorward and poleward edges of the auroral oval, respec-
tively. The KER and HAL radars, located at 59–62◦ latitude,
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Figure 7. Probability of detecting HF radio attenuation for each pair of SuperDARN radars. In all cases, optical PsAs were also detected
simultaneously by the ASC at Syowa Station. The white text shows the probabilities for each radar pair, and the number of events used to
calculate these probabilities is given in parentheses. The probabilities for the ASC paired with each radar are also shown. The box shading
is used to represent these probabilities visually. The corrected geomagnetic coordinates for each radar are given in parentheses below each
three-letter station ID. The radars/ASC are sorted by magnetic longitude on the horizontal axis (except DCE) and by magnetic latitude on
the vertical axis. Dark and light blue box outlines indicate radars with a similar magnetic latitude and magnetic longitude, respectively.
both detected attenuation for 44 % of the PsA events. This
radar pair is separated by∼ 6 h of MLT. At the poleward edge
of the auroral oval (∼ 75◦), 17 % of events were detected by
both the SPS and ZHO radars, which have a 7 h MLT separa-
tion. We conclude from these results that the MLT extent of
the EEP impact area is, on average, larger at the equatorward
edge of the auroral oval.
The HAL–SPS radar pair provides information about the
latitudinal extent of the EEP impact area to the west of our
reference location at Syowa Station. This pair detected HF
attenuation simultaneously with a probability of 36 %. East
of the reference location, the ZHO–KER radar pair detected
HF attenuation simultaneously with a probability of 17 %.
The SPS–HAL and ZHO–KER pairs do not have the same
latitudinal spacing, so it is not appropriate to compare the
probabilities between these pairs. However, both results in-
dicate that the latitudinal extent of the EEP impact area is
less than 12◦ for the majority of events.
6 Discussion
The results presented in this study provide some basic esti-
mates of the EEP impact area during pulsating aurora events.
This type of information is necessary for developing realis-
tic inputs to atmospheric models that are used to study the
impact of EEP on the middle atmospheric chemistry and
the contribution of EEP forcing to natural climate variabil-
ity. Our results show that 36 % of PsA events extend over at
least 12◦ of magnetic latitude (SPS–HAL pair), and∼ 60 %–
75 % extend over at least 4◦ of magnetic latitude (SYE–SAN
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and SYE–HAL pairs). At the equatorward edge of the auroral
oval, 44 % of events have a magnetic local time extent greater
than 7 h (KER–HAL pair). At the poleward edge, 17 % of
events cover this MLT range (ZHO–SPS pair).
Our study has demonstrated a novel application of the Su-
perDARN HF radars for estimating the spatial extent of the
EEP impact area during pulsating aurora events. The use of
SuperDARN radars for this purpose provides an advantage
over optical instruments because the radar observations are
not restricted by daylight or cloud cover. This significantly
increases the availability of multi-point observations for our
statistical study. However, the number of events used to de-
termine the occurrence probabilities for each radar pair are
still relatively low (see Fig. 7). For validation purposes, we
used the ASC data from Syowa Station as a starting point for
identifying PsA-related HF attenuation in the SuperDARN
data, which limits the observation time to periods of dark,
clear skies at Syowa Station. The four most important radars
for estimating the EEP impact area in our study are KER,
ZHO, SPS, and HAL. These radars provide observations
from the equatorward and poleward edges of the Southern
Hemisphere auroral oval over a wide longitudinal area. Un-
fortunately, the HAL radar ceased operations in 2015, so it
was not possible to extend the data set to include more re-
cent events from that location. Although the data set for the
other radars could potentially be expanded to include more
events, it may be more fruitful to repeat this analysis using
the North American SuperDARN radars. This would pro-
vide additional coverage from a larger number of radars and
allow comparisons with optical PsA observations from the
THEMIS ASCs and with riometer observations of cosmic
noise absorption.
The Southern Hemisphere data were used in this study be-
cause they generally detect large amounts of backscatter on
the nightside, which makes it straightforward to identify peri-
ods of reduced backscatter power. We speculate that the high
echo occurrence for the Southern Hemisphere radars is due to
the low operating frequencies used and more favourable ge-
ometry with the magnetic field for satisfying the aspect angle
condition for ionospheric scatter detection. Also, the South-
ern Hemisphere radars generally operate at just one or two
frequencies, making it easier to identify attenuation signa-
tures in the background radio noise, which is frequency de-
pendent. With an improved understanding of the background
radio noise measured by SuperDARN radars, it may be possi-
ble to reliably identify HF attenuation events using only the
background noise parameter. This would improve the suit-
ability of the North American SuperDARN radars for esti-
mating the EEP impact area.
Due to the limited number of events in our statistical
study, some caution is required when interpreting the occur-
rence probabilities presented in Fig. 7. For most radar pairs,
the occurrence probabilities were calculated based on 30–
40 events, so each event represents 2–4 percentage points.
For the FIR and SAN radars, the uncertainties in the prob-
abilities are much higher due to the low data availability.
Based on the information presented in Fig. 3, we can de-
termine which radars provide the most reliable informa-
tion about PsA occurrence. These are the radars for which
the large majority of events were either clearly observed or
clearly not observed. This is the case for the two highest-
latitude radars, MCM and DCE, so we conclude that the very
low occurrence rates observed at 80 and 89◦ are reliable.
In contrast, there was significant uncertainty in identifying
events for the KER, SAN, and HAL radars. The SAN radar
in particular has a low total number of events and high un-
certainties with respect to whether any attenuation occurred.
Despite these uncertainties, it is apparent from Fig. 7 that the
occurrence rates exhibit a smooth variation with the distance
from Syowa Station, both in latitude and longitude.
To determine whether our results are realistic, we can
make some simple comparisons to an earlier work. At the
equatorward edge of the auroral oval, we found that 44 % of
events have a MLT extent greater than 7 h (KER–HAL pair).
At the poleward edge, 17 % of events cover this MLT range
(ZHO–SPS pair). Optical observations by Grono and Dono-
van (2020) showed that APA occur over a wider MLT range
at ∼ 65◦ latitude compared to ∼ 75◦ latitude. Although their
study did not provide information about the instantaneous
spatial coverage of optical PsAs, it is likely that the wider
MLT range of APA observed at lower latitudes is due to a
wider instantaneous spatial coverage of the events in their
study and is therefore consistent with our results. It is also
important to recognise that the latitudinal separation between
Syowa Station and the ZHO–SPS and KER–HAL radar pairs
might contribute to the different MLT extents observed at
∼ 60 and∼ 75◦ latitude. The ZHO–SPS pair is located about
8◦ poleward of Syowa Station, whereas the HAL and KER
radars are about 5 and 8◦ equatorward of Syowa Station, re-
spectively. Therefore, with this study design it is difficult to
decouple the effects of latitude and distance to the reference
location when determining the MLT extent of PsAs.
Whatever the cause of these latitudinal differences in the
EEP impact area, we can conclude from our results that the
optical PsA event reported by Jones et al. (2013) is prob-
ably quite rare. For that event, optical PsAs were observed
over 10 h of MLT, but our results indicate that a large ma-
jority of PsA events have an impact area covering less than
7 h of MLT. It is possible, however, that the EEP impact area
is smaller than the spatial area over which optical PsAs are
observed. This could be investigated further using the Su-
perDARN radars and riometers in North America combined
with simultaneous observations from the THEMIS all-sky
cameras.
A key difference in our results compared to earlier work is
the location of the poleward boundary of PsAs. Our results
show that PsA-related attenuation frequently extends beyond
∼ 75◦ latitude. This was determined using the SPS–SYE and
ZHO–SYE radar pairs, which detected PsA-related attenua-
tion with 35 % and 24 % probability, respectively. The MCM
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radar (80◦ latitude) also detected attenuation with about 10 %
probability. This upper latitude boundary for PsAs is signifi-
cantly poleward of the optical PsA boundary reported in ear-
lier work. For example, Oguti et al. (1981) reported that op-
tical PsAs are restricted to ≤ 70◦ magnetic latitude, but that
discrete aurora may occur up to 75◦ latitude. However, op-
tical PsAs have been reported over Svalbard at 75◦ latitude
(Kvifte and Pettersen, 1969), and Grono and Donovan (2020)
reported PsAs up to about 74–75◦ but the occurrence was
very low.
Grono and Donovan (2020) also showed that the mag-
netic latitude range of PsAs depends on the PsA type, with
APA occurring over the magnetic latitude range 56–75◦ and
PPA and PA restricted to slightly narrower ranges of 57–73
and 59–74◦, respectively. They reported that the APA occur-
rence probability above about 74◦ was . 15 % and zero for
PPA and PA. In our data set, there are several PPA events
for which HF attenuation was detected by the ZHO or SPS
radars. This is particularly so for event nos. 1, 7, 8, 9, and
10 in Fig. 5, which is half of the events shown in that fig-
ure. Kp and AE indices for these PPA events are higher than
for the other PPA events, which might play a role in deter-
mining the size and location of the EEP impact area. Differ-
ences in the auroral oval location between the Northern and
Southern hemispheres may contribute to the different latitu-
dinal coverage results in this study compared to Grono and
Donovan (2020). We also note that the PsA type classifica-
tion was determined only at Syowa Station, and it is likely
that other PsA types, and non-pulsating auroral emissions,
were present elsewhere for many events. Although we have
excluded polar cap absorption (PCA) from our event list, it is
possible that very weak PCA caused by proton fluxes below
the 10 cm−2 sr−1 s−1 threshold may cause some detectable
HF attenuation at above ∼ 75◦ magnetic latitude. However,
the timing of the absorption detected at these polar latitude
radars matches well with the optical PsAs observed at Syowa
Station. It therefore seems more likely that the polar latitude
attenuation is caused by energetic electron precipitation that
is related to the PsA activity occurring equatorward.
Since PsAs are often observed in the recovery phase of
substorms, it is worth comparing our results with earlier stud-
ies of the spatial extent of substorm precipitation. For exam-
ple, riometer observations by Berkey et al. (1974) showed
that substorm precipitation extends over the magnetic lati-
tude range ∼ 60–74◦. This magnetic latitude range is simi-
lar to the optical results described above, except that PsAs
tend to remain further equatorward until the morning MLT
sector. Regarding the HF attenuation observed at latitudes
above 75◦, Cresswell-Moorcock et al. (2013) reported that
there is an enhancement in the > 30 keV electron fluxes at
L > 15 in the morning sector about 1–2 h after the substorm
onset. This is likely to correspond to the substorm recovery
phase when PsAs are commonly observed. Therefore, some
of the very high-latitude EEP fluxes reported by Cresswell-
Moorcock et al. (2013) are probably related to PsAs. The
latitude extent of these morning sector substorm-related EEP
fluxes matches well with our observations of HF attenuation
at magnetic latitudes above 75◦ in connection with PsAs at
Syowa Station.
Based on the results described above, we can make a rough
estimate of the average EEP impact area that could be used
as input to an atmospheric model such as WACCM (Marsh
et al., 2007; Verronen et al., 2016). As described above, the
majority of events cover less than 7 h of MLT. From the SYE,
SYS, KER, SAN, and HAL pair combinations shown in
Fig. 7, we determine that roughly half of the PsA events have
an instantaneous MLT coverage of at least 2–3 h at ∼ 65◦
magnetic latitude. Therefore, the average MLT extent at this
latitude is probably around 4–5 h. The average MLT extent
is much narrower at ∼ 75◦ magnetic latitude, with the large
majority (65 %–76 %) of events covering less than 2–4 h si-
multaneously (SYE–SPS and SYE–ZHO pairs). PsA occur-
rence rates reach a maximum in the early morning sector,
at about 04:00 MLT (Jones et al., 2011; Bland et al., 2019;
Grono and Donovan, 2020), and this result could be used to
centre the EEP impact area in a model PsA forcing. The av-
erage latitudinal extent of the EEP impact area is difficult to
estimate due to the very sparse latitudinal coverage of the
SuperDARN radars and the latitude dependence of PsA oc-
currence. We have determined that approximately one-third
of the events cover 12◦ of latitude to the west of Syowa Sta-
tion (SPS–HAL pair), so the median latitudinal extent would
be a few degrees narrower. By combining this result with the
latitude-dependent optical PsA occurrence rates (Grono and
Donovan, 2020, Fig. 5), one could reasonably assume that the
average EEP impact area covers the magnetic latitude range
of about 62–70◦.
Since our event detection procedure is qualitative, we can-
not draw conclusions about the magnitude of the D-region
electron density enhancements. This may be possible in the
future with improved baselining of the background noise pa-
rameter (e.g. Berngardt, 2020) and a better understanding of
the sensitivity of SuperDARN radars to PsA-related EEP. For
the purposes of atmospheric modelling, however, statistical
EEP energy spectra from satellite observations (e.g. Tesema
et al., 2020b) would probably provide a more accurate esti-
mate the relative impact of different types of PsAs than what
is possible with the SuperDARN radars.
7 Conclusions
The spatial extent of the EEP impact area during 74 pulsat-
ing aurora events has been estimated using observations of
HF radio attenuation from 10 SuperDARN radars in Antarc-
tica. We defined the EEP impact area as the horizontal region
over which PsA-related EEP has sufficient energy to cause
a detectable amount of HF attenuation in the D-region iono-
sphere. This represents the area over which PsA-related EEP
may cause an atmospheric chemical response. For 75 % of
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the events studied, the EEP impact area extended over at least
4◦ of magnetic latitude, and 36 % of events extended over at
least 12◦ of magnetic latitude. The MLT extent was found to
be larger, on average, at lower latitudes compared to higher
latitudes. Based on our results, and earlier work using opti-
cal data, we estimated the average EEP impact area for PsAs
that could be used as input to an atmospheric model such as
WACCM. This average EEP impact area extends from about
62–70◦ magnetic latitude and covers about 4–5 h of MLT.
We emphasise that the SuperDARN radars have sparse spa-
tial coverage, and that the sample size used in our statistical
study was relatively small, so these results provide only a
rough estimate of the average EEP impact area.
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Abstract. Energetic particle precipitation associated with pulsating aurora (PsA) can reach down to lower mesospheric al-
titude and deplete ozone. It is well documented that pulsating aurora is a common phenomenon during substorm recovery
phases. This indicates that using magnetic indices to model the chemistry induced by PsA electrons could underestimate the
energy deposition in the atmosphere. Integrating satellite measurements of precipitating electrons in models is considered to
be an alternative way to account for such underestimation. One way to do this is to test and validate existing ion chemistry5
models using integrated measurements from satellite and ground-based observations. By using satellite measurements, an av-
erage/typical spectrum of PsA electrons can be constructed and used as an input in models to study the effects of the energetic
electrons in the atmosphere. In this study, we compare electron densities from EISCAT radars with auroral ion chemistry and
the energetics model by using pulsating aurora spectra derived from POES satellites as an energy input for the model. We
found a good agreement between the model and EISCAT electron densities in the region dominated by patchy pulsating au-10
rora. However, the magnitude of the observed electron densities suggests a significant difference in the flux of precipitating
electrons for different pulsating aurora types (structures) observed.
1 Introduction
Pulsating aurora is a diffuse type of aurora with distinctive structures as arcs, bands, arc segments, and patches that are blinking
on and off independently with a period of few seconds (Royrvik and Davis, 1977; Yamamoto, 1988). The sizes of pulsating15
aurora range from 10 to 200 km horizontally, and 10 to 40 km vertically and usually occur at around 100 km altitude (McEwen
et al., 1981; Jones et al., 2009; Hosokawa and Ogawa, 2015; Nishimura et al., 2020; Tesema et al., 2020b). Pulsating aurora
is often observed after midnight, during the recovery phase of a substorm, and at the equatorward part of the auroral oval,
(Lessard, 2012; Nishimura et al., 2020) and it can persist for more than 2 hours (Jones et al., 2011; Partamies et al., 2017;
Bland et al., 2019; Tesema et al., 2020a). However, substorm growth and expansion phase PsA (McKay et al., 2018) as well as20
afternoon PsA (Berkey, 1978) have also been reported.
The latitude of pulsating aurora can span a wide range, which depends on geomagentic activity and local time. In general,
PsA often observed between 56◦ and 77◦ degrees of magnetic latitude (Grono and Donovan, 2020; Oguti et al., 1981). During
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the post-midnight period it is restricted between 60◦ and 70◦ magnetic latitude and in the morning sector it moves to higher
latitudes, between 65◦ and 75◦. The source location of these regions maps to the magnetosphere between 4 RE and 15 RE25
(Grono and Donovan, 2020). PsA is very common with an occurrence rate of about 30% around magnetic midnight (Oguti
et al., 1981) and above 60% in the morning sector (Oguti et al., 1981; Bland et al., 2019)
The precipitating electrons’ energy during pulsating aurora spans a wide range of magnitudes, predominantly between 10
and 200 keV (Miyoshi et al., 2015; Tesema et al., 2020a). However, electron energies as low as 1 keV have also been reported
(McEwen et al., 1981). PsA can consist of microbursts of relativistic electrons in the high energy tail of the precipitation, which30
makes PsA an important magnetosphere–ionosphere (MI) coupling process in studying radiation belt dynamics (Miyoshi et al.,
2020). A significant number of studies have shown that the precipitation of PsA electrons is driven by wave-particle interactions
(Miyoshi et al., 2010; Nishimura et al., 2010, 2020; Kasahara et al., 2018). Recent studies further show that chorus waves play
an important role in pitch angle scattering of electrons over a wide range of energy during pulsating aurora (Nishimura et al.,
2010; Miyoshi et al., 2020). Electron cyclotron harmonic (ECH) waves are also a possible candidate in causing pulsating35
aurora, especially at the lower end of the PsA energy spectrum (Fukizawa et al., 2018; Nishimura et al., 2020).
A recent study by Grono and Donovan (2018) categorize pulsating aurora into three different types in relation to their
structural stability and motion along the ionospheric convection. Salient and persistent structures moving along the ionospheric
convection belong to patchy pulsating aurora (PPA), and transient structures with no definite motion characterize amorphous
pulsating aurora (APA), which are the dominant PsA types. In addition, the third category, patchy aurora (PA), consists of40
very persistent structure with limited pulsation at the patch edges. The energy of electrons associated with the pulsating aurora
types are different (Yang et al., 2019; Tesema et al., 2020b). From a total of 92 PsA events Tesema et al. (2020b) compared
the D region ionization level obtained by EISCAT radars for different types of PsA and suggested that PPA is the dominant
type of aurora affecting the D region atmosphere. The different categories of PsA reported in Grono and Donovan (2018)
originated from different source regions of the magnetosphere, where PPA and PA mapped entirely to the inner magnetosphere45
while the APA source region spanned both inner and outer magnetosphere (Grono and Donovan, 2020). This indicates that
PsA can contribute to our understanding of the radiation belt dynamics as well, despite the challenges imposed by the large
spatio-temporal variation of the PsA structures.
Energetic PsA electrons can affect the chemistry of the mesosphere by strong production of odd hydrogen, which depletes
ozone in catalytic reactions (Turunen et al., 2016; Tesema et al., 2020a). As demonstrated by Tesema et al. (2020a) the softest50
PsA precipitation does not have chemical consequences. It was further suggested in their study that it is mainly PA and PPA
that can most effectively ionize the atmosphere below 100 km.
In this study we test an ion chemistry and energetics model using measurements of precipitating electrons from low altitude
satellite as an energy input. We compared the EISCAT electron density measurements with the model output electron density to
investigate the ionization level during different types of pulsating aurora. This will enable us to understand the ionization rates55
and energy spectra as they are measured at very different spatial and temporal resolutions, as well as the ionization changes in
the transitions between different PsA types.
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2 Materials and methods
The optical data used in this study is from an all-sky camera (ASC) located in Tromsø (69.58◦N, 19.21◦E) in Norway, at the
same site with the EISCAT radars. It belongs to the network of Watec monochromatic Imagers (WMI) owned and is operated60
by the National Institute of Polar Research (NIPR). The WMI consists of a highly sensitive Watec camera, a fish eye lens, and
band-pass filter at 428 nm, 558 nm, and 630 nm with bandwidth of 10 nm. The imaging system is capable of taking images
with 1 sec time resolution. In this study, we used images from the 558 nm filter. Technical details of the ASC can be found in
Ogawa et al. (2020).
POES satellite measurements are used to construct the spectrum of precipitating PsA electrons. The spectrum is used as an65
input to the model. We approached the same procedure as explained in Tesema et al. (2020a) to construct the spectrum and
extrapolate the softer precipitation end using a power law function. This includes the energy range from 50 eV to 1 MeV.
Field aligned and vertical electron density measurements are obtained from VHF/UHF EISCAT radars located in Tromsø.
Instead of the standard 1 minute resolution data available for public on EISCAT database, we use a 5 seconds resolution
electron density processed using Grand Unified incoherent scatter design and analysis package (GUISDAP) software to match70
with the high-resolution auroral imaging. The electron density measurements of the EISCAT radars are used to compare the
ionization level during pulsating aurora with the electron density from the model described below.
The auroral model used in this study is the combination of an electron transport code (Lummerzheim and Lilensten, 1994)
and a time-dependent ion chemistry and energetics model (Palmer, 1995; Lanchester et al., 2001), which solves the coupled
continuity equations for positive ions and minor neutrals above 80 km altitude.75
In this study, we used a directly measured energy of precipitating electrons by POES satellite to construct the spectrum for
the input. We start the model run with an empty ionosphere, since prompt precipitation below 120 km does not respond to the
softer precipitation that is usually used to warm up the ionosphere for upper atmospheric studies. The run time and time step
for the model was about 3.5 seconds and 0.2 seconds, respectively. The minimum and maximum altitude of the model run is 80
and 500 km, respectively. Thus, the model does not reproduce ionization below 80 km, which corresponds to 100 keV (Turunen80
et al., 2009).
The electron density output from the model is compared with the EISCAT-measured electron density. This will enable us to
answer the question of whether the overpass-averaged spectrum is a good representative as model input or if the patchiness of
the aurora should be considered in atmospheric models. Requiring the availability of EISCAT data, POES satellites overpass
and PsA from ASC images resulted in three events. Keograms (North–South overview) and ewograms (East–West overview)85
of ASC images are constructed to further classify and study the pulsating aurora structures and the associated precipitation.
3 Results
Pulsating aurora can easily be identified from ASC keograms (e.g. Partamies et al., 2017), and categorized into different types
using ewograms (Grono and Donovan, 2018). A keogram is created by extracting north-south pixel columns of consecutive
individual all-sky images and stacking them in time and an ewogram is an east-west counterpart of a keogram. The energy90
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and flux of the precipitating electrons can be inferred indirectly from altitude and magnitude of the maximum electron density
measured by ground-based incoherent scatter radars. Combining ASC data, EISCAT electron density measurements, electron
density output from auroral model, and PsA energy spectra from POES measurements, we investigate the characteristics of
precipitating PsA electrons and their ionization effects during three PsA events as follows:
3.1 Event 1: November 17, 201295
Figure 2 shows a keogram, ewogram, and EISCAT electron density measurements on November 17, 2012 between 4 and 5 UT.
The keogram and ewogram are generated from one second time resolution ASC images taken at the Tromsø EISCAT site.
Before 4:27 UT there was no electron density enhancement in the D and E regions, as there is no electron density enhancement
nor auroral activity during this period. After 4:27 UT significant electron density enhancement (more than one order of magni-
tude) is seen below 110 km. Correspondingly, the ASC data showed PsA drifting into the EISCAT field of view (FOV) where100
it stayed until 4:43 UT. The PsA seen during this period is dominantly APA type. There is PPA type in the poleward region
of the ASC FOV. After 4:43 UT this PPA drifted from north to east and became visible in the EISCAT radar FOV. The APA
coverage started to diminish and the PPA took over most of the camera FOV. A clear transition in the EISCAT electron density
is apparent at 4:43 UT. The electron density showed a thicker layer and precipitation reaching deeper, below 90 km, especially,
after 4:49 UT. The thicker layer and more energetic precipitation corresponds to the PPA seen over the EISCAT radar.105
Figure 3 shows the ASC images in 16 second intervals (a-f), the PsA spectrum constructed from POES measurements at
the blue dots on the ASC images (g), electron density measured by EISCAT and modelled using the POES spectra (h-m), and
green line emission intensity at the EISCAT (red) and POES (blue) measurement locations (n). From the ASC images it is
clearly seen that the PsA structures are slowly drifting to east with decreasing intensity in the south (see also Supplementary
Video one). This drift can be seen as patch lines (pathlines appear with or without stirations for patchy pulsating or patchy110
aurora, respectively (Grono et al., 2017)) in the ewogram on Figure 2. The median intensity of 10 pixels around the location of
EISCAT (red) and the POES measurements (blue) are plotted in Figure 3(n). The intensity at the location of EISCAT over the
entire duration was high, while at the location of the POES satellite measurements in the last three ASC images the intensity
is extremely low. Looking at the electron density comparison between the model and EISCAT radar measurements, there is
a good agreement between the two (Figure 3(h–k)) except the last two panels (Figure 3(l–m)), where the POES and EISCAT115
observations are looking into an entirely different region of auroral intensity. The first four points of POES observation spectra
show similar magnitudes; curves (a–d) plotted in Figure 3(g) corresponding to the ASC observations in Figure 3(a–f). During
this period, the altitude of maximum electron density in the EISCAT measurements was 95 km and from the model output it
was 105 km. There is no significant differences in the electron density profiles as the FOV of EISCAT is mostly looking into
a patch. The POES data points were also measurements within the patch "on" period, except in Figure 3(d), where there was120
very low emission (Figure 3(n)). Even though the emission intensity was low right after the whole FOV of the camera was
filled with patches (as seen in the keogram plot on Figure 2), the electron density agreement between the model and EISCAT
stayed the same in Figure 3(k). From Figure 3(d) POES is looking into a low emission region, which has correspondingly low
fluxes in the spectra, which is similar to the spectra as in Figure 3(e–f). It is also clearly evident that above 10 keV the flux of
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electrons in Figure 3(d) stayed similar to the previous three ASCs observations. However, for the last two ASC observations125
(Figure 3(e–f)) the POES observations were probably outside the precipitation region as the precipitating electron energies in
the spectrum plot showed a large decrease above 10 keV on Figure 3(g). This causes a huge discrepancy between the model
and EISCAT electron densities, accordingly.
The spectra from POES (Figure 3(g)) does not show significant variations except for the last two spectra in time. Above
10 keV there is a significant drop in electron flux for the last two observations (Figure 3(e–f)). This corresponds to the low130
emission observed in those two points of the ASC images. The electron density comparison shows a good agreement between
altitudes of 90 and 120 km in the first four panels. However, the last two panels show a big difference in the electron fluxes.
The shape of the curves in these two panels are similar, and the gap between the curves below 80 km becomes narrower in
these two panels.
The altitude of maximum electron density showed a significant difference between the model run and the EISCAT observa-135
tions. However, the magnitude of electron density showed a good agreement between 85 and 120 km. The height of maximum
electron density for the model output is about 105 km (corresponding to 10 keV electrons), and that of the EISCAT mea-
surements 95 km (corresponding to 25 keV electrons) (Turunen et al., 2009). Note that the model can only reproduce electron
density above 80 km, and thus, below 90 km the discrepancy between the two densities becomes large. The electron densities
above 120 km are due to the softer precipitation and were approximated by a power law function, which may not reproduce140
realistic ionization in this region. In addition, we did not perform warming up the ionosphere since we are interested in the
prompt precipitation effects below 120 km. However, comparing the region between 85 and 120 km, the agreement between
the model and EISCAT electron densities is good.
The last two panels in the electron density (Figure 3(l–m)) comparison showed a kink-like structure at around 90 km, cor-
responding to 40 keV electrons. From the spectrum it is apparent that above 40 keV the spectra for these two cases (magenta145
and cyan colors) showed almost the same fluxes. The median intensity around the EISCAT and satellite observations showed
a large difference in these two panels (Figure 3(l-m)). From the EISCAT electron density plots shown in Figure 3(h–m), the
zenith (black curve) and field aligned measurements (red curve) are similar. This event was studied by (Miyoshi et al., 2015)
using the same EISCAT data, however, we used different ASC data, additional satellite data and model outputs in this study.
3.2 Event 2: November 09, 2015150
Figure 4 shows keogram, ewogram, and EISCAT electron density measurements on November 09, 2015 between 2 and 3 UT.
The keogram and ewogram are generated from one second time resolution ASC images in Tromsø. For this event a mixture
of PsA types is clearly seen. Before 2:24 UT the PsA type was APA, which was followed by both APA and PPA (see also
Supplementary Video two). During this one hour period the PsA structure and the magnitude of the electron density over the
ASC and EISCAT FOVs change significantly. After 2:24 UT the PPA starts to emerge from south and move northward to fill the155
FOV after 2:42 UT. The electron density significantly dropped between 2:04 and 2:28 UT (third panel of the Figure), when the
EISCAT FOV was predominantly observing the APA type. After 2:44 UT the dominant PPA type corresponds to the increase
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in electron density, and also deeper precipitation. It is also clearly seen that the width of the ionization layer starts to get thicker
after 2:20 UT, when a mix of PsA types and later PPA is observed over the FOV of EISCAT.
Figure 5 shows the ASC observation, the POES spectra for the overpass data points (blue dots), electron density measure-160
ments at EISCAT (red dots in the ASC images) and electron density from the model output (blue curve) using the spectra
obtained from POES (blue dots in the ASC images). The ASC images were dominated by two different auroral structures. The
poleward portion of the ASC is filled with diffuse arc and the equatorward portion with patches. It is not clearly seen if the
diffuse arc is pulsating or not. But displaying all images as a video (see supplementary material), the structure over the EISCAT
FOV is seen pulsating and can be categorized as APA. However, the POES measurements encounter a different type of PsA,165
namely PPA.
The spectra measured by POES are shown in Figure 5(e). The peak flux of electrons was observed below 10 keV. Above
100 keV, data point 4 showed significantly higher fluxes as compared to others. The height difference of the maximum elec-
tron density between the model output and EISCAT observations is small. However, the fluxes show more than one order of
magnitude difference. The emission intensity at data point 4 and at the EISCAT observation point showed a large difference.170
The POES data point 4 is entirely within the PPA precipitation region, while EISCAT is looking into the APA type. Note that
this data point 4 showed higher fluxes in the energy range above 100 keV.
3.3 Event 3: January 13, 2016
Figure 6 shows the keogram, ewogram, and electron densities on January 13, 2016 between 5 and 6 UT. From the ASC, a very
slowly drifting and persistently stable structure of pulsating aurora is seen over the whole ASC FOV including the EISCAT175
FOV after 5:10 UT. A clear increase in electron density is observed when the pulsating patch is on and drifting in and out of
the EISCAT FOV. The pulsating aurora over the entire FOV of the ASC is predominantly PPA during the one hour period,
however, there are also some APA components seen in the keogram and ewogram plots. For example, before 5:15 UT APA
type is seen in most of the ASC FOV. The ionization layer thickness also varies when the patch is visible in the EISCAT FOV
(see also Supplementary Video three). The thickness of the ionization around 5:25 UT is different from the thickness of the180
ionized layer seen just before 5:20 UT.
As shown in Figure 7(a-e) the POES satellite measurement is not co-located with the EISCAT location, however the structure
of PsA is the same over the ASC FOV. As is shown in Figure 7(f), the POES energy spectra is very similar in magnitude and
shape in all the overpassing data points. From the ASC images (Figure 7 (a-e)), the EISCAT is looking into the edge of a
pulsating patch, while the POES satellite is looking in to patch and the edge of a patch as it overpasses the pulsating aurora.185
This event occurred very late in the morning, around 8 MLT. A persistent structure was observed over the whole FOV of the
camera for the time period where the satellite is overpassing the region. The EISCAT electron density showed constant values
at 95–115 km, but agrees well with the model electron density around 90 km. In Figure 7 (h-k), the electron densities showed a
good agreement below 105 km. However, the discrepancy between the electron densities started at an altitude of 90 km (panel
g), and the electron densities below 87 km showed a significant difference (Figure 7(j-k)). There is no significant increase in190
the fluxes at any specific energy during this whole observation period, but the spectra rather showed a steep decrease at all the
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energy levels. The median auroral emission intensity showed a similar decreasing trend at both the EISCAT location and at the
satellite observation point.
4 Discussion
In this study, three PsA events were analyzed for their ionization characteristics. Each event analysis included high-resolution195
electron density measurements from the EISCAT Tromsø radar, high-resolution ASC images from the same site, and in-situ
particle precipitation measurements from an overpassing POES satellite. The in-situ particle spectra were used as an input to an
ionospheric model, and the model results were compared to the measured electron densities. Despite the differences between
the space-borne and ground-based measurements, the conjugate measurements reveal some valuable details about the different
PsA types.200
Event 1 on November 17 occurred very late in the morning sector, around 7:30 MLT, where harder precipitation is often
reported to be present (Hosokawa and Ogawa, 2015). This is clearly seen in the EISCAT electron density measurements as a
significant ionization below 80 km. Similar local time evolution of hardening precipitation was recently investigated by Tesema
et al. (2020b) in a more statistical approach including EISCAT and optical data from the same geographical area. However,
the cut-off altitude of the model is 80 km, which causes a large discrepancy between the model and the EISCAT electron205
density below 80 km. The January 13 event (Event 3), which occurred about 30 minutes later in local time as compared to
Event 1, showed a very good agreement between measured and modelled electron densities in the altitude range below 95 km
during a softer type of precipitation. This indicates that the model is capable of reproducing measured electron densities very
well within the height region of the prompt ionization at 80–120 km and during precipitation that primarily includes particle
energies which impact this height range (∼1–100 keV). Our conclusions are thus focused on interpreting the height range of210
80–120 km.
In two of the three cases (both November events 1 & 2) presented in this work, the PsA category changed within the observed
one hour time period. During both events APA that was observed first changed into more persistent PPA. An enhancement in the
measured electron density was observed at the same time with the optical transition between the two categories. Furthermore,
in the November 2015 event (Event 2) the POES satellite passed over the ASC station at the time of the transition between215
APA and PPA types. This resulted in a big difference, more than one order of magnitude difference between the electron
densities and a difference in the altitude of the modelled and measured maximum electron density. In this Event 2, the satellite
measured primarily the PPA type precipitation, while the EISCAT radar was looking mainly into the APA type precipitation.
This suggests that a mixture of PsA types is the likely cause of the observed discrepancy.
As previously shown by a statistical analysis of PsA type Grono and Donovan (2020), APA has a tendency to occur at earlier220
local times than PPA and PA, i.e. around and even prior to midnight. A similar order of the PsA types was found in the two of
our three case studies which included the transition between the different PsA types. This further suggests that the APA type
may dominate the PsA events, which occur during (or in between) substorm activity and predominantly undergo increase patch
sizes during the event evolution (Partamies et al., 2019). Because these PsA events are embedded into substorm aurora, and
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thus would typically cover limited spatial regions as compared to PA and PPA, an overpassing spacecraft is likely to measure225
a mixture of different precipitation types and thus provide a false estimate for electron spectra at a near-conjugate ground
location. However, deeper into the morning sector where the PsA is more often PA or PPA (Grono and Donovan, 2020) the
regions covered by PsA are large. In this kind of case, our findings (clearest for Event 1) suggest that the overpass average of
the in-situ particle spectra agrees well with the ground-based measurements of electron densities. As the overpass-averaged
spacecraft spectrum would necessarily include precipitation information for patches both in their on and off phases, this finding230
indicates that the patchiness of PsA is not a key factor in the energy deposition to the atmosphere. More detailed analysis is
needed for a large number of different PsA types to confirm this result, but nonetheless this finding may have important
implications for PsA modelling studies for atmospheric chemistry impact.
5 Conclusions
By combining EISCAT electron density, electron precipitation measurements from POES, and model electron density outputs,235
we study three PsA events identified using Tromsø high-resolution ASC data. We observed different types of PsA in the three
cases. We showed that the near midnight PsA event (Event 2), which includes a mix of PsA types (APA and PPA), showed
a significant electron density magnitude difference between EISCAT and model outputs. The model and EISCAT electron
density magnitude in the morning sector events (Events 1 and 3), which consisted of measurements when the POES satellite
overpassed entirely over PPA types, showed a very good agreement. This suggests that the PsA spectra from POES used240
in modelling during a mix of PsA types could give an incorrect estimate if averaged spectra are used to model the energy
deposition. However, the agreement during both the morning sector events indicated that overpassed averaged spectra are a
very good estimate to model PsA energy deposition without considering the patchiness of the PsA. This also indicates that
MLT dependence of PsA types might play an important role in future studies of atmospheric effects of PsA.
Data availability. The quicklook ASC images and keograms for event selection are available at Auroral Quicklook Viewer of NIPR ground-245
based network (http://pc115.seg20.nipr.ac.jp/www/AQVN/index.html) (last access: 26 February 2021). All-sky camera data are obtained by
requesting the Principal Investigator of the auroral observation (uapdata@nipr.ac.jp) at National Institute of Polar Research (NIPR). Raw
EISCAT data used in this analysis is available at http://portal.eiscat.se/schedule/schedule.cgi (last access: 26 January 2021) and GUISDAP
software used to analyse the EISCAT raw data in high time resolution is available at https://eiscat.se/scientist/user-documentation/guisdap-
9-0/ (last access: 26 January 2021).250
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Figure 1. Geographic locations of ground-based ASC station and EISCAT radars in Tromsø (TRO) (red dot). The red circle marks the ASC
FOV at about 110 km altitude. POES overpasses were selected so that their foot-points mapped to the ASC FOV.
Figure 2. Keogram (top), ewogram (middle), and EISCAT electron density as a function of height (bottom) from UHF radar in Tromsø on
November 17, 2012 between 4 and 5 UT. EISCAT beam points to the centre of the keogram at 235 pixel and in the ewogram at 245 pixel.
The electron density is displayed in a logarithmic color scale.
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Figure 3. ASC images (a–f), spectra constructed from POES and power law extrapolation (g), curves labeled as a–f are corresponding spectra
to the blue point on the ASC images, model and EISCAT electron densities (field aligned from UHF radar (red) and zenith measurements
from VHF radar (black)) ((h–m) corresponding to the 6 ASC image times (a–f)), and relative auroral intensities at the location of satellite




















































Figure 4. Keogram (top), ewogram (middle), and EISCAT electron density (bottom) from UHF radar at Tromsø on November 09, 2015
between 2 and 3 UT. EISCAT beam points to the centre of the keogram at 235 pixel and in the ewogram at 230 pixel. The electron density is
displayed in a logarithmic color scale.
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Figure 5. ASC images (a–d), spectra constructed from POES and power law extrapolation (e), curves labeled as a–d are corresponding spectra
to the blue point on the ASC images, model and EISCAT electron densities ((f–i), colors as in Figure 3), and relative auroral intensities at
the location of satellite measurements (blue dots) and at the EISCAT beam points (red dots).
Figure 6. As in Figure 4 but for Event 3.
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Figure 7. As in Figures 3 and 5 but for Event 3.
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