Introduction
Aim of this work is to study the role of Pansu differentiability in the development of a theory of "intrinsically regular" submanifolds adapted to the geometry of stratified groups. First results in this direction have been recently established by B. Franchi, R. Serapioni and F. Serra Cassano in Heisenberg groups, [9] .
The case of general stratified groups raises further analytic, algebraic and geometric questions. The analytic side is strongly related to the notion of P-differentiability, that naturally fits the geometry of stratified groups. This important notion has been introduced by P. Pansu to prove a rigidity theorem for quasi-isometries of the quaternionic hyperbolic space, [23] , see Section 2 for precise definitions.
As a first result, we characterize continuously P-differentiable mappings as continuously horizontally differentiable contact mappings. Throughout this introduction, G and M denote a stratified group and a graded group, respectively. (1) f is continuously P-differentiable , (2) f is continuously h-differentiable contact are equivalent. If one of them holds, then we have d H f (x)(X) = Df (x)(X) (1) for every (x, X) ∈ Ω × V 1 . Furthermore, defining f (x) = exp υ j=1 F j (x), we also have that the mapping F j : Ω −→ V j are continuously h-differentiable and the first order partial differential equations hold for every j = 2, . . . , υ. The integer υ denotes the step of M.
The intriguing feature of Theorem 1.1, along with its technical difficulty, stems from the fact that we do not assume any a priori regularity of f , making this characterization sharp. In fact, the notion of horizontal differentiability does not require even continuity, although Theorem 1.1 implies in particular that every continuously h-differentiable contact mapping is continuous. However, there are examples of continuously h-differentiable mappings that are not differentiable on sets of positive measure with respect to the Euclidean notion of differentiability, [19] . Let us mention that in the case f is assumed to be C 1 smooth, this characterization can be found in [32] . It is also interesting to notice how Theorem 1.1 through equations (2) lead to an "algebraic regularity" result similar to that of Theorem 6.1 of [3] , starting from different hypotheses.
Our next result pertains to the mean value inequality for P-differentiable mappings. This inequality represents a crucial point to obtain an intrinsic implicit function theorem for P-differentiable mappings between stratified groups. This in turn represents our bridge to reach the theory of intrinsically regular submanifolds in stratified groups.
Theorem 1.2 (Mean Value Inequality).
Let Ω be an open subset of G and let f : Ω −→ M be a continuously P-differentiable mapping. We consider the open subsets Ω 1 , Ω 2 ⊂ G such that
and Ω 2 is compactly contained in Ω. Here c and N are geometric constants depending on the metric space (G, d), see (65). Then there exist a constant C, only depending on G, max x∈Ω 2 df (x) and on the modulus of continuity ω Ω 2 ,df of df , defined in (62), such that
for every x, y ∈ Ω 1 , with x = y. The integer ι denotes the step of G.
Several difficulties are hidden to obtain this estimate. First, P-differentiable mappings in general are not C 1 smooth in the classical sense. Second, it is not possible to work with single components of f , since not all scalar projections defined on M are either Lipschitz or P-differentiable. Third, the family of horizontal curves along which one integrates the P-differential is not manageable. In fact, condition (3) has only a technical motivation, in order to deal with the special family of piecewise horizontal lines along which we obtain quantitative estimates for the P-difference quotient.
Precisely, in Theorem 4.4 we establish more generally a pointwise version of (4) at approximate continuity points of the derivative of an arbitrary horizontal curve. These estimates are obtained integrating the conditionṡ γ i (t) = υ n=2 (−1) n n! π i ([γ(t),γ(t)] n−1 ) , i = 2, . . . , υ, satisfied by every horizontal curve Γ = exp γ ∈ M, when read in the Lie algebra. Here we have denoted by π i the projection onto the i-th layer of the Lie algebra and we have set γ i = π i (γ). To translate these estimates from horizontal curves to P-differentiable mappings we need some technical lemmas given in Section 3. Throughout the paper, the estimates of this section will play an importat role in several crucial parts of the paper. We also stress that in both previous theorems we do not have assumed that the target is stratified, but only graded. In fact, with no additional difficulty, the technical machinery developed here allows for a slight extension of the a.e. Pansu differentiability of Lipschitz mappings to the case of graded target, [21] . A first application of our mean value inequality is a short proof of the inverse mapping theorem in stratified groups. On the other hand, the difficulty in applying Theorem 1.2 to prove an intrinsic implicit function theorem arises from algebraic problems related to a proper factorization of the group G. In the commutative case, that is the classical viewpoint, the implicit mapping is defined by decomposing the space as a product of two linear subspaces, naturally given by the tangent space to the level set and one of its complementary subspaces, as for instance the orthogonal subspace. Extending this argument to stratified groups does not work when we seek the second subspace. In fact, the first one is automatically defined as the kernel of the P-differential of the defining mapping, that is also a normal subgroup, but in general we cannot claim a group structure in the "complementary" subspace. This leads us to the algebraic part of the paper, where we study suitable factorizations of stratified groups as noncommutative products of two subgroups.
First of all, we are not considering all Lie subgroups, but the special class of homogeneous subgroups, that are closed under dilations. This turns out to be rather natural, in the perspective to interpret a subgroup as blow-up of a suitable intrinsically regular set, see Theorem 1.7. According to terminology of Section 5, two homogeneous subgroups P and H are complementary if they satisfy the conditions G = P H and P ∩ H = {e}. Now we can state one of the central results of this paper. Furthermore, ϕ is ι −1 -Hölder continuous with respect to a fixed norm · on G, namely, there exists a constant κ > 0 such that the Lipschitz-type estimate d ϕ(n), ϕ(n ′ ) ≤ κ d ϕ(n ′ ) −1 n −1 n ′ ϕ(n ′ ) (6) holds. In particular, the mapping ϕ is 1/ι-Hölder continuous with respect to the metrics d in D The existence of the complementary subgroup H in Theorem 1.3 can be interpreted as a transversality condition for the P-differential, due to the nonlinear essence of the problem. This introduces us to the technique to prove Theorem 1.3. The classical argument seems to be not applicable. In fact, to use the contraction-mapping principle, in the case x equals the unit element e ∈ G, one should consider the mapping F (h) = L(h) −1 f (nh), where L = D H f (e) is the restriction of the P-differential to the complementary subgroup H. Here we have used Proposition 5.6 that permits us to represent every element of G as the product of unique elements nh, with n ∈ N and h ∈ H. In the classical case, one shows that the mapping F is a contraction for every n sufficiently close to e. In the case of stratified groups the analogous argument does not work, due to noncommutativity. From another viewpoint, the space of h-homomorphisms does not seem to possess any linear structure. To overcome this point, we show that the mapping F n (h) = f (nh) is uniformly biLipschitz with respect to n and has constant nonvanishing degree as n varies in a compact neighbourhood of the unit element of N. This method leads us to the existence and uniqueness of the implicit mapping.
It is interesting to observe how estimate (6) surprisingly fits into the intrinsic notion of Lipschitz mapping given in Definition 3.1 of [10] , when the ambient space is an Heisenberg group. Furthermore, this inequality also implies 1/ι-Hölder regularity of the implicit mapping ϕ, where ι is the step of the group G. Here it is worth to mention that in the case of functions from H 1 to R, B. Kirchheim and F. Serra Cassano have proved that this Hölder exponent is sharp, [15] .
To understand the range of applicability of Theorem 1.3, we have to tackle the algebraic question of finding a subgroup H complementary to N, when N is a fixed homogeneous normal subgroup of G. The existence of H is not always guaranteed and depends on the Lie algebra of both G and N, see for instance Example 5.2. On the other hand, there are interesting couples of stratified groups (G, M) where the existence of H is always guaranteed. This property exactly yields the notion of factorizing subgroup, see Definition 7.1. According to this definition, if M factorizes G, then we can state Theorem 1.3 only requiring surjectivity of the P-differential. Recall that the implicit function theorem has been achieved for real-valued mappings on arbitrary stratified groups and for R k -valued mappings on Heisenberg groups, with 1 ≤ k ≤ n, see [7] , [9] . These results are included in Theorem 1.3, since R factorizes any stratified group and R k factorizes the Heisenberg group H n , whenever 1 ≤ k ≤ n, see Proposition 7.2 and Proposition 7.3. We provide additional examples of factorizing subgroups, showing that R 2 factorizes the complexified Heisenberg group H 1 2 and that the Heisenberg group H 1 factorizes the free two step stratified group on four generators G 4,2 . As a consequence, the implicit fuction theorem also holds for R 2 -valued mappings on H 1 2 and for H 1 -valued mappings on G 4,2 , see Proposition 7.6 and Proposition 7.7. Notice that the construction of these examples suggests the existence of many more geometries where this theorem holds. However, for some h-epimorphism L : G −→ M the kernel might have a complementary subgroup, although M does not factorize G, see Example 7.4, hence when the P-differential of the defining mapping coincides with one of these h-epimorphisms Theorem 1.3 still applies. It is then clear that finding general algebraic conditions on G and M under which M factorizes G is an interesting algebraic question. An explicit confirmation of this fact is given in the following corollary of Theorem 1.3.
The class of (G, M)-regular sets of G have been introduced in [20] and it is nonempty whenever G is an h-quotient of M. The little regularity of P-differentiable mappings prevents the level set from being a classical graph, as it has been pointed out in Example 3.9 of [9] . In other words, being a graph in the classical sense depends on the coordinate system we choose. However, this phenomenon is no longer true for intrinsic graphs. They have first appeared in [6] , where for real-valued mappings on Heisenberg groups an intrinsic implicit function theorem was proved. Intrinsic graphs in higher codimension have been introduced in [9] and a fine characterization of one codimensional intrinsic graphs in Heisenberg groups as H-regular hypersurfaces has been recently established in [1] .
In Definition 8.1 we introduce intrinsic graphs in stratified groups with respect to a fixed factorization into two complementary subgroups. The intrinsic nature of this notion also appears in Remark 8.1, where we show that intrinsic graphs are preserved under left translations. On the other hand, the factorization associated to the intrinsic graph appearing in Theorem 1.3 has the special feature of having one of the complementary subgroups that is also a normal subgroup. Technically, this means that G is the semidirect product of N and H.
This important algebraic property leads us to the geometric part of the paper. As we will see in Theorem 1.7 below, the normal subgroup N is h-isomorphic to the homogeneous tangent cone of an intrinsically regular submanifold that is a level set, since it is the kernel of the P-differential of the defining mapping. It is natural to complete the picture, investigating the properties of sets that are images of Pdifferentiable mappings, where the homogeneous tangent cone is h-isomorphic to H. To reach this objective, we first observe that the projection of G onto H is an hepimorphism, hence it is a Lipschitz projection, as it is pointed out in Lemma 8.1. On the contrary, if H is not normal, then the projection on N cannot be Lipschitz, see Remark 8.2. The simple Lemma 8.1 along with our inverse mapping theorem allows us to achieve a rank-type theorem that is a sort of "dual" version of the implicit function theorem, where the structure of the image of P-differentiable mappings is analyzed, under "dual" algebraic conditions. Theorem 1.5 (Rank Theorem). Let f : Ω −→ M be a continuously P-differentiable mapping, where Ω is an open subset of G. Let x ∈ Ω and assume that the P-differential Df (x) : G −→ M is injective. We assume that the image H of Df (x) has a complementary normal subgroup N and denote by p : M −→ H the associated Lipschitz projection. Then there exist neighbourhoods V ⊂ Ω of x and W ⊂ H of p(f (x)) along with mappings ϕ :
where I : H ֒→ M is the restriction of the identity mapping
The algebraic condition here is reversed with respect to that of Theorem 1.3, since the subgroup H is given as the image of the P-differential and the existence of a complementary normal subgroup is now required. Theorem 1.5 suggests the notion of (G, M)-regular set contained in M, that is locally parametrized by a continuously P-differentiable embedding defined on an open subset of G. From a metric viewpoint, the estimate (8) shows a stronger regularity of the intrinsic graph with respect to that of (5), confirming the possible metric difference between (G, M)-regular sets of G and (G, M)-regular sets of M. Corollary 1.6. If every subgroup H of M that is isomorphic to G has a complementary normal subgroup, then (G, M)-regular sets of M are locally intrinsic graphs.
From all previous results, one clearly infers that the algebraic structure of a fixed stratified group P, thought of as ambient space, not only affects the existence of nontrivial families of intrinsically regular sets, but also determines their metric properties. Furthermore, it is also evident that these intrinsically regular sets are divided into two main subfamilies: (G, M)-regular sets of G, that are "suitable level sets", and (G, M)-regular sets of M, that are "suitable image sets". Let us point out that our notion of (G, M)-regular set of M constitutes the "C 1 version" of N-rectifiable set, introduced in [24] .
To understand this general picture, let us consider the Heisenberg group H n as our ambient space. In this case, we fix 1 ≤ k ≤ n and observe that (H n , R k )-regular sets must be contained in H n and not in R k , since H n does not h-embeds in R k , but R k is an h-quotient of H n . Thus, it is understood that (H n , R k )-regular sets and (R k , H n )-regular sets are contained in H n . They exactly correspond to low codimensional H-regular surfaces and low dimensional H-regular surfaces, introduced in [9] .
In the general framework of stratified groups, we have another important confirmation that level sets and image sets arising from Theorem 1.3 and Theorem 1.5, respectively, are "good" geometrical objects. In fact, they possess homogeneous tangent cones, according to Definition 9.1. Theorem 1.7 (Intrinsic Blow-up). Under hypotheses and notation of Theorem 1.3, we set S = f −1 f (x) . Then for every R > 0 we have
with respect to the Hausdorff convergence of sets. In particular, Tan(S, x) = N. Under hypotheses and notation of Theorem 1.5, we set S = f (V ). Then for every R > 0 we have
with respect to the Hausdorff convergence of sets. In particular, Tan(S, x) = H.
The subsequent part of this introduction is essentially concerned on further remarks and potential developments. In fact, all previous results naturally lead us to what we believe to be a unifying notion of intrinsically regular set. Definition 1.1 ((G, M)-submanifold). Let G, M and P be graded groups, where G is also stratified and both G and M are homogeneous subgroups of the ambient space P. We say that S ⊂ P is an algebraically (G, M)-regular set or equivalently an algebraically regular set modelled on (G, M) if either G h-embeds in M or M is an h-quotient of G and for every x ∈ S there exists a neighbourhood U ⊂ P of x and a family of couples {(T y , K y ) | y ∈ U ∩ S} having the following properties:
(1) T y and K y are complementary subgroups in P and T y is the homogeneous tangent cone of S at y (2) if M is an h-quotient of G, then P = G, T y is a normal subgroup of P and K y is h-isomorphic to M; (3) if G h-embeds in M, then P = M, T y is h-isomorphic to G and K y is a normal subgroup of P (4) the mapping S ∩ U ∋ y −→ (K y , M y ) with values in the product of Grassmannians of homogeneous subgroups of P is continuous.
We say that an algebraically (G, M)-regular set is a (G, M)-submanifold if all homogeneous tangent cones T y are h-isomorphic to a fixed subgroup of P. When the modeling groups G and M are understood, we simply say that S is an algebraically regular submanifold.
By Theorem 1.7, the homogeneous tangent cone to the level set is characterized through the kernel of the P-differential, hence it varies in a continuous way. Furthermore, it is not difficult to check that all our proofs of Section 7 on existence of complementary subgroups can be extended to obtain local existence of continuous fields of complementary subgroups. This shows that for instance both (H 2 )-submanifolds. The well known family of Legendrian submanifolds can be also characterized as a special class of algebraically regular submanifolds: precisely that of (R k , G)-submanifolds. In Theorem 10.4 we prove this fact, showing that Legendrian submanifolds are also intrinsic graphs. Clearly, the Heisenberg group H n is an important model case for its special algebraic structure, due to which any of its factorizations contains a normal subgroup and a complementary horizontal subgroup h-isomorphic to an Euclidean space, see Proposition 10.1. As a consequence, all algebraically regular submanifolds of H n must be of two types: either (R k , H n )-submanifolds or (H n , R k )-submanifolds. In addition, the algebraic conditions required both in Theorem 1.3 and in Theorem 1.5 are always satisfied, then all algebraically regular sets of H n are intrinsic graphs and admit continuous family of homogeneous tangent cones and continuous families of complementary subgroups everywhere. This perfectly fits the theory developed in [9] .
However, this special feature of Heisenberg groups cannot be extended to the more general H-type groups. In fact, in Example 10.2 we contruct two complementary subgroups of the complexified Heisenberg group H 1 2 such that none of them is a normal subgroup. Likely, this phenomenon might occur whenever the center of the group has dimension greater than one. Going back to the Heisenberg group, we observe how the algebraic dichotomy we have emphasized has its geometric counterpart in the Rumin complex, [28] , whose dual contains algebraically regular sets, [9] . To clarify this point, we add the following simple example of (G, M)-regular set that is not algebraically It is now useful to point out some natural developments of our results.
• Theorem 1.1, Theorem 1.3 and Theorem 1.5, along with the technical tools of Section 3, may represent a first step to develop a theory of sets modeled on groups along with its associated Calculus, where classical manifolds and differentiable mappings are replaced by algebraically regular sets and Pdifferentiable mappings.
• The study of all decompositions in semidirect products might be used to achieve possible extensions of the Rumin complex to larger families of stratified groups.
• If a Lipschitz field of couples of semidirect products is given, then one should be able to reconstruct the corresponding algebraically regular submanifold.
Let us point out that in the last question, the case where the homogeneous tangent cone is isomorphic to an Euclidean space corresponds to the Frobenius theorem. Finally, we give a concise overview of the paper. In Section 2, we recall the main definitions that will be used throughout the paper. In Section 3 we develop the technical machinery that plays a key role in the proof of all main results of the present paper. Precisely, we present several inequalities involving polynomial terms of the Baker-Campbell-Hausdorff formula. Section 4 is devoted to quantitative estimates on the P-difference quotient of horizontal curves and their applications. In Subsection 4.1 we prove Theorem 1.1. Subsection 4.2 contains the proof of the mean value inequality for continuously P-differentiable mappings. Subsection 4.3 presents the inverse mapping theorem in stratified groups. Section 5 recalls the notion of homogeneous subgroup and of homogeneous subalgebra, along with further algebraic definitions and their properties. Precisely, in Subsection 5.1 we present the important notion of complementary subgroup. We also provide some counterexamples showing that homogeneity is needed in order to obtain the algebraic properties of a factorization. In Subsection 5.2 we connect the algebraic properties of complementary subgroups with h-epimorphisms. Section 6 is entirely devoted to the proof of the implicit function theorem. In Section 7 we provide several examples of factorizing subgroups. In Subsection 7.1 we focus our attention on the complexified Heisenberg group H 1 2 and we show that R 2 factorizes H 1 2 . In Subsection 7.2 we construct an example of factorizing group that is not an Euclidean space, showing that the Heisenberg group H 1 factorizes the free two step stratified group on four generators G 4,2 . Clearly, many more examples of this type can be constructed, since any ι-step stratified group can be seen as a quotient of a suitable free ι-step stratified gruop. In Section 8 we introduce intrinsic graphs in stratified groups and prove some related theorems, showing for instance their invariance under left translations.
In particular, Subsection 8.1 contains the "lemma of Lipschitz projections" and its applications to the proof of Theorem 1.5. In Section 9 we introduce the homogeneous tangent cone in graded groups and we prove Theorem 1.7. Section 10 focuses on all algebraically regular submanifolds of Heisenberg groups, where it is proved that they exactly coincide with low dimensional and low codimensional H-regular submanifolds of [9] . We also characterize all C 1 smooth Legendrian submanifolds in stratified groups as (R k , G)-submanifolds, showing that they are also locally intrinsic graphs. As a consequence of this last result low dimensional H-regular sets of [9] along with their geometric properties can be extended to arbitrary stratified groups.
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Preliminaries and definitions
All Lie groups we consider in this paper are real and finite dimensional. A graded group is a simply connected Lie group G, whose Lie algebra G can be written as the direct sum of subspaces V i , called layers, such that (9) and G = V 1 ⊕ · · · ⊕ V ι . The integer ι is the step of nilpotence of G, [5] . A graded group G is stratified if its layers satisfy the stronger condition
The grading of G allows us to introduce a one-parameter group of Lie algebra automorphisms δ r : G −→ G, defined as δ r (X) = r i if X ∈ V i , where r > 0. These mappings are called dilations. Taking into account that the exponential mapping exp : G −→ G is a diffeomorphism for simply connected nilpotent Lie groups, we can read dilations in the group G through the mapping exp and mantain the same notation. Recall from Theorem 2.14.3 of [31] that the differential of the exponential mapping is given by the followig formula
Example 2.1. Let H 1 denote the Heisenberg group and let h 1 = span{X, Y, Z} be its Lie algebra with [X, Y ] = Z. Then exp span{X, Z} is a graded group, but it is not stratified.
The group operation can be read in the algebra as follows
where c 1 (X, Y ) = X + Y and the addends c n are given by induction through the Baker-Campbell-Hausdorff formula
see Lemma 2.15.3 of [31] . Analyzing (12) , one easily notices that
for every X, Y ∈ G and λ ∈ R. These formulae will be used in the next section.
The metric structure of a graded group is given by a continuous, left invariant
for every x, y ∈ G and r > 0. We say that every distance satisfying these properties is a homogeneous distance.
Notice that the Carnot-Carathéodory distance can be easily constructed on a stratified group in such a way that it is a homogeneous distance, but it cannot be defined in graded groups, since the Lie bracket generating condition need not be satisfied. Clearly, as in Example 2.1, when a graded group is contained in a stratified group, the restriction of the Carnot-Caratheodory distance to the graded subgorup provides an example of homogeneous distance. In general, we point out the interesting construction of homogeneous distance given in [8] and that also works for graded groups. This construction provides at least one example of homogeneous distance in every graded group.
We denote by e the unit element and to simplify notation we set d(x) = d(x, e). Notice that left invariance and symmetry of d imply the equality
. An open ball of center x and radius r with respect to a homogeneous distance will be denoted by B x,r . The corresponding closed ball will be denoted by D x,r Next, we recall the notion of P-diferentiability.
Definition 2.1 (h-homomorphism). Let G and M be graded groups with dilations δ G r and δ M r , respectively. We say that a Lie group homomorphism
for every x ∈ G and r > 0 is a homogeneous homomorphism, in short h-homomorphism. Injective, surjective and invertible h-homomorphisms will be called h-monomorphisms, h-epimorphisms and h-isomorphisms, respectively.
Definition 2.2 (h-quotients and h-embeddings)
. Let G, M be graded groups. We say that M is an h-quotient of G if there exists an h-epimorphism from G to M. We say that G h-embeds in M if there exists an h-monomorphism from G to M. Definition 2.3 (P-differentiability). Let G and M be graded groups with homogeneous distances d and ρ, respectively. Let Ω be an open subset of G and consider
The h-homomorphism L satisfying this limit is unique and it is called P-differential of f at x. We denote L by Df (x).
Definition 2.4 (Horizontal differentiability).
Let Ω ⊂ G be an open set and let M be a smooth manifold. We consider a mapping f : Ω −→ M and x ∈ Ω. We say that f is horizontally differentiable at x, in short h-differentiable at x, if there exists a neighbourhood U of the origin in the first layer V 1 such that the restriction
is well defined and differentiable at the origin. The differential L :
We say that f is continuously h-differentiable in the case
is a continuous mapping.
The little regularity of h-differentiable mappings suffices to introduce contact mappings.
Definition 2.5 (Contact mapping). Let
Remark 2.1. Notice that R k -valued continuously h-differentiable mappings are automatically contact. This family of mappings have been already considered in [7] . Definition 2.6. Let G be a stratified group and let M be a graded group such that M is an h-quotient of G. We say that a subset S ⊂ G is (G, M)-regular if for every point x ∈ S, there exists an open neighbourhood U of x and a continuously P-differentiable mapping f :
The "dual notion" is given in the next definition and clearly applies when G hembeds into M. Definition 2.7. Let G be a stratified group and let M be a graded group such that G h-embeds into M. We say that a subset S ⊂ M is (G, M)-regular if for every point x ∈ S, there exist open neighbourhoods U ⊂ M of x and V ⊂ G of e ∈ G, along with a continuously P-differentiable topological embedding f :
The proof of this result is straightforward, see for instance Proposition 3.2.5 of [18] .
Technical lemmata
Throughout this section, we denote by G a graded group, equipped with a homogeneous distance d. Its Lie algebra G of layers V i has step ι. On G, seen as a finite dimensional real vector space we fix a norm · . Bilinearity of brackets yields a constant β > 0, such that for every X, Y ∈ G we have (14) [
Lemma 3.1. Let ν > 0 and let n = 2, . . . , ι. Then there exists a constant α n (ν) only depending on n and ν such that
Proof. Our statement is trivial for n = 2, being c 2 (X, Y ) = [X, Y ]/2. Assume that it is true for every j = 2, . . . , n, with n ≥ 2. It suffices to observe that
Using this estimate in (12) and observing that c k i (X, Y ) ≤ 2ν, whenever k i = 1, the thesis follows. 2 Lemma 3.2. Let c n (X, Y ) be as in (11) . Then for each n = 2, . . . , ι there exists a set of real numbers e n,α | α ∈ {1, 2} n−1 only depending on G such that for every
Proof. Let L 1 : G −→ G be the identity mapping and let k 1 , . . . , k p be positive integers with n = k 1 + k 2 · · · + k p where p ∈ N. Iterating Jacoby identity of the Lie product, it is not difficult to check that
where S j is the set of all permutations on j elements, s σ 1 ,...,σ p−1 ∈ {−1, 0, 1},
Our statement can be proved by induction. It is clearly true for n = 2 taking e 1 = 1/2 and e 2 = 0, due to the formula c 2 (
Let us assume that (16) holds for all c j (A 1 , A 2 ) with j ≤ n. By recurrence equation (12), we have
Then applying (18) we have proved that c n+1 (A 1 , A 2 ) can be represented as a linear combination of terms L n+1 (A α , A 1 + A 2 ) where α ∈ {1, 2} n . This concludes our proof. 2
According to terminology and notation of Section 4.5 of [23] , we introduce the following
Lemma 3.3. Let c n (X, Y ) be as in (11) , where n = 2, . . . , ι. Then we have
and for every ν > 0 there exists a positive non decreasing function C(n, ·) such that
Proof. Our statement is trivial for n = 2, being R 2 (X, Y ) vanishing for any X, Y ∈ G. Let us consider n ≥ 3. We apply formula (16) to (12) , getting
where for every A 1 , A 2 ∈ G we have
As a consequence, there exist constants C p > 0 such that
Iterating (23), we get
As an immediate consequence of Lemma 3.3, we achieve the estimate
for every ξ, η ∈ G satisfying ξ , η ≤ ν. To see this, it suffices to apply (21) and (22) to the Baker-Campbell-Hausdorff formula (−ξ)
As an immediate extension of inequality (+) at p.13 of [23] , see also [22] , we have the following lemma.
Lemma 3.4. Let π i : G −→ V i ⊕ · · · ⊕ V ι be the natural projection and let U be a bounded open neighbourhood of the unit element e ∈ G. Then there exists a constant K U > 0, depending on U, such that
holds for every x ∈ U.
Proof. We first define S = {v ∈ G | d(exp v, e) = 1}. Let us fix v ∈ S and s > 0 satisfying the condition s ≤ M, with M = max x∈U d(x, e). We have
. This concludes the proof. 2 Remark 3.2. From Proposition 1.5 of [5] , it is easy to check that there exists a constant κ(ν) such that whenever ξ ≤ ν there holds
As a byproduct of (26) and (28) we obtain the well known estimate
for every ξ, η ∈ G satisfying ξ , η ≤ ν, see [27] for its proof in the more general setting of vector fields satisfying the Hörmander condition.
Lemma 3.5. Let x, y ∈ G and let ν > 0 be such that d(x), d(y) ≤ ν. Then there exists a constant C(ν) only depending on G and on ν such that
Proof. Let us fix x = exp ξ and y = exp h. By Lemma 3.4 we find a constant k ν > 0 such that ξ , h ≤ k ν . The Baker-Campbell-Hausdorff fomuls yields
The same formula along with (15) , also gives the estimate
The bilinear estimate (15) also yields
Observing that
we achieve the estimate
Joining this estimate with (32) we achieve
Thus, formula (31), estimates (15) and (33) give a constant B(ν) > 0 such that
The previous inequality yields
Thus, applying (34) we achieve a constant B 2 (ν) > 0 such that
This finishes the proof. 2
Remark 3.4. The previous lemma also provides another variant of its estimate. In fact, the condition d(x) ≤ ν implies that exp −1 (x) is bounded by d(x) up to a factor only depending on ν, due to Lemma 3.4. As a result, the assumption d(x), d(y) ≤ ν gives a constant C(ν) such that the following estimate holds
Lemma 3.6. Let N be a positive integer and let A j , B j ∈ G with j = 1, . . . , N. Let
Proof. We definê
and use left invariance of d to obtain
By our hypothesis and (35) we get
This shows the validity of (36). 2
Then there exists a constant κ n > 0 such that
for every n = 2, . . . , ι.
Proof. We set X = A (16) . Taking into account that L n is a multilinear mapping defined in (17) , we obtain
where the equality in the line before last we have applied again formula (16) . Taking into account the multilinear estimate
where β is given in (14) . As a consequence, a short calculation yields
|e n,α | , leading us to the conclusion. 2
Estimates for horizontal curves
In this section we study differentiability properties of curves Γ :
is the canonical projection on layers of degree i and M = W 1 ⊕ · · · ⊕ W υ . We denote by · a fixed norm on M. The horizontal subspace of M at x ∈ M is defined as follows
Definition 4.1. We say that a curve Γ :
is absolutely continuous with respect to the norm · and at differentiability points t ∈ [a, b] the inclusionγ(t) ∈ H γ(t) M holds.
Identifying any T x M with M and applying formula (10) for the differential of the exponential mapping, we have
ThenΓ(t) ∈ W 1 if and only if
for all i ≥ 2. This immediately proves the following 
holds at every differentiability point t, for each i = 2, . . . , υ. 
Proof. First of all, we assume that A λ 0 (γ 1 ) < +∞, otherwise the proof becomes trivial. Due to Proposition 4.1, the differential equations (39) hold. Applying (39) for i = 2, we achieve
For every 0 < s < α, it follows that
This shows that
From the grading property (9), equations (39) can be stated as followṡ
for every j = 2, . . . , υ. We will proceed by induction, assuming that for every j = 2, . . . , i and every υ ≥ i, there exists a positive constant κ j (β) such that
where 
This proves estimates (45) for every j = 2, . . . , υ. To complete the proof, it suffices to apply these estimates to the Lipschitz curveΓ(t) = Γ(−t) and replace X by −X. 
−1 Γ(t + h) with X =γ 1 (t). In fact, we observe that
and that
This implies that
where Υ i are given in Lemma 4.2 and
Thus, setting Υ = max i=2,...,υ Υ i , and using the definition of dilations, our claim follows. 2 
holds, where
. In particular, Γ is a.e. P-differentiable. Proof. Let t be an approximate continuity point ofγ 1 and define
In view of (46), there exists a constant K > 0 depending on M and a strictly increasing fucntion
for every i = 2, . . . , υ, where we have set
Thus, taking into account that t is a differentiability point of γ 1 and that 0 is an approximate continuity point ofθ 1 , we obtain that Γ is P-differentiable at t and that
DΓ(t)(λ) = exp λγ 1 (t) .
Notice also that
then (49) yields
Applying (21) and (50) to
we get the estimate
Observing that γ 1 (t) ≤ L t and A h t γ 1 −γ 1 (t) ≤ 2L t , inequality (50) implies that
then we apply (22) to the third line of (51), obtaining
This concludes the proof. 2
. Then γ is differentiable at t and satisfies equations (39).
Proof. By definition of P-differentiability we have that
converges as h → 0 for i = 1, . . . , υ. In other words, the difference quotient
h i converge as h → 0, where i = 2, . . . , υ. In particular, γ 1 is differentiable at t. Writing (53) for i = 2, we notice that this expression can be written as
The convergence of the previous quotient along with differentiability of γ 1 imply that γ 2 is also differentiable at t and there holdṡ
By induction, we assume that for j ≥ 2, the curve γ i is differentiable at t for every i = 1, . . . , j and thaṫ
holds whenever i = 2, . . . , j, where we have set γ i = γ 1 + γ 2 + · · · + γ i . By Pdifferentiability (53), we have
Now we notice that
(57)
Furthermore, inductive hypothesis and Lemma 3.3 ensure the existence of
Thus, joining (56), (57) and (58), it follows that there existsγ i+1 (t) anḋ
This shows that γ is differentiable at t, hence in the previous formula we can replace γ i by γ, achieving (39). This ends the proof. 2 4.1. Characterization of P-differentiable mappings. This subsection is devoted to the characterization of continuously P-differentiable mappings. Here we denote by G and M two arbitrary graded groups, where G is also stratified and Ω ⊂ G is an open set.
Proof of Theorem 1.1. If f : Ω −→ M is continuously P-differentiable, so is the curve Γ X (t) = f (x exp(tX) , where x ∈ Ω and X ∈ V 1 . Due to Theorem 4.5, the curve Γ X = exp γ is differentiable in the classical sense and γ satisfies the differential equations (39). As noticed in the beginning of this section, the validity of these equations implies that Γ X is a horizontal curve. In particular, there existṡ Γ X (t) = Df x exp(tX) (X) and belongs to H f (x exp(tX)) M. From continuity of x −→ Df (x), we deduce that alsȯ Γ X (t) is continuous. To prove h-differentiability of f , we choose a smooth global chart ψ : M −→ R p and setf = ψ • f . We consider an arbitrary X ∈ V 1 with X = 1 and
where |τ | < |t|. Continuity of f implies that Γ X (τ ) tends to f (x) as t → 0, uniformly with respect to X, varying in the sphere V 1 ∩{ X = 1}. As a consequence, continuity of P-differential yields sup
This shows that f is h-differentiable at x and that d H f (x)(X) = Df (x)(X) for every X ∈ V 1 . Viceversa, assume that f is a continuously h-differentiable contact mapping and consider
where c X (t) = x exp(tX) and exp −1 •Γ X = γ X = ι j=1 γ X,j with t −→ γ X,j (t) ∈ V j . By definition of h-differentiability we immediately observe that also F j are continuously h-differentiable and we havė γ X,j (t) = XF j (c X (t)) By our assumptions, we know that Γ X is a horizontal curve, then the differential equations (39) exactly translate into (2). Now we apply the key estimate (48) to Γ X at t = 0, achieving 
Here ε > 0 is fixed such that c X ([−ε, ε]) ⊂ U for every X ∈ V 1 ∩ { X = 1}, where U ⊂ Ω is a fixed compact neighbourhood of x. For every |h| ≤ ε, we have
We observe thatΓ X (0) = XF 1 (x) = d H f (x)(X), then setting
we have
The right hand side is independent of x and tends to zero as h → 0, then taking the exponential of elements in the left hand side, we get the uniform convergence of
to the unit element e as h → 0, where y varies in the smaller neighbourhood
of x. Arguing as in Corollaire 3.3 of [23] , we achieve the P-differentiability of f in a possibly smaller neighbourhood of x. This shows the everywhere differentiability of f . Observing that Df (x)(X) = d H f (x) for every x ∈ Ω and X ∈ V 1 , we get that x −→ Df (x) |expV 1 is continuous. The fact that df (x) |V j polynomially depends on df (x) |V 1 concludes the proof. Theorem 4.6. Let f : Ω −→ M be a continuously P-differentiable mapping and let Ω ′ be an opne subset compactly contained in Ω. Let c : [a, b] −→ Ω ′ be a horizontal curve with ċ(t) ≤ 1 a.e. Then there exists a constant C, depending on the modulus of continuity of df on Ω ′ and on L = max x∈Ω ′ df (x) , such that at approximate continuity points t ofċ the following estimate holds
where we have set I t,t+h = [min{t, t + h}, max{t, t + h}].
Proof. By Theorem 4.4 the curve c is a.e. P-differentiable, hence the chain rule of Proposition 2.2 implies that Γ(t) = f (c(t)) is also a.e. P-differentiable and (60) h −→ DΓ(t)(h) = exp γ 1 (t) h = Df (c(t)) expċ(t) h holds. By Theorem 4.5, γ satisfies (39) a.e. and (60) implies thatγ 1 (t) = df (c(t))ċ(t), where df = exp −1 •Df • exp, therefore γ is also absolutely continuous. This shows that Γ is a horizontal curve and we can apply Theorem 4.4, obtaining the estimate (48) for Γ. Translating this estimate here, and observing that a.e. ċ ≤ 1, we obtain
where Υ is a non decreasing function depending on M and F is the mapping exp −1 •f : Ω −→ M, where M is the Lie algebra of M. Now, applying (29) to (61), we obtain a constant C > 0 such that (59) holds. It is not difficult to notice that C only depends on the variables stated in our claim. 2
In the sequel we will use the notation
where f : K −→ Y is a vector valued continuous function on a compact metric space (K, ρ).
Corollary 4.7. Let f : Ω −→ M be a continuously P-differentiable mapping and let Ω 1 , Ω 2 be open subsets such that Ω 2 is compactly contained in Ω and for every x, y ∈ Ω 1 such that x −1 y ∈ exp(V 1 ) we have xδ l (x −1 y) ∈ Ω 2 whenever 0 ≤ l ≤ 1. Then there exists a constant C, depending on the modulus of continuity of ω Ω 2 ,df of df restricted to Ω 2 and on max x∈Ω 2 df (x) such that
whenever x, y ∈ Ω 1 and x −1 y ∈ exp V 1 .
Proof. It suffices to apply Theorem 4.6 to the curve c(l) = xδ l u,
Observing that d(c(l), x) ≤ d(x, y), estimate (63) follows. 2
By Lemma 1.40 of [5] , we can parametrize a neighbourhood of the unit element by a mapping a −→ P N (a) defined on a neighbourhood of the origin in R N , where N is an integer only depending on G. More generally, we define 
. Applying (59) to this curve, there exists a constant C 1 , only depending on max x∈Ω 2 df (x) and ω Ω 2 ,df , such that
then we obtain the key uniform estimate (67)
whenever |t| ≤ d(x, y). We fix ν = max x∈Ω 2 df (x) , so that (28) yields a constant
where we have set ρ(Df (x)) = max d(h)=1 ρ Df (x)(h) . We have the estimate
In view of (67) and (68), we use (36), getting a constant C 2 , only depending on G, ν and ω Ω,df such that
where we have used the decomposition
By (67) we have
By (29) we have a constant C 3 > 0 depending on c and ν, such that
Joining (69), (71) and (72), we achieve
Finally, let x, y ∈ Ω 1 and let a ∈ (
The estimate obtained in Ω 1 easily extends to its closure. This concludes the proof. (4) is the inverse mapping theorem for P-differentiable mappings.
Theorem 4.8. Let Ω be an open subset of G and let f : Ω −→ G be a continuously P-differentiable mapping and assume that Df (x) : G −→ G is invertible at some x ∈ Ω. Then there exists a neighbourhood U of x such that the restriction f |U has an inverse mapping g that is also P-differentiable and for every y ∈ f (U) we have
Proof. By continuity of x −→ Df (x), there exists a compact neighbourhood U ′ of x and a number µ > 0 such that
Then triangle inequality and estimates (4) give us a constant β > 0 and an open neighbourhood U contained in U ′ and depending on the modulus of continuity ω df,U ′ ,
whenever x, y ∈ U. Then f |U is invertible onto its image f (U) and by the domain invariance theorem, see for instance Theorem 3.3.2 of [17] , f |U is an open mapping. Then the inverse mapping g : f (U) −→ U is continuous and the chain rule of Proposition 2.2 concludes the proof. 2
Homogeneous subgroups
Throughout this section, we assume that all subgroups are closed and simply connected Lie subgroups, if not otherwise stated. The symbol G will denote an arbitrary graded group, that is not necessarily stratified. Its Lie algebra will be denoted by G.
From 5.2.4 of [30] , we recall the notion of homogeneous subalgebra and the corresponding notion of homogeneous subgroup.
Definition 5.1 (Homogeneous subalgebra). Let p ⊂ G be a Lie subalgebra. We say that p is a homogeneous subalgebra if δ r p ⊂ p for every r > 0.
Definition 5.2 (Homogeneous subgroup)
. Let P ⊂ G be a Lie subgroup. We say that P is a homogeneous subgroup if δ r P ⊂ P for every r > 0.
Remark 5.1. Clearly, if p is the Lie subalgebra corresponding to P = exp p, then p is homogeneous if and only if P is homogeneous. In fact, every homogeneous subgroup P is simply connected, since dilations restricted to P make it contractible. As a consequence, the restriction of the exponential mapping exp : p −→ P is a diffeomorphism.
Remark 5.2. It is not difficult to find examples of subgroups which are not homogeneous. It suffices to consider
which is a subgroup of the Heisenberg group H 1 , with bracket relations [X, Y ] = Z. Then δ r exp(X + Z) = exp(rX + r 2 Z) / ∈ L, whenever r = 1.
Proposition 5.1. Let p be a homogeneous subalgebra of G, that is decomposed into the direct sum V 1 ⊕ · · · ⊕ V ι . Then we have
Proof. We have only to prove that each vector ξ ∈ p with the unique decomposition ξ = ι j=1 ξ j , with ξ j ∈ V j , satisfies the property ξ j ∈ p. By hypothesis, δ r ξ ∈ p whenever r > 0, then the closedness of p implies that
This implies that ξ − ξ 1 ∈ p, then
Iterating this process by induction, our claim follows. 2
Complementary subgroups.
This subsection is devoted to the notion of complementary subgroup, that plays a key role in this paper, since it points out the families of subgroups that factorize G in a proper way.
When A and B are subsets of a group G we will use the notation
Definition 5.3 (Complementary subgroup)
. Let P be a homogeneous subgroup of G. If there exists a homogeneous subgroup H of G satisfying the properties P H = G and P ∩ H = {e}, then we say that H is a complementary subgroup to P .
Remark 5.3. Recall that for abstract subgroups A, B of an abstract group G, the subset AB is an abstract subgroup if and only if AB = BA, see for instance [12] . As a consequence, H is complementary to P if and only if P is complementary to H.
Due to the previous remark, we will also say that P and H are complementary subgroups.
Remark 5.4. Let H and P be complementary subgroups of G and let g ∈ G. Then it is immediate to check that there exist unique elements h, h ′ ∈ H and p, p
It is easy to observe that complementary subgroups do not always exist.
Example 5.2. Let us consider the homogeneous subgroup P = exp p of the Heisenberg group H 1 , with bracket relations [X, Y ] = Z, where p = {tZ | t ∈ R} is the corresponding homogeneous subalgebra of the Heisenberg algebra h 1 , that is also an ideal. Let us check that P does not possess any complementary subgroup, as it has been observed in [9] . By contradiction, let A be a complementary subgroup to P and let a ⊂ h 1 be its Lie subalgebra. The condition A ∩ P = {e} implies that a ∩ p = {0}. By the Baker-Campbell-Hausdorf formula, the hypothesis AP = H 1 gives a ⊕ p = h 1 , then dim(a) = 2. Now one can easily check that any 2-dimensional subalgebra of h 1 contains Z and this leads us to a contradiction.
In addition, complementary subgroups, when exist are not unique.
Example 5.3. All the one dimensional homogeneous subgroups
of H 1 are complementary subgroups of S = {exp(yY + tZ) | y, t ∈ R}. This follows immediately from the Baker-Campbell-Hausdorff formula.
Next, we wish to see how the notion of complementary subgroup is translated for the corresponding subalgebras, when G is a graded group. First of all, we notice that a decomposition of G as a direct sum of two subspaces does not ensure a corresponding decomposition of G as the product of their images through the exponential mapping. This simple fact is shown in the next example. 
Z} .
It is immediate to check that u ⊕ w = h 1 , but exp u exp w = H 1 , since exp(−X + λZ) / ∈ exp u exp w for every λ = 0.
Indeed, even the decomposition of G as the direct sum of two subalgebras is not sufficient to guarantee that their corresponding subgroups factorize G, as the next example shows.
Example 5.5. We consider the Heisenberg algebra h 2 with basis (
It is immediate to check that a ⊕ b = h 2 , but
where A = exp a and B = exp b are the corresponding Lie subgroups.
Another confirmation that the right family of subgroups to consider is that of homogeneous subgroups is given in the following proposition.
Proposition 5.6. Let p and h be homogeneous subalgebras of G and let P and H denote their corresponding homogeneous subgroups, respectively. Then the condition p ⊕ h = G is equivalent to require that P and H are complementary subgroups. Furthermore, if one of these conditions hold, then the mapping
Proof. Assume that p ⊕ h = G. By Theorem 2.10.1 of [31] the exist bounded neighbourhoods Ω 1 and Ω 2 of the origin in p ad in h, respectively, such that the mapping restricted to Ω 1 × Ω 2 is a diffeomorphism onto some neighbourhood U of e. Observing that δ r φ(p, h) = φ(δ r p, δ r h) for every r > 0, it follows that φ is invertible. This shows that P and H are complementary subgroups. Viceversa, suppose that P and H are complementary subgroups and assume by contradiction that there exists X ∈ p ∩ h \ {0}. This implies that exp X ∈ K ∩ P = {e}, that is absurd. Now, we wish to show that p ⊕ h = G. By contradiction, we assume that dim p ⊕ h < dim G. We notice that the mapping φ defined in (73) has everywhere injective differential, since h ∩ p = {0}. Thus, φ(p × h) ⊂ G is an open subset, whose dimension is less than dim G. As a consequence, φ cannot be surjective and this conflicts with hypothesis P H = G. The fact that φ is open shows that it is indeed a diffeomorphism. 2
Remark 5.5. By virtue of Proposition 5.1, we have the following property. If K and P are complementary subgroups, then
where H-dim denotes the Hausdorff dimension with respect to a fixed homogeneous distance.
5.2.
Relations with h-epimorphisms. In this short subsection we wish to emphasize the natural relationship between complementary subgroups and h-epimorphisms. The next simple, but important statement will be used in the proof of the implicit function theorem.
Proposition 5.7. Let L : G −→ M be an h-epimorphism and let N = ker L. If there exists a subgroup H complementary to N, then the restriction of L to H is an h-isomorphism.
Proof. Let us consider the restriction
where (n, h) ∈ N × H. As a consequence, we have
This shows injectivity of T . 2
Proof of the implicit function theorem
In this section we prove the implicit function theorem stated in the introduction. We will use the following notation D Proof of Theorem 1.3. Our arguments are divided into two main steps.
Step 1: Existence. Due to Proposition 5.7, the restriction Df (x)(h) : H −→ G is invertible, then we have min
with D x,R ⊂ Ω. Now we set R 0 = R/(2 + 2cN), where c and N are as in (65). Then condition (3) is satisfied and Theorem 1.2 yields the estimate
Thus, by definition of µ in (74) we have
for every x, y ∈ D x,R 0 . Let (n, h) be the unique couple of N × H such that nh = x and let r, s > 0 be such that D there holds
Using (76) and (77) and possibly taking a smaller s > 0 depending on C, N, c > 0 we get a constant β > 0 such that
where for each n ∈ D N n,r we have defined
Observing that F n (h) = f (x) and taking into account the biLipschitz estimate (78) we have
see for instance Theorem 3.3.3 of [17] . By continuity of
up to choosing a smaller r > 0, we can assume that
for every n ∈ D N n,r . As a consequence, applying (78), it follows that 
is a homotopy between F n and F n such that Φ(t, h) = f (x) for every t ∈ [0, 1] and every h ∈ ∂D H h,s . Thus, homotopy invariance of topological degree, [25] , implies
satisfying the equation
This concludes the proof of the first step.
Step 2: Regularity. We keep the same notation of the previous step. By definition of µ > 0 in (74) the restriction L(x) = Df x) |H : H −→ M is invertible for every x ∈ D x,R 0 and setting
for every m ∈ M. Due to (75), we can choose a possibly smaller R > 0, hence a
It follows that the remainder E(n, n ′ ) in the expression
satisfies the uniform estimate
, therefore one easily gets
As a result, in view of (80) and (81) we obtain
By (76), up to choosing a possibly smaller R > 0, we can suppose that
for every x, y ∈ D x,R 0 , hence
Finally, formulae (30) and (26) lead us to the conclusion. 2
Factorizing groups
In this section we study special graded groups that always split over a special family of normal subgroups.
Remark 7.1. If M is an h-quotient of G, then there exists a normal subgroup N of G such that M is isomorphic to the quotient G/N. Definition 7.1 (Factorizing subgroups). Let G be a stratified group and let M be a graded group. We say that M factorizes G if it is an h-quotient of G and the kernel of every h-epimorphism from G to M has a complementary subgroup. Lemma 7.1. If m is the dimension of the first layer of G, then R k is an h-quotient of G whenever k ≤ m.
Proof. Let V 1 ⊕V 2 ⊕· · ·⊕V ι be the direct decomposition of G into its layers. Then any projection p : G −→ u, where u is a subspace of V 1 , is a algebra homomorphism. It is easy to check that the corresponding group homomorphism is exactly an hepimorphism. 2 Proposition 7.2. Every stratified group is factorized by R.
Proof. By Lemma 7.1, R is an h-quotient of every stratified group. Let N = exp n be the kernel of a fixed R-valued h-epimorphism defined on G. Then we must have dim(V 1 ∩ n) = dim V 1 − 1. Now we choose X ∈ V 1 \ n and define
It follows that n and h are homogeneous subalgebras such that n ⊕ h = G. By virtue of Proposition 5.6 our claim follows. 2
Due to Proposition 5.7, the next statement translates Proposition 3.24 of [9] into our terminology. Proposition 7.3. If 1 ≤ k ≤ n, then the Heisenberg group H n is factorized by R k .
Proof. By Lemma 7.1, R k is an h-quotient H n . Let N be the kernel of a fixed h-epimorphism from H n to R k and let n = n 1 ⊕ n 2 be the Lie algebra of N, which is also an ideal of h n 1 . Lemma 7.1 ensures the existence of these h-epimorphisms. It is clear that n 2 = z, where v and z denote the first and the second layers of h n , respectively. If we prove that there exists a k-dimensional subalgebra s contained in v such that s ⊕ n = h n , then Proposition 5.6 concludes the proof. Notice that a subalgebra of a stratified group contained in the first layer must be commutative. Now we consider a vector v 1 ∈ v \ n 1 . If k = 1, then setting s = span{v 1 } we are done. By induction, we assume that our claim holds for every k = 1, . . . , p and consider the case k = p + 1 ≥ 2. By inductive hypothesis we have linearly independent vectors v 1 , . . . , v p such that [v i , v j ] = 0 and span{v 1 , . . . , v p } ∩ n = {0}. Notice that for every U ∈ v there holds dim N U = 2n − 1, where
In fact, the mapping v ∋ X −→ [U, X] = ad(U)(X) ∈ z is clearly surjective. Thus, iterating Grassmann formula for vector spaces we get
It is immediate to check that s = span{v 1 , . . . , v p+1 } is a commutative subalgebra of v such that s ⊕ n 1 = v, namely, s ⊕ n = h n . This finishes the proof. 2
It is not difficult to find an example of h-epimorphism L : G −→ M, whose kernel has a complementary subgroup, but M does not factorize G. Let L 1 : G −→ R 2 be the h-epimorphism defined by
and let ker L 1 = exp n = exp(n 1 ⊕ n 2 ) = N. We have n 2 = V 2 and n 1 = span{X 3 , X 4 }, then H = exp{X 1 , X 2 } is complementary to N, as it easily follows from Proposition 5.6. However, if we consider the h-epimorphism
then ker L 2 = exp n, with n = span{X 1 , X 2 } ⊕ V 2 and we will check that N = exp n does not admit any complementary subgroup. In fact, by contradiction, if H is complementary to N, then Proposition 5.7 shows that the restriction T : H −→ R 2 of L 2 is a group isomorphism. In particular, H is commutative. In addition, Proposition 5.6 shows that h ⊕ n = G, where h denotes the Lie algebra of H. Then h is a 2-dimensional commutative subalgebra of G. We consider a basis (v, w) of h, given by v = This conflicts with the fact that h is commutative.
7.1. The complexified Heisenberg group. Our aim here is to show that the complexified Heisenberg group is factorized by R 2 . For more information on the complexified Heisenberg group, we address the reader to [26] . This group belongs to the family of H-type groups, introduced in [13] . Definition 7.2. Let n be a Lie algebra equipped with an inner product ·, · and let z be nontrivial subspace of n such that [n, z] = 0 and [n.n] ⊂ z. We define the mapping J : z −→ End(v) by the formula
for every Z ∈ z and X, Y ∈ v. If J satisfies the condition
then we say that n is an H-type algebra.
H-type groups are clearly stratified group with the additional feature of possessing a metric compatible with the algebraic structure. Notice that z corresponds to the second layer V 2 and V 1 = z ⊥ . Next, we will utilize the identity
Lemma 7.5. Let X ∈ v with |X| = 1 and let (Z 1 , Z 2 ) be an orthonormal basis of z. Then the following vectors
form an orthonormal basis of v, where the only nontrivial bracket relations are given by 2 and set n = exp −1 (N) = n 1 ⊕ n 2 , with n 1 = n ∩ V 1 and n 2 = n ∩ V 2 , due to Proposition 5.1. Clearly n 2 = z and dim(n 1 ) = 2. We have either dim([n 1 , n 1 ]) = 0 or dim([n 1 , n 1 ]) = 1. In the first case we choose an orthonormal basis (X, Y ) of n 1 and represent Y as a linear combination of R i , according to (85). Then the fact that (X, Y ) is an orthonormal basis and [X, Y ] = 0 imply that Y = J Z 1 J Z 2 X for a fixed orthonormal basis (Z 1 , Z 2 ) of the center z. Now we simply notice that the commutative subalgebra h = span{J Z 1 X, J Z 2 X} satisfies h ⊕ n = h 
if we fix λ = 0 and λ −1 = α 3 /α 1 . This concludes the proof. 2 7.2. The free 2-step stratified group on four generators. We denote by g 4,2 the free 2-step stratified algebra on 4 generators. The corresponding simply connected Lie group will be denoted bt G 4,2 .
If (X 1 , X 2 , X 3 , X 4 ) is a basis of the first layer V 1 , we have all nontrivial bracket relations
Proposition 7.7. The Heisenberg group H 1 factorizes G 4,2 .
Proof. A simple example of h-epimorphism is constructed taking the projection
this shows that H 1 is an h-quotient of G 4,2 . Let N be the kernel of an arbitrary h-epimorphism G 4,2 to H 1 and let n be the corresponding Lie algebra. By the contact property of h-homomorphisms, we have that dim(n 1 ) = 2 and dim(n 2 ) = 5. Let
By elementary Linear Algebra one can check that the set of vectors
Notice that T 12 ∈ n 2 . As a consequence, selecting T / ∈ n 2 , we can write T with respect to the basis T ij , gettng
It follows that the vector T ′ = T − µ 12 T 12 does not belong to n 2 . Let us consider the decomposition
The fact that n is an ideal implies that [
This implies that µ 34 = 0 and that, defining U i = Y i for i = 1, 2, 4 and U 3 = µ 14 Y 1 + µ 24 Y 2 + µ 34 Y 3 , the ordered set of vectors (U 1 , U 2 , U 3 , U 4 ) form a basis of V 1 . Again, we notice that the vectors
form a basis of V 2 . Furthermore, we have W 12 = T 12 ∈ n 2 and W 34 = T / ∈ n 2 . By virtue of Proposition 5.6, the subgroup H defined by the Lie subalgebra span{Y 3 , Y 4 , W 34 } defines a complementary subgroup, leading us to the conclusion. 2
Intrinsic graphs
In this section we emphasize the relationship between factorizations of a stratified group and intrinsic graphs. The notion of complementary subgroup allows us to set properly the well established notion of intrinsic graph in stratified groups admitting a factorization by two complementary subgroups.
Definition 8.1. Let P and K be complementary subgroups of G and let S ⊂ G. We say that S is an intrinsic graph with respect to (P, K) if there exists a subset A ⊂ P and a mapping ϕ : A −→ K such that
Remark 8.1 (Translations of intrinsic graphs). As already observed in [9] , intrinsic graphs are preserved under left translations. If P and H are complementary subgroups of G and S = {p ϕ(p) | p ∈ A} is an intrinsic graph with respect to (P, H), then the left translated xp ϕ(p), for some x ∈ G, is of the formp ψ(p) wherep ∈Ã ⊂ P and ψ :Ã −→ H. In fact, by unique decomposition of elements in G with respect to P and H, see Remark 5.4, there exist functions ψ 1 : A −→ P and ψ 2 :
To conclude, it suffices to show that ψ 1 is injective. If Proof. It suffice to consider the projection between the corresponding Lie algebras
where n ∈ n = exp −1 (N) and h ∈ h = exp −1 (H). In fact, taking into account that n is an ideal of h, we havẽ
This concludes the proof. 2 Remark 8.2. In the case the complementary subgroup H is not a normal subgroup, it is not true that the projection onto the normal subgroup N is Lipschitz. In fact, this projection is certainly a homogeneous linear mapping between the corresponding Lie algebras, but it cannot be an algebra homomorphism, otherwise the Lie algebra of H would be an ideal and this is a contradiction. 
for every h ∈ W . Again, uniqueness of factorization observed in Remark 5.4 implies that 
and (7) holds, where I and J are defined in the statement of Theorem 1.5. We notice that g is continuously P-differentiable on W , then in particular it is Lipschitz on W up to a suitable choice of W , for instance a closed ball. Our next computations are performed in the Lie algebra G of G. We set ϕ = exp •F and g = exp •G, therefore Lemma 3.4 gives a constant C > 0, depending on both W and the Lipschitz constant of g such that
where h = exp ξ and h ′ = exp ξ ′ , with h, h ′ ∈ W . We have
due to the formula (11) . From (37), it follows that
where we have set ν = 2 max
By virtue of (87), we get a constant C 1 > 0, depending on W , ν and the Lipschitz constant of g such that
Tangent cone and blow-up
The notion of "tangent cone" given in 3.1.21 of [4] can be easily extended to graded groups.
Definition 9.1. Let G be a graded group and let S ⊂ G with a ∈ G. The homogeneous tangent cone of S at a is the homogeneous subset Proof of Theorem 1.7. Replacing f with f • l x , where l x (y) = xy, it is not restrictive to assume that x = e, since
and Df (x) = D(f • l x )(e). Now we use the notation of Theorem 1.3 applying it in the case x = e. From P-differentiability of f at e and representation (5), we have f (e) = f (nϕ(n)) = f (e)Df (e) ϕ(n) o nϕ(n) .
Setting L = Df (e), we obtain
for n suitable close to e and ε > 0 small, arbitrarily fixed. From this, we easily conclude that ϕ is P-differentiable at e N and Dϕ(e N ) is the null h-homomorphism. Now, we arbitrarily fix R > 0 and consider λ > 0 sufficiently small, such that
Let (λ k ) be an infinitesimal sequence of positive numbers. Using Proposition 4.5.5 of [2] , we have to prove the following conditions: (i) if x = lim k→∞ x k for some sequence (x k ) such that x k ∈ D R ∩ δ 1/λ k S, then we have x ∈ D R ∩ N; (ii) if x ∈ D R ∩ N, then there exists a sequence (x k ) such that x k ∈ D R ∩ δ 1/λ k S and x k → x. To prove (i), we write x k = δ 1/λ k n k δ 1/λ k ϕ(n k ) and use Proposition 5.6 with respect to our complementary subgroups N and H. Through the global diffeomorphism φ in (73), convergence of the sequence (x k ) implies convergence of both (δ 1/λ k n k ) and δ 1/λ k ϕ(n k ) . We notice that the limit n 0 of (δ 1/λ k n k ) belongs to N. P-differentibility of ϕ at e N gives lim k→∞ δ 1/λ k ϕ(δ λ k n ′ k = Dϕ(e N )(n 0 ) = e H where we have set δ 1/λ k n k = n ′ k . Then x k → x = n 0 ∈ D R ∩ N and our claim is achieved. Now we choose x ∈ N ∩ D R and consider a sequence (x l ) contained in N ∩ B R converging to x. We observe that for every fixed l, there exists a sufficiently large k l such that δ λ k l x l ∈ D N r and δ 1/λ k l δ λ k l x l ϕ(δ λ k l x l ) ∈ B R ∩ δ 1/λ k S, since P-differentiability of ϕ at e N implies that the sequence δ 1/λ k δ λ k x l ϕ(δ λ k x l ) converges to x l as k → ∞. The fact that Dϕ(e N ) is the null h-homomorphism also implies that δ 1/λ k l δ λ k l x l ϕ(δ λ k l x l ) −→ xDϕ(e N )(x) = x as l → ∞.
Finally, we notice that conditions (i) and (ii) exactly prove that the two inclusions between N and Tan(S, e). This concludes the proof of the first part of Theorem 1.7. Now, we keep the same notation used in the proof of Theorem 1.5 and observe that it is not restrictive assuming that f (x) = e M . In fact, in the general case it suffices to replace f with the left translated x → f (x) −1 f (x), that holds the same assumptions. We know that the mapping p•f |V is invertible with P-differentiable inverse ψ : W −→ V and g(h) = f • ψ(h) = hϕ(h) for every h ∈ W . By Proposition 2.2, we have that Dg(e H ) : H ֒→ M identically embeds H into M, then g(h) = ho(h) = hϕ(h) so that ϕ(h) = o(h). This implies that there exists Dϕ(e H ) and it is constantly equal to the unit element e N ∈ N. To show the remaining claims, one can argue exactly as in the first part of this proof, using the fact that ϕ is P-differentiable at e H with null P-differential at this point and replacing N with H. 2
Some examples of (G, M)-submanifolds
In this section we show that all possible algebraically regular submanifolds in H n are formed by (R k , H n )-subanifolds and (H n , R k )-submanifolds with 1 ≤ k ≤ n. Finally, we show that C 1 Legendrian submanifolds in a stratified group G are exactly (R k , G)-submanifolds.
Definition 10.1. We say that a homogeneous subgroup of H n is horizontal if its Lie algebra is contained in the first layer v and vertical if it contains the second layer z.
Remark 10.1. Notice that horizontal subgroups are always commutative and homogeneous normal subgroups exactly characterize vertical subgroups.
Proposition 10.1. Every couple of complementary subgroups of H n is formed by a horizontal and a vertical subgroup.
Proof. Let a and b be the corresponding homogeneous subalgebras of A and B, respectively. From our hypothesis and Proposition 5.6, it follows that a ⊕ b = h n . In particular, Z ∈ a ⊕ b hence we can suppose that a is the subalgebra containing a vector W = W 0 + λZ with λ = 0. Homogeneity of a gives W 0 + rλZ ∈ a for every r > 0, therefore W 0 ∈ a and Z ∈ a. This shows that a is an ideal of h n . Clearly, the same argument shows that b cannot have vectors of the form U 0 + µZ with µ = 0, otherwise Z would belong to b, that conflicts with the decomposition a ⊕ b = h n . This shows that b is contained in the first layer of h n and concludes the proof. 2
The special factorization of H n cannot be extended to all H-type groups. . Lemma 10.3. Let G be a graded algebra and let n be the maximum over all dimensions of commutative subalgebras contained in the first layer. Then every kdimensional subgroup contained in the exponential image of the first layer has a complementary normal subgroup.
Proof. Due to Proposition 5.6, we can translate our claim in terms of homogeneous subalgebras. Let s be the k-dimensional subalgebra contained in the first layer V 1 of G. Let n 1 be an arbitrary subspace of V 1 such that s ⊕ n 1 = V 1 . Then it is easy to realize that n = n 1 ⊕ V 2 ⊕ · · · ⊕ V ι is a homogeneaous ideal. 2.
Theorem 10.4. Let G be a graded group and let n be the maximum over all dimensions of commutative subalgebras contained in the first layer. Then for every k = 1, . . . , n, the family of k-dimensional Legendrian C 1 smooth submanifolds is nonempty and its coincides with that of (R k , G)-submanifolds. Furthermore, any (R k , G)-submanifold is locally an inrinsic graph.
Proof. Every k-dimensional commutative subalgebra of the first layer also represents a trivial example of k-dimensional Legendrian submanifold. This shows, by definition of n, that this family is nonempty for every 1 ≤ k ≤ n. Now we recall that a k-dimensional Legendrian submanifold is locally parametrized by a C 1 contact mapping defined on an open subset of R k . Then Theorem 1.1 shows that this mapping is also P-differentiable and the classical differential coincides with the P-differential. By Definition 2.7, we have shown that every C 1 smooth Legendrian submanifold is an (R k , G)-regular set. Now we consider an (R k , G)-regular set. Again Theorem 1.1 shows that continuously P-differentiable mappings on R k exactly correspond to contact mappings of class C 1 , then Definition 2.7 implies that our set is a C 1 smooth Legendrian submanifold. Finally, Lemma 10.3 gives the algebraic hypotheses to apply Theorem 1.5 and Theorem 1.7, then a C 1 Legendrian submanifold is also locally an intrinsic graph and admits a continuous field of homogeneous tangent cones that coincide with the classical tangent space. It is also evident from the proof of Lemma 10.3 that complementary normal subgroups can be selected in a continuous way. This shows that Legendrian submanifolds are algebraically (R k , G)-regular sets, namely, they satisfies all four conditions of Definition 1.1. Finally, all the tangent spaces are also h-isomorphic to R k , then Legendrian submanifolds precisely coincide with (R k , G)-submanifolds.
