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Atomistic aspects of dynamic fracture in amorphous and nanostructured silica are 
herein studied via Molecular dynamics (MD) simulations, ranging from a million to 113 
million atom system.  The MD simulations were performed on massivelly parallel 
computers using highly efficient multi-resolution algorithms.  Crack propagation in these 
systems is accompanied by nucleation and growth of nanometer scale cavities up to 20 
nm ahead of the crack front. Cavities coalesce and merge with the advancing crack to 
cause mechanical failure.  Recent AFM studies in silica glasses confirm this scenario of 
fracture [1]. The morphology of the fracture surfaces is studied by calculating the height-
height correlation function.  The MD simulation finds the first roughness exponent 
(ζ=0.5).  Simulations of amorphous nanostructured silica reveal pore nucleation ahead of 
the crack front, and the crack front meandering around the nanoparticles and merging 
with those pores.   
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The study of fracture spans many disciplines in the physical sciences and 
engineering.  Over the last century, a number of developments have occurred to 
significantly advance our understanding of fracture at the macroscopic scale.  One of the 
earliest and most important developments in this field was a criterion developed by 
Griffith for the extension of an isolated crack in a solid under the influence of an applied 
stress [1,2,3].  Griffith based his criterion on simple energetic and thermodynamic 
considerations and on an earlier work of Inglis for stresses around an elliptical cavity in a 
plate under uniform tension [4].  Inglis found that local stresses around sharp corners 
were much higher than the applied tension.  Realizing that flaws in a solid would act as 
stress concentrators, Griffith applied Inglis’ analysis to a static crack of length c in an 
elastic body under a uniform stress at its outer boundaries.  Partitioning the energy of the 
system, U, into a surface contribution due to free energy for creating new surfaces and a 
mechanical contribution due to the applied stress and the potential energy of the elastic 




+ 4cγ ,        1.1  
Griffith showed that failure occurs when the applied stress, σ, exceeds a critical value,  
 2
σc =









,         1.2 
for a crack of length c0.  In the above equations, γ is the surface energy and E’ is either 
the Young’s modulus E (in plane stress) or E/(1-ν2) (in plane strain, ν is the Poisson 
ratio).  The critical stress, σc, is not an intrinsic material characteristic as it depends on 
the crack length. 
The energy-balance concept and the thermodynamic view of crack extension in a 
continuum solid became the foundation of a vast analytical field known as fracture 
mechanics in which rapid development was spurred by the need fore reliable safety 
criteria for engineering design.  Around 1950, Irwin and co-workers broadened Griffith’s 
concepts by introducing a quantity called the mechanical-energy-release rate, G, which is 
the change in the mechanical energy per unit area of the crack surface caused by an 
incremental increase in the crack length 
[5].  It should be noted that G is 
independent of how the external loads are 
applied. 
Another important concept in 
fracture mechanics arose in the context of 
stress distribution around the crack tip.  
For an isotropic linear material it was 
shown [6, 7, 8, 9] that the stress near the 
crack tip varies as (see figure 1.1): 
Figure 1.1:  Schematic in two 
dimensions showing various stress 
components around the crack tip. 
 σxx and σyy are the normal 
components, and τxy and τyx are the 
shear components of the stress. 
 3








r = ,        1.3 
where the index a represents the mode of fracture (see figure 1.2) and ƒij is a 
dimensionless function of the angle θ and the fracture mode.  The quantity K is a measure 
of the intensity of the stress field near the crack tip and is therefore known as the stress 
intensity factor.  It also depends on the mode of fracture, the geometry of the crack, and 
material characteristics.  At the onset of crack propagation the value of K only depends 
on material characteristics and this critical value, Kc, is known as the “fracture 
toughness”.  It is a measure of a material’s resistance to crack propagation.  There exists a 
unique relationship between Kc and the critical value of the mechanical-energy-release 
rate: 
Kc = Gc ′ E ( )
1/ 2 .         1.4 
 
where cG  is the critical value at the onset of crack propagation. 
 
 
Figure 1.2:  Three modes of fracture in a cracked body: Mode 
I is the opening mode; mode II is the shearing mode in the 
crack plane; and mode III is the tearing mode. 
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1.1 Importance of Atomistic Aspects of Fracture 
 A serious shortcoming of fracture mechanics is the artificial singularity in the 
stress field at the crack tip (equation 1.4).  Theoretically, this problem can only be 
addressed by investigating various processes occurring near the crack tip during crack 
propagation [10, 11].  A proper theoretical description of fracture must include not only 
nonlinearities in the vicinity of the crack; it must also include bond breaking between 
atoms near the crack tip as well as the formation of extended defects (e.g. dislocations) 
slightly beyond the crack tip.  Thus, what is required near the crack tip is a departure 
from continuum mechanics and an approach to an atomic description.   
Molecular dynamics (MD) has become the method of choice to study fracture at 
the atomic scale.  MD simulations provide the dynamics of atoms through Newton’s 
equations of motion.  The equations are discretized in time and integrated via a finite-
difference algorithm to obtain the atomic trajectories (positions and velocities of atoms as 
functions of time).  The trajectories allow the determination of structural, dynamical, 
thermal, and mechanical properties of the system.  The MD approach includes system 
nonlinearities, and it can easily provide atomic-level stresses and strains as well as the 
dynamics cracks propagation features. 
Early attempts to model fracture at the atomistic level were based on network 
spring or lattice static models [12, 13, 14].  In recent years, MD simulations have been 
performed with reliable interatomic interactions for various metals, ceramics, and 
composites (for more detail on interatomic interactions see chapters 2 and 4).  The 
interaction potential is validated through a detailed comparison with experimental 
measurements and first-principles quantum-mechanical calculations.  The next three 
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subsections provide a review of the key results found in previous MD simulations of 
various brittle solids, nanophase ceramics, and ceramic composites. 
1.1.1 Brittle Solids 
In recent years, there has been a great deal of interest in the role of instabilities in 
dynamic fracture in brittle solids [15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28]. 
Both experimental [16,17, 18, 19, 20] and theoretical [15, 21, 22, 23, 24, 25, 26, 27, 28, 
29] studies reveal that when the crack front speed reaches a certain fraction of the 
Rayleigh speed, cR, the crack becomes unstable and forms microbranches which prevent 
the crack from reaching the terminal velocity, cR [30]. 
One of the most interesting examples of microbranching in an MD simulation was 
done by Omeltchenko et al. in graphine (a single layer of graphite) containing 106 atoms 
(dimensions 150 × 200 nm) with dangling bonds terminated by hydrogen atoms [29, 31, 
32].  Initially, the atoms in the sheet are in the x-y plane, but during the course of the 
simulation they are allowed to move in the z direction as well.  The simulations were 
performed at room temperature for two different crystallographic orientations: i) G(1,1), 
where the x axis is parallel to some of the C-C bonds (see figure 1.3a); and ii) G(0,1), 
where bonds make an angle of either 30˚ or 90˚ with the x axis (see figure 1.3b).  For 
both orientations of the graphite sheet, with an initial notch of length 3 nm, the crack does 
not propagate until the applied strain reaches a critical value of 12%.  Just above the 
critical strain, the crack begins to grow and is quickly reaches a terminal velocity of 6.2 
km s-1 (~ 0.60 cR).  For the G(1,1) orientation, of the system undergoes cleavage fracture 
(see figure 1.3c) which is quite different from the G(1,0) orientation (see figure 1.3d).  In 
the G(1,0) orientation, the crack propagates for 2 picoseconds (ps) and then branches into 
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two secondary cracks.  Subsequently, more local branches sprout off the secondary 
cracks at an angle of 60˚.   
Turning to 3D brittle solids, Kikuchi et al. have performed a set of 100 million-
atom MD simulations to investigate crack propagation in three crystallographic 
orientations of GaAs [33].  The mechanical-energy-release rate, G, has been calculated as 
follows.  For an orientation of (110), the onset of crack propagation is found at a critical 
value of Gc=1.4 J m-2 and the system undergoes cleavage fracture with a terminal velocity 
of 0.6 cR (see figure 1.4a).  For an orientation of (111), dislocations are emitted from the 
crack tip (figure 1.4b), and as a result, the critical value of the mechanical-energy-release 
 
Figure 1.3: Orientations of a sheet of graphite (or graphine) for fracture simulations: 
(a) In the G(1,1) orientation the applied strain is parallel to some of the C-C bonds; 
and (b) in the G(1,0) orientation the strain is perpendicular to some of the bonds.  The 
arrows indicate the direction of the applied strain.  (c) and (d) display snapshots of 
fracture profiles of graphine at 12% of strain: (c) the G(,1,1) orientation displays 
cleavage fracture; and (d) multiple branching is observed in the G(1,0) orientation [29, 
31, 32]. 
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rate, Gc=1.7 J m-2, is higher.  This is within the range of experimental values (1.52 – 1.72 
J m-2).  For an orientation of (001), crack branching is observed and the value of Gc is 
found to be 2.0 J m-2 (figure 1.4c).  Kikuchi et al. have also investigated the influence of 
temperature on crack propagation in GaAs (private communication).  The mechanical-
energy-release rate is much larger at higher temperatures because of dislocation emission 
and other dissipative effects. 
1.1.1   Nanophase Ceramics 
Besides branching, another important dissipation mechanism involves the 
formation of nanopores and coalescence with cracks.  This mechanism is extensively 
found in nanophase ceramics - a class of tough ceramics that do not break abruptly.  In 
the mid-eighties, it was discovered that ceramics can be made “ductile” when they are 
synthesized by sintering nanometer size particles.  (Metallic systems comprising 
nanometer size particles display significant increase in the yield strength [34].)  The 
enhanced ductility of these so-called nanophase ceramics is attributed to grain boundaries 
having a large fraction of atoms [35, 36].  Nonetheless, there is little quantitative 
 
Figure 1.4: Snapshots of atomic configurations for brittle fracture in GaAs show: (a) 
cleavage fracture in the (110) orientation; (b) in the (111) orientation steps on the 
crack profile result from dislocation emission; and (c) crack branching in the (001) 
orientation [33]. 
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understanding of the relationship between the intergranular structure and the mechanical 
properties of nanophase materials. 
Omeltchenko et al. have studied the effect of ultrafine microstructures on the 
mechanical strength of silicon nitride using a million-atom MD simulation [37].  A well-
consolidated nanophase material is prepared by sintering Si3N4 nanoparticles of size 6 nm 
[37, 38].  Initially, the MD box contains 108 nanoparticles at random positions and with 
random orientations.  Periodic boundary conditions are imposed and the simulation is run 
at constant pressure using the Parrinello-Rahman variable-shape MD approach [39].  The 
system is first thermalized at 2000K under zero pressure and then consolidated by 
successively increasing the pressure to 1, 5, 10, and 15 GPa.  At each value of the 
external pressure, the system is sintered for several thousand time steps.  Subsequently, 
the consolidated system is slowly cooled to 300K.  After reaching room temperature, the 
external pressure is gradually reduced to zero.  The structure of the nanophase system is 
analyzed by calculating partial and total pair-distribution functions, bond-angle 
distributions, etc.  The simulations reveal that intergranular regions are amorphous and 
structurally similar to bulk amorphous Si3N4 at the same mass density. 
A notch is inserted in the consolidated nanophase system at room temperature and 
the system is subjected to uniaxial tensile strain.  The propagation of the crack is 
followed by partitioning the simulation box into voxels of sizes 0.4 nm.  Adjacent empty 
voxels define pores, and the pores connected to the notch define the crack in the system.  
Figure 1.5a shows a snapshot of pores taken 10 ps (5% of strain) after the notch is 
inserted in Si3N4.  The crack advances slightly and local branches develop near the notch.  
These branches tend to arrest the propagation of the crack front, and further crack growth 
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is only possible at a higher value of strain.  The strain is increased by 1% over 4 ps, and 
the system is relaxed for 10 ps.  This procedure is repeated until the system fractures.  
Figure 1.5b shows that when the strain is increased to 11% the crack advances 
significantly and coalesces with pores at the center of the sample.  Pores and amorphous 
intergranular regions cause the crack to meander around the nanoparticles and to form a 
complex branched structure.  Multiple crack branching provides an efficient mechanism 
for energy dissipation, which prevents further crack propagation.  Figure 1.5c also shows 
a secondary crack in the upper-left corner of the box.  After the strain reaches 14%, the 
primary and secondary cracks coalesce without completely fracturing the system.  There 
are atomic links across the crack surfaces and the material around them is still connected.  
It takes an applied strain of 30% to completely fracture the nanophase system (see figure 
1.6b).  The nanoparticles adjacent to the crack rearrange themselves to accommodate 
large applied strain. This relative motion of nanoparticles is accompanied by plastic 
deformation of amorphous intergranular regions. 
 
Figure 1.5:  Snapshots showing evolution of cracks and pores in nanophase Si3N4 as 
the applied strain is increased.  The crack front is shown in purple and isolated pores 
in red (dimension > 6.4 nm3).  (a) Under an applied strain of 5% small local branches 
appear near the notch.  (b) As the strain is increased to 11% the primary crack 
advances significantly by merging with pores.  (c) When the strain reaches 14%, there 
is further coalescence of primary crack with pores [37, 38]. 
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Omeltchenko et al. have also performed MD simulation of fracture in α-
crystalline silicon nitride using the same geometry and size as in the case of the 
nanophase system [37].  In the crystalline case, cleavage fracture is observed at a strain of 
only 3% (see figure 1.6a).   
The strain energy per unit area for fracture in crystalline and amorphous samples 
has also been estimated.  For the nanophase system the fracture energy is 24 J m-2, 
whereas for the crystal the value is 4 J m-2.  In nanocrystalline Si3N4 the complex 
branched structure and plastic deformation provide efficient mechanisms for energy 
dissipation, which makes the system much tougher than crystalline Si3N4. 
1.1.2   Ceramic Composites 
In addition to fracture studies in well known metals and ceramics, scientist are 
interested in fracture propagation in new more complicated materials, for example 
ceramic matrix nanocomposites [40].  The basic motivation behind fabricating materials 
of this type is to embed fibers of a hard material into a hard ceramic host with a weak 
 
Figure 1.6: (a) Complete cleavage fracture in crystalline silicon nitride occurs at 
3% of strain.  (b) Fracture in nanophase silicon nitride occurs at 30% of strain. 
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interface between the host material and the fiber.  The fibers are coated to provide for the 
desired weak interface with the matrix. 
Nakano et al. have performed a 1.5 billion-atom MD simulation to investigate 
fracture in silicon nitride reinforced with silicon carbide fibers -- diameter 3 nm and 
length 24 nm (see figure 1.7).  In order to simulate the effect of a glassy phase, which 
lubricates the fiber-matrix interfaces, silicon carbide fibers are coated with an amorphous 
silica layer of thickness 0.5 nm.  The effects of interphase structure and residual stresses 
on fracture toughness have also been investigated.  Immersive visualization of these 
simulations reveals a rich diversity of atomic processes including fiber rupture, frictional 
pullout, and emission of molecular fragments, which must all be taken into account in the 
design of tough ceramic composites. 
1.2   Overview of Dissertation 
The recent emergence of parallel computers and highly-efficient simulation 
algorithms has had a significant impact on research on the atomistic aspects of fracture.   
 
Figure 1.7: (a) Fracture in a nanocomposite consisting of silica-coated silicon carbide 
fibers (yellow) in a silicon nitride matrix (red).  (b) Atomic view of fracture in the 
nanocomposite.  The frictional fiber pullout enhances the toughness of the 
nanocomposite.  Si atoms (small red spheres), N atoms (large green spheres), C atoms 
(magenta), and O atoms (cyan) [40]. 
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In the last few years, massively-parallel computers delivering teraflop (1012 floating point 
operations per second) performance have become available.  When combined with 
highly-efficient, linearly scaling algorithms for MD simulations, parallel architectures 
have made it possible to simulate 108-109 atom systems with realistic interactions.  
Furthermore, data compression algorithms and advanced visualization tools for three-
dimensional, immersive and interactive visualization environments provide the means to 
analyze and to obtain new information from massively parallel MD simulations [41, 42]. 
This dissertation reviews the basic concepts of molecular dynamics (Chapter 2) 
and algorithms for parallel implementation of molecular dynamics simulations 
(Chapter3). Chapter 4 discusses the parameters and the validation of the interatomic 
potential of amorphous silica. Algorithms for the analysis of results are also discussed in 
chapter 4.  Chapter 5 presents results for dynamic fracture in amorphous bulk and 
nanophase SiO2.  Comparisons between simulation and experimental results for scaling 
properties of cracks and fracture surfaces are also presented.  Chapter 6 describes the 
synthesis and characterization of TiO2.  Conclusions are given in Chapter 7. 
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CHAPTER 2     
 
MOLECULAR DYNAMICS SIMULATION METHODOLOGY 
 
 
This chapter focuses on the molecular dynamics (MD) simulation methodology. 
The introductory material is devoted to a discussion of the various statistical ensembles 
used in MD simulations and a discussion of interatomic potentials.  This is followed by a 
discussion of initial conditions, boundary conditions, and the integration algorithms 
commonly used in MD simulations.  Next, an overview of structural, thermodynamic, 
mechanical, and dynamical properties is presented.  The chapter concludes with a 
discussion of spatial and temporal algorithms used to reduce the computational 
complexity of MD simulations from )( 2NO  to )(NO . 
2.1   Introduction 
 MD is an important tool in studying materials at the atomistic level.  It involves 
the application of classical mechanics to a statistical ensemble of atoms.    (Quantum 
mechanical methods are left out of the description because the de Broglie thermal 
wavelength is much less than the interatomic separation.)  MD simulations provide 
positions and velocities, ( ) ( ){ }trtr ii &rr ,  of all atoms as a function of time, t . The ingredients 
of an MD simulation are (1) a suitable statistical ensemble, (2) a reliable interaction 
potential, (3) a set of initial conditions, (4) boundary conditions, (5) an integration 
algorithm to propagate atomic positions and velocities forward in time, and (6) 
calculation of physical properties.    
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MD simulations are most commonly based on the microcanonical ensemble, 
where the number of atoms ( N ), the volume (V ), and the energy ( E ) are conserved.   
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which is Newton’s second law of motion. 
Another common ensemble is the canonical or isothermal ensemble where N , V , 
and the temperature (T ) of the system are held fixed.  Rescaling the atomic velocities is 
a brute-force means to the imposition of the constant temperature requirement.  
Alternatively, Nosé has developed an elegant approach in which the system is coupled to 
a heat bath via an extended Lagrangian: 
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where the first and second terms are the kinetic and potential energies, respectively, and 
the third and forth terms are the kinetic and potential energies of the heat bath, 
respectively [43].  f  and f&  are the “coordinate” and “velocity” of the heat bath, g  is 
the number of degrees of freedom in the system, reqT  is the required temperature of the 
system, Q  is a fictitious quantity that acts like a mass of the heat bath, and Bk  is the 
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Boltzmann’s constant.     Additional details, which include the Euler- Lagrange 
equations, are found in appendix A. 
The isothermal-isostress ensemble is a useful ensemble where the system is not 
only coupled to a heat bath but is also subjected to an external stress.  In this case the 
Lagrangian, L , is: 
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where H
t
 is a 3×3 matrix that defines the size and shape of the MD box and H&
t
 is the 
corresponding velocity [39, 44, 45].  In equation 2.4 HHG
ttt
†= , where † refers to the 
transpose, and ( )HV tdet= .  The symmetric tensor, Σt , depends on the stress tensor, St , 
as follows: 
( )( ) ooo VHPSH 1†1 −− −=Σ
ttt
        2.5  
where oH
t
 is the reference state of the MD box and ( )oo HV
t
det= .     Additional details, 
which include the Euler- Lagrange equations, are found in appendix A. . 
2.2   Interatomic Potential 
The key element in modeling materials using MD simulations is the interatomic 
potential.  Over the years, an enormous number of potentials have been developed which 
include pair potentials [46, 47], embedded-atom potentials [48, 49], bond-order potentials 
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where the first term is a one-body potential, the second term is the two-body potential, 
the third term is a three-body potential, etc.  The one-body potential is due to an external 
perturbation on the system.   The two-body potential models effects of steric repulsion, 
charge transfer, electronic polarizabilities, etc.  Covalent effects are included via three- 
body bond bending and bond stretching potentials.   
Turning to silica, the interatomic potential used in this thesis is a combination of 
two-body and three-body terms.   The two-body potential incorporates all the essential 
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where rij  is the separation between atoms i and j. In equation 2.7 the first term represents 
steric repulsion, the second term is the Coulomb interaction due to the charge transfer, 
and the last term corresponds to charge-dipole interaction.  The parameters (H, η, Z, etc.) 
are determined by fitting to experimental data on structural and mechanical properties 
and phonon densities of states of amorphous silica. 
 The three-body potential incorporates covalent effects in silica.  The form of the 
three-body interaction is similar to the Stillinger-Weber potential: 
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Bjik is the strength of the interaction, ),( ikijij rrf  incorporates bond stretching, and the last 
term incorporates bond bending (  θ jik  is a constant, 109.47° in the case of materials such 
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where or  is the cutoff distance of the 3-body interaction. 
 As stated above, interatomic potentials are the key to modeling real materials.  
Experimental data and first principle considerations provide the means to validate the 
interatomic potential. 
2.3   Boundary and Initial Conditions 
In MD simulations it is essential that boundary conditions (BC) be imposed on the 
system.  For bulk systems, periodic boundary conditions (PBC) are appropriate because 
they eliminate surface effects in a systematic fashion.  In PBC, an atom that leaves one 
side of the MD box is inserted back into the system on the opposite side at the same 
velocity.  Another common BC is the reflecting boundary condition (RBC) where an 
atom is reflected back into the system when it comes in contact with a boundary. 
MD methods also require a set of initial conditions.  The common initial 
conditions are: (1) each atom is placed at a lattice site and assigned a random velocity or 
(2) atomic positions and velocities base on a previous simulation.  An atomic 
configuration for an amorphous material is obtained by melting a lattice and then 
quenching the molten state. 
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2.4   Integration Algorithms 
Verlet introduced one of the first integration algorithms for Newton’s equations of 
motion.  The position of atom i at time t + δt is calculated by from via Taylor series 
expansions of )( ttri δ+
r  and )( ttri δ−
r : 
( ) ( )( )42)(
2
1)()(2)( tOttrttrtrttr iiii δδδδ ++−−=+ &&
rrrr .    2.11 
and the velocities, ( )tri&
r , from 
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This simple algorithm has two shortcomings: (1) it is not time-reversible and (2) it does 
not preserve the phase-space volume.   
A variant of this algorithm referred to as the velocity-Verlet algorithm addresses 
these drawbacks (see Appendix B).  In the velocity-Verlet algorithm, atomic positions 
and velocities are calculated as follows:   
( ) ( ) ( ) ( )trttrttrttr &&r&rrr 2
2
1 δδδ ++=+        2.13 
( ) ( ) ( ) ( )( )ttrtrttrttr δδδ +++=+ &&r&&r&r&r
2
1 .      2.14 
A literal implementation of equations 2.13 and 2.14 requires 9N words of storage.  
However, the storage can be reduced to 6N words by rewriting the velocities at the half 
step interval: 
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A full derivation of the velocity-Verlet algorithm using the Liouville propagator is given 
in Appendix B. 
2.5   Flow Chart of an MD Program 
 The previous three subsections describe the basics ingredients of an MD code.  
Figure 2.1 is a flow chart of an MD program.  First, the atomic positions and velocities 
are specified or read in from a previous configuration.  To obtain the desired temperature 
a subroutine is needed to scale the atomic velocities.  The most important and compute-
intensive kernel of an MD program is the force subroutine.  The MD program includes a 
Figure 2.1:  A flow chart of an MD 
program.  (Note: # steps = number of 
iterations of the force routine) 
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subroutine that provides for integration of Newton’s equations of motion.  The force 
subroutine is called before the integration subroutine in order to update the atomic 
velocities by half t∆  and the positions by t∆ .  The force subroutine is called again and 
velocities are further updated by half t∆ .  Subsequently, if necessary, PBC are 
implemented on atomic positions.  This procedure of force computation and integration 
of equations of motion is repeated thousands to millions of time steps. 
2.6   Physical Properties  
MD simulations provide phase space trajectories.  In principle, any physical property 
can be calculated from these trajectories.  Some of the physical properties can be directly 
compared to experiments, which helps to validate the simulation results.  In some 
situations physical properties may not be easily accessible through experiments. 
However, MD simulations can provide unique insight into those experimental situations.   




)(1lim dttff .         2.17 
According to the ergodic hypothesis, the time average is equivalent to an ensemble 
average, 
∫= dqdpqpqpff ),(),( ρ         2.18 
where ),( qpf  is the value of the physical property corresponding to  position, p , and 
momentum, q  [52].  ),( qpρ  is the probability that this value of the physical property 
will be in position, p , and momentum, q .  
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2.6.1   Thermodynamic Properties 
  It is straightforward to calculate temperature, pressure, and specific heat from 
MD simulations.  The temperature, T , is calculated from the average kinetic energy,  
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where N is the number of atoms and Bk  is the Boltzmann constant.   
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where ijr
r  is the vector between atoms i  and j , and  ijF
r
 is the force between them [53]. 
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where ( )22 KKK −=δ . 
2.6.2   Structural Properties 
  One of the most prevalent structural properties calculated in simulations is the 
pair-distribution function: 
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where V  is the volume, αN  and βN  are the number of atoms of species α  and β  
respectively, and  is an ensemble average.  If the system is uniform, then the pair-
distribution function depends on 21 rrr
rrr
−= : 
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and furthermore, if the system is isotropic, then average can be taken over all directions 
giving, and: 
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This is a measure of the average number of atoms at a radius r from a given atom divided 
by the number of atoms at a radius r found in an ideal gas at the same density. 
The Fourier transform of the pair-distribution function, the static structure factor, 
can be directly compared to neutron scattering results.  The static structure factor is: 
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where 
N
Nc αα = . For an isotopic system, the static structure factor, αβS , and the pair-
distribution function are only dependent on the scalar r  giving the following: 
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where αb  and βb  are the neutron scattering lengths of species α  and β , respectively. 
 Another structural property commonly studied is the bond-angle distribution.  
From the pair-distribution function, a cutoff, br , is determined based on nearest neighbor 
distances.  If bij rr <  and bik rr <  then the angle between the atoms i , j , and k  is 
calculated. These angles are binned and the resulting histogram can be compared to 
experimental NMR measurements. 
2.6.3   Dynamical Properties 
 Dynamical properties are examined by calculating the time-correlation between 
two quantities A  and B .  The general form of the time-correlation function is 
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This function is averaged over spatial and time origins.  Two specific forms of this 
equation are the auto-correlation and the cross-correlation functions.  The auto-
correlation function is, 
( )
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where ( )oo ttrrA ++∆ ,
rr  is the fluctuation of A  around its mean value.  The cross-
correlation function is, 
( )
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The velocity auto-correlation function is an important dynamical property: 
( )



















= ,       2.32 
where 
α
K  is an average over all atoms of type α .  The diffusion constant for species 
α  is calculated from the equation, 
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The phonon density of states is proportional to the Fourier transform of the velocity auto-
correlation function. 
2.7   O(N) Algorithms for MD Simulations 
 One of the most computationally intensive parts of an MD simulation is the force 
calculation.  For pairwise interatomic interactions of finite range, a straightforward force 
calculation involves ( )2NO  operations.  Using linked-cell lists approach, the force 
calculation can be reduced to ( )NO  operations.    In linked-cell list the MD box is 
divided into cells.  The length of each cell is the cut off of the potential, rc, plus a “skin”, 
δ (Note the atoms should not move more than δ/2 in time δt).  In the linked cell list 
approach, the force calculation for an atom involves atoms in the same cell and atoms in 
the 26 nearest-neighbor cells.  By invoking Newton’s third law one only has to loop over 
13 nearest-neighbor cells which further reduces the computation by a factor of 2.  It is 
quite common to use a neighbor list constructed from the linked-cell list.  A disadvantage 
of the neighbor list is the increase in the memory requirement.   
Multiple time steps (MTS), proposed by Streett et al., is an effective way of 
speeding up the force calculation [55].  MTS is based on the realization that the force on 
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an atom has a rapidly varying part of the force and a slowly varying part (see figure 2.2).  
The rapid variation is associated with nearest neighbor (NN) atoms, and the slower 
variation with atoms that are further away.  The advantage to separating the force into 
two parts is that the slowly varying contribution need not be calculated every time step.  
Instead, it is calculated after a few time steps.  The Taylor series can be used to 
interpolate the force contribution after a few time steps. An elegant mathematical 
formulation of the MTS approach is given in appendix C.  
 
Figure 2.2: Depicts force calculations for an atom (shown in red).  Forces due to 
nearest neighbor atoms (green) are calculated every time step. Forces due to 
secondary, tertiary, K  neighbors (blue) are calculated at multiple time steps. 
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CHAPTER 3     
 
PARALLEL IMPLEMENTATION STRATEGIES 
 
 
 This chapter focuses on parallel implementation strategies for MD simulations.  
with the first section is devoted to the justification for large scale fracture simulations on 
parallel machines and a description of the hardware used for these simulations.  This is 
followed by an overview of a Beowulf cluster and a discussion of the advantages of 
Beowulf clusters over other parallel machines.  The last two sections deal with parallel 
algorithms and software tools used to perform MD simulations and to render the results 
in immersive and interactive visualization environments. 
3.1   Parallel MD Computation and Communication 
 Atomistic simulations of fracture in silica require multimillion atoms due to the 
large extent of the damage zone.  Experimental studies in glasses reveal that the damage 
zone is ~100nm.  Furthermore, atomic force microscope (AFM) measurements on the 
scaling properties of fracture surfaces in glasses indicate that the relevant length scale is 
again ~100nm.  The mass density of silica glass is 2.2gm/cc, and thus, a 100nm cubed 
system consists of ~65.6 million atoms. The largest MD simulations reported herein is a 
~110 million atom simulation.  Such simulations are extremely compute and memory 
intensive and can only be run on massively parallel machines [56, 57].   
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Two parallel architectures are commercially available: (1) shared memory 
machines and (2) distributed memory machines.  In a shared memory machine all 
processors access the same memory, whereas in distributed memory machines each 
processor has it own local memory.   Several distributed memory computers were used to 
perform the simulations reported herein:  
(1) The IBM Cluster 1600 at the Naval Oceanographic Office Major Shared 
Resource Center (NAVO).  This cluster consists of 148 nodes with eight 1.3 MHz 
processors and 8 Gb of RAM per node [58].  It is connected to two “fat nodes” with 
96Gb and 32Gb of RAM.  This machine was predominantly used for the 110 million 
atom fracture simulation. 
 (2) The IBM SP-POWER3 at NAVO consisting of 334 nodes with four 375MHz 
processors and 4Gb of RAM per node [58]. 
(3) The Beowulf cluster currently located at USC’s Collaboratory for Advanced 
Computing and Simulations.  It consists of 168 processors, each with 512Mb of RAM per 
processor. 
From the price/performance standpoint, the Beowulf cluster is the best choice for 
large scale MD simulations.  (For this reason, the first Beowulf cluster won the Gordon 
Bell Prize.)  Beowulf clusters are highly cost effective because they are construct via off-
the-shelf computer parts (motherboards, processors, RAM, routers, etc.), and open-source 
operating system (Linux) and interprocessor communication software (MPI).  Another 
big advantage of Beowulf clusters is that each component can be easily upgraded.  These 
cost effective attributes of Beowulf clusters are lacking in traditional parallel 
supercomputers.   
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The decline in the price/performance of personal computers and interconnects 
provides opportunity for small research groups to readily build and use Beowulf clusters 
that deliver supercomputing performance.  In fact, it is quite common for small research 
groups to own 4, 8, 16, or even 32 parallel nodes. 
Last year I built a 24 node cluster wherein the nodes are connected via a 
Gigaswitch.  Each node is a 2.53 GHz Pentium 4 processor with 1Gb of RAM.  The 
cluster cost $35,000 and delivers 5.1 Gflops on an MD code with the Lennard-Jones 
interaction.   
MD simulations have significant inherent parallelism because atomic forces, and 
hence positions and velocities, of all of the atoms are updated at the same time.  Since the 
force on an atom depends on positions of surrounding atom, spatial decomposition of the 
systems is a highly effective strategy for parallel implementation of an MD simulation.  
Spatial decomposition is a divide-and-conquer scheme, where the MD box is divided into 
subsystems of equal volume, each of which is geometrically mapped to an individual 
processor [59, 60].  Each processor then maintains information about the current 
positions and velocities of all “resident” atoms (i.e. those within its spatial domain) and 
“cached” atoms (i.e. those on neighboring processors).  
As the simulation proceeds, atoms near the boundaries of the spatial domain of 
the resident processor may move into the domain of a neighboring processor.  In this case 
positions, velocities, and other attributes of these atoms are communicated to the 
neighboring processor and removed from the resident processor.  
In domain decomposition, atoms near the boundary of the resident processor 
interact with atoms in the neighboring processors.  Since the interatomic interaction for 
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silica has a cutoff, cr , the domain of every processor is “extended” to cache positions of 
atoms within cr  from the boundaries of neighboring processors using interprocessor 
communication (figure 3.1).  The subsequent force computation is completely local to the 
processor. 
The simplest interprocessor communication strategy is to send and receive atomic 
positions from the 26 surrounding processors (in 3-D).  However, this is quite inefficient. 
Figure 3.2 shows an efficient strategy which involves a six step caching procedure [61, 
62, 63].  The first and second steps cache the left and right boundary atoms, the third and 
 
Figure 3.1 Domain decomposition on a parallel computer.  Nodes of the parallel 
machine are arranged in two dimensions.  In this illustration the MD system is 
decomposed into p  subsystems of equal volume, where p is the number of nodes. 
Atoms in a node interact among themselves and also with atoms in surrounding nodes. 
Thus, communication between nodes is necessary to (i) determine force contributions 
from atoms on other nodes; and (ii) transfer atoms to other nodes when they cross 
node boundaries.  In the figure, atoms of node 5 interact with atoms of surrounding 
nodes within a certain distance cr  from the boundaries (dark orange region), where cr
is the range of the interatomic potential.  Arrows indicate message-passing directions 
between nodes.  The node boundaries plus the dark orange region is referred to as the 
extended node. 
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fourth cache the top and bottom boundary atoms, and the fifth and sixth cache the back 
and front boundary atoms.   
3.2   Parallel Efficiency 
Efficiency is the most important aspect of parallel computing. It is a measure of 
the amount of time that the processors are computing compared to the total execution 
time.  Ideally a simulation on p processors would run p times faster than on a single 
processor.  However, this is not achievable in material simulations because of 
interprocessor communication [64, 65]. 
Efficiency, E , of a parallel code is measured by: 
p
SE =            3.1 
where S  is the speedup of the program on p  processors [65, 66]: 
pT
TS 1=           3.2 
 
Figure 3.2: Six step caching procedure.  The red is the volume of space that the 
processor is responsible for.  The first and second steps cache the left and right 
boundary atoms shown here in blue, the third and fourth cache the top and bottom 
boundary atoms shown here in green, and the fifth and sixth cache the back and front 
boundary atoms shown in yellow. 
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where 1T  and pT  are the execution times on 1 processor and p processors, respectively.  
In parallel computations much effort is devoted to decreasing computation and 
communication times. 
Figure 3.3 shows a Cray-T3 benchmark where the efficiency exceeds 90% [67].  
The benchmark is performed for a fixed number of atoms per processor (i.e. the grain 
size, 
P
NG = ).  The value of G is chosen to be as large as the processor memory can 
handle.  This minimizes the ratio of communication time ( 3
2
G∝ )   to computation time 
( G∝ ), and hence, it maximizes the parallel efficiency, E  [68].   
 
Figure 3.3: MD benchmark for a-SiO2 on a Cray T3E parallel computer.  Circles and 
squares show scaling of the wall-clock time, the time difference between the start and 
end of the program, and interprocessor communication time per MD time step, 
respectively, with the number of atoms, N, in the system.  N is increased linearly with 
the number of processors, p.  The wall-clock time remains constant over three orders-
of-magnitude increase in N (from 106 to 109 atoms), which implies linear scaling of 
the wall-clock  time with the system size [67, 68]. 
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It is interesting to note that the performance of MD code has followed Moore’s 
law, i.e., the simulation size has doubled every 18 months.  This is due to the fact that 
MD simulations map very well on scalar, vector, and parallel machines. 
3.3   Interactive and Immersive Visualization of MD Data 
Large-scale MD simulations of fracture generate enormous datasets containing 
valuable information about atomic features. An interactive and immersive virtual 
environment (VE) is highly desirable to extract these features from large-scale MD 
simulations, see figure 3.4a.  Algorithms have been designed to interact with multimillion 
atoms in immersive visualization platforms [41, 42]. These algorithms enable selection of 
atoms in the viewer's field of view at runtime using octree data structures with minimal 
data transfer to the rendering system.  Each atom is drawn at a resolution ranging from a 
point to a sphere using varying numbers of polygons according to its distance from the 
viewer (figure 3.4b). 
(a)
 
Figure 3.4:  (a) An immersive view of an MD simulation of a fractured ceramic 
nanocomposite (silicon nitride matrix reinforced with silica-coated silicon carbide 
fibers) rendered on a visualization platform called ImmersaDesk.  The rendering 
involves an octree data structure for visibility culling.  (b) Octree cells (bounded by 
white lines) dynamically approximate the visible region (the position and viewing 
direction of the viewer is represented by the white arrow).  
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As discussed in the following chapters, visualization techniques are used 
extensively to identify important atomic level characteristics such as: (1) crack front 
dynamics and morphology, (2) nucleation and growth of nanopores, and (3) coalescences 
of nanoparticles. 
 34
CHAPTER 4     
 
ANALYSIS OF RESULTS 
 
 
This chapter focuses on the interatomic potential for silica and the analysis of the 
dynamic fracture simulations in bulk and nanostructured amorphous silica.  Section 4.1 is 
an elaboration on the functional form and the parameters of the silica potential.  To 
validate the potential, structural correlations, phonon density of states, and elastic moduli 
are calculated and compared with experiments.   The validation of the potential is 
discussed in section 4.2.  Section 4.3 describes of the fracture simulations methodologies, 
analysis of pores, crack front propagation, and scaling properties of fracture surfaces. 
4.1  Interatomic Potential for Silica 
Silica is an ionic-covalent material.  The interatomic potential for silica 
incorporates ionic-covalent effects through a combination of two- and three-body terms.  
















− rij / r4s      4.1 
[69, 70, 71].  The first term on the right hand side represents steric repulsion.  In this 
term, the strength of the steric repulsion between atoms i  and j  is given by: 
( ) ijjiijij AH ησσ +=          4.2 
where the values of ijA , ijη , and iσ  are given in table 4.1.  The second term represents 
the screened Coulomb interaction, and it arises from charge transfer between Si and O 
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atoms.  The values of the effective charges ( iZ ) for Si and O, and the screening length 
( sr1 ) are given in table 4.1.  The last term is the charge-dipole interaction, and it 
incorporates the electronic polarizabilities ( iα ) of atoms.  The polarizability and the 
decay length ( sr4 ) are also given in the table 4.1. 
The three-body potential incorporates covalent effects through bond bending and 
bond stretching terms. The form of the three body potential is: 















 Z(e⎯) α(Å3) σ(Å) 
Si 1.20 0.00 0.47 







 B(10-11 erg) l jikθ  
Si-O-Si 3.2 1.0 141.00
O-Si-O 0.8 1.0 109.47
Table 4.1: Parameters for the amorphous SiO2 potential. 
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Bjik is the strength of the interaction (see table 4.1),   θ jik = 109.47°, and or = 2.6 Å is the 
cutoff distance for the 3-body interaction. 
4.2   Validation of the Interatomic Potential for Silica 
Structural correlations, phonon density of states, and elastic moduli of amorphous 
silica are calculated to validate the interatomic potential.  Computationally, amorphous 
silica is prepared by heating β-crystalbolite to 3200K. (β-crystalbolite is chosen because 
it has approximately the same density as amorphous silica, ~2.2gm/cc.)  The molten 
system at 3200K is relaxed and quenched to 2500K.  Subsequently the system is 
quenched to 2000K, 1500K, 600K, 300K, and 5K.  At 5K the conjugant-gradient method 
is applied to minimize the potential energy of the amorphous system (see figure 4.1).  
Subsequently, the glass system is heated to room temperature. 
 The partial pair distribution functions, ( )rgαβ ,  and bond angle distributions are 
used to determine the short-range correlations in amorphous silica.  Figures 4.2 a, b, and 
c show the partial pair distribution functions for Si-O, O-O, and Si-Si, respectively.  In 
figure 4.2a the first peak of Si-O occurs at 1.624 ± 0.008Å.  Experimentally the first peak 
 
Figure 4.1:  Schedule for making amorphous silica. 
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is observed at 1.61± 0.05Å.  The 
calculated value of nearest-neighbor Si-
O separation is in good agreement with 
experiment.  The calculated partial pair 
distribution function of O-O peaks at 
2.651 ± 0.008Å and the experimental 
peak occurs at 2.64 ± 0.02Å. In the 
simulations, the partial pair distribution 
function of Si-Si peaks at 3.109 ± 
0.008Å.  Experimentally, this peak is 
inaccessible because it overlaps with the 
second peak in the O-O partial pair 
correlation functions. 
 The bond angles O-Si-O and Si-
O-Si have also been examined to study 
the short range order (see figure 4.3).  
The O-Si-O bond angle peak occurs at 
109°.  The Si-O-Si bond angle peak 
occurs at ~146°.  The number of nearest-
neighbors is 4 for the Si atom and 2 for 
the O atom.  Thus, the atoms form 
corner sharing tetrahedral.  
 
(a)  











































Figure 4.2: Partial pair distribution 
function, ( )rgαβ , Si-O (a) , O-O (b), 
and Si-Si (c). 
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In figure 4.4 the experimental and computational results of the static structure 
factor are shown [69, 70, 72].  (See chapter 2 for an explanation of how the static 
structure factor is calculated.)  The first sharp diffraction peak (FSDP) occurs at 1.68Å-1 
which compares favorably with experimental values.  The FSDP also implies an 
intermediate range order in the range of 15-25Å.  Other peaks occur around 2.90Å-1, 
5.22Å-1, and 7.88Å-1.  Also, there is a plateau between 8.66Å-1 and 9.96Å-1.  The origin of 
these peaks can be determined from the partial static structure factors.  The second peak 
is attributed to the Si-Si and O-O correlations with some cancellation due to Si-O anti-
correlations.  The third and fourth peaks are due to Si-Si, O-O, and Si-O correlations, and 
the shoulder is mostly due to the O-O correlation. 
Write’s xR  factor is used to quantify the difference between experimental and 








Figure 4.3: Bond angle distribution. The O-Si-O bond angle peak occurs at 109°.  The Si-
O-Si bond angle peak occurs at ~146°. 
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R        4.5 
where )(exp irT  and )( isim rT  are, respectively, the neutron-scattering correlation functions 
which are determined via experiment and MD simulations.  The xR  for this simulation is 
4.4% for Å10Å1 ≤≤ r  [70].  The ( )rg  has also been examined at various temperatures 














Figure 4.4: Neutron static structure factor for amorphous silica.  
Red solid line is the computational results and the blue open circles 
are the experimental results [69, 70, 71]. 
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 The density of states (DOS) is calculated in MD simulations by taking the Fourier 
transform of the velocity-velocity auto-correlation function with respect to time [75].  
The DOS has peaks around 16, 50, and 94 meV.  Inelastic neutron scattering reveals 
broad peaks around 50, 98, 133, and 150 meV, and infrared spectra reveals peaks around 
50 and 130 meV [76, 77, 78, 79].  Thus, there is reasonable agreement between the 
computational and experimental results for the DOS. 
 The elastic properties are determined by first minimizing the energy of the system 
energy at 0K.  Then a strain is applied (within the elastic region), and the elastic modulus 
tensor, ijc , is calculated.  The bulk ( K ), shear (G ), and Young’s moduli ( E ) and 





















=ν .         4.9 
The comparison in table 4.2 shows how well the simulation results for the elastic moduli 
of a-SiO2 agree with measurements [70, 74].  The elastic modulus of nanophase silica has 
been studied, experimentally and computationally, as a function of densities, ρ [74, 80].  
The bulk, shear, and Young’s moduli of nanophase silica were calculated as a function of 
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density, and these properties are found to scale as ρ3.5±0.2 [74].  The computational results 
are in excellent agreement with the experimental results [80]. 
4.3   Methods of Fracture 
Mode 1 fracture in MD simulations can be preformed in various ways.  A notch is 
inserted by removing atoms from a specified region of the system.  Subsequently, the 
conjugate gradient method is applied to relax the system.  Also, the notch can be inserted 
into a pre-strained system.  There are primarily two ways to strain a system: i) An 
external strain is applied to the system by scaling the position of all the atoms every n 
time steps; or ii) two thin layers of atoms, one at the top and the other at the bottom of the 
simulation box, are displaced in the direction of the applied strain, see figure 4.5 (this 
procedure is closer to experimental conditions).  The strain is increased incrementally and 
before each increment the system is relaxed. 







c11 80.5  78.5 
c12 21.6 25.9 






Young 71.4 73 
Shear 29.5 26.3 











Figure 4.5: Shows how the strain is applied in a fracture simulation.  An initial notch 
is created by removing atoms from a certain region.  The strain is applied by 
displacing atoms in the top and bottom layers.  Subsequently, the boundary layer 
atoms are frozen until the strain is further increased. 
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4.4   Analysis of Nanocavities and the Crack Front by Percolation Theory 
When a notch is inserted into the system, the crack front is sharp, straight, and 
parallel to the z axis.  As the crack begins to propagate, (1) pores nucleate and grow 
ahead of the crack front, (2) parts of the crack front may move faster than the rest of the 
front, and (3) pores may coalesce with the advancing crack front.   
Nuclecation and growth of pores and the crack front morphology and dynamics 
are analyzed with the aid of percolation theory [81, 82].  In site percolation, empty sites 
are grouped together as pores.  This is done by analyzing the nearest-neighbors to 
determine the properties of the crack front and the pores. 
The essential ideas of percolation theory are displayed in figure 4.6a, which is a 
two dimensional system with vacancies -- the blue cells are “empty” and white cells are 
(a) 
















Figure 4.6: (a) A two dimensional system with vacancies -- the blue cells are “empty” 
and white cells are “filled.” Two cells are connected if they are nearest neighbors and 
are either both empty or both filled.  Nearest-neighbors cells share an edge in two 
dimensions and a face in three dimensions. (b) Circles show the clusters of empty cells. 
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“filled.”  Two cells are connected if they are nearest neighbors and are either both empty 
or both filled.  Nearest-neighbor cells share an edge in two dimensions and a face in three 
dimensions.  In figure 4.6a the cell )1,1( , )#,#( columnrow , is a neighbor of cells )2,1(  
and )1,2( , and cell )3,3(  is a neighbor of cells )2,3( , )4,3( , )3,2(  and )3,4( .  However, 
cell )3,3(  is not a nearest-neighbor of cells )2,2( , )4,2( , )2,4(  and )4,4(  because it only 
shares a corner.  Clusters are a group of nearest-neighbors that are empty.  Figure 4.6b 
shows the clusters of empty cells for figure 4.6a. 
The connectivity of cells is determined first by searching the two-dimensional 
space from right to left and from bottom to top.  (In three dimensions, the search is 
conducted from right to left, from bottom to top, and from back to front.)  Cells that are 
filled are given an id of zero; otherwise, they are given a number corresponding to their 
cluster number.  The cluster number is dependent on the connectivity of the clusters.  
During the search, the connectivity is determined by searching two out of the four 
neighbors.  Since, the connectivity of the two searched cells to the rest of the system has 
already been determined, this will provide the connectivity of the current cell to the rest 
of the system.  (In 3-dimensions, the current cell only looks at three out of six of its 
nearest neighbors.)   
Figure 4.7a illustrates how the connectivity of clusters is determined.  The first 
two cells, )1,1(  and )2,1( , are given ids of zero because they are full.  The next cell, )3,1( , 
is empty and is given an id of 1.  Cell )4,1(  is also empty and it is given an id of 1 
because it is a nearest-neighbor of )3,1( .  The search continues along row 1, and all other 
cells are given an id of zero because they are full.  In the next row, the first cell, )1,2( , 
gets an id of 0.  The second cell, )2,2( , gets an id of 2 because its previous neighbors, 
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cells )1,2(  and )2,1( , are full.  When it comes to cell )3,2( , there is a dilemma because 
one does not know which id number to chose from considering the status of cells )2,2(  
and )3,1(  (see figure 4.7b).  By convention, the cell is assigned the lower of the two id 
numbers.  Hence, cell )3,2(  is assigned an id number of one.  The search continues and 
the final results for the connectivity are shown in figure 4.7c. 
There is a problem.  Cluster one is connected to cluster two and cluster four is 






































































Figure 4.7: Determination of the 
connectivity of empty cells.  Numbers 
inside voxels correspond to the cluster 
id.  An id of zero is given to the “full” 
cells.  Other numbers correspond to the 
cluster id of the “empty” cell.  Figures 
(a) and (b) are intermediate results.  
Figure (c) is the final results using the 
procedure described in the text.  Notice, 
cluster one is connected to cluster two 
and cluster four is connected to cluster 
six, but the results do not reflect this 
connectivity. 
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problem an extra array, C , is created.  The dimension of the array is M , the height times 
the width of the box.  This array is initialized to zero.  When the search comes to the first 
(a) 
0 0 1
































































































Figure 4.8: Connectivity of empty cells enhanced though a 1-D array, ( )NC , 
where collumsrowN *##= . Figures (a) and (b) are intermediate results.  
Figure (b) shows how ( )NC  changes during the analysis of cell )3,2( . Figure 
(c) is the final result. 
 47
empty cell, )3,1( , ( )1C  is set to the cluster id, 1, (see figure 4.8a).  The next cell, )4,1( , is 
directly connected to cell )3,1( , and as before, cell )4,1(  is assigned a cluster id of 1 and 
there is no change in C .  The next empty cell )2,2(  sees no previous empty cells, so 
( )2C  gets a cluster id of 2.  As before, cell )3,2(  is assigned a cluster id of 1, and the 
assignment of ( )2C  is changed --  ( )2C  is given a value of 1 (see figure 4.8b), so that 
( )2C  points to ( )1C .  The final value of C , upon completion of the search, is shown in 
Figure 4.8c.  Hence, when one is examining the cluster id, the cluster id is found if ( )MC  
= M .  Otherwise, ( )MC  is searched recursively until ( )MC  = M .  Then, 




This function will return the  
connectivity of cluster (i.e. it will return  
true cluster number of a cell with 
 cluster id M) 
C = the array of cluster ids 
M = the id of the cluster of interest 
*/ 
tempM = M  
M = C(tempM) 
while M is not equal to tempM 
{ 
 tempM = M  
 M = C(tempM ) 
} 
clusterNumber = tempM  
return 





































































































Figure 4.10: Search for connectivity of empty cells enhanced though a 1-D array, 
( )NC , where collumsrowN *##= . Figures (a) and (b) are intermediate results.  
Figure (b) shows how ( )NC  changes during the analysis of cell )3,2( . Figure (c) is 
the final results. 
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 Instead of storing the cluster id’s in ( )MC , the number of cells in cluster 
M  will be stored in ( )MC .  Initially, ( )MC  is set equal to zero.  When the first empty 
cell, )3,1( , is found, ( )1C  is incremented by 1 (see figure 4.10a).  Since cell, )4,1( , is 
directly connected to cluster 1, ( )1C  will be incremented by 1.  When the search reaches 
)2,2( , no previous cells are empty, so ( )2C  incremented by 1 (see figure 4.10b).  Then, 
cell )3,2(  is found to be empty (shown in figure 4.10b with a ?).  This cell receives a 
cluster id of 1, so ( )1C  is incremented by 1.  Furthermore, since clusters 1 and 2 are 
connected, ( )1C  is incremented by the value of ( )2C  while ( )2C  is assigned a value of -1 
(see figure 4.10c).  The negative sign is an indication that ( )2C   is pointing to cluster 1.  
(Figure 4.10c shows the final value of C .)  Now, if the value of ( )MC  is positive, then 
cluster id is M , and the total number of cells in cluster M  is ( )MC .  When ( )MC  is less 
int clusterNumberAndCount(C,M,&&count) 
Integer tempM 
tempM = C(M)  
if tempM ≥ 0 
{ clusterNumberAndCount = M  
 count = tempM 
 return 
} 
while C(tempM) <0 
{ 
 tempM = - C(tempM ) 
}  
clusterNumberAndCount = tempM 
count = C(tempM) 
C(M) = - tempM 
return 
Figure 4.11: A pseudo code for searching ( )MC  to find the correct 
cluster id and the number of voxels in the cluster. 
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then zero, ( )( )MCC  is searched recursively until a positive number, corresponding to 
the number of cell in the cluster, is found.  Figure 4.11 is a pseudo-code implementation 
of this procedure. 
Percolation theory has been implemented to define the crack front, the crack tip, 
and the size and distribution of pores in amorphous silica.  Atomic positions and the box 
size are stored in a file.  The entire simulation box is enclosed in a larger box.  This larger 
box is divided up into voxels (3-dimensional cells) where each edge is 4.5Å.  The linked-
list method described above is used to determine occupancy of the voxels.  If the voxels 
are empty, their headers are equal to zero.  Otherwise, the headers contain the id of one of 
the atoms in the cell.  The header points to other atoms through a linked-list array of atom 
ids. 
In MD simulations, the connectivity of empty voxels is extended to include all 
neighbors (8 in 2-D and 26 in 3-D).  That is, in 2-D the connectivity criterion is extended 
to include both “edge connectivity,” and “corner connectivity.” Figure 4.12 shows how 
the pores are viewed employing these constraints. 
With this expanded definition of connectivity, let us reexamine the example 
discussed above.  When the first empty cell, )3,1( , is found ( )1C  is incremented by 1.  
Since cell, )4,1( , is directly connected to cluster 1, ( )1C  will be incremented again by 1.  
In the case of cell )2,2( , cells )1,1( , )2,1( , )3,1( , and )1,2(  are searched to see if any of 
them are empty.  Since cell )3,1(  is empty, cell )2,2(  will receive the cluster id 1 from 
cell )3,1( , and ( )1C  will be incremented by 1.  This gives each cluster a unique id and 
number of voxels/cells per cluster. 
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Surface voxels (full voxels connected to empty voxels) can also be determined 
while the connectivity of pores is being determined.  For example, in figure 4.12, cell 
)2,2(  has the following surface cells )1,1( , )2,1( , )1,2( , )1,3( , )2,3( ,  and )3,3( .  These 
cells are given a tag that is equivalent to the cluster number.  Cell )3,3(  is picked up 
multiple times.  Each time cell )3,3(  is considered, it registers the cell that picked it up 
and the corresponding cluster number for that cell.  There are three different cases when 
the surface is defined: (1) the current cell is empty and all previously analyzed cells are 
full, (2) the current cell is empty and some previously analyzed cells are full, and (3) the 
current cell is full and all or some of the previously analyzed cells are empty.  In case 1 
all of the full cells are lumped with the surface of the current empty cell.  Case 2 requires 
that previously analyzed cells be searched to find out which ones are full.  The full cells 
are set as part of the surface of the current cell.  Case 3 requires a search of all previously 








Figure 4.12: Circles show the clusters when the definition of connectivity is 
extended to include all neighbors (8 in 2-D and 26 in 3-D). In this figure, 
the connectivity criterion is extended to include both “edge connectivity” 
and “corner connectivity”. 
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analyzed cells to determine if they are empty.  If empty, the current cell is marked as the 
surface of the full previous cell. 
Now that the surface voxels are known, the surface atoms need to be identified.  
When storing the information about the surface voxels the connectivity of the surface 
voxel to the empty voxel (i.e. corner, edge, or face sharing) is also stored.  Thus, the 
atoms in the full voxel are searched using the linked-list to determine which is closest to 
the perimeter of the empty voxel. 
Next, the crack front is determined by searching layers of voxels perpendicular to 
the crack front and identifying the surface voxel with the same cluster id as the crack 
surface and with the largest x (direction of propagation) value within that layer.  After 
that, the atoms within that voxel are searched and the atom with the smallest x (direction 
of propagation) value becomes the atom at the crack front.  This procedure is repeated for 
every layer perpendicular to the crack front.  Once all atoms on the crack front are found, 
the crack front is defined by threading a needle through each of the crack front atoms. 
4.5   Scaling Properties of Cracks and Fracture Surfaces 
The different fracture mechanisms discussed above give rise to fracture surfaces 
that have some common features. In 1984 Mandelbrot et al. showed that fracture surfaces 
in heterogeneous materials are self-affine objects, i.e. they are invariant with respect to an 
anisotropic dilatation (x, y, z) → (λx,λy,λς z) where ζ is called the roughness exponent 
[83].  This self-affine behavior ranges between the precision of the experimental probe 
and a correlation length, ξ, which is material dependent.  Measurements in brittle and 
ductile materials, such as steel, ceramics, glass, wood, and polymers, reveal the same 
value of the roughness exponent using different experimental techniques [84, 85, 86, 87, 
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88, 89].  Bouchaud et al. have observed two roughness exponents -- one at small length 
scales, ζ  ~ 0.5, and a second exponent, ζ ~ 0.8, at larger length scales -- separated by a 
crossover length, ξc (90, 91), which depends strongly on microstructures in the material.  
It has also been determined that the crossover length shifts to smaller values as the crack 
velocity increases. 
The roughness exponent of fracture profiles is determined from the height-height 
correlation function ( )xg ∆  (see figure 4.13a): 




xhxxhxg −∆+=∆  .       4.10 
where the bracket <…> denotes an average over x .  For self-affine behavior of the 
fracture surface, ( )xg ∆  scales with x∆  as, 
( ) ( )ςxxg ∆∝∆ ,         4.11 
where ζ is the roughness exponent.  In three dimensions one can define three different 
profiles − hx(z), hy(z), and hy(x) − yielding three different roughness exponents, see figure 
13b.  An excellent example of these exponents in MD simulations is found in 
nanostructured Si3N4 [92].  The roughness exponent is calculated to be ζ ⊥= 0.58±0.14 
below 6 nm (the nanoparticle size) and ζ⊥ = 0.84±0.12 beyond 6 nm.  A similar study in 
amorphous Si3N4 gives roughness exponents close to these results, although the crossover 
length is smaller.  The in-plane roughness exponent for nanostructured Si3N4 has also 
been calculated.  The best fit to the corresponding height-height correlation gives ζ = 
0.57±0.08; experimental values range between 0.5 and 0.65.   
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Figure 4.13:  (a) Schematic of a fracture surface profile.  The height-height 
correlation function, g(yo), is expected to behave as yoζ, where ζ is the roughness 
exponent. (b) Displays three distinct roughness exponents: (i) ζ is the the in-plane 
roughness exponent corresponding to the profile hy(z); (ii) ζ⊥ is the out-of-plane 
roughness exponent perpendicular to the direction of the crack propagation for the 
profile hx(z); and (iii) ζ|| is the out-of-plane roughness exponent parallel to the 
direction of the crack propagation for the profile hx(y).  Note the crack is propagates 
in the x-direction. 
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 The results of massively parallel MD simulations of fracture in bulk and 
nanophase amorphous silica are presented in this chapter.  Three simulations were 
preformed to study the effects of fracture in bulk silica -- (1) 110 million atoms, (2) 15 
million atoms, and (3) 1 million atoms. Section 5.1 presents the results of fracture 
simulations in the 110 million atom system, i.e. the morphology and dynamics of the 
crack front, damage zone around the crack front, and scaling properties of fracture 
surfaces.  Section 5.2 presents the results of million atom simulations on nanophase 
amorphous silica.  
5.1   Crack-front Morphology and Dynamics in Bulk Amorphous Silica 
A 110 million atom bulk amorphous silica system (120.6nm×120.6nm×120.6nm) 
was initially strained at the rate of 0.05nm per picosecond to ~2%, and then a notch of 
height 40.0nm, base 20.0nm, and length 120.6nm was inserted into the sample.  The 
system was allowed to relax and then subjected to a strain of 0.05nm per picosecond. 
The time evolution of the entire crack front was monitored for 77ps.  The 
following quanties were analyzed: (1) the average velocity of the crack front, (2) the 
distribution of the local crack front velocities, (3) the morphology of the crack in and out 
of the fracture plane (4) the auto-correlation function of the crack front, and (5) spatial 
and temporal behavior of cross-correlations functions of the crack front.  
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Figure 5.1 shows the average position of the crack front as the crack propagates. 
(Time is measured from the point at which the strain is applied after inserting the notch.)  
From this figure it is evident that there are two velocities regimes for the crack front: (1) 
a slow region where the applied strain increases from ~2.2% to ~3.6% and the average 
velocity is ~400 m/s, and (2) a region where the applied strain is increased from ~3.9% to 
5.0% and the average speed of the crack front is ~1300m/s, or ~0.5 times the speed of 
Rayleigh waves, cR.  (Experiments reveal that fracture in many brittle materials occurs at 
the terminal speed of 0.6cR.)  Shortly after this, it becomes difficult to determine the crack 
front because some parts have reached the end of the sample.  All observations about the 
crack front are grouped into slow and fast regions. 
5.1.1   Morphology of the Crack Front 
 The morphology of the crack front provides insight into fracture.  Figures 5.2 a 
and b are snapshots of the in-plane and out-of-plane profiles of the crack front in the slow 
region, respectively.  The in-plane crack front profile is bowed (i.e. the center has 
Figure 5.1:  Crack front position as a 
function of time.  It is apparent that there are 
two velocity regimes.
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progressed more than the edges) while the out-of-plane profile appears to fluctuate about 
a mean with a standard deviation of 0.9nm.  Figure 5.2 c and d are snapshots of the in-
plane and out-of-plane profiles of the crack front in the fast region, respectively.  In the 
(a) (b)  
(c)  (d) 
Figure 5.2 (a) An in-plane crack front profile in the slow region.  (b) An Out-of-plane crack 
front profile in the slow region    (c) An in-plane crack front profile in the fast region.  (d) An 
out-of-plane crack front profile in the fast region. 
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fast region, the shape of the in-
plane profile is remarkably 
different from that in the slow 
region.  The left-hand side of the 
crack front still lags the center of 
the crack front, but the right-
hand side of the crack front is 
approximately at the same 
position as the center of the 
crack front.  The out-of-plane 
crack front profile fluctuates 
about its mean with a standard 
deviation of 1.3nm. 
 Next, the time average 
auto-correlation function (see 
equation 2.30) is computed to 
study spatial coherence within a 
crack front.  The in-plane auto-
correlation of the crack front in the slow region is shown in figure 5.3a.  Between 4 nm 
and 15nm, the auto-correlation function decreases linearly from 0.65 to 0.21.  Between 
16nm and 38nm, the auto-correlation function continues to decreases linearly from 0.17 
to -0.31; however, the rate has decreased by a factor of 1.7.  Around 24nm the spatial 




Figure 5.3: The average auto-correlation 
function for the crack front in the slow (a) 
and fast (b) regions.  
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front.  In the region where the auto-correlation is anti-correlated, there is a local 
minimum at about 40nm.  At ~70nm the auto-correlation function again becomes 
positive.    In this region there is a local maximum around 89nm. 
The in-plane auto-correlation function averaged over all crack front profiles in the 
fast region is plotted in figure 5.3b.  The shape of the curve is slightly different from that 
in the slow region.  Between 3.6nm and 14nm, the auto-correlation function decreases 
linearly from 0.53 to 0.14, and a shoulder is observed between 14nm and 24nm.  Between 
24nm and 40nm, the auto-correlation function decreases from 0.10 to -0.16, but the 
decrease is no longer linear.  Beyond 28nm the spatial correlations become negative, 
which implies a loss of memory effect in the crack front.   
Figure 5.4a is the cross-correlation function for the in-plane crack front 
displacement in the slow region averaged over all crack fronts separated by ∆t, where ∆t 
ranges from 0.5ps to 12.5ps in intervals of 0.5ps.  The function is highly correlated over a 
significant portion of the crack front, and the shape of the cross-correlation function 
remains nearly constant.  The spatial-correlation function for ∆t=0.5ps decays over the 
first 41nm; in the interval from  4nm to 31nm the decay is linear (decreasing from 0.70 to 
-0.22; see figure 5.5a).  Between 24nm and 75nm the spatial-correlation function is anti-
correlated and reaches a minimum value of   -0.39 around 41nm.  Beyond 75nm the 
cross-correlation function becomes positive again, though the maximum height of the 
correlation is only 0.12.   Similar results are seen for crack fronts separated by ∆t = 
12.5ps.  The spatial correlation decreases over the first 38nm, and in particular, over the 
first 30nm, the decrease from 0.77 to -0.31 is linear (see figure5.5b).  Between 21nm and 
73nm the spatial-correlation function is anti-correlated and reaches a minimum value of -
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0.42 around 40nm. The cross-correlation function is positive beyond 73 nm, and reaches 
a maximum of 0.14 around 85nm.   As time progresses the temporal correlation for 
∆z=0nm decreases from .91 at 0.5ps to .77 at 12.5ps which corresponds to a rate of 0.012 
per ps. 
Figure 5.4b is the cross-correlation function of the in-plane crack front 
displacement in the fast region averaged over all crack fronts separated by ∆t, where ∆t 
ranges from 0.5ps to 12.5ps in intervals of 0.5ps.  The cross-correlation function for 
∆t=0.5ps is correlated over the first 28nm (figure 5.5c).  Between 4nm and 14nm, the 
cross-correlation function decreases linearly from 0.52 to 0.12, and a shoulder is 
observed between 14nm and 24nm.  Between 24nm and 38nm, the cross-correlation 
function decreases approximately linearly from 0.05 to -0.14.  Beyond 28nm the cross-
correlation effects in the crack front are anti-correlated, but small in magnitude.  This is 
different from to the slow region, where the cross-correlation function becomes positive 
after 75nm (∆t = 0.5ps).  The cross-correlation curve for ∆t=12.5ps is shown in figure 
5.5d.  Over the first 12nm the cross-correlation function deceases linearly from 0.58 to 
0.21. In the next 5nm the cross-correlation function continues to decrease; however, the 
decrease is not linear.  Between 17nm and 23nm there is a shoulder in the cross-
correlation function.  Between 23nm and 38nm the curve again decreases linearly from 
0.12 to -0.14.  Around 32nm the cross-correlation function becomes anti-correlated, and 
as in the case for ∆t = 0.5ps, it remains anti-correlated.  As time progresses, the cross-
correlation function at z = 0nm decreases from .86 at .5ps to .58 at 12.5ps.  This decrease 












Figure 5.4:  (a) In-plane cross-correlations in the slow region.  (b) In-plane cross- 
correlations in the fast region. 
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where )(td is the cross-correlation as ∆t increases from 0.5ps to 12.5ps and z = 0nm.  The 
parameters 003.0567.0 ±=a , 0.003567.0 ±=b , and 14.05.4 ±=c  are determined via a 
regression analysis where the correlation coefficient of the fit is 0.999. 
The cross-correlation function of the out-of-plane crack front displacement in the 
slow region is shown in figure 5.6a.  For ∆t = 0.5ps, the cross-correlation starts at 0.63, 
crosses 0 around 9nm, and then fluctuates around zero (figure 5.7a).  However, as time 






Figure 5.5: The average in-plane cross correlation for the crack tips in the slow region 







Figure 5.6:  (a) Out-of-plane cross-correlation – slow 
region.  (b) Out-of-plane cross-correlation – fast region. 
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∆t = 12.5ps the cross-correlation function is only 0.10 at ∆z = 0nm.  This is within the 
fluctuations of the cross-correlation function.  As a function of time, it is observed that 
the main peak in the spatial cross-correlations (i.e. z = 0nm) decreases from 0.63 (∆t = 
0.5ps) to 0.10 (∆t = 12.5ps).  
The spatial and temporal correlations of the out-of-plane crack front in the fast 
region are shown in figure 5.6b.  For ∆t = 0.5ps, the cross-correlation function begins at 
(a) (b) 
(c) (d) 
Figure 5.7: The average out-of-plane cross correlation for the crack tips in the slow 
region separated by (a) 0.5ps and (b) 12.5ps and the fast region separated by (c) 0.5ps 
and (d) 12.5ps. 
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(i.e. ∆z = 0nm) .64 and decreases to 0 within 7.2nm (figure 5.7c).  Subsequently, the 
cross-correlation function fluctuates around zero.  For ∆t = 12.5ps, the spatial coherence 
starts out around 0.09 and decreases to 0 within 7.65nm (figure 5.7d).  Again, the cross-
correlation function fluctuates around zero.  The time dependence of the cross-correlation 
function shows a decrease from 0.64 at ∆t = 0.5ps to 0.09 at ∆t = 12.5ps.  This decrease 







where 62.0=a , 083.0=b , and 8.3=c .  The small value of the cross-correlation 
function for the out-of-plane crack front at ∆t = 12.5ps implies a negligible spatial 
coherence in the fast region. 
The instantaneous velocity profiles of the crack front vary significantly from the   
slow to the fast region.  Figure 5.8a is a profile of the instantaneous in-plane crack front 
velocity in the slow region.  In this profile, the crack front is moving with varying speeds.  
In fact, some parts of the crack front are moving forward while other parts maybe moving 
backwards.    The average velocity of the crack front for this profile is around 200m/s.  
Figure 5.8b is a profile of the instantaneous in-plane crack front velocity 1.0ps later (still 
in the slow region).  In the area around 20nm in Figure 5.8a the crack tends to close up; 
in figure 5.8b the crack front moves forward in that region.  A similar effect is seen 
around 86nm.   
Figure 5.9a is a profile of the instantaneous in-plane velocity in the fast region.  
As in the slow region, the crack front advances with varying velocities.  The average 
speed of the crack front is around 1378m/s.  Around 97nm, the crack front moves 
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forward relative to the rest of the crack front.  However, if the same region is examined 
1ps later, the crack front moves in the opposite direction (Figure 5.9b).  
The distribution of the instantaneous crack front velocity in the slow and fast 
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Figure 5.8: (a) A snap shot of the instantaneous velocity in-plane for the slow 
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Figure 5.9: (a) A snapshot of the instantaneous in-plane velocity in the fast 
region.  (b) A snapshot of the instantaneous in-plane velocity 1ps later than in 






























































Figure 5.10:  Binning of the instantaneous 
velocity in the slow (a) and fast regions (b). 




Figure 5.11: The in-plane velocity cross-correlation function in the slow (a) and fast (b) 
regions; (c) and (d) show the out-of-plane velocity cross-correlation function slow and fast 
regions, respectively. 
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where rv   is the ratio of the crack front speed to the speed of Reyleigh waves.  From 
these results the average value of the velocity is calculated to be ~300m/s.  In the fast 
region the velocity distribution exhibits a shoulder around 900m/s (figure 5.10b).  
Now turning to the spatial and temporal correlations of the instantaneous velocity 
of the crack front, figure 5.11a is the in-plane velocity cross-correlation function in the 
slow region.  For ∆z = 0 nm and ∆t = 0.5ps the velocities are correlated and the value of 
this correlation is 0.20.  However, at ∆z=0 nm and ∆t=1.0ps the velocities are strongly 
anti-correlated, and the peak height is -0.32.  Everywhere else the velocities are 
uncorrelated.  This implies that within 0.5ps the crack front tends to move in the direction 
that it was moving the instant before.  However, within the next 0.5ps the crack front 
reacts forcing the crack front to move in the opposite direction.  In figures 5.11 b, c, and d 
the same effect is observed in the in-plane velocity cross-correlation function in the fast 
region as well as the out-of-plane velocity cross-correlation function in the slow and fast 
regions.  
5.1.2   Damage Zone 
The damage zone is an area around the crack front with cavities, secondary crack, etc.  
The damage zone for silica includes pores ahead of the crack front (see figure 5.12).  The 
distribution of pores around the crack front and the growth and coalescence of the pores 
have been studied in the case of the 110 million atom MD simulation. 
In the slow region, a significant number of pores consist of 2 voxels.  As the crack 
propagates in the slow region, there is a sharp peak in the pore distribution within 5nm of 
the crack front (see figure 5.13a), and a broad peak about 30nm ahead of the crack front.  
The larger pores are concentrated between 2 and 4 nm ahead of the crack front.  The 
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shape of the pores have been analyzed via the asphericity parameter, γ , which is 
calculated from the radius of gyration tensor, T
t
, as follows [93]: 
( )















where γ  is zero for a spherical pore and unity for an infinitely long ellipse. Table 5.1a is 
a summary of the MD results.  Most of the smaller pores tend to be spherical while the 
larger pores tend to be non-spherical. 
Figure 5.13b depicts a distribution of pores at an instant of time in the fast region.  
The system is mostly composed of pores consisting of 2 voxels within 5nm of the crack 
front.  However, the broad peak ~30nm ahead the crack front in the slow region evolves 
into a sharp peak ~15nm ahead of the crack front.  The larger pores within 2 to 4 nm 
ahead of the crack front are common to both velocity regimes. The shape of the pores is  
 
Figure 5.12: A snapshot showing the pores as they open 
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Figure 5.13: Distribution of the pores around the crack 
tip in the slow (a) and fast (b) regions. 
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Table 5.1: Statistics of the shape of pores in the slow (a) and fast (b) regions. γ  is 
zero for a spherical pore and unity for an infinitely long ellipse. The smaller pores 
tend to be spherical while the larger pores tend to be non-spherical. 
(a)  
pore size      
(i.e. # of 
voxels) 
number 
of pores γ error min max 
2 555 0.09 0.04 0.02 0.20 
3 25 0.12 0.06 0.03 0.22 
4 10 0.11 0.06 0.07 0.23 
5 1 0.10       
7 1 0.15       
10 1 0.13        
(b)  
pore size       
(i.e. # of 
voxels) 
number 
of pores γ error min max 
2 641 0.09 0.03 0.02 0.19 
3 32 0.13 0.07 0.04 0.25 
4 16 0.10 0.06 0.05 0.25 
5 8 0.11 0.06 0.15 0.22 
6 2 0.10 0.05 0.05 0.15 
7 2 0.3 0.15 0.13 0.44 
8 1 0.06    
10 1 0.20    
18 1 0.29    
22 2 0.2 0.11 0.11 0.33  
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again determined from the asphericity parameter, γ .  Table 5.1b lists the MD results.  
Again, most of the smaller pores are spherical and the larger ones tend to be non-
spherical. 
Figures 5.14 a through i track the evolution of a group of pores every 1.0ps. In the 
first figure, pores range in size from 2 voxels to 4 voxels.  As time progresses, the pores 
increase in size up to 34 voxels.    Figures 5.15 a through f is yet another set of snapshots 

















Figure 5.14: Snapshots of pores in front of the 
notch.  (Frames are separated by 1.0ps.)  Circle 
depicts a region where pores are growing and 








Figure 5.15: Snapshots of the notch (grey) and the pores in front of the notch.  
(Frames are separated by 0.5ps.)  The figures depict pores ahead of the crack front 
merging with the crack. 
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crack front, grow, and then merge with the crack front.  Recent atomic force microscopy 
(AFM) fracture experiments by Bouchaud et. al. demonstrate that nanocavitation and 
coalescence of cavities with the crack are the fracture mechanisms in aluminosilicate 
glasses and silica (figure 5.16) [94]. 
5.1.3   Roughness Exponent of Fracture Surfaces 
Figure 5.17 displays the crack surface.  The roughness of the surface has been 
analyzed using the zmax correlation function: 
( ) ( ){ } ( ){ }[ ] ςrrhrhrz
xrxrxrxrx
∝′−′= +<′<+<′< minmaxmax  
where ( ){ } rxrxrh +<′<′max  is the maximum value of the height between x  and rx +  and  
( ){ } rxrxrh +<′<′min  is the minimum value of the height between x  and rx +  (see figure 
5.18) [95].  In the direction of propagation, the out-of-plane roughness exponent is found 
to be ~0.45.  In the direction parallel to the initial crack front, the out-of-plane roughness 
 
Figure 5.16: AFM picture showing stress corrosion crack (i.e. sub-critical crack 
growth where the corrosion by the water contained in the atmosphere assists the crack 
propagation) in an aluminosilicate glass at room temperature.  This picture reveals 
nanometric cavities (green) ahead of the crack.  With the FRASTA (Fracture-surface 
Topography Analysis) method, it is shown that the voids contribute to the final 
fracture and are actually damage cavities. Recently, the group has observed the same 
fracture mechanism in silica glass (E. Bouchaud, private communications).  
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Figure 5.17: The surface of the crack. 
x x+r
h
Figure 5.18:  (a) Schematic of a fracture surface profile.  ( ){ } rxrxrh +<′<′max  is the 
maximum value of the height between x  and rx +  (shown here by a blue dot) 
and  ( ){ } rxrxrh +<′<′min  is the minimum value of the height between x  and rx +  
(shown here by a yellow dot).  
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exponent is somewhat higher ~0.55.  The results from the zmax method are in agreement 
with experimental results which predict a roughness of .5 for small length scales 
perpendicular to the direction of propagation. 
5.2   Simulations of Nanophase Amorphous Silica 
The simulation of nanophase amorphous silica involved 1 million atoms.  The 
nanophase silica system was prepared by sintering silica nanoparticles cut out of bulk 
amorphous silica system.  Initially, spheres of diameter 8nm are cut from bulk amorphous 
silica.  Then the conjugant-gradient method is applied to the nanoparticles to minimize 
the energy, and subsequently, the particles are randomly placed in an MD box of size 
36.0nm×36.0nm×36.0nm.  The initial density of this system is 0.785 g/cc.  The 
temperature is increased to 1000K, and the system is consolidated at high pressure.  The 
system at 16GPa has a density of 2.13gm/cc which is ~97% of the density of bulk 
amorphous SiO2. 
The temperature of this system is decreased to 300K and the pressure is released.   
A notch is inserted, and the system is allowed to relax.  Next, the system is strained at the 
rate of ~0.017nm per picosecond, and after each strain increment, the system is allowed 
to relax.  This process is continued until the system completely fracturs at ~9% strain.  
Figure 5.19 shows the initial notch in the nanophase system at 300K.  Small pores 
are found even in the unstrained, consolidated system.  These pores are located in the 
interfacial regions along the nanoparticle boundaries.  Under strain, the pores between the 
nanoparticles grow and merge with the crack front.  Also, secondary cracks are formed in 
the nanophase system (figure 5.19).  The onset of crack propagation occurs at ~3% strain, 
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and at 9% strain the system has undergone fracture.  The crack meanders along 





t = 0 ps
 
t = 33 ps t = 46 ps
 
Figure 5.19: (a) The initial notch in the 1 million atom nanophase 
amorphous silica system.  Pores are observed in the system in interparticle 
regions. Snapshots of pores and the crack 33ps and 46ps after inserting a  
notch. 
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CHAPTER 6     
 
EXPERIMENTAL WORK ON TITANIA 
 
 
The amorphous silica work presented in the previous chapters lead to a general 
interest in the mechanical properties of oxides.  In this regard, the MD research work was 
extended to experimental work on another oxide.  It was decided that the material of 
choice should be another material that is industrially very versatile.   The choice of TiO2 
was base on the fact that titania is used in products such as paint, paper, plastics and 
cosmetics.  Titania is also used in high-tech applications such as cleaning the air on space 
systems so that plants and animals can survive, as a catalyst in waste water treatment, and 
sensors systems [96,97,98,99]. 
Nanoparticles, as seen previously, have interesting properties when compared to 
their bulk counterparts -- (1) unusual characteristics at the interfacial regions, (2) 
improved yield strength for nanophase metals, and (3) enhanced ductility for nanophase 
ceramics.  Recently, there has been a push to examine the possibilities of using 
nanostructured titania (n-TiO2) in the production of dye-sensitized solar cell [100,101].  
Nanostructured titania is the focus of the experimental work presented here.   
Section 6.1 is a brief introduction to TiO2 and its various crystalline structures.  
Sections 6.2 and 6.3 are devoted to an explanation of the synthesis of n-TiO2 and the 
techniques used to characterize the material.  The next section examines the phase 
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transition from anatase to rutile.  The final section is devoted to a discussion of future 
experimental and simulation work which is planned for n-TiO2. 
6.1   Introduction -- The Structure of TiO2 
Titania exists in three crystal forms: brookite, anatase, and rutile.  (Other less 
common structures of titania do exist; however, they will not be presented here.)  
Although all three forms of titania are chemically identical, the crystalline structures 
differ dramatically.  The following is a discussion of the crystalline structures. 
Brookite is the least common of the crystalline forms of TiO2.  The general 
structure of brookite can be thought of as a linkage of TiO6 octahedrals [102, 103], and it 
belongs to the Pbca space group.  The lattice structure is orthorhombic with unit cell 




The number of formula per unit cell is 8, and the atomic coordinates of the atoms are: 
Ti:     0.1290, 0.0972, -0.1371 
O(1): 0.0101, 0.1486,  0.1824 
O(2): 0.2304, 0.1130, -0.4629 
Figure 6.1a depicts the structure of brookite. 
Anatase is the second most common of the crystalline forms of TiO2.  The general 
structure of anatase is a linkage of octahedrals [102, 103], and it belongs to the P41/amd 
space group.  The lattice structure is tetragonal with unit cell lengths of:  
  a=3.785Å 
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c=9.514 Å. 
The number of formula per unit cell is 4, and the atomic coordinates of the atoms are: 
Ti: 0, -0.25, 0.125 
O:  0, -0.25, 0.3316. 
Figure 6.1b depicts the structure of anatase.  
Rutile is the most common of the crystalline forms of TiO2.  Rutile, like brookite 
and anatase, is a linkage of octahedrals [102, 103], but rutile belongs to the P42/mnm 
space group.  The lattice structure is tetragonal, with unit cell lengths of:  
a=4.594Å 
c=2.958 Å. 
The number of formula per unit cell is 2, and the atomic coordinates of the atoms are: 
Ti: 0, 0, 0 




Figure 6.1: Depicts the linkage of octahedrals in the three crystalline forms of TiO2: 
(a) brookite, (b) anatase, and (c) rutile [103].
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Figure 6.1c depicts the structure of rutile.  It is worth noting that bulk brookite and 
anatase go through a phase transition to rutile at ~750C and ~915C, respectively. 
 The structure of the as-sythesized n-TiO2 in this work is anatase.  The n-TiO2 
samples were examined using the SEPD (Special Environment Powder Diffractometer) 
of the Intense Pulsed Neutron Source (IPNS) at Argonne National Laboratory (ANL) in 
order to study the phase transition and the grain growth behavior.  
6.2   Synthesis of TiO2 Nanoparticles 
In the late 19th century some of the first patents were issued on the essential 
features of Chemical Vapor Deposition (CVD), a method for producing nanoparticles.  
Since this time CVD has been used for making films, powders, plasma, etc.  This method 
is quite ingenious and yet, simple.  Cryptically, the process is define by the following 
equation:  
Precursor (gaseous molecules) + energy  powder / film / plasma + gases 
In other words, the energy introduced into the system causes the precursor (gaseous 
molecules) to react, forming the desired substance plus leftover gases that are vacuumed 
out of the system.  This method, though widely used, does not produce particles of a 
uniform size.  In the past decade, a spin-off of the CVD method, Chemical Vapor 
Synthesis (CVS), has been developed.  The essential difference between CVS and CVD 
is that particles are deposited on the surface of a wafer for CVD and are collected in a 
collector in CVS.   
The CVS equipment used in the production of nanoparticles consists of five 
essential components -- precursor delivery system, chemical reactor (hot wall reactor in 
this case), powder collector, pressure control system, and vacuum pumps (see figure 6.2) 
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[104].  The design of these components is based on the material to be synthesized.  
Bubblers may be used to introduce the precursor; however, bubblers provide for poor 
control of the particle size.  In this work, a direct liquid injection system, consisting of a 
micropump and a flash evaporator, was used to deliver Ti(OC3H7)4 at a flow rate of 
0.25L/min.  This method delivers a uniform, fine mist of Ti(OC3H7)4 which evaporates 
prior to entering the chemical reactor.  Oxygen and helium were allowed to flow into the 
system at a rate of 2.000 L/min and 0.150L/min, respectively. 
The hot wall reactor provides the energy to drive the decomposition of 
Ti(OC3H7)4 and the production of the nanoparticles.  (The temperature of the hot wall 
reactor is set to 1200ºC.) 
 The powder collector, which is downstream of the hot wall reactor, provides a 
means to collect the nano-particels.  The material flow, from the hot wall reactor to the 
powder collector, is maintained by keeping the pressure within the powder collector 
 
Figure 6.2: Schematic of the equipment used in the synthesis of nanophase TiO2.  Red 
represents hot regions and blue represents cold regions.  
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lower than the pressure in the hot wall reactor.   An induced thermal gradient within the 
collector causes the nanoparticles to migrate to the walls of the collector.  The 
accumulated powder is subsequently collected using a scraper. 
 The absolute pressure gauge and the butterfly value are components of the 
pressure control system.  These essential elements, along with the vacuum pump, set up a 
pressure gradient which causes the gases to flow from a high pressure region, where the 
precursor is introduced into the system, to a low pressure region where the particles are 
collected and the gases are evacuated out of the system. 
6.3   Characterization of TiO2 Nanoparticles 
 The TiO2 nanoparticles were characterized using X-ray diffraction (XRD) and 
Brunauer-Emmett-Teller (BET) nitrogen absorption.  Figure 6.3 shows the results from 
the XRD.  The curve Yobs is the observed intensity as a function of angle 2θ, and Ycal is 
the calculated value of the intensity.  The peaks in the X-ray diffraction data are centered 
around the Bragg reflection peaks (Bragg_positions – shown in green).  Note, the 
diffraction peaks for bulk TiO2 are narrow while the diffraction peaks for the 
nanoparticles are broaden.  The broadening of the X-ray diffraction data about the Bragg 
reflection angles is related to the size of the nanoparticles.  Scherrer used Braggs’s law to 
establish a relationship between the particle size and the X-ray broadening.  The 
derivation is as follows.  Multiply Bragg’s equaion, 
( )θλ sin2d= , 
 by m  and let md equal t: 
( )θλ sin2tm = . 
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This is interpreted as the mth order reflection of a set of planes with thickness t.  Now 
differentiate this equation holding m and λ constant:  
( ) ( )θθθ cos2sin20 ∆+∆= tt . 










The smallest value of ∆t is d, the distance between planes, and the particle size is related 
to the broadening, θ∆2 , via the following equation: 
( )














































Figure 6.3: Characterization of the nanophase TiO2 using X-ray diffraction.  The 
Bragg reflection points are for anatase.  No measurable amount of rutile was found. 
The diameter of the nanophase TiO2 particles was found to be 5.2 nm. 
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This derivation assumes that the shape of the peaks is triangular.  A more general 
analysis, wherein the peaks are assumed to be Gaussian, introduces a multiplicative factor 
of 0.90 in the above equation.  In view of the uncertainty in the experimental data, there 
is very little reason to make a distinction between the two results, and hence most 
scientists use this equation as presented.  Based on this equation and the first diffraction 
peak, the size of the TiO2 nanoparticles is ~5nm.  An extension of the above analysis, in 
which more of the “peak broadening” data are used, predicts a particle size of ~5.2nm. 
 As stated above, the TiO2 nanoparticles were also characterized using Brunauer-
Emmett-Teller (BET) nitrogen absorption.  This method measures the absorption of 
nitrogen by the nanoparticles, and it is a measure of the surface area of the nanoparticles.  
The particles are assumed to be spherical and in this context, the diameter of the particles 
is calculated to be ~5.4nm. 
 The two methods, when compared with each other, give a measure of the amount 






dN =  
where  N  is the number of grains per particle and BETd  and XRDd  are the diameters of the 
particles as determined via BET and XRD, respectively [104].  Based on the values for 
BETd  and XRDd , it is found that N is ~1.14 --  hence, implying little agglomeration. 
6.4   Study of Sintering Behavior and Phase Transition via In-situ Neutron 
Diffraction 
Little is known about the sintering behavior and phase transition of TiO2 
nanoparticles, but there are a few commonly known facts about these materials.  For 
example, it is widely known that nanophase TiO2 sinters rather easily and undergoes a 
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phase transformation from anatase to rutile around 700°C.  Ahn et. al. preformed 
experiments to study the phase transition from anatase to rutile in three different powder 
compacts -- (1) 65MPa and total density of 59.3% (referred to as the MC pellet);  (2) 
4.5GPa and total density of 86.9% (referred to as the GC pellet); and (3) loosely packed 
[105]. Using X-ray diffraction the initial powder was characterized to have a diameter of 
31nm for anatase (~95.8%) and 37.2nm for rutile (4.2%).  They found that the onset of 
the phase transition began around 800°C for the loosely packed powder, and the MC 
pellets and GC pellets started to pass through the phase transition at ~700°C and ~650°C, 
respectively.  Although the phase transitions began at different temperatures, all three 
materials complete the phase transition around ~1150°C. 
Ding et. al. have studied the anatase to rutile phase-transition and the grain 
growth of nanophase TiO2 [106].  Using XRD to determine the phase-transitions, they 
found that the onset of the phase transition began above 549.85°C (particle size was 6nm 
at this temperature) and was completed around 799.85°C.  An interesting part of this 
paper is the discussion of the grain growth of the particles.  They found two regions of 
grain growth – a region below 499.85°C where the grain growth rate is relatively small, 
and a region above this temperature where the grain growth rate is somewhat faster. 
Little information is known about how the lattice parameters evolve during the 
phase transition from anatase to rutile.  Eastman examined the evolution of the lattice 
parameters in situ for two rutile nanophase pellets using XRD [107].  The initial 
difference in the two pellets is due to the initial weight fraction of anatase and rutile.  The 
initial weight fraction of one sample was 9% anatase and 91% rutile, and the other 
sample was 6% anatase and 94% rutile.  Eastman found that the lattice parameter a  
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decreases slowly as the temperature is increased from room temperature to 1049.85°C.  
However, the lattice parameter c  increases significantly up to ~526°C and then slowly 
increases up to 1049.85°C. 
The neutron-diffraction experiments that are discussed here were preformed at 
IPNS using the SEPD facility.  The experiments were devoted to a study of the 
sintering behavior and phase transformation of TiO2 nanoparticles from anatase to 
rutile.  (Information on the SEPD can be found in reference [108].)  The experiment 
was preformed twice over a temperature range from 200°C to 920°C using a furnace 
with controlled sample atmospheres.  The key differences between the two runs are as 
follows.  One, the heating schedules were different.  In the first run the temperature was 
incremented in small steps in an effort to locate the phase transition.  The information 
gathered in the first experiment was used to developed a more relevant heating 
schedule that was used in the second experiment (i.e. the relevant temperature interval 
for the anatase to rutile transformation was found, and this temperature interval was the 
focal point of the second run).  Two, a Pt container was used in the first run and a 
validium container was used in the second run (this change was made in an effort to 
improve the quality of the data).  Three, the first run was conducted in an oxidizing 
atmosphere (2% O2 and 98% Ar), and the second run was conducted under vacuum.  It 
is well known that annealing rutile in a reduced atmosphere can cause the TiO2 to lose 
oxygen and become a mixture of Ti4O7, Ti5O9, and Ti6O11.  In this case, it is unclear 
what happens to the nanostructured anatase.  Also, it should be noted that the nano-
powder used in the SEPD, by necessity, was loosely packed, so that we investigated the 
properties at essentially pressureless condition. 
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Figure 6.4 shows one of the data sets, count/µs vs. d-spacing, in the second 
experiment at a temperature of 640°C.  The red plus signs are the actual data points, the 
green line is the fit to the data, and the pink line is the difference between the two.  The 
tick marks are the Bragg reflection points (black: antase, blue: rutile).  The experiments 
yielded information regarding the phase transition from rutile to anatase, averaged 
crystalline domain size, and the lattice parameters are presented below. 
 
Figure 6.4: Neutron scattering results from the sintering of TiO2 during the second 
run (Validium container) at 640°C.  ~57% of the sample is Anatase and ~43% of the 
sample is Rutile.  The red plus signs are the actual data points, the green line is a fit to
the data, and the pink line is the difference between the two.  The tick marks are the 
Bragg reflection points (black: antase, blue: rutile).  
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6.4.1 Anatase  Rutile Weight Fractions 
 The first run (Pt container) confirmed the results of the XRD work, which 
indicated that the initial sample had no noticeable rutile component.   During the first run, 
there was no rutile found below 520°C.  However, between 520°C and 560°C the fraction 
of rutile increases to ~25%.  This temperature is considerably lower than the transition 
temperature quoted by Ahn et. al. for their loosely packed powders, but their particle size 
is larger [105].  However, Ding et. al. who had approximately the same particle size, 
found about the same temperature for the onset of the phase transition.  Above a 






















Figure 6.5:  Phase transformation of anatanse (A) to rutile (R) for first (Pt container) 
and second runs (Validium, V, container). 
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the temperature measured by Ahn et. at. (~1150°C) and Ding et. al. (~800°C).  Figure 6.5 
details the weight fraction changes as the sample transforms from anatase to rutile. 
The second run (Validium container) showed that the weight fraction of rutile was 
essentially zero up to a temperature of 550°C beyond which the percentage of rutile 
increased sharply to ~25%.  At 650°C 90% of the sample had transformed to rutile, and at 
the next temperature point, 700°C, no measurable anatase was found.  Figure 6.5 details 
the weight fraction changes as the sample transitions from anatase to rutile. 
6.4.2 Average Crystalline Domain Size 
 The average crystalline domain size is a measure of the growth of the crystallinity 
in the nanoparticles.  At 200°C the average crystalline domain size (~6nm) in both runs is 
approximately the size of the particles as determine via XRD (~5.2nm).  The average 
crystalline domain size for anatase in both runs increases from ~6nm to ~11nm over a 
temperature range from 200°C to 600°C (see figure 6.6a).  It should be noted that there is 
one last point at 640°C for the Pt container and 650°C for the validium container.   These 
points indicate a continued growth in the particle size.  However, the amount of anatase 
at these temperatures is small and thus, there is a large uncertainty in the measure of the 
particle size.   
 As indicated above, around 560°C for the Pt container and 540°C for the validium 
container, the samples begin to undergo a phase transition from anatase to rutile.  At the 
onset of the phase transition, there is no significant growth of the particles -- the average 
crystalline domain size is ~7nm.  However, the particle size increases from 7nm to 
146nm over a temperature range from 550°C to 920°C (see figure 6.6b).  There is a 
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distinct change in the particle size as a function of temperature at 800°C.  Below 800°C 




































































Figure 6.6: Growth of nanophase particles as the temperature increases in conjunction 
with phase transition -- (a) the average crystalline size vs. temperature for the anatase 
particles; (b) the average crystalline size vs. temperature for the rutile particles.   
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6.4.3 Lattice Parameters 
 The change in the lattice parameters as a function temperature provides an 
indication of the evolution of the crystal structure.  The anatase lattice parameter a , 
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− .  The unit cell volume (see Figure 6.7a) for 
both runs increases at approximately the same rate. 
 Similarly, the lattice parameters of the rutile were studied in situ.  In the first run, 









− , respectively.  In the second run (validium container), the values of  a  and 
c  at 560°C are drastically different from the balance of data for both lattice parameters; 
otherwise, the lattice parameters increase approximately linearly.  Therefore, the first data 
point was dropped in the calculation of the rate of change of the lattice parameters.  (This 
procedure is consistent with the fact that the weight fraction of the rutile is low at this 
temperature.)  The lattice parameters, a  and c , for the second sample increase linearly at 
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Figure 6.7: The change in the volume of the unit cell as the temperature increases and 
the TiO2 goes through a phase transition from the anatanse (a) to rutile (b) for first (Pt 
container) and second runs (Validium, V, container).
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6.5   Future Work 
 There are many unanswered questions about TiO2 which experiments in 
combination with simulations can answer.  Experimentally, there is still the question of 
whether there is Ti4O7, Ti5O9, and Ti6O11 in the samples.  Unfortunately, I am not able to 
answer this question at this time.  Obviously, I am interested in extending this research 
work to include material simulations in an effort to understand the phase transitions.  I 
also want to study, experimentally and computationally, fracture in TiO2.  The 
experimental work will be conducted in collaboration with Dr. Bouchaud’s group at CEA 
in France.  
Next, there are the questions that simulations can answer.  Recently, Ogata et. al. 
have developed a variable-charge interatomic potentials for nanophase TiO2 [109].   
Ogata et. al. have previously worked on two particle sintering of rutile nanoparticles and 
anatase nanoparticles  (It should be noted that they found rutile on the surface of the 
anatase nanoparticles if the temperature is maintained at ~726°C for hours) [110].  Also, 
they found that the two rutile nanoparticles did not sinter as easily as the two anatase 
nanoparticles.  The next reasonable question to ask is, what about the sintering effects of 
multiple nanoparticles.  Also, Xia et. al. have studied the effects of particle sizes on the 
transition temperature and found that as particle size decreases the transition temperature 
decreases [111].  A comprehensive study of this effect would be extremely valuable for 
scientists and engineers working with TiO2.  Another important simulation would be a 
study of sintering at low temperatures and high pressures.  Previously, Liao et. al. studied 
this effect  experimentally [112].  They found that at low temperatures and high pressures 
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the particle growth is impeded.  Via MD simulations it is expected that one can find the 
optimal pressure and temperature for sintering n-TiO2 particles with little grain growth 
and high density.  This information will be used to sinter n-TiO2, and the sintered 
samples will be used for fracture studies. 
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 This dissertation is focused on MD simulations of dynamic fracture in bulk and 
nanophase amorphous silica.  Reliable interatomic potentials, validated by comparison 
with various experimental measurements, have been used in simulations ranging from 106 
to 108 atoms.  All simulations are based on highly-efficient algorithms that scale linearly 
with the number of atoms.  The algorithms also map very well on parallel machines: 
interprocessor communication takes minimal amount of the execution time.  Furthermore, 
highly-efficient data compression algorithms have been employed for scalable I/O. 
 The first set of simulations pertained to a 110 million atom simulation of 
bulk amorphous silica.  The system undergoes fracture with a terminal velocity ~ 0.5 
times the speed of Rayleigh waves, cR.  (Experiments reveal that fracture in many brittle 
materials occurs at the terminal speed of 0.6cR.) 
In the slow region the in-plane cross-correlations of the crack fronts were 
observed to be spatialy and temporally correlated.  In the fast region the in-plane cross-
correlations of the crack fronts are spatially correlated, but the temporal correlation 
decreases exponentially for ∆z=0nm.  The out-of-plane cross-correlations of the crack 
fronts in the slow and fast region were found to be minimal.  The velocity correlations 
were all found to be negligible except at ∆z = 0nm, where they are correlated for 0.5ps 
and anticorrelated in the next 0.5ps.  
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 In amorphous silica, the crack propagates by growth and coalescence of 
nanocavities that open up ahead of the crack front.  The fracture in nanophase amorphous 
silica is mainly intergranular: The crack meanders around nanoparticles creating multiple 
branches and secondary cracks. 
In the field of fracture in glasses, there are a number of other challenging 
simulation problems; in particular, stress corrosion which involves chemical reaction 
with environmental molecules of cracks.  In order to adequately describe chemical 
processes involving bond breakage and formation, it is necessary to couple MD with a 
suitable quantum-mechanical scheme.  The density functional theory (DFT) provides  an 
appropriate quantum mechanical framework.  In DFT, a Schrödinger-like equation [113], 
called the Kohn-Sham equation, is solved.  The effective interaction in the Kohn-Sham 
equation is a sum of the electron-ion interaction, the Coulomb potential between 
electrons, and an exchange-correlation potential [114, 115].  In 1985, Car and Parrinello 
introduced an innovative approach to couple the dynamics of nuclei with the solution of 
the Kohn-Sham equation for electrons [116].  This approach provides an appropriate 
description of bond breakage around the crack front during crack propagation.  A 
computationally simpler approach than the DFT, the so called tight-binding approach, has 
also been used to handle electronic processes near the crack front [117, 118, 119].  
Currently, the DFT calculations are limited to several hundred atoms and those involving 
the tight-binding method to 104 atoms.  Clearly, these approaches by themselves cannot 
handle large enough systems for the study of fracture. 
To study fracture, quantum-mechanical (QM) approaches will be merged with 
MD schemes based on empirical interatomic potentials whose parameters are derived 
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from DFT calculation [120, 121, 122, 123].  In these coupled QM/MD simulations the 
region close to the crack front will be taken to be a QM cluster embedded in a MD 
system.  The total energy of the whole system is approximately equal to the energies 
computed with the MD approach and the difference between the energy of the cluster 
evaluated separately by QM and MD methods.  Embedding QM regions into a MD 
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A.1 Isothermal  
There are two major trains of thought for constant temperature methods in MD.  
Velocity scaling is the most widely used method.  In this method, the velocities are 
simply rescaled at to impose the desired temperature.  Although this method is widely 
used, there is no rigorous proof that it obeys the canonical ensemble.  The other method 
extends the system to include a heat bath which is in direct contact with the system.  The 
heat bath provides for energy transfer between the bath and the material. The Lagrangian 





1 222 −+−= ∑ &&r φ       A.1 
where the first and second terms are the kinetic and potential energies of the atoms and 
the third and forth terms are the kinetic and potential energies of the heat bath; s  and s&  
are the “coordinates” and “velocity” of the heat bath, g  is the number of degrees of 
freedom in the system, reqT  is the required temperature of the system, Q  is a fictitious 
quantity that acts like a mass of the heat bath, and Bk  is Boltzmann’s constant [43, 45].  
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This method has been extended to couple a chain of thermostats, called the Nosé-Hoover 



















1 ξξξφ &&r     A.6 
where M is the number of thermostats ( iξ ), iQ  is the “mass” of the thermostats, and iξ&  is 
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1111 −−−− −−= jjjBjjjjj QTkQQ ξξξξξ &&&&&&        A.13 
TkQQ BMMMMM −= −−− 111 ξξξ &&&&         A.14 
where fN  is the number of degrees of freedom. 
A.2 Isobaric ensembles 
In molecular dynamics there are two major methods for implementation of 
isobaric ensembles.  First, Anderson incorporated an extra degree of freedom to provide 
for isotropic volume changes  Parrinello and Rahman extended this method by 
implementing a volume matrix, H
t
, such that the determinant of this matrix is the system 
volume [39].  This implementation provides a means to apply an external pressure or 
stress, extP
t
, to the system, and it also provides a means to handle non-rectangular 
systems. The Hamiltonian, as described by Parrinello and Rahman, includes a symmetric 
pressure constraint in order to prevent the system from rotating.  The MD box is 






Figure A.1: The MD box is described by the vectors ar , b
r
, and cr which 
in turn make up the tensor ( )cbaH rrrt ,,= . 
 111
and cr  as shown in figure A.1.  The volume of the system is ( )HV tdet= .  The atomic 
positions, ir
r , are normally defined in reduced coordinates, ( )iziyixi ssss ,,=r  where 
( ) 1,,0 ≤≤ iziyix sss , as:  
ii sHr
rtr
= .          A.15 







1          A.16 
where HHG
ttt
†=  († refers to the transpose) and the potential energy of the atoms is given 
by equation 2.5.  The kinetic, boxK , and the potential, boxU , energy of the box are  
( )HHTrWKbox &t&t †2=          A.17 
( ) ( )εttt IpSTrVVVpU oobox −+−=        A.18 
where W  is the fictitious mass associated with the box variables, S
t
 external stress 






ε , the strain tensor.  The 
Lagrangian, L , for this system is: 





&r Σ−−+−= ∑ 2
1
22
1 †† φ      A.19 
where 
( ) ( )( ) ooo VHIpSH 1†1 −− −=Σ
tttt
        A.20 




&&r r 11 −− −∇−= φ         A.21 
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This method, when can combined with the one of the isothermal methods, provides the 
means to simulate an isobaric-isothermal (NPT) ensemble. 
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The velocity Verlet algorithm addresses the following short comings of the Verlet 
method: (1) time-reversible and (2) preservation of the phase-space volume when using 
multiple time steps.  In the velocity-Verlet algorithm, atomic positions and velocities are 
calculated as follows:   
( ) ( ) ( ) ( )trttrttrttr &&r&rrr 2
2
1 δδδ ++=+        B.1 
( ) ( ) ( ) ( )( )ttrtrttrttr δδδ +++=+ &&r&&r&r&r
2
1 .      B.2 
A literal implementation of equations 2.12 and 2.13 requires 9N words of storage for an 
N-atom system.  However, the storage can be reduced to 6N words by rewriting the 
velocities at the half step interval: 
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is used in a proper derivation of the velocity-Verlet algorithm [43, 120].  The system is 
taken from time zero to time t  via the evolution operator, iLte : 
 114
( ) ( )0Γ=Γ iLtet           B.6 
where ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )trtrtrtrtrtrtrtrt NN &rK&r&r&rrKrrr ,,,,,,,,, 321321=Γ  and ( )0Γ  are 6N 
dimensional vectors consisting of the positions and velocities of the particles at time t  
and 0t , respectively.  In order to operate 
iLte  on ( )0Γ  numerically,  time must be broken 
up into small intervals: 







et          B.7 
where Ptt =∆ .  For the microcanonical ensemble the short term propagator is 




































&r .  It can be shown that  
( ) ( ) ( ) ( ) ( ) ( )32
2
1 tOtrttrttrtrettr tiL ∆+∆+∆+==∆+ ∆ &&r&rrrr     B.9 
and  
( ) ( ) ( ) ( ) ( )( ) ( )3
2
1 tOttrtrttrtrettr tiL ∆+∆++∆+==∆+ ∆ &&r&&r&r&r&r .    B.10 
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APPENDIX C  
 
MULTIPLE TIME STEPS 
 
 
The multiple time steps method (MTS), proposed by Streett et al., is an effective 
way of speeding up the force calculation [55].  These calculation are first performed by 
realizing there is a distance between atoms, cr , beyond which the forces between the 
atoms is negligible.  The atoms that are within cr  of atom i  are its cardinal neighbors, 
and the force, iF
r






















.        C.1 
This force can be broken up as a rapidly varying part, the primary forces ( PF
r
), and a 
slowly varying part, the secondary forces ( SF
r
), (see figure 2.2).  The primary forces are 
within a sphere of radius ar  (< cr )of atom i , and the secondary forces are due to atoms in 
a shell of centered on atom i  wherein the shell has an inter radius of ar  and an outer 
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This is attributed to the nearest neighbor atoms, or the primary atoms. The primary forces 
are updated more frequently since PF
r
 varies rapidly in time.  However, there is no need 
to update the secondary forces nearly as often and this idea is implemented though 
multiple time steps.  In multiple time step methods, the primary forces, the secondary 
forces, and the time derivatives of the secondary forces ( ( )0tFS′ , ( )0tFS′′ , K ) are 
calculated at time 0t .  The primary forces vary rapidly, and hence, they will be updated at 
every time step.  The secondary forces vary slowly, and thus, they are updated at every n  
times steps.  At the intermediate time step, the secondary forces are evaluated via a 
Taylor expansion of the forces: 











∆′+=∆+ K  
      1,,2,1 −= nK K    C.4 
where m  is the mth derivative of the force.  At tnt ∆+0  the primary forces, the secondary 
forces and the time derivatives of the secondary forces are again calculated. Thus, the 
short range forces are updated every time step, t∆ , and the long range forces are updated 
at every tn∆ .  There are at least two problems associated with this method: (1) the time 
derivatives require computational overhead and (2) the MTS method compromises the 
time-reversibility of the algorithms. 
 An alternative to the regular MTS method which is time-revesible and symplectic 
and does not require the time derivatives was developed by Tuckerman et. al. This 
method employs the Trotter factorization to derive the reversible reference system 
propagator algorithm (RESPA) [120].  Starting with equation B.5 the Liouville operator 
will be divided up into long and short range forces: 
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(i.e. the summation is over the secondary forces, or long range forces).  The propagator 







∆ =          C.8 
The middle term in the propagator is divided into smaller intervals tδ  where ntt ∆=δ   
and thus, the expression for the middle term is 
ntiLtiL











































&r .  Equation C.9 can now be approximated 
by the velocity-Verlet integrator.   
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Then, use the regular velocity-Verlet integrator n times where only the short range forces 
are used to update the atomic velocities and positions with tδ  as the time step.  
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