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La física de la materia condensada tiene como objetivo fundamental
conocer, explicar y predecir propiedades macroscópicas de la materia, desde
el estudio del comportamiento de los constituyentes a nivel microscópico o
atómico. El acercamiento a cada problema particular puede realizarse desde dos
planteamientos ortogonales pero complementarios: experimento y teoría. En la
actualidad nos enfrentamos al reto de entender y dominar la escala nanoscópica,
donde la mecánica cuántica rige el comportamiento de la materia. El desarrollo
teórico de la mecánica cuántica a lo largo del siglo XX y el esfuerzo metodológico
para la integración de estos avances teóricos en un marco computacional durante
los últimos años del pasado siglo, están dando sus frutos en la actualidad y
todo parece indicar que en el futuro la simulación mecano-cuántica continuará
creciendo tanto en sus capacidades computacionales, de la mano de los continuos
avances en el desarrollo de hardware, como en la implementación de nuevos
desarrollos teóricos.
Las técnicas de simulación ab initio consisten en construir modelos y métodos
de cálculo lo más exactos posibles partiendo de primeros principios; es decir,
utilizando como punto de partida los postulados, teoremas y aproximaciones,
definidos en la teoría, sin utilizar características particulares del sistema,
conocidas a través de un experimento (parámetros experimentales). En un
hipotético supuesto de poder realizar la simulación mediante una de estas técnicas
de un experimento, cualquiera que éste fuere, incluyendo todos y cada unos de
los componentes que en el montaje aparecen, se obtendría una ventaja y una
desventaja respecto al experimento real. A favor jugaría que los fenómenos y
propiedades físicas no estarían influenciadas por contaminaciones externas y/o
factores no controlados, que en un experimento real, aunque siempre se intenta
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minimizar, no puede evitarse. Sin embargo, nos enfrentaríamos al handicap de
no poder observar un fenómeno físico que no fuera consecuencia directa del
marco teórico utilizado en el método. Es ésta la razón por la que simulación,
entendida como la extensión computacional de la teoría, y experimento no solo
son complementarias, sino que necesitan una retro alimentación continua.
Los trabajos recopilados en esta memoria representan parte del trabajo
desarrollado en el Departamento de Física de la Materia Condensada de la
Universidad Autónoma de Madrid, bajo la tutela de José M. Soler, para la
realización de la Tesis Doctoral. Al igual que aquellos trabajos que por diferentes
motivos han quedado fuera de la memoria, los presentes tienen un carácter
exclusivamente metodológico y teórico, y se engloban dentro de lo que podría
denominarse bajo el título genérico de simulaciones mecano-cuánticas desde
primeros principios en física de la materia condensada. Sin embargo, me gustaría
recalcar antes de su presentación, que no por ello han sido realizados alejados
del trabajo experimental, siendo éste un punto de referencia, en unas ocasiones,
y de confirmación en otros; habiendo suscitado colaboraciones con grupos
experimentales.
El manuscrito esta dividido en tres parte diferenciadas tituladas de forma libre
como Sentando las Bases, Jugando con Átomos y Síntesis y Conclusiones
La primera parte consta de tres capítulos. El primero, bajo el título de
Introducción, se dedica a un breve repaso histórico, enumerando los hitos más
importantes en el desarrollo de la Teoría del Funcional de la Densidad, y a una
somera introducción del método SIESTA, explicando algunas de sus características
y algunos parámetros de precisión que se usan en las simulaciones realizadas.
El objetivo de este capítulo es esencialmente contextualizar las simulaciones e
introducir la bibliografía relacionada. En el segundo capítulo se realiza una breve
introducción las Fuerzas de van der Waals y su inclusión en el marco de la Teoría
del Funcional de la Densidad. El tercer capítulo, y último de la primera parte,
se dedica a la explicación detallada de la parte metodológica desarrolla en esta
Tesis. Esta consiste en la implementación eficiente de un funcional de la densidad
que incluye interacciones de van der Waals y constituye un avance en cuanto al
tamaño de los sistema que pueden simularse con esta técnica.
La segunda parte de la Tesis queda reservada a las simulaciones realizadas,
con los métodos anteriormente conocidos y los de nuevo desarrollo, presentados
en la primera parte. En cada uno de los capítulos, tras una pertinente motivación
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que contextualiza la investigación a realizar, se presenta el estado del arte de
cada sistema. A continuación se explica la metodología específica y los detalles
técnicos considerados imprescindibles, para pasar a la presentación de resultados,
el análisis de los mismos y terminar con las conclusiones obtenidas. Por este
orden, se presentan en los capítulos cuatro, cinco y seis: nuevas nano-estructuras
de nitruro de carbono; un estudio nanotubos de carbono usando la metodología
desarrolla para un funcional DFT con interacción no local ab initio; estudios de
estabilidad, adsorción y difusión en clatratos de hidrato.
La tercera parte queda reservada a la síntesis de los trabajos abordados y las
conclusiones más relevantes.
Este proyecto ha sido financiado por el Ministerio de Ciencia e Innovación a
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1.1 Breve Introducción Bibliográfica a la Teoría del Funcional de
la Densidad
La teoría del funcional de la densidad, DFT (de su sigla en inglés, Density
Functional Theory), es una formulación alternativa para resolver el problema
electrónico de muchos cuerpos. Se utiliza la palabra alternativa porque la idea
principal que subyace detrás de todo su desarrollo físico-matemático, es el hecho
de que la variable fundamental del problema es la densidad electrónica total del
sistema; mientras que en mecánica cuántica, ese rol es adjudicado a la función
de onda del sistema, |Φ〉, que contiene toda la información física del mismo. Esto
no es óbice para que en ambas formulaciones permanezca el espíritu de teoría
exacta, ya que a partir de la densidad electrónica puede finalmente obtenerse la
función de onda del sistema.
Las ideas conceptuales que sientan las bases de la moderna DFT fueron
desarrolladas, contemporánea pero separadamente, por Thomas (1927) [1] y
Fermi (1928) [2], casi de forma paralela a los trabajos de Hartree [3] sobre
la estructura atómica. La metodología original de Thomas-Fermi ofrece un
procedimiento para obtener la energía de un sistema electrónico exclusivamente
en términos de la densidad electrónica. En estos trabajos no se incluía el
3
I
intercambio ni la correlación entre electrones y fue Dirac (1930) [4] el primero
que incluyó el intercambio.
La DFT moderna es consecuencia de dos teoremas formulados y probados
por Hohenberg y Kohn en 1964 [5]. En ellos se establece que el hamiltoniano del
sistema, y por tanto todas sus propiedades, quedan determinadas por la densidad
electrónica del estado fundamental. Esto implica una relación unívoca entre la
función de onda del estado fundamental y la densidad electrónica, ρ0[|Ψ0〉] 

|Ψ0[ρ0]〉. Además, se asegura la existencia de un funcional universal de la energía
en términos de la densidad electrónica, cuya minimización proporciona la energía
y la densidad del estado fundamental. Sin embargo, ninguno de los dos teoremas
proporciona pista alguna de cómo obtener el funcional en la práctica.
Born y Oppenheimer [6] propusieron en 1927 una aproximación adiabática
que, sin ser preceptiva para el uso de la teoría [7], si es usada por muchas de las
metodologías propuestas. Con su aplicación se desacoplan los grados de libertad
de los núcleos y electrones, pudiendo resolver sus dinámicas por separado y
definiendo un hamiltoniano electrónico, que solo depende paramétricamente de
las posiciones de los núcleos del sistema1. La aproximación se basa en que, dado
que las fuerzas sobre los núcleos y electrones son del mismo orden de magnitud y
la enorme diferencias de sus masas, la escala de tiempos asociada al movimiento
de los éstos, núcleos y electrones, es normalmente muy diferente.
Encontrar el funcional universal no es una tarea fácil y de hecho actualmente
no existe ninguna formulación exacta de éste. Kohn y Sham introdujeron en
1965 [8] una metodología, basada en la resolución autoconsiste de un sistema
de ecuaciones tipo Schrödinger, cuya ventaja principal radica en una ganancia
considerable a la hora de calcular el término dominante de la energía cinética. Con
este método, la única contribución al hamiltoniano que no puede ser calculada
de forma exacta es la denominada energía de intercambio-correlación2, EXC .
Más aún, el intercambio puede ser calculado de forma exacta como en la teoría
de Hartree-Fock, aunque con un alto coste computacional y, por conveniencia,
1Esta dependencia paramétrica implica que la resolución no es estrictamente separada. Se resuelve la
ecuación de Schrödinger para el hamiltoniano electrónico a posiciones nucleares dadas y se utiliza la energía
obtenida en la resolución de la dinámica nuclear.
2En ella se incluye la contribución a la energía cinética derivada de la correlación electrónica y las
correcciones a la interacción electrónica que no pueden calcularse de forma exacta (potencial de Hartree).
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a menudo se trata de forma aproximada junto a la correlación. Encontrar una
aproximación correcta, no digamos una expresión exacta, para el cálculo de la
energía de intercambio-correlación es el caballo de batalla en el que se han
focalizado los esfuerzos teóricos, dentro de este marco teórico, en las últimas
décadas.
Aproximación de Densidad Local, LDA
Fue propuesta en el trabajo original de Kohn-Sham [8]. La idea principal es
considerar el sistema electrónico inhomogéneo como localmente homogéneo, y
usar el hueco de intercambio-correlación3 correspondiente al gas de electrones
homogéneo. Los efectos debidos al intercambio-correlación en un punto son
representados por una función de la densidad en ese punto (no un funcional).
Su dependencia general con la densidad fue calculada de manera casi exacta,
mediante técnicas de Monte Carlo Cuántico, por Ceperley y Alder [9], y
parametrizada por Perdew y Zunger [10]. Para incluir la polarización de espín
se usa una generalización conocida como aproximación de la densidad de espín
local, LSDA (de su sigla en inglés Local Spin Density Approximation)
Desde un punto de vista práctico, la LDA tiende a sobreestimar las energías de
enlace de las moléculas y las energías de cohesión, debido a que las densidades
electrónicas son más homogéneas que las reales. Esta aproximación funciona
muy bien en sistemas sólidos de estructuras compactas (enlaces covalentes e
iónicos), en los que las distancias de enlace, ángulos de enlace y frecuencias
de vibración presentan errores pequeños (1-3 %), generalmente subestimados
debido al sobre-enlace. Las constantes eléctricas y frecuencias de fonón también
se reproducen correctamente, aunque ligeramente subestimadas. Por contra, las
constantes dieléctricas, suelen ser sobreestimadas en un 10 %.
La contribución del intercambio suele describirse con buen acuerdo, pero los
errores en la correlación electrónica pueden ser muy grandes. Probablemente
donde peor se comporta la LDA sea a la hora de reproducir enlaces débiles, como
los puentes de hidrógeno, y fuerzas de van der Waals, inherentemente no locales.
En esta última, una cancelación fortuita de errores hace que algunas propiedades
3El hueco XC representa la disminución ficticia de carga debido al hecho de que la presencia de un electrón
en una posición espacial, ~r, reduce la probabilidad de encontrar un segundo electrón en sus cercanías.
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de los sistemas puedan obtenerse con razonable precisión.También los valores de
energía prohibidos para semiconductores y aislantes suelen ser tremendamente
subestimados (50 %).
Aproximación de Gradientes Generalizados, GGA
No existe una forma sistemática para mejorar la aproximación LDA. En la
GGA (de su sigla en inglés, Generalized Gradient Approximation), la función
que representa los efectos del intercambio-correlación depende de la densidad y
de su gradiente.
Existen muchos funcionales dentro de esta aproximación, que se han
desarrollado siguiendo dos acercamientos diferentes: i) Derivando las expresiones
teóricas para que cumplan un número de condiciones y límites exactos conocidos.
La desventaja de este acercamiento es que no todas las condiciones pueden ser
cumplidas al mismo tiempo. La diferencia entre las diferentes propuestas radica
precisamente en cuales de estas propiedades hayan sido forzadas. Un ejemplo de
estos funcionales es el PBE y su familia [11,12]. ii) Ajustando los parámetros del
funcional para reproducir los resultados experimentales de una determinada base
de datos molecular. Reciben el sobrenombre de empíricos y su handicap radica en
la falta de fiabilidad al transferirlos a otros sistemas, como sólidos. Un ejemplo
muy conocido es el funcional BLYP [13, 14].
Respecto a la LDA, la GGA mejora las energías de enlace y atómicas, las
distancias y ángulos de enlace, la descripción de los enlaces puente de hidrógeno
y, en general, la descripción de las propiedades energéticas, geométricas y
dinámicas, aunque no por ello consigan una descripción completa y correcta
[15–17]. Los semiconductores son marginalmente mejor descritos, así como se
mejoran ligeramente las bandas de energía prohibida.
No está claro si la descripción para metales 4d y 5d mejora y las
constantes de red de los metales nobles y las distancias de sólidos van der
Waals son notablemente peores. Esto se debe a que en la LDA aparece una
fortuita cancelación de errores que otorga buenos valores, pero ninguna de las
aproximaciones puede reproducir correctamente esta interacciones.
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Más allá de GGA
Dentro de estos se incluyen los conocidos como meta-GGA [18], donde la
dependencia de la energía de intercambio-correlación por electrón se amplía a
la densidad de energía cinética. También dentro de este grupo se incluyen los
métodos híbridos [19] , que incorporan una parte del intercambio exacto calculado
con Hartree-Fock, como el B3LYP [20, 21]. Estos y algunas propuestas más [22],
se muestran computacionalmente más costosos que los GGA.
Interacciones de van der Waals
Aparecen nombrados aquí por completitud, pero serán explicados en el si-
guiente capítulo.
La DFT moderna, ha sido una importante opción en la física de la materia
condensada en las últimas décadas, gracias al incesante esfuerzo por mejorar los
funcionales. También ha sido aceptada por la comunidad de química cuántica, por
la ventaja computacional que ofrece frente a métodos de precisión comparable
que van más allá del de Hartree.
1.2 El Método SIESTA
SIESTA es un método eficiente, con escalamiento lineal, para la resolución
de sistemas de muchos cuerpos a partir de primeros principios basados en la
DFT, siguiendo el acercamiento Kohn-Sham. Es además, una implementación
a código de ordenador, cuya distribución se realiza bajo distinto tipos de
licencia dependiendo de su uso académico o comercial e incluye un buen
número de programas auxiliares y herramientas de post-proceso. Los detalles
del método pueden consultarse en las referencias [23–26]. En las direcciones
web http://www.uam.es/siesta y http:www.icmab.es/siesta puede encontrarse
documentación adicional, así como estudios y aplicaciones realizadas con este
método. Este método representa la herramienta principal, aunque no la única, de
los resultados originales presentados en esta Memoria de Tesis.
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No es el objetivo incluir aquí los pormenores del método, su estado del
arte o comparar calidades con alguna con otras metodología. Se incluye una
pequeña explicación de algunas características que se consideran útiles para la
comprensión de algún apunte técnico que se realizará en los capítulos siguientes.
La base
Los orbitales del sistema ficticios, introducidos en el método Kohn-Sham, |ψν〉
pueden representarse mediante un un conjunto finito de ecuaciones de onda, base.
Construida una base de funciones, los orbitales Kohn-Sham se expanden en ella,





La elección de las funciones de base caracteriza el método desarrollado,
categorizándolo en varios grupos4: funciones deslocalizadas o extendidas, entre
los que se encuentran métodos basados en gausianas o en ondas planas, funciones
localizadas, mezclas de ambos y las denominadas bases aumentadas, en las que
bases de funciones extendidas se ven completadas con funciones tipo orbitales
atómicos en regiones esféricas alrededor de los núcleos. Cada una de estas
elecciones tiene sus ventajas e inconvenientes, así como cada implementación
específica ofrece posibilidades diferentes. Por tanto, el enfoque correcto consiste
en elegir la metodología e implementación en función de las características del
sistema y las propiedades físicas que se deseen estudiar.
SIESTA se encuadra entre los métodos basados en funciones localizadas.
Su base esta compuesta por orbitales atómicos numéricos, LCAO (de su
sigla en inglés Linear Combination of Atomic Orbitals. Estos corresponden al
producto del armónico esférico de grado l y orden m, que viene dado por los
correspondientes números cuántico del orbital que representan, y una función
radial, que se hace estrictamente cero de manera suave, más allá de un radio de
corte, rc. La parte radial se calcula encontrando las autofunciones de un potencial
confinante [28], cuyos parámetros son optimizados para los diferentes canales de
momento angular [29]. De esta forma, la forma general en que se expresa las
funciones de base es,
φµ(~r) = φIln(r)Yml (θ, ϕ) (1.2)
4Existen propuestas fuera esta división como por ejemplo métodos de malla [27]
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donde I denomina al átomo y n representa el número de funciones de onda con
el mismo momento angular. Esto último introduce el concepto de multiplicidad
de base, que conlleva que un orbital atómico esté representado por más de una
función de base. Este aumento de la multiplicidad (se denomina multiple-ζ,
siguiendo la notación de química cuántica) se realiza para completar y mejorar
la base, consiguiendo mejores descripciones de enlace químico. Esto se realiza
mediante un esquema denominado split valence. Adicionalmente, se pueden
añadir orbitales con momento angular mayor al del último orbital ocupado,
denominados orbitales polarizados, con el fin de describir de una forma más
correcta los posibles desbalances de carga presentes, por ejemplo, en los enlaces
covalentes. El tipo de base más extendida es la denominada DZP, cuyo nombre
sigue la nomenclatura estándar de doble(D) zeta(ζ) P(polarizado). Es conveniente
indicar, que bases más completas y con parámetros de optimización tales que
hagan los orbitales más extendidos inducen tiempos de computación más largos.
La localidad de este tipo de funciones resulta importante a la hora de construir
de forma eficiente las matrices de solape y del hamiltoniano del problema de
muchos cuerpos, y en particular, se muestra útil para la resolución numérica con
escalamiento lineal.
Pseudopotenciales
Generalmente no todos los electrones de una especie química se comportan
igual frente a la formación de los enlaces, e incluso los más profundos, en átomo
de muchos electrones, no participan de éste. Los electrones de las capas más
externas tienen una probabilidad mayor de encontrarse en zonas interatómicas,
donde su energía cinética disminuye formando los enlaces. Los electrones
internos se encuentran en las cercanías del núcleo, donde los fuertes potenciales
iónicos compensan su elevada energía cinética, de forma que se encuentran
más localizados y sus funciones de onda solapan de forma residual con las
de los electrones de átomos vecinos. Su contribución principal consiste en el
apantallamiento del potencial nuclear, lo que conlleva la modificación de las
funciones de onda de los electrones de valencia.
Por esta razones, se introduce una aproximación que consiste en distinguir
entre los electrones externos (o de valencia) y los internos (o de core),
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sustituyendo los últimos por una densidad de carga que produzca un potencial
efectivo equivalente al producido por la distribución electrónica real. Este
potencial se denomina pseudopotencial y la idea básica de su introducción se
debe a un trabajo de Fermi en 1934 [30]. El resto de electrones, valencia,
se tratan en la teoría explicada. La receta base para la distinción de los
electrones entre core y valencia, es el hecho de que pertenezcan a una capa
completa o incompleta, respectivamente. Sin embargo, esto debe ser tratado con
mucho cuidado y para algunas especies químicas, como metales de transición
y tierras raras, ofrece resultados muy deficientes, teniendo que incluir en el
tratamiento electrónico normal (como electrones de valencia) electrones de capas
más profundas y cerradas (correcciones de core). Otras correcciones, como el
tratamiento relativista, pueden ser incluidas dependiendo de la especie química a
tratar.
Existen varios esquemas para la construcción de los pseudo-potenciales [31–
37]. SIESTA usa los pseudo-potenciales Troullier-Martins que conservan la norma
[37], en su representación completamente no local [38]. Para su construcción se
resuelve el hamiltoniano que tiene en cuenta todos los electrones del átomo, all
electron, obteniendo las funciones de onda de los estados correspondiente a los
electrones de valencia y de core. Se ajusta un potencial para reproducir de forma
precisa los orbitales de valencia, y con ese funcional se resuelve de nuevo el
hamiltoniano. Las autofunciones nos dan el pseudo-potencial que usaremos. El
uso de esta aproximación se traduce un ahorro computacional muy importante y
realizada con suficiente cuidado ofrece resultados altamente satisfactorios.
El Hamiltoniano
En el hamiltoniano Kohn-Sham final deben aparecer ahora aparecer los
pseudo-potenciales de los I átomos del sistema, que sustituyen al potencial iónico,








∆UˆH + UˆXC (1.3)
donde Vˆnoloca es la parte no local del pseudo-potencial, Vˆ
na
a es el potencial de
átomo neutro. Este potencial contiene la parte no local del pseudo-potencial y la
contribución al potencial de Hartree de la densidad de carga de los átomos neutros
y aislados. La ∆UˆH es un potencial que introduce la contribución al término de
Hartree de la deformación de la densidad electrónica respecto a la del átomo
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aislado UH(nna + ∆n) = UH(nna) + ∆UH
La localidad de las bases hacen que las integrales a dos centros necesarias
para evaluar las contribuciones del hamiltoniano sean nulas en muchos caso,
lo que posibilita el escalamiento lineal. Estos términos se calculan sobre una
malla de puntos de espacio real o, mediante el uso de técnicas de Fourier, en
el espacio reciproco. La distancia entre los puntos de la malla del espacio real







donde δx es la distancia mínima entre puntos. Este radio de corte es gobernado por
un parámetro modificable que recibe el nombre de mesh cuttof. Este parámetro es
un parámetro de precisión y, por tanto, la calidad de los resultados depende su
valor, siendo necesaria la su convergencia.
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Acercamiento Teo´rico a la Fuerza de
Van der Waals
2.1 Interacción de Van der Waals
El término interacción o fuerza de van der Waals se utiliza en honor al físico
danés Johannes Diderik van der Waals, cuya contribución abrió la puerta al
entendimiento de la naturaleza de las fuerzas que actúan sobre las moléculas
[1]. Van der Waals propuso transformar la ecuación de estado de los gases
ideales otorgando un volumen finito a las partículas e incluyendo una fuerza de
interacción débil entre ellas. Esto se expresa como dos parámetros que acompañan






· (V − nb) = n · R · T (2.1)
donde P es presión, V volumen, n número de moles, R la constante universal de
los gases ideales, T temperatura y a y b los parámetros referidos.
La fuerza de van der Waals es una interacción de origen electrónico,
electromagnético atendiendo a la división de cuatro interacciones fundamentales,
que tiene su origen en las correlaciones existentes entre las fluctuaciones de carga
de sistemas cercanos, bien sean estos átomos, moléculas, superficies o medios
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continuos. En comparación con las fuerzas responsables del enlace químico, con
las que compite en el rango de distancias pequeñas, es muy débile. Sin embargo,
su decaimiento está regido por una ley potencial, en lugar de exponencial, lo que
le confiere cierto largo alcance y hace que sea no despreciable, incluso llegando
a ser dominante, a grandes distancias1. A diferencia de otras fuerzas de origen
electrónico como la coulombiana, que requiere que el valor de la carga sea no nulo
para existir, esta interacción está presente siempre, independientemente de las
propiedades de los sistemas involucrados y, en particular, incluso entre sistemas
neutros. Una consecuencia de este hecho es que la interacción van der Waals entre
dos cuerpos está condicionada por la presencia de otros cuerpos en las cercanías,
lo que le confiere carácter no aditivo.
División en Contribuciones
Sin ocuparnos ahora de su origen mecano-cuántico, el largo alcance de esta
interacción viene marcado por la dependencia con la inversa de la sexta potencia
de la distancia entre los cuerpos implicados, −Cr−6. Este comportamiento
asintótico es consecuencia de la interacción entre los momentos dipolares
eléctricos de las moléculas (supongamos que los sistemas interactuantes son
moléculas), en los que la dependencia de la energía electrostática con la distancia
es inversamente proporcional al cubo de la distancia, r−3. Por esta razón, en una
de las aproximaciones al problema, se suele dividir la interacción de van der
Waals en tres contribuciones dependiendo del origen de los momentos dipolares;
es decir, la constante C se desglosa en tres coeficientes distintos:
Interacción de Keesom entre dipolos permanentes cuyos ángulos están en




En un sistema de dos dipolos permanentes alejados que rotan libremente,
las energías potenciales mutuas dependen de su orientación relativa.
1Grandes distancias respecto al radio de Bohr: r > a0
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La orientación está pesada por una distribución de Boltzman, p ∝
exp(−E/KT ), donde Ees la energía potencial de interacción en una
orientación particular. Cuando la energía potencial es muy pequeña en
comparación con la energía térmica de agitación, la exponencial puede
sustituirse por su desarrollo de Taylor. Al integrar la energía sobre todas
las orientaciones espaciales, media angular, el primer orden se anula. El
segundo orden da una contribución positiva, ya que es el valor medio de
una cantidad cuadrática. La interacción de Keesom es atractiva y depende
de la temperatura. Un desarrollo detallado se puede encontrar en el capítulo
4 de Israelachvili [2].
Interacción de Debye. Un dipolo permanente en uno de los sistemas crea un
dipolo inducido en un segundo sistema no polar. Necesariamente, el dipolo




Si ambos sistemas son polares, la inducción o polarización, puede ocurrir
como respuesta del segundo sistema respecto al dipolo permanente del
primer sistema, o viceversa. La interacción de Debye es el caso general en
el que ambos sistemas posean un momento dipolar y al mismo tiempo estén
siendo polarizados, entrando en la correspondiente CDebye tanto el valor del
momento dipolar como la polarizabilidad de cada sistema.
Interacción de London o fuerzas de dispersión. Es la única de las tres
contribuciones que siempre está presente y que no depende de las cargas
permanentes del sistema. Por esta razón, algunos autores se refieren
indistintamente a ella cuando hablan de interacción de van der Waals. Es
una interacción entre los dipolos transitorios que aparecen en los sistemas




Las fuerzas de dispersión tienen un origen puramente cuántico. Pueden
ser intuitivamente entendidas al considerar el electrón como una función
de onda dependiente del tiempo. Esto implica que en un determinado
instante la distribución electrónica alrededor del núcleo (si pensamos el
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sistema como un átomo aislado), no es isótropa en el espacio y por tanto
aparece un momento dipolar transitorio en el sistema que polariza cualquier
sistema cercano. La interacción resultante entre estos dipolos es una fuerza
atractiva instantánea entre los sistemas, que promediada en el tiempo da una
contribución finita.
La anterior división se atribuye a Hamaker [3]. En sus trabajos introduce la
Constante de Hamaker, que es de nuevo la constante que acompaña al término
r−6. Se calcula a partir de la suma de interacciones de pares entre todos los átomos
presentes en el sistema. Este procedimiento puede usarse tanto para sistemas
moleculares como para sistemas macroscópicos. En el capítulo 11 de la referencia
[2] y sus citas, se puede encontrar una explicación detallada de las fuerzas de van
der Waals entre sistemas macroscópicos. Esta teoría debe ser entendida como
una aproximación, ya que asume que las interacciones pueden tratarse de forma
separada, lo cual contradice el carácter no aditivo anteriormente apuntado.
Origen Cuántico
En este apartado vamos a referirnos a las fuerzas de dispersión, ya que las otras
contribuciones dependen de las propiedades del sistema, bien sean extrínsecas,
como la temperatura, o intrínsecas de la materia, como la polarizabilidad. Como
ya se ha dicho, esta interacción tiene un origen cuántico y puede entenderse
dentro de diferentes marcos teóricos de complejidad variable. La interacción r−6
entre moléculas neutras aparece de forma natural en segundo orden de teoría
de perturbarciones de la interacción dipolo-dipolo. Aunque queda fuera de los
objetivos de esta tesis explicar detalladamente todo el desarrollo matemático, se
recomienda al lector la didáctica explicación presentada por Cohen y Tannoudji
en el complemento CXI de [4]. Es interesante, sin embargo, discutir brevemente
la interpretación dinámica de las fuerzas de van der Waals en un sistema de dos
átomos de hidrógeno en su estado fundamental.
En cualquier instante, el momento dipolar eléctrico de cada átomo tiene un
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valor medio cero en el estado fundamental. Esto no significa que todas las
medidas individuales de dicho dipolo sean cero. De hecho, si se realizará una
medida generalmente se obtendría un resultado no nulo; no solo eso, si no que
debido a que su valor medio es nulo, la probabilidad de obtener el valor opuesto
es exactamente la misma que la del valor medido. Inmediatamente se concluye
que el momento dipolar de un átomo de hidrógeno en su estado fundamental está
sujeto a una una fluctuación aleatoria constante. En otras palabras, el momento
dipolar en dicho sistema es una fluctuación cuántica de la carga amparada por
el principio de incertidumbre de Heissemberg [5]. Hasta aquí, ambos átomos
fluctuarían aleatoria e independientemente, y por tanto con una interacción que
debería ser nula. Esto explica que la energía electrostática de interacción dipolar
no tenga efectos a primer orden. Sin embargo, el momento dipolar transitorio del
átomo A crea un campo electrostático en la posición del átomo B que sigue las
fluctuaciones del dipolo de A. La respuesta a ese campo en el átomo B es un dipolo
inducido que ha de estar correlacionado con el de A; es decir, el dipolo creado en
B sigue la fluctuación del dipolo de A. Este dipolo inducido en B crea también un
campo electrostático que retorna a la posición del átomo A y que no puede estar
decorrelacionado con su propia fluctuación. En conclusión, aunque el movimiento
del dipolo transitorio es aleatorio, la interacción con su propio campo, mediado
por el átomo B, no tiene un valor medio nulo. Esta es la interpretación del segundo
orden de la teoría de perturbaciones.
El Retardo
En la explicación dinámica presentada en el apartado anterior se consideran
las interacciones como instantáneas. Esto deja de ser válido si el tiempo de
propagación es del orden de los tiempos característicos de evolución del átomo;
es decir, 2pi/wn1, donde wn1 = (En − E1)/} es la frecuencia angular. En
términos prácticos esto ocurre cuando las distancias están en torno a 1000
Å. Fueron Casimir y Polder2 [8] los primeros en mostrar que el retardo
2El acercamiento teórico que había realizado Casimir [6] al problema de la interacción entre sistemas neutros
se fundamentaba en las propiedades de cuerpo negro presentadas por Planck [7] y estudiaba las interacciones
entre dos placas conductoras infinitas separadas una distancia d.
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debe tenerse en cuenta al tratar sistemas separados más allá de un rango de
distancias que se pueden calificar como intermedias. Siguiendo con el ejemplo
de dos átomos de hidrógeno, durante el tiempo que tarda el átomo B en
responder al campo creado por la fluctuación en el átomo A, la configuración
de carga de esa fluctuación habrá variado, y por tanto las fluctuaciones se
habrán decorrelacionado con respecto a sí mismas. El efecto del retardo sobre
la interacción es un debilitamiento de esta, así como un cambio en la dependencia
con la distancia3. En particular la dependencia r−6 entre partículas pequeñas pasa
a ser r−7.
2.2 Fuerzas de van der Waals en el Formalismo del Funcional de
la Densidad
La descripción de sistemas dominados por las fuerzas de largo alcance dentro
de la DFT se ha convertido, especialmente en las últimas dos décadas, en
uno de los retos principales de la comunidad de estructura electrónica. En esta
sección se describen algunos de los avances que dentro del tratamiento Kohn-
Sham introducen las fuerzas dispersivas en el funcional. Sin embargo, también
se han obtenido importantes desarrollos de la inclusión de las interacciones de
largo alcance dentro de otras metodologías DFT [11, 12]. Simplemente citamos
algunos de los métodos que en particular se han propuesto para incluir las fuerzas
de largo alcance: la aproximación de fase aleatoria, RPA (de su sigla en inglés
Random Phase Approximation) [13–16]; el uso de las funciones Wannier de
máxima localización, MLWF (de su sigla en inglés Maximally Localized Wannier
Function) [17–19] ; la teoría de perturbaciones de simetría adaptada, SAPT (de
su sigla en inglés Symmetry-Adapted Perturbation Theory) [20–22]; y en métodos
no empíricos de obtención de coeficientes C6 [23].
3Sería Lifshitz [9, 10] quien finalmente formuló una teoría general sobre el tema, formalizando la conexión
entre la energía electromagnética del conductor perfecto de una caja negra de Planck, con el trabajo que cuesta
mover las paredes de dicha caja.
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Aproximaciones Locales
El funcional de la densidad, como se ha introducido en capítulo 1, es
una teoría potencialmente exacta. La formulación de Hohenberg y Kohn [24]
asegura la existencia de un funcional de la densidad para la energía, E[n],
que determina exactamente la energía y densidad del estado fundamental del
sistema. En el acercamiento de Kohn-Sham [25] a la teoría, la exactitud es
subsiguiente a la existencia de un sistema de electrones no-interactuantes que
define el estado fundamental del sistema interactuante real. Aunque su existencia
no esta formalmente demostrada para sistemas generales (sí lo está para pequeñas
desviaciones del gas homogéneo [25]), siguiendo a Martin, se puede afirmar que
si existe es exacto [26]. En este punto, la dificultad radica en la obtención de una
expresión analítica del funcional de la energía de intercambio-correlación EXC[n]
y, en particular, integrar en dicho funcional los efectos de las interacciones van
der Waals.
Las aproximaciones locales LDA y semilocales GGA del funcional de
intercambio-correlación, son capaces de describir cohesión, enlace químico,
estructuras y muchas otras propiedades para sistemas moleculares densos y
materiales. Sin embargo, se han mostrado ineficaces para describir materia
poco densa, donde la interacción van der Waals, entre otras, tiene una papel
relevante. Es conocido que la LDA tiende a sobre-enlazar los sistemas donde las
fuerzas de relativo largo alcance son importantes [27] y en ningún caso tiene el
comportamiento asintótico correcto. La mayoría de las parametrizaciones GGA
muestran un comportamiento antagónico, incluso repulsivo, en sistemas en los
que existe atracción van der Waals como el grafito. Aunque en ocasiones se
ha dicho que algunos GGAs como PW91 reproducen, al menos parcialmente,
la interacción van der Waals, Wu et al. [28] demostraron que esa atracción era
una contribución de intercambio; mientras que las interacciones de van der Waals
son estrictamente consecuencia de la correlación. Esta interacción representa la
dependencia de la densidad electrónica respecto de su propia fluctuación cuántica,
a través del campo electrostático que crea el dipolo inducido por dicha fluctuación
en un átomo alejado. Wu compara la parte de intercambio del funcional con el
intercambio exacto de Hartree-Fock para dímeros de Ar y Kr. Comprueba que este
Fuerzas de van der Waals en el Formalismo del Funcional de la Densidad 21
I
GGA da un enlace parecido en posición y magnitud a los experimentos, mientras
que para el intercambio exacto no aparece atracción.
La explicación de que estas aproximaciones no puedan reproducir la
contribución van der Waals radica en la localidad. En la LDA se utiliza el hueco
intercambio-correlación de un gas de electrones homogéneo, que se conoce con
una precisión excelente. Si bien los funcionales GGA se conocen generalmente
como “no locales”, éste término hace principalmente referencia a que van más
allá de la aproximación de densidad local, pero dista mucho de la definición de
un funcional no local. Por tanto, es difícil esperar describir efectos puramente no
locales con dichas aproximaciones.
Tratamiento Ad Hoc
El término ad hoc indica fabricado expresamente para un determinado fin. En
este tipo de metodología las fuerzas dispersivas de largo alcance se añaden como
una corrección al funcional. Este término es un potencial empírico que asegura la







donde Edisp es la energía de dispersión, R la distancia internuclear de los átomos
que intervienen y C6 es el coeficiente de dispersión. En esta metodología existe
una amplia bibliografía de diferentes métodos para el cálculo de este potencial
empírico. En particular, en los últimos años han tenido un importante impacto los









donde s6 es un factor de escala que no depende del funcional elegido para la
parte DFT y fdmp es una función de amortiguación, dependiente de la distancia
interatómica, que regula la contribución de la Edisp para evitar singularidades de
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1 + e−d(Ri j/Rr−1)
(2.7)
siendo Rr la suma de los radios atómicos de van der Waals y d un parámetro
ajustable. Esta expresión de la función de amortiguación fdamp es tan solo una
dada, pudiéndose encontrar otras expresiones parecidas [23, 31–33]. Algunos
autores [34] han discutido la inclusión en la corrección de términos de mayor
orden, r−n con n = 6, 8, 10, 12 y 14.
El término empírico añadido es un potencial a dos cuerpos. Esto induce a
pensar que la descripción de las fuerzas dispersivas debería mejorar mediante la
inclusión de potenciales intermoleculares a tres cuerpos, como el potencial a tres
cuerpos de Axilrod-Teller [35], que se escribe,
VAT (~ri j,~r jk,~rki) = ν







donde i, j, k denota las posiciones de tres átomos y θi, θ j, θk los ángulos que
forman entre ellos. ν es coeficiente no aditivo del que se pueden encontrar valores
precisos en la referencia [36]. Sin embargo, un estudio de Tkatchenko y von
Lilienfeld [37], realizado para algunos de los funcionales más extendidos en LDA,
GGA (PBE [38] y revPBE [39]), metaGGA (TPSS [40]) y GGA híbrido (PBE0
[41]), encuentra que el potencial interatómico es sobreestimado sistemáticamente
al tener en cuenta contribuciones a varios cuerpos, al comparar con datos
experimentales y cálculos de química cuántica (CCSD(T)4).
Los coeficientes de las expresiones anteriores son coeficientes a dos átomos,
combinación de los coeficientes puros de van der Waals. Estos coeficientes
dependen generalmente de los valores de la polarizabilidad atómica y/o
potenciales de ionización [31, 34, 42, 43], bien sean estas obtenidas teórica o
experimentalmente. Un buen ejemplo de estos valores puede encontrarse en las
tablas y las referencias de [44]. En ocasiones [32] se asume aditividad de los
coeficientes para obtener el coeficiente molecular5. Una buena base de datos de
coeficientes C6 puede encontrarse en [45] y sus referencias.
4La precisión de este método está considerado como estándar de referencia en química cuántica
5Se asume que el coeficiente de H2 es la suma de los coeficientes de dos átomos H. Es oportuno recordar
que las fuerzas dispersivas no son aditivas. Hacer esta asunción implica realizar una aproximación que debe ser
examinada a posteriori
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Metodología Ab Initio
Durante las dos últimas décadas, y en paralelo a los tratamientos ad hoc, se ha
venido trabajando en una formulación del funcional de canje-correlación no local,
que contenga las interacciones de largo alcance. Así, diferentes propuestas han
sido realizadas [46–52], alguna de ellas con cierto éxito para sistemas laminares
[53]. En 2004, Dion et al proponen un funcional, vdW-DF, que reproduce
correctamente el comportamiento asintótico de van der Waals y que decae para
cortas distancias [54]. En su primera versión, el funcional era aplicado como una
perturbación post-GGA; es decir, la densidad electrónica del sistema se calcula de
forma autoconsistente en un esquema Kohn-Sham mediante un GGA. Convergido
el cálculo, la densidad resultante se usa para evaluar el funcional propuesto. Otra
limitación era la imposibilidad de calcular las fuerzas de Hellmann-Feynman [55]
en simulaciones de dinámica molecular. La versión autoconsistente [56] solventa
estas limitaciones. Este funcional ha sido precursor de otros trabajos donde se
proponen otras parametrizaciones [57–59] y muy recientemente los autores han
publicado una segunda versión [60].
El enlace van der Waals es un efecto de correlación entre las fluctuaciones de
carga de sistemas separados y no tiene relación con el canje. Por esta razón, a
la hora de generar un funcional que incluya estas interacciones, es importante
la elección de la aproximación que se usará en el canje. Ya se ha expuesto
que algunos funcionales GGA, como PW9 y PBE, muestran una atracción de
intercambio. Una explicación cualitativa de este efecto puede hacerse a través del




donde k3F = 3pi
2n (2.9)
Cuando dos partes de materia se acercan lo suficiente como para que exista un
pequeño solape entre sus funciones de onda, los valores de s decrecen en esta
región y el valor de n crece. La parte dependiente del gradiente de EX se hace
típicamente más negativa cuando n aumenta, de forma que el solapamiento tiende
a producir enlace. Esto debe ser anulado por la dependencia con s, ya que esa
parte del gradiente también se debe hacer más negativa donde s aumenta, lo
que implica un efecto anti-enlazante desde los valores más pequeños de s en la
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región de solape [61]. Sin embargo, algunos funcionales fallan, cuando s es muy
grande, y su intercambio no aumenta al incrementar s, produciendo enlace. El
funcional revPBE [39], satura este efecto para valores suficientemente grandes de
s, haciendo la atracción despreciable (Fig. 2 de [61]). Con esta elección se busca
asegurar que cualquier enlace que aparezca en la zona de interés de la interacción
de van der Waals venga exclusivamente de la correlación.
Se puede dividir la correlación en dos contribuciones, local y no local,
EXC[n] = EX[n] + EC[n] = EX + E0C[n] + E
nl
C [n] (2.10)
donde EX es el término de intercambio y EnlC se define para que incluya las
fuerzas de largo alcance. El primer término de correlación se puede aproximar
con la LDA, argumentando que una vez separadas las fuerzas de largo alcance esta
debería ser mucho más precisa. Así lo hacen los autores del funcional, aunque en
posteriores trabajos [61] incluyen correcciones de gradiente. El segundo término
es no local en la densidad y debe ser cero en el límite de un sistema homogéneo.
Además, es mucho más pequeño que la parte local tanto en magnitud como en





d3r d3r n(~r) φ(~r,~r ′) n(~r ′), (2.11)
donde φ(~r,~r ′) es una función general dada dependiente de ~r − ~r ′ y de las
densidades en las vecindades de ~r y ~r ′.
En la obtención del núcleo φ(~r,~r ′) de la integral 2.11 se parte de la conexión
adiabática [62–64], introduciendo una constante de integración de acoplamiento,
λ. Para un sistema real, descrito por un hamiltoniano Hˆ y una densidad electrónica
n(r), se puede definir un hamiltoniano escalado Hˆλ donde las interacciones
electrónicas están escaladas por la constante de acoplamiento λ, que puede tomar
valores 0 < λ < 1
Hˆλ = Tˆ + λUˆ + Vˆλ (2.12)
de tal forma que para λ = 1 tenemos el sistema real, completamente interactuante,
y para λ = 0 tenemos un sistema no interactuante. En la energía potencial Vˆλ, el
potencial es elegido como la del sistema auxiliar en la teoría de Kohn-Sham, de
tal forma que la densidad del sistema, n, sea la misma para todos los valores de λ.








tr[ln(1 − Vχ˜) − ln] (2.13)
donde  es la función dieléctrica apropiadamente aproximada y u la frecuencia
imaginaria. V es el potencial coulombiano de interacción electrónica, χ˜ la función
respuesta densidad-densidad (variación de la densidad en ~r debido al potencial
existente en ~r′) al potencial eléctrico completo, donde han sido omitidas de
excitaciones de fragmentos muy lejanos. Esto se denomina aproximación de
potencial completo, FPA (de su sigla en inglés, Full Potential Approximation)
[61]. La función dieléctrica se toma dentro de la aproximación de polo-único y la
posición del polo se escala en λ para dar, de forma localmente exacta, la energía
del estado fundamental del gas de electrones.
El núcleo de la integral 2.11, φ(~r,~r ′), depende de ~r y ~r ′ únicamente a través
de dos funciones d y d′
d(~r,~r ′) =
∣∣∣~r − ~r ′∣∣∣ q0(~r) (2.14)
d′(~r,~r ′) =
∣∣∣~r − ~r ′∣∣∣ q0(~r ′) (2.15)
donde q0
[
n(~r),∇n(~r)] es una función universal evaluada en ~r y ~r ′ y cuya
expresión es CITA










, Zab = −0,8491 (2.17)
Una explicación detallada del funcional se puede encontrar en los citados
[54, 56, 60, 61].
2.3 Resultados del Funcional vdW-DF
Un gran número de los estudios realizados con el funcional vdW-DF durante
los años posteriores a su publicación se centraron en moléculas pequeñas.
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Los resultados sobre dímeros de argon y kripton comparan directamente con
experimentos. La Fig. 2.1 [54] muestra las virtudes y los defectos del funcional.
Se observa la importancia y la mejora en la descripción de la energía de
interacción con este funcional al comparar con las aproximaciones semi-locales.
En este cálculo la densidad electrónica usada para evaluar el funcional vdW-DF es
convergida con un GGA. Comparando con resultados experimentales, se observa
que para sistemas muy localizados la descripción no es totalmente satisfactoria.
Esto puede explicarse debido a que vdW-DF está basado en resultados many-body
del gas de electrones y por tanto ha de mostrarse más eficaz a la hora de describir
estados electrónicos extendidos.
Otros sistemas moleculares como dímeros de benceno [65], hidrocarburos
aromáticos policíclicos PAH (de su sigla en inglés, Polycyclic aromatic
hydrocarbons) [66] y pares de núcleo-bases de ADN y ARN [67] han sido
calculados dando resultados satisfactorios. La Tabla 2.1 muestra una recopilación
de alguno de los dímeros calculados tanto con la primera versión como con la
autoconsistente. En ella se comparan los resultados con cálculos usando coupled-
cluster de química cuántica con excitaciones individuales, dobles y triples tratadas
con teoría de perturbaciones, CCSD(T).
El grafito es el ejemplo académico de sólido de van der Waals. La aplicación
de este funcional sobre este material muestra una distancia entre capas de 3.60 Å,
ligeramente mayor a la experimental, 3.35 Å, y energías de interacción cercanas
a extrapolaciones de datos experimentales [68]. Zimbaras et al [69] calculan
una energía de exfoliación de la última capa de grafito, obteniendo un acuerdo
total con datos experimentales [70]. La estructura cristalina y la energía de
cohesión del polietileno han sido determinadas [71], poniendo de manifiesto la
sobreestimación de la energía de enlace que tanto LDA como GGA mostraban
[72]. El acuerdo con el experimento es también total para la distancia entre
paredes en cristales de nanotubos de carbono [73].
Las referencias explicadas en los párrafos anteriores reflejan el buen acuerdo
entre experimento y funcional vdW-DF. Sin embargo, todos estos sistemas tienen
en común un reducido número de átomos. El cálculo de la correlación no
local, ec. 2.11, implica una integral doble en el espacio. Además, el integrando
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Ar (vdW−  DF)
Kr (Expt.)
Kr (GGA)
Kr (vdW−  DF)
Figura 2.1 – Energía de interacción frente a la distancia de separación para
dímeros de argon y kripton, líneas discontinuas y continuas, respectivamente. Los
cálculos están realizados en las aproximaciones GGA y textitvdw-DF usado como
un post-GGA [54].
n(~r) φ(~r,~r ′) n(~r ′) decae como r−6, lo que implica radios de corte para el
intercambio grandes. Estas dos características elevan el número de puntos de
integración y consecuentemente hacen que la evaluación directa del funcional
vdW-DF tenga un coste computacional mucho más alto que LDA o GGA. La
implementación eficiente presentada en el capítulo 3 de esta Tesis [76] elimina
esta limitación y ha abierto la puerta a estudios con sistemas mucho más grandes,
donde conviven diferentes interacciones y donde las fuerzas de van der Waals
adquieren una importancia cuantitativa [77–79].
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vdW-DF QC
C6H6 - C6H6 sand [65] -2.37 -1.81
C6H6 - C6H6 en T [65] -2.28 -2.74
C6H6 - C6H5F sand [74] -2.85 -2.29
C6H6 - C6H5F en T1 [74] -2.46 -2.77
C6H6 - C6H5F en T2 [74] -2.23 -2.38
C6H6 - C6H5OH sand [74] -2.79 -2.17
C6H6 - C6H5OH en T1 [74] -2.28 -2.58
C6H6 - C6H5OH en T2 [74] -2.41 -2.67
C6H6 - C6H5CN sand [74] -3.68 -3.05
C6H6 - C6H5CN en T1 [74] -2.86 -3.25
C6H6 - C6H5CN en T2 [74] -2.01 -2.20
vdW-DF QC
C6H6 - C6H5CH3 sand [74] -2.95 -2.27
C6H6 - C6H5CH3 en T1 [74] -2.27 -2.55
C6H6 - C6H5CH3 en T2 [74] -2.62 -2.95
C6H6 - H2O [67] -2.72 -3.28
C6H6 - CH4 [67] -1.57 -1.50
C6H6 - CHF3 [75] -3.73 -4.20
C6H6 - CHCl3 [75] -5.11 -5.60
C8H7N - CH4 [75] -1.81 -1.57
A - T WC [67] -15.20 -16.37
A - T stack [67] -9.55 -12.23
U - U [67] -7.03 -10.12
Tabla 2.1 – Energía de interacción en kcal/mol de diferentes dímeros, usando
el funcional vdW-DF en su versión original en las referencias [65, 74] y en
su versión autoconsistente en [67, 75]. Se comparan con cálculos de química
cuántica, coupled-cluster con excitaciones individuales, dobles y triples tratadas
con teoría de perturbaciones, CCSD(T). “sand” se refiere a la configuración en
sandwich, mientras que T1 y T2 se refiere a cuál de las dos moléculas está en
posición horizontal y vertical.
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Eficiente de la Fuerza de van der
Waals en DFT
3.1 Motivación
En el capítulo anterior se presentó una breve introducción a las fuerzas de
van der Waals donde se reseñan algunos de los métodos teóricos para incluir
estas interacciones en la descripción de sistemas atómicos y moleculares, dentro
del marco de la teoría del funcional de la densidad, DFT. En particular, se hace
especial hincapié en el funcional propuesto por Dion et al. [1, 2], vdW-DF, que
incluye la contribución de las interacciones de van der Waals a la energía de
intercambio-correlación1, expresando la energía de correlación no local como
una integral doble en el espacio. La evaluación de esta integral escala como
O(N2), siendo N el número de partículas, lo que en la práctica representa tiempos
de computación inaccesibles para sistemas medianos y grandes. Sirvan como
ejemplos los trabajos realizados por los grupos que desarrollaron el funcional, en
los años posteriores a su publicación, donde se estudiaban sistemas moleculares
pequeños y sistemas condensados, en los que el número máximo de átomos
1Estrictamente, esta contribución se incluye en el término de correlación, usando el intercambio de la
aproximación de gradientes generalizados, GGA
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estaba en torno a 50 (dímeros moleculares, hidrocarburos aromáticos policíclicos,
cristales de nanotubos, polietileno cristalino o pares de núcleobases [3–9]).
Aunque obvio, es importante resaltar que las interacciones dispersivas toman
relevancia sobre las propiedades de sistemas en los que existen regiones donde
las interacciones dominantes a pequeñas distancias son despreciables, sistemas
extendidos o de baja densidad. También es oportuno reseñar que sistemas con
un número de átomos pequeño son accesibles mediante otros acercamientos ab
initio, si bien más caros computacionalmente, más precisos (MP-2,CCSD(T)).
La propuesta de implementación del funcional vdW-DF que se presenta
en éste capítulo, tiene como objeto hacer accesible el uso de éste funcional
en sistemas grandes. Esto pasa indefectiblemente por rebajar el número de
operaciones necesarias para evaluar el potencial autoconsistente, la energía y las
fuerzas atómicas. Se consigue a través de la factorización del núcleo en la integral
doble para la energía de correlación no local y el uso de transformadas rápidas de
Fourier. Mediante estas técnicas, el escalamiento con el número de átomos del
sistema se reduce a O(N log N), lo que implica una fracción pequeña del coste
computacional total, para sistemas medianos y grandes, y una drástica reducción,
respecto a O(N2), respecto a la evaluación directa de la integral.
3.2 Tratamiento Eficiente para un Funcional de la Densidad van
der Waals
La propuesta de Dion et al. es un funcional universal de la energía de
intercambio-correlación en función de la densidad electrónica, n(~r), que se
expresa como
Exc[n(~r)] = EGGAx [n(~r)] + E
LDA
c [n(~r)] + E
nl
c [n(~r)] (3.1)
donde la energía de intercambio EGGAx viene descrita por la GGA, en su
parametrización revPBE [10] y la energía de correlación se describe como la suma
de un término local ELDAc , descrito en la aproximación de densidad local, LDA ,
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d3~r1d3~r2 n(~r1) n(~r2) φ(q1, q2, r12) (3.2)
donde r12 =
∣∣∣~r1 − ~r2∣∣∣, y q1, q2 son el valor de una función universal de la
densidad electrónica y de su gradiente, q0[n(~r),
∣∣∣∇n(~r)∣∣∣], evaluada en ~r1 y ~r2,
respectivamente. El núcleo de la integral, φ, posee una expresión precisa y
universal, que puede expresarse en función de solo dos variables, que a su vez
dependen de las evaluaciones de q0 y de la distancia entre puntos, d1 = q1r12 y
d2 = q2r12, y por tanto puede ser expresada en función de estos valores. La forma
del núcleo debe cumplir dos requisitos:
i) La energía de correlación no local debe ser estrictamente cero para un
sistema de densidad electrónica constante. En lugar de las variables d1 y









donde la δ se hace 0 para densidad constante
ii) La interacción entre dos moléculas tiene el comportamiento asintótico
correcto para largas distancias, r−612 .
Factorización
Si se observa el integrando de Enlc , para valores fijos de qα, con α = 1, 2,
independientes de ~r1 y ~r2, se tiene una convolución, que puede ser evaluada
mediante métodos de Fourier. El paso clave consiste en desarrollar el núcleo φ
como
φ(q1, q2, r12) '
∑
α,β
φ(qα, qβ, r12)pα(q1)pβ(q2) (3.4)
donde qα son los valores fijados, elegidos para obtener una buena interpolación
de la función φ. Esta factorización puede ser realizada de una forma sistemática.
Tratamiento Eficiente para un Funcional de la Densidad van der Waals 37
IFigura 3.1 – Factorización lineal de una función f (x) ' ∑i fi pi(x).
Como punto de partida, se puede considerar la interpolación de una función f (x)
usando un esquema lineal, ver Fig. 3.1, de la misma forma que en los métodos de





donde fα = f (xα) y pα(x) es la función resultante de la interpolación de los
valores de fα = δαβ. En la interpolación de Lagrange se usan polinomios de
un grado dado, mientras que en la interpolación de Fourier se usa la forma
sin [pi(x − xα)/∆x] / [pi(x − xα/∆x]. En este caso se usan splines cúbicos, en los
que los pα(x) son una sucesión de polinomios cúbicos para cada intervalo
[xβ, xβ+1], de forma que sus valores coinciden, así como su primera y segunda
derivada, para cada xβ. Los pα dependen del método escogido y del número de
puntos de interpolación que se tomen; sin embargo, no dependen de la función
que se desea interpolar. Si ahora se piensa en una función en dos dimensiones,
típicamente se interpola primero en una de las variables y luego en la otra,
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De esta forma, la interpolación conduce directamente a una expansión en términos
de funciones factorizadas de x e y. Volviendo a la ec. 3.4, la función φ es una
función de tres variables interpolada en sus dos primeras variables, q1 y q2, con
la salvedad de que los puntos de interpolación de qα deben ser apropiados para
todos los valores de la tercera variable, r12. La ec. 3.4 se escribe como
φ(q1, q2, r12) '
∑
α,β
φα,β(r12) pα(q1) pβ(q2) (3.7)
La variable r12 actúa como un factor de escala inverso, de forma que
incrementando r12 se contrae φ como función de q1 y q2, sin cambiar su forma.
Este hecho sugiere un mallado de muestreo logarítmico para los puntos de
interpolación qα, en el que el espaciado del intervalo (qα+1 − qα) sea λ(qα − qα−1),
con λ < 1. La dependencia r−612 también sugiere un mallado no uniforme por
el comportamiento asintótico suave que supone para largas distancias. Desde un
punto de vista práctico, con las pruebas realizadas, se encontró que 20-30 puntos
de interpolación qα son suficientes para una descripción precisa de la función φ,
tomados hasta un determinado radio de corte, qc. A partir de ese radio de corte, la
función original q0[n(~r),
∣∣∣∇n(~r)∣∣∣] se satura artificialmente y se expresa como
qsat0 [n(~r),
∣∣∣∇n(~r)∣∣∣] = h [q0 (n(~r), ∣∣∣∇n(~r)∣∣∣) , qc] (3.8)
donde h(x, xc) es una función suave construida para que h(x, xc) ' x cuando
x < xc y h(x, xc)→ xc cuando x→ ∞, con la forma funcional
h(x, xc) = xc





con mc ∼12 y qc ∼ 5 a.u..
Esta saturación artificial se puede realizar debido a que valores altos de q0 solo se
obtienen bien para densidad electrónica muy alta, bien para un valor del cociente
|∇n| /n muy alto. El primer caso corresponde a zonas cercanas al núcleo atómico,
en las que la contribución de Enlc es despreciable frente a los otros términos de la
energía de intercambio-correlación. El segundo supuesto, corresponde a las colas
de la densidad electrónica, donde la Enlc también se hace despreciable; en este
caso, debido a que n(~r), necesariamente pequeña, entra en el integrando de la
energía de correlación no local, ec. 3.2.
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Divergencia del núcleo
El núcleo de la integral de la ec. 3.2, φ(d1, d2), presenta una dificultad añadida,
ya que aparece una divergencia logarítmica cuando d1, d2 → 0. Esto implica
que no puede ser interpolada en la forma actual y hay que introducir una forma
modificada que pueda ser interpolada y que será la que se usará en el tratamiento
posterior. Así, definimos una φs “suave” con la forma
φs(d1, d2) =
φ0 + φ2d
2 + φ4d4 si d < ds






2. ds es un parámetro fijo, y φ0, φ2 y φ4, son elegidos, en
función de d2/d1, para que φs y φ coincidan en valor y pendiente en d = ds. Esta
modificación del integrando conduce a un cambio en la energía de correlación no




















φ(d, d) − φs(d, d)] (3.12)
con q = qsat0 [n(~r),
∣∣∣∇n(~r)∣∣∣], donde se ha realizado el cambio de variable d = qr.
Para realizar la evaluación de ∆Enlc y su derivada se usa el mismo método que
para los términos semilocales de la ec. 3.1, que se presenta en Balbas et al2 [11].
Conocida la forma de evaluar el núcleo se sustituye su expresión, en la forma
de la ec. 3.4, en la integral de la energía de correlación no local (ec. 3.2),
2En este trabajo se describe un método para el cálculo de la contribución a la energía total de intercambio-
correlación en la GGA. En él se aproxima la Exc por su integral en una malla de espacio real y después se evalúa
su derivada parcial con respecto a la densidad electrónica en los puntos de la malla. Se evita así utilizar las
expresiones analíticas para las derivadas funcionales de Exc(n(~r)).
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∣∣∣∇n(~r1)∣∣∣)] y θβ(~r2) = n(~r2)pβ [qsat0 (n(~r2), ∣∣∣∇n(~r2)∣∣∣)]














d3~k θα(~k) θβ(~k) φαβ(k) (3.14)
donde θα(~k) y θβ(~k) son las transformadas Fourier de las anteriores y, de la misma
forma, φαβ(k) es la transformada Fourier de φαβ(r) ≡ φ(qα, qβ, r). Puede ser
calculada en coordenadas esféricas y almacenada en una fina red radial de puntos
k para su conveniente interpolación.
Con este método, la parte computacionalmente más costosa pasa a ser la
transformada rápida de Fourier de las Nα funciones θα(~r), que tienen un coste
moderado en los cálculos típicos del funcional de la densidad.
Evaluación de las fuerzas atómicas
La evaluación de las fuerzas atómicas requiere del teorema de Hellmann-
Feynman, que puede usarse solo si el funcional completo de la energía es
minimizado autoconsistentemente. En particular, esto requiere la parte no local
del potencial de correlación, o lo que es lo mismo, la derivada funcional de
la energía de correlación no local [12]. Para manipular la dependencia con el
gradiente de la densidad electrónica de la función universal qsat0 [n(~r),
∣∣∣∇n(~r)∣∣∣],
se utiliza la misma técnica que en el apartado anterior [11], aproximando las
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integrales en el espacio como sumas en una red uniforme de puntos, y obteniendo
los gradientes a través de diferencias finitas en esa misma red. Esto convierte
la Enlc en una función ordinaria de la densidad electrónica en los puntos de la
red ~ri, lo que permite cambiar las derivadas funcionales por derivadas parciales
convencionales. Por tanto, en la ec. 3.14 las integrales pasan a ser sumas sobre









θαi θβ j φαβ(ri j) (3.15)
donde ∆Ω es el volumen diferencial correspondiente a cada punto de la red. Las
definiciones de θαi son las mismas que antes, para la densidad ni y su gradiente





Los valores de qα están fijados, lo que hace que φαβ(ri j) no dependa de la densidad




















Los gradientes han sido calculados como diferencias finitas en los puntos de la
red en el espacio real, de forma que ∂∇n j/∂n j son coeficientes fijos en esta suma,
que solo dependen de la geometría de la malla, ~ri, y que además son distintos de






θβ jφαβ(ri j) (3.18)
Esto es también una convolución que puede obtenerse de nuevo usando
transformadas rápidas de Fourier, ya que∫
d3~r2 θβ(~r2) φαβ(r12) =
∫
d3~k ei~k~r1 θβ(~k) φαβ(k). (3.19)
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La presencia potencial vnli , ec. 3.17, no requiere ningún otro esfuerzo
adicional, ya que su contribución pasa a formar parte, como cualquier otro
término semi local, del potencial de intercambio-correlación, vxci , y, por tanto,
del potencial efectivo total.
Algorítmia
Se ha mostrado que el cálculo de un paso de autoconsistencia requiere
de las Nα transformadas de Fourier que se mencionaban al final del apartado
“Divergencia del núcleo”3 y de las Nα transformadas inversas que se usan aquí
para el cálculo de las uα(~r). De esta forma, el coste computacional del método
descrito recae en el cálculo de transformadas de Fourier, y sus inversas. El
escalamiento “nominal” de la transformada discreta de Fourier con el número de
puntos es O(N2). Sin embargo, se puede aprovechar la reducción de escalamiento
que ofrece la transformada rápida de Fourier, FFT4 (de su sigla en inglés Fast
Fourier Transform), cuyo escalamiento es de O(NlogN).
A continuación se muestra la algoritmia (en pseudocódigo) necesaria para un
paso de autoconsistencia, explicitando las variables a buscar en cada momento:
do, para cada punto de la red de espacio real i
encontrar ni y ∆ni
encontrar qi = q(ni,∆ni)
encontrar θαi = ni pα(qi) ∀α
end do
calcular la transformada Fourier θαi → θαk ∀α




3Para pasar de θα(~r) a θα(~k)
4Algoritmo eficiente para el cálculo de la transformada de Fourier y su inversa, cuyo uso está ampliamente
extendido en computación. Fue discutido por primera vez por Cooley y Tukey en 1965. Aunque existen muchos
algoritmos, la idea central es dividir la transformada discreta de longitud N por dos transformadas de longitud
menor N1 y N2, junto con la multiplicación O(N) de unas raíces complejas, y realizar este procedimiento de
forma recursiva. Es por tanto, un algoritmo tipo ”divide y vencerás” recursivo.
Tratamiento Eficiente para un Funcional de la Densidad van der Waals 43
I
end do
calcular la Transformada Inversa de Fourier uαk → uαi ∀α
do, para cada punto de la red de espacio real i
encontrar ni, ∇ni y qi
encontrar θαi, ∂θαi/∂ni y ∂θαi/∂∇ni ∀α
encontrar vi
end do
Una característica destacable es que el método descrito acepta como punto de
partida cualquier densidad electrónica, n(~r), definida en una malla de puntos~ri del
espacio real, para la cual devuelve una energía y un potencial de correlación no
local, en la misma malla, que pasan a formar parte de las expresiones generales
de la energía y del potencial. Destaca el hecho de que no haya ninguna mención a
las funciones de base, lo que otorga al método universalidad y no limita su uso a
métodos de orbitales atómicos (SIESTA). Otra característica importante es que no
necesita la construcción de superceldas para su uso en sólidos.
3.3 Validación en Sistemas de Dímeros Moleculares
La metodología explicada para el cálculo eficiente de la energía de
correlación no local del funcional vdW-DF, dentro del esquema Kohn-Sham,
puede implementarse en diferentes códigos de cálculo de estructura electrónica
y dinámica molecular. En esta sección se presentan resultados, obtenidos con
SIESTA [13, 14], para validar la metodología comparando con los resultados
obtenidos por los autores del funcional y ulteriores colaboradores [1, 4, 9, 15],
donde se realiza la evaluación directa de la integral Enlc , ec. 3.1.
La interacción entre átomos de gases nobles, especies químicas con sus capas
electrónicas completas, es el sistema perfecto para la primera validación. La Fig.
3.2 muestra la energía de interacción entre dos átomos de argón en función de
la distancia que los separa. Las líneas continua y discontinua reproducen los
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resultados de Dion et al [1] para la aproximación GGA en su parametrización
revPBE y para el funcional vdW-DF, respectivamente. En símbolos, cuadrados
para GGA y círculos para vdW-DF, se muestran los resultados obtenidos con la
presente implementación. Se puede comprobar que el acuerdo es casi perfecto,
achacando las pequeñas diferencias a las diferentes bases usadas para ambos
resultados (los resultados de la referencia [1] fueron obtenidos con el código de
ondas planas DACAPO). Se puede observar que el funcional, no la implementación,
sobrestima la distancia de equilibrio del sistema respecto al experimento, que se
representa mediante un círculo negro [16].



























Figura 3.2 – Energía de interacción de un dímero de argon en función de
la distancia de separación entre átomos. Las líneas muestran los resultados
obtenidos por los autores del funcional [1], en continuo la GGA y en discontinuo
vdW-DF. Los símbolos representan los resultados con la implementación
explicada en este capítulo, cuadrados para GGA y círculos vdW-DF. Se muestra
el valor de equilibrio experimental con un círculo negro [16].
En la Fig. 3.3 se representa de nuevo la energía de interacción frente
a la distancia, en esta ocasión en un dímero de benceno, C6H6, enfrentado
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según una disposición frontal, es decir, los átomos equivalentes de ambos
bencenos coincidirían en el espacio para distancia de separación nula. Los
resultados obtenidos por otros autores son representados mediante símbolos.
Los círculos negros [15] y los triángulos azules [9] representan la interacción
usando la GGA con la parametrización PBE. Esa misma aproximación obtenida
con SIESTA está reflejada en línea negra. Los círculos rojos [15] y la linea
roja muestran los resultados para la parametrización revPBE. Vemos que en
ambas parametrizaciónes GGA se obtiene un acuerdo satisfactorio entre nuestros
resultados, obtenidos con el método SIESTA, y los anteriormente publicados,
obtenidos con códigos de ondas planas como DACAPO y ABINIT. El resto de
símbolos (cuadrados verdes, cruces rosas, círculos morados y rombos azules)
muestran la energía de interacción usando el funcional vdW-DF obtenida por
diferentes autores. El sufijo PBE o revPBE hace referencia al funcional usado para
optimizar la geometría de las moléculas. Una vez que las coordenadas estaban
relajadas, se realizaba el cálculo de la energía con el funcional vdW-DF, mediante
la evaluación directa de la integral Enlc . Se observa que las diferencias que
implican el uso de parametrizaciones diferentes para optimizar las coordenadas
tiene una influencia despreciable en la energía de interacción. Sí se observa cierta
diferencia entre los círculos morados [4] y el resto, ya que estos resultados fueron
realizados con la versión no autoconsistente del funcional [12]. La línea azul
representa el resultado obtenido con la metodología explicada en este capítulo.
Se observa que el acuerdo es satisfactorio, achacando las pequeñas diferencias
a las diferentes bases usadas en cada caso. Se realizaron pruebas usando las
coordenadas optimizadas para diferentes parametrizaciones de la aproximación
GGA y se comprobó que las diferencias eran de nuevo despreciables (se ha
preferido no incluirlas en la figura para una mejor visualización).
Esta implementación también ha sido probada en el grafito, que probablemen-
te es el sistema paradigmático de fuerzas de van der Waals. La Tabla 3.1 muestra
los parámetros característicos del grafito, su parámetro de red en el plano, a, y
la distancia interplanar, c. También se muestra la energía de exfoliación de una
capa, que esencialmente puede entenderse como la energía de interacción cuan-
do la distancia entre planos es la distancia de equilibrio, c. La etiqueta vdW-DF
DRSLL se refiere al cálculo mediante la evaluación directa de la integral Enlc [17],
mientras que vdW-DF RS se refiere a la implementación aquí expuesta [18]. De lo
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Figura 3.3 – Energía de interacción en un dímero de benceno, C6H6. En símbolos
se muestran resultados de diferentes autores, tanto para las parametrizaciones
PBE y revPBE de la GGA, como para vdW-DF. V.C. corresponde a V. R. Cooper
[15], E.M. corresponde a E. Murray [9] y A.P. corresponde A. Puzder [4]. Las
líneas solidas corresponden a los cálculos realizados con la implementación
explicada en este capítulo.
expuesto en la tabla se concluye que los resultados son independientes de la me-
todología usada para la evaluación de la Enlc . Se incluye en la tabla los resultados
experimentales por completitud [19].
La Tabla 3.2 se incluye para recalcar la importancia de las bases utilizadas
y, en particular, la importancia capital de corregir el denominado error de
superposición de base, BSSE (de su sigla en inglés, Basis Set Superposition
Error). Se comprueba que con bases largas y triple polarización, incluso
optimizadas para el sistema, si no se corrige el BSSE se sobrestima notablemente
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vdW-DF DRSLL vdW-DF RS Experimento [19]
a (Å) 2.476 2.485 2.459
c (Å) 3.590 3.565 3.336
Eex f (meV/at) -53 -48 -52 ±5
Tabla 3.1 – Parámetros de red y energía de exfoliación para el grafito. DRSLL
hace referencia a la evaluación directa de la integral Enlxc [17] y RS a la
implementación aquí explicada.
TZP TZP-optim TZP bsse
a (Å) 2.485 2.485 2.485
c (Å) 3.425 3.445 3.565
Eex f -67 -70 -48
Tabla 3.2 – Dependencia de los parámetros de red y energía de exfoliación del
grafito con la base usada.
la energía de interacción. Este es precisamente el efecto del BSSE, como se verá
en siguientes capítulos, que tiende a acercar físicamente sistemas débilmente
ligados, en pos de un aprovechamiento de la base de los subsistemas adyacentes.
Esto induce distancias de equilibrio menores a las reales y energías de interacción
mayores.
En todos los sistemas presentados en esta sección se usaron bases de orbitales
atómicos de tamaño triple-ζ con orbitales de polarización, y fue corregido el
BSSE.
Por último se muestra en la Tabla 3.3 los tiempos de computación de dos
sistemas, el dímero de argón y nanotubos de doble pared. Este último sistema
se estudia en profundidad en el capítulo 5; sin embargo, se ha preferido incluir
los tiempos de computación aquí para ilustrar las diferencias entre un sistema
pequeño y uno grande. Como se deduce de la tabla, el tiempo necesario para un
paso de autoconsistencia con vdW-DF y la implementación aquí expuesta en un
sistema grande (los resultados para los nanotubos de doble pared corresponden a
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Sistema Átomos Tiempo CPU GGA-XC Tiempo CPU vdW-XC vdW/GGA
Ar2 2 0.75 s (44 %) 7.5 s (89 %) 40 %
DWNT 168 11.9 s (0.6 %) 109 s (5.2 %) 4 %
Tabla 3.3 – Tiempos de computación del intercambio-correlación (entre parentesis
porcentaje del total de cada paso de autoconsistencia) para dos sistemas, dímero
de argón y nanotubo de doble pared (8,2)@(16,4). El vdW/GGA es el sobrecoste
de tiempo total de computación para un paso de autoconsistencia.
un nanotubo (8,2)@(16,4) de 168 átomos), son comparables a los necesarios en la
aproximación GGA. Por tanto, si es posible usar DFT en una aproximación semi-
local, bien LDA bien GGA, es computacionalmente factible usar el funcional de
Dion et al con la implementación eficiente presentada.
3.4 Conclusiones
Se ha presentado una metodología para calcular de forma eficiente, desde
un punto de vista computacional, la energía de intercambio-correlación y, en
particular, la parte no local de ésta, en un funcional que incluye las fuerzas de
largo alcance van der Waals. Este funcional adolecía de un gasto computacional
que limitaba su uso en grandes sistemas. La evaluación de una integral doble en
el espacio de una función φ que decae como r−6, ec. 3.2, implica largos radios
de corte que encarecen notablemente el cálculo de la energía con respecto a las
aproximaciones semi-locales más comunes. El método propuesto se basa en la
combinación de dos técnicas: i) la factorización del núcleo de la integral, a través
la expansión del núcleo φ en función del valor de q0, en unos puntos que aseguran
una buena interpolación, α, de forma que el integrando queda reducido a una
convolución; ii) dicha convolución puede ser realizada mediante transformadas
rápidas de Fourier.
Mediante esta metodología se han comparado resultados, con respecto a la
evaluación directa de la integral de la energía de correlación no local, en tres
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sistemas sencillos: dímero de argón, dímero de benceno en una geometría frontal
o apilamiento AA, y grafito. Los resultados muestran que la metodología aplicada
proporciona resultados muy parecidos, sino idénticos, a los obtenidos mediante
el cálculo directo de la Enlc . Las pequeñas diferencias encontradas son debidas
a las diferentes bases utilizadas en los diferentes trabajos, así como al hecho de
que muchos resultados de la literatura fueron obtenidos usando el funcional vdW-
DF como un post-GGA5, ya que son anteriores a la versión auto-consistente del
mismo [12].
El método presentado tiene la ventaja de no depender de las bases usadas
(aunque la precisión del cálculo si dependa, como es lógico, de ello). Es decir
acepta como entrada una densidad electrónica cuyo valor sea conocido para todos
los puntos de una malla del espacio real y devuelve la energía y el potencial de
correlación no local, en esa misma malla. Es por tanto independiente del método
que use para definir las funciones de base. Además, no necesita la construcción
de superceldas para su uso en sólidos.
En el uso práctico del método con orbitales atómicos numéricos, se muestra
crucial el uso de bases suficientemente completas e introducir la corrección del
error de superposición de base. Ambas características son importantes para todo
cálculo en esta metodología, pero más aún cuando se intentan describir, como es
el caso, interacciones débiles de largo alcance.
Por último se presentan los tiempos de computación que avalan la viabilidad
del uso del funcional vdW-DF con la implementación eficiente, en sistemas
grandes. Se concluye que si un sistema puede ser calculado con DFT en las
aproximaciones semi-locales más extendidas, es también factible, en tiempo de
computación, el uso de un funcional ab initio que incluye las fuerzas de van der
Waals.
5Ver capítulo de Acercamiento Teórico a la Fuerza de Van der Waals
50 Conclusiones
Una Evolucion: Implementacion Eficiente de la Fuerza de van der Waals en DFT 3
Bibliografía
[1] M. Dion, H. Rydberg, E. Schro¨der, D. C. Langreth, y B. I. Lundqvist, Van der Waals Density
Functional for General Geometries, Phys. Rev. Lett. 92, 246401 (2004).
[2] M. Dion, H. Rydberg, E. Schro¨der, D. C. Langreth, y B. I. Lundqvist, Erratum: Van der
Waals Density Functional for General Geometries [Phys. Rev. Lett. 92, 246401 (2004)], Phys.
Rev. Lett. 95, 109902 (2005).
[3] T. Thonhauser, A. Puzder, y D. C. Langreth, Interaction energies of monosubstituted benzene
dimers via nonlocal density functional theory, The Journal of Chemical Physics 124, 164106
(2006).
[4] A. Puzder, M. Dion, y D. C. Langreth, Binding energies in benzene dimers: Nonlocal density
functional calculations, The Journal of Chemical Physics 124, 164105 (2006).
[5] J. Kleis, B. I. Lundqvist, D. C. Langreth, y E. Schro¨der, Towards a working density-
functional theory for polymers: First-principles determination of the polyethylene crystal
structure, Phys. Rev. B 76, 100201 (2007).
[6] J. Kleis, E. Schro¨der, y P. Hyldgaard, Nature and strength of bonding in a crystal of
semiconducting nanotubes: van der Waals density functional calculations and analytical
results, Phys. Rev. B 77, 205422 (2008).
[7] J. Hooper, V. R. Cooper, T. Thonhauser, N. A. Romero, F. Zerilli, y D. C. Langreth,
Predicting C-H/pi interactions with nonlocal density functional theory, ChemPhysChem 9,
891–895 (2008).
[8] V. R. Cooper, T. Thonhauser, y D. C. Langreth, An application of the van der Waals density
functional: Hydrogen bonding and stacking interactions between nucleobases, The Journal of
Chemical Physics 128, 204102 (2008).
[9] D. C. Langreth, B. I. Lundqvist, S. D. Chakarova-Ka¨ck, V. R. Cooper, M. Dion,
P. Hyldgaard, A. Kelkkanen, J. Kleis, L. Kong, S. Li, P. G. Moses, E. Murray, A. Puzder,
H. Rydberg, E. Schro¨der, y T. Thonhauser, A density functional for sparse matter, Journal
of Physics: Condensed Matter 21, 084203 (2009).
[10] Y. Zhang y W. Yang, Comment on “Generalized Gradient Approximation Made Simple”,
Phys. Rev. Lett. 80, 890 (1998).
[11] L. C. Balba´s, J. L. Martins, y J. M. Soler, Evaluation of exchange-correlation energy,
potential, and stress, Phys. Rev. B 64, 165110 (2001).
[12] T. Thonhauser, V. R. Cooper, S. Li, A. Puzder, P. Hyldgaard, y D. C. Langreth, Van der
Waals density functional: Self-consistent potential and the nature of the van der Waals bond,
Phys. Rev. B 76, 125112 (2007).
[13] J. M. Soler, E. Artacho, J. D. Gale, A. Garci´a, J. Junquera, P. Ordejo´n, y D. Sa´nchez-Portal,
The Siesta method for ab initio order-N materials simulation, J. Phys. Condens. Matter. 14,
2745 (2002).
[14] P. Ordejo´n, E. Artacho, y J. M. Soler, Self-consistent order-N density-functional calculations
for very large systems, Phys. Rev. B 53, R10441 (1996).
[15] V. R. Cooper y D. Langreth, Comunicación privada, (2008).
Bibliografía 51
I
[16] J. Ogilvie y F. Y. Wang, Potential-energy functions of diatomic molecules of the noble gases
I. Like nuclear species, Journal of Molecular Structure 273, 277 – 290 (1992).
[17] E. Ziambaras, J. Kleis, E. Schro¨der, y P. Hyldgaard, Potassium intercalation in graphite: A
van der Waals density-functional study, Phys. Rev. B 76, 155425 (2007).
[18] G. Roma´n-Pe´rez y J. M. Soler, Efficient Implementation of a van der Waals Density
Functional: Application to Double-Wall Carbon Nanotubes, Phys. Rev. Lett. 103, 096102
(2009).
[19] R. Zacharia, H. Ulbricht, y T. Hertel, Interlayer cohesive energy of graphite from thermal








Nano-Estructuras de Nitruro de
Carbono
4.1 Consideraciones Previas
Resulta evidente que si nos fijamos en los constituyentes de estos
compuestos por separado, carbono y nitrógeno, inmediatamente se convendría
en considerarlos dentro del grupo de elementos más importantes. El carbono
(C, 1s2 2s2 2p4) es el elemento de cabecera del grupo de los carbonoideos
(Grupo 14 ó IVA). Posee una extraordinaria capacidad para combinarse entre
sí y con otros elementos. Esto se traduce en una amplia diversidad de formas
alotrópicas, algunas relativamente bien conocidas (amorfo, grafito y diamante)
y otras en pleno proceso de estudio (fulerenos, nanotubos o nanoespumas). Su
capital presencia en todo organismo vivo, los millones de compuestos que forma
y la importancia de su ciclo bioquímico terreste, cuya química rige, en última
estancia, el comportamiento de la vida tal y como la entendemos. Por su parte,
el nitrógeno (N, 1s2 2s2 2p5) es el cuarto elemento en abundancia en el cuerpo
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humano [1], el más abundante en nuestra atmósfera y se estima que el séptimo en
la Vía Láctea [2]. Se presenta comúnmente como molécula diatómica. El triple
enlace entre los nitrógenos de esta molécula es de los más fuertes de la naturaleza,
siendo su energía de disociación 955 kJ·mol−1(9.90 eV) [3]. De ahí se deriva la
dificultad de conseguir compuestos a partir de ella. Es fácil comprobar que la
significación de ambos no se limita al campo de la física y química, sino que esta
patente en todas las disciplinas científicas. Su relevancia incluso podría medirse
en términos económicos con tan solo referirnos a los hidrocarburos en el caso
del carbono y al amoníaco, el uso en explosivos o como gas industrial, cuando
pensamos en el nitrógeno.
Formas Alotrópicas del Carbono
Resulta interesante, antes de avanzar, hacer un repaso a la estructura de
las diversas formas alotrópicas del carbono, Fig. 4.1, ya que más adelante
encontraremos estructuras de los materiales en estudio que nos recodarán a estas.
Sin embargo, escapa de nuestro objetivo explicar las interesantes propiedades
que presentan cada una de ellas. El carbono amorfo, como su nombre indica,
no posee largo alcance cristalino. El término amorfo, siguiendo la definición de la
IUPAC (sigla en inglés de "International Union of Pure and Applied Chemistry"),
se reserva para materiales con electrones-pi localizados tal y como se describen
en [4]. En estos materiales aparecen desviaciones mayores del 5 % respecto de
las hibridaciones sp2 y sp3, tanto en las distancias de enlace como en los ángulos
de enlace. Las desviaciones en los ángulos son consecuencia de la presencia
de enlaces colgantes (del inglés "dangling bonds") saturados con hidrógenos.
La coexistencia de ambas hibridaciones, también denominadas trigonal plana
y tetrahédrica respectivamente, hace del ratio entre ambas poblaciones una
propiedad adecuada para la caracterización de estos materiales. De lo expuesto, se
infiere la existencia de materiales compuestos únicamente por átomos con enlaces
híbridos sp2 o sp3. Son las formas alotrópicas denominadas grafito y diamante,
respectivamente. El diamante cristaliza en la estructura cúbica diamante que
pertenece al grupo espacial Fd3m, con parámetro de red 3.567 Å. Su celda unidad
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contiene 8 átomos de carbono tetrahédrico enlazados de forma covalente, que se
colocan en la disposición cúbica centrada en las caras FCC (de su sigla en inglés
"Face Center Cubic") con una base de 2 átomos: uno en las coordenadas relativas
(0,0,0) y otro en (¼, ¼, ¼), ver Fig. 4.1 a). El grafito es un material laminado
cuya estructura atómica es la concatenación vertical de planos bidimensionales
de átomos de carbono, separados por una distancia experimental de 3.356 Å [5].
Los carbonos en cada uno de los planos conforman una red hexagonal compacta
con parámetro de red experimental de 2.464 Å [5, 6]. Debido a su hibridación
trigonal plana cada carbono enlaza con tres vecinos a través de orbitales híbridos
σ y el no hibridado pz.El orbital pi se encuentra deslocalizado o en resonancia
entre dos enlaces carbono-carbono, del mismo modo que en los compuestos
aromáticos como el benzeno (C6H6). Aunque en la naturaleza el apilamiento de
los planos tiene una disposición fija AB, Fig. 4.1 b), se han estudiado diferentes
configuraciones de apilamiento, destacando estas tres:
La configuración conocida como tipo sandwich o AB, donde el plano n + 1
se encuentra desplazado de tal forma que las posiciones x,y de un átomo
de carbono corresponden al baricentro del hexágono que forma la red de
átomos en el plano n. Esta es la forma natural del grafito.
La configuración frontal o AA, las posiciones atómicas son trasladadas la
distancia interplanar en el eje perpendicular a los planos de carbono, figura
4.1 b).
La configuración romboédrica o ABC, en la que el plano n + 2 presenta un
desplazamiento, respecto del plano n, de mismo módulo y sentido opuesto
al plano n + 1 de la configuración AB.
La interacción responsable del apilamiento es la interacción débil de Van der
Waals, que se explica en detalle en el capítulo 2.
Si nos fijamos en una sola lámina de grafito aislada tenemos un material
bidimensional conocido como grafeno. Este material podría entenderse como
el caso límite de los hidrocarburos aromáticos policíclicos, PAHs (de su sigla
en inglés "Polycyclic Aromatic Hydrocarbons"). Estudiado teóricamente desde
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los años 50 del pasado siglo [7], no fue aislado hasta el 2004 por Novoselov et
al.1 [8]. Tal y como nos cuenta Castro Neto et al. [9] el grafeno es un material
relativamente fácil de fabricar, presumiblemente cada vez que escribimos con
un lápiz, pero muy difícil de encontrar y aislar. En los últimos años, se han
desarrollado nuevas técnicas para aislar este material [10–12]. Además es la
estructura a partir de la cual se pueden pensar y entender otras formas alotrópicas
del carbono como los natotubos o los fulerenos. Los nanotubos [13] pueden
entenderse como enrollamientos de una o varias láminas de grafeno sobre si
mismos, creando cilindros únicos o concentricos. Debido a su excepcional ratio
longitud-diámetro son considerados materiales unidimensionales; Zheng et al
[14] reportan nanotubos de pared única, SWNT (de su sigla en inglés "Single Wall
Nanotube), de ratio mayor que 2,8·107:1, sintetizados mediante descomposición
de etanol catalizada con hierro. La estructura de los nanotubos está explicada en
detalle en el capítulo 5, en el cual se presentan cálculos en diferentes sistemas
con nanotubos. En la Fig. 4.1 d) se muestra un SWNT de carbono butaca
(5,5)@(10,10)2. Por otro lado, los fulerenos son construcciones moleculares,
huecas, esféricas o helicoidales de átomos de carbono. El C60, probablemente
el más conocido de los fulerenos, fue reportado por Kroto et al en 19853 [15].
La curvatura en los fulerenos se obtiene introduciendo defectos en una lámina de
grafeno; es decir, eliminando un átomo de un hexágono y creando un pentágono
(en algunos casos se introduce un átomo creando un heptágono). La exclusión (o
inclusión) de este átomo se traduce en una reorganización atómica y un cambio
en la hibridación que provocan una curvatura. Con un número adecuado de estos
defectos, se puede construir geométricamente estructuras cerradas huecas. En
C60 los átomos de carbono se colocan en los vértices de un icosaedro truncado,
compuesto por 20 hexágonos y 12 pentágonos cuyos lados nunca coinciden, Fig.
4.1 c). Su diámetro está en torno a los 7.0 Å [15] y existen dos distancias de
enlace diferentes, dependiendo de que los carbonos participantes sean hexágono-
hexágono o pentágono-hexágono. La familia de los fulerenos es amplia, sus
aplicaciones son innumerables y aunque muchas de sus propiedades físico-
químicas ya se conocen, sigue siendo objeto de estudio.
1La academia Nobel ha reconocido los trabajos sobre este material de Andre Geim y Konstantin Novoselov
con el Premio Nobel de Física 2010: For groundbreaking experiments regarding the two-dimensional material
graphene.
2Esta es la nomenclatura normalizada para nanotubos. Se explica en detalle en el capítulo 5
3Robert F. Curl Jr, Sir Harold W. Kroto y Richard E. Smalley fueron galardonados con el Premio Nobel de
Quimica de 1996 por el descubrimiento de los fulerenos
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Figura 4.1 – Alguna de las formas alotrópicas del carbono: a) celda unidad del
diamante; b) las dos posibles orientaciones del grafito; c) fulereno C60; d) SWNT
de carbono butaca (5,5)@(10,10).
4.2 Nitruros de Carbono
En términos estrictos, cualquier componente binario carbón-nitrógeno puede
ser considerado como un nitruro de carbono. La primera distinción debe hacerse
entre los nitruros de carbono moleculares, como el cianógeno C2N2 (N≡C−C≡N),
y los nitruros de carbono en fase estado sólido. Estos últimos pueden englobarse
en un tipo de materiales que asocian elementos 2p y 3p de los grupos III-IV-
V y presentan algunas propiedades interesantes: alta dureza, consecuencia del
alto carácter covalente de sus enlaces; buena conductividad térmica; transparencia
óptica en grandes rangos de longitud de onda [16,17]; o comportamiento aislante
[18]. El ejemplo paradigmático de estos materiales es el diamante. El diamante
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está considerado el material más duro que existe en la naturaleza4. De las posibles
estructuras de los nitruros de carbono en fase estado sólido, el C3N4 ha sido el
que mayor número de trabajos y más expectación ha suscitado en los últimos
años. Este interés se fundamenta en un trabajo de Liu et Cohen de 1989 [21],
en el que presenta un modelo empírico para el módulo de volumen, B0, en
sólidos covalentes. Este modelo, fiable para otros materiales super-duros, ha sido
corroborado por cálculos ab initio, sugería que un hipotético material β-C3N4,
basado en la conocida estructura β-Si3N4 en la que se substituía los silicios por
carbonos, debía presentar una compresibilidad comparable a la del diamante.
Polimorfismos en Volumen de C3N4
Las predicciones de Liu y Cohen, unidas al interés tecnológico que un
material con tan alto B motiva, han impulsado esfuerzos y avances en la
búsqueda de una fase sólida cristalina de C3N4. Desde la publicación de este
trabajo, principalmente en la década inmediatamente posterior, se han predicho
y realizado cálculos sobre varias posibilidades para la estructura cristalina5. La
estructrura α-C3N4 [23, 24] se deduce también de α-Si3N4 remplazando silicios
por carbonos. Se puede entender como un apilamiento ABAB de la β-C3N4 donde
B sería la imagen especular de A. En ambas estructuras los carbonos se encuentran
en hibridación sp3 y los nitrógenos en sp2. En las predicciones con celda cúbica,
la cúbica o willemite II [25] y la pseudo-cúbica [26], ambos elementos adoptan
la hibridación sp3. Además, dos estructuras menos usuales han sido predichas:
spinel-C3N4 [27], que contiene carbonos octaédricos rodeados de nitrógenos, y
λ-C3N4 [28], la única de las estructuras que contiene enlaces C-C y N-N.
Aunque es cierto que se han conseguido avances y éxitos en la síntesis de
este material, hasta el momento no hay evidencias experimentales concluyentes
4Experimentos y cálculos ab initio han mostrado hace poco que el nitruro de boro wurtzite y lonsdaleíta
(diamante hexagonal), que también pertenecen al grupo de materiales que nos ocupa, tiene una dureza
comparable a la del diamante [19, 20]. Sin embargo, se necesitan más estudios para afirmar rotundamente que
su dureza es mayor que la del diamante.
5En la Ref. [22] se puede encontrar una representación de las estructuras cristalinas propuestas que más
aceptación han tenido.
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de la existencia de una estequiometría C3N4 cristalina en fase volumen. Estos
avances se han obtenido principalmente en láminas delgadas y sólidos amorfos.
Entre los primeros se encontrado recubrimientos totales y parciales con alguna
de las estructuras aludidas [18]. Otros muchos han conseguido sólidos amorfos
en los que pequeñas partes del material presentaban una cristalinidad embebida
en volumen de otras fases amorfas e incluso de otras composiciones [22]. La
mayoría de las conclusiones están basadas en estudios de difracción de rayos X
(XRD, de su sigla en inglés "X-ray diffraction") y microscopía de transmisión de
electrones (TEM, de su sigla inglesa "Transmission Electron Microscopy". Sin
embargo, tal y como nos cuentan Kroke y Schwarz en una extensa revisión del
tema [22], incluso cuando los ratios C:N coinciden con la estequiometría C3N4,
las intensidades de difracción y las constantes de red quedan normalmente lejos
de los valores calculados para las estructuras propuestas. Esta afirmación, junto a
los prometedores auspicios de los trabajos comentados, tan solo refuerza la idea
de que son necesarios nuevos trabajos que confirmen la existencia de una o varias
posibles fases cristalinas del C3N4.
Estructuras Laminares de C3N4
En el presente trabajo, el término laminar se refiere a sistemas que presentan
una periodicidad bidimensional en dos ejes y cuya periodicidad en el tercer
eje aparece por repetición o apilamiento de una o varias de estas estructuras
bidimensionales. El ejemplo paradigmático es el grafito, tanto en su forma estable
(apilamiento ABA) como en la metaestable (AA). Otra de las características de
estos materiales es el hecho de que cada capa tiene entidad propia, no implicando
esto su existencia aislada. Este hecho, en términos generales, se debe a que las
interacciones entre las capas son de distinta naturaleza que las interacciones entre
los átomos que conforman cada capa; siendo la responsable del apilamiento la
más débil.
Usando de nuevo el ejemplo del grafito, la responsable del apilamiento es la
interacción van der Waals, mientras que los átomos de carbono están enlazados
covalentemente dentro de cada capa. Otro ejemplo de material laminar es la
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mica alúminica (KAl2(Al, S i)4O10(OH, F)26), un filosilicato, que mantiene sus
capas unidas con interacciones mediadas por iones mono y di-valentes (potasio,
magnesio, ...). Dentro de cada lámina los enlaces vuelven a ser covalentes:
silicio(aluminio)-silicio, silicio(aluminio)-oxígeno, etc. Esta anisotropía en la
interacción les confiere interesantes propiedades mecánicas, electrónicas u
ópticas, que dependen de cada material concreto. Además de las propiedades en
volumen, el hecho de que las láminas tenga entidad propia, implica que en algunos
casos puedan aislarse experimentalmente. De esta forma se ha demostrado la
existencia de grafeno [8], material que algunos autores aceptan como un material
bidimensional puro.
En el caso del nitruro de carbono, muchos grupos han focalizado sus esfuerzos
en sintetizar las fases laminares de este material. Después de menos de dos
décadas de estudio, un variado número de redes bidimensionales han sido
propuestas por diferentes autores. La Fig. 4.2 trata de esquematizar las estructuras
más significativas. En la Fig. 4.2 a) se muestra el plano grafítico para C3N4
(g-C3N4, de aquí en adelante) en la forma sugerida por Teter y Hemley [25].
En esta estructura, los ciclos de s-triazina (C3N3) se organizan hexagonalmente
en un plano, quedando conectados vía nitrógenos tricoordinados a través de
enlaces covalentes nitrógeno-carbono. Los autores propusieron un apilamiento
AB, de acuerdo con un grupo espacial P6m2. Otros apilamientos ABC [26]
y AA [29] han sido sugeridos. Si los nitrógenos que conectan los anillos s-
triazina dejan de ser tricoordinados para unir tan solo 2 anillos, se obtiene la
estructura grafítica-ortorrómbica que muestra la Fig. 4.2 b). En este caso, las
s-triazinas adquieren una disposición en cadena y enlazan entre ellas mediante
enlaces nitrógeno-carbono. Son los nitrógenos, ahora doblemente coordinados,
los encargados de unir las cadenas mediante enlaces carbono-nitrogeno-carbono
que conectan dos anillos de distinta cadena, otorgando una estructura de plano
[30]. Si en lugar de anillos s-triazina se consideran unidades de s-hepatizina
(tri-s-triazina) obtenemos las estructuras d) y e); donde de nuevo, la diferencia
consiste en el número de unidades enlazadas vía los nitrógenos conectores [31].
También se han propuesto como conectores entre las unidades, tanto de s-
trazina como de s-hepatizina, grupos carbonodiimidos, en lugar de átomos de
6Esta fórmula química corresponde a la mica moscovita, una de las variedades más comunes y más usadas
en los laboratorios de química y física.
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Figura 4.2 – Alguna de las estructuras laminares que se han propuesto en la
literatura para la estequiometría C3N4: a) y b), las conocidas como fases grafítica-
C3N4 y grafítica-ortorómbica-C3N4 respectivamente. c) Estructuras basadas en
Polydi(s-triazina)tri(carbondiimido). d), e) y f) Diferentes fases-C3N4 basadas en
hepatizina. Con "Xrepresentamos grupos cabonodiimidos que conectan los anillos
s-triazina, en c), y tri-s-triazina, en f). Estos grupos son −N=C=N− ó N≡C−N=.
nitrógeno [31]. Como ejemplo en c) y f) respectivamente se muestran estructuras
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en este sentido. La "X" representa los grupos carbonodiimidos. Además, han sido
sugeridas combinaciones de unidades s-triazina y s-hepaticina unidas por estos
conectores [31]. El reciente interés de las estructuras de basadas en hepatizinas se
fundamenta en sus potenciales propiedades de emisión óptica [31–33].
Nano-Estructuras C3N4
El descubrimiento de los fulerenos o buckyesferas y de los nanotubos de
carbono hace dos décadas, marca un punto de inflexión en lo que se conoce
como nano-ciencia. Si los primeros años el esfuerzo se centró en conocer las
propiedades de estas nuevas formas alotrópicas, durante la última década el
interés se ha visto en parte trasladado a la búsqueda de nuevos materiales con
características similares. Los heterofulerenos, que como su nombre indica derivan
de los fulerenos, son un claro ejemplo de esta tendencia. En estas estructuras, un
cierto número de carbonos son sustituidos por átomos de los grupos 13-15 de la
Tabla periódica. Boro, silicio y nitrógeno, sin ser los únicos, han concentrado el
mayor número de trabajos.Cuando el sustituyente es el nitrógeno, las estructuras
resultantes reciben el nombre de azafulerenos, que toma el prefijo "aza-" del
término frances "azote" propuesto por Lavoisier y colaboradores en el siglo
XVIII para denominar al nitrógeno.
El referido atractivo, que han despertado tanto nitruros de carbono como
nanomateriales, no se ha visto reflejado en el número de trabajos sobre la
formación de fases solidas de nitruros de carbono en un escala nanoscópica.
Un obstáculo que dificulta la preparación de estos materiales es la alta
estabilidad termodinámica de las moléculas de nitrógeno y compuestos de
carbono por separado. Este condicionante ha provocado que múltiples métodos
experimentales hayan sido propuestos para la síntesis de estas nanoesferas, sin
conseguir una ruta patrón. De entre todos ellos, el método solvotermal [34] y la
síntesis bajo condiciones moderadas se han mostrado como las más exitosas [35]
[36]. Aunque está fuera de los objetivos de esta Tesis detallar las condiciones
experimentales de cada una de los métodos propuestos, se recomienda la lectura
de la reciente revisión realizada por Goglio et al [18]. El tamaño mínimo de las
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nanoesferas reportadas en la literatura se sitúa entre cinco y cientos de nanometros
[35, 37–39], aunque Groenewolt y Antonietti aseguran obtener nanoestructuras
grafíticas (ver Fig. 4.2 d)) mediante matrices de silicio con porosidades de
5 nm de diámetro [40]. Tamaños más pequeños encontraron Hultman et al.
en lo que dieron a llamar nano-cebollas [41]. Reportan estructuras pseudo-
esféricas concéntricas de tamaños desde 7 a 21 Å de diámetro. Sin embargo, este
material debe ser considerado como un azafulereno, debido a que la concentración
de nitrógeno es menor al 20 %. Mediante cálculos DFT obtienen energías de
formación menores que las del C60 para estructuras con estequiometría C60−2nN2n,
cuando n66. En un trabajo exclusivamente teórico, Enyashin y Ivanovskii
proponen modelos de cajas moleculares basadas en la estructura g-C3N4 con un
numero de unidades de 60, 100 y 108 [42]. Con la estequiometría C3N4, pero
con una estructura no grafítica, dos Santos y Alvarez predijeron un aglomerado
hueco, C24N32, cuya optimización geométrica se realizó mediante técnicas de
química cuántica molecular con campos semi-empíricos PM3 [43]. Esta caja
molecular está constituida por anillos octaédricos C4N4, a semejanza de los
que aparecen en la fase sólida β-C3N4, unidos directamente entre ellos a través
de enlaces carbono-nitrógeno. Como se mostrará más adelante esta estructura
se presenta energéticamente más inestable frente a las que aquí se proponen.
Otras estequiometrías parecidas han sido sugeridas. Es el caso del C24N36, C2N3,
optimizado con mecánica molecular y sobre el que se realizaron cálculos de la
densidad de estados de los espectros de emisión y absorción de rayos X [44],
empleando para ello métodos variacionales discretos con orbitales moleculares.
La viabilidad de nanotubos de nitruro de carbono, en las estequiometría CN y
C3N4, (CNNT’s, de aquí en adelante) fue defendida teóricamente por Miyamoto
et al. en 1997. Mediante cálculos DFT con ondas planas, en la aproximación
LDA, dejaban la puerta abierta a la existencia de nanotubos de estos materiales,
prediciendo su carácter metálico y aislante, respectivamente. Hernandez et al.
[45] calculan las propiedades elásticas de diferentes nanotubos de g-C3N4 en las
dos posibles orientaciones, butaca(n,n) y zigzag(n,0)7 Posteriormente, algunos
grupos han obtenido experimentalmente la síntesis de CNNT’s [46–48], donde los
métodos experimentales propuestos son tan variados como el número de grupos
que los reportan. Los tamaños encontrados oscilan entre 50 y 100 nm de diámetro
7Esta denominación sigue la nomenglatura esándar que se usa para los CNT’s.
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y hasta varias micras de longitud. Cao et al. [46] obtuvieron la síntesis de
nanotubos multicapas, C3N4-MWNT’s, mediante una ruta sorvotermal catalizada.
Sin embargo, como incide la reciente revisión del tema [49], ninguna evidencia
experimental ha sido presentada para C3N4-MWNT’s. Durante los últimos años
han aparecido modelos estructurales de tubos basados en g-C3N4, sobre los
que realizan cálculos de estructura electrónica en la aproximación de electrónes
fuertemente ligados, TB (del inglés, tight-binding) [50]. Muy recientemente han
sido presentados cálculos ab initio sobre tubos basados en la forma grafítica con
unidades de hepatizina [51] y sobre una estructura gráfitica que recuerda a la de la
Fig. 4.2 c), en la que se ha eliminado la X, permitiendo enlaces carbono-carbono
de diferentes s-triazinas [52]
4.3 Nuevas Nano-Estructuras C3N4 Predichas Mediante DFT
Inspirados en las formas alotrópicas del carbono, particularmente por el
conjunto grafeno (2D), CNT’s (1D) y buckyesferas (0D), parece razonable la
búsqueda de estructuras análogas en un material como el C3N4, que presenta
una fase grafítica (g-C3N4). Esta pretensión se basa en algo más que una
cierta similitud estructural entre las fases bidimensionales de ambos materiales.
El carácter covalente no polar, o escasamente polarizado, de los enlaces que
intervienen en ambos (C-C en grafeno y C-N en g-C3N4), la capacidad del
carbono y nitrógeno de formar compuestos aromáticos (sirva como ejemplo las
bases nitrogenadas) o la alta electronegatividad que ambos presentan (2,55 y
3,04 en la escala de Pauling, para el carbono y nitrógeno respectivamente), son
características químicas que apoyan esta consideración.
En el último punto de la sección anterior ya se ha hecho un resumen de
los avances conseguidos en esta dirección. El objetivo planteado consiste en
conseguir estructuras 0-1 dimensionales de estos materiales. De esta forma,
se persigue el traspasar la escala nanoscópica y encontrar o postular, en estos
nitruros de carbono, verdaderas cajas moleculares nanométricas, con tamaños
comparables a las buckyesferas y CNNT’s de capa única.
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Fase Grafítica g-C3N4
De las múltiples fases grafíticas presentadas en la Fig. 4.2, los trabajos
presentados de aquí en adelante basan su estructura en la fase g-C3N4. La
estructura atómica de esta lámina aislada, calculada con DFT-SIESTA, se presenta
en la Fig. 4.3. Su red bidimensional es una celda hexagonal, con el mismo módulo
para los vectores de red ~u1 y ~u2, 4,74 Å, y un angulo ente ellos de 120º. La celda
unidad contiene 7 átomos correspondientes a los 6 elementos de la s-triazina y
al nitrógeno conector. Los nitrógenos triplemente coordinado presentan una casi
perfecta disposición sp2 en los enlaces con los carbonos de las s-triazinas vecinas.
Sus ángulos de enlace son de 119,7º, 119,8º y 120,6º. También los carbonos
presentan esta geometría trigonal plana, con un valor medio de ángulo de enlace
de 120º y una desviación estandar de 3º. A diferencia del grafeno, que presenta
una perfecta bidimensionalidad, la lámina g-C3N4 tiene una pequeña corrugación.
El carbono es coplanar, en su plano sp2, con dos nitrógenos de la s-triazina y el
nitrógeno conector. Además, también es coplanar en el plano sp2 del nitrógeno
conector. Estos dos planos forman un ángulo cuyo valor es 12,4º, 13,7º y 26,1º
para cada uno de los 3 carbonos de la celda unidad. Por otro lado, la desviación
en los nitrógenos que la s-triazina respecto a un ángulo de 120º, que uno espera
en un hexágono regular, es algo mayor. En este caso los ángulos son 111,7º,
112,0º y 117,0º. Con estos datos geométricos, se puede afirmar que la estructura
del g-C3N4 es globalmente plana, con una corrugación local de semiamplitud
0,42 Å, calculada como la desviación estandar respecto a una hipotética lámina
perfectamente plana. En la inserción de la Fig. 4.3 se esquematiza en que átomos
aparece esta corrugación.
La corrugación queda confirmada en el cálculo del parámetro de red, que
se muestra en la Fig. 4.4. Todos los puntos de esta figura han sido obtenidos
relajando el sistema para los diferentes valores del parámetro de red. El algoritmo
de relajación de las posiciones atómicas usado es gradientes conjugados. Se
usa una celda cuya dimensión en eje Z es lo suficientemente grande para poder
considerar una lámina aislada. Los círculos negros se obtienen imponiendo como
constricción que todos los átomos se mantengan en un mismo plano. Se obtiene
un parámetro de red de 4,805 Å y una energía total del sistema de -1544,664 eV.
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Figura 4.3 – Estructura calculada de g-C3N4.
En la curva de triángulos azules, se elimina la constricción y los átomos tienen
la libertad de moverse fuera del plano durante la relajación. La energía total del
sistema es menor, -1544,848 eV, y el parámetro de red disminuye a 4,740 Å.
Los cuadrados rojos corresponden a un sistema donde las posiciones atómicas
pertenecen a un plano con una precisión de 10−3 Å. Es decir, se ha movido una
distancia aleatoria menor de ±0,001 Å la coordenada Z en 4 de los 7 átomos de
la celda unidad, elegidos también aleatoriamente. Esto lo hacemos para asegurar
que durante las relajaciones de las posiciones atómicas no se cancelen términos
de fuerzas por alta simetría. Esta curva se ha realizado empezando con valores
del parámetro de red grandes y disminuyendo su valor. Se puede observar una
perfecta equivalencia con el sistema constreñido a un plano hasta el mínimo
(círculos negros). Sin embargo, al seguir disminuyendo el parámetro de red, se
provoca un salto a la curva de la geometría corrugada (triángulos azules). Si se
realiza este mismo procedimiento empezando con parámetros de red pequeños,
se obtiene de nuevo exactamente la curva de triángulos azules. Esta corrugación
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Lámina Plana: 4.805 Å / -1544.664 eV
Lámina Corrugada: 4.740 Å / -1544.848 eV
Figura 4.4 – Parámetro de red para g-C3N4. Los círculos negros corresponden
a un sistema en el que las posiciones atómicas son constreñidas a un plano XY.
Los triángulos azules se obtienen con el sistema sin constricciones. Los cuadrados
rojos muestran la histéresis geométrica que presenta el sistema, cuando se relaja
de mayor-menor parámetro de red y viceversa.
puede ser achacada al efecto de los pares solitarios de los nitrógenos del anillo s-
triazina. Para minimizar una interacción repulsiva, que incrementaría la energía,
los nitrógenos reorganizan su disposición espacial, condicionando la geometría.
En la Tabla 4.1 se muestran los parámetros utilizados para los cálculos de la es-
tructura de la lámina. Estos se han realizado dentro de la Aproximación Gradien-
tes Generalizados, GGA (del inglés, "Generalized Gradient Approximation"), con
la implementación de la parametrización PBE [53] (Perdew, Burke & Ernzerhof )
para la energía de intercambio correlación.
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Aproximación Funcional Algoritmo MD Bases
GGA PBE Gradientes Conjugados DZP
Energy Shift Mesh Cuttof Ptos. K Tolerancia SCF Tolerancia MD
( meV) (Ry) (eV/Å)
20 250 203 10−5 10−2
Tabla 4.1 – Valor de las principales variables usadas en el cálculo del parámetro
de red en g-C3N4: aproximación usada, funcional, algorítmo de la minimización
de fuerzas, tipo de base en el esquema de múltiples-ζ, desplazamiento de la energía
de confinamiento, tamaño de mallado en el espacio real, número de puntos-K,
tolerancia en la convergencia de la matriz densidad y tolerancia para el algoritmo
de minimización de fuerzas valor de la fuerza por angstrom.
Dimensinalidad 0: Agregados atómicos Huecos
Se habla de dimensionalidad cero, abusando del lenguaje y lejos de la
definición topológica, para referirse a sistemas donde todas las distancias
características son comparables y muy pequeñas. En estos sistemas los estados
disponibles existen solo a energías discretas. Algunos ejemplos serían los puntos
cuánticos, agregados de partículas y buckyesferas. En esta sección se describe
unos nuevos agregados huecos de C3N4 de tamaño nanométrico, predichos y
obtenidos durante los trabajos que engloban la presente Tesis. Antes de pasar
a una descripción detallada de cada una de las geometrías obtenidas, se explican
las propiedades exigidas a los nuevos agregados, así como la metodología, los
criterios y los test usados para su constatación teórica.
Las estructuras que se persiguen deben de cumplir una serie de requerimien-
tos, algunos de ellos comunes a los que cumplen los fulerenos:
i) Las estructuras deben de estar basadas en la estructura g-C3N4 propuesta
por Teter y Hemley [25] y descrita anteriormente (ver Fig. 4.3). La triple
coordinación del nitrógeno conector va a condicionar la forma y el tamaño
de las estructuras. Se permitirán pequeñas concesiones en la estructura,
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cuando se revelen ventajosas energéticamente.
ii) Se exige que las estructuras sean huecas y cerradas o semi-cerradas. Es
decir, buscamos estructuras que idealmente puedan obtenerse a partir del
plegamiento de una lámina de g-C3N4.
iii) La estequiometría C3N4 debe preservarse. Aunque la mayoría de las
estructuras predichas cumplen estrictamente esta exigencia, se permiten
pequeñas variaciones en el ratio carbono/nitrógeno para asegurar una
completa exploración. Estas variaciones no suponen en ningún caso
desviaciones mayores del 7 % del ratio nominal (0,75).
iv) Se pretende encontrar agregados de una escala nanométrica real. Muchos
autores consideran esta escala a partir de centenares de nanómetros. Nuestro
objetivo se sitúa en dimensiones típicas en torno a 1 nm.
Para las topologías de enlace de los posibles candidatos, bajo las
restricciones geométricas explicadas, se construyen manualmente a partir de
piezas triangulares que se ensamblan entre si. Cada triángulo representa una
subunidad de la celda unidad, bien la s-triazina (I) o bien el nitrógeno triplemente
coordinado (II). Cada subunidad I enlaza con tres subunidades II, una por cada
lado del triángulo, y viceversa. Una vez conseguidas estructuras cerradas, las
subunidades I y II se traducen a coordenadas espaciales, creando un modelo
espacial que se refina mediante un software de visualización 3D. Muchas de
las geometrías candidatas fracasan cuando son enfrentadas a las optimizaciones,
relajaciones y test realizados con DFT, que se detallan a continuación.
Consideramos que el método manual utilizado para diseñar las topologías de
enlace proporciona un alto grado de confianza para encontrar todas las estructuras
estequiométricas que cumplen las condiciones exigidas, hasta un tamaño de diez
unidades (C30N40). Más allá de ese tamaño, se han explorado algunas estructuras
encontradas de forma no sistemática.
SIESTA usa condiciones periódicas de contorno. Esto implica el uso de grandes
celdas cuando trabajamos con complejos moleculares; ya que de otra forma,
una posible interacción de largo alcance entre las imágenes periódicas puede
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falsear los cálculos. Por tanto, como paso previo a todo sistema, se converge la
energía total frente al tamaño de celda para evitar interacciones no deseadas. En
la Tabla 4.2 se explicitan los parámetros usados en esta sección. Estos valores
son heredados del cálculo de la lámina g-C3N4, ya que los parámetros relevantes
dependen de las especies químicas usadas. Los cálculos se realizan en dos
aproximaciones, GGA y LDA, usando las parametrizaciones PBE y CA (Ceperley
y Alder), respectivamente. Normalmente se escoge una de las aproximaciones
atendiendo al sistema de estudio. Aquí se usan ambas para comprobar que el
diferente tratamiento de la energía de canje-correlación puede influir en los
valores numéricos de energías, gaps, etc, pero no en la estructura, la estabilidad y
en la predicción propiamente dicha.
Aproximación XC Funcional Algoritmo MD Bases
GGA, LDA PBE, PZ Gradientes Conjugados, DZP
Anneal, Verlet, Accelerated Molecular Dynamics
Energy Shift Mesh Cuttof Ptos. K Tolerancia SCF Tolerancia MD
( meV) (Ry) (eV/Å)
20 250 Γ 10−5 3·10−2
Tabla 4.2 – Valor de las principales variables usadas en la predicción
de agregados moleculares huecos basados en g-C3N4: aproximación canje-
correlación, funcional, algoritmo de la minimización de fuerzas, tipo de base en el
esquema de múltiples-ζ, desplazamiento de la energía de confinamiento, tamaño
de mallado en el espacio real, número de puntos-K, tolerancia en la convergencia
de la matriz densidad y tolerancia para el algoritmo de minimización de fuerzas.
Las estructuras iniciales son relajadas usando el algoritmo gradientes
conjugados, hasta que la fuerzas atómicas son menores de 30 meV/Å. Solo
aquellos sistemas que concluyen en estructuras cerradas o semi-cerradas son
tenidos en cuenta para subsiguientes cálculos. La relajación se repite usando
las dos aproximaciones (GGA y LDA) y se comprueba, ver la Tabla 4.3, que
las coordenadas atómicas son prácticamente iguales en ambas. Es necesario
comprobar que las posiciones relajadas no corresponden a mínimos locales del
potencial o a posiciones de alta simetría. Para ello se enfrenta a las estructuras a
una prueba de estrés. Las posiciones atómicas se varían aleatoriamente dentro
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de una esfera de 0,1 Å de radio, centrada en cada posición atómica relajada.
Estas posiciones extresadas son relajadas de nuevo, con los mismos criterios, y
comparadas con las relajadas anteriormente. En la Tabla 4.4 se muestra el error
estándar de las posiciones atómicas entre ambas relajaciones. La más pequeña
de las estructuras, la más forzada geométricamente, muestra la ruptura de un
enlace C-N triplemente coordinado. Únicamente la estructura C54N72 muestra
una desviación estándar después de la prueba de estrés que implica en una
disminución de la energía apreciable (9 meV/at). Por tanto, consideramos como
geometría correctamente relajada la obtenida después del test de estrés.
Structure RMSE LDA-GGA (Å) Structure RMSE LDA-GGA (Å)
C12N16 0.028 C30N40-C3 0.035
C15N21 0.052 C30N40-Cs 0.037
C18N25 0.031 C30N40-C2v-1 0.035
C18N26 0.031 C30N40-C2v-2 0.039
C18N26-Cs 0.049 C33N44 0.036
C21N28 0.032 C33N44-Cs 0.037
C24N32 0.032 C36N44 0.035
C27N36 0.035 C36N48 0.033
C30N40 0.169
Tabla 4.3 – Error estándar de la posición atómica en la aproximación LDA,
referidas a las coordenadas relajadas en GGA.
Para comprobar la estabilidad electrónica, así como para explorar la
posibilidad de que estos agregados puedan ser ionizados, todas las estructuras
fueron relajadas, desde las posiciones anteriores, con una carga neta positiva de
un 1 e−. La Tabla 4.5 muestra las diferencias estructurales entre los agregados
neutros e ionizados.
Después de comprobar la estabilidad estructural de los agregados relajados,
se eleva la temperatura para comprobar la viabilidad de estas geometrías a las
temperaturas típicas de formación ∼700 K [34]. Este calentamiento se realiza
muy rápido, típicamente en 0,1 ps. De esta forma la energía se comunica
al sistema rápidamente. Alcanzada la temperatura objetivo, se continua la
simulación a energía constante con un algoritmo Verlet, para equilibrar el
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Structure RMSE (Å) Structure RMSE (Å)
C12N16 0.002* C30N40-C3 0.012
C15N21 0.015 C30N40-Cs 0.015
C18N25 0.018 C30N40-C2v-1 0.014
C18N26 0.014 C30N40-C2v-2 0.011
C18N26-Cs 0.020 C33N44 0.014
C21N28 0.015 C33N44-Cs 0.003
C24N32 0.021 C36N44 0.035
C27N36 0.012 C36N48 0.016
C30N40 0.055 C54N72 0.257
* en este caso el radio de la esfera de traslación en el test de estrés es de 0.05 Å. Con 0.1 Å se
rompe un enlace Ntricoordinado-C
Tabla 4.4 – Error estándar de la posición atómica, en la aproximación GGA, entre
las coordenadas relajadas y las coordenadas relajadas tras el test de estrés.
Structure RMSE (Å) Structure RMSE (Å)
C12N16 0.009 C30N40-C3 0.028
C15N21 0.042 C30N40-Cs 0.011
C18N25 0.045 C30N40-C2v-1 0.017
C18N26 0.037 C30N40-C2v-2 0.025
C18N26-Cs 0.046 C33N44 0.020
C21N28 0.057 C33N44-Cs 0.036
C24N32 0.015 C36N44 0.022
C27N36 0.024 C36N48 0.067
C30N40 0.041 C54N72 0.021
Tabla 4.5 – Error estándar de la posición atómica, en la aproximación GGA, entre
los agregado relajados con una carga neta de 1 e− y los con carga neutra.
sistema a esa temperatura. Cuando tenemos estabilizado el sistema a una
temperatura en torno a ∼700 K, cambiamos el tipo de dinámica molecular. Con
aquellas estructuras que han soportado el calentamiento y post-calentamiento,
se realiza dinámica molecular acelerada de fuerzas combinadas [54] En este
tipo de dinámica molecular se combinan pasos de dinámica completamente
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convergidos auto-consistentemente, con pasos donde únicamente se usa la fuerza
del funcional de Harris. Estos últimos son mucho más baratos desde un puto
de vista computacional, de ahí que se denomine dinámica acelerada. Para más
información acerca de este tipo de dinámica se recomiendan la lectura de [54],
donde Anglada et al explican detalladamente los pormenores del método. Un
punto crucial a la hora de usar este método es la elección del ratio entre los pasos
acelerados y los convergidos. Debe comprobarse que las trayectorias8 no se alejan
de una dinámica molecular con un algoritmo referencia, en este caso Verlet. De
esta forma, dependiendo del sistema, un paso de ratio muy alto puede conducir
a una dinámica irreal. En este caso, el ratio usado es de 5/1. Es decir, 5 pasos
acelerados por cada uno que se converge por completo.
En las siguientes subsecciones se detallan las características de todas las
estructuras, así como los resultados de las dinámicas moleculares para cada una de
ellas. Sin embargo, resulta interesante en este momento diferenciar las estructuras
en tres grupos, atendiendo a su comportamiento durante las dinámicas:
i) Grupo I: Estructuras que terminan fragmentadas, rotas o cuya estructura
final no es reconocible en comparación con las estructuras relajas; bien sea
durante el calentamiento, el post-calentamiento o la dinámica acelerada.
ii) Grupo II: Aquellas donde algunos enlaces de la estructura se rompen du-
rante las dinámicas realizadas, pero cuya estructura permanece básicamente
igual y completamente reconocible.
iii) Grupo III: Estructuras que mantienen estrictamente la geometría relajada,
más allá de pequeñas variaciones en las distancias características debidas
a modos de vibración, posiciones transitorias, etc, derivadas de la energía
cinética.
Aunque vamos a hacer una completa descripción de cada una de las estructuras
obtenidas, en la Tabla 4.6 se muestran conjuntamente algunas características
de los agregados para su posible comparación: el grupo de simetría al que
pertenecen, en la notación de Schöenflies, con una tolerancia en la desviación
8se entiende como trayectoria las coordenadas atómicas, tanto absolutas como relativas, en función del
tiempo
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máxima menor de 0.05 Å en todos los casos excepto para el C15N21 y C18N26,
donde se fija en 0,3 Å para obtener simetría distinta de C1; la estequiometría,
definida como el ratio entre el número de carbonos y nitrógenos; el tamaño
del agregado, donde se usan distintas dimensiones dependiendo de la forma
específica de cada uno de ellos; la energía de formación por átomo; la viabilidad
de cada estructura, con una forma reconocible, a 700 K; el tiempo de dinámica
molecular durante el cual se mantiene la estructura; y el tamaño de la banda
prohibida de energía, expresada como la diferencia entre los valores DFT de la
energía de los auto-estados inmediatamente superior e inmediatamente inferior
al nivel de Fermi (LUMO, del inglés "lowest unoccupied molecular orbital",
y HOMO, del inglés "highest occupied molecular orbital", respectivamente).
A partir de este momento, las estructuras isómeras serán denominadas con su
estequiometría seguida de su grupo de simetría, ƒpara una identificación unívoca.
Una magnitud física apropiada para estudiar la viabilidad de estos agregados
es la energía de formación. La podemos calcular como la diferencia entre la
energía total de las estructuras y un potencial químico adscrito a cada especie
atómica de la estructura:
EF = E(CnNm) − nµC − mµN (4.1)
donde E(CnNm) es la energía total del agregado en las coordenadas relajas, n y m
son el número de carbonos y nitrógenos respectivamente, µC y µN los potenciales
químicos para el carbono y el nitrógeno. En este caso, se elige el potencial
químico del carbono como la energía por átomo de carbono en el grafito. Para el
nitrógeno se usa el mismo criterio en el nitrógeno molecular. La Fig. 4.5, muestra
la energía de formación en función del número de átomos. Como referencia se ha
incluido, en trazo discontinuo, la energía de formación de la una lámina aislada de
g-C3N4, 0,209 eV/at. Las energías de formación de los agregados son endotérmica
respecto a la lámina aislada. Algo esperado, debido a que la curvatura de
los agregados es desfavorable energéticamente. La energía disminuye con las
dimensiones del agregado. Se puede observar que los agregados abiertos tienen
una energía de formación menor que los que los cerrados. La parte semi-abierta
de esos agregados puede considerarse localmente no curvada y no contribuyen
a aumentar la energía. Los agregados no estequiométricos también presentan
energías menores.
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Grupo esteq. Tamaño (Å) EFor Temp. DM ∆EH-L
Sim. (nC/mN) min max (eV/at) 700 K (ps ) (eV)
(C3N4)∞ 0.75 - - 0.209 - - 2.44
C12N16 Td 0.75 4.7 (d) 4.7 (d) 0.987 × - 0.15
C15N21 C3v 0.71 5.0 (d) 5.8 (l) 0.619 X 0.2 0.53
C18N25 C3v 0.72 4.6 (d) 7.0 (l) 0.605 × 0.49
C18N26 S6 0.69 3.9 (h) 8.2 (d) 0.517 X >5.5 (>10.0) 1.01
C18N26 Cs 0.69 5.2 (h) 8.2 (l) 0.495 X 0.4 0.32
C21N28 C3v 0.75 4.6 (d) 8.1 (l) 0.656 × 2.0 (1.3) 0.17
C24N32 S4 0.75 4.7 (d) 6.9 (l) 0.396 X 2.0 1.59
C27N36 C3h 0.75 5.7 (h) 8.9 (d) 0.565 X 1.0 0.68
C30N40 C1 0.75 8.2 (d) 8.7 (d) 0.387 X >2.5 0.30
C30N40 C3 0.75 5.1 (h) 8.9 (d) 0.499 X >4.0 1.37
C30N40 Cs 0.75 5.2 (d) 12.1 (l) 0.521 × - 0.14
C30N40 C2v 0.75 5.1 (h) 12.6 (l) 0.554 X - 0.21
C30N40 C2v 0.75 4.8 (h) 11.3 (l) 0.550 × - 0.14
C33N44 C1 0.75 6.3 (h) 10.4 (l) 0.493 X >3.6 (>2.3) 0.14
C33N44 Cs 0.75 7.4 (2b) 10.8 (2b) 0.485 X 5.0 0.25
C36N44 Th 0.82 8.1 (d) 9.2 (d) 0.333 X - 2.08
C36N48 Th 0.75 8.4 (d) 9.6 (d) 0.436 X >1.9 0.92
C54N72 D3h 0.75 5.1 (h) 13.7 (d) 0.386 X - 0.19
Tabla 4.6 – Composición y propiedades de los agregados propuestos. Grupo de
simetría en la notación de Schöenflies, con una desviación máxima que oscila
entre 0,0 Å y 0,3 Å. Coeficiente estequiométrico, calculado como el ratio entre
carbono y nitrógeno del agregado. Dos valores de las dimensiones características
de la estructura; la letra en paréntesis indica la dimensión usada atendiendo a:
diametro (d), longitud (l), altura (h), semi-eje mayor de una elipse (a) y semi-
eje menor (b). Energía de formación relativa al grafito y al nitrógeno molecular.
Viabilidad de la estructura para alcanzar ∼ 700 K con una estructura reconocible.
Longitud de la dinámica molecular (recocido) usando LDA (simulaciones en GGA
entre paréntesis). Sobre algunos agregados no se realizo dinámica molecular por
el alto coste computacional. Valor del gap, calculado como la distancia entre los
auto-estados DFT HOMO-LUMO.
A la vista de la importancia de la curvatura en la formación de los agregados,
que se reflejará también en la estabilidad durante las dinámicas moleculares,
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Figura 4.5 – Energía de formación de los agregados relajados en función del
número de átomos. Los triángulos y los cuadrados corresponden a estructuras
con perfecta estequiometría C3N4 y sin ella, respectivamente. Los símbolos vacios
representan estructuras semi-abiertas. El circulo representa a una estructura
sugerida en [43], basada en la estructura β-C3N4. La linea discontinua
corresponde a la energía de formación de una lámina aislada de g-C3N4.
es conveniente definir un parámetro para su descripción. De la lámina infinita
sabemos que los nitrógenos triplemente enlazados presentan una configuración
coplanar sp2 con carbonos de las s-triazinas. En los agregados, debido a
la curvatura, se pierde esta coplanaridad. Podemos usar esto para definir un
parámetro, Dsp2, que describa la curvatura local como la distancia de separación
del nitrógeno respecto al plano virtual que formarían los tres carbonos enlazantes,
si estuvieran dispuestos en una hibridación sp2 perfecta. Debido a la variedad
de formas de los agregados y a las distintas curvaturas que presentan, no solo
entre ellos sino dentro de ellos, no resulta conveniente dar un único valor de
este parámetro para cada agregado, ya que la dispersión puede ser tan grande
que desvirtúe la descripción. Por tanto, cuando nos referimos a este parámetro,
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usamos un rango de valores que va desde el mínimo hasta el máximo de
los calculados en todos los nitrógenos triplemente enlazados del agregado. Es
evidente que cuanto más homogéneos sean estos valores, cuanto más próximos
estén máximo y mínimo, más cercana a una esfera serán las geometrías de los
agregados.
C12N16
En la Fig. 4.6 se muestra el más pequeño de los agregados que se revela
estable a la relajación y a los test de estrés, C12N16. Tiene una estequiometría
perfecta de cuatro unidades de s-triazina y 4 nitrógenos conectores triplemente
enlazados. Es una estructura casi esférica de 4,7 Å de diámetro y energía de
formación de 0,99 eV/at. Debido a su pequeño tamaño muestra una alta curvatura,
que se ve reflejada en el parámetro de deformación Dsp2 constante de 0,46 Å. A
causa a esta alta y constante curvatura la estructura se rompe durante el rápido
calentamiento a 700 K y lo hace en uno de los enlaces a los que el parámetro
se refiere. Tras solo 31 pasos de dinámica molecular la ruptura del enlace lleva
a la apertura total de la estructura. De acuerdo con la clasificación anteriormente
propuesta se incluye dentro de las estructuras del grupo I.
Figura 4.6 – Agregado C12N16. Su grupo de simetría es Td, sin desviación. En gris
y azul los átomos de carbono y nitrógeno respectivamente.
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C15N21
En la Fig. 4.7 se muestra el agregado más pequeño no estequiométrico. Su
energía de formación por molécula es sensiblemente más baja que para el C12N16,
0,62 eV/at. La estructura esta formada por cinco anillos s-triazina, tres nitrógenos
triplemente enlazados y tres doblemente enlazados. Su forma es un cilindro corto
de 5,0 Å de diámetro y 5,8 Å de longitud en el que ambas bases del cilindro están
formadas por una s-triazina. Una de ellas enlaza a través de los tres nitrógenos
triples con otras tres s-triazinas, mientras que la otra lo hace a través 3 nitrógenos
dobles. Esta doble coordinación rompe la estequiometría, obteniendose un ratio
de 0,71. Esta configuración implica una mayor curvatura, en torno a 0,44 Å para el
parámetro Dsp2, en la parte donde los nitrógenos son triplemente coordinados. La
estructura comienza a romperse en esa zona, aunque no lo hace explícitamente en
un enlace de nitrógeno triple, sino en un enlace nitrógeno-carbono intra-s-triazina.
Aunque la estructura se mantiene durante el calentamiento a 700 K, comienza a
romperse casi de inmediato, tras solo 0,2 ps de dinámica molecular. Por tanto,
también forma parte del grupo I.
Figura 4.7 – Agregado C15N21. Se necesita aumentar la tolerancia hasta 0,3Å
para asignar simetría C3v. En gris y azul los átomos de carbono y nitrógeno
respectivamente.
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C18N25
El C18N25, Fig. 4.8, es el más pequeño de un grupo de agregados cilíndricos
que recuerdan a nanotubos capados. El diámetro es de 4,6 Å y la longitud de
7,0 Å. No es estequiométrico, su ratio es 0,72, y esta compuesto por seis s-
triazinas, cuatro nitrógenos triplemente enlazados y tres doblemente. Su energía
de formación es de 0,61 eV/at. La parte cilíndrica esta compuesta por tres s-
triazinas que conectan con otras tres, a través de nitrógenos, rotadas entre ellas
60º en torno al eje del cilindro. La base abierta del cilindro finaliza en tres
nitrógenos doblemente enlazados, que esperarían conectar con otra unidad de
tres s-triazinas, mientras que la base capada se cierra con un nitrógeno triple que
rompe la estequiometría. Este enlace, con un parámetro Dsp2 de 0,49 Å, es el más
forzado y se rompe rápidamente durante el calentamiento, en tan solo 80 pasos
de dinámica. Esto implica que el agregado no alcance los 700 K manteniendo la
estructura y sea incluido en el grupo I.
Figura 4.8 – Agregado C18N25. Grupo de simetría C3v, con desviación máxima de
0,04 Å. En gris y azul los átomos de carbono y nitrógeno respectivamente.
C18N26
Se trata de un esferoide oblato, cuyo eje mayor es de 6,9 Å y su eje menor
de 3,9 Å, que presenta un exceso de 2 nitrógenos respecto a la estequiometría
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C3N4, Fig. 4.9. La estructura esta formada por dos conjuntos de tres anillos s-
triazina unidas por un nitrógeno, de la misma forma que en la lámina infinita,
enfrentados y rotados 60º, lo que confiere un eje de simetría C3. Los dos partes
se unen a través de seis nitrógenos doblemente enlazados, lo que provoca cierta
curvatura en la estructura. Aparte de esta curvatura, las s-triazinas adoptan un
ángulo de torsión respecto al plano infinito, a semejanza de las palas del rotor
principal de un helicóptero. La doble coordinación de los seis nitrógenos que
unen ambas mitades confieren al agregado una flexibilidad angular que ayuda a la
estabilidad estructural durante las dinámicas moleculares. Además el parámetro
de desviación es muy pequeño para los dos únicos nitrógenos triples, 0,28 Å.
Todo esto se traduce en una energía de formación pequeña (0,52 eV/at) para
el número de átomos, Fig. 4.5, y hace que en las dinámicas se muestre como
la más estable de todas las estructuras estudiadas. Las dinámicas moleculares
realizadas a 700 K durante 5,5 ps y 10,0 ps, en las aproximaciones LDA y GGA
respectivamente, muestran una estabilidad total, sin rupturas de enlace ni grandes
deformaciones. Podemos incluirlo en el grupo III y concluir que el C18N26 es
estable a la temperatura de formación experimental.Está es la razón por la que,
en el siguiente apartado, se elige este agregado para estudiar la adsorción en
superficies metálicas.
C18N26-Cs
Estructura isómera a la anterior que presenta simetría respecto al plano
transversal XZ, como se puede comprobar en la Fig. 4.10. Al igual que su isómera,
está compuesta por seis s-triazinas, dos nitrógenos trípemente enlazados y seis
doblemente enlazados; sin embargo, su disposición geométrica le hace menos
compacta, 5,2 Å de altura y 8,2 Å de longitud, pudiendo considerarse semi-
abierta por su base. Su energía de formación es ligeramente inferior a la del
C18N26, 0,49 eV/at. Los nitrógenos triples están más forzados geométricamente
y presentan un parametro Dsp2 de 0,36 Å y 0,47 Å, siendo este último donde
rompe el primer enlace en las dinámicas moleculares. El agregado mantiene la
estructura durante el calentamiento a 700 K, pero muestra una baja estabilidad
en las dinámicas aceleradas. Durante los primeros 0,4 ps se rompen enlaces y se
pierde la estructura. Pertenece, por tanto, al grupo I.
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Figura 4.9 – Agregado C18N26. Grupo de simetría S6, con desviación máxima de
0,01 Å. En gris y azul los átomos de carbono y nitrógeno respectivamente.
Figura 4.10 – Agregado C18N26-Cs. Grupo de simetría Cs, con desviación máxima
de 0,01 Å. En gris y azul los átomos de carbono y nitrógeno respectivamente.
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C21N28
Esta estructura es idéntica al C18N25, agregando una s-triazina en la parte no
capada del aquel cilindro, Fig. 4.11. Esta s-triazina le confiere una estequiometría
C3N4 perfecta. Los tres nitrógenos doblemente enlazados que presentaba el
C18N25 son los que enlazan con la s-triazina agregada. El diámetro es el mismo y
la longitud del cilindro aumenta hasta 8,1 Å. La energía de formación (0,67 eV/at)
es más alta que para C18N25, tanto en términos absolutos como en relativos; ya
que al tener un número mayor de átomos se espera una energía de formación
menor. Esto no ocurre porque la curvatura se mantiene constante respecto al
C18N25. Sin embargo, la inclusión de la s-triazina en una de las bases del cilindro
añade estabilidad al agregado en las dinámicas. Aunque se rompe un enlace
antes de alcanzar los 700 K, la estructura continua siendo reconocible en las
dinámicas moleculares durante 2 ps en LDA y 1,3 ps en GGA. En el enlace roto
interviene el mismo nitrógeno tri-coordinado que en el caso de C18N25, que tiene
un Dsp2 prácticamente idéntico al de la estructura menor. Pasados estos tiempos
la estructura pierde la estructura y por esa razón la incluimos en el grupo I, aún
cuando 2,0 ps podrían hacernos pensar en una estabilidad apreciable.
C24N32
El C24N32 es un agregado semi-abierto por sus laterales que recuerda a una
caja de cartón abierta por ambas tapas, Fig. 4.12. Su forma puede entenderse
como una subunidad de un tubo de 4,7 Å de diámetro y 6,9 Å de longitud. Esta
formado por 8 s-triazinas, 4 nitrógenos triplemente enlazados y 4 doblemente.
A través de estos últimos se enlazarían, y de hecho lo hacen como veremos en
secciones posteriores, subunidades idénticas rotadas 90º para conformar un tubo.
Sus nitrógenos triples tienen un Dsp2 de 0,43 Å. Su energía de formación es muy
baja, 0,40 eV/at, más aún si se compara con su alta curvatura. Su comportamiento
en las dinámicas es parecido al agregado cilíndrico C21N28. Aunque alcanza los
700 K sin ruptura de enlaces, durante la posterior dinámica molecular se rompen
enlaces de las s-triazinas frontera. Sin embargo la geometría es plenamente
reconocible hasta los 2 ps de dinámica molecular. Llegado a ese punto, nuevas
rupturas de enlace implican desnaturalización de la estructura, incluyendo este
agregado en el grupo I.
Con la misma metodología se ha tratado una estructura isómera propuesta por
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Figura 4.11 – Agregado C21N28. Se necesita aumentar la tolerancia hasta 0,3Å
para asignar simetría C3v. En gris y azul los átomos de carbono y nitrógeno
respectivamente.
Dos Santos y Alvarez [43]. Este agregado esta basado en la estructura β-C3N4,
en la que se unen anillos C4N4. Las relajaciones muestran distancias de enlace
menores que la referencia (∼ 3-4 %) y su forma geométrica puede considerarse
una esfera de 7,1 Å de diámetro. Su energía de formación (0,60 eV/at) es mayor
que la de los agregados más estables que aquí se presentan. En las dinámicas
moleculares realizadas, la estructura comienza a romperse cuando se alcanzan
2 ps a 700 K.
C27N36
La forma de esta estructura es una estrella de tres puntas con un diámetro de
8,9 Å y 5,9 Å de anchura y posee un eje de simetría C3. Está compuesta por
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Figura 4.12 – Agregado C24N32. Grupo de simetría S4, con desviación
máxima menor que10−3 Å. En gris y azul los átomos de carbono y nitrógeno
respectivamente.
nueve anillos s-triazina y nueve nitrógenos triplemente enlazados. El parámetro
Dsp2 de todos ellos es de 0,42-0,43 Å, lo que implica que están bastante
forzados geométricamente. La energía de formación es de 0,65 eV/at. Durante
el calentamiento se rompen tres enlaces de los nitrógenos triples, uno en cada
punta de la estrella; sin embargo, es el único cambio estructural y la geometría
se mantiene así durante el calentamiento, posterior estabilización y 1,0 ps de
dinámica molecular acelerada a 700 K. Transcurrido ese tiempo nuevas rupturas
de enlacen tienen lugar, la estructura pierde su forma y se fragmenta. De nuevo,
este agregado pertenece al grupo I.
C30N40
Es el primero de una serie de agregados isómeros que presentan características
diferentes. Su forma es casi esférica, Fig. 4.14, con un diámetro que varía entre
8,2 Å y 8,7 Å. Esta estructura contiene 10 s-triazinas, seis nitrógenos triplemente
enlazados y cuatro doblemente enlazados. Los nitrógenos dobles implican que la
estructura esférica sea ligeramente abierta, como si a una naranja se le quitara un
gajo. La energía de formación es una de las más bajas de todas las estructuras
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Figura 4.13 – Agregado C27N36. Grupo de simetría C3h, con desviación máxima
de 0,03 Å. En gris y azul los átomos de carbono y nitrógeno respectivamente.
y la más baja de entre sus isómeras, 0.39 eV/at. El hecho de ser semi-abierta
puede favorecer este bajo valor, ya que la parte semi-abierta de la estructura
los átomos de nitrógeno están más separados y las posibles repulsiones entre
las densidades electrónicas de los pares solitarios de los nitrógenos deben ser
menor. El parámetro Dsp2 toma valores entre 0,38 Å y 0,44 Å. Las dinámicas
moleculares muestran una buena estabilidad de la estructura a 700 K. Durante más
de 2,5 ps se rompe algún enlace, que se recupera inmediatamente, y su geometría
es perfectamente reconocible. Las rupturas temporales de enlaces se pueden
achacar a las fluctuaciones de energía cinética en los átomos. Esta estructura
pertenece al grupo II.
C30N40-C3
Este isómero tiene una coordinación perfecta de 10 s-triazinas y 10 nitrógenos
triplemente enlazados. Su forma, en su proyección sobre el plano XY de la Fig.
4.15, recuerda a un triángulo isósceles redondeado en sus vértices; mientras que
en las otras proyecciones es un esferoide oblato. Siguiendo esta descripción,
sus dimensiones son 8,9 Å de diámetro para un círculo que circunscribiría el
triángulo y 5,1 Å para el eje menor del esferoide. La estructura pose un eje de
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Figura 4.14 – Agregado C30N40. La única simetría que presenta es la identidad,
C1. En gris y azul los átomos de carbono y nitrógeno respectivamente.
simetría C3 que pasa por el nitrógeno central. La energía de formación es de 0,50
eV/at y el parámetro Dsp2 varía entre 0,30 Å, para los nitrógenos de la parte
de superior e inferior, y 0,42-0,44 Å para los nitrógenos periféricos, los cuales
otorgan la curvatura necesaria para obtener una estructura cerrada. Las dinámicas
moleculares muestran que durante más de 4 ps la estructura es completamente
estable, sin ruptura de enlaces ni grandes deformaciones. Junto con el C18N26 es
el agregado más estable, formando parte del grupo III.
C30N40-Cs
Es una estructura cilíndrica, Fig. 4.16, de 5,2 Å de diámetro, suponiendo un
cilindro que confina la estructura exteriormente, y de 12,1 Å de longitud. Puede
considerarse un derivado, desde un puto de vista estructural, de C21N28 al que se
le ha insertado una nueva unidad de tres s-triazinas y tres nitrógenos triplemente
enlazados. Su energía de formación es de 0,52 eV/at y los parámetros Dsp2
del mismo orden que los otros agregados cilíndricos. Cuando es sometido a las
dinámicas moleculares se muestra muy inestable, no consiguiendo mantener la
estructura antes de alcanzar los 700 K.
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Figura 4.15 – Agregado C30N40-C3. Grupo de simetría C3, con desviación de 0,01
Å.En gris y azul los átomos de carbono y nitrógeno respectivamente.
Figura 4.16 – Agregado C30N40-Cs. Grupo de simetría Cs, con desviación
máxima menor que 10−3 Å. En gris y azul los átomos de carbono y nitrógeno
respectivamente.
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C30N40-C2v-1
Esta estructura con forma de turbante, Fig. 4.17, posee una coordinación
perfecta de 10 s-triazinas y 10 nitrógenos triplemente enlazados. Se trata de
un agregado molecular de alta simetría con un eje C2 y un plano vertical, YZ
en la figura. Las dimensiones características en el plano vertical, proyección
que muestra la figura, son una longitud de 12.6 Å y una altura de 5,1 Å. La
estructura está bastante forzada geométricamente y en algunas partes la curvatura
es bastante grande. Esto se refleja en el parámetro Dsp2, que varía de 0,27 Å para
los dos nitrógenos superiores y entre 0,41 Å y 0,48 Å para el resto. La energía de
formación (0.55 eV/at), al igual que la de su homóloga C30N40-C2v-2, es la más
alta de todas las estructuras isómeras C30N40. La estructura alcanzaba los 700 K
en las dinámicas moleculares sin cambios sustanciales ni ruptura de enlaces.
Figura 4.17 – Agregado C30N40-C2v-1. Grupo de simetría C2v, con desviación
máxima menor que 10−3 Å. En gris y azul los átomos de carbono y nitrógeno
respectivamente.
C30N40-C2v-2
Comparte con la anterior, además de la composición química, coordinación
perfecta, forma general y simetría, ya que tiene un eje C2 y un plano de
simetría. Este plano corresponde al YZ en la Fig. 4.18. Mientras que la energía
de formación es prácticamente la misma, 0,55 eV/at, sus parámetros Dsp2 son
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algo mayores que en su homóloga, 0,28 Å para los poco forzados y entre 0,45 Å
y 0,48 Å para el resto. Esto implica una estructura ligeramente más forzada
geométricamente. De hecho esta estructura rompe dos enlaces antes de alcanzar
los 700 K en las dinámicas moleculares, aún conservando su forma.
Figura 4.18 – Agregado C30N40-C2v-2. Grupo de simetría C2v, con desviación
máxima menor que 10−3 Å. En gris y azul los átomos de carbono y nitrógeno
respectivamente.
C33N44
Agregado estequiométrico y de coordinación perfecta que no presenta
simetría. No tiene una forma geométrica reconocible y sus distancias
características, 6,3 Å de altura y 10,4 Å de longitud, se refieren a la proyección
mostrada en la Fig. 4.19. Su energía de formación es de 0,49 eV/A y la estructura
esta poco forzada geométricamente. Los valores de Dsp2 varían entre 0,20 Å
y 0,47 Å. Esto implica que tan solo localmente, en 4 de los 11 nitrógenos
tríplememnte coordinados el Dsp2sobrepasa los 0,3 Å, y aparece una cierto
estrés geométrico local. Estas razones le confieren una estabilidad grande durante
las dinámicas moleculares a 700 K. Se integra en el grupo II porque aparece
alguna ruptura de enlace que se recupera con posterioridad. La estructura puede
considerarse estable y sin grandes deformaciones en ambas aproximaciones,
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corroborado durante los más de 3,6 ps y 2,3 ps de dinámica molecular realizados
en la aproximaciones LDA y GGA, respectivamente.
Figura 4.19 – Agregado C33N44. La única simetría que presenta es la identidad,
C1. En gris y azul los átomos de carbono y nitrógeno respectivamente.
C33N44-Cs
Estructura isómera a la anterior que presenta simetría respecto al plano XZ
de la Fig. 4.20 (en donde la estructura ha sido proyectada en el plano YZ.
La energía de formación es muy parecida a su isómera, 0,49 eV/at, pero sus
parámetros Dsp2, entre 0,24 Å y 0,45 Å y con solo dos de los 11 por debajo
de 0,3 Å, evidencian una geometría un poco más forzada. Esto se comprueba
en las dinámicas moleculares, donde se rompen y no se recuperan dos enlaces
simétricos respecto del plano; que además, son los de mayor valor de Dsp2. A
pesar de estas rupturas, que hacen más abierta la estructura, su forma se mantiene
plenamente reconocible por más de 5,0 ps, por lo que es incluida en el grupo II, a
semejanza de su isómera.
C36N44
Agregado no estequiométrico de ratio 0,82, Fig. 4.21. Esta compuesto por
12 s-triazinas y ocho nitrógenos triplemente enlazados. Tiene forma de esfera
92 Nuevas Nano-Estructuras C3N4 Predichas Mediante DFT
Una Predicción: Nuevas Nano-Estructuras de Nitruro de Carbono 4
Figura 4.20 – Agregado C33N44-Cs. Grupo de simetría Cs, con desviación máxima
de 0,08 Å. En gris y azul los átomos de carbono y nitrógeno respectivamente.
estrellada con un diámetro interior de 8,4 Å y una distancia entre puntas de
9,2 Å. Las s-triazinas de las puntas enlazan entre ellas mediante enlaces carbono-
carbono. Su energía de formación es la más pequeña en valor absoluto, 0,33 eV/at.
Posee tres planos de simetría perpendiculares entre ellos, razon por la cual todos
los nitrógenos triples tienen el mismo parámetro Dsp2 (0.43Å). La estructura
sobrevive al calentamiento rápido a 700K sin ninguna rotura de enlace. Sin
embargo, no se realizaron ulteriores dinámicas moleculares.
C36N48
Estructura de alta simetría, Th sin desviación, con estequiometría y
coordinación perfectas. Es prácticamente una esfera perfecta, Fig. 4.22, donde
la distancia mínima y máxima entre átomos enfrentados es 8,4 y 9,6 Å,
respectivamente. Su energía de formación es 0,44 eV/at. Su forma esférica
implica una total homogeneidad para los parámetros Dsp2, así como un valor
pequeño (0,24 Å). Las dinámicas realizadas con este agregado muestran una
gran estabilidad a 700 K durante casi 2 ps. No aparecen rupturas de enlace, ni
deformaciones, por lo que se clasifica en el grupo III.
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Figura 4.21 – Agregado C36N44-Cs. Grupo de simetría Th sin desviación . En gris
y azul los átomos de carbono y nitrógeno respectivamente.
Figura 4.22 – Agregado C36N48. Grupo de simetría Th, con desviación máxima de
0,08 Å. En gris y azul los átomos de carbono y nitrógeno respectivamente.
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C54N72
Es la más grande de las estructuras exploradas, Fig. 4.23. Su forma de dis-
co grueso le confiere un eje de simetría C3, pero implica también valores muy
altos del parámetro Dsp2 (0,50Å) para los nitrógenos que conectan parte supe-
rior e inferior. Su energía de formación es pequeña en valor absoluto, 0,39 eV/at,
pero más grande de lo esperado respecto al número de átomos, ver Fig. 4.5. La
estructura soporta el calentamiento a 700 K, pero se descartaron realizar otras di-
námicas moleculares debido al alto coste computacional.
Figura 4.23 – Agregado C54N72. En gris y azul los átomos de carbono y nitrógeno
respectivamente.
Los agregados que se fragmentan, pierden su forma característica o rompen
muchos de sus enlaces, grupo I, son relajados de nuevo. El punto de partida son
las coordenadas de la dinámica molecular donde comienza la fragmentación o
donde se considera, subjetivamente, que la forma no es reconocible (paso de
dinámica correspondiente al tiempo que aparece en la penúltima columna de
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la Tabla 4.6). El objetivo es comparar tanto las energías de formación como
las estructuras finales de esta nueva relajación, con las que se obtenían en las
relajaciones iniciales. Si las nuevas coordenadas relajadas son las mismas, o
muy parecidas, y su energía de formación es igual o menor, siempre respecto
a las relajaciones iniciales, podría confirmase que estas geometrías pueden ser
consideraras buenos mínimos locales, aún cuando no se mostraran estables
en las dinámicas moleculares realizadas. Esto avala su viabilidad en unas
ciertas condiciones experimentales. Sin embargo, el comportamiento poco estable
de los agregados del grupo I durante las dinámicas moleculares indica que
las condiciones propuestas por Lopez et al. [34] favorecen la formación de
estructuras diferentes, grupos II y III. Si por el contrario, se obtienen energías de
formación menores, con coordenadas apreciablemente distintas, es señal de que
los mínimos obtenidos en las relajaciones iniciales estaban condicionados por las
coordenadas de partida. Los resultados, listados en la Tabla 4.7, muestran que
casi la totalidad de las estructuras del grupo I relajan a estructuras ligeramente
distintas a las iniciales. Esta segunda relajación no consigue restablecer los
enlaces rotos durante las dinámicas moleculares, salvo en C15N21 y C30N40-
C2v-1. Mención especial requiere C27N36 que relaja a la estructura de estrella
dentada que referíamos anteriormente. La pronta ruptura de 3 enlaces durante el
calentamiento, la posterior estabilidad durante 2 ps durante ulteriores dinámica
y la notable disminución de la energía de formación, 0.13 eV/at, al ser relajada
con estos 3 enlaces rotos, sugieren que esta geometría podría ser viable en las
condiciones experimentales cercanas a las referidas en Lopez et al. [34]. Por su
interés, la nueva estructura relajada se muestra en la Fig. 4.24.
Dimensinalidad 1: nanotubos
En un grupo de estructuras de la sección anterior hemos usado la palabra
cilindro para describir su forma. Alguna incluso, parece ser subunidad de otras
(sirva como ejemplo el agregado C18N25 respecto a C30N40-Cs). Otra, como
la estructura semi-abierta C24N32, ensamblaría perfectamente con una replica
de si misma rotada 90º y trasladada un cierto parámetro de red. Todo esto
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Antes de DM Despues DM
E f ∆EH-L E f ∆EH-L
(eV/at) (eV) (eV/at) (eV)
C12N16 0.987 0.15 0.780 0.26
C15N21 0.619 0.53 0.620 0.53
C18N25 0.605 0.49 0.515 0.11
C18N26-Cs 0.495 0.52 0.505 1.69
C21N28 0.656 0.37 0.546 0.46
C27N36 0.565 0.68 0.435 0.11
C30N40-Cs 0.521 0.14 0.498 0.13
C30N40-C2v-1 0.554 0.14 0.551 0.24
C30N40-C2v-2 0.550 0.21 0.467 0.18
Tabla 4.7 – Energía de formación y banda prohibida de energía HOMO-LUMO
de las estructuras relajadas antes y después de las dinámicas moleculares. Solo se
muestran los agregados atómicos del grupo I.
invita a explorar la posibilidad de encontrar estructuras de dimensionalidad uno,
nanotubos, basados en la estequiometría y geometría del g-C3N4.
Se presentan en esta sección estudios ab initio de C3N4-SWNT’s para las
geometrías butaca y zigzag. En la Fig. 4.25, se muestra un ejemplo de ambas
estructuras. Es muy fácil identificar el agregado molecular C24N32, Fig. 4.12,
con el nanotubo butaca(4,4) de la Fig. 4.25 a). Del mismo modo, el nanotubo
zigzag(3,0), Fig. 4.25 b), corresponde al agregado C18N25 de la Fig. 4.8 o al
C30N40-Cs de Fig. 4.16, si se elimina el nitrógeno triplemente coordinado que
cierra el cilindro. Las dimensiones de estos tubos, el diámetro, son ligeramente
mayores de las que podemos encontrar en la Tabla 4.6, debido a la verdadera
estructura tubular de las estructuras de la Fig. 4.25. Una carterística común de
estos nanotubos, en ambas geometrías, con la lámina bidimensional y con los
agregados moleculares es la corrugación que presentan. Esta pequeña corrugación
depende ligeramente del diámetro y da un aspecto a los nanotubos que recuerda
a la piel escamada de una serpiente.
El más pequeño de los g-C3N4-SWNT que se puede construir lo encontramos
en la geometría zigzag. Consta de dos anillos s-triazina y dos nitrógenos
triplemente coordinado en la circunferencia del cilindro y cuatro de cada uno de
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Figura 4.24 – Agregado C27N36-Cs relajado tras ser sometido a dinámica
molecular. En esta configuración 3 enlaces s-triazina nitrogeno triplemente
coordinado se han roto, otorgando al agregado una estructura de estrella de 3
puntas. En gris y azul los átomos de carbono y nitrógeno respectivamente.
ellos en la celda unidad, para hacer un total de 28 átomos en la celda unidad. Se
construyeron g-C3N4-SWNT desde el zigzag(2,0) hasta el zigzag(20,0), de 280
átomos. Los parámetros de red de los nanotubos se obtienen realizando curvas
como la Fig. 4.26, variando el tamaño de la celda de simulación a lo largo de la
dirección longitudinal y relajando la estructura para cada posición. En la Fig. 4.26
se muestra la evolución de la energía de formación de los nanotubos en función
de su tamaño. La Fig. 4.26 a), donde se muestra la energía de formación de los
nanotubos por unidad de C3N4 frente al número de unidades en la celda unidad,
revela la necesidad de tener un buen muestreo en puntos k. Así, para todos los
cálculos que se presentan en esta sección se utilizó un kgrid de 20 Å. Este valor
asegura una buena convergencia de la energía con 27 puntos k para los zigzag y
45 para los butaca (estos últimos tienen un parámetro de red longitudinal menor).
En la figura, la linea discontinua representa la energía de formación de la fase
bidimensional presentada en secciones anteriores. La Fig. 4.26 b), muestra la
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a)
b)
Figura 4.25 – Nanotubos de nitruro de carbono. a) butaca(4,4), su parámetro de
red es de 4,41 Å y su diámetro de 4,86 Å. b) zigzag(3,0), su parametro de red es de
7,70 Åy su diámetro de 5,57 Å.
energía de formación, ahora relativa a la fase bidimensional, frente al radio de
los nanotubos. Se puede concluir que la formación de nanotubos de pared única
zigzag de este material es exotérmica respecto a su fase bidimensional grafítica.
Además, se comprueba que existe un tamaño óptimo para estas estructuras. Este
tamaño corresponde al g-C3N4-SWNT zigzag(7,0), cuyo diámetro es de 11,46 Å
y su energía de formación es de -0,046 eV/átomo, respecto de la lámina grafítica.
El parámetro de red es de 7,99 Å y su celda unidad tiene 98 átomos. Comparando
esta energía con las energías de formación de los zigzag(n,0), con n=6,8,9, se
observa que son muy parecidas (∼ 1 meV) y por esta razón se puede afirmar que
un diámetro entre 1,0 nm y 1,5 nm es el tamaño óptimo para los g-C3N4-SWNT
en su geometría zigzag.
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Figura 4.26 – A la izquierda, energía de formación de los nanotubos zigzag, por
unidad de C3N4, en función de unidades incluidas en la circunferencia. Se muestra
la convergencia con el muestreo en el espacio reciproco. A la derecha, energía de
formación por átomo en función del diametro Se observa un tamaño óptimo en
torno 11 Å.
4.4 Adsorción en superficies metálicas
En la sección anterior se han presentado simulaciones que avalan la predicción
y viabilidad de nano-estructuras huecas de C3N4. En las simulaciones se ha
intentado reproducir las condiciones experimentales de formación [34], con
el objetivo de que estas nuevas estructuras puedan ser corroboradas por el
experimento.Resulta conveniente realizar un esfuerzo adicional para simular una
nueva situación realista que permita la comparación con un mayor número de
técnicas experimentales.
Muchas de las técnicas usadas en los estudios experimentales de nano-
estructuras, en particular las microcopías de sonda próxima como la microscopía
de fuerzas atómicas (AFM, de su sigla en inglés Atomic Force Microscopy [55]) o
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la microscopía de efecto túnel (STM, de su sigla en inglés Scanning Tunneling
Microscopy), requieren un substrato sobre el que depositar las estructuras a
estudiar. El substrato elegido depende de la técnica usada y de las propiedades
que se pretenden analizar. Por conveniencia, muy frecuentemente se elige una
superficie conductora, que permite el uso canónico de ambas técnicas (se pueden
realizar estudios de STM en materiales semiconductores [56] e incluso en
aislantes [57,58]). Las superficies, debido al tamaño de los agregados moleculares
en estudio (∼1 nm), deben ser atómicamente planas para evitar efectos no
deseados que pueden influir en las estructuras que se quiere estudiar, como
el semi-enterramiento de estas, o reducir la precisión, como disminución de
contraste. Por la misma razón se prefieren superficies limpias de contaminantes
y lo menos reactivas posibles. Por último, desde un punto de vista práctico, es
deseable utilizar superficies fáciles de conseguir y que hayan sido ampliamente
usadas en este tipo de técnicas. Con las condiciones expuestas tenemos dos
posibilidades para la elección de la superficie: el oro , en su superficie Au(111)
[59–62], y el grafito pirolítico de alto ordenamiento (HOPG, de su sigla en inglés
Highly Ordered Pyrolytic Graphite). En este estudio hemos elegido el Au(111),
ya que estudios previos con fulerenos adsorbidos en esta superficie [63] serán de
utilidad a la hora de comparar las simulaciones.
Esta simulación persigue esclarecer la posibilidad de usar una superficie
metálica para la resolución experimental de estas estructuras. Además, interesa
determinar la interacción entre agregado y superficie, resolver modificaciones de
la estructura electrónica de la molécula debidas a esta interacción, distinguir entre
fisisorción o quimisorción y estimar el intercambio electrónico entre agregado
y superficie. Para modelar el Au(111) se utilizan 4 capas atómicas, la más
profunda de las cuales se constriñe geométricamente, dejando las demás libres
durante las relajaciones. Se obvia la reconstrucción propia de esta superficie,
reconstrucción de espiga o Herringbone, ya que se trata de una 22x
√
3 e
implicaría un número inabordable de átomos. Es evidente que usar solo 4 capas
atómicas es insuficiente para una precisa descripción cuantitativa del oro; por
eso, las conclusiones de esta simulación deben entenderse desde un punto de
vista cualitativo. Para realizar la elección del agregado molecular que vamos
a depositar sobre la superficie Au(111), debemos escoger entre aquellos que
se mostraban estables durante la dinámica molecular, es decir, grupo II ó III.
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Escogemos el C18N26, ya que se muestra como el más estable. Además, su
reducido tamaño y el número de átomos, 44, favorecen esta elección. Esto supone
una ventaja en el tiempo de cálculo, ya que es requisito indispensable usar celdas
de simulación suficientemente grandes para despreciar las posibles interacciones
entre los agregados moleculares de las imágenes de celdas periódicas. La simetría
C3 del agregado impone que la celda debe tener las mismas dimensiones en
las dos direcciones del plano de la superficie. La superficie Au(111) es una red
hexagonal con un átomo por celda unidad. Los 8,2 Å de diámetro del C18N26
implican la necesidad de coger una supercelda 6x6 de la superficie. Finalmente,
todos los requerimientos anteriores conducen a usar 144 átomos para modelar la
superficie de oro.
La posición inicial del C18N26 sobre el oro viene determinada por su forma
oblata y se utilizan 4 posiciones de partida para el agregado, caracterizadas por
la posición del nitrógeno triplemente enlazado del vértice inferior del esferoide.
Las coordenadas XY iniciales de este átomo corresponden, para cada posición,
a las de los sitios de absorción fcc, hcp, on-top y bridge9 de la superficie. Las
simulaciones están realizadas en la aproximación GGA y relajadas hasta que
las fuerzas residuales son menores de 0,03 eV/Å. Las diferencias en la energía
de adsorción son mínimas entre las 4 posiciones iniciales, no superando los
4 meV/at, ver Tabla 4.8. La Fig. 4.27 muestra las coordenadas relajadas del
C18N26 sobre Au(111) en la posición hcp. Se observa un leve achatamiento del
esferoide debido a la interacción con la superficie, pasando de 3,91 Å de eje
menor a 3,83 Åy de 8,29 Å de eje mayor a 8,35 Å. La distancia de relajación
entre los nitrógenos más cercanos y la superficie es de 2,60 - 2,68 Å. Por otro
lado, las dos primeras capas de átomos de oro sufren pequeñas modificaciones en
las posiciones atómicas que se hacen apreciables en los átomos inmediatamente
debajo del agregado.
Antes de continuar con el análisis del agregado C18N26, con el fin de
comparar y validar los resultados que se presentan en esta sección, se usa la
misma metodología para un agregado molecular ampliamente estudiado teórica
9estas posiciones son las que corresponderían a las coordenadas de una nueva capa atómica colocadas sobre
los átomos de la superficie (on-top), en el baricentro de la semi-celda de la red hexagonal de la superficie
(bridge), en una estructura cristalina hexagonal compacta (hcp, de su sigla en inglés Hexagonal Close-Packed)
o en una cúbica centrada en las caras (fcc, de su sigla en inglés Face-Centered Cubic)
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fcc hcp on-top
bridge 0.004 0.002 0.003
fcc 0.002 0.001
hcp 0.001





2.60 Å 2.62 Å 2.68 Å
Figura 4.27 – El agregado C18N26 relajado sobre la superficie Au(111). Se
muestran las distancias entre nitrógenos de las s-triazinas inferiores y los átomos
de Au.
y experimentalmente. Relajamos un fulereno C60 sobre la misma superficie y
utilizando los mismos parámetros de precisión. En este caso, se relajaron 5
orientaciones diferentes del agregado en el sitio hcp de la superficie Au(111). En
cada una de ellas se hace coincidir las coordenadas del sitio hcp con: un átomo
de carbono, el centro de un hexágono, el centro de un pentágono y en el centro
de cada uno de los tipos de enlace que presenta el C60 (aquellos que delimitan un
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hexágono y un pentágono y los que delimitan dos hexágonos). En la Fig. 4.28, se
muestra como ejemplo la posición del C60 colocado tal que un pentágono queda
sobre la posición hcp. Las diferencias en la energía de adsorción, al igual que en el
caso del C18N26, son muy pequeñas, ver Tabla 4.9. El análisis de las poblaciones
de Mulliken [64], Tabla 4.10, muestra una transferencia de carga despreciable
entre la superficie y el fulereno. Este resultado esta en total acuerdo con resultados
anteriores [63] donde se usa la misma metodología y confirma la validez de los
parámetros de precisión usados en la simulación con los agregados de C3N4.
Figura 4.28 – Coordenadas del fulereno C60 sobre la superficie Au(111) en una
configuración tal que un pentágono del C60 se coloca sobre el sitio de adsorción
hcp. En la figura se han dibujado las celdas unidad correspondientes a la primera
capa de la superficie para una mejor visualización.
En el caso del C18N26, de nuevo mediante un análisis de las poblaciones
de Mulliken, se encuentra una trasferencia de 1,1 e− desde la superficie al
agregado molecular. La carga aceptada está heterogéneamente distribuida en la
estructura, como se muestra en la Tabla 4.11. Los átomos de la parte superior, un
nitrógeno triple y 3 s-triazinas, aceptan tan solo el 17 % de la carga transferida,
mientras que sus homólogos inferiores aceptan el 67 %. A pesar de que los
átomos más cercanos a la superficie son nitrógenos, las poblaciones de Mulliken
muestran que los mayores aceptores de carga son los carbonos. La carga aceptada
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átomo hexágono pentágono enlace hex-hex
hexágono 1,52 10−4
pentágono 4,85 10−4 3,06 10−4
hex-hex 3,91 10−4 2,93 10−4 6,67 10−5
hex-pent 6,71 10−5 8,51 10−5 3,91 10−4 3,24 10−4
Tabla 4.9 – Diferencia de energía, en eV/at.-carbono, en cada una de las
orientaciones de una molécula de C60sobre el sitio de adsorción hcp.
átomo hexágono pentágono enlace hex-hex enlace hex-pent
Carga (e−) 0.008 0.011 0.001 0.012 0.005
Tabla 4.10 – Carga transferida, en electrones, desde la superficie al C60 para cada
una de las orientaciones sobre el sitio de adsorción hcp.
por los átomos de carbono es entre un 30 % y un 80 % mayor que para los
nitrógenos. Por otro lado, los principales donadores de carga son los átomos de
oro más cercanos al agregado molecular. De hecho los átomos de la primera
capa contribuyen significativamente, aunque su contribución disminuye con la
distancia. Esta contribución de átomos lejanos, así como las fluctuaciones de
carga en las siguientes capas, aparte de equilibrar la pérdida de carga de los
donadores, puede atribuirse a los excesos de carga mostrados por la primera
capa y a las fluctuaciones entre distintas capas que existen con la superficie sin
agregado adsorbido. Esto explicita, como ya se ha comentado, que el número
de capas no está convergido para una perfecta descripción cuantitativa de la
superficie de oro.
Para un mejor entendimiento de la interacción agregado-superficie, en la
Fig. 4.29 se muestra la densidad de estados proyectada (PDOS, de su sigla
en inglés Projected Density of States) del sistema C18N26-Au(111) en los
orbitales moleculares del agregado molecular aislado. Esta representación de la
PDOS debe ser cuidadosamente interpretada, ya que, estrictamente, los orbitales
moleculares están definidos en sistemas moleculares, como sería el agregado
aislado. Sin embargo, esta representación mantiene la imagen intuitiva de dos
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Exceso de e− Nº átomos %
(e−/atom)
C s-triazinas superiores 0.009 9 7.8
N s-triazinas superiores 0.010 9 8.6
N triple-enlazado superior 0.005 1 0.5
N doble-enlazados 0.029 6 15.8
C s-triazinas inferiores 0.054 9 41.1
N s-triazinas inferiores 0.025 9 20.9
N triple-enlazado inferior 0.025 1 2.3
Au más cercanos 0.162 3 44.3
Au primeros vecinos 0.098 3 26.7
Au segundos vecinos 0.022 6 12.2
Au resto de primera capa 0.011 24 25.1
Au segunda capa -0.005 36 -17.4
Au tercera capa -0.003 36 -8.4
Au cuarta capa 0.005 36 17.4
Tabla 4.11 – Transferencia de carga electrónica en el sistema C18N26/Au(111),
calculada como la diferencia en las poblaciones de Mulliken entre el sistema
adsorbido y los sistemas agregado molecular y superficie separados. La
trasferencia de electrones tiene lugar de la superficie metálica al agregado. El
porcentaje es sobre el total de 1.1 electrones.
subsistemas interaccionando entre sí y puede ayudar a entender cómo la estructura
electrónica del agregado se ve afectada cuando es adsorbido en una superficie.
Los orbitales moleculares se calculan en el agregado aislado. Para ello
se usa la geometría relajada que muestra en el sistema adsorbido; es decir,
del sistema total relajado eliminamos los átomos de oro, y calculamos los
orbitales moleculares de la molécula. La PDOS del sistema completo es después
proyectada sobre los orbitales ocupados de mayor energía (HOMO’s, de su sigla
en inglés Higest Occupied Molecular Orbitals) y sobre los orbitales desocupados
de menor energía (LUMO’s, de su sigla en inglés Lowest Unoccupied Molecular
Orbitals). Las energías de estos orbitales se marcan en la Fig. 4.29 mediante
segmentos negros. En el sistema adsorbido se observa un desplazamiento global
de los orbitales atómicos a energías menores, lo que implica una ocupación
parcial de LUMO, trazo rojo, que está doblemente degenerado. Todos los estados
HOMO’s se esparcen en energía y el HOMO, trazo negro, queda muy ligeramente
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Figura 4.29 – PDOS del sistema adsorbido agregado/superficie proyectada
sobre los orbitales moleculares del C18N26. Los segmentos gruesos negros
representan la energía de los orbitales moleculares en el agregado aislado. Se
usa un ensanchamiento artificial de 0.05 eV en la proyección para una mejor
visualización. El cero de energías corresponde al nivel de fermi del sistema
completo.
desocupado. El intervalo de energía prohibida para el agregado adsorbido es de
0.33 eV, mientras que aislado presentaba un valor de 0.35 eV. Esta diferencia se
debe a la interacción con la superficie, pero podemos separarla en dos efectos
simultáneos: la deformación de la estructura debido a la interacción con la
superficie y la influencia de los estados electrónicos y la trasferencia de carga
de la superficie. La Tabla 4.12 muestra el valor de los HOMO’s y LUMO’s para
el agregado aislado y el agregado aislado con la geometría relajada cuando esta
adsorbido. El cambio conformacional reduce la banda de energía prohibida de
0.35 eV a 0.27 eV. En contraposición, la contribución electrónica de la superficie
es responsable del aumento hasta los 0.33 eV señalados anteriormente.
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C18N26 Degeneración Aislado Geometría Adsorbido Ratio
HOMO-4 2 -0.74 -0.72 0.97
HOMO-3 2 -0.61 -0.60 0.98
HOMO-2 1 -0.41 -0.39 0.97
HOMO-1 2 -0.23 -0.22 0.97
HOMO-1 1 -0.15 -0.13 0.85
LUMO 2 0.17 0.15 0.87
LUMO+1 1 0.37 0.36 0.96
LUMO+2 2 2.65 2.68 1.01
EF - -6.93 -6.89 0.99
∆(H − L) - 0.33 0.28 0.86
Tabla 4.12 – Energía en eV de los orbitales atómicos, referida a los niveles de
Fermi correspondientes, del C18N26 aislado y aislado con la geometría relajada
cuando esta adsorbido. Se muestran las energías de Fermi y la banda de energía
prohibida de cada uno de los sistemas.
4.5 Conclusiones
En este capítulo se han presentado simulaciones ab initio de nano-estructuras
de estequiometría C3N4, basadas en la forma grafitica g-C3N4 de la fase
bidimensional de este material. Se ha confirmado que esta fase bidimensional
presenta una pequeña corrugación. Las estructuras propuestas son huecas,
semejantes a fulerenos, y su tamaño puede ser considerado inequívocamente
como nanométrico, ∼1 nm.
Los estudios de estabilidad realizados confirman que un buen número de
las estructuras propuestas son viables a alta y baja temperatura. Los agregados
moleculares incluidos en el que se ha convenido en denominar grupo III (C18N26,
C30N40-C3,C36N40) evidencian una perfecta estabilidad en dinámicas moleculares
de hasta 10 ps, a la temperatura de formación experimental. Las geometrías del
grupo II (C30N40,C33N44,C33N44-Cs) muestran una buena estabilidad estructural
a alta temperatura y confirman ser también viables. La energía de formación de
los agregados es endotérmica respecto a la fase bidimensional g-C3N4. Esto se
puede explicar por los efectos desfavorables que la curvatura, necesaria para crear
estructuras cerradas, suscita en la energía.
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Se han encontrado nanotubos de estequiometría C3N4 con una estructura
basada en la lámina grafítica propuesta por Teter y Hemley. Se comprueba que
poseen una corrugación en su superficie parecida a la que muestra la lámina
aislada. Al contrario de lo que ocurre con las estructuras 0-D, la energía de
formación de los nanotubos de este material con geometría zigzag es más
favorable (exotérmica) energéticamente, que la fase bidimensional. Además, se
ha comprobado que existe un tamaño óptimo para estos nanotubos, que esta entre
1,0 y 1,5 nm de diámetro. Este tamaño corresponde a g-C3N4-SWNT zigzag(n,0),
con n tomando valores entre 6 y 9.
Con el fin de explorar el comportamiento de estos agregados sobre sustratos
metálicos, se han realizado simulaciones sobre la superficie Au(111). De estas se
concluye que los agregados quedan fisisorbidos sobre la superficie, apareciendo
un transvase de electrones desde la superficie a la estructura de 1.1 eV. La
carga es aceptada de forma heterogénea por los átomos del agregado molecular,
mostrándose los átomos de carbono como los principales aceptores. El sitio
de adsorción preferencial es el denominado hcp. Sin embargo, las diferencias
energéticas con otros sitios explorados son muy pequeñas. Esto podría tener un
papel relevante en la movilidad del agregado sobre la superficie. Se ha analizado
la influencia de la adsorción en la estructura electrónica de los agregados.
El estado desocupado de menor energía (LUMO) del agregado molecular
aislado, que presenta una degeneración dos, queda ocupado parcialmente cuando
consideramos el sitema adsorbido. Aunque los estados ocupados de mayor
energía (HOMO’s y el LUMO+1) intervienen en el proceso, se puede afirmar
que la casi totalidad de la carga adsorbida es albergada en el LUMO. La banda
de energía prohibida se queda prácticamente igual, condicionada por dos efectos
contrapuestos: una disminución debida al pequeño cambio conformacional de la
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Un sistema modelo para la interaccio´n
de van der Waals: nanotubos de
carbono
5.1 Introducción
En el capítulo anterior se han descrito las formas alotrópicas del carbono
mejor conocidas, con el fin de explicar la predicción de estructuras de baja
dimensionalidad de nitruro de carbono. Se dejaron fuera de esa descripción, y
se volverán a obviar en este capítulo más allá de la mera mención, el resto de
formas alotrópicas propuestas y encontradas de esta especie química. Entre estas
se encuentran: las nano-espumas [1], que consisten una red tridimensional de
nanotubos de carbono en una organización espongiforme, donde se combinan
los hexágonos típicos de otras formas alotrópicas con heptágonos que otorgan
una curvatura inversa; los recientemente propuestos nano-brotes [2], en los que
fulerenos de carbono están covaléntemente enlazados a nanotubos de carbono,
combinando propiedades de ambas formas alotrópicas; el carbón vítreo, definido
por la IUPAC (de su sigla en inglés, International Union of Pure and Applied
Chemistry) como carbono no granular y no grafitizable de propiedades físicas y
estructurales altamente isótropas, con una permeabilidad para líquidos y gases
muy baja [3]; el carbino o LAC (de su sigla en inglés, Linear Acetylenic Carbon),
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forma alotrópica de hibridación sp, cuya existencia es aún controvertida [4–7],
que consiste en cadenas lineales o circulares de carbonos que alternan enlaces
triples y sencillos; la lonsdaleíta o diamante hexagonal, de celda hexagonal,
que se forma en meteoritos que contienen grafito al impactar con la atmósfera
terrestre, y que ha sido sintetizado en laboratorio [8, 9]. La alta aplicabilidad de
fulerenos, nanotubos y las grandes expectativas para el grafeno, han intensificado
la búsqueda y propuesta de posibles formas alotrópicas, que aún necesitan un
consenso científico unánime.
En el presente capítulo se centra el interés sobre la forma alotrópica
unidimensional o nanotubos de carbono; en particular, en nanotubos de pared
única o monocapa y pared doble, SWNTs y DWNTs (de sus siglas en inglés,
Single and Double Walled Natotubes respectivamente). El objetivo primigenio
que induce a estudiar estos sistemas es la importancia que en ellos tiene la
interacción de van der Waals. Tras desarrollar la metodología necesaria para la
inclusión, de forma eficiente, de esta interacción en cálculos ab initio1, resulta
interesante realizar un estudio de la geometría, la formación y las propiedades de
interacción en SWNTs y DWNTs.
5.2 Estructura y clases de nanotubos
Resultaría fútil y tedioso enfrascarse en una exposición detallada del estado
del arte de un material como los nanotubos de carbono. Es tal el volumen
de trabajos y estudios realizados, tantas las disciplinas desde las que se han
realizado dichos estudios, usando todo tipo de técnicas experimentales y/o
acercamientos teóricos, que el autor considera que fracasaría al intentar dar una
visión global correcta de dicha información. Sirva como ejemplo que introducir
las palabras carbon nanotubes en la base de datos ISI Web of Knowledge devuelve
más de 5,5·104 entradas, de las que casi la mitad de ellas incluyen dichas
palabras en el título, correspondientes a trabajos realizados entre 1992 y la
1Vease capítulo 3.
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actualidad2. Entre las que incluyen los términos de búsqueda en el título, se
pueden encontrar 459 revisiones y contribuciones de más de 3.1·104 autores en 95
países diferentes3. La Fig. 5.1 muestra la evolución en el tiempo del número de
publicaciones que reseñan los términos de búsqueda en el titulo junto al número
de patentes registradas en Estados Unidos, en la USPTO (de su sigla en inglés,
The United States Patent and Trademark Office), que incluyen estos términos
en su descripción. De ella se puede inferir que en la actualidad este material se















Figura 5.1 – Evolución temporal del número de publicaciones que recogen las
palabras "carbon nanotubes" en el título, en azul, y del número de patentes que
incluyen esas palabras, en rojo. Los datos de las publicaciones están obtenidos de
la base de datos ISI Web of Knowledge y los de las patentes de USPTO.
Los nanotubos de carbono son estructuras cilíndricas y huecas con un
diámetro de tamaño nanométrico. La superficie del cilindro esta compuesta por
2Dicha relación de trabajos ignora alguno de los estudios realizados sobre este material, debido a la
ambigüedad de los términos de búsqueda; en particular, obvia el trabajo de Ijima et al de 1991, considerado
como descubrimiento oficial de este material [10]
3España ocupa la duodécima posición en número de publicaciones, lo que representa el 2,3 %, y la
contribución de la Universidad Autónoma de Madrid es de un 0,26 % del número total de publicaciones.
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átomos de carbono que conforman una red de celdas hexagonales, también
conocida como panal de abeja, igual a la que aparece en las láminas del grafito,
con una curvatura fijada por el radio. Por esta razón, en ocasiones se explican
como enrollamientos de grafeno. Debido a su desproporcionadamente grande
relación entre la longitud, de hasta varios centímetros [11], y el radio, de uno
a varios nanómetros, este material puede ser considerado unidimensional para
algunas propiedades físicas.
Se realiza una doble división para categorizar los nanotubos de carbono. Se
habla de nanotubos de pared única o monocapa, SWNT, y de pared múltiple,
MWNT (de su sigla en inglés, Multi-Walled Nanotubes). Esta clasificación atiende
a la distinción entre los que son un cilindro individual y aquellos que son un
número variable, entre 2 y 50, de cilindros concéntricos, respectivamente. Entre
los segundos, que de una forma gráfica podrían entenderse como enrollamientos
de grafito, se distinguen los de pared doble, DWNT, y rara vez los de pared triple,
TWNT. El diámetro de los nanotubos externos, en los MWNT’s, no puede tomar
cualquier valor, aunque si existe un amplio rango, ya que está limitado por las
interacciones inter-tubulares; cuya naturaleza, como se comprobará más adelante,
es de origen van der Waals. La segunda clasificación atiende a la estructura de
la red de átomos de carbono. En un nanotubo adquiere importancia la posición
relativa del resto de carbonos a lo largo de la circunferencia del cilindro. Esto
no es más que la dirección escogida desde un átomo de carbono en la lámina
de grafeno, sobre la que se realiza el enrollamiento. Si pensamos en un folio de
papel, cuyos vectores de red serían la dirección x e y, podemos crear un tubo
enrollando a lo largo de cada uno de sus vectores de red, longitudinalmente y
transversalmente, o tomando una dirección oblicua. Esta dirección escogida se
denomina vector quiral y se expresa en función de los vectores de red de la lámina
de grafeno, ~a1 y ~a2;
~ν = m ~a1 + n ~a2 , donde n,m ∈ N (5.1)







m2 + mn + n2
)1/2
, θn = tan−1
 m√32m + n
 , (5.2)
donde DC−C es la distancia entre carbonos [12].
118 Estructura y clases de nanotubos
Un sistema modelo para la interacción de van der Waals: nanotubos de carbono 5
La segunda clasificación hace referencia al valor que toman n y m. Si estos son
tales que el enrollamiento se hace a lo largo de uno de las direcciones de simetría,
o vectores de red, obtenemos los denominados nanotubos zigzag, cuando m=0,
y los nanotubos butaca (del inglés armchair), cuando n=m. El resto de casos
se denominan genéricamente nanotubos quirales. La diferencia significativa, en
términos geométricos, es la posición relativa de los hexágonos, y por tanto de los
enlaces carbono-carbono, en estructura, respecto al eje longitudinal del cilindro









Figura 5.2 – a) Representación de una lámina de grafeno sobre la que se define el
vector quiral ~ν = n ~a1 + m ~a2; b) nanotubo butaca(5,5); c) nanotubo zigzag(8,0); c)
nanotubo quiral(6,3). Los átomos de carbono de la celda unidad de cada nanotubo
está coloreada de rojo, azul y verde, respectivamente.
La diferencia entre los diferentes tipos de nanotubos, definida por el par
(n,m), va más allá de la geometría y afecta a las propiedades físicas de los
nanotubos, entre estas a la estructura electrónica. Aquellos nanotubos en los que
|n − m| es cero o múltiplo de tres son metálicos; el resto, son semiconductores
a temperatura ambiente [13]. Esto implica, efectos de diámetro pequeño aparte,
que los nanotubos butaca son metálicos, mientras que de los zigzag y quirales
dos tercios son semiconductores y un tercio metálicos [14].
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5.3 Estudio de la interacción en nanotubos de carbono de pared
doble
Un DWNT es un sistema ideal para estudiar la interacción entre capas en
nanotubos, ya que es el más sencillo de los MWNT. En esta sección se presenta
un estudio desde primeros principios de este sistema con el fin de dilucidar la
naturaleza de dicha interacción. Para ello se utilizan y comparan, dentro del marco
de la teoría del funcional DFT (de su sigla en inglés, Density Functional Theory),
los resultados ofrecidos por las tres aproximaciones posibles para tratar el canje-
correlación: las aproximaciones locales LDA y GGA y vdW-DF, que incluye las
interacciones van der Waals, con la implementación presentada en el Capítulo 3.
Detalles técnicos
Las simulaciones han sido realizadas con el método SIESTA [15, 16]. Se han
usado las parametrizaciones Ceperley-Alder [17,18] en el caso de la aproximación
LDA y Perdew-Burke-Ernzerhof [19] cuando se usa la aproximación GGA; para
incluir las interacciones de dispersión, se usa el funcional propuesto por Dion
et al., vdW-DF [20]. El pseudopotencial del carbono usado se ha mostrado
eficaz en grafito. Las bases usadas siguen un esquema de split-valence para los
orbitales atómicos triple-ζ que incluyen orbitales de polarización, siguiendo el
método propuesto en [21, 22]. Se revela crucial usar triple multiplidad para los
orbitales atómicos, así como unos radios de corte largos. Ambas características
implican una base suficientemente completa y, por norma general, una mayor
precisión, más aún cuando se estudian fuerzas intermoleculares de van der Waals.
En contrapartida, el uso de estas bases implica un aumento en los tiempos de
computación con respecto bases doble-ζ polarizadas, DZP, consideradas estándar
en esta metodología.
Las simulaciones realizadas incluyen condiciones periódicas de contorno, lo
que obliga a escoger celdas de simulación suficientemente grandes en aquellas
direcciones donde el sistema no es periódico, para evitar interacciones entre
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celdas imágenes. Todos los parámetros de precisión han sido fijados tras los
correspondientes test de convergencia.
1. Las optimizaciones geométricas se realizan mediante el algoritmo de
gradientes conjugados hasta que las fuerzas residuales sobre los átomos
del sistema son menores que 20 meV/Å. El desplazamiento máximo para
los átomos entre pasos de optimización es de 0,1 Å.
2. La matriz densidad se converge autoconsistentemente hasta que la
diferencia es menor que 10−4, entre los pasos de autoconsistencia. Con el
fin de obtener convergencias más eficientes se optimizan los parámetros de
mezclado de la matriz densidad con el método de pulay4.
3. La red para la integración en espacio real viene dada por un radio de corte
mínimo de 300 Ry, para todas las simulaciones realizadas.
4. La integración en espacio reciproco converge con un radio mínimo de corte
de 20 Å5. Este valor asegura un muestreo en el espacio reciproco de 34, 20
y 14 puntos k para los nanotubos butaca, zigzag y quirales respectivamente,
y en todos los casos muestran una precisa convergencia de la energía.
Error de superposición de base
El cálculo de la energía de interacción en sistemas débilmente enlazados,
usualmente interaccionando a través de fuerzas de largo alcance, se suele realizar
con el acercamiento denominado supra-molecular. En él se obtienen la energía
de interacción como la diferencia de la energía total del sistema completo
y las energías de los subsistemas que interaccionan. Sin embargo, el uso de
conjuntos de funciones de base finitas, centradas en los átomos y el formalismo
de combinación lineal de orbitales atómicos, LCAO (de su sigla en inglés, Lineal
Combination of Atomic Orbitals), conduce al denominado error de superposición
4Algorítmo de Pulay o de inversión directa del subespacio de iteración, DIIS (de su sigla en inglés Direct
Inversion in the Iteration Subspace), que acelera la convergencia de la matriz densidad cuando los algorítmos
de mezclado lineal no son eficientes. Para ello se tiene en cuenta la historia de la convergencia, incluyendo en
la matriz densidad semilla del siguiente paso de autoconsistencia, n + 1, un peso de las matrices obtenidas en N
pasos de anteriores: nn+1in = αn
n
out +(1−α)nnin, siendo α un parámetro ajustable y donde nnin y nnout son construídas
como combinaciónes lineales, pesadas de forma que se minimice la distancia entre ellas, de las matrices semilla
y obtenidas, respectivamente, de los N pasos de autoconsistencia anteriores.
5En el esquema denominado kgrid el valor del parámetro que especifica el muestreo en puntos del espacio
reciproco tiene unidades de longitud (Å) [23].
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de base, BSSE (de su sigla en inglés, Basis Set Superposition Error [24]. El error
se introduce porque la completitud del conjunto de funciones de base no es la
misma en las distintas geometrías, ya que la densidad electrónica alrededor de un
núcleo puede ser descrita parcialmente por los orbitales centrados en otro átomo.
En un complejo formado por varias moléculas o subsistemas, las funciones de
base de uno de ellos puede aumentar la completitud de las funciones de base del
un subsistema con el que interactúa. Esto lleva a una disminución artificial de la
energía y, en consecuencia, a una sobreestimación de la energía de interacción.
El método de corrección del BSSE más extendido es el método counter
poise, CP [24–26]. En esta corrección, se utiliza la base de todo el sistema para
calcular las energías de los subsistemas involucrados y se usan estas energías
corregidas para el cálculo de la energía de interacción6. La expresión para la
energía corregida queda:
∆Ecorregida(AB) = EABAB(AB) − EABAB(A) − EABAB(B) (5.3)
donde en el paréntesis se especifica el sistema, en el subíndice la geometría y en el
superíndice el conjunto de funciones de base utilizado. Para incluir las funciones
de base de todo el sistema en el cálculo de las energías de los subsistemas, se
utilizan los denominados átomos fantasma (del inglés, ghost). Esto implica incluir
los orbitales atómicos de los átomos que no pertenecen al subsistema, en las
posiciones atómicas donde se encuentran dichos átomos en el sistema completo,
eliminando cualquier rastro del átomo en la simulación.
En todos las simulaciones que se presentan en el presente capítulo el BSSE ha
sido corregido.
6Esta implementación de la corrección del BSSE mediante el método CP es la más sencilla posible. En
el capítulo 6 se describe un método que separa y analiza los efectos de la falta de completitud de base en
la relajación e interacción. Este tratamiento involucra un mayor número de cálculos y, por tanto, un mayor
coste computacional. Para los sistemas que nos ocupan, usando bases optimizadas triple-ζ con polarización, se
observa que la corrección aquí descrita ofrece resultados satisfactorios. Los test fueron realizados comparando
con cálculos de ondas planas en diferentes sistemas de carbono
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Nanotubos de pared única
Se han realizado simulaciones, con el funcional vdW-DF, para SWNTs de los
tres tipos que se describían en secciones anteriores, (n,n), (m,0) y (p,q), que se
usarán más adelante en los cálculos con DWNTs. Para el cálculo del parámetro de
red se optimizan las coordenadas atómicas de los nanotubos a diferentes tamaños
de celda y se estudia la dependencia de la energía con esa variación. En el caso de
nanotubos butaca se ha variado n desde 5 a 17. El parámetro de red en la dirección
de los nanotubos (longitud de la celda unidad) se ha calculado explícitamente para
el (5,5), (8,8), (10,10), (13,13) y (15,15). En todos los casos se obtuvo un valor de
2.486 Å y 1.438 Å de distancia entre carbonos. Estos valores son un 1 % mayores
que los encontrados experimentalmente (dentro del error experimental) en SWNTs
[27, 28]. Para el resto de nanotubos butaca calculados se ha impuesto este valor
del parámetro de red. En los nanotubos zigzag se varía m entre 8 y 21, obteniendo
parámetros de red de 4.301 Å y 4.304 Å, que implica una distancia teórica entre
carbonos de 1.434 Å y 1.435 Å, para el (9,0) y el (18,0) respectivamente. En el
resto de nanotubos zigzag calculados estos parámetros fueron fijados a 4.301 Å
para el (8,0), (11,0) y (12,0) y en 4.304 Å para el (17,0), (19,0) y (21,0). En el
caso de nanotubos quirales se han calculado el (8,2) y (16,4). Los parámetros de
red son 6.565 Å y 6.570 Å respectivamente, mientras que el valor medio de la
distancia carbono-carbono es de 1.439 Å y 1.426 Å.
En la Tabla 5.1 se resumen los valores obtenidos para todos los SWNT. En
la Fig. 5.3 se muestra la evolución de la energía por átomo de carbono con el
diámetro de los nanotubos. La linea negra representa una interpolación de splines
cúbicos de los valores de los nanotubos butaca, marcados con círculos negros.
Los zigzag y quirales están representados por cuadrados azules y rombos rosas,
respectivamente. Se puede observar que el valor de la energía converge al valor
de una lámina de grafeno, representado por una linea horizontal roja.
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Nanotubo Nº átomos Radio (Å) Par. Red (Å) D¯C−C (Å) Energía (eV/at.)
(5,5) 20 6.91 2.486 1,43 155.298
(6,6) 24 8.30 2.486∗ 1,43 155.351
(7,7) 28 9.63 2.486∗ 1,43 155.383
(8,8) 32 11.04 2.486 1,43 155.403
(9,9) 36 12.35 2.486∗ 1,43 155.417
(10,10) 40 13.78 2.486 1,43 155.428
(11,11) 44 15.10 2.486∗ 1,43 155.436
(12,12) 48 16.49 2.486∗ 1,43 155.441
(13,13) 52 17.88 2.486 1,43 155.446
(14,14) 56 19.24 2.486∗ 1,43 155.449
(15,15) 60 20.59 2.486 1,43 155.452
(16,16) 64 21.97 2.486∗ 1,43 155.455
(17,17) 68 23.33 2.486∗ 1,43 155.457
(8,0) 32 6.43 4.301∗ 1.443 155.268
(9,0) 36 7.22 4.301 1.443 155.303
(11,0) 44 8.77 4.301∗ 1.439 155.364
(12,0) 48 9.55 4.301∗ 1.446 155.380
(17,0) 68 13.49 4.304∗ 1.436 155.426
(18,0) 72 14.32 4.304 1.438 155.425
(19,0) 76 15.02 4.304∗ 1.436 155.435
(21,0) 84 16.65 4.304∗ 1.436 155.442
(8,2) 56 7.34 6.565 1.439 155.432
(16,4) 112 14.54 6.570 1.426 155.314
∗Valor prefijado.
Tabla 5.1 – Se muestran los valores del radio, el parámetro de red, la distancia
media entre carbonos y la energía por átomo, obtenidas en las simulaciones de
SWNTs con el funcional vdw-DF.
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Figura 5.3 – Energía por átomo frente a diámetro para SWNTs, obtenida con el
funcional vdw-DF. En círculos negros nanotubos butaca desde (5,5) hasta (17,17),
en cuadrados azules nanotubos zigzag desde (8,0) hasta (21,0) y en rombos rosas
nanotubos quiral (8,2) y (16,4). La linea negra es una interpolaciones por splines
cúbicos de los valores de los nanotubos butaca. La linea roja muestra la energía
por átomo en la lámina de grafeno.
Nanotubos de pared doble
La simulación de DWNTs presenta una limitación que condiciona el tipo de
sistemas a estudiar. Debido al tamaño finito de las celdas de simulación el tubo
interior y exterior deben ser conmensurados. Esto es posible para combinaciones
butaca(n,n) @ butaca(m,m) y zigzag(n,0) @ zigzag(m,0), en principio para
todo m > n. En los nanotubos quirales solo es posible encontrar tamaños
conmensurados para algunas combinaciones. Otra limitación en los nanotubos
quirales es el tamaño del parámetro de red y el subsiguiente aumento del número
de átomos de la celda unidad. En la Tabla 5.1 se puede ver que para el caso
de (8,2) el parámetro de red es 1.5 y 2.5 mayor que para los zigzag y butaca,
respectivamente. Esta proporción se mantiene en el número de átomos, si se
comparan nanotubos de diámetro similar. Es inmediato deducir que el coste
computacional de las simulaciones sigue el orden butaca, zigzag y quiral, para
un mismo diámetro. Teniendo en cuenta estos condicionantes se han realizado
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simulaciones sobre 25 nanotubos diferentes, 17 butaca, siete zigzag y uno quiral.
La Fig. 5.4 muestra la dependencia de la energía de formación con el
espaciado inter-tubular, para las tres aproximaciones del canje-correlación
(LDA, GGA y vdW-DF), representada por cuadrados, círculos y triángulos
respectivamente. Se ha usado la serie de nanotubos butaca (5,5)@(n,n), con n
variando entre 8 y 15. La energía de formación que se explicita en la figura es
la resta de la energía total del sistema final, menos las energías parciales de los
subsistemas iniciales que lo componen. Teniendo en cuenta la interacciones de
largo alcance en el canje-correlación, se obtiene una distancia inter-tubular óptima
para estos DWNTs, 3.432 Å, que corresponden al nanotubo (5,5)@(10,10). Los
radios de los nanotubos varían ligeramente de los presentados en la Tabla 5.1,
debido al efecto de la interacción durante la optimización geométrica. Sirva como
ejemplo la máxima variación que se observa en el (5,5)@(8,8), cuyos radios pasa
a ser 6.53 Å y 11.79 Å. La figura evidencia un energía de formación menor que
cero para los cálculos realizados con LDA, que ya fueron calculados a principios
de los años noventa [29]. Sus energías de interacción reproducen un enlace débil,
a pesar de la ausencia de dispersión. Esto se debe a una cancelación fortuita
de errores, como se apunta en el Capítulo 1. La GGA muestra también valores
menores a cero, que son consecuencia de la parametrización usada7.
La Fig. 5.5 muestra los cálculos realizados sobre todos los DWNTs usados. Los
símbolos no coloreados representan la energía de interacción entre tubos relajados
individualmente, mientras que los coloreados son las energías de formación
que se calculan ahora como la diferencia entre la energía total del sistema
relajado, menos las energías parciales de los subsistemas en el sistema total. Si
comparamos unos y otros, se comprueba el efecto mencionado anteriormente de
la influencia de la interacción en la geometría, mayor al disminuir la distancia
entre los tubos. En la figura se han incluido las energías de interacción de
dos láminas de grafeno en las tres aproximaciones. Se comprueba que las
energías de interacción de los nanotubos, relajados individualmente, siguen
fielmente la interacción de la bicapa hasta los mínimos. En la parte repulsiva del
potencial, aparecen pequeñas diferencias que pueden ser achacadas al efecto que
7En el capítulo 2 se da cuenta de este efecto y se explica porque los autores del funcional vdW-DF escogen
la revisión de esta parametrización para el canje [20, 30, 31].
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Figura 5.4 – Energía de formación por átomo en función de la distancia inter-
tubular para la serie butaca(5,5)@(n,n), en los tres tratamientos del canje-
correlación.
la curvatura de los tubos tiene en la hibridación atómica frente a una geometría
con hibridación sp2 perfecta como la de la bicapa. Podemos observar que el
mínimo de la curva para la bicapa de grafeno con vdW-DF es ligeramente mayor
al experimental. Esto se debe a un efecto de sobrestimación conocido de este
funcional en las distancias de equilibrio [32–35]. Este mismo efecto se puede
observar en los DWNTs. Si en la figura anterior, Fig. 5.4, se obtenía un valor
inter-tubular con un acuerdo casi perfecto respecto a los experimentos para las
geometrías butaca [36], ahora con un mayor muestreo de geometrías se observa
esta sobre-estimación. Aún con esta sobre-estimación, se puede concluir que
para sistemas de nanotubos el acuerdo es bueno con respecto a los experimentos
[36–39], entre los que aparece una disparidad de resultados dependiente de las
técnicas y muestras. En las energías de formación, con los sistemas relajados en
interacción, se obtienen valores levemente mayores a los de la bicapa, para GGA y
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vdW-DF, y algo más que leves para LDA. Estas diferencias se hacen muy notables






















Figura 5.5 – Energía de interacción y formación por átomo de carbono entre
diferentes DWNTs, como función de la separación inter-tubular, usando LDA
(cuadrados), GGA (círculos) y vdW-DF (triángulos). Las energías de interacción,
marcada con símbolos sin rellenar, corresponden a la que aparece entre dos tubos
relajados individualmente y acercados rigidamente. La energía de formación,
símbolos coloreados, incluye la relajación de la geometría inducida por la
interacción. La geometría de los tubos son los butaca (5,5)@(m,m) (,©,4) y
(n,n)@(m,m) con n>5 (5), los zigzag (n,0)@(m,0) (B) y el quiral (8,2)@(16,8)
(C). Se han incluido las curvas de interacción para la lámina de grafeno en cada
una de las aproximaciones.
La energía de interacción LDA de la Fig. 5.5, aunque da unas distancias de
enlace muy parecidas al experimento, razón por la cual históricamente indujo al
error de que podía describir las fuerzas van der Waals, subestima la interacción
en un factor 2. La energía de interacción por átomo parece no depender,
apreciablemente, de la quiralidad ni del tamaño, estando muy bien representada
por la interacción entre dos capas de grafeno. Aún así, la relajación de los radios
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Figura 5.6 – Panel superior: densidad electrónica media, en Bohr−3, como función
de la distancia al eje de los DWNTs. Panel inferior: densidad de energía de
interacción no local media, Hartree/Bohr3, como función de la distancia al eje de
los DWNTs. Las lineas punteadas marcan la posición atómica de los tubos interior
y exterior, y se muestra esa distancia en Å.
de los tubos conduce a pensar en un potencial repulsivo de pendiente mayor
entre tubos que en la bicapa. La diferencia entre la energía de formación y la
de interacción se puede interpretar como la energía elástica de deformar los tubos
hasta su geometría final, y es, por tanto, la energía que induce la relajación.
Se ha calculado la distribución espacial de la densidad de energía no local, es
decir, la parte que describe la contribución de las interacciones de largo alcance.
Esta contribución es el integrando de la ecuación, integrado sobre una de las





d3~r1d3~r2 n(~r1) n(~r2) φ(q1, q2, r12) (5.4)
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En la Fig. 5.6 se muestra, en los paneles superiores, la densidad electrónica
media como función de la distancia al eje en los tubos butaca(5,5)@(10,10) y en
el zigzag(9,0)@(18,0). En los paneles inferiores se dibuja la densidad de energía
de interacción no local, es decir, la diferencia entre las densidades de energía
no local del DWNT y los SWNTs que lo componen. Se puede observar que esta
densidad de energía se concentra en el interior del tubo exterior y en el exterior del
tubo interior, solapando las correspondientes a cada tubo en su decaimiento con
la distancia. Por el otro lado de los tubos externo e interno, esta densidad sigue
a la distribución de densidad electrónica. Las densidad de energía no local en el
(5,5)@(10,10) es mayor, en valor absoluto, debido a una distancia inter-tubular
menor que para el (9,0)@(18,0), 3.42 Å y 3.55Å respectivamente. Aunque los
picos son diferentes, su altura pesada con el radio es prácticamente igual.
La Fig 5.7 muestra una secuencia de mapas de la densidad electrónica, en el
panel superior, y la densidad de la energía de interacción no local, panel inferior,
en el nanotubo(5,5)@(10,10) para planos varios XY . Se han incluido aquellos
que coinciden con las coordenadas atómicas de los átomos del tubo (izquierda
y derecha) y un plano intermedio donde se visualiza el enlace entre los átomos
(centro). Se vuelve a observar, de forma más visual, que el radio de la densidad
electrónica coincide con los radio de los nanotubos, mientras que la densidad de
energía de interacción no local aparece dentro del espacio inter-tubular.
Movimiento relativo en nanotubos de doble pared
Dos cilindros concéntricos de radio fijo8, que poseen superficies iguales y
no homogeneas, y cuyo movimiento en la coordenada radial está constreñido
por una interacción, en este caso van der Waals, poseen solo dos grados de
libertad para el movimiento relativo de uno respecto al otro, su posición angular
y el desplazamiento longitudinal en el eje de simetría. Los primero en observar
movimiento telescópico en nanotubos fueron Cumings y Zettl [40], que de forma
reversible extraían un conjunto de 4 nanotubos concéntricos de un MWNTs de 9
8Debe ser entendido como una aproximación, ya que el radio puede variar en función de la optimización
geométrica.
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Figura 5.7 – Panel superior: densidad electrónica media, en Bohr−3, de planos
XY a lo largo del eje del nanotubo (5,5)@(10,10). Panel inferior: densidad de
energía de interacción no local media, Hartree/Bohr3. Los planos corresponden
a la posición atómica de los primeros átomos en la celda unidad, a una posición
intermedia que refleja el enlace y a la posición atómica de los segundos átomos en
la celda unidad.
paredes.
En esta sección se usan DWNTs (5,5)@(10,10), (9,0)@(18,0) y (8,2)@(16,4)
infinitos estudiados anteriomente. El tubo exterior se desplaza en la dirección
angular, φ, y en la dirección longitudinal, z, para explorar la variación de la
energía de interacción entre los tubos. Dos ejemplos de estos mapas de energía
se muestran en la Fig. 5.8, donde el panel de la izquierda corresponde al
(5,5)@(10,10) y el de la derecha al (9,0)@(18,0). Es inmediato comprobar que
aparece un eje fácil para el desplazamiento relativo de los tubos, que es solidario
con la geometría de los tubos. Cada una de las geometrías tiene enlaces C-C



























Figura 5.8 – Mapas de energía de interacción entre tubos butaca (5,5)@(10,10),
izquierda, y zigzag (9,0)@(18,0), derecha, en función de los grados de libertad
del sistema, rotación y desplazamiento relativos, ejes x e y respectivamente. Los
valores de la energía representan la energía de interacción total en la super-red
que engloba ambos tubos.
orientados a lo largo de una de las coordenadas que describen los grados de
libertad del movimiento telescópico9. Los butaca presentan estos enlaces a lo
largo de la circunferencia del tubo, y por tanto a lo largo de la rotación relativa,
y en los zigzag se colocan paralelos al eje longitudinal. El eje fácil es ortogonal
a la dirección en la que se orientan estos enlaces C-C; de forma que la barrera de
energía que desfavorece el movimiento, aparece cuando los enlaces de un tubo
han de desplazarse paralelamente a los del otro. Esto implica, según muestra la
Fig. 5.8, que el deslizamiento entre tubos esta favorecido en tubos butaca y, por
contra, la rotación relativa esta favorecida en la geometría zigzag. Las pequeñas
variaciones de energía de interacción que muestra la figura en el eje fácil, y
consecuentemente las diferencias del valor absoluto de las barreras, atienden a
la posición relativa en la estructura de panal de abeja de los átomos de ambos
tubos.
Para la representación analítica de los mapas de energía, se proyectan las
coordenadas del tubo interior sobre las coordenadas del exterior. Se multiplican
las coordenadas x e y por la relación entre los radios de los tubos, Rext/Rint,
9Es evidente que también aparecen enlaces C-C en otras direcciones, a ∼30º y ∼60º, tal como corresponde a
la geometría panal de abeja enrollada.
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DWNT (5,5)@(10,10) (9,0)@(18,0) (8,2)@(16,4)
∆xz 1.24 2.15 0.47
∆xφ 2.15 1.24 0.81
ULDAz 0.07 1.38 0.00
ULDAφ 0.48 0.16 0.00
UvdWz 0.04 1.22 0.00
UvdWφ 0.43 0.06 0.00
Tabla 5.2 – Periodicidades (∆xi = 2pi/Gi, en Å) y barreras de energía Ui (en meV
por átomo de tubo exterior) para la traslación (i = z) y la rotación (i = φ) del tubo
exterior, relativa al tubo interior, en los DWNT’s. ∆xφ es la longitud a lo largo de
la circunferencia del tubo exterior (la coordenada x en la proyección explicada en
el texto) y ∆xz en la dirección longitudinal. Para el nanotubo quiral (8,2)@(16,4)
las barreras de energía en ambas aproximaciones, LDA y vdW, son menores que
la precisión computacional, ∼ 0,01 meV/átomo.
y se desenrollan las coordenadas sobre un plano, repitiendo la periodicidad en
el eje x, que correspondería a la circunferencia de los tubos. Se obtienen dos
redes periódicas planas, conmensuradas en los casos estudiados, con vectores de
red recíprocos ~ai y ~bi, con i = 1, 2. Los mapas de energía pueden ser entonces
representados como función de la posición ~x en este plano relativa a la del
mínimo, por una expansión de la forma,




donde ~G son los vectores de la super-red, común a los vectores recíprocos ~ai
y ~bi, y UG son las alturas de las barreras a lo largo de ~G. Limitando esta
expansión a los dos primeros vectores de onda, ± ~G1 y ± ~G2, que en los casos
estudiados son paralelo y ortogonal a la dirección longitudinal, se obtiene una
buena aproximación, con los parámetros presentados en la Tabla 5.2.
Los valores de las barreras presentados en la Tabla 5.2 muestran que mayores
distancias entre barreras conducen a mayores alturas de estas. Esto esta en
acuerdo cualitativo con cálculos anteriores, aunque dichos cálculos varían hasta
un orden de magnitud dependiendo de los métodos utilizados [41–43]. Las
barreras aquí obtenidas están en buen acuerdo con las de las referencias [42–45],
puntualizando que las pequeñas discrepancias con Bichoutskaia et al. pueden
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deberse a las utilización de diferentes bases y a un muestreo más fino en espacio
reciproco usada en esta Tesis. Se observa una sistemática sobreestimación de las
barreras de energía en la aproximación LDA, respecto a los resultados obtenidos
con vdw. Los valores obtenidos para las barreras de energía son ∼3-4 veces
mayores que los valores experimentales, 17 µeV/átomo [46], y la estimación de la
fuerza de fricción estática, Fs = (dU/dx)max = piUG/2∆x, es en la misma medida
mayor que la experimental, 2,3·10−14 N/átomo [40]. Dada la incertidumbre que
los trabajos experimentales ofrecen sobre la quiralidad exacta de los nanotubos,
estos resultados pueden considerarse satisfactorios. El quiral estudiado mostraba
barreras de energía muy pequeñas en ambos grados de libertad del movimiento
relativo, por debajo incluso de la precisión del cálculo, 0,01 eV/átomo.
5.4 Conclusiones
En los SWNT’s el parámetro de red no se ve afectado por el diámetro del
tubo, o lo hace de forma residual. En los tubos butaca con gemetrías de (5,5) y
(15,15) (lo que corresponde con diámetros entre 6,9 Å y 20,6 Å), se comprueba
que el parámetro de red permanece invariable con una precisión de décimas de
picometro. Para la geometría zigzag se comprueba que en tubos variando de (8,0)
a (21,0), con diámetros de 6,4 Å a 16,7 Å, la variación es de 0,3 pm. Para las
quiralidades estudiadas de (8,2) y (16,4), esta variación es de 0,5 pm.
Las energías de formación de los SWNT’s convergen a la lámina de grafeno,
independientemente de la geometría, obteniéndose energías de formación
menores de 0,01 eV/átomo, para el nanotubo de mayor diámetro estudiado, el
butaca (17,17) de 23,3 Å de diámetro.
Las energías de formación en nanotubos de doble pared conmensurados
muestran distancias intertubulares cercanas a los valores de la bicapa de grafeno,
En la parametrización PBE del canje correlación aparece un enlace muy
leve, prácticamente nulo. Los cálculos en la aproximación LDA evidencia una
subestimación del enlace, corroborando resultados anteriores. Por su parte, la
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inclusión de las fuerzas de van der Waals en el intercambio-correlación muestran
energías exotérmicas de formación con valores óptimos en torno a los 30
meV/átomo del DWNT.
Las energías de interacción entre tubos, obtenidas con vdW-DF, reproducen
el comportamiento asintótico para largas distancias y son fieles a la curva de
interacción de la bicapa de grafeno. Aparece una pequeña sobreestimación de las
distancias de interacción. A cortas distancias la relajación atómica, inducida por
la interacción entre tubos, provoca un aumento de la pendiente en el potencial,
respecto al de la bicapa. La aproximación LDA, aunque ofrece una buena
estimación de la distancias de enlace, subestima en un factor 2 la energía de
interacción entre tubos. La distribución espacial de la densidad de la energía
de interacción no local, responsable final del enlace débil entre tubos, muestra
dos regiones de máximos en la zona intertubular. Estos máximos se localizan en
las cercanías de la parte exterior del tubo interior y en la parte interior del tubo
exterior, solapando sus decaimientos en todo el espacio intertubular.
Se ha estudiado el movimiento relativo de DWNT’s, que corresponde a un
movimiento telescópico con dos grados de libertad, rotación y deslizamiento.
Se comprueba la existencia de un eje fácil solidario con la geometría, que
beneficia el deslizamiento relativo para los tubos butaca y la rotación relativa
para la geometría zigzag. Las barreras de energía en el nanotubo quiral estudiado
están por debajo de la precisión del cálculo, 0,01 meV/átomo, en ambos
grados de libertad. Estos resultados están en perfecto acuerdo cualitativo con
otros resultados, tanto teóricos como con experimentos. Cuantitativamente, los
resultados teóricos presentan una variación de hasta un orden de magnitud
dependiendo del método. Los resultados aquí presentados están en acuerdo con
[42–45]. En la comparación con el experimento nuestras barreras son entre 3 y 4
veces mayores, lo que consideramos satisfactorio, debido a la gran incertidumbre
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Capítulo 6
Clatratos de Agua: simulacio´n ab
initio de un sistema con tres
interacciones
La palabra clatrato hace referencia a la fase condensada de un tipo de
molécula que contiene atrapada, en los intersticios de la red ordenada, a un
segundo tipo de molécula. Estas estructuras también reciben el nombre de
compuestos de inclusión o complejos anfitrión-huésped. Cuando las moléculas
que forman la red son moléculas de agua, se denominan clatratos de hidrato,
clatratos de agua o, en ocasiones, únicamente hidratos. El primer condicionante,
aunque no el único, de los compuestos de inclusión es el volumen del intersticio
o cavidad donde las moléculas individuales del segundo tipo, huésped, quedan
atrapadas. En los hidratos, la configuración de moléculas de agua en una
red cristalina crea cavidades de diferente forma ytamaño, con un volumen
suficiente para permitir una amplia variedad de moléculas huésped. Entre estas
posibilidades se encuentran las formas moleculares de elementos químicos de
bajo número atómico, como H2, O2 y N2; gases nobles, Ar, Kr y Xe; gases
diatómicos de bajo peso molecular, CO2, H2S, CH4; o algunos hidrocarburos
más complejos y clorofluorocarbonos. Tanto la forma amorfa del hielo, como
sus fase Ih o hexagonal (virtualmente todo el hielo de la biosfera) e Ic (única otra
fase de hielo en condiciones naturales [1]), puede atrapar pequeñas moléculas
a altas presiones en burbujas (Ar, O2, N2 e incluso CH4 y H2) [2]. El tipo de
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molécula huésped es de por si una diferencia respecto a los clatratos de hidratos.
Sin embargo, la diferencia clave de estos compuestos con el hielo radica en que
los clatratos de hidratos son una fase metaestable del agua y, por tanto, no estables
sin molécula huésped. Los clatratos de hidrato pueden existir a unas condiciones
determinadas de presión, temperatura y concentración de huesped/es1; pero el
hecho diferencial es que por debajo de un umbral de ocupación de sus cavidades
estas estructuras son inestables, se liberan los gases moleculares de su interior y
las moléculas de agua se reestructuran en hielo, agua líquida o vapor, dependiendo
de las condiciones de temperatura y presión.
6.1 Hidratos de Metano
La primera prueba documental de la existencia de hidratos de metano se
debe a Sir Humphrey Davy en 1811. A partir de ese momento los esfuerzos
de la comunidad científica se centraron en la identificación de los diferentes
tipos de estructuras y huéspedes, así como en el estudio de sus propiedades
termodinámicas. En 1934 [5] se descubre la formación de clatratos de hidratos en
conducciones de gas, que provocaban su obstrucción. Este descubrimiento es el
comienzo de una importante industria, que continua en la actualidad, dedicada al
estudio de la formación, la predicción y la inhibición de estas estructuras en todo
tipo de conducciones de hidrocarburos. El siguiente hito destacable en la historia
de estos compuestos tiene lugar a mediados de los 60 del siglo pasado, cuando
Makagon [6] demuestra la existencia de hidratos de metano naturales en los hielos
perpetuos de Siberia. Durante los años posteriores comienza una búsqueda de
yacimientos, se sugieren como fuente de energía, se realizan estimaciones de las
reservas y se atrae el interés de científicos de múltiples disciplinas, gobiernos,
petroleras, etc.
1Una descripción del diagrama de fases presión temperatura para hidratos de metano y dióxido de carbono
puede encontrarse en [3] y [4], respectivamente.
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Localización y Abundancia
Las estimaciones globales de gas enclaustrado en este tipo de compuestos
han decrecido durante los últimos 30 años a razón de un orden de magnitud por
década. Mientras que en 1973 Trofimuk et al. [7] fijaba en 3·1018 m3 las reservas
mundiales, Milkov [8] estimó en 2004 la acumulación en sedimentos marinos
en 5·1015 m3. Sin embargo, como se muestra en la Tabla 6.1 [9], estimaciones
recientes vuelven a incrementar las cantidades de metano acumuladas en hidratos.
En particular, Klauda y Sandler [10] presentan un mapa mundial de las reservas
con una estimación muy favorable que identifica correctamente 68 de las 71
localizaciones conocidas en el momento del estudio. Ese estudio solo tiene en
cuenta localizaciones sitas en los márgenes continentales.
Los hidratos de metano se forman allá donde se combinan las condiciones
de presión, temperatura y concentración de metano necesarias (la mayoría de los
hidratos se forman a partir de la acumulación de metano biogenético excretado
como desecho por un tipo particular de bacterias). Se han encontrado en hielos
permanentes de las zonas frías y debajo de los suelos marinos. Aunque se piensa
que podrían existir en zonas remotas de los océanos, se estima que sería en
cantidades menores que las que se concentran en el subsuelos marino de los
márgenes continentales. Hasta ahora, se desconocen en profundidad las posibles
reservas árticas y especialmente las antárticas. En la actualidad, en los desarrollos
estratégicos de los clatratos de hidrato, tanto en la exploración como en la
explotación, se trabaja con dos factores consensuados [11]:
1. La cantidad total de hidratos en los sedimentos marinos es varios órdenes
de magnitud mayor que las reservas en hielos perpetuos.
2. Los hidratos encontrados en los hielos perpetuos a menudo presentan
la ventaja de tener mayor concentración de metano y se encuentran en
localizaciones más accesibles.
Actualmente, como muestra la Fig. 6.1 [9], más de 90 localizaciones de
hidratos de metano han sido directa o indirectamente identificadas [12]. Según las
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previsiones de Klauda y Sandler [10] las áreas geográficas con mayor cantidad de
hidratos son el mar Arábico, la costa oeste de Africa y las costas de Peru, Chile y
Bangladesh. Europa, por el contrario, es el continente con menores reservas.
Depósito de hidrato inferido
Depósito de hidrato conocido
Figura 6.1 – Localización de las reservas mundiales de depósitos de clatratos de
hidrato conocidas en 2009. Con un punto rojo los depósitos inferidos, en amarillo
depósitos localizados.
Se puede concluir que en la actualidad todavía no hay un consenso claro acerca
de las reservas mundiales. Sin embargo, sí está generalmente aceptado que las
reservas mundiales de gas acumulado en estas estructuras son gigantescas. En la
Tabla 6.1 se muestran las estimaciones de diferentes autores en la última década.
Se observa que las cantidades serían equivalentes a las reservas mundiales de
petróleo y gas, en la estimación menos optimista, y las excedería en un orden de
magnitud, en la más optimista.
Interés Multidisciplinar
El descubrimiento y la constatación de la existencia de ingentes cantidades de
metano almacenado en estas estructuras intensifica y amplia el interés sobre estos
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Año 2008 [13] 2005 [10] 2004 [8] 2004 [14] 2002 [15]
Gt C 1600-2000 65000 500 - 2500 3000 10000
Tabla 6.1 – Estimaciones de hidratos de metano de la última década en
GigaToneladas de Carbono. Kevenvolden estimó en 2002 [15] que las reservas
mundiales de hidrocarburos eran 5000 G t C.
compuestos. Lo que empezó como una curiosidad científica de laboratorio y se
convirtió en un problema tecnológico para la industria de los hidrocarburos, es en
la actualidad objeto de estudio de diferentes disciplinas científicas. Es evidente,
que el conocimiento profundo de los hidratos de metano debe atraer la atención de
disciplinas como la química y la física del estado sólido. Debido a la potencialidad
de estos compuestos para ser usados como fuente de energía2, también es
inmediato el interés de la energética, la termodinámica, la petrología y de muchas
ramas de la ingeniería. A continuación se enumeran algunas disciplinas que a
priori no parece tan obvio que centren su interés en estos sistemas, pero que
muestra al lector su trascendencia e ilustra el término multidisciplinar.
Geología y Paleontología
El almacenamiento de metano en los sedimentos marinos y en los hielos
perpetuos ha ocurrido a lo largo de la historia terrestre en diferentes periodos. Los
hidratos de metano están ampliamente distribuidos por todo el planeta y se pueden
encontrar reservas en casi la totalidad de los mares. El análisis comparativo de
la concentración de metano en los los hidratos extraídos de diferentes estratos y
diversos reservorios, puede dar información sobre las diferentes épocas terrestres.
Dickens et al [16] indican que una masiva disociación de hidratos de metano
explica el incremento abrupto de temperatura, entre 4º y 8º C, que tuvo lugar
durante un periodo corto de la historia terrestre3 llamado Máximo Térmico del
Paleoceno Superior. También una disociación masiva de estas estructuras y la
consecuente liberación de metano en la atmósfera ha sido sugerida como una
posible causa, o al menos una notable contribución, a la extinción masiva de
especies durante la era Permiana [17, 18]. La hipótesis se soportada en los
2Estrictamente la fuente de energía es el metano que almacenan.
3103 años
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resultados de balance de masas que sugieren fluctuaciones extremas de δ13C [19].
Cuando los hidratos de gas se encuentran enclaustrados en los huecos
de los sedimentos oceánicos pueden actuar como cemento, compactando y
estabilizando el suelo oceánico. El grado de fortaleza de esta unión es una
función de la temperatura, la presión, el tamaño, la densidad y la ocupación [20].
Sin embargo, si los depósitos no están consolidados, los hidratos de metano
previenen el incremento de la compactación aumentado la presión litográfica.
Expuestos a menor presión y/o mayor temperatura los clatratos se descomponen,
descendiendo la compactación del suelo oceánico y provocando el hundimiento
de laderas continentales. Exploraciones con métodos sísmicos y sonar han
mostrado que estos movimientos de tierra, de diferentes tamaños y morfología,
son característicos de todas las laderas continentales [21]. El suelo marino en
estas zonas muestra depresiones con forma de cráter, los denominados pockmarks
(picado de viruela), que indican respiraderos de fluido o gas.
Ciencias Ambientales
Una de las máximas preocupaciones con respecto a los clatratos es el
impacto que podría tener en la atmósfera una eventual liberación de los
hidrocarburos que en ellos se almacenan. El metano es un gas de potente efecto
invernadero4 y la estabilidad y ocupación de los hidratos de metano depende de la
temperatura. Por estos motivos, el calentamiento global actual podría convertirse
en un condicionante para la estabilidad de estas estructuras. Se ha sugerido la
posibilidad de inducir un cambio climático abrupto, argumentando la repetición
de la hipótesis del fusil de clatratos [22]. Esta hipótesis propone que un efecto
de desestabilización de los hidratos de metano contribuyó, durante la última era
cuaternaria, al aumento abrupto de la temperatura global del planeta, provocando
así un efecto retro-alimentado sobre estas estructuras, tanto las terrestres como
las submarinas. Además, sugiere que este cambio se pudo producir en un periodo
de tiempo pequeño, incluso comparable con la vida de un ser humano. Aunque a
día de hoy parece probado que la hipótesis no es correcta [23, 24], en particular
en lo que se refiere a los periodos temporales, sigue siendo un punto de interés
conocer como se realiza el intercambio de metano desde estas estructuras, en los
4Su contribución se fija como la tercera más importante en valor absoluto, tras el vapor de agua y el dióxido
de carbono.
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sedimentos marinos, al océano y la atmósfera, así como la disolución del metano
a través de la columna de agua.
Astrofísica y Ciencias Planetarias
El estudio de los datos obtenidos por las diferentes sondas espaciales
enviadas en la última década, por ejemplo Cassini– Huygens o Mars Express,
ha intensificado las hipótesis de que estructuras de clatratos de hidrato pudieran
existir en otros cuerpos del sistema solar. Las condiciones termodinámicas
que prevalecen en muchos de estos cuerpos, sugieren la existencia de estos
compuestos en capas de hielo subterráneo de Marte [25, 26], en la superficie
y en el interior de Titán, así como en otros satélites helados [27, 28]. También
se ha sugerido que la actividad observada en el núcleo de algunos cometas es
resultado de la disociación de estas estructuras cristalinas [29, 30]. Como posible
explicación de su existencia, se cree que los clatratos de hidratos podrían haber
constituido una fracción significativa de los plantesimales5 del sistema solar [31].
En el caso de Marte, donde la exploración es más factible por su proximidad, se
han sugerido métodos experimentales enfocados a la obtención de datos reales de
la existencia o ausencia de clatratos [32].
Biología y bioquímica
Las condiciones termodinámicas de los clatratos de agua hacen de ellos
sistemas interesantes para el estudio de ciclos bioquímicos. La formación de
oxigeno, dióxido de carbono o hidrogeno en reservorios de hidratos de sulfito
pueden servir como fuente significativa de gradientes redox capaces de producir
ciclos bioquímicos [33].
Las capas profundas de los sedimentos son otro ejemplo de ecosistema
extremo donde se antoja interesante el estudio biológico [34]. Gran parte del
metano acumulado en las reservas de clatratos, en realidad de todo el metano de
la biosfera, es producto de la metanogénesis6. Se han encontrado gran variedad
de estos organismos las profundidades de los subsuelos marinos. Así mismo, se
5Los planetesimales son objetos sólidos que se estima que existen en los discos protoplanetarios. En esa
primitiva nebulosa de gases y polvo en forma de disco, las partículas sólidas más masivas actuarían como núcleo
de condensación de las más pequeñas, dando lugar a objetos sólidos cada vez más grandes que, en el curso de
millones de años, acabarían creando los planetas
6Respiración anaeróbica que produce metano a partir de la reducción de CO2. Es realizada por organismos
unicelulares que pertenecen al dominio archea, diferenciado de bacterias y eucariotas.
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han encontrado en reservas de clatratos, bacterias capaces de metabolizar metano,
tanto en ambientes aeróbicos como anaeróbicos [35, 36]. Incluso se conocen
gusanos que se alimentan de metano capaces de vivir en este tipo de ecosistema
extremo [37].
Tipos de Estructuras
Los clatratos de hidrato son compuestos cristalinos formados por una red de
moléculas de agua que interaccionan a través de sus puentes de hidrógeno y que
se estabilizan en una estructura cristalina con largo alcance por la existencia de
moléculas de gases ligeros, que reciben el nombre de huésped, atrapados en los
intersticios o cavidades que presenta la red. Se conoce que forman diferentes
estructuras, las más frecuentes de las ellas denominadas estructura I, estructura
II y estructura H. Estas estructuras están compuestas por diferentes cavidades o
jaulas, en el interior de las cuales se acomodan las moléculas huésped.
Las estructuras de los hidratos, o desde este momento simplemente clatratos,
están compuestas por cinco poliedros diferentes formados por moléculas de agua.
En una imagen geométrica cada vértice de los poliedros corresponde al átomo de
oxígeno de una molécula H2O, mientras que en las aristas se sitúan los enlaces.
Una parte de la arista la constituye el enlace H-O de la molécula y el resto el
enlace puente de hidrogeno con la molécula vecina. Se pueden distinguir cinco
cavidades o poliedros diferentes. conforman la estructura y m. En la Fig. 6.2 se
muestran las cinco posibles cavidades: a la izquierda la cavidad7 512 , común a
las tres estructuras cristalinas, y en la columna de en medio y de arriba abajo
51262, 51264, 435663 y 51268. Estas cavidades se combinan entre sí para formar las
tres estructuras cristalinas principales8. La estructura I es un sistema cristalino
cúbico, cuyo grupo de simetría es Pm3n, con parámetro de red experimental
a=12,0 Å. Esta compuesta por 2 cavidades 512 y 6 cavidades 51262, para un total
7En esta notación la base indica el número de lados del polígono que constituye las caras del poliedro y el
exponente el número de veces que aparece este en el poliedro.
8Jeffrey propuso en 1984 [38] una lista con siete tipos de cavidades, en las que una incluye un poliedro con
caras heptagonales. Sin embargo, la clasificación más aceptada es la que distingue entre tipo I, II y H.
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Figura 6.2 – Diferentes cavidades y estructuras que se pueden encontrar para
los clatratos de agua. Los números se refieren al número de cavidades que se
encuentran en la celda unidad del las estructuras I, II y H.
de 46 moléculas H2O, Fig. 6.2. La estructura II también es un sistema cúbico,
en este caso centrado en las caras, que pertenece al grupo espacial Fd3m. Su
parámetro de red es de a=17,3 Å. Conforma la celda unidad más grande de las tres
estructuras, con un total de 136 moléculas de H2O por celda unidad, repartidas
en 16 cavidades 512 y 8 cavidades 51264, Fig. 6.2. La estructura H es un sistema
cristalino hexagonal con parámetros de red experimentales a=b=10,1 Å, c=12,2
Å, α=β=90º y γ=120º. Su grupo espacial es el P6/mmm y está compuesta por
3 cavidades 512, 2 435663 y 1 51268, para un total de 34 moléculas de agua.
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Estructura I II H
Sistema Cristalino cúbico cúbico hexagonal
Grupo Espacial Pm3n (223) Fd3m (227) P6/mmm (191)
Parámetros a=12,0 Å a=17,3 Å a=12,2 Å
de Red c=10,1 Å
α=β=γ=90º α=β=γ=90º α=β=90º
γ=120º
Nº H2O 46 136 34
Cavidades 2 512 16 512 3 512
6 51262 8 51264 2 435663
1 51268
Nº cuadrados 3
Nº pentágonos 48 144 30
Nº hexágonos 6 16 7
Tabla 6.2 – Características de las estructuras cristalinas de los clatratos de
agua. Entre paréntesis se da el número del grupo espacial según las Tablas
Internacionales de Cristalografía.
Esta estructura es la que tiene la cavidad más grande, propiedad que la hace
interesante para albergar hidrocarburos mayores que el metano, Fig. 6.2. Los
grupos espaciales aludidos se refieren a las estructuras sin tener en cuenta los
hidrógenos de las moléculas de agua, ya que el factor de ocupación atómica de los
hidrógenos es menor que uno, hecho sobre el que se volverá más adelante. Esto
implica que la orientación de los hidrógenos fluctúa, a lo largo de la estructura
cristalina, entre las direcciones correspondientes a las diferentes aristas que parten
del vértice del poliedro donde se encuentra el oxígeno de la molécula, de forma
que la red de puentes de hidrógeno varía dependiendo del valor de dicho factor de
ocupación. Las Tablas 6.2 y 6.3 ofrecen un resumen de las características de cada
estructura y cavidad respectivamente (estas tablas han sido obtenidas de [39]).
Como en el hielo Ih, cada molécula de agua, sea cual sea la cavidad que
conforma, enlaza a cuatro moléculas vecinas, creando una red de puentes de
hidrogeno que aporta la estructura cristalina de estos compuestos. En el hielo
Ih los enlaces de hidrogeno están en una disposición tetraédrica casi perfecta,
con ángulos O-O-O de 109.5º, porque apenas existe distorsión geométrica. En
los clatratos esta disposición tetraédrica no es exacta y tampoco es homogénea.
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Cavidad Nombre Estructura radio medio (Å) Nº H2O
512 dodecaedro pentagonal I - II - H 3,95 - 3,91 - 3,94 20
51262 tetrakaidecaedro1 I 4,33 24
51264 hexakaidecaedro II 4,73 28
51268 icosaedro H 5,79 36
435663 dodecaedro irregular H 4.04 20
1 trapezoedro hexagonal truncado
Tabla 6.3 – Características de las cavidades que se pueden encontrar en las
estructuras cristalinas de los clatratos de agua.
El ángulo O-O-O depende del polígono que forme la molécula con sus vecinas.
Cada molécula es el vértice de 4 cavidades y, al mismo tiempo, de 6 polígonos que
forman las facetas de esas cavidades. En principio, el oxígeno de una molécula
de agua podría formar un ángulo O-O-O diferente para sus 6 combinaciones
dependiendo de las caras y poliedros de los que forme parte. Esto no es así
porque solo tres tipos de caras son posibles: cuadrados, pentágonos y hexágonos.
En la Fig. 6.3, se muestran los ángulos para una molécula de agua y sus cuatro
vecinas en la estructura H. Aunque todos los ángulos son diferentes, debido a
que esta tomado de una estructura relajadas, se pueden agrupar en tres valores
diferentes, que corresponden a cada una de las diferentes caras que conforman: 3
ángulos en torno a 108º, valor nominal para el ángulo interno de un pentágono,
2 ángulos en torno a 120º, ángulo en un hexágono, y 1 ángulo cercano a 90º,
ángulo de un cuadrado. Repasando la estructura de las cavidades, es evidente que
el pentágono es el polígono que más aparece, ver Tabla 6.2. Esto resulta natural
si reparamos en que el pentágono es la configuración en la que el ángulo de la
molécula de agua es más parecido al de una geometría tetraédrica (la que aparece
en el hielo y energéticamente más favorable). Los enlaces puente de hidrógeno, al
ser energéticamente más débiles que los enlaces covalentes de la molécula H2O,
son más flexibles a la hora de acomodar los requisitos espaciales y el ángulo.
En la Fig. 6.3 se observa como el ángulo del pentágono y el de la molécula de
agua son prácticamente iguales, mientras que en caso del cuadrado y el hexágono
hay diferencias de más de 10º. Esto confiere una tensión a la estructura que es
contrarrestada por la red de enlaces puente de hidrogeno, pero que a la vez es la
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Figura 6.3 – a) Geometría de una molécula de H2O y sus cuatro vecinas tomada
de la estructura H. Se observa que los 6 ángulos que forman los oxígenos se
agrupan en 3 valores, 90º, 108º y 120º, que corresponden a ángulos internos
nominales de un cuadrado, un pentágono y un hexágono, respectivamente. b)
Conjunto de moléculas de la estructura H que forman tres caras de la cavidad
435663. Se puede observar la correlación entre los ángulos intra/inter moleculares.
En rosa se marca los enlaces puentes de hidrógeno.
6.2 Simulaciones Ab Initio de Clatratos de Agua
Motivación
Solo el interés multidisciplinar que se ha señalado en secciones anteriores
es suficiente para considerar a los clatratos un sistema relevante. Además, estos
sistemas poseen ciertas características que los hacen ciertamente interesantes para
estudiarlos con métodos de primeros principios.
Los clatratos pueden entenderse como un sistema en el que ocurren
simultáneamente tres interacciones de distinta naturaleza y con distintas
propiedades. En primer lugar, se tienen los enlaces covalentes de la molécula de
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agua y de las moléculas huésped. La interacción covalente es una interacción de
corto alcance (1-2 Å) y que podemos considerar, en lo que nos ocupa, como fuerte
(unos pocos eV o cientos de KJ/mol). En segundo lugar, la estructura cristalina
de los clatratos está soportada por una red de puentes de hidrógeno entre las
moléculas de agua. Esta interacción es más débil (0,23 eV = 22,19 KJ/mol, en
agua líquida [40]) y tiene un alcance comparable (2,02 Å) a la covalente. Por
último, se tiene la interacción de van der Waals, que como veremos es la necesaria
para la estabilidad, entre las moléculas huésped y la red de moléculas de agua.
Esta interacción, explicada en detalle en el Capítulo 2, es de más largo alcance
y sensiblemente más débil (0.025 eV = 2.41 KJ/mol, para el dímero de H2O
en la configuración opuesta al puente de hidrógeno, donde los pares solitarios
del O están parcialmente enfrentados [40]). El estudio simultáneo de estas tres
interacciones tan distintas es un incentivo perfecto para estudiar estos sistemas.
El número de simulaciones ab initio en clatratos de agua es aún pequeño
y, como consecuencia, aún son muchas las incógnitas que presentan estos
sistemas a nivel microscópico. Se han sugerido estas estructuras como potenciales
acumuladores de hidrogeno [41–45]. En esta dirección, Patchkovskii y Tse [46],
usando Teoría de Perturbaciones Møller-Pesset de segundo orden, MP2, han
estudiado la ocupación y la estabilidad termodinámica de cavidades aisladas,
con moléculas H2 en su interior. En este sentido, son importantes las energías
de activación y difusión de las moléculas huésped, de las que nos preocuparemos
en la parte de resultados, que han sido calculadas para el H2 con métodos de
química cuántica en cavidades independientes [42, 47]. Se han realizado estudios
en clatratos de metano, desde diferentes acercamientos [48–52], persiguiendo
predecir el equilibrio de fases de los hidratos. Cao et al. [50, 51], usando
potenciales intermoleculares, obtienen buena precisión para las presiones, pero
valores de ocupación irreales, con respecto al experimento. Los potenciales
intermoleculares, construidos simétricamente esféricos, son obtenidos a partir
del promediado de la energía de interacción, calculada con precisión química
(Møller-Pesset ), entre metano y agua, en un suficientemente grande número de
orientaciones. Estos potenciales de interacción de pares, hacen las veces de los
potenciales ajustados a los datos experimentales, en los cálculos con hidratos. Sus
resultados fueron discutidos y corregidos por otros autores [48, 49]. Diferentes
estudios de dinámica molecular han sido presentados [43, 44, 53–56], tanto de
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hidratos de hidrógeno como de metano y de dióxido de carbono.
El secuestro y almacenamiento de dióxido de carbono, e incluso su sustitución
por metano [57, 58], se ha propuesto como método preventivo contra el cambio
climático [59]. En estos momentos la idea más factible es inyectar dióxido
de carbono en formaciones geológicas como sedimentos marinos, campos de
petróleo gastados o minas precintadas [12,60]. La viabilidad de estas operaciones
y/o su uso con clatratos requieren el control de magnitudes como la estabilidad de
los clatratos, barreras de difusión, ocupación de cavidades, energías de absorción,
frecuencias de vibración y rotación, etc. En esta dirección están enfocados los
trabajos que se presentan en este capítulo.
Detalles Técnicos
Las simulaciones que se presentan en este capítulo han sido realizadas con el
método SIESTA [61, 62]. El tratamiento de la energía de intercambio-correlación
se hace usando la implementación del funcional vdW-DF [63, 64] del capítulo 3,
donde se usa la GGA-revPBE para el intercambio9. Esta misma parametrización
se usa en los cálculos que se referirán como GGA. Los pseudopotenciales usados
han mostrado su eficacia en dinámicas moleculares ab initio DFT (AIMD-DFT,
de su sigla inglesa Ab Initio Molecular Dynamics) para sistemas de agua líquida
[65,66]. Las bases utilizadas fueron optimizadas en los mismos sistemas y tienen
un esquema de split-valence para los orbitales atómicos doble-ζ que incluyen
orbitales de polarización, siguiendo el método propuesto en [67, 68].
Los parámetros de precisión del cálculo se fijan después de sus correspondien-
tes test de convergencia:
1. Las optimizaciones geométricas se realizan mediante el algoritmo de
gradientes conjugados hasta que las fuerzas residuales sobre los átomos
9Se recuerda que en la actualidad existen tres funcionales disponibles en SIESTA que incluyen las
fuerzas de van der Waals
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del sistema son menores que 5·10−3 eV/Å. El desplazamiento máximo para
los átomos entre pasos de optimización es de 0,1 Å.
2. La matriz densidad se converge autoconsistentemente hasta que la
diferencia es menor que 10−5.
3. La red para la integración en espacio real viene dada por un radio de corte
mínimo de 500 Ry para el cálculo de las energía, mientras que en las
optimizaciones geométricas se exige un mínimo de 250 Ry.
4. La integración en espacio recíproco converge con un radio mínimo de corte
de 10 Å10, lo que se traduce en radios de corte efectivos de 12,10 Å y 10,24
Å para las estructuras I y H, respectivamente. Esto equivale a 4 puntos k para
la celda unidad irreductible, en ambos casos. Se obtiene una convergencia
en energía menor de 2·10−4 eV.
Error de Superposición de Base
Se recomienda la lectura de la sección homóloga del capítulo 5.
El error de superposición de base, BSSE (de su sigla en inglés Basis
Set Superposition Error) es especialmente relevante en sistemas moleculares,
donde una molécula interacciona con otras moléculas, superficies y/o estructuras
cristalinas. El sistema que nos ocupa es un caso claro donde debe ser corregido,
sobre todo cuando estamos interesados en las energías de absorción. Las
moléculas huésped interaccionan con la red de moléculas de agua sin enlazar
con ellas, manteniéndose a una distancia donde la corrección es crucial.
La energía de adsorción se define como,
Eads = E(AB) − E(A) − E(B) (6.1)
donde AB es el sistema final adsorbido, con las moléculas huésped dentro de
las cavidades de los clatratos. A es el clatrato sin huésped11 y B es la molécula
aislada. Esta definición de la energía de adsorción, estrictamente correcta si el
método con el que se calculan las energías es exacto, debe ser acompañada por
10En el esquema denominado kgrid el valor del parámetro que especifica el muestreo en puntos del espacio
reciproco tiene unidades de longitud (Å) [69].
11Más adelante se explicará que en realidad el sistema A debe ser una fase estable del H2O.
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un término que la corrige. Esto se debe a que el uso de un método de orbitales
atómicos no asegura la convergencia de la energía, como por ejemplo ocurre
en los métodos de ondas planas, con el número de orbitales. Es evidente que
el uso de una base más completa y que ofrezca una descripción más precisa
de los orbitales, (normalmente esto se asocia los valores de los radios de corte)
mejora los resultados de las energías; sin embargo, no asegura una convergencia
variacional. De esta forma,
ECPads(AB) = Eads + δ
BS S E
AB (6.2)
donde ECPads(AB) es la energía corregida counter-poise, forma de denominar la
corrección, y δBS S EAB es la corrección. A partir de aquí, se usa la siguiente
nomenclatura:
EZY (AB) → Energía del sistema AB en la geometría Y usando la base Z. (6.3)
Según esta notación, la ecuación 6.1 queda reescrita como
Eads = EABAB(AB) − EAA(A) − EBB(B) (6.4)
La corrección más sencilla consiste en utilizar la base del sistema completo para
calcular la energía de los subsistemas aislados; es decir,
ECPads = E
AB
AB(AB) − EABAB(A) − EABAB(B) (6.5)
Por tanto, se toma la geometría relajada del sistema completo, se elimina el
subsistema B y se calcula energía de A manteniendo la base de sistema AB.
Luego se repite el proceso para el subsistema B. Usar la base AB quiere decir usar
átomos fantasmas (ghost) en las coordenadas atómicas del subsistema eliminado.
Al usar estos ghost, incluimos en el cálculo la base de orbitales atómicos que
habría si fueran átomos normales, pero se elimina cualquier rastro del átomo en
la simulación. Al usar esta corrección, se ignora que las geometrías A y B son
distintas en interacción (en el sistema completo AB) que aisladas. Este hecho
lleva a una sobreestimación del BSSE que típicamente se traduce en una energía
de interacción o adsorción pequeña.
Explicado esto, parece natural escoger como energías de los subsistemas que
entran en la ecuación 6.1, aquellas que se obtienen relajando la geometría de los
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subsitemas aislados con la base del sistema global. Sin embargo, al relajar un
subsistema A, en presencia de la base de un sistema total AB, se corre el riesgo
de que la geometría resultante este adulterada; con unas distancias A-B menores
de las reales, con el fin de aprovechar mejor la base de B. Debido a esto, resulta
conveniente separar los dos efectos que intervienen en la interacción:
1. El cambio de geometría desde los subsistemas aislados a las geometrías en
interacción.
2. La interacción entre A y B, propiamente dicha.
Con esta consideración la energía de adsorción queda,
ECPads = E
A
AB(A) − EAA(A) + EBAB(B) − EBB(B)︸                                        ︷︷                                        ︸
1
+EABAB(AB) − EABAB(A) − EABAB(B)︸                                  ︷︷                                  ︸
2
(6.6)
donde 1 y 2 se refieren a los puntos anteriores. Reescrito según ecuación 6.2,
ECPads =
[






AB(B) − EABAB(A) − EABAB(B)
]
(6.7)
Usando esta expresión, escrita como 6.6 o 6.7, obtenemos un valor de la
energía de absorción preciso, corregido y sin sobrestimación. La desventaja
radica en un mayor coste computacional, teniendo que converger cuatro sistemas
adicionales.
Estructuras I y H, Estabilidad y Energía
Se ha focalizado el esfuerzo en dos de las tres estructuras principales: I y
H. La elección de estas frente a la estructura II responde a argumentos físicos y
técnicos. Por un lado, la estructura I es la más sencilla, al ser un sistema cúbico,
y es conocido que puede albergar cualquiera de las moléculas huésped en las que
se ha fijado el interés. La estructura H tiene varias peculiaridades que serán útiles
en los diferentes estudios, ya que siendo la más pequeña de las estructuras tiene
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la mayor variedad de cavidades, entre las que se incluye la cavidad más grande,
51268. Esto supondrá un comportamiento potencialmente distinto asociado a la
heterogeneidad, permitirá una ocupación mayor por cavidad y, previsiblemente,
conllevará la posibilidad de albergar hidrocarburos grandes. Por otro lado, la
razón técnica esta asociada al coste computacional, condicionado por el número
de moléculas de la celda unidad de cada estructura. La estructura II está formada
por 136 moléculas que construyen 24 cavidades. Un hipotético caso de ocupación
máxima de metano, imponiendo una molécula por cavidad, implicaría 528 átomos
por celda unidad. Esto supone tres y cuatro veces más átomos que la estructura
I (178 at./celda) y H (132 at./celda), respectivamente. Estas diferencias en el
número de átomos implican casi 2 ordenes de magnitud en el tiempo estimado
de cálculo.
Aunque es conocido que las estructuras solo son estables cuando existen
moléculas huésped en su interior, se considera un buen punto de partida calcular
los parámetros del cristal para las estructuras sin huésped. Para ello se analiza la
dependencia de la energía total del sistema con la variación de los parámetros de
red. En la estructura I se obtiene un parámetro de red de a=12,09 Å. Comparando
con el parámetro experimental de la Tabla 6.2, la simulación arroja una diferencia
menor que un 0,8 %. En el caso de la estructura H se obtiene a=12,37 Å y c=10,24
Å, menos de 1,4 % por encima de los valores experimentales. Esta diferencia
es menor si se compara con datos experimentales de la estructura H de otros
autores [70, 71], donde se fijan los parámetros de red en a=12,3 Å y b=10,2 Å.
Comparando con estos últimos, el resultado calculado se aleja tan solo un 0,6 %.
Los puentes de hidrógeno mantienen la red de moléculas de agua y dan
consistencia a la estructura. Sin embargo, esta red de puentes de hidrógeno no
es única ni estática. El factor de ocupación atómica, f 12, es 0,5 para el H y 1,0
para el O. Esto significa que los oxígenos están en posiciones fijas, obviando
las vibraciones de la red, mientras que los hidrógenos de las moléculas de
12Factor usado en cristalografía para indicar la ocupación de un sitio atómico en la celda unidad de una
estructura. Si el factor es igual a 1, esa posición atómica estará ocupada por el átomo correspondiente en todas
celdas de repetición de la estructura. Si es menor que uno habrá celdas en las que dicha posición no estará
ocupada. Esta no ocupación es consecuencia de dos posibilidades: el sitio es ocupado por una especie química
diferente (puede tratarse de una vacante), en cuyo caso la suma de ocupaciones atómicas de todas las especies
que comparten el sitio debe ser 1; o el átomo ocupa una posición diferente en la celda, de tal forma que la suma
de los factores de ocupación de las diferentes posiciones de ese átomo debe ser también 1.
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agua pueden encontrarse en dos posiciones atómicas diferentes con la misma
probabilidad; es decir, la molécula de H2O tendrá dos orientaciones diferentes.
Existe, por tanto, más de una red de puentes de hidrógeno posible Se optimizan
geométricamente estas estructuras isomeras y se obtiene una diferencia en la
energía total de 3,2·10−4 eV/at. entre isómeras de la estructura I. Esta diferencia
es muy pequeña en valor absoluto e insignificante porcentualmente tanto respecto
de la energía total, (2·10−4 %, como a las energías de adsorción que se calculan
más adelante (>0,1 %). Se concluye que las energías son prácticamente iguales y
se toma la geometría de más baja energía como orientación de las moléculas de
agua. Esta diferencia no depende, al menos de forma sustancial, de la base elegida
con tal de que esta sea suficientemente completa. Las orientaciones se relajaron
con una base triple-ζ con orbitales de polarización y se obtuvieron resultados
similares (4,0·10−4 eV/at.). La longitud media de los puentes es igual en ambas
estructuras, 1,83±0,02 Å, donde el .error"se refiere a la desviación estándar entre
distintos enlaces. Este valor se sitúa entre los 1,81±0,01 Å que se obtienen para el
hielo y los 2,02 Å obtenidos para agua líquida a 0º C [40]. En el caso del hielo el
valor de la longitud del puente de hidrógeno es válido tanto para el hielo Cmc21
(hielo común o Ih) como para la fase Pna21 con dos orientaciones protónicas
diferentes en celadas de 16 y 32 moléculas de H2O. La diferencia en la longitud
de los enlaces puente de hidrogeno entre ambas fases de hielo es de décimas de
picometro, siendo 1,814±0,001 Å y 1,812±0,001 Å, respectivamente.
En la Tabla 6.4 se muestran las energías totales por molécula de H2O de las
estructuras. Se observa que las diferencias entre ellas son menores de 6·10−3
eV/H2O, siendo la estructura I la más favorable energéticamente (7,2·10−2 eV).
Comparando estos valores con el hielo común, Ih, aparece una diferencia de 0,024
eV/H2O y 0,030 eV/H2O para las estructuras I y H, respectivamente. Esto indica
que ambas estructuras de los clatratos son fases meta-estables, desfavorables
energéticamente, y necesitan de la interacción con las moléculas huésped para
ser viables.
Con el fin de comprobar la estabilidad de las estructuras frente a las
vibraciones de la red, se deforma la estructura desplazando las coordenadas
atómicas de la estructura I. Los desplazamientos se realizan, para todos los átomos
y de forma aleatoria, dentro de esferas centradas en la posición atómica con radios
Simulaciones Ab Initio de Clatratos de Agua 157
II
Nº Parámetros de Red Energía EFor
H2O a / b / c (Å) α / β / γ (º) ∆ Exp. % (eV/H2O ) (eV/H2O )
Hielo Cmc21 8 4,58 / 7,93 / 7,46 90 / 90 / 90 1,7 -473.098 -
Hielo Pna21 32 9,14 / 9,14 / 14,94 90 / 90 / 120 1,6 -473.093 0,005
Estructura I 46 12,09 / 12,09 / 12,09 90 / 90 / 90 0,8 -473,074 0,024
Estructura H 34 12,37 / 12,37 / 10,24 90 / 90 / 120 1,4 -473,068 0,030
Líquida 300K 64 12,63 / 12,63 / 12,63 90 / 90 / 90 - -472,907 0,190
Tabla 6.4 – Parámetros de red, diferencia máxima respecto al experimento,
energía total por molécula de agua y energía de formación respecto al hielo Cmc21
obtenidos en las simulaciones.
máximos entre 0,05 Å y 0,2 Å. Estas coordenadas desplazadas son de nuevo
relajadas, en este caso hasta que las fuerzas residuales son menores que 2·10−2
eV/Å, y se comparan las coordenadas y la energía total. Esto se realizó para
10 "sacudidas"diferentes. Las diferencias de estas nuevas coordenadas relajadas
frente a las de partida, antes del movimiento aleatorio, no superan en ningún caso
los 0,035 Å. Durante la relajación la diferencia entre coordenadas disminuye en
un orden de magnitud. La diferencia de energías totales de las nuevas relajaciones
arroja una desviación estándar de 2,4·10−3 eV. El hecho de que la estructura
cristalina se mantenga y se relaje recurrentemente a las mismas coordenadas,
con energías totales prácticamente iguales, es una confirmación cualitativa de la
flexibilidad y estabilidad de la red de puentes de hidrógeno.
Adsorción de Moléculas Pequeñas
La lista de gases moleculares que pueden estar atrapados en estos compuestos
de inclusión es bastante extensa y se puede encontrar una completa recopilación
en [39]. Esta sección se ocupa de tres de esos gases, que han acaparado la máxima
atención por su interés energético, tecnológico y medioambiental:
El metano o hidruro de metilo, de formula química CH4, es el más pequeño
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y sencillo de los hidrocarburos alcanos. Se usa el término gas natural para
referirse a él, ya que constituye el 97 % de este gas en condiciones estándar,
y en la industria minera recibe también en nombre de grisú. Este gas es el
que se encuentra en la mayoría de los depósitos naturales de hidratos de
clatrato y proviene, en su mayor parte, de la putrefacción anaeróbica de la
materia orgánica. El uso masivo de metano es como combustible, ya que
su principal reacción es la combustión. Esta reacción tiene como residuo
dióxido de carbono y una entalpía estándar de ∆ f H0gas= -74,87 KJ/mol [72].
El metano es un gas con un fuerte efecto invernadero, con GWP a 100 años
de 2313 [73].
El dióxido de carbono, con fórmula química CO2; también denominado
óxido de carbono(IV) y gas carbónico, es una molécula lineal principal,
residuo de las combustiones orgánicas. Es uno de los gases de efecto
invernadero más potentes y uno de los contaminantes principales de la
atmósfera. Se ha sugerido que los depósitos naturales de clatratos podrían
actuar como sumideros de dióxido de carbono.
El dihidrógeno o hidrógeno molecular, H2, es el más pequeño de los
gases moleculares. Posee múltiples aplicaciones y puede ser utilizado como
combustible. La principal ventaja de ese uso radica en que el residuo de su
combustión es H2O. Se incluye en esta lista, ya que los hidratos de clatrato
se han sugerido como potenciales acumuladores de hidrógeno [41–45].
La energía de adsorción individual de cada una de estas moléculas en las
cavidades de las estructuras I y H, calculadas siguiendo la ecuación 6.7, se
muestran en la Tabla 6.5. Se ha calculado la energía de adsorción usando dos
tratamientos de la energía de intercambio-correlación diferentes. El objetivo es
explicar el origen de la interacción huésped-clatrato. Se usa un funcional GGA,
con parametrización revPBE, y el vdW-DF14, que incluye interacciones de van
der Waals. Con esta comparación se comprueba que la energía de adsorción está
gobernada, en todos los casos, por la interacción de van der Waals; es decir,
si se obvia esta interacción los clatratos son inestables energéticamente. Esto
13GWP: potencial de calentamiento global (de su sigla en inglés Global Warming Potential) es una magnitud
relativa que mide la capacidad de una sustancia para contribuir al conocido como efecto invernadero. Por
convención se referencia al CO2, al que se le asigna valor 1.
14Este funcional usa la paremetrización rev-PBE para el intercambio.
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Huesped Funcional Estructura I Estructura H
512 51262 Todas 512 435663 51268 Todas
H2 GGA 0.01 -0.01 -0.02 0.03 -0.01 0.00 0.03
H2 vdW -0.20 -0.19 -0.21 -0.18 -0.22 -0.15 -0.18
CH4 GGA 0.09 -0.07 -0.03 0.07 0.05 -0.12 0.04
CH4 vdW -0.52 -0.59 -0.51 -0.53 -0.54 -0.48 -0.55
CO2 GGA 0.35 0.10 0.15 0.29 0.22 0.01 0.27
CO2 vdW -0.41 -0.56 -0.51 -0.41 -0.43 -0.38 -0.44
Tabla 6.5 – Energías de adsorción (en eV por molécula) para moléculas
individuales de CH4, CO2 y H2, en cada una de las cavidades de las estructuras I y
H. “Toda” se refiere a una molécula por cavidad. La energía de adsorción es aquí
definida como la diferencia de energía entre el clatrato, con moléculas huésped,
menos la energía de clatrato vacío más la de las moléculas aisladas.
se comprueba al obtener energías de adsorción prácticamente nulas, e incluso
positivas, cuando usamos la GGA. Esta es la confirmación de que la interacción
responsable de la existencia de estructuras cristalinas de estos compuestos de
inclusión es la interacción de van der Waals. Incluyendo esta interacción, la
energía de adsorción por molécula es muy parecida para el CH4 y el CO2, ∼0,5
eV, y ligeramente inferior para el H2, ∼0,2 eV. En la Tabla 6.5 “todas” hace
referencia a la energía de adsorción cuando están ocupadas todas las cavidades
de la estructura, con una molécula por cavidad. Se obtiene que esta energía
es bastante homogénea en su dependencia tanto con la cavidad como con la
estructura a la que ésta pertenece. La única excepción es la energía de adsorción
en la cavidad 51268, que se evidencia ligeramente menores en valor absoluto que
para el resto de cavidades. Esto se explica debido a que esta cavidad es la más
grande, con un volumen netamente mayor. De esta forma la posición de relajación
de las moléculas está muy alejada del centro de la cavidad, donde se colocan en el
resto de cavidades. La molécula adsorbida en la cavidad 51268 no esta isótropa, o
cuasi-isotropamente, rodeada por las moléculas de la red y las interacciones van
der Waals con aquellas partes de la cavidad que están más alejadas son menores.
En todas las cavidades, excepto en la referida 51268, las moléculas relajan
en el centro de la de la cavidad o en coordenadas muy próximas a éste. En la
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Fig. 6.4 se muestran las posiciones de relajación de las moléculas en la cavidad
51268. Estas posiciones se han obtenido de relajaciones independientes aunque
se muestren en una sola figura. Es interesante notar que todas ellas relajan en
posiciones alejadas del centro, donde la interacción, debido al tamaño de la
cavidad, es mayor y atractiva. En la figura se muestran las distancias desde el
centro de masas de las moléculas a la cara pentagonal y hexagonal más cercanas.
Si comparamos estas distancias con el radio medio de las cavidades de la Tabla
6.3, no se explica que la posición de relajación en el resto de cavidades sea el
centro. La posición de relajación es aquella que minimiza las fuerzas sobre los
átomos. Esto puede ocurrir por dos mecanismos: que el potencial que siente el
átomo sea muy pequeño y la fuerza que este ejerce sobre ese átomo sea menor
que la tolerancia usada para el criterio de relajación (en este caso 5·10−3 eV/at); o
que ese potencial sea homogeneo en el espacio respecto a la posición del átomo,
tal que las componentes de la fuerza se anulen. En las cavidades pequeñas y
medianas ocurre el segundo efecto. La interacción van der Waals de la molécula
huésped con las paredes de la cavidad es cuasi-isótropa, ya que la geometría
de las cavidades puede aproximarse a esferas o esferoides. Por otro lado, la
interacción de van der Waals es de largo alcance y la distancia de los mínimos
de potencial es comparable a los radios medios de las cavidades. De esta forma
el potencial de van der Waals presenta un mínimo en los centros de las cavidades
y una representación 2D arroja isosuperficies de potencial circulares, o pseudo-
circulares, alrededor del centro de la cavidad. En la cavidad grande, estas dos
premisas se hacen más débiles y la posición de relajación se aleja del centro de la
cavidad. En esta cavidad el mapa de interacción es más complicado, mostrando
múltiples mínimos en posiciones cercanas a las paredes de la estructura.
Las energías de la Tabla 6.5 son respecto a la estructura sin huéspedes; es
decir, se toma la red de clatrato vacía como potencial químico de la estructura y
la energía de las moléculas huéspedes aisladas, como potencial químico de cada
gas. Ya se ha dicho que las estructuras vacías son energéticamente desfavorables
respecto al hielo común Ih en 0,024 eV/H2O y 0,030 eV/H2O para las estructuras
I y H respectivamente; es decir, 1,104 eV y 1,020 eV por celda unidad. En la
Tabla 6.6 se muestra el número mínimo de moléculas para que las estructuras
sean favorables respecto al Ih; es decir, tomando como potencial químico del
agua la energía por molécula en el hielo Ih, la fase más estable. Son necesarias 6
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Figura 6.4 – Posiciones de equilibrio de las moléculas H2, CH4 y CO2 atrapadas
en la cavidad 51268 de la estructura H, obtenidas usando un funcional de la
densidad que incluye interacciones van der Waals. Las posiciones indicadas
fueron obtenidas en relajaciones para moléculas individuales. Se indica la
distancia a la cara pentagonal y hexagonal más cercanas para cada molécula.
Los átomos de oxígeno de la cavidad están representados por pequeños círculos
y los hidrógenos han sido obviados en la representación. Las lineas discontinuas
sirven de guía para el ojo.
Estructura I Estructura H
H2 CH4 CO2 H2 CH4 CO2
Nº moléculas 6 2-3 2-3 5-7 2-3 3
Tabla 6.6 – Mínimo número de moléculas huésped por celda unidad para que
la estructura sea favorable energéticamente frente al hielo común, Ih, y gas,
tomando el potencial químico del gas como la energía de una molécula aislada.
Las variaciones dependen de qué cavidades se hayan ocupado.
moléculas de H2 para la estructura I y entre 5 y 7 para la estructura H. Para el CH4
y el CO2 se necesita un número análogo de moléculas en la estructura I (2-3) y
muy parecido en la estructura H (2-3 para el CH4 y 3 para el CO2). Las pequeñas
variaciones son consecuencia de qué cavidades estén ocupando las moléculas
huésped, ya que, aunque bastante homogéneas, las energías de adsorción son
distintas para cada cavidad.
Una de las razones de calcular sobre la estructura H es que posee una cavidad
mucho mayor que las demás, en la que previsiblemente puedan coexistir varias
moléculas. En la Tabla 6.7 se muestra la energía de adsorción por molécula en esta
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cavidad para el CH4 y el CO2. Las energías son con respecto a la estructura vacía,
para la molécula i=1, y respecto al clatrato + (i − 1) moléculas, para i > 1. Esto
es la energía de adsorción de una nueva molécula, que es diferente a la energía de
formación de un clatrato por nucleación alrededor de i moléculas. En la Tabla se
muestran los resultados cuando el resto de cavidades están vacías, [0,0,0,0,0,i], y
cuando estan llenas, [1,1,1,1,1,i]15. Se puede observar que las energías son muy
parecidas en ambas ocupaciones y en ningún caso cambia el número de moléculas
que puede albergar la cavidad. Esto confirma, para lo que nos ocupa ahora,
que la ocupación de las cavidades contiguas tiene un efecto en la energía que
pueda considerarse de segundo orden16. Mientras las moléculas tienen suficiente
volumen dentro de la cavidad para acomodarse, la energía que gana el sistema
al agregar una nueva molécula es muy parecida, hasta 3 moléculas. A partir de
ahí, cada molécula que se agrega implica una ganancia energética menor, hasta
la sexta y la quinta molécula de CH4 y CO2, respectivamente, que muestran
energías positivas. Esto ocurre por un efecto estérico, por el que las moléculas
tienden a separarse deformando las paredes de la cavidad para acomodarse en
ella. Esta deformación de la red implica un coste energético que reduce la energía
de adsorción. En la Fig. 6.5, se muestran las posiciones relajadas de la cavidad
51268 de la estructura H con una y cinco moléculas de CH4 en su interior. Se
puede observar una clara deformación de la red de puentes de hidrogeno, que
se cuantifica en un 4 % de desviación media en el tamaño de los puentes de
hidrógeno. Esta deformación es otra prueba de la flexibilidad de la red de puentes
hidrógeno.
Otros Hidrocarburos huésped
Se ha mostrado la posibilidad de que los clatratos alberguen metano en
cantidades considerables en su interior. De la misma forma, resulta importante
explorar la posibilidad de incorporar hidrocarburos más complejos y analizar
15Esta notación indica la ocupación de cada cavidad de la estructura. Las cavidades se ordenan de menor a
mayor volumen. En el caso de la estructura H hay seis cavidades: tres 512, que corresponden a las tres primeras
posiciones del vector; dos cavidades 435663, que son las posiciones cuatro y cinco del vector; y una cavidad
51262, última posición del vector
16Más adelante se tratará el efecto de la ocupación de cavidades vecinas más en detalle
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Moléculas Configuración 1 2 3 4 5 6 7
CH4 [0,0,0,0,0,i] -0,48 -0,42 -0,48 -0,30 -0,17 +0,35 ...
CH4 [1,1,1,1,1,i] -0,49 -0,43 -0,51 -0,33 -0,23 ... ...
CO2 [0,0,0,0,0,i] -0,38 -0,37 -0,47 -0,31 +0,05 +0,10 +1,37
CO2 [1,1,1,1,1,i] -0,42 -0,39 -0,57 -0,39 0,00 +0,44 ...
Tabla 6.7 – Energía de adsorción incremental (trabajo para adsorber cada nueva
molécula), en eV, para CH4 y CO2 en la cavidad 51268 de la estructura H. La
notación [0,0,0,0,0,i] y [1,1,1,1,1,i] indica la ocupación del resto de cavidades de
la celda unidad
Figura 6.5 – Posiciones de equilibrio de una y cinco moléculas de CH4 atrapadas
en la cavidad 51268 de la estructura H. Se observa una clara deformación de la
estructura. Las lineas discontinuas sirven de guía para el ojo.
el máximo tamaño molecular que pueden almacenar estas estructuras en sus
cavidades. Gases como el etano o el propano son, por ejemplo, productos
secundarios de la putrefacción de materia orgánica y se pueden encontrar, en
cantidades mucho menores al metano, en los depósitos de gas natural. La Tabla
6.8 muestra la energía de adsorción de algunos hidrocarburos en las diferentes
cavidades de las estructuras I y H, respecto a sus estructuras vacías. Estos
resultados muestran todos los hidrocarburos analizados (metano, etano, propano y
butano, en sus diferentes configuraciones) necesitan una ocupación de un mínimo
de dos cavidades para conseguir la estabilidad del clatrato. En la Fig. 6.6 se
muestran las coordenadas relajadas de cada una de las cuatro cavidades que
componen las estructuras I y H con el mayor hidrocarburo que pueden albergar en
su interior. Estas geometrías son el resultado de la optimización de toda la celda
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Molécula Cavidad Estr. Eads (eV) Molécula Cavidad Estr. Eads (eV)
C2H6 435663 H -0,18 C4H10 gauche 51262 I +0,06
C2H6 512 H -0,24 C4H10 gauche 51268 H -0,76
C3H8 512 H +0,54 C4H10 anti 51262 I +0,33
C3H8 435663 H +0,24 C4H10 anti 51268 H -0,86
C3H8 51262 I -0,37 C4H10 isobutano 51262 I +0,10
C4H10 isobutano 51268 H -0,81
Tabla 6.8 – Energía de adsorción de hidrocarburos complejos en las diferentes
cavidades de las estructuras I y H.
unidad. Para una mejor visualización, se ha eliminado en cada caso el resto de
cavidades y se ha obviado la posición de los hidrógenos de las moléculas H2O. En
el caso de la cavidad 51268 se muestran dos isómeros del butano, los denominados
gauche y anti en las Fig. 6.6 d) y e), respectivamente. Estos resultados confirman
y amplían los hidrocarburos huéspedes que Sloan presenta en [74].
Barreras de Difusión en estructura H
La difusión de las moléculas a través de la estructura cristalina de los clatratos
es una información crucial en relación tanto al almacenamiento como a la posible
extracción, substitución o inyección de moléculas huésped. Esta difusión, de
ser posible, se da entre cavidades y se realiza necesariamente a través de las
facetas que conforman las cavidades. Independientemente del origen físico de
las interacciones responsables, en el proceso de difusión aparecen unas barreras
de energía que están condicionadas por la geometría y el área de dichas facetas,
así como por la capacidad de deformación de la red de puentes de hidrogeno
que articulan la estructura cristalina. La geometría de las moléculas huésped y
su orientación relativa respecto de la cara de la cavidad a atravesar es otro factor
esencial, cuya importancia se puede explicar desde un simple argumento estérico.
En las estructuras que nos ocupan aparecen tres caras poligonales distintas






Figura 6.6 – Posiciones de equilibrio de el mayor hidrocarburo que puede
albergar cada una de las cavidades de las estructuras I y H: a) Etano en cavidad
435663 de estructura H. b) Etano en cavidad 512 de la ambas estructuras. c)
Propano en cavidad 51262 de la estructura I. d) Butano gauche en la estructura
51268 de la estructura H. e) Butano anti en la estructura 51268 de la estructura H.
Los átomos de oxígeno de la cavidad están representados por pequeños círculos
y los hidrógenos han sido obviados en la representación. Las lineas discontinuas
sirven de guía para el ojo.
por las que la molécula puede, en principio, difundir: cuadrado, pentágono y
hexágono. El área de cada una de estas caras es sustancialmente distinta. Tomando
como ejemplo los valores de una cara cuadrada de la cavidad 435663 y de un
pentágono y un hexágono de la cavidad 51268 se obtiene 8,00 Å2, 13,61 Å2 y 20,44
Å2 de área, respectivamente. Resulta evidente que las barreras de difusión son
mucho más grandes a medida que menor sea el área por el donde una molécula
difunde, ya que la repulsión entre las nubes electrónicas de los átomos de la
molécula huésped y los de la estructura domina la interacción a corto alcance.
Esto, junto con el hecho de que la única cavidad que tiene caras cuadradas,
435663, cuenta también con pentágonos y hexágonos, más plausibles para el
proceso de difusión, justifica descartar la difusión a través de caras cuadradas.
Por simplicidad se calcula la difusión de las moléculas a través de hexágonos
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y pentágonos en la cavidad 51268 de la estructura H. Para ello, se colocan las
moléculas (CH4, CO2 y H2) a diferentes distancias de la superficie virtual de las
caras de las cavidades, sobre un eje que une el centro de la cavidad con el centro
de las caras. Las moléculas se colocan en una orientación que se comprobó como
óptima para minimizar las barreras y las deformaciones de la estructura al acercar
las moléculas. Esta orientación es aquella que presenta una sección eficaz menor a
lo largo del eje donde se colocan. Para el CH4 esta orientación no es crucial debido
a su simetría tetragonal, que implica una sección eficaz aproximadamente esférica
e independiente de la orientación de la molécula respecto del eje elegido. En el
cálculo con CH4, para cada distancia de separación molécula-cara, se optimiza
toda la estructura del clatrato y la geometría del CH4, con la única restricción de
mantener el centro de masas de la molécula (el carbono) en la posición inicial.
En CO2 y H2 la orientación óptima para minimizar las barreras y deformaciones
es longitudinal al eje. Esto implica perpendicularidad, respecto a la cara por la
que se realiza la difusión, en el caso del hexágono y un ángulo cercano a 90º
para el pentágono. En ambos casos, se relaja toda la estructura y geometría de
la molécula, restringiendo la posición del centro de masas de la molécula y el
movimiento de los átomos de ésta en el eje perpendicular al elegido.
En la Fig. 6.7 se muestran los resultados obtenidos para la difusión de la tres
moléculas huésped en estudio a través de una cara hexagonal. Se ha realizado
con ocupación [0,0,0,0,0,1] y, por tanto, no existe interacción entre moléculas
huésped. Atendiendo a la Tabla 6.7 no es de esperar que la ocupación de las
cavidades adyacentes influya sustancialmente en las barreras calculadas. En el
caso que origen y destino de la difusión sean cavidades 51268 con distinta
ocupación, las barreras de difusión estarán condicionadas por la ocupación. Así,
pasar de una cavidad 51268 con ocupación 4 a una cavidad 51268 con ocupación
2, debe mostrar una barrera más baja que las que aqui se presentan, Fig. 6.7.
Como era de esperar, las barreras dependen fuertemente de la molécula usada. La
barrera obtenida para el H2, 0,28 eV, esta muy cerca de la calculada por Alavi y
Ripmeester [42], 0,250-2,83 eV, con métodos de química cuántica17 en cavidades
aisladas sin optimización geométrica. La difusión de moléculas de H2 ha sido
medida experimentalmente mediante NMR [75] obteniendo una alta movilidad y
barreras de activación de 0,03 eV. Tal diferencia entre experimento y teoría viene
17Teoria de perturbaciones Møller-Pesset de segundo orden.
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a confirmar la necesidad de nuevas investigaciones en este sentido. La barrera
obtenida para el metano es mucho mayor, 1,17 eV, mientras que el CO2 muestra
un valor intermedio, 0,42 eV. Estos resultados apuntan en la dirección de una
poco probable sustitución in situ de CO2 por CH4. Los mismos cálculos han sido
realizados a través de los pentágonos de la misma cavidad, 51268. Tanto el CO2
como el CH4, provocan una gran deformación de la estructura cuando se acercan a
la cara pentágonal, que termina en la ruptura de la red de los puentes de hidrógeno
y una ruptura de la estructura. Se concluye que la difusión de ambas moléculas
no es posible a través de estas caras. Esto significa que moléculas como el CH4 y
el CO2 no pueden difundir desde o a las cavidades 512. De nuevo, esto apunta a






















Figura 6.7 – Energía total, con respecto al valor en el centro de la cavidad, de una
molécula individual de CH4, CO2 y H2 a lo largo del eje que une el centro de la
cavidad con el centro de una cara hexagonal de la cavidad 51268 de la estructura
H. El dibujo esquemático indica la relajación de las moléculas de agua de la cara
hexagonal cuando los huéspedes pasan a través de ellas.
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Resulta importante resaltar el papel significativo de las relajaciones en los
valores de las barreras. Los mismos cálculos fueron realizados sin optimización
geométrica de la estructura, arrojando valores mucho mayores para las barreras.
Además, como en cálculos anteriores, en la difusión a traves de la cara hexagonal
se pone de manifiesto la flexibilidad de la red de puentes de hidrógeno. El valor
medio de los puentes de hidrógeno del hexágono por el que se difunde pasa de
1,82 Å, para las geometrías no relajadas, a 1,89 Å, 1,98 Å y 2,15 Å para las
geometrías relajadas cuando el H2, CO2 y CH4, respectivamente, pasan a través
de él. Esto implica una variación entre el 4,2 % y 19 % sin que aparezca ruptura
de la estructura.
6.3 Conclusiones
En este capítulo se han presentado simulaciones ab initio de sistemas anfitrión-
huésped de clatratos de hidrato. Se ha focalizado la atención en dos de las
tres estructuras principales, estructuras I y H, de estos compuestos, usando
como moléculas huéspedes hidrogeno molecular, dióxido de carbono y diferentes
hidrocarburos. Con estos sistemas se han realizado optimizaciones geométricas
de las estructuras, cálculos de viabilidad y estabilidad energética, adsorción de
moléculas huésped, ocupación máxima y barreras de difusión.
Se ha mostrado que estas estructuras son una fase meta estable del agua, cuya
energía de formación es superior a las fases comunes de hielo. Los parámetros
de red de ambas estructuras, I y H, calculados en este estudio, difieren de los
experimentales en menos de 1 %. La redes cristalinas de estos compuestos están
articuladas por los puentes de hidrogeno que aparecen entre los hidrógenos
de la molécula de agua y los oxígenos de sus moléculas vecinas. Esta red de
puentes de hidrógeno no es estática ni única y los átomos de hidrógeno, con un
factor de ocupación de 0,5, fluctúan entre 2 posiciones. Los cálculos muestran
que esta fluctuación, dejando de lado los efectos de temperatura finita, no tiene
consecuencias en la energía total de las estructuras. Además, la red de puentes de
hidrogeno mantiene estable la estructura frente a desplazamientos aleatorios.
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Se ha comprobado que los huéspedes estabilizan energéticamente estos
compuestos, no siendo viable su existencia sin dichas moléculas. Esta
estabilización es debida la interacción de van der Waals, comprobando que si esta
es excluida de las simulaciones estos compuestos anfitrión-huésped resultarían
desfavorables energéticamente. La interacción van der Waals, aunque débil por
definición frente a otras interacciones que intervienen en el sistema, se muestra
suficiente y considerable, entre 0,15 eV y 0,86 eV dependiendo de la molécula
huésped. Esto se debe a que la molécula huésped interacciona con todas las
moléculas que conforman la cavidad, o con gran parte de ellas. Se comprueba
que, incluso con los valores reseñados, se necesita un mínimo de 2 moléculas
huésped y la ocupación de más de una cavidad para que los compuestos sean
energéticamente favorables.
Se observa una homogeneidad en los valores de las energías de adsorción de
las moléculas, tanto para las diferentes cavidades, como para ambas estructuras.
Se concluye que esta energía no depende, al menos de forma sustancial, de
la cavidad donde es adsorbida. Sí varía en función de la molécula adsorvida,
aunque es sorprendentemente parecida para CH4 y CO2. Estas moléculas son
sustancialmente distintas en geometría y propiedades, y ambas muestran energías
de adsorción en torno a 0,50 eV. La similitud se amplía a la ocupación máxima de
las cavidades pequeñas y medianas, donde solo una molécula puede ser agregada,
bien en la cavidad grande, donde la ocupación máxima de ambas moléculas es
cinco. Para las moléculas analizadas, excluyendo el H2, la ocupación máxima por
cavidad es uno, excepción hecha de la cavidad más grande de la estructura H. En
esta cavidad, la energía de adsorción de una nueva molécula no varía hasta que
aparecen efectos estéricos, a partir de la cuarta molécula. Para acomodar en la
cavidad las dos últimas moléculas, cuya adsorción es exotérmica, la estructura de
la cavidad debe ser deformada. La deformación de la red de puentes de hidrógeno
hace positiva la energía a partir de sexta molécula huésped. Los hidrocarburos
mayores que el metano que pueden pueden ser adsorbidos dependen de la cavidad
en estudio. Para las cavidades pequeñas, moléculas mayores que el etano no
muestran una adsorción exotérmica. Las cavidades medianas pueden albergar
propano, mientras que en la cavidad más grande puede ser adsorbido butano en
cualquiera de las tres estructuras isómeras estudiadas, obteniéndose altos valores
para la energía de adsorción, entre 0,76 eV y 0,86 eV.
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Se han calculado las barreras de difusión de moléculas H2, CO2 y CH4 entre
cavidades. Se observa que dicha difusión, en el caso de CO2 y CH4, solo es
posible a través de las caras hexagonales de las cavidades. Esto implica que
existen cavidades en ambas estructuras a las que no podrían difundir, ni desde las
que podrían difundirse estas moléculas, ya que solo poseen caras pentagonales.
La difusión de estas dos moléculas a través de las caras pentagonales provoca
la ruptura de la red de puentes de hidrógeno y la perdida de la estructura
de la cavidad. Los valores de las barreras difusión, especialmente en el CH4,
indican que una sustitución in situ del metano por dióxido de carbono es poco
probable. Sin embargo, un valor aún moderado de la barrera de difusión de
CO2, no descarta la inyección de este gas en estructuras con baja ocupación.
Para el H2 se obtienen barreras de difusión pequeñas, que están en consonancia
con resultados de química cuántica realizados en cavidades aisladas. Sin
embargo, algunos experimentos muestran barreras de activación sustancialmente
menores, poniendo de manifiesto la necesidad de nuevos trabajos, teóricos y
experimentales, en esta dirección.
Una característica de estos sistemas, que se ha revelado esencial para su
estabilidad, su capacidad de adsorción y para la difusión, es la extraordinaria
flexibilidad de la red de puentes de hidrógeno, que articulan la estructura. Esta
flexibilidad ha sido ampliamente demostrada y cuantificada en las diferentes
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Los trabajos realizados durante la presente Tesis y que han sido recogidos
en esta memoria, engloban la implementación de desarrollos teóricos en las
técnicas de simulación y el estudio de sistemas donde dichas técnicas se muestran
eficientes. El marco teórico utilizado es el de la Teoría del Funcional de la
Densidad, donde la variable fundamental es la densidad electrónica, a partir de
la cual son accesibles todas las propiedades del estado fundamental de un sistema
físico. Esta teoría data de los años sesenta del pasado siglo y desde su aparición
se han propuesto numerosas mejoras e implementaciones. Debido a esto y al
incesante aumento de los recursos computacionales, en los últimos años se ha
convertido en una técnica de referencia en la física del estado sólido. Dentro de las
diferentes metodologías existentes, los resultados aquí presentados se adscriben al
método SIESTA, que se engloba dentro de la metodología autoconsistente de Kohn-
Sham y utiliza pseudopotenciales que conservan la norma, en su representación
completamente no local. Las funciones de onda del sistema se representan como
una combinación lineal de orbitales atómicos numéricos. Esto confiere al método
una flexibilidad que permite el estudio de una gran variedad de sistemas, desde los
periódicos, objetivos clásicos de otras metodologías, hasta sistemas moleculares
de grandes dimensiones, pasando por sistemas de dimensionalidad reducida.
La aportación metodológica se describe en el último capítulo de la primera
parte de este manuscrito y estriba en una implementación eficiente desarrollada
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para un funcional de la energía de intercambio correlación que incluye las
interacciones de van der Waals desde primeros principios. Este funcional, vdW-
DF, desarrollado por Dion et al adolece de un alto coste computacional, que
recae en la evaluación de una integral doble en el espacio, dificultando su uso
en sistemas de tamaño mediano o grande. La implementación aquí expuesta
reduce sustancialmente el coste computacional de los cálculos. Combinado
una factorización apropiada para el núcleo de la integral, con el uso de
transformadas rápidas de Fourier, se consigue una reducción drástica en el número
de operaciones a realizar y, por tanto, en el tiempo de cálculo. Esta reducción
se cifra en pasar de las O(N2) operaciones necesarias para la evaluación directa
que presentan los autores, a unas más que razonables O(NlogN), que implican la
implementación propuesta. El descenso del número operaciones abre la puerta al
uso de este funcional en sistemas grandes, de forma que se puede concluir que
si es viable simular un sistema mediante técnicas del funcional de la densidad,
en sus aproximaciones más extendidas, también puede ser simulado con este
funcional. Una característica adicional de la implementación, aunque no por ello
menos importante, es la independencia frente a la elección de las funciones de
base usadas para la descripción de la expansión de la función de onda electrónica.
Esto implica una cierta universalidad de la implementación, de forma que puede
aplicarse (como de hecho esta ocurriendo) a otras metodologías que no usan
orbitales atómicos numéricos.
La segunda parte del manuscrito se centra en mostrar los resultados de las
simulaciones llevadas a cabo en diferentes sistemas. Los sistemas estudiados
intentan barrer alguno de los campos de investigación más activos, no solo en el
ámbito de la simulación teórica, sino en múltiples acercamientos experimentales.
Se ha explotado la capacidad predictiva de las simulaciones mecano-cuánticas,
para explorar y mostrar la posible existencia de fases de baja dimensionalidad
de un material tan prometedor como el nitruro de carbono, en su estequiometría
C3N4 y estructura grafítica . Este estudio nace de la colaboración con grupos
experimentales de la Facultad de Ciencias de la Universidad Autónoma de
Madrid, liderados por F. Zamora y J. Gómez-Herrero. Se estudian las propiedades
de la fase laminar, encontrando una corrugación local. Se proponen por
primera vez agregados moleculares huecos de tamaño nanométrico real, en
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torno a 1 nm. En éstos se estudian las propiedades estructurales, electrónicas
y energéticas, se realizan simulaciones de dinámica molecular ab initio a las
temperaturas de formación experimentales y se discute la adsorción de los
agregados sobre superficies metálicas. Los resultados confirman la viabilidad de
estas nanoestructuras, encontrando las estequiometrías y geometrías exactas, las
energías de formación y la estructura electrónica. Se dilucida el mecanismo de
adsorción sobre una superficie metálica de Au(111), observando una fisisorción
con ionización parcial del agregado y la preservación de las geometrías.
Se encuentran nanotubos con esta estequiometrías y estructura grafítica. Su
superficie se revela, como una lámina bidimensional, corrugada localmente. En
estos nanotubos, que poseen una geometría zigzag , se observa un tamaño óptimo
con diámetro entre 1.0 nm y 1.5 nm, con energías de formación exotérmicas.
En el siguiente capítulo, se realizan estudios de nanotubos de carbono de
pared única y doble, SWNT’s y DWNT’s respectivamente. Se utilizan estos
sistemas, además de por su interés científico y tecnológico, como sistemas
modelo para la simulación de materiales con el funcional de vdW-DF, usando
la implementación descrita en la primera parte de este manuscrito. Se obtienen
las propiedades estructurales y energéticas de 23 SWNT’s, repartidos entre
diferentes geometrías posibles de estos sistemas (butaca, zigzag y quiral). En
los DWNT’s se realizan optimizaciones geométricas y se reproducen, de forma
satisfactoria, los comportamientos asistóticos, las energías de formación y las
distancias de relajación obtenidas en los experimentos, realizando un estudio
comparativo con respecto a las aproximaciones del funcional de la energía de
intercambio-correlación más extendidas y un estudio pormenorizado de la energía
de interacción no local. De este último se concluye que la energía de interacción
no local se concentra en el espacio intertubular en las cercanías de las paredes
exteriores e interiores de los tubos interior y exterior, respectivamente, solapando
su decaimiento e implicando un enlace débil. Se analizan los movimientos de
rotación y deslizamiento relativos de los tubos interior y exterior, para las tres
geometrías posibles, obteniendo las barreras energéticas, tanto en la aproximación
de densidad local, LDA, como en la que incluye interacciones de van der Waals.
Se concluye la existencia de un eje fácil solidario con la geometría, que beneficia
el deslizamiento relativo en los nanotubos butaca y la rotación relativa en los
zigzag, mientras que los nanotubos quirales muestran barreras de energía muy
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pequeñas, para ambos movimientos.
El último capítulo del manuscrito esta dedicado al estudio de un sistema
anfitrión huésped, clatratos de hidrato, en el que conviven tres interacciones de
distinta naturaleza: la interacción covalente, la interacción puente de hidrogeno
y las interacciones de largo alcance de van der Waals. En los estudios aquí
realizados, se comprueba desde primeros principios que la estabilidad de estos
sistemas está condiciona a la presencia de moléculas huésped, no siendo viable
su existencia aislada, y, en particular, que la estabilidad energética viene mediada
por las interacciones de van der Waals entre la estructura de moléculas de agua,
conexionadas entre si mediante puentes de hidrógeno, y las moléculas que habitan
en el interior de las cavidades de estas estructuras. Se calcula la energía de
adsorción para tres moléculas huésped diferentes (hidrógeno molecular, dióxido
de carbono y metano) y se realiza un estudio comparativo entre ellas de las
energías, el número mínimo de estabilización, las posiciones y geometrías de
adsorción y las ocupaciones máximas, para las diferentes cavidades y estructuras
de estos compuestos de inclusión. Se observa un comportamiento energético
muy parecido para el dióxido de carbono y el metano, incluso cuando sus
componentes y estructuras son diferentes. Se concluye que las interacciones
entre moléculas que ocupan diferentes cavidades es al menos un orden de
magnitud menor que las energías de adsorción, mientras que las interacciones
entre moléculas de una misma cavidad son importantes a partir de tres, para el
caso de la cavidad más grande, única que puede albergar más de una molécula.
Se realizan simulaciones para dilucidar el tamaño máximo de los hidrocarburos
que pueden estar contenidos en cada cavidad de las dos estructuras estudiadas.
Por último, se estudia el transporte molecular de los huéspedes mencionados
dentro de estos compuestos de adsorción y se obtienen las barreras de difusión
a través de la estructura cristalina. Se concluye que la difusión de metano no
es factible, mientras que para el dióxido de carbono se obtienen barreras de
difusión moderadas, aunque suficientemente grande para ser cautelosos a la hora
de afirmar que su difusión es posible. De esta manera, parece poco probable
la substitución in situ, que algunos autores han propuesto. Por el contrario,
los resultados para el hidrógeno demuestran que su difusión a través de la
estructura cristalina necesita de barreras energéticas pequeñas. Estos resultados,
están de acuerdo con otros cálculos aunque son superiores a algunos resultados
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experimentales. En general, respaldan la propuesta de estos materiales como
acumuladores de hidrógeno.
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