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Abstract
Pseudospectral spatial discretization by orthogonal polynomials and Strang splitting method for time integration are applied
to second-order linear evolutionary PDEs. Before such a numerical integration can be used the original PDE is transformed
into a suitable form. Trigonometric, Jacobi (and some of their special cases), generalized Laguerre and Hermite polynomials are
considered. A double representation of a function (by coefficients of a polynomial expansion and by values at the nodes associated
with a suitable quadrature formula) is used for numerical implementation so that it is possible to avoid calculations of matrix
exponentials.
c© 2007 Elsevier B.V. All rights reserved.
1. Introduction
Splitting methods have become an invaluable tool in several areas of computational mathematics [1–3]. In many
large scale engineering problems operator splittings may be the only practical way to perform computations. Splitting
methods can be used in different ways. For multi-dimensional problems it is popular to apply dimensional splittings
[4,5]. Another possibility is to split different physical processes [6].
In the present paper we consider the application of splitting methods for the time integration of spectral spatial
discretizations. Spectral methods [7–9] are among the most popular methods for the discretization of spatial variables
in partial differential equations. They have been shown to provide very accurate approximations of sufficiently smooth
solutions. Because of their high-order accuracy, spectral methods have become widespread in fluid dynamics, quantum
mechanics, heat conduction and other fields [10–13].
There are many physical phenomena which are described by second-order evolutionary PDEs of the form
ut = uxx + p(x)ux + q(x)u, u = u(t, x). (1.1)
This equation includes diffusion, convection and source terms. For convenience we prefer to present it as
ut (t, x) = F(∂x , x)u(t, x), F(∂x , x) = ∂
2
∂x2
+ p(x) ∂
∂x
+ q(x). (1.2)
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Although we can write down
um+1(x) = exp(∆t F(∂x , x))um(x), (1.3)
as a numerical scheme for (1.2) on the time mesh tm = m∆t , m = 0, 1, . . . ,M , it is not clear how to realize numerical
computations based on this formula. Therefore, we will transform the differential equation into a new form.
We will look for a change of variables
u(t, x) = f (x)v(t, y), y = g(x), (1.4)
where v is a new dependent variable and y is a new spatial variable, which can be considered as computational
variables. Scaling function f (x) will be specified in Section 2. This change of variables transforms the original
differential equation into the equation
vt (t, y) = G(∂y, y)v(t, y). (1.5)
We would like to find such transformations so that the exponential operator in
vm+1(y) = exp(∆tG(∂y, y))vm(y)
can be approximated by the second-order Strang splitting method [4]
vm+1(y) = exp
(
∆t
2
G2(y)
)
exp(∆tG1(∂y, y)) exp
(
∆t
2
G2(y)
)
vm(y) (1.6)
if we look for the solution expressed in some orthogonal polynomials {Pn(y)}∞n=0:
vm(y) =
∞∑
n=0
an(tm)Pn(y). (1.7)
Higher-order splitting methods can also be used [14].
Let us stress that in the splitting G(∂y, y) = G1(∂y, y) + G2(y) only one operator, namely G1(∂y, y), is
differential. It corresponds to the chosen orthogonal polynomials. A double representation of the solution is used for
implementation of the Strang splitting. We will use polynomial expansions for the differential operator G1(∂y, y) and
nodes values representation for the operator G2(y). Using the double representation, it is possible to avoid calculations
of matrix exponentials.
The paper is organized as follows: In Section 2 we consider transformations of the differential equation and find
which transformation is needed to use specified orthogonal polynomials. Section 3 comments on the computational
procedure. In Section 4 we go through orthogonal polynomials which are used in spectral methods and investigate
how the choice of the polynomials specifies the necessary transformation. In Section 5 the presented method is applied
to the heat transfer equation in infinite intervals. In Conclusion we summarize the content of the obtained results
and mention how the presented approach can be used in multi-dimensional domains and for semi-linear differential
equations.
2. Transformation of the differential equation
2.1. General transformation of the PDE
Let us consider the change of variables (1.4). Then,
ut = f (x)vt , ux = f ′(x)v + f (x)g′(x)vy,
uxx = f (x)(g′(x))2vyy + ( f (x)g′′(x)+ 2 f ′(x)g′(x))vy + f ′′(x)v.
The Eq. (1.1) gets transformed into
vt = (g′)2vyy +
(
g′′ + 2 f
′
f
g′ + p(x)g′
)
vy +
(
f ′′
f
+ p(x) f
′
f
+ q(x)
)
v, (2.1)
594 R. Kozlov / Journal of Computational and Applied Mathematics 222 (2008) 592–607
which is the Eq. (1.5) with
G(∂y, y) = (g′)2 ∂
2
∂y2
+
(
g′′ + 2 f
′
f
g′ + p(x)g′
)
∂
∂y
+
(
f ′′
f
+ p(x) f
′
f
+ q(x)
)
. (2.2)
For numerical integration of this equation we use the splitting methods (1.6) with
G1(∂y, y) = (g′)2 ∂
2
∂y2
+
(
g′′ + 2 f
′
f
g′ + p(x)g′
)
∂
∂y
, (2.3)
G2(y) = q(x)+∆q(x), ∆q(x) = f
′′
f
+ p(x) f
′
f
, (2.4)
where x = g−1(y).
For application of the Strang splitting we need to find the change of variables (1.4), which makes it possible to
compute the exponential operator
exp
(
∆tG1(∂y, y)
) = exp(∆t ((g′)2 ∂2
∂y2
+
(
g′′ + 2 f
′
f
g′ + p(x)g′
)
∂
∂y
))
. (2.5)
The application of the other operator
exp
(
∆t
2
G2(y)
)
= exp
(
∆t
2
(q(x)+∆q(x))
)
(2.6)
is straightforward.
2.2. Conditions defining the change of variables
We will use some orthogonal polynomials
a(y)P ′′n (y)+ b(y)P ′n(y)+ λn Pn(y) = 0, n = 0, 1, 2, . . . (2.7)
for the spectral discretization of the solution (1.7).
To consider orthogonal polynomials defined by the equations of the form (2.7) in the new variable y we should
choose a transformation satisfying the condition
(g′(x))2 ∼ a(y) = a(g(x)),(
g′′(x)+ 2 f
′(x)
f (x)
g′(x)+ p(x)g′(x)
)
∼ b(y) = b(g(x))
with the same proportionality coefficient. Thus, we get the equation
g′′(x)+ 2 f ′(x)f (x) g′(x)+ p(x)g′(x)
(g′(x))2
= b(g(x))
a(g(x))
, (2.8)
which can be integrated as
ln |g′(x)| + 2 ln | f (x)| +
∫
p(x)dx =
∫
b(g(x))
a(g(x))
dg(x) (2.9)
so that we can resolve it as
f (x) = (g′(x))−1/2 exp
(
1
2
∫
b(g(x))
a(g(x))
dg(x)− 1
2
∫
p(x)dx
)
. (2.10)
We discard the scaling constant of integration as not important for our consideration.
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For this function f (x) we get
G1(∂y, y) = (g
′(x))2
a(y)
(
a(y)
∂2
∂y2
+ b(y) ∂
∂y
)
and the exponential operator (2.5) takes the form
exp(∆tG1(∂y, y)) = exp
(
∆t
(g′(x))2
a(y)
(
a(y)
∂2
∂y2
+ b(y) ∂
∂y
))
. (2.11)
For the computation of this exponential operator we impose the second condition
g′(x)√
a(y)
= g
′(x)√
a(g(x))
= A = const, (2.12)
which can be integrated as∫
dg(x)√
a(g(x))
= Ax + B, B = const. (2.13)
This condition brings the operator G1(∂y, y) to the form
G1(∂y, y) = A2
(
a(y)
∂2
∂y2
+ b(y) ∂
∂y
)
,
which lets us compute the action of the exponential operator (2.5) on the orthogonal polynomials Pn(y):
exp
(
∆tG1(∂y, y)
)
Pn(y) = exp(−∆t A2λn)Pn(y), n = 0, 1, 2, . . . . (2.14)
Using (2.12), we rewrite (2.10) as
f (x) = (a(g(x)))−1/4 exp
(
1
2
∫
b(g(x))
a(g(x))
dg(x)− 1
2
∫
p(x)dx
)
, (2.15)
where the scaling constant A−1/2 is dropped.
It is useful to present function f (x) as a product of two functions
f (x) = feq(x) fpol(y), y = g(x), (2.16)
where
feq(x) = exp
(
−1
2
∫
p(x)dx
)
(2.17)
and
fpol(y) = (a(y))−1/4 exp
(
1
2
∫
b(y)
a(y)
dy
)
. (2.18)
The first factor feq(x) depends only on p(x), i.e. on the differential equation. On the other hand, function fpol(y) is
defined by the choice of the orthogonal polynomials. It can be treated independently of the considered differential
equation.
With the help of the factorisation of f (x) we can simplify the expression (2.4) for ∆q(x):
∆q(x) = ∆qeq(x)+∆qpol(y), y = g(x), (2.19)
where
∆qeq(x) =
f ′′eq(x)
feq(x)
+ p(x) f
′
eq(x)
feq(x)
= −1
2
p′(x)− 1
4
p2(x) (2.20)
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and
∆qpol(y) = ( fpol(g(x)))xxfpol(g(x)) . (2.21)
Using the second condition (2.12), we can express derivatives with respect to x via derivatives with respect to y.
Therefore,
∆qpol(y) = A2
(
a(y)
f ′′pol(y)
fpol(y)
+ a
′(y)
2
f ′pol(y)
fpol(y)
)
(2.22)
can be computed in terms of y = g(x).
The term ∆qeq(x) in (2.19) is contributed only by the differential equation. The second term ∆qpol(y) is generated
by the choice of the orthogonal polynomials.
Let us note that the change of variables (1.4) can be considered as a composition of two transformations: First,
u(t, x) is scaled while the spatial coordinate remains unchanged
u(t, x) = feq(x)w(t, x).
This change of variables transforms the Eq. (1.1) into the equation
wt = wxx + (q(x)+∆qeq(x))w, (2.23)
i.e. the scaling transformation eliminates the term with the first spatial derivative. Second, the change of variables
w(t, x) = fpol(y)v(t, y), y = g(x)
transforms the Eq. (2.23) into the Eq. (2.1). Since generally fpol(y) 6= 1 we prefer to consider these two
transformations together, namely in the form (1.4).
The obtained solution (2.16)–(2.18) for f (x) contains two quadratures: one in feq(x) and the other in fpol(y).
Function g(x) is also given by the quadrature (2.13). In order to proceed further we have to specify the PDE and the
orthogonal polynomials, we intend to use for the approximation of the solutions. In Section 4 we will go through
orthogonal polynomials, which are used in spectral methods, and find for them g(x), fpol(y) and ∆qpol(y).
3. Numerical implementation
For the numerical implementation we employ a double representation of the solution. It is well known that a
polynomial approximation of a function can be given by coefficients with respect to a set of orthogonal basis
polynomials or by values at the nodes associated with a suitable quadrature formula. We will use the polynomial
expansion representation for the differential operator G1(∂y, y) and nodes values representation for the point operator
G2(y). Clearly, it will be necessary to switch from one representation to the other.
Assuming that we have chosen a particular PDE and suitable orthogonal polynomials {Pn}∞n=0, we can advance the
numerical solution using a splitting method. Although the spectral discretization in the previous section is theoretically
attractive, for numerical computations it is preferable to use pseudospectral representation of the solution
vm(y) =
N∑
n=0
an(tm)Pn(y).
It is much easier to implement and more computationally efficient.
The initial values for the numerical solution vm(y) are given as function values in the collocation points
{yi }Ni=0, i.e. vm(yi ), i = 0, . . . , N . As collocation points we choose numerical quadrature points for the considered
polynomials.
Let us demonstrate one step of the computational procedure for the splitting method (1.6):
1. Numerical implementation of G2(y):
v1m(yi ) = exp
(
∆t
2
G2(yi )
)
vm(yi ), i = 0, . . . , N .
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2. Numerical implementation of G1(∂y, y):
We find the pseudospectral polynomial expansion
v˜1m(y) =
N∑
n=0
an Pn(y),
which satisfies
v˜1m(yi ) = v1m(yi ), i = 0, . . . , N .
Making use of (2.14), we obtain
v2m(y) = exp(∆tG1(∂y, y))v˜1m(y) =
N∑
n=0
an exp(∆tG1(∂y, y))Pn(y) =
N∑
n=0
aˆn Pn(y),
where
aˆn = an exp(−∆t A2λn).
Then, we go back to function values at the nodes
v2m(yi ) =
N∑
n=0
aˆn Pn(yi ), i = 0, . . . , N .
3. Step 1 is repeated
v3m(yi ) = exp
(
∆t
2
G2(yi )
)
v2m(yi ), i = 0, . . . , N ,
providing us with the solution on the next time value tm+1
vm+1(yi ) = v3m(yi ), i = 0, . . . , N .
4. Orthogonal polynomials
In this section we go through a number of orthogonal polynomials and find g(x), fpol(y) and ∆qpol(y), given by
the formulas (2.13), (2.18) and (2.22) correspondingly.
We consider trigonometric, Jacobi (and some of their special cases), generalized Laguerre and Hermite polynomials.
Of course, other families of polynomials could be considered. However, we restrict ourselves to those which are
actually used in spectral methods. Only a brief description of the polynomials is provided since we are mainly
interested in the defining differential equation and orthogonality interval. We do not pay attention to the constant
factors determined by the standardization. A more detailed description can be found in the literature on orthogonal
polynomials [15,16] or spectral methods.
4.1. Trigonometric polynomials
The trigonometric polynomials are defined by the equation
P ′′n (y)+ n2 Pn(y) = 0
on the interval y ∈ (0, 2pi). Sometimes they are considered on the interval y ∈ (−pi, pi). These polynomials are used
for the approximation of periodic functions.
Matching the defining equation to the general form of the polynomial equation (2.7), we get
a(y) = 1, b(y) = 0,
and find
g(x) = Ax + B, fpol(y) = 1, ∆qpol(y) = 0.
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4.2. Jacobi polynomials
Jacobi polynomials are defined by the equation
(1− y2)(J (α,β)n (y))′′ − ((α + β + 2)y + α − β)(J (α,β)n (y))′ + λn J (α,β)n (y) = 0,
λn = n(n + α + β + 1)
on the interval y ∈ (−1, 1). The polynomials depend on two parameters α, β > −1. These polynomials are used for
the approximation of non-periodic problems on finite intervals.
Since
a(y) = 1− y2, b(y) = −((α + β + 2)y + α − β),
we obtain
g(x) = sin(Ax + B), fpol(y) = (1+ y)
β
2+ 14 (1− y) α2+ 14 ,
∆qpol(y) = A
2
4
(
−(α + β + 1)2 + (α2 − β2) 2y
1− y2 +
2(α2 + β2)− 1
1− y2
)
.
Some particular cases of Jacobi polynomials are given their own names. They are Legendre, Chebyshev and
Gegenbauer polynomials. All are Jacobi polynomials with α = β.
4.2.1. Legendre polynomials
Legendre polynomials
(1− y2)P ′′n (y)− 2y P ′n(y)+ n(n + 1)Pn(y) = 0, y ∈ (−1, 1)
are a special case of Jacobi polynomials with α = β = 0.
Functions
a(y) = 1− y2, b(y) = −2y,
provide us with
g(x) = sin(Ax + B), fpol(y) = (1− y2)1/4,
∆qpol(y) = − A
2
4
(
1+ 1
1− y2
)
.
4.2.2. Chebyshev polynomials of the first kind
Another important special case of Jacobi polynomials is when α = β = − 12 . The corresponding orthogonal
polynomials, defined by the equation
(1− y2)(T 1n (y))′′ − y(T 1n (y))′ + n2T 1n (y) = 0, y ∈ (−1, 1)
are called Chebyshev polynomials of the first kind.
Defining functions
a(y) = 1− y2, b(y) = −y,
give us
g(x) = sin(Ax + B), fpol(y) = 1, ∆qpol(y) = 0.
It is not surprising that the obtained result is similar to that for trigonometric polynomials. These two orthogonal
systems are related [9]
T 1n (cos θ) = cos nθ.
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4.2.3. Chebyshev polynomials of the second kind
When α = β = 12 , the Jacobi polynomials become Chebyshev polynomials of the second kind, which are defined
by the equation
(1− y2)(T 2n (y))′′ − 3y(T 2n (y))′ + n(n + 2)T 2n (y) = 0, y ∈ (−1, 1).
We see that
a(y) = 1− y2, b(y) = −3y,
and find
g(x) = sin(Ax + B), fpol(y) = (1− y2)1/2, ∆qpol(y) = −A2.
4.2.4. Gegenbauer polynomials
The biggest family inside Jacobi polynomials are Gegenbauer or ultra-spherical polynomials. They are special
cases of Jacobi polynomials for ν = α + 12 = β + 12 , ν > − 12 . These polynomials are defined by the equation
(1− y2)(C (ν)n (y))′′ − (2ν + 1)y(C (ν)n (y))′ + n(n + 2ν)C (ν)n (y) = 0, y ∈ (−1, 1).
Functions
a(y) = 1− y2, b(y) = −(2ν + 1)y,
specify
g(x) = sin(Ax + B), fpol(y) = (1− y2) ν2 ,
∆qpol(y) = A2
(
−ν2 + ν
2 − ν
1− y2
)
.
4.3. Generalized Laguerre polynomials
Generalized Laguerre polynomials are defined by the equation
y(L pn (y))
′′ + (p + 1− y)(L pn (y))′ + nL pn (y) = 0
on the interval y ∈ (0,∞) for p > −1. These polynomials are used for problems on the semi-infinite interval.
For functions
a(y) = y, b(y) = p + 1− y
corresponding to these polynomials we obtain
g(x) =
(
Ax + B
2
)2
, fpol(y) = exp
(
− y
2
)
y
p
2+ 14 ,
∆qpol(y) = A
2
4
(
y − 2(p + 1)+ p
2 − 14
y
)
.
4.4. Hermite polynomials
Hermite polynomials are used for problems on the whole line. They are defined by the equation
H ′′n (y)− 2y H ′n(y)+ 2nHn(y) = 0, y ∈ (−∞,∞).
Comparing the defining equation with Eq. (2.7), we find
a(y) = 1, b(y) = −2y,
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so that
g(x) = Ax + B, fpol(y) = exp
(
− y
2
2
)
, ∆qpol(y) = A2(y2 − 1).
Let us note that for the considered polynomials we found three types of the function g(x). They are
g1(x) = Ax + B, g2(x) = sin(Ax + B), g3(x) =
(
Ax + B
2
)2
.
The first type g1(x) was found for trigonometric and Hermite polynomials. The second form g2(x) corresponds to
Jacobi polynomials and all their special cases. Finally, g3(x) was obtained for generalized Laguerre polynomials. The
parameters A and B provide us with the possibility to map the considered interval of the physical space variable x
into the orthogonality interval of the chosen polynomials: finite intervals are mapped into [0, 2pi ] (periodic problems)
and [−1, 1] (non-periodic problems), semi-infinite intervals into [0,∞) and the infinite interval into (−∞,∞). In the
last two cases we can also scale the interval so that a more efficient use of the collocation points can be achieved.
5. Applications to the heat transfer equation
Many problems in science and engineering lead to partial differential equations in unbounded domains. They have
solutions with certain asymptotic behavior at infinity. For solving such problems by the finite difference or the finite
element method we restrict the calculations to some bounded domain and impose conditions on artificial boundaries.
These conditions usually cause numerical errors. Such errors can be avoided if we use spectral methods based on
an orthogonal system in the unbounded domain. This motivates us to focus on generalized Laguerre and Hermite
polynomials, which are used for approximation in (0,∞) and (−∞,∞), for applications.
In this section we consider two cases of the heat transfer equation. We find suitable transformations for the
application of the splitting methods.
5.1. Spherically symmetric solutions of D-dimensional heat transfer equation
As the first application we consider the equation
ut (t, x) =
(
∂2
∂x2
+ D − 1
x
∂
∂x
)
u(t, x), 0 < x <∞, (5.1)
which describes spherically symmetric solutions of the D-dimensional linear heat transfer equation
ut (t, x) = ∆u(t, x), x ∈ RD.
The Eq. (5.1) corresponds to the Eq. (1.1) with
p(x) = D − 1
x
, q(x) = 0.
Using (2.17) and (2.20), we obtain
feq(x) = x 1−D2 , ∆qeq(x) = − 1
4x2
(D − 1)(D − 3). (5.2)
Since the equation is considered in the semi-infinite domain, it is natural to choose generalized Laguerre
polynomials for the solution approximation. These polynomials were treated in point 4.3. It was found that
y = g(x) =
(
Ax + B
2
)2
, fpol(y) = exp
(
− y
2
)
y
p
2+ 14 ,
∆qpol(y) = A
2
4
(
y − 2(p + 1)+ p
2 − 14
y
)
.
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Putting ∆qeq(x) and ∆qpol(y) together, we obtain
∆q(y) = − A
2(D − 1)(D − 3)
4(2
√
y − B)2 +
A2
4
(
y − 2(p + 1)+ p
2 − 14
y
)
,
which can be simplified by a suitable parameter choice. First, we set B = 0:
∆q(y) = − A
2
4y
((
D
2
− 1
)2
− p2
)
+ A
2
4
(y − 2(p + 1)).
Then, we choose generalized Laguerre polynomials L pn (y) with p = D2 − 1:
∆q(y) = A
2
4
(y − 2(p + 1)).
Let us remark that for D = 1 and D = 3 it is also possible to choose p = 1− D2 .
The specified parameters provide us with
y = g(x) =
(
Ax
2
)2
, f (x) = exp
(
− y
2
)
(scaling constant dropped). For the transformed equation the splitting method is given by the operators
G1(∂y, y) = A2
(
y
∂2
∂y2
+ (p + 1− y) ∂
∂y
)
, G2(y) = A
2
4
(y − 2(p + 1)).
The numerical implementation can be arranged as described in Section 3. The scaling constant A is specified by
the considered interval in physical space [0, xN ] and the interval for the computational variable y:
A = 2
√
yN
xN
.
Numerical experiment. For the numerical implementation instead of the generalized Laguerre polynomials {L pn }∞n=0,
satisfying the orthogonality condition∫ ∞
0
L pn (y)L
p
m(y)y
pe−ydy = Γ (n + p + 1)
n! δnm,
it is more convenient to use generalized Laguerre functions
Lˆ pn (y) =
√
n!
Γ (n + p + 1)e
− y2 L pn (y), n = 0, 1, 2, . . . ,
which are orthonormal∫ ∞
0
Lˆ pn (y)Lˆ
p
m(y)y
pdy = δnm .
The scaling function f (x) is absorbed into the generalized Laguerre functions
u(t, x) = v(t, y), y = g(x) =
(
Ax
2
)2
, vm(y) =
∞∑
n=0
an(tm)Lˆ
p
n (y).
The differential equation (5.1) is transformed into
vt = A2
(
yvyy + D2 vy
)
.
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Without the scaling function, the procedure described for the generalized Laguerre polynomials corresponds to the
splitting
Gˆ1(∂y, y) = A2
(
y
∂2
∂y2
+ (p + 1) ∂
∂y
− y
4
+ p + 1
2
)
, Gˆ2(y) = A
2
4
(y − 2(p + 1))
in the case of the generalized Laguerre functions. The differential operator Gˆ1(∂y, y) is exponentiated with the help
of the equation(
y
∂2
∂y2
+ (p + 1) ∂
∂y
+
(
− y
4
+ p + 1
2
))
Lˆ pn (y)+ λn Lˆ pn (y) = 0, λn = n, n = 0, 1, 2, . . .
so that we obtain an analog of (2.14)
exp(∆t Gˆ1(∂y, y))Lˆ
p
n (y) = exp(−∆t A2λn)Lˆ pn (y), n = 0, 1, 2, . . . .
For collocation points we use the nodes of Gauss–Radau quadrature for generalized Laguerre polynomials L pn (y)∫ ∞
0
P(y)y pe−ydy ≈
N∑
i=0
P(yi )wi , (5.3)
where yi is the i th zero of y(L
p
N+1(y))′ = 0 and
wi =

(p + 1)Γ 2(p + 1)Γ (N + 1)
Γ (N + p + 2) , i = 0,
Γ (N + p + 1)
Γ (N + 2)
1
L pN+1(yi )(L
p
N (yi ))
′ , i = 1, . . . , N .
This quadrature can be modified for exponential decaying at the infinity functions∫ ∞
0
H(y)y pdy ≈
N∑
i=0
H(yi )wˆi , wˆi = eyiwi . (5.4)
Let us note that the quadrature (5.4) is exact for H(y) = P(y)e−y , where P(y) is a polynomial of degree 2N .
Numerical methods for computing quadrature nodes and weights can be found in [17].
For numerical computations we will need some discrete norm to estimate the numerical error. The measure
wDx
D−1dx, wD = 2pi
D/2
Γ (D/2)
,
where wD is the surface area of the unit sphere in D dimensions, related to the coordinate transformation leading to
the PDE (2.11) should be taken in to account. Using the modified quadrature (5.4), we obtain∫ ∞
0
h(x)wDx
D−1dx = 2
D−1wD
AD
∫ ∞
0
h
(
2
A
√
y
)
y pdy
≈ 2
D−1wD
AD
N∑
i=0
h
(
2
A
√
yi
)
wˆi = 2
D−1wD
AD
N∑
i=0
h(xi )wˆi .
Thus, we define the discrete error norm
‖em‖2 =
(
2D−1wD
AD
N∑
i=0
|um(xi )−U (tm, xi )|2wˆi
)1/2
, (5.5)
where U (t, x) is the exact solution. It is also possible to consider the infinity norm
‖em‖∞ = max
0≤i≤N
|um(xi )−U (tm, xi )|. (5.6)
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Fig. 1. Solutions u(t, x) for the initial (solid line) and final (dashed line) times for D = 2 (left) and D = 3 (right).
Fig. 2. Errors ‖e‖2 (solid line) and ‖e‖∞ (dashed line) for u(1, x) versus time step∆t in logarithmic scale for D = 2 (left) and D = 3 (right).
Let us consider the heat transfer equation (5.1) for D = 2 and D = 3 with the initial values
u0(x) = exp
(
− x
2
4
)
on a mesh with 31 points (N = 30). For the splitting method we will use the generalized Laguerre functions Lˆ0n(y)
for D = 2 and Lˆ1/2n (y) for D = 3. In physical space we fix the mesh points x0 = 0 and xN = 15. Since y0 = 0 and
yN = 106.0463 for D = 2 (yN = 106.9851 for D = 3) the transformation y = g(x) has coefficient A = 1.3731 for
D = 2 (A = 1.3791 for D = 3).
The equation is numerically integrated on the time interval [0, 1]. Fig. 1 presents the initial values u0(x) and the
obtained solutions u(1, x). In Fig. 2 we display the global errors of the splitting method for different values of the
time step. Both errors ‖e‖2 and ‖e‖∞ are provided. It is clearly seen that the method is of second order in time, i.e. the
global error ‖e‖ = O(∆t2).
5.2. One-dimensional heat transfer equation
For the one-dimensional heat transfer equation
ut = uxx , x ∈ R (5.7)
we should use Hermite polynomials, which were described in point 4.4. The equation corresponds to (1.1) with
p(x) = 0, q(x) = 0 so that
feq(x) = 1, ∆qeq(x) = 0. (5.8)
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For Hermite polynomials
y = g(x) = Ax + B, (5.9)
fpol(y) = exp
(
− y
2
2
)
, ∆qpol(y) = A2(y2 − 1). (5.10)
Finally,
f (x) = exp
(
− y
2
2
)
, ∆q = A2(y2 − 1).
For the transformed equation we obtain the splitting
G1(∂y, y) = A2
(
∂2
∂y2
− 2y ∂
∂y
)
, G2(y) = A2(y2 − 1).
Due to conservation laws
d
dt
∫ ∞
−∞
u(t, x)dx = 0, d
dt
∫ ∞
−∞
xu(t, x)dx = 0
it is appropriate to choose
B ≈
∫∞
−∞ xu0(x)dx∫∞
−∞ u0(x)dx
.
The scaling constant A is specified by the considered interval in physical space [x0, xN ] and the interval for the
computational variable [y0, yN ]:
A = yN − y0
xN − x0 =
2yN
xN − x0 .
Numerical experiment. For numerical implementation instead of the Hermite polynomials {Hn}∞n=0, satisfying the
orthogonality property∫ ∞
−∞
Hn(y)Hm(y)e−y
2
dy = 2nn!√piδn,m,
it is more convenient to use Hermite functions
Hˆn(y) = 1√
2nn!√pi e
− y22 Hn(y), n = 0, 1, 2, . . . ,
which are orthonormal∫ ∞
−∞
Hˆn(y)Hˆm(y)dy = δn,m .
The scaling factor f (x) is absorbed into the Hermite functions
u(t, x) = v(t, y), y = g(x) = Ax + B, vm(y) =
∞∑
n=0
an(tm)Hˆn(y).
The differential equation (5.7) is transformed into
vt = A2vyy .
The procedure described for the Hermite polynomials corresponds to the splitting
Gˆ1(∂y, y) = A2
(
∂2
∂y2
− y2 + 1
)
, Gˆ2(y) = A2(y2 − 1)
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in the case of the Hermite functions. The differential operator Gˆ1(∂y, y) is exponentiated with the help of the equation(
∂2
∂y2
− y2 + 1
)
Hˆn(y)+ λn Hˆn(y) = 0, λn = 2n, n = 0, 1, 2, . . .
so that we obtain an analog of (2.14)
exp(∆t Gˆ1(∂y, y))Hˆn(y) = exp(−∆t A2λn)Hˆn(y), n = 0, 1, 2, . . . .
For collocation points we use the nodes of Gaussian quadrature∫ ∞
−∞
H(y)dy ≈
N∑
i=0
H(yi )wˆi , (5.11)
where yi is the i th zero of HN+1(y) and
wˆi = 1
(N + 1)[HˆN (yi )]2
, i = 0, . . . , N .
This quadrature is exact for H(y) = P(y)e−y2 , where P(y) is a polynomial of degree 2N + 1. Numerical methods
for computing quadrature nodes and weights can be found in [17].
Using the quadrature approximation∫ ∞
−∞
h(x)dx = 1
A
∫ ∞
−∞
h
(
y − B
A
)
dy ≈ 1
A
N∑
i=0
h
(
yi − B
A
)
wˆi = 1A
N∑
i=0
h(xi )wˆi ,
where yi and wˆi are the nodes and weights of the Gaussian quadrature (5.11), we define the discrete error norm
‖em‖2 =
(
1
A
N∑
i=0
|um(xi )−U (tm, xi )|2wˆi
)1/2
, (5.12)
where U (t, x) is the exact solution. It is also possible to consider the infinity norm (5.6).
Let us consider the heat transfer equation (5.7) with the initial values
u0(x) = exp
(
− x
2
4
)
on a mesh with N = 30. In physical space we fix the mesh points x0 = −15 and xN = 15. Since y0 = −6.9957 and
yN = 6.9957 the transformation y = g(x) has coefficients A = 0.4664 and B = 0.
The equation is numerically integrated on the time interval [0, 3], on which the maximal value of the solution is
halved u(3, 0) = 12 u0(0). Fig. 3 presents the initial values u0(x) and the obtained solution u(3, x). In Fig. 4 we display
the global errors ‖e‖2 and ‖e‖∞ of the splitting for different values of the time step. The figure shows that the method
has its theoretical order 2.
6. Conclusion
In the present paper we showed how Strang splitting method for time integration can be used for spectral spatial
discretizations. The original problem is split into two parts: one is solved exactly, the other by high-accuracy
pseudospectral method. The method is explicit and of second-order accuracy. There is a scale factor parameter that
matches the width of the basis functions to the width of the solution. The overall accuracy of the presented approach
depends on the time step and the number of functions in the chosen orthogonal system. Since the quadrature nodes
and basis functions are computed numerically, the round-off errors increase if more basis functions are used. This
framework is suitable for second-order linear evolutionary PDEs, such as reaction–convection–diffusion problems [6]
and the Schro¨dinger equation [18].
Trigonometric, Jacobi (and some of their special cases), generalized Laguerre and Hermite polynomials are
considered for spectral discretization. The considered polynomials are used for different problems: trigonometric and
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Fig. 3. Solution u(t, x) for the initial (solid line) and final (dashed line) times.
Fig. 4. Errors ‖e‖2 (solid line) and ‖e‖∞ (dashed line) for u(3, x) versus time step∆t in logarithmic scale.
Jacobi polynomials (subdivided into a multitude of special cases) for finite intervals, generalized Laguerre polynomials
for semi-infinite intervals and Hermite polynomials for the infinite interval. The infinite intervals seem to be the most
promising applications: the proposed methods can be used for initial value problems in infinite domains, where we
can solve problems in the whole space instead of solving them in artificially truncated computational domains.
Using double representation of the orthogonal polynomials, it is possible to avoid calculations of exponentials
of matrices. It makes the transformation between the coefficients of the basis functions expansions and nodes
representations the most computationally expensive part of the method.
The presented approach can be generalized on the multi-dimensional cases, combining polynomials according to
the choice of coordinates. For example, in R2 it is possible to choose Cartesian coordinates and Hermite polynomials
or polar coordinates with Laguerre polynomials for the radius and trigonometric polynomials for the angle. Similarly,
it is possible to handle Cartesian, cylindrical and spherical coordinates in R3 as well as higher-dimensional spaces.
The method can also be extended to time-dependent changes of variables, which correspond to the use of moving
meshes.
Finally, it is worth mentioning that the presented approach can be useful for semi-linear PDEs
ut (t, x) = F(∂x , x)u(t, x)+ H(t, x, u(t, x)),
where F(∂x , x) is given by (1.2) and H(t, x, u(t, x)) is a non-linear term. Once we perform the change of variables
(1.4) and look for a solution in pseudospectral representation
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v(t, y) =
N∑
n=0
an(t)Pn(y)
we get a system of semi-linear ODEs
at (t) = La(t)+ N (t, a(t)), a(t) = (a0(t), . . . , aN (t))T,
where the matrix L is diagonal with entries
L i+1,i+1 = −A2λi , i = 0, . . . , N .
Time integration can be performed by many different exponential methods [19,20], among which exponential time
differencing schemes seem to be the best. A historical survey of exponential integrators for semi-linear problems can
be found in [21].
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