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Abstract
We discuss the issue of estimating large-scale vector autoregressive (VAR) models
with stochastic volatility in real-time situations where data are sampled at different
frequencies. In the case of a large VAR with stochastic volatility, the mixed-frequency
data warrant an additional step in the already computationally challenging Markov
Chain Monte Carlo algorithm used to sample from the posterior distribution of the
parameters. We suggest the use of a factor stochastic volatility model to capture a
time-varying error covariance structure. Because the factor stochastic volatility model
renders the equations of the VAR conditionally independent, settling for this particular
stochastic volatility model comes with major computational benefits. First, we are
able to improve upon the mixed-frequency simulation smoothing step by leveraging a
univariate and adaptive filtering algorithm. Second, the regression parameters can be
sampled equation-by-equation in parallel. These computational features of the model
alleviate the computational burden and make it possible to move the mixed-frequency
VAR to the high-dimensional regime. We illustrate the model by an application to US
data using our mixed-frequency VAR with 20, 34 and 119 variables.
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1 Introduction
An almost unavoidable feature of macroeconomic datasets used in real-time forecasting is
that data are inherently unbalanced. There are mainly two reasons for unbalancedness of
datasets: different sampling frequencies, and publication delays causing missing values at
the end of the sample. For example, the gross domestic product (GDP), a key economic
variable, is available quarterly, whereas many other central economic variables such as infla-
tion, unemployment and industrial production are predominantly available monthly, usually
with a delay of one or two months. Some variables, such as variables related to the stock
market and interest rates, are often available daily, if not even more frequently. Typically,
VAR models are estimated on a single-frequency basis and, consequently, the inclusion of a
quarterly variable like GDP determines whether the model will be estimated on monthly or
quarterly data.
Econometric models taking information in unequal frequencies into account, and thereby
avoiding a loss of information stemming from aggregation to the lower frequency, have in
recent years gained attention under the name of mixed-frequency methods. Multiple ap-
proaches are available, see for example Foroni and Marcellino (2013) for a review. One of
the methods put forward in the literature is the mixed-frequency vector autoregressive (VAR)
model.
The use of factor models, as in the key contributions by Mariano and Murasawa (2003,
2010) is another way of handling mixed-frequency data that is particularly popular when
the set of variables available is large; see also Marcellino et al. (2016). Other proposed
approaches include the Mixed data sampling (MIDAS) regression and MIDAS-VAR proposed
by Ghysels et al. (2007) and Ghysels (2016) respectively. MIDAS regressions cope with the
issue of unequal frequencies by regressing a low-frequency dependent variable on its lags as
well as on lags of high-frequency variables. In the observation-driven MIDAS VAR model,
the vector of endogenous variables includes both high and low-frequency variables and are
formulated in terms of observable data. In contrast to the present paper, they do not involve
latent processes. In the same spirit, McCracken et al. (2015) proposed a high-dimensional
variant of the MIDAS-VAR. They use a mixed-frequency Bayesian VAR estimated at the
lowest common data frequency and find that mixed-frequency information is important for
nowcasting.
Our focus is a situation in which GDP growth is the sole quarterly variable, with the
remaining being monthly variables. What we investigate is how a large set of monthly vari-
ables can be used when modeling GDP growth in a mixed-frequency VAR. The method we
employ in this paper is to cast the mixed-frequency model in a state-space form. By doing
so, we can essentially interpolate the latent monthly values of the quarterly variables concur-
rently with making inference about the parameters in the model. Eraker et al. (2015) formu-
lated a Bayesian VAR based on this idea and Schorfheide and Song (2015) proceeded with
a Gibbs sampling approach based on simulation smoothing and forward-filtering, backward-
smoothing along the lines of Carter and Kohn (1994). Schorfheide and Song (2015) found
that the model improved forecasting as compared to a quarterly VAR model. In an ex-
tension of Schorfheide and Song (2015), Ankargren et al. (2019) developed a steady-state
mixed-frequency VAR model for a real-time US dataset and arrived at the same conclusion.
Evidence of improved forecasting performance was also presented by Götz and Hauzenberger
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(2018).
In parallel with the development of mixed-frequency VARs, the empirical success of large
VARs in forecasting macroeconomic variables has been highlighted in a number of papers,
including among others Bańbura et al. (2010) and Koop (2013). There are multiple options
for working with VARs in a high-dimensional setting, where the number of parameters is
large. Setting the level of shrinkage in relation the dimension of the model was discussed by
Bańbura et al. (2010), who subsequently showed that larger models can improve forecasting
ability when doing so. In more recent work, new methods drawing from the high-dimensional
literature have been developed, see e.g. Korobilis and Pettenuzzo (2019) who developed a
highly scalable estimation method for BVARs, Koop et al. (2019) who proposed a model
based on ideas from the compressed regression literature and Kastner and Huber (2018);
Follett and Yu (2019); Huber and Feldkircher (2019) who used global-local shrinkage priors.
In addition to the usefulness of large VARs, seminal work by Cogley and Sargent (2005)
and Primiceri (2005) highlighted the importance of letting parameters and volatilities in
VARs vary over time; see also Clark (2011); D’Agostino et al. (2013); Carriero et al. (2015b,
2016) for more forecasting-related studies. Different solutions have been presented to cir-
cumvent the computational difficulties regarding high dimensions in combination with time-
varying volatilities. Carriero et al. (2019) extended earlier work on estimation of Bayesian
VARs with asymmetric priors and time-varying volatilities to the high-dimensional set-
ting, where the assumption of a specific common structure for the volatilities was relaxed
and a simple triangularization of the VAR was used to reduce computational complexity.
Kastner and Huber (2018) proposed an alternative route that instead used a factor stochas-
tic volatility model that allows for co-movements in the error covariance structure when
estimating large-dimensional VAR models.
In terms of mixed-frequency VARs with stochastic volatility, Cimadomo and D’Agostino
(2016) extended earlier work on stochastic volatility to allow for data sampled at different
frequencies. Due to quickly increasing computational complexity, their proposed model is
restricted to include only a small number of variables and lags. Götz and Hauzenberger
(2018), also closely related to our work, proposed a model for a moderately large set of
variables where the intercept and the common factor in the error variances are allowed to vary
over time. Their application used 11 variables and 6 lags, and the authors stated that this
model could be enlarged to up to 20 variables. In the case of more variables or when the length
of the sample is increased, they mention a considerable obstacle in the running time. Using
a standard normal inverse Wishart prior, Brave et al. (2019) demonstrated that a larger,
37-variable mixed-frequency VAR outperformed the smaller model of Schorfheide and Song
(2015).
Our contribution is that we add to this growing literature on large mixed-frequency VARs.
We propose a large mixed-frequency VAR where we model the time-varying error covariance
matrix by a factor stochastic volatility model along the lines of Kastner and Huber (2018).
In contrast to Kastner and Huber (2018), we include the possibility to estimate the model
on mixed-frequency data. Apart from being a parsimonious approach for modeling time-
varying volatility, use of the factor stochastic volatility model comes with computational
advantages that we exploit for estimating our model when dimensions are high. The factor
stochastic volatility model renders the equations in the model conditionally independent.
Consequently, the adaptive simulation smoother developed by Ankargren and Jonéus (2019)
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can be improved further by coupling it with the univariate filtering methodology suggested
by Koopman and Durbin (2000). Moreover, the conditional independence of the equations
means that we can sample the rows of the regression parameter matrices independently
in parallel. These computational improvements ameliorate the computational efficiency of
our Markov Chain Monte Carlo (MCMC) sampler, thereby enabling faster estimation for
large-scale mixed-frequency VARs. The proposed model is illustrated using the FRED-MD
database constructed by McCracken and Ng (2016), where we consider three models of in-
creasing size with 20, 34 and 119 variables. In summary, the model and computational
strategies we propose substantially reduce the computational burden induced by the model,
and, as such, provide an efficient and feasible way of estimating VARs with mixed-frequency
data and stochastic volatilities for models of dimensions that have up to now been missing in
the literature. A benefit of our approach is that we do not assume a Kronecker structure for
the prior variance of the regression parameters in contrast to e.g. Götz and Hauzenberger
(2018); Ankargren et al. (2019), who used the methodology presented by Carriero et al.
(2016). Consequently, the model that we will discuss permits asymmetric prior distribu-
tions and can therefore be used in conjunction with high-dimensional hierarchical shrinkage
priors.
The rest of the paper is organized as follows. Section 2 introduces the mixed-frequency
VAR, Section 3 presents our suggested approach for large mixed-frequency VARs, Section
4 develops a fast simulation smoother exploiting the structure of the model, and Section 5
provides an empirical illustration. Section 6 concludes.
2 Mixed-Frequency VARs
The mixed-frequency VAR(p) is specified at the monthly frequency as
xt = Πc +Π1xt−1 + · · ·+Πpxt−p + ut, ut ∼ N(0,Σt) (1)
where xt, Πc and ut are n × 1 and Πj are n × n. The vector xt consists of both monthly
and quarterly variables and is partitioned as xt = (x
′
m,t, x
′
q,t)
′, where the dimension of xm,t
is nm × 1 and and xq,t is of dimension nq × 1, where n = nm + nq.
In a mixed-frequency setup, the dataset that is needed for estimating the VAR is not
fully observed. Instead, every month t we observe nt ≤ n variables collected in the vector
yt = (y
′
m,t, y
′
q,t)
′, where ym,t and yq,t are the observed monthly and quarterly subsets of
dimensions nm,t × 1 and nq,t × 1, respectively. The vector of observables, yt, relates to the
underlying xt through
ym,t = Sm,txm,t
yq,t = Sq,tΛqq


xq,t
xq,t−1
...
xq,t−p+1

 (2)
where Sm,t and Sq,t are deterministic selection matrices of dimensions nm,t×nm and nq,t×nq,
respectively. The matrix Λqq is an nq × pnq aggregation matrix that aggregates the latent
monthly series into observed quarterly variables according to a selected aggregation scheme.
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We use data transformed to stationarity and therefore employ the triangular aggregation
suggested by Mariano and Murasawa (2003), whence yq,t =
1
9
(xq,t+2xq,t−1+3xq,t−2+2xq,t−3+
xq,t−4) when t corresponds to an end-of-quarter month (with yq,t = ∅ otherwise).
The posterior distribution that we are interested in is p(Π,Σ, x|y).1 Schorfheide and Song
(2015) developed a Gibbs sampler for estimating the model using the normal-inverse Wishart
prior distribution (see Kadiyala and Karlsson, 1993, 1997) for the regression parameters and
the constant error covariance matrix. The Gibbs sampler uses as one of its steps a simulation
smoothing algorithm (Carter and Kohn, 1994; Frühwirth-Schnatter, 1994) for making a draw
from the conditional posterior distribution p(X|Y,Π,Σ). The basic Gibbs sampler for the
mixed-frequency VAR is to sample repeatedly from:
p(Π,Σ|x) (3)
p(X|Π,Σ, y). (4)
The first step is standard in the literature conditional on x, and conditionally independent
of y. Intuitively, the p(x|Π,Σ, y) step imputes the underlying monthly series of all variables
observed quarterly as well as monthly series with missing values at the end of the sample.
Next, conditional on x, draws of Π and Σ can be produced as if x were the real data, leading
to standard procedures. Given the modular property of MCMC, it is therefore possible to
extend the underlying VAR model using existing methods employed for fully-observed VARs
by essentially adding the mixed-frequency sampling step to existing MCMC algorithms; see
Cimadomo and D’Agostino (2016); Götz and Hauzenberger (2018); Ankargren et al. (2019)
for examples. It is this modularity that we exploit in this paper.
3 A Large Mixed-Frequency VAR with Factor Stochastic
Volatility
In this paper, we estimate three mixed-frequency models of increasing size. We attempt to
stay relatively close to models used in the previous literature and use pre-existing single-
frequency models now augmented with mixed-frequency data. Our purpose for doing so is
to model GDP growth using VARs and a large set of monthly data.
The three models that we use are based on models used by Koop (2013) and Carriero et al.
(2019). Koop (2013) used a medium-size quarterly VAR with 40 variables, all transformed
to the quarterly frequency, and Carriero et al. (2019) used two monthly models with n = 20
and n = 125, respectively. After excluding discontinued and short series, we end up with
three models of dimensions: n = 20, n = 34 and n = 119, where each contains n−1 monthly
series and quarterly GDP growth. For ease of presentation, the models are referred to as
CCM-20, Koop-34 and CCM-119, respectively. The current section describes the data, some
of their important characteristics, and some key aspects of the models. The more technical
details, including the complete set of prior specifications, are relegated to Appendix C.
1We will throughout the paper make use of the notational convention that variables without subscripts
refer to the whole set of that variable, i.e. Π = {Πi : i = 1, . . . , p}.
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Figure 1: Structure of the Publication Delay. The height of each bar gives, on a given day,
the number of monthly variables for which there is zero, one, or two outcomes missing.
3.1 Data Structure and Publication Schemes
The data we use are retrieved from FRED-MD (McCracken and Ng, 2016). We use the Jan-
uary 2019 vintage and collect a typical observational pattern of the included variables from
the St. Louis Federal Reserve’s database ALFRED. Because the Koop-34 model includes a
number of series no longer published in the FRED-MD vintages, the Koop-34 model uses
data through December 2014. The data are transformed according to the transformations
suggested by McCracken and Ng (2016) and thereafter standardized. See Appendix B for a
full list of the variables used.
A crucial ingredient in real-time forecasting is the observational pattern in the data.
Figure 1 shows the number of monthly variables with zero, one or two missing observations
by day-of-month and by model. At the beginning of the month, a number of variables
contain zero missing observations indicating that the outcome of the previous month is
already known. These variables include interest rates, spreads and stock market indexes.
A few days into the month, new outcomes are obtained. These are predominantly labor
market variables. The next major change in observational pattern is around the middle of
the month. By this time, most real variables have been observed. However, some of the
slow real variables are not observed until the end of the month. As indicated by the bottom
blue bar in each panel, some of these are also not observed with a single-month lag, but a
5
two-month lag for the most part.
The quarterly variable GDP growth is assumed to be known in the beginning of the last
month in the following quarter; that is, GDP growth for the third quarter is available in the
beginning of December.
3.2 Modeling Stochastic Volatility
The stochastic volatility model used in this paper is based on the idea of parsimoniously
modeling the time-varying volatility. To this end, we use a factor stochastic volatility model
and decompose the error term in (1) as
ut = Λfft + νt, (5)
where ft is an r× 1 vector of factors, νt ∼ N(0,Ωνt ) and r ≪ n. Furthermore, ft ∼ N(0,Ωft )
and both Ωνt and Ω
f
t are diagonal with diagonal elements ω
ν
i,t and ω
f
j,t where the law of motion
is
logωνi,t = µi + φ
ν
i (log ω
ν
i,t−1 − µi) + σνi eνi,t, eνi,t ∼ N(0, 1) i = 1, ...n (6)
logωfj,t = φ
f
j logω
f
j,t−1 + σ
f
j e
f
j,t, e
f
j,t ∼ N(0, 1) j = 1, ..., r. (7)
The covariance matrix of the VAR innovation is therefore Σt = ΛfΩ
f
t Λ
′
f+Ω
ν
t and thus allows
for idiosyncratic stochastic volatilities as well as time-varying covariances by means of the
common component. An efficient way of estimating the factor stochastic volatility model was
proposed by Kastner et al. (2017), where the authors made use of the interweaving strategy
developed by Yu and Meng (2011) and its application to univariate stochastic volatility
models by Kastner and Frühwirth-Schnatter (2014). Moreover, Kastner and Huber (2018)
used the approach in a VAR framework demonstrating the merits of the method.
3.3 Sampling Regression Parameters
Conditional on everything but the regression parameters, the original model in (1) can be
written as
x˜t ≡ xt − Λfft = Π′Xt + νt, (8)
where Xt = (1, x
′
t−1, . . . , x
′
t−p)
′. It is evident from this formulation that the multivariate
model consists of n heteroskedastic but independent regressions of x˜i,t on Xt. By letting
x¨i,t =
1√
ωνi,t
x˜i,t and X¨i,t =
1√
ωνi,t
Xt we obtain the factorization
p(Π|Λf , f,Ω, x,X) = p(Π|Ω, x˜, X) =
n∏
i=1
p(Π(i,·)|x¨i, X¨i). (9)
In the new parametrization of the model, draws of each row of Π can be made independently
of each other. This attractive side-effect of the factor stochastic volatility model for sampling
the regression parameters was already noted by Kastner and Huber (2018), but we want
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to stress the benefit thereof. Because of the independence, a parallel implementation of
this sampling step is easily employed. Carriero et al. (2019) present a sequential sampling
algorithm to sample Π row-by-row that dramatically alleviates the issue of sampling from
the posterior of Π, but because it is sequential it is not parallelizable.
Nevertheless, the task of sampling Π is—even using parallelization—challenging when
dimensions are high. Standard generators of pseudo-random numbers from multivariate
normal distributions involve a Cholesky decomposition of the covariance matrix, an operation
of order O(n3p3) that is to be carried out once per equation. However, because of the special
structure of the posterior distribution some improvements can be achieved by using the
sampling methods proposed by Rue (2001) or Bhattacharya et al. (2016), which utilize the
specific structure of the posterior. The complexity of the Bhattacharya et al. (2016) sampler
is O(T 2np) and tends to be faster than the Rue (2001) algorithm when np > T as the latter
has a complexity of O(n3p3).
4 Simulation Smoothing Using Univariate Adaptive Fil-
tering
In order to sample from the posterior of the latent variables, Schorfheide and Song (2015)
proposed an alternative representation—called the compact form—of the mixed-frequency
VAR in which the monthly variables are treated as exogenous. The benefit of leaving the
monthly variables out of the state equation is that the computational burden is greatly re-
duced. However, in real-time forecasting situations when data contain ragged edges, some
monthly variables are missing at the end of the sample. This characteristic of the data
means that these missing monthly variables will need to be included back in to the state
vector. Schorfheide and Song (2015) solved this issue by simply moving from the efficient
compact form to the full companion form VAR when the first monthly variable goes miss-
ing. As Ankargren and Jonéus (2019) demonstrated, this leads to a large bottleneck when
the dimension of the model is high. Consequently, Ankargren and Jonéus (2019) devel-
oped an adaptive simulation smoothing algorithm based on the compact form suggested
by Schorfheide and Song (2015). The adaptive part of the algorithm implies that, as some
monthly variables go missing at the end of the sample, these are added to the state vector,
but not the entire set of monthly variables. By adaptively augmenting the state vector, large
efficiency gains can be obtained, particularly when the number of variables and the number
of lags are high. For more details, we refer to Ankargren and Jonéus (2019); the compact
and companion forms are also presented in full in Appendix A for self-containment.
Use of the adaptive procedure improves upon filtering of the unbalanced part to the extent
that it no longer constitutes the bottleneck of the algorithm when dimensions get higher. It
is now instead the filtering step in the compact form that obstructs an efficient procedure.
Fortunately, it is possible to obtain large computational improvements for this chunk of
the algorithm by a judicious choice of stochastic volatility model. The method that can be
used to further alleviate the procedure of its computational burden is the univariate filtering
approach for multivariate time series by Koopman and Durbin (2000). Univariate filtering
primarily excels when the dimension of the observation vector is large relative to the state
vector, which will be the case in the compact form for a large-dimensional mixed-frequency
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VAR if the number of quarterly variables remains low. The approach is applicable when the
state and observation errors are independent and the observation errors feature a diagonal
covariance matrix. In what follows, we will discuss how the factor stochastic volatility
model allows us to reap the computational benefits of the univariate filtering approach.
Since the unbalanced part of the data in the adaptive procedure is responsible for only a
negligible part of the computational burden, the discussion of the implementation of the
univariate filtering method focuses on the balanced part of the data. There is no obstacle in
applying it also on the unbalanced part, but for ease of exposition we do not discuss that any
further. It should also be noted that simulation smoothing consists of three main steps: data
generation, filtering, and smoothing. We will focus on filtering and smoothing exclusively
in the following and refer to Ankargren and Jonéus (2019) for more details on the complete
simulation smoothing algorithm.
The Schorfheide and Song (2015) compact formulation of the state-space model for the
mixed-frequency VAR is
(
ym,t
yq,t
)
= Zt


xq,t
...
xq,t−p

+ Ct
(
ym,t−1:t−p
1
)
+Gtǫt


xq,t
...
xq,t−p

 = Tt


xq,t−1
...
xq,t−p−1

+Dt
(
ym,t−1:t−p
1
)
+Htǫt, ǫt ∼ N(0, In)
(10)
where the system matrices {Zt, Ct, Gt, Tt, Dt, Ht} are functions of the original model param-
eters and ym,t−1:t−p = (y
′
m,t−1, . . . , y
′
m,t−p)
′; see Appendix A for more details.
Since the simulation smoothing step discussed in this section is performed as a Gibbs
sampling step, the procedure is carried out conditional on all other parameters in the model.
Hence, at this stage Λfft and Ω
ν
t are known. Partition the factor loadings into monthly and
quarterly blocks as Λf = (Λ
′
m,f ,Λ
′
q,f)
′ and let
ct = Ct
(
ym,t−1:t−p
1
)
+
(
Λm,fft
0nq×1
)
(11)
dt = Dt
(
ym,t−1:t−p
1
)
+
(
Λq,fft
0nqp×1
)
. (12)
It is now possible to formulate the compact version of the model as a state-space model
with time-varying intercepts and diagonal error covariances:
yt = ct + Ztαt +Gtǫt (13)
αt = dt + Ttαt−1 +Htǫt, (14)
ǫt ∼ N(0, In) (15)
Gt =
(
(Ωνm,t)
1/2 0nm×nq
0nq×nm 0nq×nq
)
, Ht =
(
0nq×nm (Ω
ν
q,t)
1/2
0nqp×nm 0nqp×nq
)
. (16)
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The univariate filtering method treats the multivariate time series {yt} as a univariate time
series. The univariate representation of the observation equation is
yt,i =
{
ct,i + Zt,iαt,i +
√
ωνi,tǫt,i, for i = 1, . . . , nm(
01×nm Λq
)
αt,i, for i = nm + 1, . . . , nt,
t = 1, . . . , Tb. (17)
For simplicity, the observation equation does not reflect that yt,i is missing every third
period for i = nm +1, . . . , n. Strictly speaking, the observation is empty in these cases. The
univariate representation of the state equation is
αt,i+1 = αt,i, i = 1, . . . , nt − 1 (18)
αt+1,1 = dt + Tt+1αt,nt +


ǫt,nm+1
...
ǫt,n
0nqp×1

 (19)
The error covariance matrix in the observation equation is diagonal. Univariate filtering
exploits the implication of the diagonality in that it brings observations in one at a time
instead of bringing the multivariate time t observation in in one go. The computational
justification for doing so is that matrix-to-matrix multiplications are avoided in favor of a
larger number of scalar or matrix-to-vector multiplications. The latter approach is generally
faster if the dimension of the state vector is low in relation to the size of the observation
vector.
The standard Kalman filter iterates over the filtering equations to compute at = E(αt|Yt−1)
and at|t = E(αt|Yt), whereas the univariate approach also computes the intermediate se-
quence
at,i = E(αt,i|Yt−1, yt,1, . . . , yt,i−1) (20)
for i = 2, . . . , nt + 1; the connection to the standard filter is at,1 = at and at,nt+1 = at|t. The
univariate filtering recursions are, for t = 1, . . . , Tb and i = 1, . . . , nt:
at,i+1 = at,i +Kt,iF
−1
t,i vt,i, Pt,i+1 = Pt,i −Kt,iF−1t,i K ′t,i (21)
vt,i = yt,i − Zt,iat,i − ct,i, Ft,i = Zt,iPt,iZ ′t,i + ωνt,i, Kt,i = Pt,iZ ′t,i, (22)
where Zt,i is row i of Zt and ct,i is the ith element of ct. To transition from time t to time
t+ 1, the following relations are used:
at+1,1 = Tt+1at,nt+1 + dt+1, Pt+1,1 = Tt+1Pt,nt+1T
′
t+1 +Ht+1H
′
t+1. (23)
Several of the Kalman filter’s familiar terms—such as Ft—now appear as scalars instead of
matrices. The consequence is that there is no need to invert the full Ft matrix; instead, the
only inversion required is that of the scalar Ft,i.
Finally, to conclude the description of the univariate filtering approach, the recursions
used for conducting the smoothing step of the algorithm are:
Lt,i = Inq(p+1) −Kt,iZt,iF−1t,i
rt,i−1 = Z
′
t,iF
−1
t,i vt,i + L
′
t,irt,i
rt−1,p = T
′
trt,0
(24)
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for i = nt, . . . , 1 and t = Tb, . . . , 1. The smoothed estimate of primary interest is computed
as αˆt = at + Ptrt,0.
4.1 Quantifying the Computational Improvement
While the number of variables in the model determines the computational burden to a
large extent, the choice of the lag length p naturally plays a crucial role. In the large
VAR literature, the choice of lag length is subject to a notable degree of variation. For
example, Kastner and Huber (2018) used p = 1, whereas Schorfheide and Song (2015) and
Götz and Hauzenberger (2018) for mixed-frequency VARs set p = 6, and Bańbura et al.
(2010); Carriero et al. (2019) let p = 13. Studying VAR specifications more systematically,
Carriero et al. (2015a) found that optimizing the lag length improved the forecasting ability
as compared to a baseline specification using p = 13, although only by a few percentage
points. Therefore, the conclusion one can draw is that lag lengths used in practice are
relatively idiosyncratic, and that choosing a large lag length is a way to play it safe.
Choosing a large lag length in the mixed-frequency VAR context is more expensive than
if data are all on the same frequency, since the dimension of the state vector is nq(p + 1)
and thereby enlarged when p increases. Moreover, the more quarterly variables that are
included (for a fixed n), the heavier the computational burden. Figure 2 shows the cost of
increasing the lag length for the mixed-frequency block of the algorithm for the three models
discussed in Section 3 with n = 20, 34 and 119, respectively, and a single quarterly variable.
In addition, the figure displays the cost of increasing p for the Schorfheide and Song (2015,
SS-11 in the figure) model, which uses eight monthly and three quarterly variables. Of the
eight monthly variables, three are available with no publication delay and five with a one-
month delay. For the CCM-20, Koop-34 and CCM-119 models we use the observational
pattern from day 15, see Figure 1.
Figure 2 shows that our adaptive algorithm with univariate filtering works well for the
empirical models when there is a single quarterly variable. The increased computational
effort that is needed for a higher lag length is modest, whereas the Schorfheide and Song
(2015) algorithm does not scale well. The first panel of the figure shows that when there
are three quarterly variables, the adaptive algorithm offers an improvement compared with
the Schorfheide and Song (2015) procedure, while combining it with univariate filtering per-
forms worse. The inferior performance of univariate filtering is not very surprising—the
method primarily excels when the dimension of the state vector is small relative to the di-
mension of the observation vector. For p > 3, the state vector is larger than the observation
vector. In contrast, the state vector is always smaller than the observation vector for the
other three models. Comparing the relative performances across model sizes also reveals
that when n increases, the relative gains of univariate filtering increase. The reason is that
nq(p + 1) as a share of n decreases, which further pushes univariate filtering into its do-
main of superiority. In particular, when the model includes 119 variables (rightmost panel),
the difference in running time between the adaptive algorithm with univaraite filtering and
the Schorfheide and Song (2015) method is substantial—almost 16 seconds per iteration is
required by the latter, as opposed to 0.4 seconds.
To summarize, there are two key points made by Figure 2. First, the gains from using
univariate filtering from a computational perspective become larger as the dimension of the
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Figure 2: Computational Complexities of Simulation Smoothers. The adaptive algorithms
scale better with p, and the benefit of the univariate algorithm grows with model size.
model increases. Second, varying the lag length is relatively cheap using either the adaptive
or the adaptive with univariate filtering algorithms, which thereby allow for larger freedom
in selecting the number of lags.
4.2 Other Stochastic Volatility Models
The preceding discussion of how the univariate filtering approach can be used for the balanced
part of the sample focused on the case when a factor stochastic volatility model is used to
model time-varying variances in the model. This is by no means the only way to model the
stochastic volatility component. A popular alternative is to decompose Σt = A
−1
t Λt
(
A−1t
)′
where At is a lower triangular matrix and Λt is a diagonal matrix. In a seminal paper,
Primiceri (2005) let the non-zero elements of At as well as the log of the diagonal of Λt evolve
as driftless random walks, whereas Cogley and Sargent (2005) let At be constant over time.
Among the literature close to ours, Clark (2011) followed Cogley and Sargent (2005) using
a constant At while Cimadomo and D’Agostino (2016) let it too vary over time. In order to
model larger systems, Carriero et al. (2016) proposed the use of a common drifting volatility
where Σt = ftΣ and ft is a scalar geometric random walk. Thus, a change in volatility for
the entire n-dimensional system is achieved by scaling the constant covariance matrix Σ by
ft. This line of modeling was later also pursued in the context of mixed-frequency VARs
by Götz and Hauzenberger (2018); Ankargren et al. (2019). In related work, Carriero et al.
(2019) propose a sampling procedure which greatly mitigates the computational burden in
large VARs with Σt = A
−1Λt (A
−1)
′
by exploiting the triangular structure of A.
We will focus next on two of the aforementioned stochastic volatility models: the common
drifting volatility model used by Carriero et al. (2016); Götz and Hauzenberger (2018) and
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the model used by Cogley and Sargent (2005). The latter model uses Σt = A
−1Λt (A
−1)
′
where the Cholesky factor LtL
′
t = Σt is Lt = A
−1Λ0.5t . For the common drifting volatility
model, we can let Σ = P−1D(P−1)′ where P is lower diagonal with ones on the main diagonal
and D is a diagonal matrix. If we let Dt = ftD, the common drifting volatility model can
be written as Σt = P
−1DtP
−′, i.e. the same form as the Cogley and Sargent (2005) model.
In the following, it is therefore, for our purposes, enough to deal with the Σt = A
−1Λt (A
−1)
′
case as this encompasses the common drifting stochastic volatility model.
To transform the model into a form that enables the use of the univariate filtering ap-
proach, it is necessary to transform the monthly VAR model such that the errors are inde-
pendent:
x∗t =
p∑
j=1
Π∗jx
∗
t−j + Λ
0.5
t et, et ∼ N(0, In) (25)
where x∗t = Axt and Π
∗
j = AΠjA
−1. The observation equation is similarly adjusted to
account for the transformation:
y∗t = StΛ
∗


x∗t
...
x∗t−p+1

 , (26)
where y∗t = Ayt and Λ
∗ = AΛ(Ip⊗A−1). However, this seemingly innocuous transformation
comes with one drawback: for most choices of aggregation matrices Λ, the rows of Λ∗ corre-
sponding to quarterly variables will consist of only non-zero elements. The consequence of
this is that x∗q,t depends concurrently on x
∗
m,t—a relation that is not predetermined at time
t and hence cannot be moved to the exogenous component of the model. It would therefore
be necessary to keep x∗m,t—although not its lags—in the state vector of the compact form,
thereby creating a state vector of dimension (n+nqp)×1. Differently put, for these stochastic
volatility models, enabling the use of the univariate filtering procedure comes at the expense
of requiring an additional nm terms to be put into the state vector. However, the adaptive
algorithm proposed by Ankargren and Jonéus (2019) is still applicable and may provide con-
siderable computational improvements relative to the original Schorfheide and Song (2015)
procedure as demonstrated by Figure 2.
5 Empirical Application: Estimating Large Mixed-Frequency
VARs for the US
In this section, we estimate the mixed-frequency VARs with factor stochastic volatility using
the three sets of data discussed in Section 3. We estimate the three models on the full data
and discuss some of the key features.
5.1 Implementation Details
The sample we use for estimation starts in January 1980. We follow previous work that has
used mixed-frequency VARs for US data, see e.g. Schorfheide and Song (2015); Götz and Hauzenberger
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(2018), and use p = 6 lags. For the number of factors, Kastner and Huber (2018) found that
a factor structure with two factors was preferable in terms of joint log predictive score for
a selected subset of variables using their quarterly model with 215 variables, while one or
no factor was preferable with respect to univariate density forecasting of GDP. Thus, since
their results suggest zero to two factors for a substantially larger model than ours, we settle
on a single r = 1 factor in all three of our models. Each model is estimated using 30,000
MCMC draws, where the initial 10,000 are discarded for burn-in. Of the remaining 20,000,
we save every 20th draw to improve mixing and reduce storage costs. It can be noted that
the CCM-119 model draws n(np+1) = 185,085 regression parameters and T (n+r) = 55, 320
volatilities at every iteration and therefore requires a substantial amount of storage, which
makes thinning a necessity. We leverage multiple cores to speed up our computations and
draw regression parameters in parallel. Using an Intel Xeon E5-2630 v4 processor with 10
cores, roughly half a second per draw is needed for CCM-119 when estimated on the full
sample. While computational resources, models and implementations are inevitably differ-
ent, half a second per draw can be contrasted to the work by Carriero et al. (2019) who
document roughly five seconds per draw. Therefore, by current standards the computational
burden of our large mixed-frequency VAR is undoubtedly within the realms of acceptability.
5.2 Mixing of MCMC Samplers
Thinning the draws has, in addition to mitigating storage costs, the advantage of reducing the
correlation between the draws that are stored, thereby improving the share of information
contained in the draws saved. To evaluate the mixing of an MCMC sampler, a common
metric is the inefficiency factor (see e.g. Chib, 2001). The inefficiency factor for the ith
parameter is
IF (i) = 1 + 2
∞∑
j=1
ρi,j, (27)
where ρi,j is the jth autocorrelation of the ith parameter. A value of one is obtained when
there is no autocorrelation. Consequently, values close to one indicate low autocorrelation
in the MCMC sampler and a large degree of information in the samples. Large values, on
the other hand, imply that the chain contains little information due to high autocorrelation.
A value below 20 is often used as a rule of thumb for good mixing (Primiceri, 2005). We
estimate the inefficiency factor using the coda package for R (Plummer et al., 2006). Table
1 provides a summary of the distributions of inefficiency factors by group of parameter.
Table 1 shows that the inefficiency factors for CCM-20 and Koop-34 are generally well
below or around 20, with the exception of a handful of outliers. The vast majority of
parameters in the CCM-119 model also display satisfactory mixing, but the size of the outliers
is somewhat larger. The most problematic aspect of the model is the mixing of the latent
factor. It is encouraging, however, that mixing is excellent for the other parameters in the
model. The approach we have discussed in this paper enables us to speed up computations
and, for a fixed amount of time, produce more draws from the posterior distribution. We
have noticed that mixing of the the latent high-frequency series can be troublesome if the
number of draws is limited and so while other methods for large VARs can be extended to
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Figure 3: Posterior Volatility of Latent Factor (Standard Deviation). The figure shows the
median, and the 10th and 90th percentiles of the simulated posterior distribution of the square
root of the volatility of the factor (
√
ωf). The vertical shading indicates periods of recession
as defined by the National Bureau of Economic Research. The sample used for estimating
the Koop-34 model ends in late 2014 due to the discontinuation of some of the included
series.
handle mixed-frequency data, the benefit of the route taken in this paper is that we can
obtain draws of higher quality in the same amount of time.
5.3 Results
We now turn to the estimated models and illustrate some of their core features. To begin,
we study the volatility of the latent factor. Figure 3 plots the volatilities estimated by each
model. To simplify the interpretation, the figure includes periods of contraction as defined
by the National Bureau of Economic Research.
Figure 3 shows a remarkable similarity between the factor volatilities estimated by Koop-
34 and CCM-119, with major peaks around all recessions in the sample. The volatility
estimated by CCM-20, however, is quite different as it estimates the volatility of the factor
to be substantially higher in the beginning of the sample during the 1981–1982 recession.
Nevertheless, the volatility in the CCM-20 model did show signals of increased volatility
during the most recent two contractions. That volatility is heightened is more evident in the
volatilities estimated by the Koop-34 and CCM-119 models, where all recessions coincide
with peaks in volatility.
In order to better understand the meaning of the factor and its volatility, Figure 4 displays
boxplots of the posterior distribution of the factor loadings in the CCM-119 model.2 From
2Without further restrictions, the sign of the vector of loadings is not identified. We identify the sign
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the figure, it is evident that the factor largely captures comovements in prices as most of the
variables in this group are associated with large posterior loadings. Moreover, most of the
variables in the output and income category load on the factor while the volatility of, e.g.,
labor market and stock market variables are mainly driven by their respective idiosyncratic
components. We can also see that the posterior distribution of the GDP loading is wider
than for other loadings. It is hardly surprising that we find a wider posterior distribution
for the GDP loading as the factor, and hence the associated loadings, relate to the monthly
frequency, at which the GDP series changes from iteration to iteration.
As a final illustration of the model’s features, we next study the implied volatility of
GDP. It follows from the construction of the model that the conditional variance of the error
term in the equation for monthly GDP is
σ2t,GDP = V (uGDP,t|Λf ,Ω) = λ2GDP,fωft + ωνGDP,t, (28)
where λGDP,f is the GDP loading. In order to improve interpretability and make the volatility
more comparable to the observed outcomes of GDP, we compute and plot “aggregated”
volatility where σ2t,GDP is aggregated using the triangular aggregation scheme discussed in
Section 2. Figure 5 shows the volatilities over time.
While the volatility of the factor in Figure 3 differed substantially between the small
CCM-20 model and the other two models, Figure 5 shows that the volatility of GDP itself
is strikingly similar across models. The figure reveals that the recessions in the 1990s and
early 2000s largely had no implications for the volatility of GDP, whereas the crises in the
1980s and late 2000s had major effects on GDP volatility.
6 Concluding Remarks
We have in this paper developed a Bayesian vector autoregressive model with stochastic
volatility that is suitable for large-dimensional mixed-frequency datasets. Our particular
interest lies in leveraging a large set of monthly variables for modeling quarterly GDP growth.
The model is made feasible for large dimensions by assuming a factor stochastic volatility
structure. The factor stochastic volatility model enables us to refine the adaptive simulation
smoothing algorithm developed by Ankargren and Jonéus (2019) by coupling their adaptive
algorithm with the univariate filtering technique proposed by Koopman and Durbin (2000).
The key feature making this possible is that the factor stochastic volatility model renders the
equations conditionally independent. The conditional independence among the equations of
the VAR also allows us to draw the regression parameters on an equation-by-equation basis
in parallel.
The features of the model are illustrated by estimation on three datasets, consisting of
n = 20, n = 34 and n = 119 variables, respectively. The three datasets all contain monthly
data as well as quarterly GDP growth. We extract the volatility of the common component
and find that the volatility is largely in line with most expectations, with heightened volatility
around periods of recession. In terms of volatility of GDP growth itself, the three models
of the vector of loadings a posteriori using the “maximin” method suggested by Kastner et al. (2017). The
sign at every iteration is selected such that the loading that has the largest minimum of absolute values of
draws is positive at every iteration.
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Figure 5: Posterior Volatility of Quarterly GDP (Standard Deviation). The figure shows
the median, and the 10th and 90th percentiles of the simulated posterior distribution of the
square root of the implied volatility for GDP. The monthly volatility is transformed to the
quarterly scale by using the triangular aggregation scheme, and the plot shows quarterly
volatility for time periods when GDP was observed. The vertical shading indicates periods
of recession as defined by the National Bureau of Economic Research. The sample used for
estimating the Koop-34 model ends in late 2014 due to the discontinuation of some of the
included series.
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deliver similar estimates with major peaks in the early 1980s and late 2000s in particular, with
other contractions having played smaller roles for the volatility of GDP. Analyzing the factor
loadings of the large CCM-119 in some more detail, we find that the factor predominantly
captures co-movements of variables in the prices and output and income sectors.
We also investigate the mixing of the MCMC samplers that we use for estimating the mod-
els. Generally, our three models mix reasonably well after thinning given their size. However,
mixing becomes slower as the dimensions increase, and a larger number of draws is needed
in order to produce the same amount of information due to the correlation among draws.
An advantage of the procedure that we propose is that draws are generally cheaper due to
our computationally more efficient simulation smoother and our ability to draw regression
parameters in parallel. These benefits cannot be enjoyed if other stochastic volatility models
are used. The most problematic aspect of the MCMC sampler is the latent monthly GDP
series and the latent factor. An interesting topic for further exploration of the model would
be to sample these two latent variables jointly. The simulation smoother that is used for
sampling latent monthly GDP can easily be augmented with the latent factor, which would
enable joint sampling that may be helpful for the quality of the MCMC procedure. The
caveat is that the observation equation error covariance matrix will no longer be diagonal,
and univariate filtering is not applicable any more and the computational burden is increased.
Moreover, the sample size T plays an important role for the computational complexity of all
of the major Gibbs sampling blocks: larger T means that simulation smoothing needs to be
carried out for a longer sample, which affects both the sampling of latent monthly variables,
volatilities and factors. Additionally, a larger T increases the cost of sampling the regression
parameters when the model is truly high-dimensional so that T < np. When T < np, the
regression parameters can more efficiently be sampled using the Bhattacharya et al. (2016)
sampler, whose complexity is O(T 2np) as opposed to the Rue (2001) sampler that we use
otherwise, which has complexity O(n3p3). The issue of computational time when T is large
is not unique to the mixed-frequency model, although it is arguably more pronounced, but
is also explicitly discussed by e.g. Kastner and Huber (2018).
A promising avenue for future research is developing computational strategies similar to
ours that allow speed enhancements also for other stochastic volatility models. When the
number of variables is in the hundreds and the lag length goes beyond single-digit numbers,
the speed-ups we obtain from univariate filtering and parallelization make a considerable
difference. Finding approaches that yield these types of improvements for other types of
stochastic volatility models would enrichen the class of feasible mixed-frequency models for
large dimensions and would be highly valuable contributions. Furthermore, a thorough
forecasting evaluation including our suggested model and other contenders for forecasting in
the presence of large mixed-frequency datasets should be of interest for many macroeconomic
forecasters.
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Table 1: Inefficiency Factors
Percentiles
Model # of pars Min 50th 75th 95th 99th Max %> 20
Latent monthly GDP
CCM-20 460 0.5 1.2 1.5 2.2 3.0 4.3 0.0
Koop-34 414 0.9 1.4 1.9 3.5 4.8 7.0 0.0
CCM-119 460 1.0 9.0 13.4 23.8 35.2 66.3 7.8
Regression parameters
CCM-20 2420 0.5 1.0 1.0 2.4 10.0 50.1 0.3
Koop-34 6970 0.3 1.0 1.0 1.3 1.9 11.2 0.0
CCM-119 85085 0.3 1.0 1.0 1.2 2.0 82.5 0.0
Latent factor
CCM-20 460 1.0 8.6 11.0 14.4 17.6 45.1 0.7
Koop-34 414 0.8 2.4 3.0 4.2 6.0 10.3 0.0
CCM-119 460 3.2 18.2 31.7 72.0 104.6 139.7 45.0
Factor loadings
CCM-20 20 1.0 3.0 4.5 9.9 11.8 12.3 0.0
Koop-34 34 1.0 1.8 3.1 5.7 6.7 7.0 0.0
CCM-119 119 0.7 1.4 2.8 18.6 38.9 321.4 4.2
Latent log-volatilities
CCM-20 9660 0.4 1.0 1.2 4.7 13.9 21.6 0.0
Koop-34 14490 0.4 1.0 1.2 2.0 5.7 22.3 0.0
CCM-119 55200 0.3 1.0 1.2 1.9 12.4 65.5 0.6
Means of log-volatilities
CCM-20 20 1.0 1.0 1.2 3.9 15.4 18.3 0.0
Koop-34 34 0.9 1.3 1.7 4.2 7.8 9.1 0.0
CCM-119 119 1.0 1.2 1.5 3.1 5.9 15.7 0.0
AR parameters for log-volatilities
CCM-20 21 1.4 3.2 4.2 6.6 6.6 6.6 0.0
Koop-34 35 1.3 3.3 4.1 5.4 12.9 16.7 0.0
CCM-119 120 1.2 2.8 3.9 5.8 9.3 10.8 0.0
Innovation variances for log-volatilities
CCM-20 21 1.5 3.1 5.2 7.3 21.2 24.6 4.8
Koop-34 35 1.8 3.2 4.1 6.0 12.9 16.2 0.0
CCM-119 120 2.0 3.3 4.6 7.2 12.1 15.2 0.0
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A The Compact and Companion Forms
The companion form is obtained by stacking (1) and casting in the form a VAR(1), i.e.

xt
xt−1
...
xt−p+1

 =


Πc
0
...
0

 +


Π1 Π2 · · · Πp−1 Πp
In 0 · · · 0 0
...
...
. . .
...
0 0 · · · In 0




xt−1
xt−2
...
xt−p

 +


ut
0
...
0

 . (29)
Equation (29) is the state equation in the companion form VAR, and collecting (2) in
yt =
(
Sm,t 0
0 Sq,t
)
Λ


xt
xt−1
...
xt−p+1

 (30)
yields the observation equation, where Λ is the aggregation matrix.
The compact form of the model is displayed in (10). Let Πmq be the nm × pnq matrix
obtained by selecting the first nm rows of (Π1, . . . ,Πp) and the columns that correspond to
lagged values of the quarterly variables. The submatrix Πmq then contains the regression
parameters from the equations for the monthly variables that account for lags of the quarterly
variables. Similarly, let Πqm be the nq × pnm matrix with parameters that account for the p
lags of the nm variables in the nq equations for the quarterly variables. Finally, let Πmm and
Πqq be the nm × pnm and nq × pnq matrices containing parameters for the lagged effects of
monthly (quarterly) variables in the equations for the monthly (quarterly) variables. Then
the system matrices in the compact form state-space model are
Zt =
(
0nm×nq Πmq
Λqq 0nq×nq
)
, Tt =
(
Πqq 0nq×nq
Ipnq 0pnq×nq
)
, (31)
Ct =
(
Πmm Πmc
0nq×pnm 0nq×1
)
, Dt =
(
Πqm Πqc
0pnq×pnm 0pnq×1
)
(32)
Gt =
(
(Σ
1/2
t )m,•
0nq×n
)
, Ht =
(
(Σ
1/2
t )q,•
0pnq×n,
)
(33)
where Σ
1/2
t is the lower triangular Cholesky factor of Σt and
Σ
1/2
t =
(
(Σ
1/2
t )m,•
(Σ
1/2
t )q,•
)
. (34)
The univariate procedure that is discussed in Section 4 is used within the adaptive al-
gorithm suggested by Ankargren and Jonéus (2019). It replaces the filtering and smoothing
steps in the compact form, with the steps for the unbalanced part of the data kept intact.
See Ankargren and Jonéus (2019) for more details and the algorithm presented in full.
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B Data
Table 2: Publication Information and Series ID of Data. The ID column gives the FRED-MD
(McCracken and Ng, 2016) series ID for each series. The Month and Day columns display
the number of months and days after a month has ended until the new datum is published
(i.e., 1 and 23 means that the datum was published on the 23rd of the subsequent month).
In the final three columns, X indicates inclusion in the model.
ID Month Day CCM-20 Koop-34 CCM-119
RPI 1 23 X X X
W875RX1 1 23 X
INDPRO 1 16 X X X
IPFPNSS 1 16 X
IPFINAL 1 16 X
IPCONGD 1 16 X
IPDCONGD 1 16 X
IPNCONGD 1 16 X
IPBUSEQ 1 16 X
IPMAT 1 16 X
IPDMAT 1 16 X
IPNMAT 1 16 X
IPMANSICS 1 16 X
IPFUELS 1 16 X
CUMFNS 1 16 X X X
CLF16OV 1 4 X
CE16OV 1 4 X
UNRATE 1 4 X X X
UEMPMEAN 1 4 X
UEMPLT5 1 4 X
UEMP5TO14 1 4 X
UEMP15OV 1 4 X
UEMP27OV 1 4 X
PAYEMS 1 4 X X X
USGOOD 1 4 X
CES1021000001 1 4 X
USCONS 1 4 X
MANEMP 1 4 X
DMANEMP 1 4 X
NDMANEMP 1 4 X
SRVPRD 1 4 X
USTPU 1 4 X
USWTRADE 1 4 X
USTRADE 1 4 X
USFIRE 1 4 X
USGOVT 1 4 X
CES0600000007 1 4 X X X
AWOTMAN 1 4 X
AWHMAN 1 4 X X
CES0600000008 1 4 X X X
CES2000000008 1 4 X
CES3000000008 1 4 X
HOUST 1 16 X X X
HOUSTNE 1 16 X
HOUSTMW 1 16 X
HOUSTS 1 16 X
HOUSTW 1 16 X
DPCERA3M086SBEA 1 23 X X X
Continued on next page
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Table 2 – continued from previous page
ID Month Day CCM-20 Koop-34 CCM-119
M1SL 1 10 X X
M2REAL 1 15 X
AMBSL 1 11 X
TOTRESNS 1 10 X X
NONBORRES 1 10 X
BUSLOANS 1 11 X X
REALLN 1 11 X
NONREVSL 2 8 X
MZMSL 1 11 X
DTCOLNVHFNM 2 29 X
DTCTHFNM 2 29 X
INVEST 1 11 X
FEDFUNDS 1 1 X X X
TB3MS 1 1 X
TB6MS 1 1 X
GS1 1 1 X
GS5 1 1 X
GS10 1 1 X X
AAA 1 1 X
BAA 1 7 X
TB3SMFFM 1 1 X
TB6SMFFM 1 1 X
T1YFFM 1 1 X X X
T5YFFM 1 1 X
T10YFFM 1 1 X X X
AAAFFM 1 1 X
BAAFFM 1 1 X X X
PPIFGS 1 11 X
PPICMM 1 11 X X X
CPIAUCSL 1 15 X X
CPIAPPSL 1 15 X
CPITRNSL 1 15 X
CPIMEDSL 1 15 X
CUSR0000SAC 1 15 X
CUSR0000SAS 1 15 X
CPIULFSL 1 15 X
CUSR0000SA0L5 1 15 X
PCEPI 1 23 X X X
DDURRG3M086SBEA 1 23 X
DNDGRG3M086SBEA 1 23 X
DSERRG3M086SBEA 1 23 X
IPB51222S 1 16 X
UEMP15T26 1 4 X
AMDMUOx 1 23 X
BUSINVx 2 15 X
ISRATIOx 2 15 X
EXSZUSx 1 1 X
EXJPUSx 1 1 X
EXUSUKx 1 1 X X X
EXCAUSx 1 1 X
RETAILx 1 15 X
S.P.500 1 1 X X X
S.P..indust 1 1 X
S.P.div.yield 1 1 X
S.P.PE.ratio 1 1 X
COMPAPFFx 1 1 X
HWI 1 4 X X
Continued on next page
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Table 2 – continued from previous page
ID Month Day CCM-20 Koop-34 CCM-119
HWIURATIO 1 4 X
AMDMNOx 1 15 X
CLAIMSx 1 1 X
CONSPI 1 1 X X
CP3Mx 1 1 X
M2SL 1 15 X X
WPSFD49207 1 15 X X
WPSFD49502 1 15 X
WPSID61 1 15 X
WPSID62 1 15 X
CUSR0000SAD 1 15 X
CUSR0000SA0L2 1 15 X
OILPRICEx 1 15 X
CMRMTSPLx 2 29 X X X
C Prior and Posterior Distributions
C.1 Prior Distributions
Priors for the factor stochastic volatility model We use relatively loose priors for
the parameters in the factor stochastic volatility model. The prior for the means of the id-
iosyncratic volatilities is µ ∼ N(0, 10). To ensure that the volatility processes are stationary,
we let φ+1
2
∼ Beta(10, 3). The prior for the error variances of the volatility processes is
σ2 ∼ χ2(1), and a standard normal prior is used for the factor loadings, i.e. Λij ∼ N(0, 1).
Minnesota-style prior for the regression parameters We set the prior mean for all
regression parameters Π
(i,j)
l to zero. The prior variance is set according to√
V
(
Π
(i,j)
l
)
=
{
λ1
lλ3
, if i = j
λ1λ2
lλ3
si
sj
, otherwise.
(35)
The overall tightness is set to λ1 = 0.2 for CCM-20 and Koop-34, whereas CCM-119 uses
λ1 = 0.1. The cross-variable tightness and lag decay are set to λ2 = 0.5 and λ3 = 2 for all
three models.
C.2 Posterior Distributions
We use MCMC to sample from the posterior. The target distribution is
p(φ, µ, σ,Λf , f,Π, x,Ω|y), (36)
where φ, µ, σ are the mean, AR(1) and standard deviation parameters from the univariate
log-volatility regressions, Λf are the factor loadings, f are the factors, Π the VAR regression
parameters, x the latent data and Ω the latent volatilities. To sample from the posterior
distribution of the latent volatilities, we use the Kim et al. (1998) mixture representation,
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employing the 10-state mixture proposed by Omori et al. (2007). Doing so introduces the
mixture indicators s to the target posterior, thereby obtaining
p(φ, µ, σ,Λf , f,Π, x, s,Ω|y). (37)
In order to sample from the correct posterior, we sample the mixture indicators immedi-
ately before the latent volatilities Ω, as pointed out by Del Negro and Primiceri (2015). The
full MCMC procedure consists of the following steps:
p(φ, µ, σ|Ω) (38)
p(Λf |f, x,Ω) (39)
p(f |Λf , x,Ω) (40)
p(Π|Λf , f, x,Ω) (41)
p(x|Π,Λf , f,Ω, y) (42)
p(s|Π,Λf , f, x,Ω) (43)
p(Ω|s, x, φ, µ, σ) (44)
The steps relating to the factor stochastic volatility model are sampled using the deep inter-
weaving strategy developed by Kastner (2016). Our MCMC procedure is fully implemented
in C++ via Rcpp (Eddelbuettel and François, 2011), where we employ an implementation
of the factor stochastic volatility part that is adapted from the R package factorstochvol
(Kastner, 2019).
The regression parameters Π are sampled on an equation-by-equation (corresponding
to row-by-row) basis based on (8)–(9). Further speed improvements can be obtained by
exploiting the fact that the (conditionally normal) posterior has moments with a certain
structure. Let Di be a diagonal matrix with its diagonal elements being equal to the prior
variances of Π(i,·), i.e. the regression parameters in equation i. The conditional posterior is
Π(i,·)|X¨i, x¨i ∼ N(mi, Vi) as discussed in the main text, where
Vi = (X¨
′
iX¨i +D
−1
i )
−1 (45)
mi = ViX¨
′
ix¨i. (46)
We employ the algorithm by Bhattacharya et al. (2016) when np > T and use the procedure
presented by Rue (2001) when T < np. For completeness, the algorithms are outlined below.
Rue (2001) sampler
1. Compute V −1i = LL
′
2. Solve Lv = X¨ ′ix¨i and L
′µ = v
3. Sample z ∼ N(0, Inp+1)
4. Solve L′y = z
5. Set Π(i,·) = µ+ y
Bhattacharya et al. (2016) sampler
1. Sample u ∼ N(0, Di),
δ ∼ N(0, IT )
2. Set v = X¨u+ δ
3. Solve (X¨DiX¨
′ + IT )w = (x¨i − v)
4. Set Π(i,·) = u+DiX¨
′w.
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The Rue (2001) sampler exploits the structure of the posterior and uses forward and
backward substitution for triangular matrices in order to improve over a vanilla imple-
mentation where Vi and mi are computed explicitly. The complexity is O(n
3p3). The
Bhattacharya et al. (2016) sampler instead makes use of the fact that in many instances
np > T , so inversion of T × T matrices may be cheaper. As noted in the main text, the
complexity of the algorithm is O(T 2np).
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