I. INTRODUCTION
MAGE compression methods that employ pyramid encod-I ing, quadrature mirror filters, or so-called wavelet transforms (see [ 111 for a somewhat mathematical overview) have been successful in providing high rates of compression while maintaining good image quality. In this paper, we present a new mathematical theory for analyzing these wavelet-based compression methods. Our theory precisely relates a) the rate of decay in the error between the original image and the compressed image (measured in one of a family of so-called L p norms) as the size of the compressed image representation increases (i.e., as the amount of compression decreases) to b) the smoothness of the image in certain smoothness classes called Besov spaces. In particular, our theory bounds the error incurred by quantizing wavelet transform coeffi- cients. We introduce and analyze several algorithms based on piecewise-constant wavelet approximations; additionally, for these algorithms, our theory bounds the errors introduced by quantizing pixels and using fixed-point arithmetic. More generally, we suggest a unified mathematical framework that is useful in analyzing any transform coding method for image compression. We show that if images can be characterized by their membership in the smoothness classes we consider, then wavelet-based methods are near optimal within a general class of stable, transform-based, nonlinear methods of image compression. We argue that psychological data of the spatial-frequency-amplitude response of the human visual system, summarized by the Contrast Sensitivity Threshold curve, can help to choose an image quality metric from the class of L p metrics; in particular, we argue that the L' (mean-absolute) error metric is more appropriate for measuring the error of image compression than the L2 (mean-square) error metric. Finally, our analysis, which is based on models from nonlinear approximation theory and harmonic analysis rather than from probability theory, provides a direct and practical way to estimate the smoothness of images. In this introduction, we shall put our work into mathematical and practical perspective and give an overview of the remainder of the paper. By an image, we shall mean a digitized grey scale picture that consists of 2'" by 2'" pixels (typically, 7 I m I ll), each of which takes a value between 0 and 2" -1 (typically, n = 8). We shall denote the value of the pixel in row j , and the column j , of the image by p j , j : = ( j , , j z ) . Whereas transform coding is most often described solely in terms of the discrete pixel values p j , our analysis is based on interpreting the image as a function f defined on the unit square I : = [0, 11' . We view the image compression problem as on: of approximating f by a second (compressed) function f. The object of such a compression algorithm will be to represent certain classes of pictures with less information than was used to represent the original pictures. For a lossless algorithm, the original and compressed images will be the same, and the error between them will be zero. We shall generally consider algorithms that introduce differences between the original and compressed images in order to achieve higher compression levels.
While one could associate to each image a function f that is independent of the transform being applied, it seems more natural (and amenable to our analysis) to allow the representation to depend on the transform. For example, when we apply the Haar transform, or any transform whose terms can 0018-9448/92$03.00 0 1992 IEEE be interpreted as being constant on square subdomains of pixels, we shall associate to the image the function f ( x ) defined for x : = ( xl, x,) in I by j2 + 1 I X 2 < --. andj2
2" 2"
Thus, the discrete Haar transform of the pixel data yields the same coefficients as the continuous Haar transform of the continuous function f . We shall follow the same principle when analyzing other transform methods that are based on mathematical expansions of functions (such as the discrete cosine transform and wavelet transforms), and associate to each set of pixel values the function whose coefficients c j , k are the result of the discrete transform applied to the pixel data. (For the discrete cosine transform, for example, the functions 4j, are the products of cosines in x and y , and f is the trigonometric polynomial that satisfies f ( j / 2 ") = pi.) Therefore, a transform depends both on the choice of representation functions $ j , k and the method of determining the coefficients cj, k . If the functions 4j, k are redundant (or, equivalently, if they are linearly dependent), then there may be more than one way to calculate the coefficients cj, k , and so to represent the function f by an expansion of the form (1. I). However, a given compression algorithm begins by fixing such a representation, i.e., by calculating the coefficients in a fixed specific way. To repeat, the transform associates to the given pixel values a new sequence of numbers cj, that are interpreted, by (1. I), as the coefficients of the expansion of a function f , which we take to be the representation of the image. Given the transform, the algorithm then calculates quantized coefficients Fj, k , and the compressed function takes the form The method of quantizing coefficients involves applying a strategy, which we consider fixed, that depends on one or more parameters (number of coefficients, global picture quality, local picture quality, etc.), which are allowed to vary. We store or transmit a coded representation of the coefficients Fj, k , typically through some type of entropy coding.
Once we decide on an algorithm, we can apply it not only to representations of images but to any function f for which the continuous decomposition (1.1) can be calculated.
The description (1.2) is general enough to include discrete cosine transform coding, pyramid encoding, multiresolution schemes based on wavelets or box splines, etc. We shall concentrate on the latter methods in which the representation functions + j , typically have a characteristic frequency of 0 ( 2 k ) and are supported in a square of side length 0 ( 2 -k ) ; j = ( j l , j 2 ) will be a multiindex indicating the location of the support of @j, k . For many methods there is a single function 4 such that for all j and k , d j , k (~) : = q 5 ( 2 k~ -j ) = In providing a mathematical framework for image compression algorithms, one confronts the following fundamental questions.
W k ( x -j P k ) ) .
1) In what metric should the error be measured? 2) How should one measure the efficiency of algorithms? 3) For which pictures does an algorithm give good results? 4) Is there an optimal level of compression that cannot be exceeded within a given class of compression algorithms and pictures?
)
What are near-optimal algorithms?
One must decide how to measure the error between f and f. Some researchers have used the mean-square error usually without a priori justification. In practice, one desires a metric that parallels the human visual system, with the hope that image differences judged to be large by the human eye are mathematically large and image differences which, for whatever reason, are insignificant to the eye will have small size in the error metric. There are many possible choices of such a metric; we shall investigate (somewhat arbitrarily) the use of the L p ( I ) norms with 0 < p < 03 as error metrics.
These norms, defined by include as special cases the mean-square error and the meanabsolute error
J I
The parameter p gives added flexibility, in that the relative sizes of the component functions cj, k + j , with contrast cj, k and frequency 2 k , given by 11 cj, k4j, 11 L p ( I ) , can be changed by varying the parameter p . In other words, varying p allows us to change the relative importance of contrast and frequency in measuring the size of basic functions. We argue in Section IV-A that 1) within the scale of L p spaces, 2) with a compression scheme that keeps the low and middle frequency information, and 3) to be consistent with data from the contrast sensitivity threshold (CST) curve, the choice of p that best matches the properties of the human visual system is p = I. We give examples in Section V-B which show that attempting to minimize the error in L'( I ) leads to more pleasing pictures than in L2( I ) .
While we believe that the scaling given by the L ' ( I ) 4(2 k~ -j ) for some 4) is the correct one for high-frequency representation functions, the same scaling holds for spaces other than L'( I ) , such as the Sobolev space W -' / * , * ( Z ) and the Hardy space H ' ( I ) . Even though it may be true that for metric I l q 5 j j . k l ( L ' ( I ) = 4 ( ( 4 i . k + IIIL'(I) when 6 j , k ( X ) = a given family of representation functions $J, we have it is not true for arbitrary f that because the different norms of f are calculated by combining in different ways the norms of the representation functions making up f . The CST curve by itself does not address how the eye sees combinations of representation functions, so other experiments will be needed to provide this new information. will be used to measure the error between f and f , we address the question of how to measure the efficiency of a given algorithm. Recall that an algorithm depends on three things: the choice of representation functions $ , , k , the method of calculating the coefficients cj, k (which together we call the transform), and the quantization strategy. A given algorithm generates different compressed functions f" depending on the parameters of the quantization strategy.
We shall evaluate algorithms by comparing the error I( f -fll to the number of nonzero quantized coefficients Zj, k.
(In practice, one is more interested in the number of bits necessary to represent the quantized coefficients Z,, k. The two measures correlate well in practice; see Section V-B;)
Suppose that a compression algorithm produces a family { f } of compressed images corresponding to different parameters in the quantization strategy. We introduce for this algorithm the error function After deciding on a space X whose metric 11 * 11
In other words, aN measures the compression error that is achieved if the number of coefficients in the compressed function does not exceed N .
Given two algorithms with their respective errors ZN and GN, one would obviously say that the first is better than the second if for each function f . It is very unlikely that such a relationship would hold, since each reasonable algorithm is good for some pictures and not so good for others. A more meaningful comparison is to consider the class of functions f for which aN( f )x decays at a prescribed rate as N get large. For example, we shall call the a class of an algorithm, a > 0, the set of functions f that satisfy
as Ntendstoinfinity.
We say that one algorithm is better than another if its a class contains the other's for some range of a. One can describe, within this framework, optimal compression algorithms. provide specific algorithms for each set of functions q5j, that give the optimal rate of convergence. One should note that for a wide class of representation functions $, , k , the optimal selection of coefficients results in the same a classes. Nonetheless, there are various constants hidden in the big-0 notation that may determine whether one set of representation functions is better in practice than others. The equivalence (1.4) suggests that membership in Besov spaces B,"(L4(I)) is an appropriate way of classifying images, in that we can check the effectiveness of a given compression algorithm by seeing how it performs on functions in B,"(Lq(Z)). However, it is of practical interest to measure smoothness in the spaces B,"(L4(I)) only if common types of images are in these spaces. (For example, one can easily show that linear wavelet approximations to f converge in L 2 ( I ) at a rate O(N-*l2) if f is in a Sobolev space W*>*(Z), but no image with a jump discontinuity in intensity across a one-dimensional curve is in this space if a 1 1/2.) For approximations in L ' ( I ) , we show empirically in Section V-B that common head-and-shoulders and outdoor images are in B,"(L4(1)) for CY = 0.5. This can be interpreted in two ways: Our methods are of practical interest, and the previous successes of pyramid schemes can be explained by our analysis.
To say that a function f eB,"(L4(Z)> has enough smoothness to be appoximated to 0 ( N -* I 2 ) in L p ( I ) by functions of the form f , does not, in and of itself, explain how to find an algorithm to achieve this. The latter rests on two main issues: finding a suitable representation (1.1) (i.e., correctly calculating the coefficients for the given value of p ) and the method of quantizing the coefficients (which will also depend on p ) . We shall discuss these issues in a general setting of wavelet based transform methods in Section 11. In Section 111, we consider in more detail transform methods based on approximation by piecewise constant functions. This corresponds to decompositions (1.1) where the $ j , are Haar functions or are characteristic functions of cubes.
In Section 11, we briefly describe how wavelet decompositions obtained by multiresolution can be incorporated into compression algorithms. The issues we study in Section I1 include: different basis functions q5j, k , different methods of choosing the coefficients cj, k , hfw to choose the coefficients F j , k in the compressed image f of (1.2) if the compression error is to be measured in the L p ( I ) norm, and the relationship between the compression error and the smoothness of pictures. We present a general transform algorithm based on wavelet decompositions that has (in a certain mathematical sense) optimal compression. We also discuss a general way to measure the optimality of compression algorithms by using the mathematical concept of n-widths. In particular, we note that our methods _are optimal in a wider class of methods than those in which f is represented by (1.2). DeVore and Yu 1161 have shown that if 1) the smoothness of f is measured in a Besov space B,*( Lq( I ) ) with 1 / q = a /2 + 1 / p , and 2) f is derived from any approximation process that has a certain "continuous selection" property (roughly speaking, changing f a little changes the representation of f only a little) then
In other words, any approximation process satisfying the continuous selection property can achieve at most an approximation rate of O(N-*j2). So if one believes that the Besov space norm of an image completely characterizes the smoothness of that image, and if one is willing to limit algorithmic considerations to methods that satisfy the continuous selection property, the family of methods we describe has optimal order accuracy.
As an application of the theory in Section 11, we consider approximation by piecewise constants in Section 111. The construction of compression methods, in this case, is related to approximation by constants on cubes, which is discussed in Section 111-A. Among other things, we show that median operator is a good method of constant approximation for all L p , 0 < p I 00 while averaging is good only for p > 1. This helps us explain when Haar functions should be used in (1.1) (namely, for p > 1) and the theoretical advantages of clipping and median transforms in image compression. This will be important for our image applications when approximating in ~'(1).
In Section 111-B, we introduce the function spaces containing the images that can be approximated well by wavelet transform coding, and we relate previous results about equivalent norms of functions in B,*(Lq(Z)) based on the size of the coefficients cj, k in the representation (1.1). In Section 111-C we analyze the effects of pixel quantization (spatial averaging and rounding to discrete pixel values) in these function spaces. In Section 111-D, these results are used to derive a family of algorithms that give optimal compression in a certain mathematical sense. In particular, we derive error bounds for these algorithms that give a compressed function f" with no more than O ( J ) coefficients that satisfies whenever f E B,"( Lq( I ) ) . Because of (1.4), the order of this approximation is optimal within a large class of transform algorithms. Further in Section 111-D, we apply our theory to the example of progressive transmission, and show that one can achieve faster convergence for many images by using our techniques rather than using previously suggested ones [7] . In Section 111-E we give several specific examples of piecewise constant transforms that satisfy the theory of the previous section. In Section 111-F, we briefly mention high-order wavelet approximations that satisfy the theory of Sections I1 and 111.
In Section IV-A, we discuss our interpretation of the contrast sensitivity threshold curve that leads us to believe that within the scale of L p ( I ) spaces one should measure the error in L ' ( 1 ) for image compression. In Section IV-B, we show that because most images have spatial discontinuities in intensity, one can expect CY < 2 / p . Therefore, for p = 1 we can, a priori, expect at most second order smoothness for images. This section also discusses how to estimate empirically the smoothness of images; for the images we have tested in Section V-B one has 0.3 I CY I 0.6. Later, in Section IV-C, we interpret coefficient quantization levels in terms of approximation in L p ( I ) . For example, our analysis shows that if the interval between quantized coefficients doubles when the frequency doubles, then the approximation is effectively in L2( I ) ; if the quantization interval quadruples when the frequency doubles then the approximation is in Section V contains computational results. In Section V-A we describe the implementation of several compression algorithms that satisfy the assumptions of the theory in Section 111. In Section V-B, we contrast the results of algorithms that attempt to minimize the error in L 2 ( I ) and L ' ( I ) . norm. Finally, we report on the empirical relationship observed between the number of nonzero coefficients Cj3 in f (our theoretical measure of compression) and the number of bytes required to encode the representation of those coefficients.
The Appendix contains the proofs of theorems in Section 111.
L I ( I ) .

WAVELET DECOMPOSITIONS AND COMPRESSION
A . Wavelet Decompositions
We shall describe in this section a generic method for obtaining decompositions (1.1). Specifically, we give our own perspective of multiresolution analysis as introduced by Meyer [20] , Mallat [19] , and Daubechies [ll] in their construction of orthogonal wavelets. While the mathematical framework for image compression developed in the following sections is not limited to this case, it does form the primary examples of our theory. It will be convenient to begin by discussing infinite expansions (1. 
From (2.1), it follows that V k -l C Vk, k c Z .
We fix p and look for expansions (1.1) that hold for all 
for each f eLP(Wd). Indeed, for any g, E V,,
The right side of the last inequality tends to 0 with k -+ m because of the denseness of U V,.
We shall also assume that 11 Pk f 11 LP(Rd)
For example, in the case p = 2, it is easy to see that this follows if Pk is the L~ projection and n V , = { O } . Now P k f -P k -l f i s a n e l e m e n t o f V,and therefore can be expressed as a linear combination of the d,(2 -j ) , j E Zd. Therefore, we have
which is the analogue of (1.1). We next discuss how one obtains decompositions (1.1) to be used in conjunction with compression algorithms; the same idea applies to orthogonal wavelets. One chooses the dyadic level m corresponding to the picture size and finds a "representation" of the picture
One possible choice for the coefficients aj, m , but certainly not the only one, is to take = p j . However, some additional values of aj, are needed near the boundary of the picture (i.e., near the boundary of Z) corresponding to the functions 4,. with j2-" not in Z that nonetheless contribute to the picture. We do not discuss this issue further here but refer the interested reader to [12] , where the analogous question for surface compression is discussed. Once (2.5) is found, the representation ( I . 1) is simply
The coefficients in (2.6) can be computed recursively by using the refinement equation. For orthogonal wavelets, for example, one uses a fast wavelet transform that is analogous to the fast Haar transform. One never computes $ explicitly (although $ is easy to recover numerically) because all computations can be done in terms of the refinement coefficients ( a j ) . Namely, one creates filters for the various operations needed for the decomposition (2.2). One filter, L ,
of the basis $ j , k of VI; corresponding filters H and H* project an element f E I/, onto W and rewrite elements in W in terms of the $, ,
In this way, the description of wavelet transforms includes those for quadrature mirror filters when there are such underlying functions 4 and $ for these filters.
B. Compression
To compress the representation of a digitized image, we first choose a decomposition (1.1) with respect to some wavelet basis of a function f representing the image. We then choose new coefficients Ej, for the compressed approximation (1.2). We fix a value of p with 0 < p < 03 and measure compression error in the Lp(Z) metric. In [13], a method for choosing the coefficients Ej. was given that is optimal in a certain mathematical sense. We give a slightly more general version of their algorithm that is more useful for image compression. To describe the sense in which the above algorithm is optimal, we introduce the Besov smoothness spaces, which are described in more detail in Section 11143. The Besov space Bz( L4( I ) ) is a collection of functions with a common smoothness in L 4 ( I ) . For the time being, it is enough to think of this space as functions with CY derivatives in L4(Z);
Algorithm I (Generalized Transform
we emphasize, however, that CY > 0 is not necessarily an integer and that q may be less than one, so a function f in B,"( Lq( I)) may not have any true derivatives, even in the distributional sense.
For a fixed value of CY, there is one particular value of q that is important for compression in Lp(Z); it is given by q-l = CY/^ + p -l , where the "2" arises because we are dealing with compression in two dimensions. We quote the following results from [13] , which are valid under some restrictions (described at the end of this section) on the wavelet 4, the value of p , and the decomposition (1.1).
(Even though the algorithm presented here is slightly more general than that in [ 131, the proof presented there applies without any alteration whatsoever to the following theorem.) Theorem I (Error Bounds): For 0 < CY, there exist constants C , and C, such that for all f E B,"(L4(Z)) with l l q = CY/^ + I / p , for all N = I , 2;-., and for E : = N-' I 4 , Algorithm 1 gives a function f with the following properties.
1) The number, .A , of nonzero coefficients E,, satisfies
2) The error f -f" satisfies and Thus, this theorem says that functions in B,"(Lq(Z)) can be approximated by Algorithm 1 with an Lp(Z) error not exceeding CN-*l2 with the approximating function f" having at most N coefficients. The error estimate of this theorem can be improved slightly in the sense that functions in the space B,"( L4( I ) ) can be characterized by their approximation error in Algorithm 1 (see
is defined by (1.3) for Algorithm 1 , then we have m 1 (2. IO) Thus, functions in B,"( L4( I ) ) have a little better approximation by Algorithm 1 than the heretofore mentioned O ( N -" 1 2 )
because of the convergence of the series in (2.10). This is the precise statement of (1.4). In particular, from (2.10) one can derive an equivalent norm for B,"( L4( I ) ) : We have mentioned that the above results hold under certain conditions on 4. For the error estimates (2.8), (2.9), one needs in addition to the usual properties of the function 4 and the projectors P k , that the space V contains all polynomials of total degree < a. This latter condition can be restated in terms of the Fourier transform of 4: 4(w) should have a zero of multiplicity > a at 2 k a , k # 0 (see [5] ).
The projectors Pk are chosen to be bounded on L p ( Z ) and Lq( I ) . These projectors then lead to the decomposition (1.1). For the characterization results (2.11) one needs additional properties of 4, the most important of which is that 6 should have slightly more smoothness than membership in B,"(L4(I)) (see [13] for details). With this, (2.11) holds for a 1 1 0 < p < W .
In the case of orthogonal wavelets, (2.9) is valid for all 1 < p < 00 (it fails for p I 1 for the reasons mentioned earlier) provided again that V contains all polynomials of degree < a.
There is another way to measure the optimality of approximation processes, based on the mathematical concept of n-widths, that we feel may have useful application in further work on compression. Let A,, be an n-dimensional (nonlinear) manifold of functions from L p ( I ) . This means that each function M E A n is determined,by n real parameters, which we denote by a : = (a,; * * , a,). We 
The functions in K that are approximated most poorly by our selection procedure into M determine this error.
The n-width of K is defined by
In other words, the n-width measures the maximum error of the best manifolds for the approximation of the elements of K .
We take for K the unit ball of B,"(L4(Z)), i.e., the collection of all functions in B,"(L4( I ) ) with 11 f 11 B ; ( L q ( l ) ) 5
1. The n-width of K (in the univariate case d = 1) was determined in 1161. An argument similar to that give in [16] would show that
with C,, C , absolute constants.
We can view a compression algorithm based on a wavelet decomposition ( 1 . 1 ) as a method of approximation from the nonlinear manifold consisting of all functions S = xJ,kEAaJ,k4(2k . -j ) , where A is a set of at most n indicies j , k. This is a manifold of dimension 3n with the parameters j , k and the coefficients aJ, k. According to Theorem 1 , we can approximate the elements of K by using Algorithm 1 and achieve the optimal error of (2.12). Although the selection of indicies and coefficients given in this algorithm does not have the continuous selection property (it is probable that Algorithm 1 can be recast as a continuous selection by considering continuous parameterizations), (2.12) shows that no compression algorithm based on a continuous selection from a nonlinear manifold can give a better approximation order for all the functions in B,"(Lq(Z)) than that provided by Algorithm 1.
MATHEMATICS OF WAVELET APPROXIMATIONS
In this section, we discuss the simplest application of the mathematical theory of the previous section to image compression, namely wavelet transform coding methods based on piecewise constants. In particular, we shall consider the wavelet decompositions of the previous section for the case when V is the space of all piecewise constants on dyadic cubes of sidelength one with vertices at the integers. In this case, the mother wavelet 4 = xI, I : = [0, 112, and the Daubechies orthogonal wavelet is $ : = x,,,, -x,,,~, ,), which gives the two-dimensional Haar functions.
If we fix a value of p and measure the error of compression in the L p metric, then we should begin with a decomposition (2.2) that is valid for all fe L p . Therefore, the projector P used in this decomposition should at a minimum be bounded on L p . Moreover, the construction [13] of optimal algorithms for a given value of a requires that P produce a piecewise constant approximation to f in the metric ~q , q -l = a /2 + p -I , with special approximation properties. This leads us to discuss in Section 111-A when constant functions are "best" or "near best" approximations in Lq( I ) .
We have already pointed out the importance of Besov spaces in our mathematical framework for compression. In Section III-B, we give the definition of these spaces and consider some of their properties important for compression. In Section 111-D, we recount Algorithm 1 for the special case of piecewise constant approximation. AS an example, we! study a version of the progressive transmission of coefficients that satisfies the hypotheses of our algorithm. In Section III-E, we discuss in detail the effect of choosing different projectors and different basis functions for the wavelet decompositions.
Finally, in Section 111-F, we discuss high-order generalizations of the piecewise constant approximations analyzed in the previous sections.
The proofs of the several theorems in this section are given in the Appendix.
A. Near-Best Approximations
For the unit square interval I : = [0, 112 c R 2 , any expo-
For example, Q2 f is the average of f over I ,
and Q1 f is a median of f on Z, where a median is defined to be any number m for which
For other values of p a best L p ( Z ) approximation is not always easy to find, so we consider instead near-best constant approximations Pp f that satisfy, for some constant C ,
Of course, if f is not constant on I , then the right side of (3.1) is nonzero, and any approximation Pp f is near-best for some constant C . However, we shall consider families of near-best approximations for which the constant C is fixed in advance.
We note that if P p f is near-best in L p ( I ) , then it is near-best in any Lq(Z), with q > p ; cf. [15] . Furthermore, the following theorem shows that Ql is near-best, not only for q 2 1, but for all q. 
An examination of the proof shows that the theorem is true for order parameters other than the median, such as the first and third quartiles of f . 
For bilevel images (halftones, for example), where black is represented by 0 and white is represented by 1, the median of f is particularly easy to evaluate -it is just the most common pixel value in Z. Note that the average Q2 f is not a near-best approximation if q < 1: If we let f : = X~~,~-~, Z , j > 1, then Q2 f = 2-2J on I and II f -Q 2 f II Lq(1) 2 2-2J, whereas as j * W . However, if we round Q2 f to the nearest of the values 0 or 1 then for bilevel images we end up with the median, which is a good approximation for any L q ( I ) , 0 < q < m . This fact can be generalized in Theorem 3.
Theorem 3: Assume that N > 0 and mutually disjoint (measurable) sets Zj C Z are given for j = 0, a , N such
i.e., f _takes only finitely many integer values on Z. If we define Q2 f to be Q2 f rounded to the nearest integer, then for each 0 < q < 1, there exists a constant CN, such that
The previous theorem has the interesting consequence that although the Haar transform using exact arithmetic does not result in optimal order approximation in L'(Z) of functions in B,*(Lq(Z)), l / q = 1 + a / 2 , that take on finitely many integer values, the Haar transform using rounded integer arithmetic does result in optimal order approximations in L1(Z); see Section 111-E.
We show by the following argument that the set of near-best approximations is convex if we are willing to change the parameter C. Assume that f j , i = 1, 2, are near-best L q ( I ) approximations with constant Ci, respectively. Then for any a E (0, 1) and q < 1,
Therefore, we can take the new constant C : = (a*Cp + For example, if we let f l and f 3 be the first and third quartiles, respectively, of f on I , then
which is a convex combination of f , and f , , is a near-best Lq(Z) approximation to f for any q with a constant C that depends only on q . We shall use this approximation in some of our later examples.
These results are extended in an obvious way for square intervals I in R2 that are not the unit interval.
B. Equivalent Norms for Besov Spaces
In this section, we recount results of [15] that give equivalent norms for Besov spaces. These results will be used in Section 111-D to bound the error in certain transform methods of coding.
We are interested in functions f in Besov spaces Note that when q = 00, we require ur( f , f ) P to decay at least as fast as O ( t a ) as t + 0, whereas when q < 00, we require U,( f , f ) P to decay at a slightly faster rate. When q or p are less than one, I( 1) B,",r(Lp(I)) does not satisfy the triangle inequality, so it is not, strictly speaking, a "norm," but only a quasi-norm, for which there exists a constant C such that for all f , g E B,"' ' ( L p ( I ) ) ,
. r ( L p ( I ) ) c( 11 f 11 B,*.'(Lp(Z)) + 11 g 11 B,".'(Lp(I))) ' The spaces. B,". '( L p( I ) ) and B;. "( L p ( I ) ) are related in the following way. First note that because of (3.2), 
We remark that this embedding is not compact, in contrast to the embedding of the Sobolev space W c y . 2 ( I ) ,
DeVore and Popov have given equivalent norms for B;, '( L4( I ) ) in terms of certain sequence spaces. For the rest of this section we shall recount this theory for r = 1 ; there is a similar theory, which we discuss in Section 111-F, for any r > 0. Here we have used the fact that we can rewrite is equivalent to the sequence quasi-norm when Q < 2 / p ; that is, there exist positive constants C , and C, such that for all f E B;* I ( L9( I ) )
Furthermore, in every case where f is written as a sum (3.7) (even if the coefficients cJ, are not calculated as the difference of near-best approximations (3.6)) the quasi-norm
(1 f I( B4u I (~< J (~) ) is bounded by a constant multiple of (3.8).
C. Pixel Quantization
In this section, we show that an image f formed by pixel quantization of an intensity field F inherits the smoothness of F in the Besov spaces B," ( L 9 ( I ) It is shown in Section IV-B that if f is not constant then it is not in B,*( Lq( I ) ) for a 2 2 / p , so the lemma is in some sense sharp. Also, this shows that any image is in B,".'(L9(Z)), with a bound for its norm that increases exponentially in m and a.
We can use the previous lemma to prove the following theorem, which compares the Bg"? I ( Lq( I ) ) norm of f to the same norm of F.
Theorem 5: Assume that p > 0, 0 < a < 2 / p , and l / q = a / 2 + l / p . Then a) if 1 < p < 03 and F is the L 2 ( I ) projection (i.e., the average of the intensity), or b) if 0 < p < 00 and P is a near-best projection operator in LQ( I ) , there exists a C such that for all F ,
Thus, the norm of the image f is bounded by a constant times the norm of the original intensity distribution F plus a small amount caused by rounding the pixels to the values i2-". Thus, our estimates in Section V of the Besov space norm of our test images do not grossly underestimate the smoothness of these images. See Section IV-B for further discussion of how we estimate the smoothness of images. Theorem 5 also indicates how the number of grey-scale levels should increase as one increases the spatial resolution of a digital imaging device in order to keep 1) f ) ) B g u ,~( L 4 ( I ) ) bounded when F is in B,".' (L4(I) ). Roughly spealung, we would require n 2 am + C. In Section V, we estimate the global smoothness of our images to range from 0.3 to 0.6, while n = 8 and m = 9.
D. The Generalized Wavelet Transform Coding Algorithm with Piecewise Constant Approximations
In this section, we present the piecewise constant version of the generalized wavelet transform coding Algorithm 1 for image compression. We then present an error analysis that is based on the theory of Sections 111-A and 111-B. Finally, this analysis is applied to the example of progressive transmission of coefficients.
Given our previous mathematical framework, the algorithm and error bounds are easy to state. We shall assume that f is in the space B:. I ( L4( I ) ) , CY > 0 (which is equivalent to the Besov space B,"( Ly( I ) ) when 0 < CY < l), 0 < q < 00, and 4-l = p-l + a / 2 with 0 < p < W . This corresponds to approximating in L p( I ) pictures with smoothness in B,". '(L4(Z) f:= 2) The error f -f satisfies Example (Progressive Transmission): The important point about the above theorem is that the method of choosing approximate coefficients Fj, affects most strongly the amount of smoothness required in an image to achieve a rate of convergence of A-"'*. The following example, which uses a strategy of progressive transmission, should illustrate this point.
IIf -~I ( L P ( I )
We begin with a wavelet decomposition (3.7) of a function f representing our image. (Either orthogonal wavelets or the specific method using piecewise constant approximations given above will suffice.) Progressive transmission, as put forth, e.g., in [ 7 ] , is a strategy of successively sending coefficients cj, of f to a receiver, who progressively reconstructs the picture and who may decide when enough detail has been achieved and the transmission can stop.
We consider two orders in which to transmit the coefficients. First, as has been suggested several times, one can simply send the coefficients at the coarsest level first, in some fixed lexicographical order, and when the store of coefficients at one level is exhausted, one moves on to the next finer level (or greater k ) . If we denote by f the picture reconstructed using A' coefficients sent by this strategy, then it is not difficult to show that for any 1 < p < 00, IIf -f I l L P ( I ) ' Cc'1'"'211f I / B ; ( L P ( / ) ) ? (3.15) and this bound is essentially sharp (i.e., no numbers /3 < CY or q < p can be substituted in the norm of f on the right side of (3.15) ). The inequality (3.15) can be interpreted as saying that in order for the error in the reconstructed image, as measured in L p ( Z ) , to decay at a rate O(h+"/'), one requires, roughly speaking, CY derivatives in L p ( I ) .
In contrast, we propose a different ordering that satisfies It is not difficult to show that this choice of F j , k satisfies (3.11) and implicitly defines N . When, as usual, we denote by f the reconstructed image using this order in which to send coefficients, we have
IIf -f I l L ' ' ( I ) C.,1/La'211f
I / B a ( L q ( 1 ) ) r where now q = l / ( a / 2 + l / p ) = p / ( l + cup/2). To achieve an approximation order of in Lp(Z) one now needs only CY derivatives in L4(Z), and q is now less than p . This can be interpreted in two ways. First, more functions f can be approximated to order A-"'2 by the second method, which requires f to have CY derivatives in L4(Z), than the first, which requires f to have CY derivatives in L p ( Z ) . Second, if an image has at most /3 derivatives in L4(Z) and CY derivatives in L p ( I ) , then, because q < p , we have p 2 a , and any difference between /3 and CY is strictly reflected in the rate of decay in the error in the reconstructed images. Asymptotically, our ordering is better.
We conducted an experiment to test our theory at moderate compression levels. Our experimental setup is as follows. We write the image f in terms of a pure Haar transform; see Section 111-E. Since our images have 8 bits per pixel, the highest-frequency coefficients can be represented using at most 10 bits, the next highest frequency coefficients in 12 bits, etc. For the lexicographical ordering, we start transmitting coefficients at the coarsest level, counting the number of bits that are needed to send each coefficient without any entropy coding. Therefore, it takes 26 bits to send each of the first four coefficients, 24 bits to send each of the next 12, etc.
In order to construct the approximate pictures according to the new ordering, we first sorted the set { 11 cJ, k $ j , 11 L~( I ) ) in decreasing order, and transmitted the coefficients in this order. For each coefficient, we transmitted an extra 18-bit number that indicated the location (and, incidentally, the number of bits in the coefficient), and then the value of the coefficient itself. Given a picture transmitted using the old ordering in B bits, we transmitted just enough coefficients in the new ordering to transmit at least B bits.
The results for the L2 norm are indicated in Table I . For the same number of bits we achieve a smaller L 2 ( Z ) error (measured in grey scales), and, more importantly, our pictures look better, as the examples given in Fig. 1 shows.
E. Examples of Methods for Grey Scale and Bilevel Images
We shall next analyze some methods for image compression in the framework of the mathematical analysis of the previous sections. For computational reasons we shall examine also the Haar transform of the representation for f . We let
The four basis functions for the local Haar representation of functions are Since each of the four functions +(') play a similar role, we shall often omit the superscript where no confusion will result. 
$ ( y X , Y ) := @ ( X ) * ( Y ) , $'3'(x, y ) : = * ( x ) * ( y ) , $ ( 2 ) ( x , U ) : = * ( X ) @ ( U ) , $ ' 4 ' ( x , y )
: = @ ( x ) @ ( y ) .
.'(Lq(I)) 7 (3.19) where JV is the number of nonzero coefficients Ej, k . (The fact that we used the representation (3.18) does not change the theorem.) In fact, DeVore, Jawerth, and Popov [13] show that for any 1 < p < 03, (3.19) is true for the Haar system, or any system of orthogonal wavelets. In their estimates, C, tends to infinity as p tends to 1, and in fact (3.19) does not hold for p = 1, as the following example shows.
We let f be the characteristic function of the interval [0, 2 -J ] 2 . It is easy to show from the definition that f E B,".'(Lq(I)), q-' = 1 + a / 2 , for any a < 2, and from the equivalence of 11 f (1 B, ( and 1) f 11 r/l, we can take so we see from (3.16) that the coefficients CFL are no longer zero but take values between -3 and 3. Again, if we ignore the superscripts we can write for any f associated to an image. Now the representation functions {lc;c,'i, Ic;c' i, Gfi, $j:k} are no longer linearly independent, and there are 4/3 times as many coefficients cj, as there are pixels p j . However, the extra coefficients all have I cj, 1 I 3, so they add little to the number of bytes needed to represent a picture, and indeed, if the quantization interval is greater than 8, then the extra quantized coefficients are all zero. At any rate, the exact Haar transform generates 10; bits per pixel, whereas our redundant, modified Haar transform using the projector 6, generates 11 bits per pixel.
By Theorem 3, our new functions Sk are now locally near-best approximations in L 4 ( I ) for any q < 1 with a near-best bound that depends on q and 2". Thus, by our theory, the new decomposition does satisfy for any 0 < p <
03.
l a 1
It is interesting to note that the Haar transformation defined using real arithmetic does not generate near-optimal approximations in L'( I ) to functions in B;, I ( L4( I ) ) , whereas the Haar transform as it is more likely to be implemented, with rounded integer arithmetic, does generate near-optimal approximations.
We comment here about one final stability consideration for the projections G2 f : How many bits accuracy must one maintain so that a, f is a near-best approximation in L 4 ( I ) for 0 < q < l? Theorem 3 assumes that the intermediate averages are calculated perfectly, which for an image will require that two bits of accuracy must be added for each level k , k = 1; * a , m. In the following theorem, we give an upper bound on the number of bits that are needed to the right of the binary point to maintain stability. We shall work under the following assumptions. Let K denote the number of bits to the right of the binary point. We assume that the pixel values p j ,
are integers between 0 and 2 " -1, inclusive. We set aj, = pj for j E Z i , and for k = m;.., 1, we calculate
Here the summation and multiplication are assumed to be computed exactly, and round, is the operator that takes any real number x and rounds it to have K bits to the right of the binary point, i.e., round,(x) = r o u n d ( 2 ,~) / 2~ (It does not matter whether round( 1 /2) = 0 or round( 1 /2) = 1 .) We then set dj, : = round(aj, k) for all j , k . are rounded at each step to 5 bits to the right of the binary point, then K = 5 and Q2 f is a near-best approximation if m I 18, which is sufficient for any purpose. If the pixel data takes values between 0 and 255 then the numbers a j , k can be calculated to this accuracy using 16 bit, signed, integer arithmetic. If one assumes 4 bits to the right of the binary point, then one requires m 5 10, and 10 bit pixel data can be processed using 16 bit, unsigned, integer arithmetic.
Example 2: Clipped average transform for grey scale images. The integer Haar transform of the previous section achieves near-optimal approximation, but the constant C,,, depends on the number of grey scale levels 2". If we want a transform that achieves near-optimal approximation to functions in B;. '( L4( I ) ) where the constant does not depend on the number of grey scales, we could approximate f on each interval I j , k by taking For example, if the uj,
where @, f j , k is the rounded average of f on Ij, and fi and fj are the first and third quartiles, respectively, of f on Ij, k. By Section 111-A, Sk : = CjGrZ: dj, k4j, is a locally near-best approximation to f in L4( I ) for any 0 < q < 03, and the constant depends only on q and not on the number of possible grey scales. (Actually, we can make an arbitrarily large error in calculating IQ, fj, because our final approximation is always between the two near-best approximations A: and f : k . ) Note that when k = m or when k = m -1, dj, = a2 f j , k , because the average of four numbers is always between the largest and smallest of these numbers. In addition, if f is nearly affine (linear) on Ij, with a nonzero gradient, then the average of f will most likely be between the first and third quartiles. Whenever dj, k-, = Q2 f j , k-, , the coefficient c z i will still be between -3 and 3. If, however, the average is outside the interval defined by the quartiles, c y i could be quite_large, increasing the number of bits necessary to represent f . In this instance we have again introduced more redundancy, but have achieved a transform that is more stable in L p ( I ) for p I 1. For the images we use in Section V, there are very few times when Q2 f j , k # d j , k , and these occurrences have very little effect either on the error or the compressed image.
Note that in Example 1 we could calculate the transform in O(2'") time, where there are 2," pixels. However, to calculate the first and third quartiles f;, and f:! on all dyadic intervals Zj, k , one might simply sort the entire array of pixels using mergesort, which takes O(m2'") time. Alternately, we could exploit the fact that there are only 2" different grey scale values to calculate the quartiles in 0(2"2,") time. (In fact, when an interval contains more than 2" pixels, it is faster simply to compute a table which contains, for each possible grey scale value, the number of pixels that take on that value.) To make a fair comparison of the different techniques one would need to know explicitly the constants hidden in the various big-0 estimates. Bilevel images that are in B,"(L4(I)) = B:3,(L4(I)) for 1 I Q! < 2 can be approximated to order ( K a l 2 ) with O( A') piecewise linear pieces. (Approximation by piecewise linear functions is discussed in the next section.) What is interesting, however, is that they can be approximated to the same order by piecewise constants, because any bilevel image in B t X 2 ( L 4 ( I ) ) is also in B,".l(L4(I)) by Theorem 4. This means that should be close, so (3.16) may be of some benefit. in the order do,,, { d;, for 0 < a < 2 if f is a characteristic function. This transform, which substitutes for 2 2 m bits representing pixels p, four-thirds as many bits representing coefficients dj, k , will not succeed in compressing the image unless the entropy of the coefficients is less than the entropy of the original. Such a condition is equivalent, heuristically, to there being spatial correlations among the pixels in f that are
F. Methods with a > I
Wavelet approximation methods following the framework of Section I1 that use piecewise polynomials of degree < r can be defined for all r > a > 0. The definitions and algorithms are slightly more complicated than the piecewise constant approximations. A summary of the methods and results for r = 2 (piecewise linear approximations) are collected in this section. This is not much of a practical restriction, because it is easily shown that images that have a discontinuity in intensity across a line must have a < 2 for approximation in L p ( I ) , p 2 1; see Section IV-B.
We start with a linear hat function, which is a special case of so-called box splines introduced by de Boor and One must now choose locally near-best, level k approximations to f , This can be done by finding locally near-best, discontinuous, piecewise linear approximations in L4( I,, k ) (again Q1 will do the job for all q ; see [6]), and then using quasi-interpolants (see [4] ) to project the disco_ntinuous approximations onto the space spanned by 4,, k , j E 52;. One again calculates c,,
and chooses Ej, as in Algorithm 1. By the results in Section 11, Theorem 1 still holds, now for 0 < a < 2 and 0 < p < Similar wavelet decompositions can be based on the Daubechies wavelets of high order, D4, for example.
In a similar way, Algorithm 2 and Theorem 6 can be extended to any finite a by considering approximation by piecewise polynomials of higher and higher degree. As a practical matter, we can prove that a < 2 for any image with intensity discontinuous across a curve, and we don't believe that approximations of order higher than linear are warranted globally.
03.
IV. APPLICATIONS TO IMAGE COMPRESSION
A. Images should be Approximated in L'
One of the first issues to be decided when applying the previous mathematical framework to image compression is, "In which space L P ( I ) should one approximate an image f?" In other fields, such as computer-aided design, the answer is often simple: If one wishes to compress the representation of a function f that defines a segment of the surface removed by the transformation. of a mechanical part, then one must maintain accuracy in L"(1)-for two parts to fit together, they must be machined to a given maximum tolerance. For image compression the answer is not so obvious, and depends on the sensitivity of the human observer to details at different frequencies and contrasts. One aspect of this relationship is summarized by the contrast sensitivity threshold (CST) curve, which can be describe as follows. Using the notation of the previous section, it is clear that the difference S k -p -1 = CJEu2cJ, k 4 J , k represents the detail present at a feature size of 2-', or equivalently, at a frequency of 2'. (For simplicity we assume that the representation functions satisfy r #~~, k( x ) = 4 ( 2 k~ -j ) for some 4.) Consider an image grey + c sin (2 k~) of an oscillating high-frequency pattern on a grey background in x -y space with the contrast c adjusted so that the pattern is just visible to a human observer. Let us now increase the frequency and consider the pattern grey + c sin ( 2 k + 1~) .
Because the first pattern was just barely visible, the second pattern will not be distinguishable from grey, and we must increase the contrast to a value P : = P(k, grey) before the second pattern becomes visible. If our approximation-theory model of an efficient compression algorithm is applied to the eye, then we can say that for all i and j , 11 '41, k 11 eye = 11 ' @ J , k + I 11 eye.
In other words, to the eye, the inclusion of ~q 5 , ,~ in an approximate image is equally noticeable as the inclusion of 2 $ J , k + l (when both are at the threshold of what can be distinguished by people). As indicated, the new contrast level 2 depends on the background level of grey, and also on the frequency. Now, if we wish to choose a value of p such that measuring the error in L p ( I) would be the same as the error the eye "sees," the following relationship should hold:
The function F(k, grey) is called the CST curve; see, for example, [18]. Fig. 2 presents one representation of the data in the CST curve. In this pattern, the frequency of oscillation increases exponentially from left to right and the contrast decreases exponentially (at the same rate) from bottom to top. What concerns us here is the slope of the (purely vision-system-generated) curve between the oscillatory pattern in the lower middle and right of the figure and the grey region in the upper right comer, which has low contrast and high frequency. We are interested in the question of how much we must increase P from c when we double the frequency, and for which value of p does (4.1) hold? Well beyond the middle frequency ranges where contrast sensitivity is highest (this property defines "middle frequency," of course!), the curve has slope about -2 ; definitely the slope is steeper than -1. A slope of -2 is consistent with most renderings of this curve. This means that if the frequency is doubled, one must quadruple the contrast to still see the oscillations. The only value of p for which (4.1) holds under these assumptions on c and F is p = 1, because I( 6 k (1 L t ( I ) = 4 11 4 k + 11 L~( I ) .
Thus we conclude that the high-frequency sensitivity of the human visual system is consistent with our The choice of the space L p ( I ) has implications in other areas also. To get O( approximation in Lp( I ) with O( Jv ) nonzero coefficients, one needs a "derivatives" in Lq( I ) with q = 1 /(a / 2 + 1 / a ) . Increasing p (from one to two, say) increases q , which implies that one needs more smoothness in the image for good approximation. In addition, if one uses orthogonal wavelets as basis elements c $~, k , then one may be tempted to choose the best L 2 ( I ) approximation to f. However, if the L2 and L1 approximations with identical levels of data compression are put side by side, it is quickly clear that the features that are saved by the L2 approximation but are left out by the L1 approximation are far less noticed by the human eye than the features left out by L2 and included by L'. To put it briefly, the L'(I) approximation looks better than the L 2 ( I ) approximation. Such comparisons are made in the section on the computational results.
B. Images have Little Smoothness in B,"(Lq(I))
To apply the mathematical framework previously introduced, one characterizes the smoothness of images by their inclusion in Besov spaces B,"( Lq( I ) ) . We now give a priori bounds on the smoothness of any image with spatial discontinuities in intensity (that is, almost any image), and in the section on computation we calculate some a posteriori estimates of the smoothness of certain images. The experimental estimates, which are lower than the theoretical upper bounds, indicate that globally, piecewise constant approximations give as good a rate of approximation as piecewise polynomial approximations of higher degree. In this section, we assume a certain familiarity with the definitions and results of Section 111-B. The second integral is always finite, whereas the first integral is finite only for a < l / q .
To relate this now to approximation in L p ( I ) , we recall that l a 1 9 2 P + -9
_ -_ -so that f is in B,"(L4(I)) subject to (4.2), if and only if l a 1 a < -= -+ -9 2 P or 2 a < -.
P
That is, if we wish to approximate f in L'(I), then f E B,"(Lq(I)), l / g = a / 2 + 1, at most for a = 2, and we can achieve a rate of approximation by wavelets of any smoothness of at most O ( N -' ) , where Jv is the number of nonzero coefficients in the wavelet approximation. Similarly, if we wish to approximate f in L 2 ( I ) , then a < 1, and we can achieve a rate of approximation by wavelets of at most O( JvWe can use these estimates and the results of Section 111-C on pixel quantization to estimate empirically the smoothness of the intensity field F underlying the image f constructed from the quantized pixels pj, m. Let us assume, for example, that F is in Bf (L'(1) ) for some /3 > 1, with 1 /~ = /3/2 + l / p . Then F e B , * ( L 4 ( I ) ) , l / q = a / 2 + l / p , for every a < 1, since B f ( L 7 ( I ) ) is embedded in B,*(L4(I)) when /3 > a. Thus, Theorem 5 implies that the image f contructed from F by pixel quantization will be in B,*( L4( I ) ) C2""2-". Thus, the image f is at least as smooth as the underlying intensity function F in B,* ( L4( I ) ) . Now, it was shown in Section I11 that f is in B,*(L4 ( I In Section V, we have carried out this computation for four test images. In each case, we have observed convergence rates ranging from O( J V O 3, to O ( 1 -O 15) , which strongly suggests that the smoothness of the images ranges from 0.3 to 0.6. We find that these estimates of a correlate well with our subjective estimate of how smooth each image is. We have carried out these tests on other images, including a library of fingerprints and some satellite images; in all cases the smoothness of the images was between 0.3 and 0.6.
For large values of A', the fact that f is, in fact, piecewise constant will cause the error to decay very rapidly, so one is interested in the decay rate for relatively small values of Jv, or equivalently, at relatively high compression rates. Alternately, one could estimate the Besov space norm 11 f 11 B," l ( L q ( I ) ) from the sequence norm as in Section 111-B; we do not do this.
C. How to Choose Quantization Levels
To transmit images along a communications channel, one sends integer codes that represent the quantized coefficients of the transformed image. Here we discuss how to choose quantization levels based on the criterion introduced by the generalized transform coding algorithm of Section III-D.
rounded average of the pixels in an interval, the rounded average clipped to the quartile values of the pixels in an interval, Or the median of the pixels in an interval. Three of the algorithms Will use the Haar rewrite rule (3.16), while three Will not. We shall report On their performance in L'( I ) and L 2 ( I ) , and we shall estimate the smoothness of our test images based on the rate of approximation that we achieve. Specifically, for N > 0, and a given representation A. Implementing Algorithm 2 f = ' j , k 6 j , k ,
k>O, j&i
Here we briefly outline implementations of Algorithm 2 one chooses quantized coefficients Fj, such that or described in Section 111-E. The theoretical aspects of the algorithms are discussed at some length in Section 111-E, so we limit our discussion here to implementation questions. The images to which we applied the algorithms generally had 512 X 512 pixels with 256 grey scales, so, to be specific, we describe our implementations for this case.
We consider pixels to take integer values between 0 and 2 5 5 . We first describe how we calculated (approximate) averages needed for the first two projections (rounded averages and rounded averages clipped to quartiles). For each square interval Ij, with sidelength 2 9 p k pixels, k = (4.5) 9 ; -a , 0, and lower-left corner pixel indexed by 2 9 p k j : = 2 9 -k ( j , , j , ) , we calculate the (approximate) average value of the function f on Ij, k : for all j , uj,9 = p j , and for k = 9 , * e , 1 and j , / 1 to represent Zj, k , which is recovered by 2 ' + 2 k l p where round, rounds real numbers to the closest number of the form K T 5 . In effect, the averages are computed in fixed-point arithmetic with 5 bits to the right of the binary point. Because the data are represented using 8 bits, all the intermediate calculations can be carried out using 16 bit, signed, integer arithmetic.
For Example 1 of Section 111-E, we set the coefficients dj, k = round(aj, k ) , which, like the pixels themselves, take integer values between 0 and 2 5 5 . By Theorem 7, we have kept enough binary digits in our computation so that these rounded averages are near-best approximations to f on each interval Ij, k . For each j E Z i -k = 9 , * . , 1, we then set The set {codej,,} is then compressed using some type of and entropy coding. 
V. COMPUTATIONAL RESULTS
In this section, we discuss both the implementation (Section V-A) and results (Section V-B) of our generalized wavelet compression Algorithm 2 using piecewise Constant approximations. We shall examine six algorithms discussed in Sec- For the second and third algorithms, we sort the pixels in each interval Ij, into increasing order Pi, 0 5 i < 22(9-k).
For the second algorithm, the first and third quartiles are taken to be j. and j i , respectively, where i, = $22(9-k) -1 and i, = i22(9-k). 6or each j and k , dj, is calculates as m a x ( j i , , m i n ( j i 3 , round(aj,,))). In this case, we have -256 < d>, < 256 and -256 < d ; 2 j 1 , 2 j 2 ) , k + d ; 2 j , + 1 , 2 j 2 ) , k + d ; 2 j l , 2 j 2 + 1 ) , k + d ; 2 j , + 1 , 2 j 2 + l ) , k < 256. (5.3)
For the third algorithm, we take dj, to be the median j i 2 , where i, = $22'9-k', and do not bother with the averages at all. When taking medians we obtain the new coefficient bounds -256 < d>, k < 256 and In order to apply some type of lossless entropy encoding to the quantized coefficients, we need information about the range of the coefficients cS.~)~. Whenever the range of the projection P f is 0, * a , 2 -1 (the same as the range of the pixels), then the range of the cS.f: for i = 1,2, 3 does not depend on the projection used. This is because (3.16) can be written as It is easily seen that the range of the first three coefficients is -2n+l + 2 ; * . , 2 " + ' -2, independent of d J , k -l = 9 f I I, f~, .
It is only for the fourth coefficient that the projection plays any part; for the three projections that we use, the bounds (5.2), (5.3), and (5.4) hold for the fourth coefficient.
We have described our wavelets and the various methods for calculating the coefficients cj, k , which together form the transforms we use. For each algorithm we now choose a quantization strategy that depends on the L p ( I ) error metric that we may wish to apply. The quantization strategy is parametrized by the maximum quantization interval q. (We encode all the information needed to reconstruct f, i.e., the values and locations of the coefficients El, k . ) Each figure presents for one commonly-used 512 by 512 image the original and compressed images with q = 128, 256, and 512. (These images are the green components of RGB color images, so in some cases, Fig. 3 , for example, they are quite dark.) The images can be grouped together, in that the first and second images are rather easy to compress, while the last two are more difficult, because of their lack of smoothness. We have argued on the basis of the CST curve that images should be compressed in L'( I) rather than L2( I ) if we are to minimize the human perception of the compressed image error. In Figs. 7-10, we compare images compressed in L ' ( I ) , with q = 1024, with images compressed in L2(Z), with q determined so that the final size of the encoded L2( I ) coefficients was as close as possible to the size of the encoded L'( I ) coefficients. We claim that at least for Figs. 7 and 8 the L 1 ( I ) picture looks better; this effect is also seen at other compression levels, but does not seem to be as marked for the more complex pictures. We now report on various systematic experiments to investigate the effects of the different projections and the rewrite rule (3.16) on compression. The results for the four pictures were similar; in Figs. 11 and 12 we compare the L ' ( I ) and L 2 ( I ) error to the number of nonzero coefficients C,, for each of the six methods when applied to lenna. Three things should be noticed. First, it seems to make little practical difference which projection or rewrite rule we use. Second, the results when the coefficients are not clipped or clipped to quartiles are essentially the same; this type of clipping was rarely invoked. This implies, very roughly, that for our test images the rounded average projection was almost as stable as the rounded average clipped to quartiles, despite the different bounds of Theorem 2, which depends only on the space Lq( I ) , and Theorem 7, which depends on both Lq( I ) and the number of grey scales. Therefore, the extra computa- tion to compute the grey scale quartiles on each dyadic subinterval of [0, 112 in order to compute the more stable clipped average projection operator does not seem to be worlh the trouble. Third, the advantage of having small values of cj4i when the rounded average is used as a projection and the rewrite rule (3.16) is used (i.e., what is closest '7 the classical Haar transform method) seems to result in slightly fewer coefficients for a given error than the other methods. Because of this, we shall use this combination of projection and rewrite rule when comparing the differences in performance among the various images.
We next compare the error ILf -f l l L p ( I ) to A', the number of nonzero coefficients in f. ( We normalize f so that black pixels are zero and white pixels are one.) Fig. 13 presents the case p = I ; i.e., the error was measured in L'( I ) and the L' quantization strategy was used. When there are over 100000 coefficients (high image quality), the fact that the image is in fact piecewise constant leads to a very rapid decrease in the error with any increase in the number of coefficients, so for the moment we concentrate on the part of the graphs with between 100 and 30,000 coefficients. In this range, the graphs for all the images are_ almost linear, so that to a very good approximation )If -f 11 L o ( , ) = CJV' for different values of C and p. Because of (1.4) and (3.14) we can use this information to estimate the smoothness of the images: we estimate f E B,*( L4(Z)), CY = 26 and l / q = 01 / 2 + 1, and I( f (1 B,"(Lq(I)) = C. The results (using the eight leftmost data points for each image) are reported in Table 11 . The first two images have a Besov space smoothness of a = 0.6; CY = 0.35 for the other images. (The correlation coefficient indicates the goodness of linear fit on a log-log scale.) Because in all cases a < 1, these figures suggest that piecewise constant wavelet approximations achieve the highest rate of approximation for image compression in the L ' ( I ) metric. That the latter two images have significantly less smoothness than the first two images expresses mathematically what may be concluded on a purely subjective basis simply by looking at them.
The corresponding graphs when approximating in L2 ( I ) are given in Fig. 14. Interpreting this data is more difficult. On the one hand, it seems that the rate of error decay in L2( I ) is sometimes greater than that in L'( I ) . On the other hand, this contradicts the fact that f E B,*( L9( I ) ) with 1 / q = a / 2 + 1/2 implies that f E B,"(Ls(I)) with l / s = a / 2 + 1, so that any convergence rate achievable in L2( I ) is also achievable in L'(Z). (Of course, it is possible that no higher rate is achievable in L1(Z).) It could happen that the fast convergence rate for large numbers of coefficients observed in the L'(1) approximation kicks in much earlier with L2(Z) approximation, say around 1,OOO coefficients. At any rate, we present a summary of the data in Table 111 , which was computed with the three leftmost data points in each graph.
Our theory bounds the number of nonzero coefficients Fj, k , when what is of practical interest is the number of bytes needed to represent these coded coefficients. We compare these two measures of compression in Fig. 15 . We calculate 349525 = $ x 218 coefficients F j , k ; except when we used median clipping together with the rewrite rule (3.16), all the coefficients can be represented using 10 bits. To algebraically encode these coefficients we used a 10 bit, conditional, adaptive, binary, arithmetic coder derived from work in [21] . The coder as implemented achieves a compression rate of at most 2,000 to one, even if all the coefficients are zero. (We did not add information to the coder about the maximum possible number of bits in the coefficients Zj, given the quantization level qk at level k . We did, however, reorder the coefficients [in an image-independent way] to improve the performance of the coder.) Because of this, the coder overhead is relatively large when there are fewer than 1,000 nonzero Zj, k , so we did not include these data points in Fig.  15 . We also left out the data points with median filtering and the Haar rewrite rule. A linear fitting to the log-log data shows that N = 1 . 1 0 2~V~.~~* , where N is the number of bytes in the encoded coefficients, with a correlation coefficient of 0.998. We postulate that the slight upward curve in the graph when nearly all the Fj, are nonzero arises because there are then no small coefficients, as there usually are when there are only few nonzero coefficients, so it takes more bits to encode the larger Zj, k . 
APPENDIX
PROOFS OF THEOREMS
Theorem 2: For each q E (0, m] there exists a constant Cq such that for all f t z L q ( Z ) , Proof: Because, by the previous remark, the theorem is true for q 2 1, we concentrate on 0 < q < 1 . First, it is clear that Ql f is defined for f E L4( I ) , because medians are defined for all measurable functions, not just integrable ones. Next, we show that Q I is a bounded (nonlinear) operator on Lq(Z). Assume, without loss of generality, that Ql f = m is greater than zero, where m denotes a median of f on Z. Then we have Therefore, for any f, llQlfllL~(1, 5 21'qllflIL~(I).
Although Q, is a nonlinear mapping, it is linear with respect to the subtraction of constant functions, that is, for any U such that
0
We remark that a more delicate argument shows that we can take C, = 2$-'; see 11 f 11 B g . l ( L p ( I ) ) 2" 11 f 11 BF ' ( L p ( I ) ) .
We can always take Ql f to be integer valued.
If 6, f = Q l f then we are done. Otherwise, assume 0, 
only integer values, the set Q : = { x E 11 f ( x ) 5 Q l f + l } has is nonzero has measure at most 2"+' 1 h I; of course, Zh is contained in I , so the measure of Zh is also less than 1. Thus, the measure of the set where I f ( x + h) -f ( x ) 1 is nonzero is no greater than min (1,2 * + ' I h I ). Therefore, = 0; otherwise, I f ( x + h) -f ( x ) 1
We can conclude that 
and
The first integral on the right is finite when a q < 1, i.e., a < 2 / p , and the second is finite since aq > 0. The lemma follows. We have compared all the data with more than lo00 coefficients except when median clipping and the Haar rewrite rule (3.16) were applied. a case for which our entropy encoder was not set up. The coefficients y,, Substituting this into (3.13) and using the relationship uq/2 + q / p = 1 gives (3.14). for j€Z$ and k = m;.., 1.
If we can ensure that 1 I a j , k -g 2 f j , k I 4 ( 6 . 5 ) for all j and&, then we can use the following argument to prove the theorem. If Q 2 f j , = round ( a j , k ) is equal to Q, f j , k , then we are done because the median is near best in Lq(Z) for any 0 < q < W .
If not, assume without loss of generality that @J,, > Q l f j , k , so that @,A, 2 Ql f j , + M for some positive integer M . Thus, we can assume that aj, 2 Ql f j , + M -i, by the definition of round, and by (6.5, we conclude that Qz f j , 2 Ql f j , + M -f.
The existence of Cn, now follows in the same way as in the proof of Theorem 3. So we wish to prove (6.5). We first note that 
