Abstract
Introduction
In today's large-scale collaborative and sharing environment such as Scientific Data Grid, an effective data management such as fast and effective access to data is an important issue. Today, the size of the data that needs to be accessed on the Scientific Data Grid is on the order of Terabytes today and is soon expected to reach Petabytes. This data need to be shared and accessed in a seamless way as possible. It means that the data is required to be accessed faster and with a very minimum delay in order to support the scientific applications requirements. In this sharing environment, computing and storage resources are distributed to several sites at different locations [1] . One of the major challenges in this environment is the data management that focuses on the aspect of large and distributed data stores. In order to discover and access these resources effectively in geographically distributed environment, the data need to be replicated. Replication is used in several distributed systems like distributed database management systems, distributed objects systems (e.g. CORBA), and distributed file systems as a key component for both fault-tolerance and efficiency. It is also regarded as one of the major optimization techniques for providing fast data access. This study is focused on data replication that provides an optimisation technique that will ensure efficient and fast discovery within the P2P based scientific data grid model.
Data Replication is one such widely accepted phenomenon in distributed environment, where data is stored at more than one site for performance and reliability reasons [2] . By storing the data at more than one site, a system still can operate using replicated data when there is a data site fails, thus increasing availability and fault tolerance. Data replication has shown to be an excellent technique to move and cache data close to users [3] [4] [5] [6] and through this technique it can increase the performance of the system. In the context of Data Grid technology, data replication could be used to reduce access latency and bandwidth consumption [7] [8] . By replicating the data, the performance of data access can be increased and at the same time, the bandwidth consumption can be reduced. These two performance parameters are the main focus of this study. By employing data replication in the proposed Scientific Data Grid model, it is not just can improve the performance of the data access and the bandwidth consumption but it also can improve data availability.
The benefits of replication, of course, do not come without any overheads such as overhead of creating, maintaining and updating the replicas. However, since the applications in scientific collaboration only used and have read-only file, such overheads are not considered and studied in this study. In the collaboration environment where only read-only files are involved, any replication strategy can greatly improve the performance its environment. The rest of the paper is organized as follows. Section 2 presents related work. In Section 3, we describe our Scientific Data Grid model. Section 4 describes the simulation study. In section 5, we describe the replication strategies. Section 6 presents the simulation results and discussion. Finally, we present brief conclusion and future directions in Section 7.
Related Work
Most of the Data Grid projects used static data replication strategy to replicate their massive datasets and this done by the project administrator in selected locations [1] [5] [9] [10] [11] [12] [13] . These static or user-driven replication services are provided by the Globus Toolkit [11] , such as Globus Replica Location Service. Only a few studies that have been conducted using non-static strategies which applying dynamic replication strategies [14] [15] [16] [17] [18] , however, these studies are based on the replica sites that being arranged in structured topologies such as ring, tree or hybrid. Some of other researchers are working on the data distribution problems in Data Grids which is also related to replication problems. In their studies, they are investigating a number of data replication approaches on the data distribution [7] [8] [9] [19] . However, an intelligent and dynamic replication strategies which arranged in unstructured topologies,
have not yet found a place in production Data Grids.
The P2P based Scientific Data Grid environment model that has been proposed in this study is arranged in unstructured P2P networks and it is highly dynamic. In this model, the resources availability and network performance change constantly and data access requests also vary with each application and each user. Yet, the replication process has to determine when and where to replicate data in order to meet performance goals in large-scale systems such as this Scientific Data Grid model with many users and files, and dynamic network characteristics. Maintaining an optimal distribution of replicas implies that the grid optimization service must be able to modify the geographical location of data files. Through appropriate dynamic replication strategies the latencies of bulk data transfers in Scientific Data Grid can be minimized.
The Proposed Data Grid Model
In this study, the Data Grid for scientific collaborative environment based on Peer-to-Peer (P2P) architecture model has been proposed as this architecture shows to be less restrictive and using decentralized approach in providing grid services. The model and the grid services that used a Peer-to-Peer (P2P) fashion are more scalable than client-server architecture based model that are currently being used in most of the Data Grid projects implementation. There is a variety of models is in place for the operation of a Data Grid which is manifest in different ways in different systems [20] . Each of these common models is dependent on which data sources are organized, the source of data, whether single or distributed the size of data and the mode of sharing. Four common models have been manifested in Data Grid namely monadic, hierarchical, federation and hybrid [20] . In the proposed P2P based Scientific Data Grid model, this two different technologies are engaged together in order to have a Data Grid system that deploy sophisticated services for complex scientific applications and at the same time providing scalability and support for intermittent user and resource participation. It is believe that this model may also leverage the installed hardware capabilities even with much lower performance PCs. This gives the cheapest hardware alternatives and as a result, these systems are gaining increased attention and adoption within the enterprise and communities to solve their largest computing problems and attack new problems of unprecedented scale. In this section, the model for the Scientific Data Grid that provides a generic infrastructure to deploy P2P services and applications are illustrated.
This model gives more challenges as P2P based system is considered as unreliable and dynamic system where, peers or clients could join and leave the system at any time. Since data availability is very important in the scientific collaboration, therefore, this model is not only to address the issue of scalability but also data availability and data reliability. P2P provides an environment where, users can share their resources without having any central servers. Unlike the classic client-server model, in which roles are well separated, P2P networks can assign each node a client or server role according to the operations they are to perform on the network, even if some nodes act more as server than as client in current implementations. Although many aspects of today's grids are based on hierarchical services, this implementation should be removed in the near future, as grids are used for complex application increase from tens to thousands of nodes. Again, the grids functionalities must be decentralized to avoid bottlenecks and single point of failure. Through this model, the scientists not only can run their experiments using others computing power but also can share their data finding within their interest communities. Figure 1 . shows the proposed model for Data Grid environment that support scientific collaboration. In this model, peers or nodes could be any network devices including PCs, servers and even supercomputers. Each peer operates independently and asynchronously from all other peers and it can selforganize into a peer group. Peer group contains peers that have agreed upon a common set of services, and through this peer's group, peer can discover each other on the network. Once a peer joins a group it uses all the services provide by the group. Peers can join or leave the group at anytime that they want. In this model, once peer joins the group, all the data sets that are shared by other peers in the group will be available to him/her. Peers can also share any of their own data sets with others peers within the group. Peer may belong to more than one group simultaneously. In this scientific communities data-sharing model, it provides the same concept as the analogy of electrical power grid, where the users or scientists (in our case is peer) can access to their required data sets without knowing which peers deliver the data sets. In other words, they can execute their applications, get the remote data sets (without concern about the provider) and then wait for the results. All this processes done by the discovery strategy with the support of other strategy such as replication strategy for providing data availability and reliability.
The Simulation Study
Simulation has many advantages over actual implementation/deployment since it offers a fully customizable and controllable environment, and it also gives us another alternative to conduct an experiment without deploying on the actual network infrastructure. The presented results were obtained with simulation of only read requests without any background traffic in network and the stream of requests for the Scientific Data Grid. Our simulation is written in PARSEC simulation language. PARSEC is a C-based discreteevent simulation. The simulation is developed using a modular design approach that divided the simulator into various parts. An important benefit of the modular design is that it is relatively easy to replace any of the modules. Starting a simulation first involves specifying the topology of the grid, including the number of network nodes, how they are connected to each other and the location of the files across various nodes. The bandwidth of each link is not specified in this simulation model in order to simplify the model. We assumed that all links have the same bandwidth. In this study, a file access pattern is generated randomly.
Table 1. A Sample Access Pattern File
In the discovery process, the request will forward to the selected neighbour nodes using the information in the routing table in each nodes. Before it forwards the request to several neighbour nodes, it will check the file required and submit the request if the node has the requested file. In this case, the simulator will record the hop count for the successful request. If not, it will forward the request to other nodes until its time-to-live (TTL) for the request expired. In this paper we focus on decentralized replication strategies which would give a good impact on the discovery process. Various parameters such as hop count, success rates, response time and bandwidth consumption are measured. However, in this paper, we only show the hop count and bandwidth consumption measurement. The simulation was first run on the access patterns that were generated randomly. Table 1 . shows the sample access pattern file randomly generated during simulation. This being the worse case scenario, more realistic access pattern that contained varying amounts of temporal and geographical locality will be generated in the latter study.
Replica Placement Strategy
As previously mentioned, the study of replica strategies are to address query latency which merely an instance of data location (a lookup) with a fully qualified name and the bandwidth consumption of replica creation. It is not argued that replication has been used to overcome the high latencies of Wide Area Networks and the Internet. In Data Grid, it is also relies that the high latencies would be a major problem which might affect fast data access service of the Data Grid which also has multiple copies of data at several world wide distributed sites. In Data Grid, data replication becomes more critical as this system is developed to permit data sharing across many organizations in different geographical disperse locations. There are a few strategies that can be applied and these strategies have been studied previously either in Data Grid or P2P as discussed in section 2. One of simple strategy that may be applied is to create replicas at nodes that receive high number of requests. Certain P2P systems such as Gnutella have rigid assumptions on how replication of objects happens in the system; that is, only nodes that request an object make copies of the object. Other P2P system such as Freenet allow for more proactive replications of objects, where the object may be replicated at a node though the node has not request the object.
Replica Distribution Topology
The particular communication patterns among the replicas in the network form the replica distribution topology. This topology is the basis for the replica synchronization and reconciliation paths in the Scientific Data Grid Model.
Figure 2. Flat Replica Distribution Topology
The replica placement service uses these distribution topologies to overlay replicas on the model; thus improving data access and replica creation costs. A challenging problem in this unstructured P2P based Scientific Data Grid is that the network topology is independent of the data location. The receiving nodes do not have any idea of where to forward the request for fast locating the data. In order to minimize the number of hops before the data is found, data can be proactively replicated a more than one sites.
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File Name Requestor Node  20  File1  1  39  File2  5  70  File2  6  75  File3  3  90  File1  2  92  File2  3  98 File3 5 Figure 2 shows a replica connection graph on a flat topology. This distribution model could be used in cases where the replica distribution spans over different partitions and as part of a flat distribution. This approach improves the data availability, reliability and the scalability of the flat topology.
The Proposed Replica Placement Strategy
The contribution of this study is the propose decentralized replication strategies which is based on proactive replication methods that can be applied to the proposed Scientific Data Grid model in section 3. The proposed replication strategy would improve the performance of discovery process in term of data access time and replica creation cost. At the same time, the strategy would also improve the data availability, reliability and the scalability of the Scientific Data Grid model proposed in section 3. The decentralized replication strategy that proposed in this study is based on dynamic replica placement strategy. For systems that allow proactive data replications, need to study the question on how many copies of each the number of each data should be replicated in the system so that the search overhead for data is minimized. Requestor Node Placement strategy or also known as owner replication is the most easily implementable replication strategy. In this strategy, when a search is successful, the object is replicated and stored at the requestor node only. In Path Node Placement Strategy, when a search succeeds, the object is stored at all nodes along the path from requestor node to the provider node. Path Node Placement Strategy also known as path replication and used Freenet system. Path and Requestor Node Placement Strategy is the strategy that combined both requestor node and path node replication strategy together. In this strategy, when a search succeeds, the object is stored at the requestor node and all nodes along the path from requestor node to the provider node. The N-hop Neighbour Node Placement Strategy is the strategy that also proposed in this study. In this strategy, when a search succeeds, the object is stored and replicated at all neighbour of the provider node in n hop distance away. The distance or hop away is depend on the value of N where N = {1,2,3,…,n}. The intention of this strategy is to bring the replica nearer to the requestor and also other potential nodes.
Result and Discussion
In a large-scale and unreliable environment like the proposed Scientific Data Grid model, a dynamic data replication strategy has to be used to increases data availability and enhance reliability. It is because, by dynamically replicating data at more than one site, it is not just improves the availability and reliability, but it also increased the performance of discovery process where the request can find the data close to the site where the request originated. The data sharing graph may suggest where to place replicas closer to the nodes that access them. Figure 3 shows the success request rate for the flooding discovery strategy in replicated and nonreplicated environment. As shown by Figure 3 , by having only two replicas in the system, it really can improve the success request rates for flooding discovery strategy. However, the issue of how many and the location of this object to be replicated in the system stills remain. Figure 4 shows the success request for the discovery based on flooding and random strategy with different number of replicas in the collaboration network. It is always known that the discovery process that used random strategy is worst compared to flooding strategy when dealing with a small number of resources within a large-scale distributed environment such Data Grid. However, as shown in Figure 4 , when the number of resources (the replica) is increased in the collaboration environment, the random strategy shows a better result. By increasing the number of replicas in the network, the performance (the success request rates) of both discovery strategies is improving, especially for random strategy where the results of the success request are increase tremendously. It is shown that when more data is replicated, the availability and also reliability of the system also increased. However, it still might be a question of optimum number of replica should be in the network. There must be an optimize number of replica to keep the good performance. Unfortunately, this may be true only for static replication strategy, but in a dynamic replication strategy, the number of replica will increase during the simulation. In a dynamic replication strategy, the location of object being replicated will be more important to study in order to provide a better performance for the discovery process. Figure 5 shows the success rate for flooding strategy with different data replication strategies. It shows that the improvement of the success rate for this strategy with and without data replication was very small. It is because in flooding based strategy the placement of replica does not affect much on the performance since the replica can be found if it's exist in the network. However it is totally depends on Time-to-Live (TTL) that being used to control the propagation of discovery process. It's means that for flooding based discovery strategy, the replica can be place anywhere in the system and yet it must be within the range (Timeto-Live) of the discovery process to be found. Figure 6 shows that the performance of flooding strategy becomes better when replica strategies are in place. For each of replica strategies, it shows a better performance result for flooding strategy compared to non-replicated network. However, both figures shown that, the N-hop Neighbour (HopA_replica) replica strategy gives the best performance results by reducing the response time for the flooding discovery strategy compared to other replica strategies. In fact, the graph also shows that even though the number of nodes in the network increased the performance of this replica strategy still better.
One might asked why it's happened and supposed when the number of nodes is increased, the performance of flooding strategy should be dropped as the network become larger. However, in the case of NHop Neighbour replication strategy, when the number of nodes increased, the number of replica might also increase accordingly in the network. The number of replica that created and available in the network might give an impact to discovery process. More replicas created in the network, the performance for the discovery service will be better.
Conclusion
In this paper, we proposed two simple alternatives of data replication strategies for deployment in P2P Based scientific data grid model: Path and Requestor Node Placement Strategy and N-hop Neighbour Node Placement Strategy. Through the simulation results, these two strategies have given a better performance in terms of success rates and response time compared to other strategies. Although, the proposed strategies might used more bandwidth for the replication process, the increment is consider to be small compared to the benefits from its performance.
