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Introduccio´n General:
Los sistemas altamente correlacionados presentan una amplia variedad defascinantes propiedades y se esta´n estudiando de forma intensa desde haceya varios an˜os. Particularmente, desde el descubrimiento de los cupratos
superconductores en 1986, se han escrito una gran cantidad de trabajos concernien-
tes al mecanismo que genera la superconductividad de alta temperatura. La famosa
teor´ıa BCS en la cual el apareamiento de los electrones se obtiene como consecuen-
cia de una atraccio´n inducida por la interaccio´n con los fonones es consistente con
un gran nu´mero de experimentos en superconductores convencionales. Sin embargo,
esta teor´ıa no explica las altas temperaturas cr´ıticas que presentan algunos super-
conductores no convencionales.
Aunque a lo largo de los u´ltimos an˜os se ha trabajado intensamente para poder
explicar la existencia de superconductividad no convencional, aun no se ha logrado
consensuar con respecto a la teor´ıa mas apropiada. Una de las teor´ıas que parece
tener los ingredientes necesarios para alcanzar este fin esta´ basada esencialmente
en el proceso de dopar un aislador de Mott y en que la superconductividad se
genera directamente de la interaccio´n repulsiva entre los electrones. Por este motivo
entender el diagrama de fases en todo el re´gimen de dopajes se ha vuelto un problema
de importancia en materia condensada. Desde el l´ımite de grandes dopajes, donde
los sistemas esta´n descritos por la teor´ıa de Landau, se debe entender el mecanismo
por el cual esta descripcio´n se vuelve inviable dando lugar a fases exo´ticas como
los cristales l´ıquidos o fases de tipo nema´ticas. Por otro lado en el re´gimen de muy
bajo dopaje el estado fundamental generalmente es un estado antiferromagne´tico. Al
aumentar el dopaje este estado se vuelve inestable dando lugar a nuevas fases. En este
l´ımite el sistema suele estar descrito por un modelo de Heisenberg antiferromagne´tico
como teor´ıa efectiva de bajas energ´ıas.
En esta tesis se investigaron estos dos l´ımites en el a´mbito de los sistemas al-
tamente correlacionados. Por un lado, se estudiaron las condiciones por las cuales
se producen rupturas en la descripcio´n del l´ıquido de Fermi y las simetr´ıas de las
posibles fases ma´s alla´ de esta inestabilidad. Desarrollamos para esto un me´todo que
puede aplicarse en forma sistema´tica a un amplio espectro de modelos de electrones
sobre redes bidimensionales. Por otro lado se estudio´ el l´ımite opuesto donde se desea
entender cuales son los factores que desestabilizan el orden antiferromagne´tico del
sistema. En este re´gimen, los modelos antiferromagne´ticos en dos dimensiones han
cobrado un intere´s a causa de su conexio´n con los superconductores de alta tem-
peratura. En particular, es necesario comprender los factores que hacen que fases
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ordenadas se desestabilicen dando lugar a fases exo´ticas como los llamados l´ıquidos
de esp´ın.
Esta tesis se divide en tres partes: en la primera se presentan las motivaciones y
algunos de los modelos y te´cnicas que se usara´n a lo largo del resto de la tesis. La
segunda parte esta centrada en el estudio de las posibles inestabilidades del l´ıquido
de Fermi en redes bidimensionales. Dando primero una introduccio´n simple a la
teor´ıa de Landau del l´ıquido de Fermi, luego desarrollamos un me´todo que permite
detectar inestabilidades del mismo en una gran cantidad de modelos. Aunque se
describen aplicaciones del mismo a diferentes modelos en la red, la presentacio´n
del me´todo se hace independientemente del modelo en cuestio´n de manera de que
pueda ser utilizado de forma sistema´tica en otros contextos. En la tercera parte de
la tesis se presenta el estudio realizado sobre un antiferromagneto frustrado en dos
dimensiones sobre la red hexagonal en 2 dimensiones (o panal de abejas). Usando
una teor´ıa de campo medio basada en la representacio´n de los operadores de esp´ın
en te´rminos de bosones de Schwinger, se estudia la estabilidad del estado de Ne´el a
medida que se incrementa la frustracio´n del sistema.
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Esta tesis consiste ba´sicamente en un texto introductorio al tema de sistemas
fuertemente correlacionados en dos dimensiones, un resumen de algunas motivacio-
nes experimentales y los resultados originales presentados en las siguientes publica-
ciones.
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Parte I
Conceptos ba´sicos y motivaciones.
1
Cap´ıtulo 1
Introduccio´n
Desde el descubrimiento original de los superconductores de alta tempera-tura cr´ıtica, se continu´an desarrollando nuevas te´cnicas experimentalesy refinando las existentes, lo que ha resultado en grandes avances en los
u´ltimos 20 an˜os. Una gran cantidad de experimentos han ofrecido importante infor-
macio´n acerca del origen de la superconductividad en los cupratos, lo que promueve
el desarrollo de varias ideas teo´ricas novedosas apuntadas a desarrollar una teor´ıa
global de la f´ısica de los cupratos superconductores. Los principales ingredientes que
debe contener esta teor´ıa global pueden resumirse en el diagrama de fases de la
Figura 1.1.
La opcio´n ma´s simple es comenzar a examinar la estructura del diagrama de
fases de la figura desde el re´gimen de mayor dopaje, donde se ha establecido amplia
evidencia de que el estado fundamental esta descrito por una teor´ıa del l´ıquido de
Fermi convencional, con una superficie de Fermi simple que encierra el a´rea impuesta
por el teorema de Luttinger.
La regio´n en el diagrama de fases con dopaje x menor que el dopaje correspon-
diente al ma´ximo de Tc es la regio´n de “bajo dopaje” (underdoped). En esta regio´n,
el estado meta´lico por encima de Tc es motivo de intensos estudios y presenta ge-
neralmente propiedades inusuales que no son encontradas en los metales normales.
Esta regio´n del diagrama de fases es conocida como fase de pseudogap. A tempera-
turas finitas el l´ımite de esta fase no ha sido determinado y la l´ınea mostrada en el
diagrama de fases de la figura 1.1 debe tomarse como esquema´tico.
La regio´n por arriba de la temperatura cr´ıtica o´ptima Tc tambie´n exhibe propie-
dades inusuales. La resistividad es lineal en T y el coeficiente Hall es dependiente de
la temperatura. A medida que se aumenta el dopaje hacia la zona sobre dopada se
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Figura 1.1: Diagrama de fases esquema´tico para los cupratos. Los ejes corresponden
a la concentracio´n de portadores (x) y temperatura (T ).
recuperan las caracter´ısticas de un l´ıquido de Fermi convencional. La regio´n ano´mala
sobre el dopaje o´ptimo es conocida habitualmente como “metal extran˜o”.
Finalmente para dopajes muy pequen˜os el sistema se vuelve un aislador de Mott.
Esta fase aisladora es de fundamental importancia para intentar entender el mecanis-
mo que generar´ıa la superconductividad no convencional. Hay un marcado consenso
acerca de que la f´ısica de los superconductores de alta temperatura corresponde a
dopar un aislador de Mott y que las altas correlaciones son las responsables del rico
diagrama de fases de los cupratos.
El modelo ma´s simple que captura la f´ısica de altas correlaciones es el modelo
de Hubbard y su l´ımite de acoplamiento fuerte, el modelo t−J . Es razonable tratar
de entender estos modelos antes de explorar modelos mas elaborados.
Este punto de vista basado en las altas correlaciones del sistema fue motivado por
las ideas de Anderson (1987), en base a posibles estados del tipo l´ıquidos de esp´ın o
5valence bond resonantes (RVB). Estos estados no poseen orden antiferromagne´tico
de largo alcance y tienen excitaciones de esp´ın 1/2 llamadas espinones. La idea
general es que al dopar con huecos el estado RVB se obtiene un estado de singletes
con portadores de carga coherentes que posee las mismas simetr´ıas que un estado
superconductor del tipo BCS. El proceso de dopar con huecos fue estudiado por
Kivelson en 1987, quien argumento´ que la combinacio´n de huecos con los espinones
forman excitaciones boso´nicas. Estas excitaciones llamadas holones llevan carga pero
no esp´ın, mientras que los espinones son portadores de esp´ın 1/2 pero no de carga.
En estos argumentos se ve claramente la nocio´n de separacio´n de esp´ın y carga.
En la primera parte de la tesis introducimos los conceptos ba´sicos y algunas de
las motivaciones experimentales. En los siguientes cap´ıtulos estudiaremos los casos
l´ımites del diagrama de fases de la figura 1.1.Por un lado en la segunda parte de esta
tesis estudiaremos algunas de las posibles causas de la ruptura del l´ıquido de Fermi
en diferentes geometr´ıas. Por otro lado partiendo de el re´gimen de dopaje pequen˜o
encontramos que el estado fundamental del diagrama 1.1 esta dado por un aislador de
Mott. Cuando describimos a los sistemas mediante el l´ımite de acoplamiento fuerte
del modelo de Hubbard a medio llenado es decir, el modelo de Heisenberg debemos
entender de que manera puede obtenerse un estado fundamental desordenado como
el que fue propuesto por Anderson a partir de un estado antiferromagne´tico de tipo
Ne´el (orden cla´sico del sistema).
Estas cuestiones esta´n lejos de ser entendidas desde el punto de vista de una
teor´ıa global y es motivo de intensos estudios en el marco de la teor´ıa de materia
condensada. En esta tesis se han estudiado algunos de estos puntos claves, que deben
entenderse antes de poder pensar en formular una teor´ıa mas general.
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Cap´ıtulo 2
Modelos y me´todos.
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Durante mucho tiempo, se ha buscado construir modelos simples que ca-ractericen el estado fundamental de los sistemas en materia condensada,rescatando los grados de libertad relevantes en el re´gimen de intere´s. A
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lo largo de los an˜os, algunos de estos modelos simplificados han cobrado mayor im-
portancia que otros, mostrado ser apropiados para describir las propiedades f´ısicas
que caracterizan el estado fundamental. Algunos de los modelos ma´s famosos y ma´s
estudiados hasta la fecha son por ejemplo: el modelo de Ising, el modelo de Hubbard,
el modelo de Heisenberg, la teor´ıa del l´ıquido de Fermi, el modelo de Sommerfeld de
los metales, etc. Discutiremos brevemente en este cap´ıtulo algunos de estos modelos,
que nos sera´n u´tiles en el resto de la tesis.
El modelo de Hubbard es un modelo altamente simplificado para los electrones
en un so´lido, los cuales interactu´an entre s´ı a trave´s de una interaccio´n coulombiana
de muy corto alcance. A pesar de su aparente simplicidad, se cree que este modelo
puede describir bien diversos feno´menos como la transicio´n metal-aislante, antiferro-
magnetismo, ferrimagnetismo, ferromagnetismo y superconductividad. Se cree que
es posible tambie´n describir varias clases de universalidad para diferentes sistemas
fuertemente interactuantes mediante el estudio del modelo de Hubbard. Se espera
que los feno´menos no triviales y los mecanismos que los generan encontrados en el
modelo de Hubbard puedan observarse tambie´n en otros sistemas de la misma clase
de universalidad. La situacio´n es muy similar a lo que ocurre con el modelo de Ising
para un sistema de espines cla´sicos. El modelo de Ising es demasiado simple para
ser un modelo realista que describa los materiales magne´ticos, pero este modelo se
ha vuelto extremadamente valioso y u´til en el proceso de desarrollar varias nociones
y te´cnicas en meca´nica estad´ıstica. Muchas clases de universalidad de gran impor-
tancia (tanto en sistemas de esp´ın como en teor´ıa de campos) fueron descubiertas
estudiando el modelo de Ising.
2.1. Modelo de Hubbard
El modelo de Hubbard es uno de los modelos mas simples que presentan tanto
correlaciones antiferromagne´ticas como transporte electro´nico. Aunque es un modelo
altamente simplificado, se conocen soluciones anal´ıticas solo para los casos l´ımites
de una e infinitas dimensiones. El hamiltoniano esta´ dado por
Hˆ = −t
∑
<i,j>,σ
[cˆ†i,σ cˆj,σ +H.c] + U
∑
i
nˆi,↑nˆi,↓, (2.1)
donde la suma < i, j > se realiza sobre pares de primeros vecinos, t es la amplitud
de hopping, U es la constante de interaccio´n, H. c. representa el hermı´tico conjugado
y el operador cˆ†i crea un electro´n en el sitio i con esp´ın σ y satisface
{cˆi,σ, cˆ†j,σ′} = δi,jδσ,σ′ (2.2)
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{cˆi,σ, cˆj,σ′} = 0 (2.3)
{cˆ†i,σ, cˆ†j,σ′} = 0 (2.4)
Hemos introducido adema´s el operador nˆi,σ = cˆ
†
i,σcˆi,σ. A partir del principio de Pauli
tenemos que ni,σ = 0, 1 o n
2
i,σ = ni,σ en cada sitio.
El espacio de Hilbert de este hamiltoniano es el producto tensorial de cuatro
estados por cada sitio, que representaremos como |0〉 al estado sin ningu´n electro´n,
| ↑〉 al estado con un electro´n con esp´ın up, | ↓〉 al estado con un electro´n con esp´ın
down y | ↑↓〉 al estado de dos electrones con espines up y down respectivamente.
Los estados |0〉 y | ↑↓〉 son singletes de esp´ın.
Es conveniente tambie´n definir los operadores de esp´ın y nu´mero de part´ıculas.
El operador de esp´ın Sˆi puede escribirse como
Sˆi =
~
2
∑
α,β
cˆ†i,α~σα,β cˆi,β (2.5)
donde ~σ son las matrices de Pauli
σ1 =
(
0 1
1 0
)
σ2 =
(
0 -i
i 0
)
σ3 =
(
1 0
0 -1
)
(2.6)
El operador de esp´ın total se define como
Sˆαtot =
∑
i
Sˆαi (2.7)
El operador Sˆαtot conmuta tanto con la parte de hopping como con el te´rmino de in-
teraccio´n. En otras palabras, este hamiltoniano es invariante ante rotaciones globales
en el espacio de espines.
El operador nu´mero de part´ıculas en el sitio i es
nˆi =
∑
σ
nˆiσ =
∑
σ
cˆ†i,σ cˆi,σ′ (2.8)
y el correspondiente nu´mero total de part´ıculas puede definirse como
Nˆt =
∑
i
nˆi (2.9)
Este operador conmuta con el hamiltoniano Hˆ . Aunque hay otras cantidades con-
servadas adema´s de Nt, en general es conveniente clasificar los estados estacionarios
del sistema en sectores donde los autovalores de Nˆt tienen un valor constante.
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Podemos analizar fa´cilmente los casos l´ımites en los cuales solo uno de los te´rmi-
nos del hamiltoniano esta´ presente. Por ejemplo suponiendo que U = 0 recobramos
el hamiltoniano de hopping
Hˆhop = −t
∑
<i,j>,σ
[cˆ†i,σ cˆj,σ +H.c] (2.10)
que es cuadra´tico en los operadores fermio´nicos y puede ser diagonalizado de forma
simple mediante una transformacio´n al espacio de momentos
cˆxi,σ =
1√
N
∑
k
eik·xi cˆk,σ (2.11)
donde xi es la posicio´n del sitio i en la red. De esta manera el hamiltoniano libre
queda en la forma
Hˆhop =
∑
k,σ
ε(k)cˆ†k,σcˆk,σ. (2.12)
El estado fundamental del sistema con Nt electrones se construye llenando los es-
tados de una part´ıcula de menor energ´ıa. Cada estado de una part´ıcula puede ser
ocupado por un electro´n con esp´ın up y otro con esp´ın down, por lo que el estado
fundamental tendra´ esp´ın total cero y no tendra´ orden de largo alcance. En este
caso los autoestados de una part´ıcula son simplemente ondas planas y el estado
fundamental es un estado paramagne´tico. El hecho de que el hamiltoniano se pueda
diagonalizar de esta manera implica que los electro´nes se comportan como ondas en
el sistema no interactuante.
Por otro lado podemos tomar el l´ımite opuesto y suponer U 6= 0 y t = 0, en este
caso tenemos que
H = HU = U
∑
i
nˆi,↑nˆi,↓ (2.13)
El hamiltoniano representa una interaccio´n no lineal que aumenta la energ´ıa del
sistema en una cantidad U cuando dos electrones ocupan el mismo orbital en el
sitio i. El hamiltoniano HU ya esta´ dado en forma diagonal y podemos escribir un
autoestado general de la siguiente manera
|ψ〉X,Y =
(∏
x∈X
cˆ†x,↑
)(∏
y∈Y
cˆ†y,↓
)
|0〉 (2.14)
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donde X e Y son subconjuntos arbitrarios de la red total y representan los sitios de
la red que esta´n ocupados con electrones con esp´ın up y down respectivamente. El
nu´mero total de electrones sera entonces Nt = |X| + |Y |, y la energ´ıa del sistema
estara´ dada por
EX,Y =
∑
x∈X∩Y
U (2.15)
Luego podemos construir el estado fundamental correspondiente a un dado valor
de Nt seleccionando los subconjuntos X e Y que minimizan la energ´ıa EX,Y . En
los casos que el nu´mero de electro´nes Nt es menor que el nu´mero de sitios N ,
podemos siempre elegir X e Y de forma que X ∩ Y = ∅, con lo que el estado
fundamental tiene energ´ıa cero. Este estado fundamental no tiene orden magne´tico
de largo alcance. Nuevamente el sistema es paramagne´tico pero en este caso los
electrones se comportan como part´ıculas
Al investigar ra´pidamente las propiedades de los dos l´ımites del modelo de Hub-
bard encontramos que ninguno de ellos favorece el orden magne´tico. Tambie´n ob-
servamos que los electrones se comportan como ondas en el caso libre mientras que
se comportan como part´ıculas en el l´ımite interactuante sin te´rmino de hopping. El
comportamiento del hamiltoniano total es un problema fascinante que resulta ser no
trivial. Au´n cuando cada uno de los hamiltonianos Hhop y HU puede diagonalizar-
se, es realmente muy dif´ıcil encontrar la solucio´n para su suma. Una caracter´ıstica
interesante del modelo es que, aunque los hamiltonianos Hhop y HU no favorecen
ningu´n tipo de orden no trivial, su suma H = Hhop + HU puede generar varios
ordenes no triviales, incluyendo antiferromagnetismo y superconductividad.
2.1.1. De sistemas electro´nicos a modelos de esp´ın
Aunque en dos dimensiones el estado fundamental del hamiltoniano de Hubbard
no puede encontrarse en forma exacta, existen varias aproximaciones que nos per-
miten comprender las principales caracter´ısticas del mismo. En el caso especial de
medio llenado, es decir cuando el nu´mero de electrones en el sistema es igual al
nu´mero total de sitios en la red, puede usarse un hamiltoniano efectivo va´lido en el
re´gimen de U grande que describe los grados de libertad magne´ticos. Este hamil-
toniano efectivo puede ser derivado en forma perturbativa y resulta en el conocido
modelo de Heisenberg.
En lo que sigue nos enfocaremos principalmente en aisladores magne´ticos, es decir
materiales en donde la ausencia de transporte electro´nico se debe a las correlaciones
electro´nicas. Como ya discutimos, estos sistemas son conocidos generalmente como
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aisladores de Mott. El objetivo de explicar el magnetismo en este tipo de aisladores
no es una tarea fa´cil, no pudiendose usar una teor´ıa de bandas ya que e´sta se basa
en las propiedades de los electrones independientes, mientras que el magnetismo es
un feno´meno colectivo generado por las correlaciones electro´nicas.
Supondremos adema´s que la principal fuente de las interacciones magne´ticas es
la interaccio´n electro´n-electro´n y no las interacciones de tipo dipolo-dipolo o inter-
acciones esp´ın-orbita. Es decir supondremos que las interacciones magne´ticas esta´n
ba´sicamente generadas por las interacciones Coulombianas junto con el principio de
exclusio´n de Pauli.
Primero observemos el modelo en el llamado l´ımite ato´mico, esto es U
t
→∞, es
decir el l´ımite de grandes valores de la repulsio´n electro´n-electro´n. En este l´ımite,
a medio llenado el estado fundamental es altamente degenerado, ya que cualquier
estado con un electro´n por sitio es un estado fundamental del sistema con energ´ıa
cero, sin importar la orientacio´n del esp´ın de cada electro´n. Para describir como esta
degeneracio´n desaparece para valores pequen˜os pero finitos de t
U
, debemos efectuar
un desarrollo a segundo orden en teor´ıa de perturbaciones. De esta manera puede
obtenerse un hamiltoniano efectivo que actu´a en el subespacio de esp´ın y toma la
forma del conocido hamiltoniano de Heisenberg de esp´ın 1
2
Hˆ =
1
2
∑
i,j
Ji,jSˆi · Sˆj (2.16)
donde Ji,j =
t2i,j
U
depende de la amplitud de hopping entre sitios y mide la magnitud
de la interaccio´n antiferromagne´tica entre los espines.
Aunque el hamiltoniano anterior representa un problema muy complicado con
solo unos pocos casos especiales en los que se puede obtener una solucio´n exacta,
es posible estudiar las propiedades de su estado fundamental usando diversas apro-
ximaciones. En particular, el estado fundamental puede ser un estado ordenado de
forma antiferromagne´tica o estado tipo Ne´el. Estos estados pueden ser obtenidos por
te´cnicas semicla´sicas como las ondas de esp´ın que veremos en las secciones siguien-
tes. El ejemplo ma´s simple se puede encontrar al estudiar el modelo de Heisenberg
con acoplamientos antiferromagne´ticos so´lo a primeros vecinos en una red bipartita,
como por ejemplo es el caso de la red cuadrada, la cu´bica o la hexagonal (de la cual
hablaremos extensamente en la u´ltima parte de esta tesis). En estos casos encon-
tramos que, en promedio, todos los espines de una subred apuntan en la direccio´n
+S (lo que implica ruptura de la simetr´ıa SU(2)) mientras que los de la otra subred
apuntan hacia −S. La diferencia con una configuracio´n cla´sica de espines radica
en que la magnetizacio´n de una dada subred se ve reducida por las fluctuaciones
cua´nticas de punto cero de los espines, au´n a temperatura cero.
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2.2. Modelo de Heisenberg.
Como mencionamos anteriormente, el hamiltoniano efectivo que usaremos para
modelar los grados de libertad magne´ticos es el modelo de Heisenberg (2.16), el cual
esta´ escrito en te´rminos de el operador de intercambio
Sˆi · Sˆj (2.17)
donde los Sˆi son los operadores de esp´ın localizados en el sitio i de la red. Este
operador describe correctamente la interaccio´n entre un par de espines. No es trivial
extender este hamiltoniano a un sistema deN cuerpos y no lo discutiremos en detalle
en esta tesis, nos bastara´ decir que la extensio´n que se obtiene sumando sobre pares
de espines es la correcta. Entonces a partir de aqu´ı discutiremos algunas de sus
propiedades del hamiltoniano
Hˆ =
∑
i,j
Ji,j Sˆi · Sˆj (2.18)
Este es un hamiltoniano cua´ntico con Sˆi, (i = 1, 2, ..., N), un operador con elementos
Sˆ = (Sˆx, Sˆy, Sˆz) que cumplen con el a´lgebra de SU(2). Sin embargo, a partir de este
modelo cua´ntico podemos obtener lo que llamaremos su l´ımite cla´sico para grandes
valores de la magnitud del esp´ın. Podemos ver las razones por las cuales llamamos a
este l´ımite “cla´sico” escribiendo Sˆi en te´rminos de operadores normalizados Ωˆi, tal
que Sˆi = SΩˆi. En funcio´n de estos operadores las relaciones de conmutacio´n quedan
[Ωˆxi , Ωˆ
y
j ] =
i
S
Ωˆzi δi,j (2.19)
Tomando el l´ımite para grandes valores de S vemos que los operadores norma-
lizados conmutan, y por lo tanto se comportan como vectores cla´sicos. Estudiar las
propiedades del modelo en este l´ımite es extremadamente u´til desde el punto de
vista teo´rico, por un lado puede usarse para chequear que las aproximaciones reali-
zadas en los ca´lculos sean va´lidas al menos para grandes valores de S. Por otro lado
se pueden realizar expansiones semicla´sicas partiendo del orden cla´sico. Trataremos
algunas de estas en las siguientes secciones.
Es fa´cil ver que el estado fundamental cla´sico correspondiente a Jij < 0 es fe-
rromagne´tico. Cualquier vector que apunte en una direccio´n distinta a la del resto
aumenta la energ´ıa del sistema. El caso Jij > 0 es mas complicado, incluso en el mo-
delo cla´sico, y puede generar una extensa variedad de estados fundamentales. Para
simplificar, por ahora asumamos que solo hay interacciones entre primeros vecinos,
es decir Jij = J1 si i y j son vecinos pro´ximos y cero en otro caso. En este caso
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el estado fundamental es antiferromagne´tico, que en el caso cla´sico y para una red
bipartita corresponde a todos los vectores que son primeros vecinos apuntando en
direcciones opuestas. Sin embargo, para el caso cua´ntico el estado fundamental es
otro. Podemos ver esto introduciendo los operadores Sˆ± = Sˆx ± iSˆy y escribiendo
2Sˆ1 · Sˆ2 = 2Sˆz1 Sˆz2 + Sˆ+1 Sˆ−2 + Sˆ−1 Sˆ+2 (2.20)
podemos ver que
2Sˆ1 · Sˆ2| ↑↓〉 = 1
2
| ↑↓〉+ | ↓↑〉 (2.21)
Por lo que vemos que el estado antiferromagne´tico cla´sico no es un autoestado
del hamiltoniano. El estado cla´sico | ↑↓↑ ...〉 es conocido nomo estado de Ne´el
El ana´logo cua´ntico al estado cla´sico antiferromagne´tico se define como un auto-
estado de esp´ın del hamiltoniano de Heisenberg con una magnetizacio´n por subred
diferente de cero. La magnetizacio´n por subred se define entonces como
ms =
1
N
∑
i
〈ǫiSˆzi 〉 (2.22)
donde ǫi es igual a 1 en una subred y −1 en la otra. De manera que para el es-
tado cla´sico la magnetizacio´n ms =
1
2
. Este para´metro de orden esta bien definido
so´lo en el l´ımite cla´sico. Cuando tomamos valores cada vez ma´s bajos del esp´ın las
fluctuaciones cua´nticas se vuelven cada vez ma´s importantes. Esto se debe a que la
magnetizacio´n ms no conmuta con el hamiltoniano de Heisenberg.
dmˆs
dt
∝ [mˆs, Hˆ] 6= 0 (2.23)
por lo que no es una cantidad conservada sino que fluctu´a. Solo en el caso en que
tomemos el l´ımite S → 0 los operadores de esp´ın conmutan entre si, lo que hace
que el operador mˆs conmute con el hamiltoniano y la magnetizacio´n ms se conser-
ve. Para cualquier valor finito del esp´ın tendremos un para´metro de orden que no
conmuta con el hamiltoniano y por lo tanto fluctuante. De esta manera vemos que
la importancia de las fluctuaciones cua´nticas es regulada de alguna manera por la
magnitud del esp´ın. El l´ımite cua´ntico extremo, donde las fluctuaciones cua´nticas
son ma´s importantes es el caso S = 1
2
. Es justamente este l´ımite el que estudiaremos
con mas detalle a lo largo de la tesis.
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Figura 2.1: Modelo sobre la red cuadrada de las propiedades magne´ticas del com-
puesto CaV4O9. Las energ´ıas de diferentes intercambio se esquematizan mediante
los distintos tipos de l´ınea. El acoplamiento ma´s fuerte J corresponde a las l´ıneas
de gruesas que forman las plaquetas cuadradas.
2.3. L´ıquidos de esp´ın
Dependiendo de el contexto, el nombre l´ıquido de esp´ın es usualmente utilizado
con diferentes significados. Comenzaremos aqu´ı dando una definicio´n simple del
mismo: diremos que el estado fundamental de un modelo de espines en la red es
un l´ıquido de esp´ın cua´ntico (LSC) si no rompe esponta´neamente ninguna simetr´ıa.
De acuerdo a esta simple definicio´n un LSC es obtenido si los espines no muestran
ningu´n tipo de orden de largo alcance a T = 0. Un estado sin ningu´n tipo de orden
no es necesariamente interesante desde el punto de vista teo´rico, por ejemplo un
sistema de espines a muy alta temperatura esta completamente desordenado y no
tiene ninguna estructura.
Como discutimos anteriormente el modelo de Heisenberg a primeros vecinos en
redes bipartitas presenta como estado fundamental un estado ordenado antiferro-
magne´tico que acordamos en llamar de tipo Ne´el. Este estado rompe la simetr´ıa de
rotacio´n por lo que evidentemente no puede ser considerado un l´ıquido de esp´ın.
Una de las preguntas que au´n debemos entender en materia condensada es cua´l es el
mecanismo que hace que el orden de Ne´el se vuelva inestable dando lugar a estados
aisladores exo´ticos como los l´ıquidos de esp´ın.
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2.3.1. Materiales sin orden de largo alcance a T = 0
El compuesto CaV4O9 es un ejemplo de un sistema que se puede modelar con un
hamiltoniano de Heisenberg enD > 1, donde, en 1995, se observo´ experimentalmente
que las excitaciones magne´ticas poseen gap [33]. En particular, este compuesto se
modela con un modelo de Heisenberg de esp´ın 1
2
sobre una red cuadrada a la que
se le sustrae un sitio de cada cinco (Fig.2.1). Los sitios restantes corresponden a las
ubicaciones de los iones de vanadio, que llevan los electrones magne´ticamente activos.
Las interacciones magne´ticas Ji,j resultan ser significativas, no so´lo entre los vecinos
ma´s cercanos, sino tambie´n entre los segundos vecinos. A trave´s de mediciones de
susceptibilidad magne´tica, se observo´ que el estado fundamental es un singlete de
esp´ın rotacionalmente invariante, lo que excluye cualquier estado de tipo Ne´el.
Este comportamiento tipo l´ıquido de esp´ın puede entenderse en el l´ımite en el
que so´lo los acoplamientos ma´s fuertes Ji,j se mantienen, y los otros se ponen a cero.
Resulta ser que estos acoplamientos actu´an entre segundos vecinos, y forman un
conjunto de plaquetas desacopladas de cuatro sitios. Dado que el estado fundamental
de dicho sistema de Heisenberg de cuatro sitios es un u´nico estado con S = 0,
separado por un gap de otros estados, el modelo es trivialmente gapeado y sin
ruptura de simetr´ıa en este l´ımite. Pero este no es el tipo de l´ıquido de esp´ın en el
que queremos centrarnos aqu´ı, ya que puede ser transformado adiaba´ticamente en
un aislador de bandas. Apagando la interaccio´n electro´n-electro´n podemos hacer que
el sistema sea meta´lico. Pero se puede proceder de una manera diferente, a partir
de valores realistas de Ji,j, podemos apagar gradualmente los acoplamientos entre
plaquetas. De esta manera, se puede verificar (nume´ricamente, por ejemplo) que el
gap de esp´ın no se cierra y no hay ninguna transicio´n de fase cua´ntica. Entonces, en
este sistema de plaquetas de cuatro espines desacopladas, la repulsio´n U se puede
llevar a cero, sin causar ningu´n cambio de fase. El estado final es un aislador de
bandas y esta suavemente conectado con el modelo inicial de Heisenberg.
2.3.2. Estados Valence Bond Resonantes
Anteriormente mencionamos que, al estudiar el modelo de Heisenberg, una estra-
tegia razonable puede ser partir del orden cla´sico del modelo y realizar un desarrollo
semicla´sico en potencias de 1/S. En dicho desarrollo asumimos que los espines ex-
perimentan pequen˜as fluctuaciones alrededor de una direccio´n bien definida y que la
funcio´n de correlacio´n esp´ın-esp´ın es de largo alcance. Esto es, por supuesto, incom-
patible con la posibilidad de tener un estado invariante rotacional de tipo l´ıquido
de esp´ın. Para obtener alguna intuicio´n de la forma que podr´ıa tener un estado de
tipo l´ıquido de esp´ın es interesante analizar el l´ımite opuesto al estado de Ne´el: es
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Figura 2.2: Esquema de un estado de tipo Valence Bond de corto alcance en la red
triangular. Los singletes entre pares de espines son representados por medio de las
elipses.
decir un estado de singletes con correlaciones extremadamente cortas. Llamaremos
a este tipo de estados Valence Bond de corto alcance. Este estado puede escribirse
como producto directo de estados de S = 0, |i, j〉 = 1√
2
(| ↑i↓j〉 − | ↓i↑j〉) entre pares
de sitios
|V B〉 = |i0, i1〉 ⊗ |i2, i3〉 ⊗ |i4, i5〉 · · · ⊗ |iN−1, iN〉 (2.24)
donde cada sitio de la red aparece exactamente una vez. Este tipo de estados es de
corto alcance si todos los pares de sitios que forman un singlete, esta´n a una distancia
menor o igual que una longitud fija rmax. El caso mas simple es tomar rmax = 1,
donde cada esp´ın forma un singlete con alguno de sus vecinos pro´ximos (ver Fig.
2.2). En un estado VB las correlaciones esp´ın-esp´ın son de corto alcance: 〈V B|Sˆi ·
Sˆj|V B〉 = 0 si |ri − rj| > rmax. Para un modelo de Heisenberg con acoplamientos
a primeros vecinos en una red bipartita podemos comparar el valor de expectacio´n
de la energ´ıa de un estado VB a primeros vecinos con el del estado tipo Ne´el. La
energ´ıa de un VB es EV B = −38J por sitio mientras que en el estado de Ne´el
obtenemos ENeel = −z8J , donde z es el nu´mero de coordinacio´n. Si la red no es
bipartita pero admite un estado de mı´nima energ´ıa cla´sica en tres subredes (con los
espines formando un a´ngulo de 120 grados entre si), la energ´ıa del estado de Ne´el es
EN = − z16J . De esto podemos ver por ejemplo que en la red hexagonal el valor de
expectacio´n de la energ´ıa en el estado VB es igual que EN .
Esta simple comparacio´n variacional nos sugiere que las redes con nu´mero de
coordinacio´n mas bajo e interacciones frustradas (lo que incrementa el nu´mero de
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Figura 2.3: Uno de los estados fundamentales del modelo de Majummdar-Gosh re-
presentado esquema´ticamente.
subredes en el estado fundamental cla´sico) tienden a favorecer los estados de tipo
VB, y entonces podr´ıan dar lugar a estados mas complejos de tipo l´ıquido de esp´ın.
De hecho hay algunos modelos en donde los estado de tipo VB son los esta-
dos fundamentales exactos del sistema. El ejemplo mas famoso es el modelo de
Majumdar-Gosh. Consideremos una cadena de espines con acoplamientos a prime-
ros y segundos vecinos y situemonos en el punto especial del espacio de acoplamientos
donde se cumple que J1 = 2J2. en este caso podemos escribir entonces:
HMG = J1
∑
i
Sˆi · Sˆi+1 + J2
∑
i
Sˆi · Sˆi+2 (2.25)
HMG = J2
(
2
∑
i
Sˆi · Sˆi+1 +
∑
i
Sˆi · Sˆi+2
)
(2.26)
(2.27)
y por simplicidad tomaremos J2 = 1, esta eleccio´n no cambia la f´ısica del problema
ya que solo define la escala de energ´ıas. Tenemos por lo tanto
HMG = 2
∑
i
Sˆi · Sˆi+1 +
∑
i
Sˆi · Sˆi+2 (2.28)
y el estado fundamental (doblemente degenerado) esta dado por
|a〉 = · · · |0, 1〉 ⊗ |2, 3〉 ⊗ |4, 5〉 ⊗ |6, 7〉 ⊗ · · · (2.29)
|b〉 = · · · |1, 2〉 ⊗ |3, 4〉 ⊗ |5, 6〉 ⊗ |7, 8〉 ⊗ · · · (2.30)
(2.31)
Podemos ver fa´cilmente que estos son los estados fundamentales posibles de la
siguiente manera: Primero definimos un hamiltoniano de Heisenberg para una terna
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de espines vecinos de la siguiente manera
hˆijk = Sˆi · Sˆj + Sˆj · Sˆk + Sˆk · Sˆi (2.32)
que podemos escribir como
hˆijk =
1
2
(
Sˆi + Sˆj + Sˆk
)2
− 9
8
(2.33)
de esta manera podemos ver claramente que los autovalores de hˆijk son
1
2
S(S+1)− 9
8
,
con S = 1
2
o S = 3
2
. De manera que si los sitios ijk esta´n en un estado de esp´ın 1
2
minimizan exactamente la energ´ıa.
Por otro lado es fa´cil ver que el hamiltoniano de Majumdar-Gosh puede escribirse
como
HˆMG =
∑
i
hˆi−1,i,i+1 (2.34)
De esta manera, como los autoestados |a〉 y |b〉 tienen siempre un singlete en cual-
quier terna de sitios i − 1, i, i + 1 y entonces se encuentran en un estado de esp´ın
1
2
y minimizan cada uno de los te´rminos de la ecuacio´n anterior para HˆMG. Por lo
tanto constituyen estados fundamentales exactos del sistema.
A excepcio´n del modelo particular de MG visto anteriormente y algunos pocos
casos especiales ma´s, los estados VB generalmente no son autoestados del hamilto-
niano. Partiendo de un estado de tipo VB el hamiltoniano inducira´ alguna dina´mica
sobre e´l. Sin embargo el estado fundamental puede ser pensado como una combina-
cio´n lineal de muchos estados de este tipo. Anderson sugirio´ que, con la geometr´ıa
de la red apropiada e interacciones frustradas, el estado fundamental podr´ıa estar
deslocalizado cubriendo una gran parte del subespacio generado por los estados VB
y formando una combinacio´n lineal de muchos de estos estados (en esta combinacio´n
toman parte estados con singletes a segundos, terceros vecinos, etc). En este caso el
sistema puede restaurar todas las simetr´ıas de la red (que se rompen en cada estado
VB particular) y formar un l´ıquido de esp´ın.
2.4. Bosones de Schwinger
En esta seccio´n describimos detalladamente la te´cnica de bosones de Schwinger
a orden campo medio en redes con motivo, utilizando el me´todo cano´nico. Es decir,
consideramos los bosones de Schwinger como operadores y aplicamos la te´cnica
esta´ndar de campo medio para tratar los te´rminos cua´rticos de interaccio´n entre
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bosones. Resultados similares se obtienen en una formulacio´n por integral funcional
de la funcio´n de particio´n. El lector que no este interesado en los detalles te´cnicos
del me´todo puede obviar la lectura de esta seccio´n o consultarla luego de la lectura
de la tesis.
2.4.1. Aproximacio´n de campo medio.
Comenzamos como antes con un hamiltoniano de Heisenberg sobre una red ge-
neral
Hˆ =
1
2
∑
xyαβ
Jαβ(x− y)Sˆx+rα · Sˆy+rβ (2.35)
donde x e y indican las posiciones de las celdas unitarias y los vectores rα localizan
los a´tomos dentro de cada celda. Esta notacio´n es la ma´s conveniente si queremos
estudiar redes con mas de un a´tomo por celda unidad como es el caso de la red
hexagonal, Kagome´, etc. Aqu´ı, Jαβ(x−y) es la interaccio´n de intercambio entre los
espines situados en x+ rα e y + rβ.
Supondremos en adelante que el patro´n magne´tico completo se construye me-
diante sucesivas traslaciones y rotaciones de esp´ın con vector de onda Q. De manera
que, con los espines sobre el plano xz, el orden magne´tico cla´sico puede escribirse
como
Sˆxx+rα = S sinϕα(x) (2.36)
Sˆyx+rα = 0 (2.37)
Sˆzx+rα = S cosϕα(x) (2.38)
donde ϕα(x) = Q ·x+ θα y los θα son los a´ngulos relativos entre los esp´ınes cla´sicos
dentro de cada celda unidad.
En la representacio´n de Schwinger, cada variable de esp´ın Sˆi es reemplazada por
dos bosones bˆiσ (σ = ±) de acuerdo a:
Sˆr =
1
2
bˆ†r · ~σ · bˆr (2.39)
donde ~σ = (σx, σy, σz) son las matrices de Pauli y bˆr =
(
bˆr↑
bˆr↓
)
. Las componentes
de esp´ın se escriben entonces:
Sˆ+r = bˆ
†
r ↑bˆr ↓ (2.40)
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Sˆ−r = bˆ
†
r ↓bˆr ↑ (2.41)
Sˆzr =
1
2
(bˆ†r ↑bˆr ↑ − bˆ†r ↓bˆr ↓) (2.42)
Esta es una representacio´n fiel del a´lgebra de SU(2) si se agrega la restriccio´n ho-
lono´mica
2S = bˆ†r ↑bˆr ↑ + bˆ
†
r ↓bˆr ↓ (2.43)
En esta representacio´n, el te´rmino de intercambio puede escribirse en la forma
Sˆx+rα · Sˆy+rβ =: Bˆ†α,β(x,y)Bˆα,β(x,y) : −Aˆ†α,β(x,y)Aˆα,β(x,y) (2.44)
donde Aˆα,β(x,y) y Bˆα,β(x,y) son los invariantes SU(2) definidos como
Aˆα,β(x,y) =
1
2
∑
σ
σbˆ(α)x,σbˆ
(β)
y,−σ (2.45)
Bˆα,β(x,y) =
1
2
∑
σ
bˆ†(α)x,σ bˆ
(β)
y,σ (2.46)
y donde, como es usual, σ = ± y : Oˆ : indica el orden normal del operador Oˆ.
El operador Aˆ†α,β(x,y) crea un singlete entre los espines ubicados en las posiciones
x + rα e y + rβ, mientras que Bˆ
†
α,β(x,y) crea un estado ferromagne´tico entre dos
espines situados en las posiciones x e y, lo que implica un hopping coherente en-
tre los bosonoes ubicados en dichos sitios. Este desacople invariante rotacional es
particularmente u´til para describir sistemas magne´ticos en las cercan´ıas de estados
desordenados ya que permite tratar el antiferromagnetismo y el ferromagnetismo en
pie de igualdad.
Para poder escribir una teor´ıa de campo medio realizamos un desacople de tipo
Hartree-Fock
(Sˆx+rα · Sˆy+rβ)MF = [B∗αβ(x− y)Bˆαβ(x,y)− A∗αβ(x− y)Aˆαβ(x,y) +H.c]
− 〈(Sˆx+rα · Sˆy+rβ)MF 〉 (2.47)
con
A∗αβ(x− y) = 〈Aˆ†αβ(x,y)〉 (2.48)
B∗αβ(x− y) = 〈Bˆ†αβ(x,y)〉 (2.49)
〈(~S~x+~rα · ~S~y+~rβ)MF 〉 = |B†αβ(~x− ~y)|2 − |A†αβ(~x− ~y)|2 (2.50)
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y donde 〈 〉 denota el valor de expectacio´n en el estado fundamental a T = 0. Estas
son las ecuaciones de campo medio que tendremos que resolver de forma autocon-
sistente. Explicaremos en mayor detalle la forma de resolver dichas ecuaciones en
las siguientes secciones.
El hamiltoniano, a nivel campo medio queda entonces expresado como una forma
cuadra´tica en los operadores
HˆMF =
1
2
∑
xyαβ
Jαβ(x− y)
(
Sˆx+rα · Sˆy+rβ
)
MF
(2.51)
=
1
2
∑
xyαβ
Jαβ(x− y)
{[
1
2
∑
σ
Bα,β(x− y) bˆ†(α)x,σ bˆ(β)y,σ − σAα,β(x− y) bˆ†(α)x,σ bˆ†(β)y,−σ +H.C.
]
− [ |Bα,β(x− y)|2 − |Aα,β(x− y)|2]
}
Como varias de las funciones involucradas en el hamiltoniano dependen de la dife-
rencia x − y es conveniente realizar un cambio en la suma, llamando R = x − y
podemos eliminar x de las sumas y obtener
HˆMF =
1
2
∑
Ryαβ
Jαβ(R)
(
SˆR+y+rα · Sˆy+rβ
)
MF
(2.52)
=
1
2
∑
Ryαβ
Jαβ(R)
{[
1
2
∑
σ
Bα,β(R) bˆ
†(α)
R+y,σbˆ
(β)
y,σ − σAα,β(R) bˆ†(α)R+y,σbˆ†(β)y,−σ +H.C.
]
− [ |Bα,β(R)|2 − |Aα,β(R)|2]
}
Al ser cuadra´tico en los operadores boso´nicos, este hamiltoniano ya podr´ıa ser dia-
gonalizado en el espacio real. Sin embargo como buscamos soluciones invariantes
traslacionales del problema, es conveniente transformar los operadores boso´nicos al
espacio de momentos. Esta transformacio´n simplifica la imposicio´n de las condiciones
de contorno y permite obtener las excitaciones elementales del sistema en funcio´n
del vector de onda k.
Los operadores boso´nicos pueden ser escritos en el espacio rec´ıproco como
bˆ(α)x,σ =
1√
Nc
∑
k
bˆ
(α)
k,σe
ik·(x+rα) (2.53)
donde los vectores k’s son los modos normales de la red con condiciones de contorno
perio´dicas, pertenecientes a la primer zona de Brillouin. Despue´s de algunos ca´lculos
simples utilizando algunas propiedades de simetr´ıa como
Jαβ(R) = Jβα(−R)
Aαβ(R) = −Aβα(−R) (2.54)
Bαβ(R) = B
∗
βα(−R)
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obtenemos la siguiente forma para el hamiltoniano
HˆMF =
1
2
∑
kαβ
∑
σ
{
γBαβ(k)bˆ
†(α)
kσ bˆ
(β)
kσ + γ
B
αβ(−k)bˆ†(α)−k−σ bˆ(β)−k−σ (2.55)
− σ γAαβ(k)bˆ†(α)kσ bˆ†(β)−k−σ − σγ¯Aαβ(k)bˆ(α)kσ bˆ(β)−k−σ
}
(2.56)
− Nc
2
∑
Rαβ
Jαβ(R)
[|Bαβ(R)|2 − |Aαβ(R)|2] (2.57)
donde
γBαβ(k) =
1
2
∑
R
Jαβ(R)Bαβ(R)e
−i k·(R+rα−rβ) (2.58)
γAαβ(k) =
1
2
∑
R
Jαβ(R)Aαβ(R)e
−i k·(R+rα−rβ) (2.59)
γ¯Aαβ(k) =
1
2
∑
R
Jαβ(R)A¯αβ(R)e
−i k·(R+rα−rβ) (2.60)
Para que los bosones de Schwinger representen correctamente a los operadores
de esp´ın debe cumplirse la restriccio´n
∑
σ bˆ
†(α)
xσ bˆ
(α)
xσ = 2S en cada sitio de la red. Im-
ponemos esta condicio´n, en promedio sobre cada subred α mediante multiplicadores
de Lagrange λ(α) que actu´an como potenciales qu´ımicos que restringen el nu´mero
de bosones en cada sitio a 2S.
HˆMF → HˆMF + Hˆλ (2.61)
donde
Hˆλ =
∑
xα
λ(α)
(∑
σ
bˆ†(α)xσ bˆ
(α)
xσ − 2S
)
(2.62)
que en el espacio de momentos puede escribirse como
Hˆλ =
∑
kασ
λ(α)
2
∑
σ
(bˆ
†(α)
kσ bˆ
(α)
kσ + bˆ
†(α)
−k−σ bˆ
(α)
−k−σ)− 2SNc
∑
α
λ(α) (2.63)
por lo que el hamiltoniano resulta
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Hˆ =
1
2
∑
kαβσ
{
(γBαβ(k) + λ
(α)δαβ)bˆ
†(α)
kσ bˆ
(β)
kσ + (γ
B
αβ(−k) + λ(α)δαβ)bˆ†(α)−k−σ bˆ(β)−k−σ
− σ
(
γAαβ(k)bˆ
†(α)
kσ bˆ
†(β)
−k−σ + γ¯
A
αβ(k)bˆ
(α)
kσ bˆ
(β)
−k−σ
)}
(2.64)
− Nc
2
∑
Rαβ
Jαβ(R)
[|Bαβ(R)|2 − |Aαβ(R)|2]− 2SNc∑
α
λ(α)
Usando las simetr´ıas (2.54) puede verse fa´cilmente que las contribuciones de
ambos tipos de bosones (σ = ±) son ide´nticas. Por lo que podemos efectuar la suma
sobre σ obteniendo
Hˆ =
1
2
∑
kαβ
{
(γBαβ(k) + λ
(α)δαβ)bˆ
†(α)
k↑ bˆ
(β)
k↑ + (γ
B
αβ(−k) + λ(α)δαβ)bˆ†(α)−k↓bˆ(β)−k↓
− σ
(
γAαβ(k)bˆ
†(α)
k↑ bˆ
†(β)
−k↓ + γ¯
A
αβ(k)bˆ
(α)
k↑ bˆ
(β)
−k↓
)}
(2.65)
− Nc
2
∑
Rαβ
Jαβ(R)
[|Bαβ(R)|2 − |Aαβ(R)|2]− 2SNc∑
α
λ(α)
Antes de diagonalizar este hamiltoniano vamos a definir una notacio´n mas con-
veniente. Definimos el espinor bˆ†(k) =
(
~b†k↑, ~b−k↓
)
donde
~b†k↑ = (bˆ
†(α1)
k↑ , bˆ
†(α2)
k↑ , ..., bˆ
†(αnc )
k↑ ) (2.66)
~b−k↓ = (bˆ
†(α1)
−k↓ , bˆ
†(α2)
−k↓ , ..., bˆ
†(αnc )
−k↓ ) (2.67)
donde nc es el nu´mero de a´tomos en la celda unidad. Con todo esto podemos escribir
el hamiltoniano como
HMF =
∑
k
bˆ†(k) ·D(k) · bˆ(k)− (2S + 1)Nc
∑
α
λ(α) − 〈HMF 〉 (2.68)
donde D(k) es la matriz dina´mica de 2nc × 2nc
D(k) =
(
γBαβ(k) + λ
(α)δαβ −γAαβ(k)
−γ¯Aβα(k) γBαβ(k) + λ(α)δαβ
)
(2.69)
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Se verifica fa´cilmente que la matriz D cumple que D† = D y puede mostrarse
que los para´metros B son reales. En lo que sigue consideraremos el caso en que los
para´metros A tambie´n son reales. Esta eleccio´n es consistente con el l´ımite cla´sico
si se toma el plano de los espines como el x-z. En consecuencia tenemos que:
γAαβ(k) = −γ¯Aβα(k) (2.70)
γBαβ(k) = γ
B
βα(−k) (2.71)
y la matriz D puede escribirse en forma compacta
D(k) =
(
D1 −D2
D2 D1
)
(2.72)
con D1αβ = γ
B
αβ(k) + λ
(α)δαβ y D
2 = γAαβ(k). Ahora ya tenemos el hamiltoniano
escrito de forma cuadra´tica en los operadores boso´nicos y debemos diagonalizarlo
teniendo en cuenta las relaciones de conmutacio´n boso´nicas
2.4.2. Diagonalizacio´n
La diagonalizacio´n del hamiltoniano (2.68) requiere una transformacio´n para-
unitaria de la matriz D que preserve las relaciones de conmutacio´n boso´nicas. Los
detalles te´cnicos de esta transformacio´n para-unitaria (o de Bogoliubov generalizada)
esta´n detalladamente explicadas en [80]. De esta manera podemos diagonalizar el
hamiltoniano definiendo los operadores de cuasipart´ıculas aˆ = F · bˆ, donde la matriz
de transformacio´n puede escribirse como
F−1 =
(
U -V
V U
)
(2.73)
Esta matriz satisface la condicio´n de paraunitariedad
(F †)−1 · S · (F )−1 = S, (2.74)
donde
S =
(
I 0
0 -I
)
(2.75)
el hamiltoniano de campo medio en te´rminos de las nuevas cuasipart´ıculas resultan
HˆMF =
∑
k
aˆ†k · E(k) · aˆk − 2(S + 1)Nc
∑
α
λ(α) − 〈HˆMF 〉 (2.76)
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dondeE(k) = (F †)−1·D·(F )−1 = diag(ω1(k), ω2(k), ..., ωn(k), ω1(k), ω2(k), ..., ωn(k)).
Por lo que el hamiltoniano de campo medio puede ser escrito en la nueva base como
HˆMF =
∑
k,α
ωα(k)aˆ
†(α)
k↑ aˆ
(α)
k↑ (2.77)
2.4.3. Ecuaciones de auto-consistencia.
Los para´metros de campo medio que necesitamos calcular de forma autoconsis-
tente fueron definidos a partir de los operadores
Aˆαβ(x,y) =
1
2
∑
σ
σbˆ(α)xσ bˆ
(β)
yσ (2.78)
Bˆαβ(x,y) =
1
2
∑
σ
bˆ†(β)yσ bˆ
(α)
xσ (2.79)
y suponiendo un estado fundamental con invarianza traslacional con respecto a las
celdas unidad, de manera que
Aαβ(R) =
1
Nc
∑
y
〈Aˆαβ(y +R,y)〉 (2.80)
Bαβ(R) =
1
Nc
∑
y
〈Bˆαβ(y +R,y)〉 (2.81)
obteniendo las siguientes expresiones para los para´metros de campo medio
Aαβ(R) =
1
2Nc
∑
k
{
eik(R+rα−rβ)〈bˆ(α)k↑ bˆ(β)−k↓〉 − e−ik(R+rα−rβ)〈bˆ(α)−k↓bˆ(β)k↑ 〉
}
(2.82)
Bαβ(R) =
1
2Nc
∑
k
{
eik(R+rα−rβ)〈bˆ†(β)k↑ bˆ(α)k↑ 〉 − e−ik(R+rα−rβ)〈bˆ†(β)−k↓bˆ(α)−k↓〉
}
(2.83)
La restriccio´n al nu´mero de bosones en cada subred puede escribirse como∑
σ
bˆ†(α)xσ bˆ
(α)
xσ = 2S (2.84)
1
2
∑
σ
bˆ†(α)xσ bˆ
(α)
xσ = S (2.85)
Bˆαα(x,x) = S (2.86)
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tratando esta restriccio´n en valor medio tenemos que
Bαα(R = 0) = S (2.87)
y en el espacio de momentos la restriccio´n puede escribirse como∑
k
{
〈bˆ†(α)k↑ bˆ(α)k↑ 〉+ 〈bˆ†(α)−k↓bˆ(α)−k↓〉
}
= 2SNc (2.88)
Esta ecuacio´n tiene que ser resuelta para cada subred de forma autoconsistente junto
con las ecuaciones para los para´metros de campo medio.
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2.5. Ondas de esp´ın y bosones de Holstein-Prima-
kov.
Para entender como un modelo de espines acoplados antiferromagne´ticamente
puede no mostrar ningu´n tipo de orden a temperatura cero es u´til repasar la aproxi-
macio´n estandar a las fases de Ne´el. El desarrollo semicla´sico 1/S en ondas de esp´ın
parte de la configuracio´n cla´sica que minimiza la energ´ıa, asumiendo que las des-
viaciones cua´nticas a partir de la direccio´n de ordenamiento son pequen˜as, y trata
estas desviaciones como un conjunto de osciladores armo´nicos.
En esta aproximacio´n el hamiltoniano es escrito en te´rminos de operadores de
creacio´n y destruccio´n boso´nicos, siendo cuadra´tico y pudiendo ser diagonalizado por
medio de una transformacio´n de Bogoliubov. Despues de usar esta aproximacio´n se
puede chequear si las desviaciones a partir del orden cla´sico son realmente pequen˜as.
Si este no es el caso, estamos frente a una fuerte indicacio´n de que el orden magne´tico
de largo alcance es destruido por las fluctuaciones.
2.5.1. Ferromagneto
Aunque el principal objetivo de esta tesis es estudiar el antiferromagneto cua´nti-
co estudiaremos primero brevemente el ferromagneto usando bosones de Holstein-
Primakov. Esto nos permitira´ extender de manera natural el uso de estos operadores
boso´nicos para estudiar el antiferromagneto. Este primer acercamiento al problema
del antiferromagneto se utiliza frecuentemente como base para un desarrollo ma´s
elegante del problema en la formulacio´n de la integral de caminos.
Estudiaremos primero el modelo de Heisenberg correspondiente al siguiente ha-
miltoniano
Hˆ = J
∑
<i,j>
Sˆi · Sˆj (2.89)
donde el caso J < 0 corresponde a un sistema ferromagne´tico y entenderemos la
notacio´n < i, j > como una suma entre vecinos pro´ximos en la red. Los operadores
de esp´ın satisfacen el a´lgebra de SU(2)
[Sˆαj , Sˆ
β
k ] = i δj,k ǫ
αβγ Sˆγk (2.90)
Dado el signo de la constante de acoplamiento J , el hamiltoniano favorece las
configuraciones en las que todos los espines en sitios vecinos esta´n alineados en la
misma direccio´n. Un estado fundamental del sistema podr´ıa ser, por ejemplo
|gs〉 =
⊗
j
| ↑〉j (2.91)
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donde | ↑〉j representa un estado con ma´xima componente z del esp´ın en el sitio j. Si
realizamos una rotacio´n cualquiera de todos los espines simulta´neamente no cambia
la energ´ıa, por lo que el estado fundamental es altamente degenerado y el sistema
posee una simetr´ıa continua de rotacio´n global.
Para estudiar las pequen˜as desviaciones alrededor del estado fundamental |gs〉
introducimos una representacio´n de los operadores de esp´ın en te´rminos de opera-
dores bosonicos conocidos como bosones de Holstein-Primakov
Sˆz = S − aˆ†aˆ (2.92)
Sˆ− =
√
1− aˆ
†aˆ
2S
√
2S aˆ† (2.93)
El mapeo anterior reproduce las relaciones de conmutacio´n exactas entre operadores
de esp´ın y el v´ınculo S2 = s(s + 1). Sin embargo es muy dif´ıcil trabajar con el
mismo sin hacer aproximaciones dada la complicada expresio´n en te´rminos de los
operadores boso´nicos. No´tese que el estado de ma´ximo esp´ın corresponde a un estado
sin bosones. El operador Sˆ− actu´a entonces incrementando el nu´mero de bosones
presentes en el sistema.
Podemos utilizar un desarrollo en potencias de 1/S, para hacer el problema mas
fa´cil de resolver, desarrollando la ra´ız en la expresio´n anterior a orden ma´s bajo
tendremos que
Sˆ− ≈
√
2S aˆ† (2.94)
Sˆ+ ≈
√
2S aˆ (2.95)
Sˆz = S − aˆ†aˆ (2.96)
Para el caso ferromagne´tico podemos insertar estas expresiones en el hamilto-
niano y obtener un hamiltoniano en los operadores boso´nicos.
Hˆ = JS
∑
<i,j>
(
aˆ†i aˆj + aˆ
†
j aˆi − aˆ†i aˆi − aˆ†j aˆj
)
+ J
∑
<i,j>
(S2 + aˆ†i aˆiaˆ
†
j aˆj) (2.97)
Aun al mas bajo orden obtenemos un hamiltoniano que contiene un te´rmino de
interaccio´n generado por el te´rmino SˆzSˆz. Analizaremos la parte cuadra´tica, que es
la que domina en el l´ımite de S grande, con lo que ya podra´n verse las primeras
correcciones al comportamiento cla´sico. Nos referiremos a esta aproximacio´n como
aproximacio´n lineal de ondas de esp´ın.
Hˆ = JS
∑
<i,j>
(
aˆ†i aˆj + aˆ
†
j aˆi − aˆ†i aˆi − aˆ†j aˆj
)
(2.98)
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Figura 2.4: a)Representacio´n esquema´tica de la manera seleccionada de realizar la
suma sobre vecinos. b) Medidas experimentales (cond-mat/0101238) de la relacio´n
de dispersio´n para el compuesto antiferromagne´tico CU(DCOO)24D2O, donde D
simboliza “Deuteron”.
Ahora escribiremos la suma de forma conveniente para poder separarla en una suma
sobre los sitios y otra sobre vecinos cambiando la notacio´n i↔ x
Hˆ = JS
∑
x,r
(
aˆ†xaˆx+r + aˆ
†
x+raˆx − aˆ†xaˆx − aˆ†x+raˆx+r
)
(2.99)
La suma sobre sobre x recorre todas las posiciones de la red mientras que r solo
toma valores sobre la mitad de los vecinos de cada sitio de manera de no contar un
par de vecinos dos veces. Por ejemplo en una red cuadrada (2D) puede entenderse
por la suma en r como la suma sobre el vecino de la derecha y el de arriba como se
muestra en la figura 2.4.
Transformando Fourier los operadores boso´nicos
aˆx =
1√
V
∑
k
eik·xaˆk (2.100)
el hamiltoniano (2.99) queda en la forma
Hˆ = JS
∑
k
(
−z +
∑
r
eik·r +
∑
r
e−ik·r
)
aˆ†kaˆk (2.101)
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= −JSz
∑
k
(
1− 2
z
∑
r
cos(k · r)
)
aˆ†kaˆk (2.102)
≈ −JS
∑
k
(∑
r
(k · r)2
)
aˆ†kaˆk (2.103)
≈ −JS
∑
k
|k|2 aˆ†kaˆk (2.104)
de donde vemos que la relacio´n de dispersio´n ε(k) = −JS|k|2 es cuadra´tica y tiende
a cero cuando |k| → 0. E´ste es el modo de Goldstone que corresponde a la ruptura
de simetr´ıa del estado fundamental ferromagne´tico. Es importante notar que la f´ısica
de bajas energ´ıas esta´ dominada por el modo k = 0 donde la relacio´n de dispersio´n
tiende a cero.
2.5.2. Antiferromagneto
Ahora si podemos estudiar el antiferromagneto usando bosones de Holstein-
Primakov. Aunque el hamiltoniano difiere del caso ferromagnetico visto anterior-
mente solo en el signo de la constante de acoplamiento, la f´ısica del antiferromagne-
to es muy diferente. Para las llamadas redes bipartitas el estado de mı´nima energ´ıa
cla´sica en el se alcanza con una configuracio´n alternada de tipo Ne´el en el cual te-
nemos dos subredes dentro de las cuales todos los espines se encuentran paralelos,
mientras que las dos subredes se encuentran rotadas 180 grados una respecto de la
otra. De nuevo tenemos que el sistema posee una simetr´ıa global de rotacio´n pero,
a diferencia del caso ferromagnetico, la configuracio´n cla´sica de mı´nima energ´ıa no
es un autoestado del hamiltoniano.
A continuacio´n nos interesa repetir la metodolog´ıa utilizada para estudiar el
ferromagneto usando la representacio´n de los operadores de esp´ın en te´rmino de
bosones, pero para esto es conveniente realizar antes una transformacio´n cano´nica
de los operadores de esp´ın, donde los espines pertenecientes a una subred (digamos
la subred B) son rotados 180 grados de manera que la proyeccio´n z del esp´ın cambie
de signo.En te´rminos de estos operadores transformados la configuracio´n cla´sica de
mı´nima energ´ıa esta´ dada por el estado donde todos los espines se son paralelos.
Tendremos entonces que
˜ˆ
S
x
B = Sˆ
x
B (2.105)
˜ˆ
S
y
B = −SˆyB (2.106)
˜ˆ
S
z
B = −SˆzB (2.107)
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por lo que los operadores
˜ˆ
S
+
y
˜ˆ
S
−
quedan
˜ˆ
S
+
B =
˜ˆ
S
x
B + i
˜ˆ
S
y
B = Sˆ
x
B − iSˆyB = Sˆ−B (2.108)
˜ˆ
S
−
B =
˜ˆ
S
x
B − i ˜ˆS
y
B = Sˆ
x
B + iSˆ
y
B = Sˆ
+
B (2.109)
Luego el hamiltoniano para el antiferromagneto queda, en te´rminos de los operadores
transformados
Hˆ = J
∑
<i,j>
1
2
(Sˆ+i
˜ˆ
S
+
j + Sˆ
−
i
˜ˆ
S
−
j )− Sˆzi Sˆzj . (2.110)
Como al rotar los espines conseguimos la misma configuracio´n de mı´nima energ´ıa que
en el caso del ferromagneto, podemos usar la misma representacio´n boso´nica para
los operadores de esp´ın y esperar que las fluctuaciones de este estado produzcan el
ana´logo antiferromagnetico a las ondas de esp´ın discutidas antes.
Para la subred A tenemos, como antes
Sˆzi = S − aˆ†i aˆi (2.111)
Sˆ−i ≃
√
2S aˆ†i (2.112)
Sˆ+i ≃
√
2S aˆi (2.113)
mientras que para la subred B
˜ˆ
S
z
j = S − aˆ†jaˆj (2.114)
˜ˆ
S
−
j ≃
√
2S aˆ†j (2.115)
˜ˆ
S
+
j ≃
√
2S aˆj (2.116)
No´tese que nuevamente el estado con ausencia de bosones corresponde a todos
los espines con proyeccio´n ma´xima. El hamiltoniano en te´rminos de la representacio´n
boso´nica queda
Hˆ = J
∑
<i,j>
S(aˆiaˆj + aˆ
†
i aˆ
†
j)− (S − aˆ†i aˆi)(S − aˆ†j aˆj) (2.117)
Hˆ = J
∑
<i,j>
[
−S2 + S(aˆ†i aˆi + aˆ†jaˆj + aˆiaˆj + aˆ†i aˆ†j)− aˆ†i aˆiaˆ†jaˆj
]
(2.118)
el u´ltimo te´rmino es de orden S0 por lo que podemos despreciarlo en el l´ımite de S
grande donde los te´rminos que dominan sera´n los de orden O(S) y O(S2)
Hˆ = −JNS2 + JS
∑
<i,j>
[
(aˆ†i aˆi + aˆ
†
j aˆj + aˆiaˆj + aˆ
†
i aˆ
†
j)
]
(2.119)
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Ahora transformamos Fourier los operadores boso´nicos de la siguiente manera
aˆj =
1√
N
∑
k
e−i k·xj aˆk (2.120)
con lo que el hamiltoniano queda
Hˆ = −JNS2 + JS
∑
k1,k2
[
2δk1,k2 aˆ
†
k1
aˆk2 +
(
1
N
∑
<i,j>
e−i(k1·xi+k2·xj)
)
aˆk1 aˆk2
+
(
1
N
∑
<i,j>
ei(k1·xi+k2·xj)
)
aˆ†k1 aˆ
†
k2
]
(2.121)
Ahora para poder realizar la suma en coordenadas escribimos xj = xi + ~ar, donde
~ar es un vector que va desde xi hasta el r-esimo vecino. Luego tenemos(
1
N
∑
<i,j>
e−i(k1·xi+k2·xj)
)
=
(
1
N
∑
r
e−ik2·ar
∑
i
e−i(k1+k2)·xi
)
= δk1,−k2
∑
r
e−ik2·ar
y una forma ana´loga para el otro te´rmino. Insertando esto en el hamiltoniano
Hˆ = −JNS2 + JS
∑
k
[
2 aˆ†kaˆk +
(∑
r
e−ik·ar
)
aˆkaˆ−k +
(∑
r
eik·ar
)
aˆ†kaˆ
†
−k
]
como la suma sobre los k es sime´trica con respecto al l´ımite superior e inferior (por
ejemplo en 1D −π < k < π) podemos escribir
Hˆ = −JNS2 + JS
∑
k
[
2 aˆ†
k
aˆk +
(∑
r
cos(k · ar)
)
aˆkaˆ−k +
(∑
r
cos(k · ar)
)
aˆ†
k
aˆ†−k
]
= −JNS2 + JS
∑
k
[
aˆ†
k
aˆk + aˆ
†
−kaˆ−k + γk
(
aˆkaˆ−k + aˆ
†
k
aˆ†−k
)]
(2.122)
donde γk =
∑
r cos(k · ar). El hamiltoniano anterior puede ser diagonalizado fa´cil-
mente mediante una transformacio´n de Bogoliubov, definiendo dos nuevos operado-
res bˆk, cˆk de la forma
bˆk = αk aˆk + βk aˆ
†
−k aˆk = αk bˆk − βk cˆ†k (2.123)
cˆ†k = βk aˆk + αk aˆ
†
−k aˆ
†
−k = αk cˆ
†
k − βk bˆk (2.124)
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Con la condicio´n α2k −β2k = 1 para asegurar que los nuevos operadores cumplan con
el a´lgebra boso´nica. Al reemplazar en Hˆ obtenemos
Hˆ = JNS2 + JS
∑
k
{(
α2k + β
2
k − 2γkαkβk
)
[ˆb†kbˆk + cˆ
†
kcˆk] (2.125)
+
(
(α2k + β
2
k)γk − 2αkβk
)
[ˆb†kcˆ
†
k + bˆkcˆk] + 2(β
2
k − γkαkβk)
}
. (2.126)
Impondremos que el coeficiente que acompan˜a a los te´rminos que no conservan el
nu´mero de part´ıculas se anule, junto con la condicio´n sobre los coeficientes para que
se cumplan las relaciones de conmutacio´n boso´nicas.
0 = γk(α
2
k + β
2
k)− 2αkβk (2.127)
1 = α2k − β2k (2.128)
de este sistema de ecuaciones obtenemos
α2k + β
2
k − 2γkαkβk =
√
1− γ2k (2.129)
2(β2k − γkαkβk) =
√
1− γ2k − 1 (2.130)
y reemplazando en el hamiltoniano
Hˆ = JNS(S + 1) + JS
∑
k
√
1− γ2k
[
bˆ†kbˆk + cˆ
†
kcˆk + 1
]
. (2.131)
De esta manera la relacio´n de dispersio´n de las ondas de esp´ın esta dada por
ε(k) = JS
√
1− γ2k (2.132)
∼ 2JS√
z
|k| (2.133)
Por lo tanto, en el caso antiferromagne´tico la relacio´n de dispersio´n de las excitacio-
nes tambie´n va a cero cuando |k| → 0 y cuando |k| → π, es decir, tenemos dos modos
que contribuyen a bajas energ´ıas. Es interesante notar que para valores pequen˜os de
k la relacio´n de dispersio´n es pra´cticamente relativista con velocidad v = 2JS√
z
. En la
figura 2.4-b puede verse el comportamiento de la relacio´n de dispersio´n determinada
experimentalmente.
En el caso antiferromagne´tico tenemos dos tipos de excitaciones distintas bˆ y cˆ
que corresponden a los dos modos de Goldstone generados por la ruptura esponta´nea
de la simetr´ıa SO(3) en la simetr´ıa SO(2) de las rotaciones alrededor del eje z. A
partir de este resultado, puede usarse el hecho de que a bajas energ´ıas los modos
de Fourier que predominan son k = 0 y k = π para desarrollar una teor´ıa efectiva
alrededor de estos modos.
Cap´ıtulo 3
Sistemas altamente
correlacionados.
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Los sistemas altamente correlacionados son sistemas en los cuales cada una delas diferentes partes del mismo tienen una fuerte influencia sobre las dema´s.Esta influencia es tan importante que pra´cticamente no tiene sentido hablar
del sistema en ausencia de tales correlaciones.
Examinemos el ejemplo simple de las diferentes fases de un sistema de mole´culas.
En un extremo tenemos la fase gaseosa diluida, donde las mole´culas pueden ser
descritas esencialmente como part´ıculas que se mueven libremente sin interactuar
unas con otras, y por lo tanto esta´n descorrelacionadas. En el otro extremo tenemos
la fase so´lida, donde las mole´culas forman un cristal y cada una de ellas tienen una
posicio´n fija relativa a las dema´s mole´culas, esto es, las mole´culas esta´n fuertemente
correlacionadas. Entre estos dos extremos se encuentra la fase l´ıquida donde las
mole´culas pueden tener diferentes grados de correlacio´n.
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Como otro ejemplo podemos pensar en los electrones de conduccio´n en un me-
tal. Para algunos metales alcalinos como el Na o K, los electrones pueden ser bien
descriptos con una teor´ıa de electrones que se mueven libremente, es decir que no
interactu´an entre s´ı, en un potencial perio´dico. Estos electrones son entonces mo-
delados adecuadamente con lo que se llama un “gas de Fermi”. En el otro extremo
podemos encontrar so´lidos electro´nicos que pueden formarse bajo ciertas condiciones
favorables. Este estado so´lido de electrones es conocido como cristal de Wigner [5].
Para describir electrones en so´lidos diferentes a los metales alcalinos debemos
tener en cuenta que los electrones interactu´an entre si y por lo tanto esta´n corre-
lacionados. Por analog´ıa con el l´ıquido de mole´culas a estos sistemas se los suele
llamar l´ıquidos electro´nicos.
En teor´ıa de materia condensada , como en otras a´reas de la f´ısica, es comu´n
intentar predecir el comportamiento de un sistema usando modelos simplificados y
teor´ıas efectivas que describan los grados de libertad relevantes. En las secciones
anteriores hemos repasado algunos de estos modelos y sus caracter´ısticas ma´s im-
portantes. En un modelo dado, la inclusio´n de las interacciones puede realizarse de
diferentes maneras y uno de los marcos teo´ricos ma´s convencionales para hacerlo es
la teor´ıa de Landau del l´ıquido de Fermi.
La teor´ıa de Landau del l´ıquido de Fermi es una exitosa teor´ıa en materia con-
densada y repasaremos algunos de sus aspectos en el Cap´ıtulo 4. A pesar del e´xito
de esta teor´ıa, hay muchos sistemas electro´nicos que no pueden ser descritos por
dicha teor´ıa. Estos sistemas no pueden ser mapeados a sistemas de´bilmente inter-
actuantes. Por el contrario, las fuertes interacciones entre los electrones generan un
comportamiento muy diferente al predicho por la teor´ıa del l´ıquido de Fermi.
Un ejemplo interesante de este tipo de comportamiento es el caso de la fase
superfluida que presenta el 3He. Dicha fase no puede ser descripta por la teor´ıa
del l´ıquido de Fermi a pesar de que la fase l´ıquida normal es uno de los ejemplos
paradigma´ticos de dicha teor´ıa. Como el 3He esta´ compuesto de fermiones, en
principio no supondr´ıamos que ellos puedan formar un superfluido por medio de
una condensacio´n de Bose-Einstein. Sin embargo, a causa de las fuertes correlaciones
entre los fermiones, se genera un apareamiento de los mismos y el estado ligado de dos
fermiones tiene estad´ıstica boso´nica y puede condensar. Este tipo de apareamiento
tambie´n es la causa de la ruptura del comportamiento tipo l´ıquido de Fermi en
superconductores. De acuerdo a la teor´ıa BCS, un par ligado de electrones o par de
Cooper es formado a causa de las vibraciones de la red que crean una interaccio´n
atractiva entre los electrones.
En el an˜o 1986 Bednorz y Muller [6] descubrieron el primer superconductor
de alta temperatura cr´ıtica, un descubrimiento que les otorgo´ el premio Nobel
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en 1987. Ellos descubrieron superconductividad en el compuesto cera´mico dopa-
do La2−xBaxCuO4. Luego de este descubrimiento, una gran variedad de compuestos
cera´micos que presentan superconductividad a altas temperaturas fueron descubier-
tos. Sin embargo, ma´s de 20 an˜os despue´s del primer descubrimiento, au´n no hay
ninguna teor´ıa global que explique satisfactoriamente el mecanismo por el cual se
genera la superconductividad en estos compuestos.
Hay una fuerte creencia en que la explicacio´n para este tipo de superconduc-
tividad esta escondida en el comportamiento ano´malo del estado normal. Esto ha
impulsado en los u´ltimos an˜os el intere´s en el estudio de las posibles causas de
ruptura en la descripcio´n del l´ıquido de Fermi y de antiferromagnetos en 2 dimen-
siones. Este u´ltimo esta motivado en el hecho de que los cupratos superconductores
son antiferromagnetos cuando no esta´n dopados. Cuando se los dopa, las correlacio-
nes antiferromagneticas se ven desfavorecidas y eventualmente desaparecen, dando
lugar a la superconductividad. Esta competencia, experimentalmente observada, en-
tre antiferromagnetismo y superconductividad hace que sea importante entender el
mecanismo por el cual un antiferromagneto en 2 dimensiones se desordena, y ba-
jo que´ condiciones se obtiene orden antiferromagne´tico a T = 0. Como veremos
luego, algunos de los ingredientes importantes que controlan esta situacio´n son: la
magnitud del esp´ın, el nu´mero de coordinacio´n de la red y la frustracio´n del sistema.
En varios de los trabajos citados se ha sugerido que mediante una inestabilidad
del l´ıquido de Fermi pueden generarse fases de tipo nema´tica o de tipo stripe, las
cuales rompen alguna simetr´ıa espacial del sistema. En las siguientes secciones pre-
sentaremos brevemente algunos experimentos donde se han encontrado evidencias
de este tipo de fases. El estudio de inestabilidades en la descripcio´n del l´ıquido de
Fermi en redes bidimendionales sera´ el contenido principal de la segunda parte de
la tesis.
3.1. Fases electro´nicas de tipo cristales l´ıquidos y
sistemas altamente correlacionados.
Los tres estados ma´s comunes de la materia, el estado so´lido, el l´ıquido y el
gaseoso. Estos estados son diferentes porque las mole´culas en cada estado tienen
diferente grado de orden. En el estado so´lido cristalino existe una disposicio´n r´ıgida
de las mole´culas que permanecen en una posicio´n fija con una pequen˜a variacio´n
a causa de las vibraciones moleculares. En la fase l´ıquida las mole´culas no tienen
posicio´n ni orientacio´n fija y son libres de moverse de forma aleatoria, por lo que el
estado l´ıquido esta´ menos ordenado que el estado so´lido. Las fuerzas intermoleculares
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atractivas que daban estructura r´ıgida al so´lido, son en el l´ıquido ma´s pequen˜as, pero
au´n lo suficientemente fuertes para mantener a las mole´culas bastante pro´ximas
entre s´ı. Los l´ıquidos, por lo tanto, pueden ser fa´cilmente deformables. Finalmente
en el estado gaseoso, el movimiento aleatorio de las mole´culas se ha incrementado
hasta superar las fuerzas intermoleculares y las mole´culas se extienden hasta llenar
cualquier recipiente que las contenga.
Una fase de tipo cristal l´ıquido se produce en algunas sustancias en la regio´n
de temperatura entre los estados so´lido y l´ıquido. En este estado la sustancia posee
algunas propiedades de l´ıquidos y otras de so´lidos. Un cristal l´ıquido es un fluido
como un l´ıquido, pero puede ser anisotro´pico en sus caracter´ısticas o´pticas y elec-
tromagne´ticas como un so´lido. Cuando el cristal l´ıquido se forma a partir del estado
isotro´pico se obtiene una cierta cantidad de orden. Es este orden el que da cuenta
de las anisotrop´ıas de la sustancia.
Al disminuir la temperatura de la fase
isotro´pica, en la que las mole´culas esta´n
situadas y orientadas de forma aleatoria
(ver fig. 1), llevamos al sistema hacia la
fase nema´tica aumentando el orden orien-
tacional pero no el orden posicional (Fig.
2). El orden orientacional que alcanzan las
mole´culas nos permite definir una direc-
cio´n promedio de las mole´culas en termi-
nos de un vector director que denotamos
n. El material es au´n un fluido, pero en ca-
da punto, r, las mole´culas prefieren orien-
tarse a lo largo de la direccio´n n(r). As´ı,
el material es anisotro´pico.
Podemos definir un para´metro de orden que mide que´ tan alineadas esta´n las
mole´culas del sistema, una eleccio´n usual para este para´metro es
s =
1
2
〈3 cos2(θ)− 1〉 (3.1)
donde 〈·〉 es el promedio te´rmico y θ es el angulo entre cada mole´cula y el vector
director. Si las mole´culas esta´n muy alineadas con dicho vector tendremos s = 1,
mientras que si esta´n distribuidas de forma aleatoria obtendremos s = 0.
A diferencia de los cristales l´ıquidos cla´sicos, los sistemas electro´nicos tienen
grados de libertad de carga y esp´ın y presentan fuertes efectos cua´nticos. Esto genera
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Figura 3.1: a) 2DEG en un campo magne´tico. b) Niveles de Landau.
una multitud de interesantes posibilidades para los estados ordenados en los cuales
el cara´cter de cristal l´ıquido compite con los grados de libertad internos del sistema
electro´nico. En este contexto es habitual que las fases cristalinas sean aisladoras o
cuasi-aisladoras
Un aislador de Mott es un sistema electro´nico que se encuentra en una fase en
la cual hay un gap en el espectro de energ´ıas de una part´ıcula, y este gap esta
generado por las correlaciones electro´nicas y no por las caracter´ısticas de la red.
Uno de los problemas centrales en f´ısica de materia condensada es la comprensio´n
de los aisladores de Mott dopados. Muchos de los sistemas ma´s interesantes, como
por ejemplo los superconductores de alta temperatura, son aisladores de Mott en el
re´gimen no dopado.
Para estos sistemas la teor´ıa de bandas predice que un comportamiento meta´lico
y no aislador, por lo que el sistema deber´ıa poder ser descripto por una teor´ıa de
Landau del l´ıquido de Fermi. Los sistemas electro´nicos que se vuelven aisladores
por efecto de las interacciones son estados de la materia con fuertes correlaciones.
Los aisladores de Mott ma´s conocidos y estudiados generalmente presentan fases
ordenadas asociadas con la ruptura de alguna simetr´ıa global del sistema electro´nico
y tienen claramente definido un para´metro de orden. T´ıpicamente el estado de Mott
es un estado antiferromagne´tico (o alguna generalizacio´n del mismo). Sin embargo
se ha encontrado substancial evidencia de posibles estados de Mott no magne´ticos
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(a) (b)
Figura 3.2: Anisotrop´ıa de magneto-transporte en 2DEG: a) picos en ρxx encontrados
a baja T en los niveles de Landau altos (l´ınea punteada: T=100mK; linea so´lida:
65mK; linea fina: 25mK). Inset: dependencia con la temperatura de los picos a
ν = 9/2 (c´ırculos llenos), 11/2 (c´ırculos vac´ıos), 13/2 (tria´ngulos llenos) y 15/2
(tria´ngulos vac´ıos). b) Anisotrop´ıa de ρxx a T=25mK. (Lilly y otros[13]).
como pueden ser los estados dimerizados y varios tipos de l´ıquidos de esp´ın. Algunos
de estos estados no admiten una descripcio´n por medio de un para´metro de orden
bien definido (como es el caso de las llamadas fases topolo´gicas).
3.1.1. Resultados experimentales
Durante la u´ltima de´cada se encontro´ una gran cantidad de evidencia experi-
mental de la existencia de fases de tipo cristales l´ıquidos en una amplia variedad de
sistemas electro´nicos altamente correlacionados. En esta seccio´n repasaremos breve-
mente algunos de los experimentos realizados sobre superconductores de alta tempe-
ratura cr´ıtica en cupratos, en materiales como los rutenatos (Sr3Ru2O7) y en gases
electro´nicos en 2 dimensiones (2DEG) expuestos a campos magne´ticos grandes don-
de se presentan fases de tipo nema´ticas. Esto nos dara´ un panorama de las posibles
fases existentes que necesitan ser entendidas desde el punto de vista teo´rico.
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(a) Left (b) Right
Figura 3.3: Izquierda: Orden nema´tico en 2DEG; ajuste de la anisotrop´ıa en la
resistencia con un modelo XY en 2D. Simulacio´n Monte Carlo.[16]. Derecha: a)
Anisotrop´ıa en la resistencia longitudinal cerca de ν = 9/2 at T = 25 mK. L´ınea
so´lida: Rxx; flujo de corriente promedio en la direccio´n [110]. b) Dependencia de la
resistencia con la temperatura a ν = 9/2. c) Rxx y Ryy a ν = 9/2 con T = 25 mK
vs campo magne´tico en la direccio´n [110] y [110]. (Cooper et al[17]).
3.1.2. Fases nema´ticas en 2DEG
Hasta la fecha, el estado nema´tico mejor documentado es el estado anisotro´pico
observado en gases de electrones en dos dimensiones (2DEG) sometidos a campos
magne´ticos altos [13, 12, 14, 15] (Fig.3.2).
En muestras de ultra alta movilidad de un 2DEG en heteroestructuras de AlAs-
GaAs, los experimentos de transporte en el segundo nivel de Landau (y mayores)
cerca del centro del nivel de Landau muestran una pronunciada anisotrop´ıa de la
resistencia longitudinal, aumentando bruscamente debajo de T ≃ 80 mK, con una
anisotrop´ıa que aumenta en varios o´rdenes de magnitud cuando se reduce la tem-
peratura. Este efecto solo es observado en muestras ultra puras, con camino libre
medio de alrededor de 0.5 mm y movilidades cercanas a 10-30× 106.
Se puede construir fenomenolo´gicamente un para´metro de orden nema´tico a par-
tir de las medidas del tensor de resistividad, tomando la parte sime´trica de traza
nula del mismo. Este para´metro de orden fue usado en la Ref. [16], donde los autores
realizaron un ajuste de los datos obtenidos en las referencias [13, 12], mostrando que
los resultados pueden explicarse a partir de un modelo XY en 2 dimensiones
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Figura 3.4: Diagrama de fases para el Sr3Ru2O7 en el plano T − H . (Grigera et
al[29]).
Estos experimentos fueron originalmente interpretados como evidencia de una
fase de tipo quantum Hall smetic (stripe) [18, 19, 20, 21, 22]. Sin embargo, otros
experimentos [23, 17, 24] (Fig.3.3, panel derecho) sugieren un estado electro´nico
cristalizado. Esto, junto con un ana´lisis detallado de los datos experimentales, sugiere
que el estado compresible es una fase nema´tica electro´nica [20, 16, 25, 26, 27].
La visio´n alternativa de una fase nema´tica generada mediante una inestabilidad
de Pomeranchuk del l´ıquido de Fermi podr´ıa encajar bien pero es dif´ıcil de justificar
miscorsco´picamente [28, 27]. Este es uno de los ejemplos en los cuales es interesante
entender los canales en los cuales estas inestabilidades de Pomeranchuk tienen lugar,
a partir de modelos microsco´picos.
3.1.3. Fase nema´tica en Sr3Ru2O7
Experimentos recientes [7] de magneto-transporte en Rutenatos cuasi-bidimen-
sionales Sr3Ru2O7 arrojaron claras evidencias de una fuerte dependencia con la
temperatura de la anisotrop´ıa en materiales altamente correlacionados a bajas tem-
peraturas T . 800mK y para una ventana de campos magne´ticos perpendiculares
de alrededor de 7,5 Tesla (ver Figura 3.4).
El compuesto Sr3Ru2O7 es un material cuasi-bidimensional de dos capas del cual
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Figura 3.5: Orden nema´tico en el compuesto YBa2Cu3O6+x (y = 6,45). (de a) hasta
c)) Intensidad de el espectro de excitaciones a 3, 7, y 50 meV, respectivamente. Las
direcciones a∗ y b∗ estan indicadas en (a). (d) mapa color de la intensidad a 3 meV.
(e y f) Escaneos a lo largo de a∗ y b∗ en QAF . (De Hinkov et al[32]).
se sabe que presenta una transicio´n metamagne´tica en funcio´n del campo magne´ti-
co perpendicular aplicado y la temperatura. La anisotrop´ıa en las propiedades de
transporte aparece en el re´gimen de muy bajas temperaturas y so´lo en muestras
extremadamente puras.
Estos experimentos nos brindan evidencia de que el sistema se encuentra en una
fase nema´tica en el rango de campos magne´ticos antes mencionado [7, 8]. Una de
las propuestas para entender este tipo de transicio´n es la idea de una inestabilidad
de Pomeranchuk donde la superficie de Fermi es deformada de forma anisotro´pica.
3.1.4. Fases nema´ticas y de tipo stripes en cupratos
Adema´s de la superconductividad de alta temperatura cr´ıtica, los cupratos mues-
tran una fuerte tendencia a tener estados electro´nicos ordenados. Tal es el caso de
las famosas fases tipo stripes. La relacio´n entre estos estados ordenados y los meca-
nismos que generan la superconductividad de alta temperatura son uno de los temas
de actual intere´s en materia condensada.
Las fases de stripe fueron intensamente estudiadas en superconductores de alta
temperatura y actualmente pueden encontrarse en la literatura distintos reviews del
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tema [30, 31].
Las fases de stripe en los superconductores de alta temperatura presentan un
orden unidireccional, ya sea en los grados de libertad electro´nicos o de esp´ın, y
generalmente no conmensurado.
En general el orden de stripe (usando scatering inela´stico de neutrones de baja
energ´ıa ) en La2−xSrxCuO4, La2−xBaxCuO4 y Y Ba2Cu3O6+x no es esta´tico sino
fluctuante. Esto significa que realmente no hay un verdadero orden de largo alcance
unidireccional sino que el sistema esta´ en una fase cua´ntica desordenada, muy cerca
de una transicio´n de fase cua´ntica hacia una fase ordenada.
Parte II
Inestabilidades electro´nicas
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Cap´ıtulo 4
L´ıquidos de Fermi.
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En un sistema de part´ıculas fuertemente interactuantes como un l´ıquido cua´nti-co, so´lo podemos hacer referencia a los estados estacionarios del l´ıquido yno a los de las part´ıculas individuales. Al calcular la funcio´n de particio´n a
temperaturas suficientemente bajas tomaremos, en general, solo estados excitados
del l´ıquido muy cercanos al estado fundamental. De esta forma los estados excitados
pueden ser pensados como un conjunto de excitaciones elementales o quasipartc´ulas
que poseen energ´ıa ǫ y momento k definidos. El espectro de energ´ıa de un l´ıquido
de Fermi tiene una estructura similar al gas ideal de Fermi, su estado fundamental
corresponde a aocupar todos los estados con momento |k| < kF .
Una condicio´n necesaria para poder describir al sistema utilizando la teor´ıa de
Landau del l´ıquido de Fermi es que las cuasipart´ıculas este´n bien definidas a bajas
energ´ıas, para esto es necesario que el ancho ∆k de la funcio´n de onda de la cuasi-
part´ıcula sea pequen˜o comparado con la energ´ıa de la misma. Este ancho esta´ de-
terminado por la interaccio´n de las cuasipart´ıculas, que en la teor´ıa de Landau
esta´ parametrizada por los llamados Para´metros de Landau.
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En la teor´ıa de Landau del l´ıquido de Fermi, la estabilidad termodina´mica re-
quiere que los para´metros de Landau no sean demasiado grandes y negativos. Este
argumento, presentado por Pomeranchuk [36], implica que si la interaccio´n se vuelve
suficientemente negativa (atractiva), el l´ıquido de Fermi se vuelve inestable ante una
deformacio´n de la superficie de Fermi.
En sistemas definidos sobre una red, este tipo de ana´lisis se vuelve un poco ma´s
complejo. En la red, la simetr´ıa continu´a de rotacio´n esta siempre rota, lo que no
permite expresar los para´metros de Landau en una base de momentos angulares. En
el caso de la red, los para´metros de Landau pueden ser clasificados de acuerdo a las
representaciones irreducibles del grupo puntual de simetr´ıa de la red, por ejemplo
para la red cuadrada corresponder´ıa el grupo C4, lo que lo hace ma´s complicado y
altamente dependiente de la geometr´ıa de la red que estemos estudiando.
En el presente cap´ıtulo presentamos una breve introduccio´n a la teor´ıa de Landau
del l´ıquido de Fermi y la inestabilidad de Pomeranchuk. Mientras que en el siguiente
nos concentraremos en desarrollar un me´todo para diagnosticar inestabilidades de
Pomeranchuk en sistemas sobre la red, independiza´ndonos del uso de los para´metros
de Landau, que puede ser utilizado de forma sistema´tica para cualquier red.
4.1. Excitaciones elementales en un l´ıquido de Fer-
mi cua´ntico
4.1.1. El concepto de cuasipart´ıcula
Primero consideremos un sistema de N fermiones no interactuantes de masa
m y esp´ın S = 1/2 encerrados en un volumen V . Los autoestados del sistema
total son combinaciones antisimetrizadas de los N diferentes estados de part´ıcula
individual. Cada estado de una part´ıcula es caracterizado por dos nu´meros cua´nticos,
su momento k y su esp´ın σ = ±1
2
. La funcio´n de onda normalizada correspondiente
a una part´ıcula en el espacio de configuracio´n es una onda plana:
ψk(r) =
1√
V
eik·r (4.1)
La funcio´n de onda correspondiente a N part´ıculas es el producto antisimetrizado
de N ondas planas. Tales autoestados pueden ser caracterizados por la funcio´n de
distribucio´n nkσ, que toma el valor 1 si el estado correspondiente a los nu´meros
cua´nticos k σ esta´ ocupado y cero en caso contrario.
Una part´ıcula con momento k posee una energ´ıa cine´tica k2/2m 1. En ausencia
1De aqu´ı y en lo que sigue tomaremos ~ = 1.
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de interaccio´n las energ´ıas de los estados de una part´ıcula simplemente se suman
para calcular la energ´ıa total.
E =
∑
k
k2
2m
nkσ (4.2)
El estado fundamental se obtiene llenando los N estados de menor energ´ıa. La
funcio´n de distribucio´n es la mostrada en la figura 4.1, el momento de Fermi kF esta
dado por
N
V
=
k3F
3π2
(4.3)
donde V es el volumen del sistema, y todos los estados de una part´ıcula ocupados
se encuentran dentro de la superficie de Fermi SF , que en este caso corresponde a
la esfera de radio kF .
n0
0
1
kF k
Z
Figura 4.1: Distribucio´n de cuasipart´ıculas en el estado fundamental.
Si agregamos una part´ıcula al sistema, el estado fundamental del sistema de N+1
part´ıculas se obtiene si la part´ıcula adicional es colocada en el estado disponible de
menor energ´ıa, es decir, sobre la superficie de Fermi SF . Podemos definir aqu´ı el
potencial qu´ımico de manera que
µ = E(N + 1)−E(N) = ∂E
∂N
(4.4)
esto es
µ =
k2F
2m
(4.5)
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El potencial qu´ımico es igual a la energ´ıa de una part´ıcula cuyo momento se situ´a so-
bre la superficie de Fermi. Puede demostrarse que este resultado es va´lido igualmente
en presencia de interaccio´n.
Es conveniente especificar los estados excitados del sistema con respecto al estado
fundamental. Un estado excitado dado es obtenido desplazando un cierto nu´mero
de part´ıculas a trave´s de la superficie de Fermi. Este procedimiento es equivalente
a crear un nu´mero igual de part´ıculas fuera de la SF que de huecos dentro de la
misma. Los huecos y part´ıculas entonces constituyen las excitaciones elementales
del sistema. La cantidad de excitaciones esta´ caracterizada por el corrimiento de la
funcio´n de distribucio´n de su valor en el estado fundamental.
δnk = nk − n0k (4.6)
Una part´ıcula excitada con momento |k′| > kF corresponde a δnk = δk′k,
mientras que una excitacio´n de tipo hueco con momento |k′| < kF corresponde
a δnk = −δk′k. Para un sistema no interactuante, la energ´ıa de las excitaciones es
simplemente
E −E0 =
∑
k
k2
2m
δnk (4.7)
A bajas temperaturas, las part´ıculas y huecos pueden ser excitados cerca de la
superficie de Fermi, por lo que δnk sera´ t´ıpicamente diferente de cero y de orden de
1 en una pequen˜a regio´n alrededor de SF . En un sistema aislado el nu´mero total de
part´ıculas se conserva por lo que el nu´mero de part´ıculas excitadas debe ser igual al
nu´mero de huecos. ∑
k
δnk = 0 (4.8)
Es preferible en muchos casos trabajar con la energ´ıa libre de Landau en lugar de
la energ´ıa. En el caso T = 0, la misma esta dada por F = E−µN . Con esta eleccio´n
el sistema queda caracterizando por su potencial qu´ımico en lugar del nu´mero de
part´ıculas. De la ecuacio´n (4.7) vemos que la energ´ıa libre asociada con la funcio´n
de distribucio´n δnk esta dada por
F − F0 =
∑
k
(
k2
2m
− µ
)
δnk (4.9)
La ecuacio´n (4.9) se reduce a (4.7) cuando el nu´mero de part´ıculas se conserva, es
decir cuando se cumple que
∑
k δnk = 0.
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Ahora pasemos al caso de un l´ıquido de Fermi interactuante. Estamos interesa-
dos en la naturaleza de sus excitaciones elementales. Un ataque frontal al problema
podr´ıa hacerse por medio de funciones de Green y la artiller´ıa matema´tica de la
teor´ıa de perturbaciones de muchos cuerpos como el que utilizamos en [37]. En este
caso utilizaremos una aproximacio´n alternativa, que consiste en comparar el l´ıquido
real interactuante con un gas ideal sin interaccio´n y establecer una correspondencia
uno a uno entre los autoestados de los dos sistemas. Esta aproximacio´n nos permi-
tira´ entender cualitativamente el espectro de excitaciones del sistema interactuante.
Consideremos un autoestado del sistema ideal, caracterizado por una funcio´n
de distribucio´n nk. Para establecer una conexio´n con el sistema real, imaginemos
que la interaccio´n entre las part´ıculas es encendida de forma infinitamente lenta.
Bajo esta condicio´n adiaba´tica, los autoestados del gas ideal se transformara´n de
forma progresiva en algu´n estado del sistema interactuante. Sin embargo, no hay
a priori ninguna razo´n por la cual podamos asegurar que este procedimiento nos
generara´ todos los autoestados reales. Por ejemplo un estado superconductor no
puede ser obtenido de esta manera. Por lo tanto, el asumir que el estado fundamental
real puede ser adiaba´ticamente generado partiendo de algu´n autoestado del sistema
ideal caracterizado por una funcio´n de distribucio´n n0k, constituye una hipote´sis
no trivial. Esta suposicio´n puede ser considerada como la definicio´n de un sistema
fermio´nico normal.
Por razones de simetr´ıa, la distribucio´n n0k de un sistema totalmente isotro´pico
es esfe´rica. Como resultado, la superficie de Fermi es esfe´rica y no cambia cuando la
interaccio´n entre las part´ıculas es encendida, esto es, el estado fundamental real es
generado adiaba´ticamente a partir del estado fundamental ideal.
Ahora procediendo de forma similar, sumamos una part´ıcula con momento k a la
distribucio´n del sistema ideal n0k y luego encendemos la interaccio´n entre las part´ıcu-
las adiaba´ticamente. De esta manera generamos un estado excitado del l´ıquido real,
el cual podemos asegurar que posee momento k ya que el momento se conserva en
las colisiones entre part´ıculas. A medida que se va incrementando la interaccio´n, po-
demos imaginarnos que la part´ıcula que agregamos perturba a las dema´s part´ıculas
que se encuentran cercanas a ella. Segun nuestras hipo´tesis, si el cambio en la in-
teraccio´n es lo suficientemente lento; el sistema de N +1 part´ıculas permanecera´ en
equilibrio. Una vez que la interaccio´n esta completamente encendida, encontrare-
mos que nuestra part´ıcula se mueve junto con la nube de part´ıculas que la rodean
distorsionadas por la interaccio´n. En el lenguaje de la teor´ıa de campos, podemos
decir que la part´ıcula esta´ vestida por una nube de autoenerg´ıa. Consideraremos a
esta vestida por la interaccio´n como una entidad independiente, a la que llamaremos
cuasipart´ıcula. El estado excitado anterior corresponde al estado fundamental real
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ma´s una cuasipart´ıcula de momento k.
Sea SF la superficie de Fermi que caracteriza la distribucio´n sin perturbar n
0
k a
partir del cual construimos el estado fundamental real. Por causa del principio de
exclusio´n de Pauli, las excitaciones de cuasipart´ıculas pueden ser generadas solo si
poseen momento k fuera de la SF . La distribucio´n de cuasipart´ıculas en el espacio k
esta´ abruptamente limitada por la superficie de Fermi. Usando el mismo argumento,
encendiendo adiaba´ticamente la interaccio´n, podemos definir cuasihuecos con mo-
mento k dentro de la superficie de Fermi. Las cuasipart´ıculas y cuasihuecos aparecen
entonces como las excitaciones elementales del sistema real y cuando se combinan
generan una extensa clase de estados excitados.
En realidad, nuestro procedimiento adiaba´tico puede darnos dificultades cuando
el estado real, que se obtiene adiabaticamente a partir del estado libre, es desfavo-
recido por la presencia de la interaccio´n. Si el tiempo que tardamos en encender la
interaccio´n es mayor que el tiempo de vida media del estado que queremos generar,
el proceso ya no puede ser considerado como reversible ya que el estado decaera´ an-
tes de que se alcance el valor f´ısico de la interaccio´n. Por otro lado, si para evitar
esto la interaccio´n se enciende demasiado ra´pido, el proceso ya no es adiaba´tico y
no generaremos autoestados del sistema interactuante.
Sin embargo, estas dificultades no surgen en el estado fundamental, el cual es
estable, y puede ser especificado de forma precisa. Debemos tener presente que una
cuasipart´ıcula esta´ estrictamente definida si se encuentra justo sobre la superficie de
Fermi y para que nuestra teor´ıa tenga sentido, debemos tener cuidado de introducir
cuasipart´ıculas solo en la regio´n inmediatamente cercana a la superficie de Fermi. En
las secciones siguientes veremos que si se trata adecuadamente la teor´ıa, la evaluacio´n
de la distribucio´n de cuasiparticulas sobre la superficie de Fermi puede obtenerse
como consecuencia. En sistemas puros a T = 0 el tiempo de vida var´ıa como la
inversa del cuadrado de la separacio´n de energ´ıas con respecto a la energ´ıa de Fermi.
De forma que las cuasipart´ıculas esta´n mejor y mejor definidas cuanto ma´s cerca
estemos de la SF . El tiempo de vida de las cuasipart´ıculas se vuelve suficientemente
grande en la regio´n inmediatamente cercana a la SF , y el concepto de cuasipart´ıcula
tiene sentido en esa regio´n.
Consideremos nuevamente un autoestado del sistema no interactuante, caracte-
rizado por una funcio´n de interaccio´n nk correspondiente a las part´ıculas sin inter-
accio´n. Encendiendo la interaccio´n adiaba´ticamente, obtenemos un autoestado del
sistema real, que puede ser caracterizado por la misma distribucio´n nk. La excita-
cio´n del sistema se mide por la desviacio´n δnk a partir de la distribucio´n del estado
fundamental.
δnk = nk − n0k (4.10)
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A bajas temperaturas, solo nos interesan los estados excitados de bajas energ´ıas,
para los cuales δnk esta restringido a la regio´n inmediatamente cercana a la su-
perficie de Fermi. Bajo estas condiciones el decaimiento de las cuasipart´ıculas es
despreciable. Hay que destacar que la cantidad f´ısica relevante es la desviacio´n δnk
en vez de nk. Debemos tener mucho cuidado entonces en formular nuestra teor´ıa en
te´rminos de δnk y usar n
0
k solo como un paso intermedio. De hecho nuestros resul-
tados generalmente dependera´n de ~∇n0k, una cantidad localizada sobre la superficie
de Fermi.
4.1.2. Energ´ıa de las cuasipart´ıculas
Para un gas ideal, existe una simple relacio´n lineal entre la energ´ıa de un dado
estado y la funcio´n de distribucio´n. Cuando la interaccio´n entre las part´ıculas es
tomada en cuenta, la relacio´n entre la energ´ıa de un estado, E, y la funcio´n de
distribucio´n, nk, se vuelve ma´s complicada. Esta puede ser expresada como una
funcional de la forma E[nk], la cual generalmente no podemos especificar de forma
exacta. Si nk esta´ lo suficientemente cerca de la funcio´n de distribucio´n de equilibrio
n0k, podemos desarrollar en serie de Taylor esta funcional.
E[nk] = E0 +
∑
k
εkδnk +O(δn
2) (4.11)
donde εk es la primer derivada funcional de E.
En la pra´ctica, necesitamos solo los valores de εk cercanos a la superficie de
Fermi, donde podemos usar una expansio´n en serie . El gradiente de εk juega el rol
de velocidad de grupo de la cuasipart´ıcula
vk = ~∇εk (4.12)
En ausencia de campo magne´tico y para un sistema invariante ante reflexiones, εk y
vk no dependen del esp´ın σ. Para un sistema isotro´pico εk solo depende de k = |k|.
La velocidad vk es paralela a k, de manera que, sobre la superficie de Fermi, podemos
escribir
vkF =
dǫ(k)
dk
≡ kF/m∗ (4.13)
donde m∗ es la llamada masa efectiva de las cuasipart´ıculas.
En un sistema anisotro´pico la velocidad de Fermi varia sobre la superficie de
Fermi y la nocio´n de masa efectiva es un poco mas complicada. Por esta razo´n es
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conveniente introducir la densidad de estados ν(ǫ) como
ν(ǫ) =
∑
k
δ(εk − µ− ǫ) (4.14)
A temperatura cero todas las cantidades f´ısicas dependera´n de la densidad de estados
sobre la superficie de Fermi ν(0).
4.2. Interaccio´n entre las cuasipart´ıculas: teor´ıa
de Landau
Como mencionamos antes, la cantidad de intere´s f´ısico para describir un sistema
es la energ´ıa libre de Landau F = E − µN . Para una excitacio´n, la energ´ıa libre
medida desde el valor F0 correspondiente al estado fundamental esta dada por
F − F0 = E −E0 − µ(N −N0) (4.15)
donde N0 es el nu´mero de part´ıculas en el estado fundamental. Para poder genera-
lizar la expresio´n (4.11) necesitamos calcular N −N0. Esto puede hacerse siguiendo
nuestra definicio´n adiaba´tica de cuasipart´ıcula; el estado con una cuasipart´ıcula ex-
tra se deriva a partir de un estado del gas ideal con N + 1 part´ıculas, y el nu´mero
total de part´ıculas se conserva cuando la interaccio´n es encendida adiaba´ticamente.
Por esto, al sumar una cuasipart´ıcula al estado fundamental del l´ıquido estamos
sumando exactamente una part´ıcula al conjunto de part´ıculas del gas. La diferencia
N −N0 puede ser escrita entonces como
N −N0 =
∑
k
nk −
∑
k
n0k
=
∑
k
δnk (4.16)
Usando las ecuaciones (4.11) y (4.16) obtenemos
F − F0 =
∑
k
(εk − µ)δnk +O(δn2) (4.17)
La mayor parte de las propiedades que consideraremos envuelven un desplazamiento
de la superficie de Fermi en una pequen˜a cantidad δ. El valor correspondiente de
δnk es igual a ±1 en una pequen˜a banda de ancho δ centrada en la superficie de
Fermi y se hace cero fuera de ella. En la regio´n donde δnk es distinto de cero
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podemos usar el desarrollo de εk para ver que εk−µ es tambie´n de orden δ. Luego la
diferencia F−F0 dado por la ecuacio´n (4.17) es de orden δ2. El desarrollo (4.17), que
parec´ıa un desarrollo a primer orden, es en realidad de segundo orden con respecto
al desplazamiento de la superficie de Fermi. Este punto es fundamental al intentar
estudiar las inestabilidades del l´ıquido de Fermi ante distorsiones de la superficie de
Fermi y se pondra´ en evidencia cuando desarrollemos nuestro me´todo en el cap´ıtulo
5.
Nuestra aproximacio´n es entonces consistente so´lo si desarrollamos la funcional
(F − F0) hasta incluir todos los te´rminos posibles de segundo orden en el desplaza-
miento con respecto a la superficie de Fermi. Escribimos entonces
F − F0 =
∑
k
(εk − µ)δnk + 1
2
∑
k,k′
fkk′δnkδnk′ +O(δn
3) (4.18)
La ecuacio´n (4.18) es la base de la teor´ıa fenomenolo´gica del l´ıquido de Fermi
propuesta por Landau [38]. Su caracter´ıstica ma´s importante es el nuevo te´rmino que
describe la interaccio´n entre las cuasipart´ıculas. Este tipo de te´rmino esta ausente
en la teor´ıa de Sommerfeld y tiene considerables consecuencias en las propiedades
f´ısicas del sistema.
La ecuacio´n (4.18) nos proporciona los principales te´rminos de la expansio´n de
(F − F0) en potencias de el nu´mero relativo de cuasipart´ıculas excitadas. Esta can-
tidad puede ser caracterizada por el siguiente para´metro
α =
∑
k |δnk|
N
(4.19)
La aproximacio´n de Landau es va´lida si α es pequen˜o. Esto equivale a deformar
la superficie de Fermi de forma infinitesimal. El coeficiente del desarrollo fkk′ es la
segunda derivada variacional de F con respecto a nk y como tal es invariante ante
la permutacio´n de k y k′. Por supuesto aqu´ı asumimos que fkk′ es continua cuando
k y k′ cruzan la superficie de Fermi. Otra vez, esto puede ser considerado como una
caracter´ıstica de un sistema normal. En la pra´ctica, so´lo necesitaremos el valor de
fkk′ sobre la superficie de Fermi, por lo que fkk′ so´lo dependera´ de la direccio´n de k
y k′.
Si no hay campo magne´tico aplicado y el sistema es invariante ante inversio´n
temporal tendremos que
fkσ,k′σ′ = f−k−σ,−k′−σ′ (4.20)
No´tese que aqu´ı hemos escrito expl´ıcitamente los ı´ndices de esp´ın, que por sim-
plicidad hab´ıan sido omitidos. Si adema´s la superficie de Fermi es invariante ante
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reflexio´n k→ −k, la ecuacio´n anterior queda
fkσ,k′σ′ = fk−σ,k′−σ′ (4.21)
que nos indica que la funcio´n fkσ,k′σ′ depende solo de la orientacio´n relativa de los
espines. Es decir, hay solo dos componentes independientes que corresponden respec-
tivamente a los espines orientados de forma paralela y antiparalela. Es conveniente
escribir esto de la siguiente manera
fk↑,k′↑ = f sk,k′ + f
a
k,k′ (4.22)
fk↑,k′↓ = f sk,k′ − fak,k′ (4.23)
donde f sk,k′ y f
a
k,k′ son las partes de esp´ın sime´trica y antisime´trica respectivamente.
En los casos en los que el sistema es isotro´pico podemos simplificar aun ma´s estas
expresiones ya que en este caso, para k y k′ sobre la superficie de Fermi, f sk,k′ y
fak,k′ dependen solo del a´ngulo θ entre los momentos y cada una de las funciones de
interaccio´n pueden ser desarrolladas en serie de polinomios de Legendre
f
s(a)
k,k′ =
∞∑
l=0
f
s(a)
l Pl(cos(θ)). (4.24)
La funcio´n f esta completamente determinada por el conjunto de coeficientes f sl y
fal . Es conveniente expresar estos coeficientes en te´rminos de
F
s(a)
l = ν(0)f
s(a)
l =
Vm∗kF
π2
f
s(a)
l (4.25)
Las cantidades F
s(a)
l se conocen como para´metros de Landau, tienen la ventaja de
ser adimensionales y miden la magnitud de la interaccio´n comparada con la energ´ıa
cine´tica.
4.3. Inestabilidades de Pomeranchuk del l´ıquido
de Fermi: generalidades.
Tiempo despue´s del desarrollo de la teor´ıa de Landau, I. J. Pomeranchuk [36]
desarrollo un me´todo para detectar inestabilidades del l´ıquido de Fermi, deformando
la superficie de Fermi y estudiando el cambio en la energ´ıa libre del sistema. En su
forma original el me´todo puede ser aplicado a sistemas en tres dimensiones con
superficies de Fermi esfe´ricas. En esta seccio´n daremos una breve introduccio´n a
dicho me´todo.
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Figura 4.2: Izquierda: Superficie de Fermi sin perturbar. Derecha: Esquema de la
deformacio´n de la superficie de Fermi. En las regiones 1 tenemos δn = −1, mientras
que en las regiones 2 , δn = 1
Como vimos en las secciones anteriores, en la teor´ıa del l´ıquido de Fermi pro-
puesta por Landau, la energ´ıa libre del sistema es una funcional de la distribucio´n
de cuasipart´ıculas. Cuando la funcio´n de distribucio´n de las excitaciones tiene solo
pequen˜as desviaciones con respecto a la distribucio´n de equilibrio, correspondiente
a llenar todos los estados con k < kF (donde k = |k|). La energ´ıa puede escribirse
como
E =
∑
σ
∫
d3k
(2π)3
ε(k)δn(k) +
1
2
∑
σ,σ′
∫ ∫
d3kd3k′
(2π)6
f(k,k′)δn(k)δn(k′). (4.26)
El sistema sera´ estable ante pequen˜as deformaciones δn(k) si E > 0 para δn(k)
arbitraria. Si trabajamos a T = 0 los valores de k en las integrales de la ecuacio´n
(4.26) son cercanos a kF . Por lo que podemos desarrollar la relacio´n de dispersio´n
ε(k) ≃ vF (k − k0). (4.27)
Las variaciones δn que aparecen en la ecuacio´n (4.26) esta´n generadas por la de-
formacio´n de la superficie de Fermi, y queremos encontrar un criterio para detectar
cuando el sistema se vuelve inestable ante tales deformaciones (ver figura 4.2).
Desarrollamos el momento k correspondiente a la superficie de Fermi deformada
esquematizada en el lado derecho de la figura 4.2 en serie de armo´nicos esfe´ricos
k = kF +
∑
l,m
ΦlmYlm(θ, φ) (4.28)
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con Yl0(θ, φ) = 1. Con este desarrollo, el primer te´rmino de la ecuacio´n (4.26) toma
la forma
2vFk
2
F
(2π)3
∫
dΩ
∫ k−kF
0
dk′(k′ − kF ) = vFk
2
F
(2π)3
∑
l,m
Φ2lm
4π
2l + 1
(l +m)!
(l −m)! (4.29)
mientras que el segundo te´rmino se reduce a
2k4F
(2π)6
∫ ∫
dΩ1dΩ2 f(θ1,2)[k(θ1, φ1)− kF ][k(θ2, φ2)− kF ] (4.30)
donde el a´ngulo θ1,2 esta definido por
cos(θ1,2) = cos(θ1) cos(θ2) + sin(θ1) sin(θ2) cos(φ1 − φ2) (4.31)
Ahora podemos desarrollar f(θ1,2) en serie de polinomios de Legendre
f(θ1,2) =
∑
l
flPl(cos(θ1,2))
=
∑
l
l∑
m′
Ylm′(θ1, φ1)Ylm′(θ2, φ2)
(l −m′)!
(l +m′)!
fl (4.32)
con
fl =
2l + 1
4π
∫
dΩf(θ)Pl(cos(θ)) (4.33)
Sustituyendo la ecuacio´n (4.32) en (4.30) y combinando con la ecuacio´n (4.29) ob-
tenemos para la energ´ıa la siguiente expresio´n
E =
k2FvF
(2π)3
∑
l,m
Φ2lm
4π
2l + 1
(l +m)!
(l −m)! (4.34)
+
2k4F
(2π)6
∑
l,m
Φ2lm
(
4π
2l + 1
)2
fl
(l +m)!
(l −m)! (4.35)
Para cada valor de lm, Φlm parametriza la magnitud de la deformacio´n de la superfi-
cie de Fermi en el canal lm. Un dado canal sera´ inestable si la deformacio´n asociada
tiene energ´ıa negativa. Las condiciones para la estabilidad del sistema pueden ser
escritas de forma separada para cada valor de l y m
1 +
8π
2l + 1
k2Ffl
vF (2π)3
> 0 (4.36)
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La teor´ıa de Landau del l´ıquido de Fermi es uno de los marcos teo´ricos ma´simportantes para describir a los sistemas meta´licos convencionales de´bil-mente interactuantes. La f´ısica de bajas energ´ıas de sistemas de electrones
interactuantes en tres dimensiones es generalmente descripta por la teor´ıa de Lan-
dau, cuya hipo´tesis central es la existencia de excitaciones fermio´nicas de part´ıcula
simple o cuasipart´ıculas con un tiempo de vida grande a muy bajas energ´ıas. Sin
embargo, en bajas dimensiones la situacio´n es mucho ma´s interesante. En sistemas
unidimensionales las quasipart´ıculas son t´ıpicamente inestables dando lugar al lla-
mado l´ıquido de Luttinger. Por otro lado en dos dimensiones los modelos son un
tanto ma´s complicados de tratar ya que aparecen divergencias infrarrojas como con-
secuencia del anidamiento (nesting) de la superficie de Fermi y las singularidades
de tipo van-Hove. En este cap´ıtulo desarrollamos una generalizacio´n del me´todo de
Pomeranchuk explicado en el cap´ıtulo anterior para el estudio de inestabilidades en
redes bidimensionales que puede ser utilizado en sistemas con superficies de Fermi
de forma arbitraria.
5.1. Inestabilidades de Pomeranchuk en redes bi-
dimensionales.
5.1.1. Desarrollo del me´todo.
La dina´mica libre de un sistema de electrones esta´ determinada por la relacio´n
de dispersio´n ε(k). Es conveniente definir, en te´rminos de esta, la siguiente funcio´n
g(k) ≡ µ− ε(k). (5.1)
La superficie de Fermi del sistema puede definirse entonces como el conjunto de
puntos pertenecientes al espacio rec´ıproco que satisfacen la ecuacio´n
g(k) ≡ 0. (5.2)
Una variacio´n de esta funcio´n induce una deformacio´n en la superficie de Fermi y la
ecuacio´n anterior toma la forma
g′(k) = g(k) + δg(k) ≡ 0. (5.3)
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Regio´n p
Regio´n n
kx
ky
Figura 5.1: Esquema de la deformacio´n de la superficie de Fermi en 2 D. En las
regiones p tenemos δn = −1, mientras que en las regiones n , δn = 1
Como explicamos en el cap´ıtulo anterior, la variacio´n de la energ´ıa libre, como
una funcional del cambio en la funcio´n de distribucio´n de equilibrio, puede ser escrita,
a primer orden, como
δE =
∫
d2k ε(k)δn(k) +
1
2
∫
d2k
∫
d2k′ f(k,k′)δn(k)δn(k′), (5.4)
donde f(k,k′) es la llamada funcio´n de interaccio´n y contiene la informacio´n de la
interaccio´n entre las cuasipart´ıculas.
A T = 0 el cambio en la distribucio´n de cuasipart´ıculas es δn = ±1. Esto nos
permite escribir
δn(k) = H [g′(k)]−H [g(k)], (5.5)
donde H(x) es la funcio´n escalo´n definida como H(x) = 1 si x > 0 y 0 en otro caso.
Podemos usar (5.5) en (5.4) para escribir la energ´ıa libre de las cuasipart´ıculas
como una funcional de g(k) y g′(k), obteniendo
δE =
∫
d2k ε(k) (H [g′(k)]−H [g(k)]) (5.6)
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+
1
2
∫
d2k
∫
d2k′f(k,k′)(H [g′(k)]−H [g(k)])(H [g′(k′)]−H [g(k′)]) .
Donde hemos tenido en cuenta el v´ınculo impuesto por el teorema de Luttinger [73],∫
d2k δn(k) ≡ 0 , (5.7)
o en otras palabras la conservacio´n del a´rea de la superficie de Fermi ante una
deformacio´n infinitesimal de la misma. So´lo evaluaremos los cambios en la energ´ıa
libre provocados por deformaciones de la superficie de Fermi que cumplan con dicho
v´ınculo y por lo tanto preserven el nu´mero de part´ıculas del sistema. Este v´ınculo
puede ser escrito como una funcional de g(k) y g′(k) de la siguiente manera∫
d2k H [g′(k)] =
∫
d2k′ H [g(k′)] . (5.8)
donde redefinimos las variables de integracio´n en el lado derecho de la igualdad
llama´ndolas k′i. En dos dimensiones es simple resolver este v´ınculo. Primero reescri-
bimos g′(k) = g(k) + δg(k) en el lado derecho y k′i = k
′
i(k) en el lado izquierdo de
la igualdad, obteniendo∫
d2kH [g(k) + δg(k)] =
∫
d2k
∣∣∣∣∂k′∂k
∣∣∣∣ H [g(k′(k))] . (5.9)
escribiendo k′i = ki + δki, la condicio´n anterior queda de la forma∫
d2k H [g(k) + δg(k)] =
∫
d2k
∣∣1 + ∂jδki∣∣H [g(k+ δk(k))] . (5.10)
El conjunto de soluciones puede obtenerse si hacemos la correspondencia∣∣1 + ∂jδki∣∣ = 1
g(k) + δg(k) = g(k+ δk(k)) (5.11)
La primera l´ınea implica que el cambio de variables que realizamos cambiando k′i
por ki es un difeomorfismo que preserva el a´rea. Mientras que la segunda l´ınea
puede ser interpretada diciendo que la variacio´n δg(k) es una traslacio´n de g(k) en
una cantidad δki. Ahora podemos resolver la ecuacio´n (5.11) en te´rminos de δki(k)
infinitesimal como
δki = (eǫ
ij∂iλ∂j − 1)ki , (5.12)
δg = (eǫ
ij∂iλ∂j − 1)g (5.13)
5.1. POMERANCHUK EN REDES 2 D 63
donde λ es una funcio´n arbitraria que parametriza la deformacio´n. Si asumimos que
la deformacio´n de la superficie es infinitesimal, entonces inmediatamente tenemos
que δg(k) es pequen˜a y podemos escribir
δg ≃ ǫij∂jλ∂ig + 1
2
ǫijǫkl∂iλ∂j(∂kλ∂lg) . (5.14)
Ahora que resolvimos el v´ınculo, debemos volver a la energ´ıa libre (5.7) y es-
cribirla en te´rminos de la funcio´n sin restricciones λ. Para esto evaluaremos por
separado el primer te´rmino de (5.7) que representa la contribucio´n de la parte libre
y el segundo te´rmino que representa la energ´ıa de interaccio´n de las cuasipart´ıculas.
Escribimos entonces
δE = L+ I . (5.15)
Para el primer te´rmino tenemos
L =
∫
d2k ε(k) (H [g + δg]−H [g]) =
≃
∫
d2k ε(k)
(
δ[g]δg +
1
2
δ′[g]δg2 + o(δg)3
)
.
No´tese que en la expresio´n anterior aparecen derivadas de la distribucio´n δ de Dirac.
Esta no es realmente una expansio´n de distribuciones sino una notacio´n que resulta
apropiada para la identidad que puede ser obtenida anal´ıticamente, desarrollando
ε(k) en potencias de la distancia a la superficie de Fermi. Podemos escribir esto en
te´rminos de λ como
L =
∫
d2k ε(k) (δ[g]ǫij∂iλ∂jg (5.16)
+
1
2
(
δ[g]ǫijǫkl∂iλ∂j(∂kλ∂lg) + δ
′[g]ǫijǫkl∂iλ∂jg∂kλ∂lg
))
.
Para simplificar esta ecuacio´n necesitamos un cambio de variables a un sistema
de coordenadas ma´s conveniente. En este caso elegimos un conjunto especial de
variables, ma´s adelante veremos que estas son las coordenadas naturales para atacar
el problema. Usamos entonces el cambio
g = g(kx, ky) (5.17)
s = s(kx, ky) (5.18)
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donde la nueva variable g esta dada por la ecuacio´n (5.3) y aumenta en la direccio´n
ortogonal a la superficie de Fermi sin perturbar. Luego, elegimos la variable s para
que sea ortogonal a g. De esta manera, las nuevas variables tendra´n que satisfacer
∂is∂ig = 0 . (5.19)
Para poder realizar el cambio de variables en el integrando de (5.7) haremos uso de
la identidad
ǫij∂ig∂jλ = ǫ
ij(∂ig∂gg + ∂is∂sg)(∂jg∂gλ+ ∂js∂sλ)
= ǫij∂ig∂js∂sλ ≡ J−1∂sλ, (5.20)
donde usamos el hecho que, segu´n nuestra definicio´n, ∂gg = 1 y ∂sg = 0. En la
u´ltima l´ınea de la ecuacio´n anterior J = |∂(kx, ky)/∂(g, s)| es el Jacobiano de la
transformacio´n. Tambie´n necesitaremos usar
ǫij∂iλ∂j(J
−1∂sλ) = J−1∂gλ∂s(J−1∂sλ)− J−1∂sλ∂g(J−1∂sλ) .
Reemplazando en (5.17) obtenemos
L = −
∫
dgds J ε(g, s)
(
δ[g]J−1∂sλ+
1
2
(
δ[g] (J−1∂gλ∂s(J−1∂sλ)
− J−1∂sλ∂g(J−1∂sλ))− δ′[g](∂sλ)2J−2
))
. (5.21)
Integrando con respecto a g en el primer te´rmino obtenemos una derivada total con
respecto a s evaluada sobre la superficie de Fermi, que puede ser integrada en s
usando el hecho de que la superficie de Fermi es una curva cerrada. Por otro lado,
integrando por partes en el segundo te´rmino obtenemos
L =
1
2
∫
dgδ[g]
∫
dsJ−1
(
∂sε(g, s)∂sλ ∂gλ− ∂gε(g, s)(∂sλ)2
)
, (5.22)
calculando la integral en g y teniendo en cuenta que ∂sε(g, s)|g=0 ≡ 0 y ∂gε(g, s)|g=0 =
∂g(µ− g)|g=0 ≡ −1 obtenemos finalmente
L =
1
2
∫
ds
[
J−1(∂sλ)2
]
g=0
. (5.23)
El ca´lculo para I es totalmente ana´logo y da como resultado
I =
1
2
∫
ds
∫
ds′ [f(g, s; g′, s′) (∂sλ)(∂s′λ)]g=g′=0 . (5.24)
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Sumando las dos contribuciones finalmente obtenemos para la energ´ıa libre
δE=
1
2
∫
ds
∫
ds′
(
J−1(0, s)δ(s − s′) + f(0, s; 0, s′)
)
∂sλ(0, s)∂s′λ(0, s
′). (5.25)
Como las funciones λ(0, s) son arbitrarias, llamaremos ψ(s) = ∂sλ(g, s)|g=0 y
supondremos por el momento que ψ(s) ∈ L2[0, S].
Como el signo de δE en la ecuacio´n (5.25) determina la estabilidad del l´ıquido
ante una deformacio´n de la superficie de Fermi, podemos expresar la condicio´n de
estabilidad como
δE =
∫
ds′
∫
ds ψ(s′)
1
2
(
J−1(s)δ(s− s′) + f(s, s′)
)
ψ(s) > 0, (5.26)
donde hemos definido
f(s, s′) = f(g, s; g′, s′)|g=g′=0 (5.27)
J−1(s) = J−1(g, s)|g=0 . (5.28)
Es importante notar que la condicio´n de estabilidad tiene dos te´rminos. Uno que
contiene informacio´n acerca de la forma de la superficie de Fermi sin perturbar a
travez del Jacobiano J−1(s), mientras que el otro te´rmino contiene la forma espec´ıfica
de la interaccio´n evaluada sobre la superficie de Fermi f(s, s′). Hay entonces una
clara competencia entre la funcio´n de interaccio´n y la geometr´ıa de la superficie de
Fermi sin perturbar. Ma´s adelante veremos que esta competencia hace que no solo
importe la magnitud de la interaccio´n entre las cuasipart´ıculas sino que la simetr´ıa
de la funcio´n de interaccio´n juega un papel importante en la estabilidad del sistema.
Podemos ver que δE es una forma bilineal, actuando sobre funciones reales ψ(s)
que parametrizan las deformaciones de la superficie de Fermi
δE = 〈ψ, ψ〉. (5.29)
Luego, la condicio´n de estabilidad es equivalente a preguntarse cuando esta forma
bilineal es definida positiva para cualquier deformacio´n
∀ψ : 〈ψ, ψ〉 > 0. (5.30)
En consecuencia, la forma adecuada de diagnosticar inestabilidades del sistema es
diagonalizar esta forma bilineal y buscar autovalores negativos. Para esto, podemos
desarrollar las funciones ψ(s) en alguna base de funciones ortogonales {ξi(s)}
ψ(s) =
∑
i
aiξi(s). (5.31)
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De esta manera podemos escribir
δE =
∑
i1,i2
ai1ai2〈ξi1, ξi2〉, (5.32)
con
〈ξi1, ξi2〉 =
∫
ds′
∫
ds ξi1(s)
1
2
(
f(s, s′) + J−1(s)δ(s−s′)
)
ξi2(s
′), (5.33)
donde 〈ξi1, ξi2〉 puede ser tomado como un producto pseudo escalar, el cual es lineal
y sime´trico pero, en general, no es definido positivo. Solo en el caso libre f(s, s′) ≡ 0
la positividad del producto esta asegurada. Si las funciones de la base {ξi(s)} son
elegidas de forma que sean ortogonales con respecto a este producto, entonces la
funcional (5.26) estara´ dada por
δE =
∑
i
a2i χ
µ
i , (5.34)
donde χµi = 〈ξi, ξi〉 es la pseudonorma cuadrada de las funciones ortogonales y
pueden ser tomadas como los para´metros que determinan la estabilidad del sistema.
Un valor negativo de χµi indica una inestabilidad correspondiente a lo que llamaremos
de ahora en ma´s el canal i-esimo.
Realizaremos la diagonalizacio´n de la forma bilineal eligiendo una base sobre
L2[0, S] como un dado conjunto de funciones {ψi} y luego usaremos un proceso
de ortogonalizacio´n de Gram-Schmidt para transformarla en una base ortogonal
{ξi} con respecto a el pseudo producto interno antes definido. Con esta nueva base
evaluaremos los χµi y escribiremos la condicio´n de estabilidad del sistema como
∀i : χµi > 0. (5.35)
Si alguno de ellos es negativo, la superficie de Fermi es inestable. Es importante
notar que este formalismo so´lo permite predecir inestabilidades del l´ıquido, pero es
insuficiente para determinar la estabilidad del mismo.
Antes de continuar haremos un repaso de los puntos importantes del me´todo.
Esto nos servira´ para identificar cada uno de los pasos en las siguientes secciones,
en las que haremos algunas mejoras y modificaciones.
Paso 1: Obtener la relacio´n de dispersio´n y la funcio´n de interaccio´n de nuestro modelo.
Paso 2: Cambiar variables de acuerdo a (5.18). La variable g esta completamente de-
finida por la relacio´n de dispersio´n de acuerdo a (5.3). La eleccio´n de s es
arbitraria, a excepcio´n del v´ınculo impuesto por ∂is∂ig = 0
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Paso 3: Escribir la forma bilineal para E como en (5.26)
Paso 4: Seleccionar una base de funciones {ψi} de Ls[0, S]
Paso 5: Aplicar un proceso de ortogonalizacio´n de tipo Gram-Schmidt, verificando en
cada paso si se cumple la condicio´n χµi = 〈ξi, ξi〉 > 0
Paso 6: Si para un dado canal i, encontramos que χµi < 0, diremos que tenemos una
inestabilidad en el canal i-esimo.
5.1.2. Una alternativa al cambio de variables.
En el formalismo presentado hasta ahora tuvimos que introducir un cambio de
variables conveniente para poder resolver el v´ınculo impuesto por el teorema de Lut-
tinger (5.7). Este cambio se basa en definir convenientemente la variable s de forma
tal de obtener un par de variables ortogonales que aumenten de forma transversal y
longitudinal a la superficie de Fermi libre. En algunos casos el proceso de hallar este
cambio de variables puede ser muy complicado matema´ticamente. Por esa razo´n, en
esta seccio´n presentamos un procedimiento alternativo para calcular el Jacobiano
evaluado sobre la superficie de Fermi J(s).
Comenzamos definiendo una parametrizacio´n de la superficie de Fermi
k(t) = (kx(t), ky(t)) , −π < t < π , (5.36)
en te´rminos de un para´metro arbitrario t. En otras palabras, dada la funcio´n g(k)
definida en (5.18), elegimos k(t) tal que ∀t : g(k(t)) = 0. En te´rminos de tal para-
metrizacio´n podemos descomponer la delta de Dirac de la siguiente manera
δ(g(k)) =
∫
dt
|k˙(t)|
|∇g(k(t))| δ
(2)(k− k(t)) , (5.37)
(una prueba de esta formula se presenta en el ape´ndice).
La integral I de una funcio´n arbitraria F (g, s) en la superficie de Fermi puede
ser escrita como
I =
∫
ds F (g, s)|g=0 , (5.38)
o en otras palabras
I =
∫
ds dg F (g, s) δ(g) . (5.39)
Cambiando variables a k
I =
∫
d2kF (s(k), g(k)) J−1(s(k), g(k)) δ(g(k)) , (5.40)
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y reemplazando (5.37) obtenemos
I =
∫
d2kF (s(k), g(k)) J−1(s(k), g(k)) ×
×
∫
dt
|k˙(t)|
|∇g(k(t))| δ
(2)(k− k(t)) , (5.41)
o, intercambiando el orden de integracio´n y realizando las integrales en k
I =
∫
dt F (s(k(t)), g(k(t))) J−1(s(k(t)), g(k(t)))
|k˙(t)|
|∇g(k(t))| .
(5.42)
Ahora, usando el hecho que g(k(t)) = 0 y definiendo el para´metro t de manera que
s(k(t)) = t, tenemos
I =
∫
ds F (s, g)|g=0 J−1(s)
|k˙(s)|
|∇g(k(s))| , (5.43)
que para que sea compatible con (5.38) implica que
J−1(s) =
|∇g(k(s))|
|k˙(s)| . (5.44)
Luego con todo lo anterior, podemos reemplazar el paso 2 en el procedimiento general
por una nueva versio´n del mismo, que podemos llamar paso 2’
Paso 2’ Con la ayuda de la relacio´n de dispersio´n ε(k) obtenida en el paso 1, parame-
trizar la superficie de Fermi y obtener el Jacobiano evaluado en la superficie
de Fermi usando la ecuacio´n (5.44).
Entonces, au´n cuando puede ser muy dif´ıcil resolver la ecuacio´n diferencial en
derivadas parciales (5.19) para encontrar expl´ıcitamente el Jacobiano, todo lo que
necesitamos es su valor sobre la superficie de Fermi y e´ste puede ser fa´cilmente
obtenido mediante una parametrizacio´n de la misma.
Antes de generalizar el me´todo a casos ma´s complejos, como el caso de modelos
de varias bandas o temperatura finita, presentaremos algunas aplicaciones del mismo
a modelos simples sobre redes bidimensionales.
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Figura 5.2: Red cuadrada.
5.2. Ejemplo: inestabilidades en la red cuadrada.
Consideremos un modelo de fermiones libres en 2 dimensiones, en este caso par-
ticular sobre la red cuadrada. El hamiltoniano puede ser escrito como
H0 =
∑
k
(ε(k)− µ)cˆ†kcˆk (5.45)
donde la relacio´n de dispersio´n ε(k) esta dada por
ε(k) = −2t(cos kx + cos ky). (5.46)
Como en este caso solo tenemos en cuenta la posibilidad de hopping a primeros
vecinos, la superficie de Fermi esta´ definida por
g(k) = µ− ε(k) = µ+ 2t(cos kx + cos ky) = 0, (5.47)
donde µ representa el potencial qu´ımico del sistema.
No´tese que g > 0 dentro del a´rea limitada por la superficie de Fermi y negativo
fuera de ella.
Introducimos ahora el cambio de variables definido en (5.18) Y obtenemos
g(kx, ky) = µ+ 2t(cos kx + cos ky) (5.48)
s(kx, ky) = arctan
(
tan(ky/2)
tan(kx/2)
)
(5.49)
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Es inmediato comprobar que g y s son variables ortogonales. Usando la siguiente
notacio´n
α = cos kx (5.50)
β = cos ky
podemos escribir
g = µ+ 2t(α + β) (5.51)
tan2(s) =
(
1− β
1 + β
)(
1 + α
1− α
)
esto nos permite simplificar algunos ca´lculos y obtener la siguiente expresio´n para
el Jacobiano
J = t
(
αβ − 1
α2 + β2 − 2
)
(5.52)
Escribiendo α y β en funcio´n de g y s obtenemos para el Jacobiano evaluado en
g = 0 la siguiente expresio´n
J [g = 0, s] =
1
2 t
√
1− β(µ) cos2(2s)
donde β(µ) = 1 − ( µ
4 t
)2. Los l´ımites de la variable s pueden ser tomados como
−π ≤ s ≤ π.
El Jacobiano depende de s a trave´s de la funcio´n cos2(2s) por lo que es conve-
niente desarrollarlo en serie de sin(ns) y cos(ns). Fa´cilmente puede verificarse que
solo los coeficientes de cos(4ns) son distintos de cero, por lo que el desarrollo queda
J−1(s) =
∑
n
jµn cos(4ns). (5.53)
Los coeficientes de este desarrollo pueden ser calculados anal´ıticamente, aunque sus
expresiones resultan bastante complicadas por depender de funciones el´ıpticas.
En lo que sigue analizamos algunos ejemplos de aplicacio´n, para las posibles
inestabilidades en este modelo de fermio´nes sobre la red cuadrada. En particular,
estamos interesados en funciones de interaccio´n de la forma [46].
f(k,k′) = Cte × d(k)d(k′) (5.54)
y analizaremos los casos con
d(k) = 1 (onda s) (5.55)
d(k) = (cos kx + cos ky) (onda s extendida)
d(k) = (cos kx − cos ky) (onda d tipo dx2−y2)
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5.2.1. Inestabilidad del tipo onda s.
Primero consideraremos una funcio´n de interaccio´n constante correspondiente a
tomar d(k) = 1 [46]. En este caso
f(k,k′) = U0. (5.56)
Donde U0 mide la intensidad de la interaccio´n. Puede verse fa´cilmente que esta
interaccio´n es equivalente a usar una aproximacio´n de campo medio al orden ma´s
bajo en un desarrollo perturbativo para la interaccio´n en el sitio del modelo de
Hubbard. [74, 75]
Usando el producto definido en la ecuacio´n (5.33) podemos calcular exa´ctamente
los primeros para´metros de inestabilidad.
χ0(µ) = 2π(U0π + j
µ
0 ) (5.57)
χ1,2(µ) = πj
µ
0
χ3(µ) = π(j
µ
0 −
1
2
jµ1 )
χ4(µ) = π(j
µ
0 +
1
2
jµ1 )
χ5,6(µ) = −π
2
jµ1
2
jµ0
+ jµ0
(
π +
π
4
(
jµ1
jµ0
)2)
χ7(µ) = 2π(j
µ
0 −
1
2
jµ2 )
χ8(µ) = π(j
µ
0 −
1
2
jµ2 )
χ16(µ) =
π2 U0 j
µ
1
2
2 (π U0 + j
µ
0 )
2 −
π jµ1
2
π U0 + j
µ
0
+ jµ0
(
π +
π jµ1
2
2 (π U0 + j
µ
0 )
2
)
+
π jµ2
2
.
Los para´metros correspondientes a los primeros canales como funcio´n de µ para
diferentes valores de U0, son presentados en la Figura 5.3. Como esperamos, en el
caso libre U0 = 0, todos los χ
µ
n son positivos. Cuando aumentamos la interaccio´n,
so´lo las funciones χµ0 ,χ
µ
8 y χ
µ
16 cambian.
Con estos primeros canales podemos dibujar el diagrama de fases cualitativo que
se muestra en la figura 5.4 donde pueden apreciarse las primeras zonas de inestabi-
lidad y se puede construir un diagrama fases global.
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Es importante notar que, cuando se aumenta la interaccio´n, los primeros modos
que se vuelven inestables corresponden a los modos altos. Este comportamiento se
mantiene para los siguientes modos de manera que podemos asumir que habra´ ines-
tabilidad a medio llenado para interacciones arbitrariamente pequen˜as, pero estas
inestabilidades sera´n producidas en los modos mas altos. Siguiendo este compor-
tamiento vemos que las inestabilidades para grandes valores de i se producen muy
cerca de µ = 0.
El comportamiento para las inestabilidades del tipo onda s extendida con factores
de forma del tipo d(k) = (cos kx + cos ky) = α + β puede ser estudiado fa´cilmente
escribiendo d(k) en te´rminos de g y s, usando las soluciones de (5.51) y evaluando
en g = 0 tenemos d(s) = −µ
2t
y la funcio´n de interaccio´n queda en la forma
f(s, s′) = U0
( µ
2t
)2
. (5.58)
Aqu´ı f(s, s′) es independiente de las variables s y s′ pero ahora depende del potencial
qu´ımico µ. Los para´metros (5.57) son todav´ıa va´lidos si cambiamos U0 by U0
(
µ
2t
)2
.
5.2.2. Inestabilidad de Pomeranchuk del tipo onda d
En esta seccio´n investigaremos las deformaciones de la superficie de Fermi de
tipo onda d (dFSD)[76] en el llamado canal de carga. La interaccio´n de tipo forward
scattering que genera una deformacio´n esponta´nea del tipo onda d tiene la forma
[46]
f(k,k′) = −G d(k)d(k′) (5.59)
donde G > 0 es la constante de acoplamiento y factores de forma dados por d(k) =
(cos kx − cos ky). La expresio´n efectiva (5.59) que utilizamos para esta interaccio´n
fue presentada por Metzner et al [46] usando Grupo de Renormalizacio´n. Usando la
notacio´n (5.50) la interaccio´n puede escribirse de la siguiente manera
f(s, s′) = −G (α− β)(α′ − β ′) (5.60)
y usando la solucio´n de la ecuacio´n (5.51) tenemos que
d(s) =
2
cos(2s)
(
J−1(s)
2
− 1
)
(5.61)
El Jacobiano contenido en esta expresio´n tiene un origen totalmente independiente
del tratamiento desarrollado en las secciones anteriores.
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Figura 5.3: Para´metros de inestabilidad. Para U = 0 mostramos los primeros 10
para´metros χ(µ). Para otros valores de la interaccio´n solo se muestran los para´metros
correspondientes a los tres modos mas bajos que presentan inestabilidad. No´tese que
cuando se incrementa el valor de U0, la ruptura en la descripcio´n del l´ıquido de Fermi
se presenta primero cerca de medio llenado.
El factor de forma d(s) puede ser desarrollado en serie de la siguiente manera
d(s) =
∞∑
n=0
dn cos((4n+ 2)s) (5.62)
Con lo anterior realizamos los pasos definidos en el desarrollo del me´todo para
encontrar la base ortogonal donde δE es diagonal. Los para´metros χµi dependen de
los coeficientes del desarrollo de J(s) y d(s). Los primeros para´metros que muestran
inestabilidad del sistema son
χ0 = −2Gπ2 d20 + π j0 +
π j1
2
(5.63)
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Figura 5.4: Diagrama de fases correspondiente a la funcio´n de interaccio´n f(s, s′) =
U0, con las regiones de inestabilidad para los primeros tres canales. Los modos ma´s
altos son inestables cerca de medio llenado para valores pequen˜os de la interaccio´n.
χ8 =
1
2 g π 4d0
2 − 2 (2 j0 + j1)
(
π
(−4 j02 + j12 + 2 j1 j2
+ j2
2 − j1 j3 − 2 j0 (j1 + j3) + g π
(
2d1
2 (2 j0 + j1)
− 8 d0 d1 (j1 + j2) + 4d02 (2 j0 + j3)
)))
(5.64)
Siguiendo el procedimiento explicado en las secciones anteriores podemos deter-
minar el diagrama de fases para este tipo de interaccio´n. Las tres primeras regiones
inestables son mostradas en la figura 5.5. La l´ınea de trazos corresponde al valor
cr´ıtico de la interaccio´n encontrada en [64] usando una aproximacio´n de campo me-
dio. No´tese que los modos ma´s bajos cubren la mayor parte del diagrama de fases
de la figura 5.5, esto es consistente con los resultados presentados en [64, 67].
A diferencia de los tratamientos de campo medio utilizadas hasta ahora en la
literatura, con el presente formalismo es posible identificar la regio´n del espacio de
para´metros donde cada uno de los modos presenta una inestabilidad.
Hasta ahora hemos presentado el me´todo para detectar inestabilidades en su
forma ma´s simple y su aplicacio´n a un modelo de fermiones sobre la red cuadrada.
Antes de generalizar este me´todo para estudiar casos mas complejos presentamos
una aplicacio´n del mismo para estudiar fermiones sobre la red hexagonal, donde
debemos usar la forma alternativa al cambio de variables (Paso 2’) presentada en la
seccio´n 5.1.2.
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Figura 5.5: Diagrama de fases para una interaccio´n de tipo onda d. Se muestran
los primeros tres canales inestables. La linea de trazos representa el valor cr´ıtico del
para´metro de interaccio´n F2N0 correspondiente a la referencia [64].
5.3. Aplicacio´n: inestabilidades en una placa de
grafeno.
En esta seccio´n presentamos un ana´lisis de las posibles inestabilidades del que
presenta un modelo de fermiones sobre la red hexagonal. Este modelo puede ser
visto como una forma simplificada de describir el comportamiento de los portadores
de carga en grafeno. Primero presentaremos una breve introduccio´n a la f´ısica de
una placa de Grafeno y luego nos concentramos en describir los resultados obtenidos
utilizando el me´todo que presentamos en las secciones anteriores.
5.3.1. Grafeno: conceptos ba´sicos
El grafeno esta compuesto ı´ntegramente por a´tomos de carbono en un arreglo
hexagonal como el que esta esquematizado en la figura 5.6. La estructura cristalina
no es una red de Bravais pero puede ser vista como una red triangular con dos
a´tomos en cada celda unidad, dando origen a dos subredes que llamaremos A y B.
Los vectores de la base de la red real pueden ser escritos como
a1 =
a
2
(3,
√
3) a2 =
a
2
(3,−
√
3) (5.65)
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A
B
Figura 5.6: Red hexagonal. La l´ınea de puntos indica la celda unidad seleccionada.
Dentro de ella hay dos a´tomos que definen las dos subredes (A y B). Tambie´n se
muestran esquema´ticamente los vectores de la red real.
donde a ≈ 1,42 A˚ es la distancia entre a´tomos de carbono. Los vectores de la red
rec´ıproca esta´n dados por
b1 =
2π
3a
(1,
√
3) b2 =
2π
3a
(1,−
√
3). (5.66)
Dentro de la zona de Brillouin existen dos puntos de particular importancia para
describir la f´ısica de bajas energ´ıas que llamaremos K y K ′. La posiciones de estos
puntos en el espacio de momentos esta´n dadas por
K =
(
2π
3a
,
2π
3
√
3a
)
K ′ =
(
2π
3a
,− 2π
3
√
3a
)
. (5.67)
Un modelo simple que es extensamente usado para estudiar las propiedades
electo´nicas en grafeno es el modelo de Hubbard de una banda. El hamiltoniano
correspondiente puede ser separado en dos partes
Hˆ = Hˆ0 + HˆU . (5.68)
El primer te´rmino es el hamiltoniano de tight-binding para los electrones, conside-
rando que los electrones pueden saltar so´lo entre sitios que son vecinos ma´s pro´ximos.
Tiene la forma
Hˆ0 = −t
∑
〈i,j〉,σ
(
aˆ†σibˆσj +H.c.
)
, (5.69)
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Figura 5.7: Relacio´n de dispersio´n para el hamiltoniano de tight binding. a bajas
energ´ıas la relacio´n de dispersio´n es lineal con el momento.
donde aˆσi, bˆσi son los operadores de destruccio´n relacionados a cada uno de los
2 sitios de la celda unidad i-esima y t es la integral de hopping t ∼ 2,7 eV. El
hamiltoniano (5.69) es cuadra´tico y por lo tanto puede ser diagonalizado. El espectro
de autovalores de este hamiltoniano posee simetr´ıa agujero-part´ıcula y por lo tanto
es sime´trico con respecto al cero de energ´ıa, como puede verse en la figura 5.8-a. Las
bandas de energ´ıa obtenidas al diagonalizar este hamiltoniano pueden escribirse en
la forma
E±(k) = ±
√
3 + 2 cos(
√
3kya) + 4 cos(
√
3
2
kya) cos(
3
2
kxa). (5.70)
El hamiltoniano de tight-binding ha mostrado ser un modelo que describe correc-
tamente la estructura electro´nica del grafeno. Sin embargo, tenemos que introducir
en el modelo las interacciones entre electrones si queremos describir el origen del
magnetismo en el mismo. En el modelo de Hubbard estas interacciones son introdu-
cidas mediante la interaccio´n repulsiva entre electrones que ocupan el mismo sitio.
HU = U
∑
i
nˆi↑nˆi↓, (5.71)
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donde niσ = cˆ
†
iσ cˆiσ, con cˆ = aˆ(bˆ) si el sitio i pertenece a la subred A(B) respecti-
vamente. El para´metro U define la magnitud de la interaccio´n Coulombiana en el
sitio. Este modelo considera so´lo interacciones de corto alcance, de forma que dos
electrones interactu´an solo si ocupan el orbital pz del mismo a´tomo. Aunque este
modelo puede parecer muy simple, no es para nada trivial desde el punto de vista
computacional.
Este modelo puede ser extendido si se quiere tener en cuenta interacciones de
mayor alcance. Por ejemplo, podemos incluir interacciones entre electrones que esta´n
en sitios vecinos con te´rminos de la forma
HV = V
∑
〈i,j〉
ninj . (5.72)
5.3.2. Hamiltoniano libre: aproximacio´n de tight-binding
Uno de los grandes logros de aplicar la teor´ıa cua´ntica a los metales es poder
entender que, aunque algunos metales pueden ser estructuralmente muy diferentes
entre si, la f´ısica de bajas energ´ıas puede ser esencialmente ide´ntica y depender solo
de unos pocos para´metros. Esta es una de las bases de la teor´ıa de Landau del l´ıquido
de Fermi.
En sistemas donde la f´ısica de bajas energ´ıas es invariante ante transformacio-
nes de Galileo, el para´metro ma´s relevante es la masa efectiva de los portadores,
la cual puede usarse para definir la escala de energ´ıas del sistema y calcular varias
cantidades f´ısicas relevantes como calor espec´ıfico, susceptibilidad magne´tica, com-
presibilidad, etc. La diferencia ba´sica entre el grafeno y otros materiales es que la
f´ısica de bajas energ´ıas en el grafeno no es invariante de Galileo sino que posee una
invarianza de Lorentz, como ocurre en f´ısica de altas energ´ıas, con part´ıculas de
Dirac como excitaciones elementales. En este caso, el proceso de renormalizacio´n es
diferente al de los otros materiales, ya que en ausencia de masa (lo que en grafeno
indica la ausencia de gap en el espectro) todas las cantidades f´ısicas dependen de
la velocidad efectiva, la cual juega un papel ana´logo al de la velocidad de la luz en
meca´nica cua´ntica relativista. Sin embargo, a diferencia de los verdaderos sistemas
relativistas, las cuasipart´ıculas de Dirac en grafeno se propagan a una velocidad que
es mucho ma´s pequen˜a que la velocidad de la luz con la cual se propagan las inter-
acciones coulombianas. Entonces el campo de Coulomb puede ser considerado como
instanta´neo en primera aproximacio´n, haciendo que la electrodina´mica del grafeno
sea una mezcla entre un problema relativista y uno no relativista. Claramente es-
ta situacio´n inusual requiere una reevaluacio´n y un estudio de la estabilidad de la
descripcio´n de la teor´ıa del l´ıquido de Fermi para este material.
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El hamiltoniano diagonalizado puede ser escrito en te´rminos de los nu´meros de
ocupacio´n de los operadores correspondientes a la red rotada, definidos por:
n±σk =
1
2
(
b†σk ±
h∗(k)
ε(k)
a†σk
)(
bσk ± h(k)
ε(k)
aσk
)
, (5.73)
donde la funcio´n h(k) satisface |h(k)|2 = ε(k)2 y esta´ dada por
h(k) = t
(
cos(kx)− 2i sin(kx−1) + 2 cos2(kx
2
) +
+4i cos(
√
3ky
2
) sin(
kx
2
) + 4 cos(
√
3ky
2
) cos(kx)
)
.
(5.74)
De esta manera tenemos
H0 =
∫
d2k
∑
σ
(
ε+σ (k)n
+
σk + ε
−
σ (k)n
−
σk
)
, (5.75)
donde definimos las bandas de energ´ıa ε±σ (k) = ±ε(k), siendo
ε(k) = t
√√√√3+4 cos(3
2
kxa
)
cos
(√
3
2
kya
)
+2cos
(√
3kya
)
,
(5.76)
La estructura de bandas es la que se muestra en la figura 5.8a. La densidad de
estados es presentada en la Figura 5.8b donde puede verse que una singularidad de
van-Hove en µ = ±t. Las superficies de Fermi para distintos valores del llenado se
muestran en la figura 5.8c.
El cambio en la energ´ıa producido por una pequen˜a variacio´n en los nu´meros de
ocupacio´n en (5.75) a un valor finito del potencial qu´ımico es
E0 =
∫
d2k (ε(k)− µ)(δn+k − δn−k ) , (5.77)
donde usamos el hecho que la relacio´n de dispersio´n no contiene al ı´ndice de esp´ın
para escribir la expresio´n resultante en te´rminos de las variaciones n±k = n
±
↑k + n
±
↓k.
Para fijar ideas consideremos so´lo variaciones de los nu´meros de ocupacio´n en la
banda superior, i.e. δn−k = 0, δn
+
k 6= 0. Podemos hacer esto sin perder generalidad
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Figura 5.8: a) Espectro de energ´ıa obtenido mediante la aproximacio´n de tight-
binding. b) Densidad de estados por celda en funcio´n de la energ´ıa. Todas las
cantidades esta´n dadas en unidades de t. c) Izquierda: Superficies de Fermi para
t < µ < 3t. Derecha: Superficies de Fermi para 0 < µ < t
gracias a la simetr´ıa del sistema ante intercambio de las bandas superior e inferior.
Tenemos entonces
E0 =
∫
d2k (ε(k)− µ)δn+k . (5.78)
Esto tiene la misma forma que el te´rmino libre de (5.4), da´ndonos uno de los ingre-
dientes necesarios para nuestro Paso 1 definido anteriormente,
5.3.3. Efecto de las interacciones en grafeno
Para completar con todos los ingredientes necesarios para el Paso 1, necesitamos
conocer la funcio´n de interaccio´n de las cuasipart´ıculas f(k,k′). En las siguientes
l´ıneas describiremos brevemente como derivar una expresio´n a primer orden en un
desarrollo perturbativo [47, 42]. Aunque nuestro me´todo que desarrollamos es to-
talmente independiente de la forma de obtener la funcio´n de interaccio´n, esto nos
ayudara´ definir la notacio´n que usaremos luego.
Consideremos una interaccio´n de tipo densidad-densidad, ya sea en el sitio (U)
o entre primero vecinos (V ), de manera que nuestro te´rmino de interaccio´n en el
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hamiltoniano tenga la forma
Hint =
U
2
∑
i
ni(ni − 1) + V
∑
〈i,j〉
ninj , (5.79)
donde 〈i, j〉 indica que la suma debe realizarse sobre pares de sitios que son primeros
vecinos y el operador densidad ni = ni↑ + ni↓ hace referencia a los operadores
originales sobre la red real ai, bi.
Podemos calcular la energ´ıa en una aproximacio´n de campo medio y el resultado
puede ser escrito en te´rminos los valores de campo medio de los nu´meros de ocupa-
cio´n de los operadores de la red rotados que diagonalizan el hamiltoniano H0, esto
es
〈H〉MF = 1
2N
∑
k,k′,α,β
(
n−kαn
−
k′β+n
+
kαn
+
k′β+n
+
kαn
−
k′β+n
−
kαn
+
k′β
)
×
×
(
Uσ1αβ +
V
2
(
F (0)(σ0αβ+σ
1
αβ)
))−
− 1
2N
∑
k,k′,α,β
(
n−
kαn
−
k′β+n
+
kαn
+
k′β−n+kαn−k′β−n−kαn+k′β
)
×
×V
2
(
σ0αβF (k− k′)
ε(k)ε(k′)
h∗(k)h(k′)
)
, (5.80)
donde N es el nu´mero de sitios y
F (k) =
3∑
α=1
eik·δα , con


δ1 = a(
1
2
,
√
3
2
) ,
δ2 = a(
1
2
,−
√
3
2
) ,
δ3 = a(−1, 0) .
(5.81)
Nos concentraremos por ahora en variaciones de los nu´meros de ocupacio´n que man-
tengan constante la magnetizacio´n total. En otras palabras asumimos que δn+↑k =
δn+↓k. De la misma manera que la parte libre, la interaccio´n entre las part´ıculas puede
ser escrita en te´rminos de la variacio´n total n+k = n
+
↑k + n
+
↓k como
Eint =
∫
dkdk′ f(k,k′)δn+k δn
+
k′ . (5.82)
La funcio´n f(k,k′) se obtiene entonces del valor medio de la energ´ıa
f(k,k′) ≡ δ
(2)〈H〉MF
δn+k δn
+
k′
=
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=
1
2(2π)2
(
U+
V
2
(
F (0)−F (k−k′) ε(k)ε(k
′)
h∗(k)h(k′)
))
.
(5.83)
Hemos completado hasta aqu´ı el paso 1, obteniendo la relacio´n de dispersio´n
(5.76) y la funcio´n de interaccio´n (5.83)
5.3.4. Parametrizacio´n de la superficie de Fermi.
El paso 2’ presentado anteriormente requiere una parametrizacio´n previa de la
superficie de Fermi. Para esto es necesario estudiar por separado los distintos llenados
por arriba y por debajo del llenado de van-Hove. En esta seccio´n presentamos las
curvas parametrizadas que usaremos para estudiar las inestabilidades en una placa
de grafeno.
Sector de altas energ´ıas: |µ| > t
Llamaremos sector de altas energ´ıas al caso en el que el potencial qu´ımico se
encuentra en el rango de valores t < |µ| < 3t, es decir que los llenados tienen valores
mayores al llenado de van-Hove.
Como puede verse en la figura 5.8c, para µ/t ∼ 3 la superficie de Fermi es
aproximadamente circular, mientras que para valores cercanos a 1 toma forma de
hexa´gono.
En este sector la superficie de Fermi puede ser parametrizada de la siguiente
manera
kH(s) =
(
kHx (s) , k
H
y (s)
)
, −π < s < π , (5.84)
donde
kHx (s) =
2
3 a
sign(s) arc cos
[
G(kHy (s))
]
,
kHy (s) =
1√
3a
(φH − ωH |s|) , (5.85)
con ωH, φH y la funcio´n auxiliar G(x) definidas como
ωH =
4
π
arc cos
(
µ−t
2t
)
, φH = 2 arc cos
(
µ−t
2t
)
,
G(x) =
1
4
(
µ2
t2
− 2 cos(
√
3 x)− 3
)
sec
(√
3x
2
)
. (5.86)
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Sector de bajas energ´ıas: |µ| < t
El sector de bajas energ´ıas corresponde a los valores del potencial qu´ımico que
satisfacen 0 < |µ| < t. En este caso la superficie de Fermi consiste en piezas disco-
nexas o pockets centrados en los ve´rtices de la zona de Brillouin, como puede verse
en la figura 5.8c. Usando la periodicidad del plano de momentos podemos ver que
so´lo dos de ellos son inequivalentes. En consecuencia podemos describir la superficie
total como los dos pockets centrados en los dos puntos de Dirac kF = (0,±4π3a ).
Por ejemplo, para la superficie de Fermi centrada en (0, 4π
3a
) podemos elegir una
parametrizacio´n de la forma
kL(s) =
(
kLx (s) , k
L
y (s)
)
, −π < s < π , (5.87)
con
kLx (s) =
2
3 a
sign(s) arc cos
[
G(kLy (s))
]
,
kLy (s) =
1√
3a
(φL − ωL |s|) , (5.88)
y
ωL =
2
π
(
arc cos
(−t−µ
2t
)
− arc cos
(
µ−t
2t
))
,
φL = 2 arc cos
(−t−µ
2t
)
, (5.89)
y la expresio´n para G es identica a la anterior.
Con las parametrizaciones anteriores correspondientes a los sectores de altas y
bajas energ´ıas, podemos evaluar el jacobiano correspondiente al cambio de coorde-
nadas cano´nico de acuerdo a (5.44), obteniendo
J−1(s) =


3
√
3
4|µ||ωH |
√
6µ2 − µ4 + 4 (µ2 − 1) cos (ωH(pi2 −|s|))− 2 cos(ωH(π−2|s|))− 3 , t < |µ| < 3t
3
√
3
4|µ||ωL|
√
6µ2 − µ4 + 4 (µ2 − 1) cos (φL−ωL|s|)− 2 cos (2 (φL−ωL|s|))− 3 0 < |µ| < t .
Con esto se completa nuestro paso 2’, permitie´ndonos trabajar con los valores
del Jacobiano evaluado sobre la superficie de Fermi.
La funcio´n de interaccio´n evaluada sobre la superficie de Fermi pude ser obtenida
simplemente reemplazando la parametrizacio´n en (5.83). Esto nos permite completar
el paso 3 construyendo la energ´ıa libre como una forma bilineal.
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Figura 5.9: Diagrama de fases 3D para el Grafeno. El diagrama fue construido explo-
rando los primeros 20 modos, la regio´n sombreada corresponde a las inestabilidades
encontradas. Los primeros tres modos cubren la mayor parte de la regio´n de ines-
tabilidad, los modos restantes terminan de definir los l´ımites de la regio´n. No´tese
que para interacciones puramente repulsivas se encuentra una regio´n que presenta
inestabilidad cerca del llenado de Van-Hove µ ≃ 1. Por otro lado, cerca de medio
llenado µ ≃ 0 el l´ıquido de Fermi es estable.
5.3.5. Inestabilidades y diagrama de fases.
Para proceder de acuerdo al punto 4, elegimos una base del espacio de funciones
L2[FS]. En este caso por simplicidad tomamos una base de funciones trigonome´tricas
{ψn(s)}n∈N = {cos(ms), sin(ms)}m∈N . (5.90)
De acuerdo al paso 5 usando un procedimiento de ortogonalizacio´n, obtenemos la
nueva base de funciones mutuamente ortogonales {ξn}n∈N . En te´rminos de esta base
calculamos los para´metros de inestabilidad χµi = 〈ξi, ξi〉. E´stas son funciones sobre
el espacio de para´metros (µ, U, V ) que pueden tomar valores negativos en algunas
regiones. Si este es el caso, en tales regiones el l´ıquido de Fermi es inestable. En
nuestros ca´lculos para este sistema, este u´ltimo paso fue realizado nume´ricamente,
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debido a la complejidad de las integrales que deben ser calculadas para obtener las
pseudonormas {χn}n∈N .
Resultados en Grafeno.
El diagrama de fases sobre el espacio de para´metros generado por U , V y el
potencial qu´ımico µ es presentado en la figura 5.9. En esta figura graficamos la
regio´n de inestabilidad determinada por los canales dominantes
Nuestro me´todo nos permite explorar todos los posibles llenados y desarrollar
un diagrama de fases para el grafeno va´lido tanto en la regio´n de llenados pequen˜os
como la de grandes llenados. La ventaja principal del me´todo consiste en que puede
ser utilizado sistema´ticamente siguiendo los pasos descriptos en las secciones ante-
riores para estudiar de forma independiente cada uno de los diferentes modos de
deformacio´n de la superficie de Fermi.
Para llenados cercanos al llenado de van-Hove la inestabilidad de Pomeranchuk
se ve ampliamente favorecida. En el caso de repulsio´n coulombiana en el sitio y a
primeros vecinos (U > 0 y V > 0) encontramos una regio´n del espacio de para´metros
donde el sistema presenta una inestabilidad. Nuestros resultados esta´n en excelente
acuerdo con los encontrados usando una aproximacio´n diferente en [61].
Por otro lado, no se detecto´ ninguna inestabilidad alrededor de medio llenado.
Este hecho tambie´n esta en buen acuerdo con resultados anteriores presentados por
Sarma et al en [62] para placas de grafeno dopadas, en ese trabajo, los autores
encontraron que para bajas energ´ıas la teo´ria de l´ıquido de Fermi esta´ bien definida
mediante una descripcio´n en te´rminos de fermiones de Dirac.
Adema´s, nuestros resultados esta´n en buen acuerdo con los resultados experimen-
tales encontrados mediante ARPES presentados en [63], los que muestran evidencia
que el grafeno se comporta como un l´ıquido de Fermi para bajos dopajes.
Para interacciones atractivas, la regio´n donde la inestabilidad es detectada de-
pende fuertemente de la interaccio´n entre primeros vecinos.
Encontramos que au´n las deformaciones mas suaves de la superficie de Fermi,
aque´llas descritas por los modos ma´s bajos en nuestra base ortogonal, presentan
inestabilidad. Ma´s au´n, estos modos cubren la mayor parte de la regio´n inestable.
En la figura 5.10 mostramos las regiones de inestabilidad correspondientes a los
primeros modos. En la figura 5.10a mostramos el diagrama de fases en el plano
V = 0, las superficies de Fermi correspondientes son mostradas en la figura 5.10c.
En la figura 5.10b y 5.10d mostramos las regiones de inestabilidad para los primeros
modos en los planos U -V y µ-V respectivamente. En ambas figuras la inestabilidad
del modo χ0 es apreciada y una nueva regio´n inestable aparece cuando consideramos
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Figura 5.10: Sectores de inestabilidad para los primeros modos inestables. a) Ines-
tabilidad para el modo χ0 en el plano V = 0. Esta inestabilidad es lograda solo para
interacciones atractivas en el sitio (U < 0). b) Regiones de inestabilidad en el plano
µ = 0,99: los modos χ1 y χ2 son inestables para U > 0 y V > 0. c) Deformaciones de
la superficie de Fermi correspondientes a los primeros modos inestables: d) Inesta-
bilidades para χ0, χ1 y χ2 en el plano U = 0. Remarcablemente, las inestabilidades
esta´n presentes para interacciones repulsivas (U > 0,V > 0).
los modos χ1 and χ2. Esta inestabilidad aparece para valores positivos del para´metro
de interaccio´n y cerca del llenado de van-Hove.
Los resultados presentados en este trabajo confirman las predicciones anteriores
y proveen una descripcio´n ma´s completa del diagrama de fases total, teniendo en
cuenta todo el rango de llenados.
5.4. Generalizacio´n del me´todo a modelos de va-
rias bandas.
En esta seccio´n generalizaremos el formalismo presentado anteriormente para
incluir los casos de varias especies de fermiones (por ejemplo distintas componentes
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del esp´ın, modelos con varias bandas, etc).
Como en tales modelos es necesario trabajar con una superficie de Fermi para
cada especie, haremos referencia a ellas con un nuevo ı´ndice interno α, que toma
valores de 1 a N , por ejemplo en el caso de fermiones de esp´ın 1/2 tenemos N = 2.
Luego, las ecuaciones que definen las superficies de Fermi estara´n dadas por:
gα(k) ≡ µα − εα(k) = 0
y la restriccio´n impuesta por el teorema de Luttinger sobre δnα(k) queda en la forma
N∑
α=1
∫
d2k δnα(k) = 0 . (5.91)
Tenemos que realizar ahora un cambio de variables en cada superficie de Fermi,
cambiando (kx, ky) por variables ortogonales (g
α, sα), de esta manera
gα = gα(k) ≡ µα − εα(k) ,
sα = sα(k) , (5.92)
donde gα es normal a la superficie de Fermi que corresponde a la especie α y la
variable tangente a la misma sα toma valores entre −π y π.
El Jacobiano asociado a cada uno de estos cambios esta dado por
Jα
−1(gα, sα) =
∣∣∣∣∂(gα, sα)∂k
∣∣∣∣ , (5.93)
y la restriccio´n impuesta por el teorema de Luttinger puede ser escrita como
N∑
α=1
∫
dgαdsα Jα(g
α, sα)δnα(gα, sα) = 0 . (5.94)
Parametrizando como antes
δnα(g, s) = H [gα + δgα(g, s)]−H [gα] , (5.95)
y reemplazando en la ecuacio´n de la restriccio´n (5.94) tenemos
N∑
α=1
∫
dsα
∫ δgα(gα,sα)
0
dgα Jα(g
α, sα) = 0 . (5.96)
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Calculando las integrales sobre las variables gα al menor orden en δgα obtenemos
N∑
α=1
∫
dsα Jα(s
α)δgα(sα) = 0 . (5.97)
donde Jα(s
α) = Jα(g
α, sα)|gα=0 y δgα(sα) = δgα(gα, sα)|gα=0. Siendo las sα variables
mudas, podemos usar el mismo nombre sobre cada superficie de Fermi y reescribir
la expresio´n anterior como una sola integral sobre una variable s
∫
ds
(
N∑
α=1
Jα(s)δg
α(s)
)
= 0 . (5.98)
que puede ser parcialmente resuelta escribiendo
N∑
α=1
Jα(s)δg
α(s) = ∂sλ(s) (5.99)
con λ(s) una funcio´n arbitraria de s. Esta expresio´n puede ser ahora totalmente
resuelta escribiendo
δgα =
1
|J|2
(
∂sλ(s)Jα + J
⊥
α
)
(5.100)
donde J⊥α es un vector arbitrario en el espacio interno de los ı´ndices α perpendicular
a Jα (no´tese que en el caso sin esp´ın esta parte esta ausente) y |J|2 =
∑
α JαJα.
En el caso de esp´ın 1/2, tenemos que α = 1, 2 correspondiente a las superficies de
Fermi de los espines up y down respectivamente, y cualquier vector perpendicular a
Jα puede ser escrito como
J⊥α = η(s)
∑
β
ǫαβJβ (5.101)
donde ǫαβ es el tensor antisime´trico de Levi-Civita y η(s) es otra funcio´n arbitraria
de s necesaria para parametrizar la parte de δgα perpendicular a Jα.
Ahora calculamos la variacio´n de la energ´ıa libre que corresponde a variaciones
en los nu´meros de ocupacio´n δnα(k)
δE=
N∑
α=1
∫
d2k (εα(k)−µα) δnα(k) +
N∑
α,β=1
1
2
∫
d2k
∫
d2k′fαβ(k,k′) δnα(k)δnβ(k′) .
(5.102)
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Cambiamos variables como en (5.92) y reescribimos δnα(k) usando (5.95) para
obtener
δE=−
N∑
α=1
∫ 0
−δgα
dgα
∫
dsα Jα(g
α, sα)gα (5.103)
+
1
2
N∑
α,β=1
∫ 0
−δgα
dgα
∫ 0
−δgα
dgβ
∫
dsα
∫
dsβfαβ(gα, sα, gβ, sβ) Jα(g
α, sα)Jβ(g
α, sα) .
Desarrollando al orden ma´s bajo en δgα y renombrando a la variable muda sα obte-
nemos
δE=
∫
ds
∫
ds′
N∑
α,β=1
δgα(s) δgβ(s′)
1
2
(
Jα(s)δαβδ(s−s′)+fαβ(s, s′) Jα(s)Jβ(s′)
)
(5.104)
Ahora podemos usar la solucio´n explicita que encontramos para los δgα que
respetan el vinculo impuesto por el teorema de Luttinger como en (5.100) y escribir
δE =
∫
ds
∫
ds′
∑
a,b=1,2
ψa(s)Kab(s, s′)ψb(s′) (5.105)
donde los ı´ndices a, b = 1, 2 hacen referencia a las dos funciones arbitrarias que
parametrizan las distintas deformaciones de la superficie de Fermi (como en (5.100),
(5.101)):
ψ1(s) = ∂sλ(s) , ψ
2(s) = η(s) (5.106)
y el nu´cleo Ka,b(s, s′) es en consecuencia una matriz de 2×2, cuyos elementos esta´n
dados expl´ıcitamente por
K11(s, s′) =
1
2|J(s)|2|J(s′)|2

∑
α
J3α(s)δ(s − s′) +
∑
α,β
J2α(s)f
αβ(s, s′)J2β(s
′)


K22(s, s′) =
1
2|J(s)|2|J(s′)|2

∑
α,β,γ
ǫαβǫαγJαJβJγδ(s − s′) −
∑
α,β,γ,δ
ǫαβǫγδJα(s)Jβ(s)Jγ(s
′)Jδ(s′)fα,δ(s, s′)


K12(s, s′) =
1
2|J(s)|2|J(s′)|2

∑
α,β
ǫαβJ2αJβδ(s − s′) +
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∑
α,β,δ
ǫαβJα(s)Jβ(s)Jδ(s
′)Jδ(s′)fαδ(s, s′)


K21(s, s′) =
1
2|J(s)|2|J(s′)|2

∑
α,β
ǫαβJ2αJβδ(s − s′) +
∑
α,γ,δ
ǫγδJ2α(s)Jγ(s
′)Jδ(s′)fαγ(s, s′)


Este nu´cleo tiene que ser diagonalizado mediante un proceso de tipo Gram-
Schmidt. La principal diferencia con los casos vistos anteriormente es que obtenemos
una estructura matricial en el espacio de dos dimensiones de las variaciones δg,
paralelas y perpendiculares al Jacobiano J . Por lo que la base de funciones a utilizar
tendra´ ahora un nuevo ı´ndice {ψai (s)}
5.5. Temperatura finita
Para generalizar el procedimiento a temperatura finita, la variacio´n en el nu´mero
de ocupacio´n δn(g, s) en (5.5) tiene que ser reemplazada por la correspondiente
expresio´n a temperatura finita, por lo que en lugar de la funcio´n Heaviside usaremos
la distribucio´n de Fermi fF a temperatura T
fF (x) =
1
e−x/kBT + 1
(5.107)
Como luego trabajaremos con el cambio de variables g = µ− ε es ma´s conveniente
usar la funcio´n
F (x) =
1
ex/kBT + 1
(5.108)
luego
δn(g, s) = F [g + δg(g, s)]− F [g] , (5.109)
y como antes δg(g, s) es una pequen˜a perturbacio´n que parametr´ıza la deformacio´n
de la SF. Remplazando en la restriccio´n (5.7), cambiando variables de integracio´n
de acuerdo a la eq. (5.18) tenemos∫
dgds J [g, s] (F [g + δg(g, s)]− F [g]) = 0 (5.110)
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y desarrollando a primer orden en δg(g, s) tenemos∫
dg
∫
ds F,g(g)J(g, s)δg(g, s) = 0 (5.111)
donde para cualquier funcio´n F (g, s), f,g denota la derivada de f con respecto a g.
Esta es la versio´n a temperatura finita de la restriccio´n (5.7), que debe ser resuelta
para obtener los grados de libertad independientes de las deformaciones.
Para obtener una solucio´n, usamos el hecho que las deformaciones δg(g, s) que
satisfacen ∫
ds J(g, s)δg(g, s) = 0 (5.112)
constituyen un conjunto particular de soluciones de (5.111). En lo que sigue, res-
tringimos nuestra bu´squeda de las deformaciones que generan inestabilidad a este
conjunto particular de soluciones, teniendo en mente que soluciones ma´s generales
solo pueden agrandar la regio´n de inestabilidad. La solucio´n de (5.112) puede ser
escrita como
δg(g, s) = J−1(g, s)∂sλ(s, g) (5.113)
Reemplazando (5.109) en la expresio´n para la energ´ıa de una perturbacio´n (5.4),
desarrollando a segundo orden en δg(g, s), y usando la solucio´n (5.113) tenemos
E =
∫
dsds′
∫
dgdg′ψ(s, g)
1
2
(−g J−1(g, s)F,gg[g]δ(s− s′)δ(g − g′)
+ f(g, s; g′, s′)F,g[g]F,g′[g′]
)
ψ(s′, g′) (5.114)
donde ψ(g, s) = ∂sλ(g, s). No´tese que el te´rmino lineal en ∂sλ(g, s) se hace cero
usando (5.112). Esta expresio´n es la versio´n para temperatura finita de (5.26), y nos
permite escribir la energ´ıa como una forma bilineal que depende de la temperatura
E = 〈ψ, ψ〉
T
(5.115)
La principal diferencia es que ahora las dos variables de Fermi g y s aparecen
en las integrales y a partir de este punto, el resto del procedimiento tiene que ser
modificado convenientemente.
Ya que ahora las deformaciones ψ(g, s) son funciones definidas en todo el plano
tenemos que elegir una base de funciones {ψn}n∈N definidas en el espacio L2[R2].
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Es fa´cil ver que el resto del procedimiento sigue en lineas generales los mismos
pasos y las inestabilidades pueden ser diagnosticadas de manera similar a la que
usa´bamos para los casos anteriores, aplicando un procedimiento de ortogonalizacio´n
de Gram-Schmidt a la base de funciones elegida para encontrar los modos que tienen
pseudonorma negativa.
Es importante notar que, aunque en este punto puede decirse que el me´todo
esta´ completo, en la pra´ctica los ca´lculos pueden volverse realmente complejos. Co-
mo ya mencionamos en la seccio´n 5.5, puede ser muy dif´ıcil obtener la forma explicita
del jacobiano para un problema dado. Ma´s au´n, las integrales requeridas en la ecua-
cio´n (5.114) pueden ser muy costosas desde el punto de vista computacional para
una implementacio´n nume´rica pra´ctica. Por otro lado, puede no estar tan claro cuan-
do una inestabilidad encontrada a temperatura finita sobrevive T = 0 . Por estas
razones, vamos a perfeccionar el presente ana´lisis.
Primero, es importante notar que aunque las funciones F,g[g] y F,gg[g] tienen
soporte no compacto, esta´n fuertemente reducidas fuera de la regio´n de ancho kBT
alrededor del origen. Esto implica que a bajas temperaturas, la principal contribucio´n
a la integral (5.114) viene de los valores que esta toma de las funciones J(g, s),
f(g, s; g′, s′) y ψ(g, s) cerca del origen. En particular, como el ma´ximo de la funcio´n
F,g[g] se encuentra en g = 0, la funcio´n de interaccio´n puede ser desarrollada de la
siguiente manera
f(g, s; g′, s′) =
∑
n,m
fnm(s, s
′) gngm (5.116)
mientras que el Jacobiano toma la forma
J−1(g, s) =
∑
n
J−1n (s)g
n (5.117)
Escribiendo la deformacio´n ψ(g, s) como
ψ(g, s) =
∑
n
ψn(s)g
n (5.118)
obtenemos
E =
∑
n,m,r,t
∫
dsds′ψn(s)
1
2
(
(n+m+r+1)J−1r (s)F
n+m+r
,g δrtδ(s − s′) + frt(s, s′)Fn+r,g Fm+t,g
)
ψm(s
′)
donde llamamos F n,g al momento n-esimo de la funcio´n F,g[g], es decir
F n,g =
∫
dgF,g[g]g
n (5.119)
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Es importante destacar que, como F,g[g] es una funcio´n par, so´lo los momentos
pares contribuira´n a la suma anterior. Usando e´sto, la expresio´n anterior puede ser
escrita como
E =
∑
n,m
∫
dsds′ψn(s)
1
2
∑
jk
(
(2k + 1)J−12k−n−m(s)F
2k
,g δjkδ(s− s′)
+ f2k−n,2j−m(s, s
′)F 2k,g F
2j
,g
)
ψm(s
′) (5.120)
Como F 2k,g escalea como (kBT )
2k, a bajas temperaturas podemos quedarnos solo
al menor orden en k y j en las expresiones anteriores. Por otro lado, como suponemos
que J−1(g, s) y f(g, s; g′, s′) son regulares en g = 0, ellas contienen solo potencias
positivas de g, luego en la suma anterior tenemos 2k − n −m > 0, 2k − n > 0 y
2j−m > 0. Podemos concluir que valores pequen˜os de k y j implican valore pequen˜os
de n y m. Esto se vera´ mas claramente despue´s de desarrollar expl´ıcitamente los
primeros ordenes en el desarrollo en temperaturas.
Para empezar, nos concentraremos en el caso ma´s simple, mantenie´ndonos en
el re´gimen de muy bajas temperaturas, lo que nos permite desarrollar hasta or-
den (kBT )
0, lo que implica k = 0. Por lo tanto las deformaciones permitidas son
independientes de g y tenemos que
E =
∫
dsds′ψo(s)
1
2
(
J−1o (s)δ(s− s′)+foo(s, s′)
)
ψo(s
′)
(5.121)
donde usamos que F o,g = 1. Vemos que de esta manera se recupera la expresio´n (5.26)
para el caso de temperatura cero.
Si desarrollamos hasta el siguiente orden no nulo en temperatura (kBT )
2, obte-
nemos una expresio´n de la forma
E=
∫
dsds′
1∑
n,m=0
ψn(s)Mnm(s, s
′)ψm(s′) (5.122)
donde Mnm(s, s
′) es una matriz sime´trica de 2× 2 escrita en te´rminos de los J−1n (s)
y fnm(s, s
′), la cual puede ser fa´cilmente diagonalizada obteniendo
E=
∫
dsds′
(
ψ˜0(s)M˜00ψ˜0(s
′) + ψ˜1(s)M˜11ψ˜1(s′)
)
(5.123)
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donde ψ˜0(s) y ψ˜1(s) son nuevas funciones arbitrarias y elementos no nulos de la
matriz diagonal son
M˜00 =
1
2
(
J−1o (s) + π
2(kT )2J−12 (s)
)
δ(s− s′) +
+
1
2
foo(s, s
′) +
π2
3
(kT )2fo2(s, s
′)
M˜11 =
π2(kT )2
2
J−10 (s)δ(s− s′) (5.124)
Debemos notar que aqu´ı la diagonalizacio´n fue realizada a orden (kT )2. Notar que el
segundo te´rmino de la ecuacio´n (5.123), que contiene a los modos ψ˜1(s), corresponde
a la energ´ıa libe de los fermiones libres a temperatura cero. De esta observacio´n se
hace evidente que no puede haber inestabilidades generadas a partir de estos modos
y que podemos independizarnos de ellos.
5.5.1. Ejemplo: interaccio´n de tipo onda s en la red cuadra-
da a temperatura finita.
En esta seccio´n aplicamos el formalismo desarrollado en la seccio´n anterior en
un modelo de fermiones sobre la red cuadrada sometidos a una interaccio´n de tipo
onda s, el cual fue estudiado a temperatura cero en la seccio´n 5.2.1.
La comparacio´n de los casos a T = 0 y temperatura finita es de intere´s por
si misma, pero el principal objetivo de esta seccio´n es estudiar un ejemplo simple
donde se aplique el procedimiento presentado antes.
Comenzamos considerando fermiones libres en la red cuadrada con una relacio´n
de dispersio´n dada por
ǫ(k) = −2t(cos(kx) + cos(ky)) (5.125)
donde solo tenemos en cuenta el hopping entre electrones situados en sitios adya-
centes. A T = 0 la superficie de Fermi esta´ definida por
g(k) = µ− ǫ(k) = 0 (5.126)
Ahora realizamos un cambio de variables de acuerdo a (5.18) de la siguiente manera
g(k) = µ+ 2t(cos(kx) + cos(ky)) (5.127)
s(k) = arctan
(
tan(ky/2)
tan(kx/2)
)
(5.128)
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Figura 5.11: Diagrama de Fases a temperatura finita. La regio´n sombreada corres-
ponde a las inestabilidades encontradas explorando los primeros 40 modos.
El Jacobiano de este cambio de variables esta dado por
J−1(g, s) = 2t
√
1− β(g−µ) cos2(2s) (5.129)
donde
β(x) = 1−
( x
4t
)2
(5.130)
Este Jacobiano puede ser desarrollado en potencias de g como en (5.117), obte-
niendo
J−10 (s) = 2t
√
1− β(µ) cos2(2s) (5.131)
J−11 (s) = −
µ cos2(2s)
4J−10 (s)
(5.132)
J−12 (s) =
cos2(2s)
4J−10 (s)
(
1− µ
2 cos2(2s)
4J−10
2
(s)
)
(5.133)
En lo que sigue nos concentraremos en la inestabilidad de Pomeranchuk del tipo
onda s estudiada en [1], de manera que usaremos una funcio´n de interaccio´n para el
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l´ıquido de Fermi de la forma
f(k, k′) = U0 (5.134)
donde U0 es simplemente una constante que mide la magnitud de la interaccio´n.
Desarrollamos en temperatura de manera que la forma bilineal que tenemos que
estudiar es dada por la expresio´n (5.123). Para el caso especial de la interaccio´n
(5.134) tenemos
E =
1
2
∫
dsds′ ψ˜0(s)
((
J−1o (s) + π
2(kT )2J−12 (s)
)
δ(s− s′) + U0
)
ψ˜0(s
′)
(5.135)
Vemos que esta expresio´n que nos queda es ana´loga a (5.26) pero con un Jacobiano
modificado, por lo que podemos aplicar directamente el me´todo de la seccio´n 5.1.1
para analizar las inestabilidades.
Como explicamos antes, debemos seleccionar una base de L2[FS], que en el pre-
sente caso elegimos como {sin(ns), cos(ns)}. La conveniencia de esta eleccio´n puede
verse fa´cilmente por el hecho que los coeficientes del desarrollo (5.117) pueden es-
cribirse como
J−1n (s) =
∑
k
j(k)n cos(4ks). (5.136)
Ahora realizamos el procedimiento de ortogonalizacio´n y obtenemos la base or-
togonal {ξi(s)}, cuyas pseudonormas χµi evaluaremos para detectar los modos ines-
tables. Si para algu´n i tenemos que la pseudonorma correspondiente es negativa, en-
tonces una deformacio´n de la superficie de Fermi parametrizada por ξi(s) tendra´ una
variacio´n de la energ´ıa libre negativa y podremos decir que hemos detectado una
inestabilidad en el canal i-esimo.
Para este caso hemos estudiado los primeros 40 canales para detectar cuales de
ellos son inestables y se hemos construido un diagrama de fases en el plano (µ, kT, U0)
que es presentado en la figura 5.11.
Cuando se aumenta la temperatura manteniendo constante el valor de la inter-
accio´n U0 el sistema se vuelve ma´s estable. Este efecto es particularmente evidente
cerca de µ = 0. Este comportamiento es esquematizado en la figura 5.12a donde
mostramos el plano (µ, U0) para diferentes valores de kT (kT = 0,01, 0,5, 1 y 2),
las a´reas coloreadas corresponden a las regiones donde se detecto´ algu´n tipo de
inestabilidad.
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Figura 5.12: a) Regiones de inestabilidad en el plano (µ, U0) para diferentes valores
de kT . b) Diagrama de fases U0 vs. kT : el diagrama de fases corresponde al caso
de medio llenado, se muestra la regio´n de inestabilidad para los primeros 40 modos.
A T = 0 el sistema se vuelve mas inestable que a temperatura finita. c) Regiones
de inestabilidad en el plano (µ, kT ), el l´ımite de la regio´n coloreada define el valor
cr´ıtico Tc(µ) donde la inestabilidad es alcanzada.
El diagrama de fases U0 vs µ de la referencia [1] es recuperado con este formalismo
cuando nos acercamos al l´ımite T = 0 y el comportamiento para diferentes valores
de T puede ser apreciado en la figura 5.12a.
Una caracter´ıstica interesante es el cambio en la estabilidad del sistema cerca del
llenado de van-Hove. Cuando la temperatura es aumentada el l´ıquido de Fermi se
mantiene estable mas alla´ de un valor cr´ıtico definido Uc(T ).
En la figura 5.12b mostramos las regiones de inestabilidad a medio llenado co-
rrespondientes al plano U0-kT , el valor de Uc(T ) corresponde al borde de la regio´n
solida. Finalmente en la figura .5.12c se encuentran los resultados correspondientes
al plano U0 = −0,25. El borde de la regio´n de inestabilidad tiene una fuerte depen-
dencia con el potencial qu´ımico µ y puede verse claramente la presencia de un valor
o´ptimo µc donde el l´ıquido de Fermi es inestable para temperaturas mayores.
Aunque el presente modelo es muy simple, su diagrama de fases presenta varias
caracter´ısticas interesantes desde el punto de vista teo´rico. En el presente ana´lisis
hemos analizado solo los primeros 40 modos para propo´sitos demostrativos, sin em-
bargo puede realizarse un escaleo de la regio´n inestable como funcio´n del nu´mero de
modo i que muestra que la regio´n de inestabilidad es finita.
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5.6. Conclusiones
En resumen, en este cap´ıtulo presentamos una generalizacio´n del me´todo de Po-
meranchuk para detectar inestabilidades del l´ıquido de Fermi que puede aplicarse a
sistemas en dos dimensiones. En la seccio´n 5.1.1 presentamos detalladamente el desa-
rrollo del mismo en su forma mas simple. En la seccio´n 5.2 utilizamos los conceptos
desarrollados para estudiar las inestabilidades en un modelo sobre la red cuadrada
y comparamos los resultados con los encontrados por medio de otras te´cnicas en la
literatura, encontrando un excelente acuerdo entre ellos.
En la seccio´n 5.3 aplicamos el me´todo para estudiar las posibles inestabilidades
que presenta un modelo de fermiones sobre la red hexagonal. Primero presentamos
una breve introduccio´n a la f´ısica del Grafeno y luego nos concentramos analizar
los resultados obtenidos. En este modelo se observo´ que para llenados cercanos al
llenado de van-Hove la inestabilidad de Pomeranchuk se ve ampliamente favoreci-
da. Este resultado muestra un excelente acuerdo con los encontrados usando una
aproximacio´n diferente en [61]. Por otro lado, no se detecto´ ninguna inestabilidad
alrededor de medio llenado. Este hecho tambie´n esta en buen acuerdo con resultados
anteriores presentados por Sarma et al en [62] para placas de Grafeno dopadas. Mas
aun, nuestros resultados esta´n en buen acuerdo con los resultados experimentales
encontrados mediante ARPES presentados en [63], los que muestran evidencia que
el Grafeno se comporta como un l´ıquido de Fermi para bajos dopajes.
Finalmente presentamos una generalizacio´n del me´todo para poder estudiar mo-
delos de varios orbitales, con grados de libertad magne´ticos y temperatura finita.
Presentamos tambie´n un ana´lisis simple a modo de ejemplo de aplicacio´n.
Parte III
Fases magne´ticas
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Cap´ıtulo 6
Introduccio´n.
A temperaturas suficientemente bajas, los sistemas de materia condensadatienden a ordenarse. Una interesante excepcio´n a este comportamientoes el caso de los llamados l´ıquidos de esp´ın cua´nticos, en los cuales las
fluctuaciones cua´nticas evitan la transicio´n hacia la fase ordenada. Al presente se
han obserbado fases en algunos compuestos orga´nicos bidimensionales que se supone
corresponden a l´ıquidos de esp´ın. En el siguiente cap´ıtulo veremos algunos ejemplos
en los que se cree que estos estados conforman el estado fundamental del sistema.
Los estados cua´nticos desordenados tienen un profundo intere´s teo´rico ya que
podr´ıan explicar el mecanismo por el cual algunos sistemas presentan propiedades
exo´ticas. En este contexto, por ejemplo los estados de tipo valence bond resonantes
fueron propuestos por Anderson para explicar el estado superconductor no conven-
cional que presentan los cupratos.
Aunque la principal motivacio´n surgio´ de los cupratos, que son modelados sobre
una red cuadrada, en los u´ltimos an˜os se ha incrementado enormemente el estudio
de posibles fases exo´ticas sobre redes con caracter´ısticas especiales como la red de
Kagome´ y la red hexagonal. La red hexagonal presenta varias particularidades que
la hacen muy interesante desde el punto de vista teo´rico. Por otro lado tenemos a
disposicio´n una realizacio´n experimental a partir de la s´ıntesis del primer material
bidimensional, el grafeno.
El grafeno presenta varias propiedades interesantes y algunas de ellas esta´n ı´nti-
mamente relacionadas con las caracter´ısticas propias de la red. Al resolver el modelo
ma´s simple sobre la red hexagonal, es decir electrones libres con probabilidad de
hopping so´lo a primeros vecinos, encontramos que la relacio´n de dispersion a bajas
energ´ıas es lineal en los impulsos.
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Figura 6.1: Resultados obtenidos para el modelo de Hubbard en la red hexagonal
mediante Montecarlo Cua´ntico [9]. a) Diagrama de fases. b) Correlaciones dimero-
dimero.
La descripcio´n cua´ntica de los electrones relativistas fue obtenida por Dirac. En
el caso de fermiones sin masa en reposo la energ´ıa de los fermiones de Dirac es una
funcio´n lineal del momento. De esta manera, las excitaciones de bajas energ´ıas en
grafeno pueden ser tratadas mediante una teor´ıa de electrones relativistas sin masa.
La presencia de tales fermiones sin masa fue recientemente observada en grafeno
[114, 115] y las superficies de compuestos basados en Bismuto. En grafeno, que
como vimos se compone de una sola capa de a´tomos de Carbono en una estructura
hexagonal, varios comportamientos inusuales debidos a la relacio´n de dispersio´n tipo
Dirac a bajas energ´ıas, fueron predichos teo´ricamente y parcialmente verificados
experimentalmente en los u´ltimos an˜os.
Cuando incluimos interacciones entre los electrones, es de esperarse que a causa
de las mismas, cerca de medio llenado, se genere una transicio´n de fase cua´ntica
entre un estado semi meta´lico y un aislador de Mott ( que como vimos es un estado
aislador que no se genera a partir de la teor´ıa de bandas sino por efecto de las
interacciones ). Los efectos de las correlaciones pueden ser obtenidos a partir del
modelo de Hubbard en la red.
Mientras se conclu´ıa esta tesis, Muramatsu et. al. [9], estudiaron el modelo de
Hubbard a medio llenado sobre la red hexagonal utilizando una variante del me´todo
Montecarlo cua´ntico, encontrando claras evidencias de la existencia de un estado
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cua´ntico desordenado de tipo valence bond resonante. Este resultado sugiere la po-
sibilidad de obtener un estado superconductor no convencional por medio del dopaje
del sistema. El diagrama de fases obtenido se muestra en la Figura 6.1 junto con
la correlacio´n d´ımero-d´ımero en la regio´n desordenada. Ma´s adelante veremos que
utilizando un modelo de Heisenberg sobre la red hexagonal se obtienen similares re-
sultados reforzando la evidencia de posibles estados de tipo l´ıquido de esp´ın pueden
ser favorecidos en esta red.
Puede desarrollarse un modelo efectivo para el modelo de Hubbard a medio
llenado si se supone que no hay estados doblemente ocupados, en este re´gimen el
modelo efectivo que describe los grados de libertad magne´ticos es el modelo de
Heisenberg.
Hˆ = J
∑
<i,j>
Sˆi · Sˆj (6.1)
Donde J = 4t
2
U
. Este desarrollo puede continuarse al siguiente orden en potencias de
t/U [10, 11] y para la red hexagonal se obtiene que
Hˆ = J1
∑
<i,j>1
Sˆi · Sˆj + J2
∑
<i,j>2
Sˆi · Sˆj (6.2)
con J1 =
4t2
U
− 24t4/U3, J2 = 4t4U3 y la notacio´n 〈i, j〉n indica suma sobre vecios
n-esimos. El desarrollo al siguiente orden adema´s de introducir interacciones entre
pares de espines a terceros vecinos introduce adema´s te´rminos de plaquetas de seis
espines que hacen extremadamente dif´ıcil trabajar con el modelo.
El hamiltoniano anterior fue estudiado parcialmente por Mattsson y colaborado-
res usando aproximaciones de campo medio y encontrando indicios de que el estado
de Ne´el se desestabiliza sin poder concluir sobre la existencia de posibles estados
desordenados. En el cap´ıtulo 2.4 estudiaremos una variante de este modelo con in-
teracciones a terceros vecinos
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Cap´ıtulo 7
Antiferromagnetos cua´nticos en 2
dimensiones.
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En las siguientes secciones presentamos algunos de los avances teo´ricos enel campo del magnetismo cua´ntico en sistemas bidimensionales. Haciendoincapie´ en el hecho que la competencia entre frustracio´n, nu´mero de coor-
dinacio´n pequen˜o e interacciones puede generar fases cua´nticas sin orden magne´tico
de largo alcance. El intere´s sobre estas cuestiones se ha incrementado notablemente
debido a la existencia de fases superconductoras de alta temperatura en cupratos do-
pados, esto implica que los resultados teo´ricos en este tema pueden ser contrastados
con la enorme cantidad de resultados experimentales accesibles.
Las siguientes secciones deben ser entendidas como una introduccio´n general
para presentar, en el siguiente cap´ıtulo, nuestro estudio de las fases desordenadas
en la red hexagonal, y no como una enumeracio´n completa de los resultados de la
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literatura.
En la seccio´n 7.1 discutimos, como ejemplo de las posibles fases de intere´s, los
resultados conocidos para el modelo de Heisenberg de esp´ın 1
2
sobre la red cuadrada.
Este modelo es uno de los ma´s estudiados y en dicha seccio´n resumimos algunos de
los resultados ma´s importantes de la literatura. Existen varios reviews donde pueden
consultarse estos resultados en detalle [78, 79].
En la seccio´n 7.2 presentamos las propiedades generales de los cristales tipo
valence bond (VBC) y los estados relacionados, como ejemplo de fases simples que
tienen realizaciones en sistemas de esp´ın frustrados sin orden de largo alcance.
7.0.1. Modelo de Heisenberg en 2 dimensiones.
El modelo de Heisenberg ha sido estudiado desde la de´cada del ’30, a partir
de los trabajos pioneros de Heisenberg y Dirac. Desde entonces se aplica este mo-
delo al estudio de las propiedades de los aisladores magne´ticos. El descubrimiento
de los superconductores de alta temperatura cr´ıtica genero´ un gran intere´s en los
antiferromagnetos cua´nticos bidimensionales.
A diferencia de lo que ocurre en una dimensio´n, donde el modelo de Heisenberg
puede resolverse exactamente por medio del famoso anzat de Bethe, para estudiar
el modelo en dos dimensiones necesitamos realizar algu´n tipo de aproximacio´n. Por
claridad, en lo que sigue escribiremos el hamiltoniano de Heisenberg de forma de
hacer evidente el acoplamiento entre sitios mas alejados. Esto es
Hˆ = J1
∑
<i,j>1
Sˆi · Sˆj + J2
∑
<i,j>2
Sˆi · Sˆj + J3
∑
<i,j>3
Sˆi · Sˆj + ... (7.1)
En redes frustradas, los metodos nume´ricos basados en procesos estoca´sticos
como Montecarlo cua´ntico son muy dificiles de implementar por causa del llamado
problema del signo. Por lo que este tipo de problemas tiene que ser atacado usando
otros me´todos aproximados, como por ejemplo expansiones en serie, la aproximacio´n
basada en bosones de Schwinger, te´cnicas variacionales, etc. Uno de los me´todos
nume´ricos ma´s poderosos es el me´todo de diagonalizacio´n exacta de Lanczos que
permite obtener resultados exa´ctos para redes pequen˜as.
Una comparacio´n de los resultados obtenidos para el modelo de Heisenberg en
la red cuadrada mediante diferentes te´cnicas nume´ricas es presentada en [81]. En
ese trabajo se compararon los resultados obtenidos para el modelo con acoplamien-
tos a primeros vecinos mediante: diagonalizacio´n exacta, simulaciones Montecarlo y
ca´lculos variacionales (ver figura 7.1 y 7.2).
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Figura 7.1: Comparacio´n de la energ´ıa del estado fundamental por sitio, extrapolada
al l´ımite termodina´mico, calculada mediante diferentes me´todos en ref [81].
7.1. Modelo J1 − J2 sobre la red cuadrada.
Todos los estudios realizados indican que el hamiltoniano de Heisenberg con
S = 1
2
con acoplamientos so´lo a primeros vecinos, tiene un estado fundamen-
tal ordenado antiferromagneticamente [81]. La magnetizacio´n escalonada calculada,
ms ∼ 0,3, esta en buen acuerdo con los resultados experimentales obtenidos sobre el
compuesto La2CuO4. En virtud de ello, el hamiltoniano de Heisenberg con acopla-
mientos a primeros vecinos es un modelo adecuado para la descripcio´n teo´rica de las
fases aislantes en los cupratos superconductores. Sin embargo orden en estos com-
puestos se destruye ra´pidamente al doparlos. El sistema dopado es mas complejo de
modelar teo´ricamente debido a que entran en juego los grados de libertad electro´ni-
cos. Existe, sin embargo, una forma alternativa de perturbar y destruir el orden
magne´tico; an˜adir frustracio´n al modelo mediante la inclusio´n de interacciones anti-
ferromagneticas entre vecinos mas alejados. El colapso del orden antiferromagne´tico
en este tipo de modelos frustrados es un caso paradigma´tico de una transicio´n de
fase cua´ntica y ha motivado en los u´ltimos an˜os el estudio del hamiltoniano de
Heisenberg con interacciones a primeros y segundos vecinos realizado.
Comenzamos considerando entonces el modelo de Heienberg sobre la red cuadra-
da con acoplamientos a primeros y segundos vecinos. E´ste es uno de los prototipos de
modelos frustrados y por ello es tambie´n uno de los ma´s estudiados en la literatura.
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El hamiltoniano puede escribirse como
Hˆ = J1
∑
〈i,j〉
Sˆi · Sˆj + J2
∑
〈i,j〉2
Sˆi · Sˆj (7.2)
Aunque este modelo es simple en apariencia, presenta una serie de feno´menos que
son relevantes para una gran cantidad de sistemas magne´ticos frustrados en 2 di-
mensiones: degeneracio´n cla´sica del estado de menor energ´ıa, feno´meno de orden
desde el desorden, destruccio´n del orden de largo alcance por fluctuaciones cua´nti-
cas, inestabilidad de la descripcio´n de ondas de esp´ın, apertura de gap en el espectro
de excitaciones y posiblemente ruptura esponta´nea de la simetr´ıa de traslacio´n. Por
esta razo´n, comenzaremos con una revisio´n general de algunos resultados importan-
tes encontrados para este modelo, prestando particular atencio´n a las propiedades
relacionadas con la frustracio´n.
(a) (b)
Figura 7.2: Resultados obtenidos mediante diferentes te´cnicas en ref. [81]. a) Com-
paracio´n de los resultados para la energ´ıa del estado fundamental. b) Comparacio´n
de los resultados para la magnetizacio´n alternada.
7.1.1. Estado fundamental cla´sico y aproximacio´n semicla´si-
ca.
Un ejemplo claro de los efectos de la frustracio´n se aprecia estudiando el l´ımite
cla´sico del modelo de Heisenberg. Cla´sicamente la energ´ıa de una dada configuracio´n
se obtiene reemplazando en (7.2) los operadores de esp´ın por vectores de modulo
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constante. Por ejemplo, es simple encontrar algunos de los estados de mı´nima energ´ıa
cla´sica en un modelo de Heisenberg con invarianza traslacional en una red de Bravais,
ya que la energ´ıa puede ser minimizada parametrizando los vectores de esp´ın cla´sicos
de la forma
Sr = e1 cos(q · r) + e2 sin(q · r) (7.3)
y escribiendo la energ´ıa del hamiltoniano (7.2) en te´rminos de esta parametrizacio´n
E(q) = 2J1(cos(qx) + cos(qy)) + 2J2(cos(qx + qy) + cos(qx − qy)). (7.4)
Minimizando con respecto al vector de ordenamiento q podemos ver fa´cilmente que
el modelo cla´sico presenta las siguientes fases:
◮ Ne´el: Para J2 < J1/2 la energ´ıa presenta un mı´nimo en q = (π, π)
◮ CAF: Para J2 > J1/2 la energ´ıa presenta dos mı´nimos diferentes en q = (0, π)
y q = (π, 0). Estas soluciones corresponden a cadenas ferromagne´ticas acopla-
das entre si de manera antiferomagne´tica. Las dos soluciones corresponden a
las cadenas ferromagne´ticas alineadas en la direccio´n x e y respectivamente. A
estas fases se las suele identificar con el nombre fase colineal antiferromagneti-
ca (CAF). En realidad, en esta regio´n existen infinitas configuraciones cla´sicas
degeneradas con las fases colineales. Las dos subredes que conforman la red
cuadrada se desacoplan, estando cada una de ellas ordenada antiferromagne-
ticamente. Sin embargo, esta degeneracio´n accidental desaparece cuando se
incluyen las fluctuaciones cua´nticas. Las mismas seleccionan las fases colinea-
les q = (0, π) y q = (π, 0). Este feno´meno de seleccio´n entre estados cla´sicos
degenerados, debido al aspecto cua´ntico del problema, es conocido como orden
desde el desorden.
◮ En la l´ınea especial del espacio de para´metros J2 = J1/2 el estado fundamental
cla´sico es altamente degenerado. En este punto podemos escribir el hamilto-
niano como H = cte+J2
∑
2
(S1+S2+S3+S4)
2, donde la suma
∑
2
es sobre
todas las plaquetas cuadradas fundamentales.
7.1.2. Regio´n no magne´tica J2 ≃ J1/2
.
Consideremos los dos estados cla´sicos (estados “tipo Ising”) vistos anteriormente,
que corresponden a los vectores de ordenamiento q = (π, π) y q = (0, π). Podemos
tomar a estos estados como estados variacionales para el hamiltoniano (7.2).
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Las energ´ıas correspondientes a estos estados son Eππ = −J1 + J2 y Eπ0 = −J2.
Como vimos antes estos estados se unen en la l´ınea J2 = J1/2. Sin embargo, pode-
mos considerar tambie´n cualquier estado formado por singletes a primeros vecinos
que cubran toda la red como un estado variacional. En tal estado completamente
dimerizado el valor de expectacio´n de la energ´ıa por sitio es Edimeros = −34J1, que es
menor que los dos estados tipo Ising en la regio´n cercana a J2 ≃ J1/2. Por supues-
to este argumento tan simple no es concluyente ya que renormalizando los estados
cla´sicos con fluctuaciones cua´nticas la energ´ıa de dichos estados cambiara´.
Sin embargo da indicios que los estados no magne´ticos pueden ser un mecanismo
por el cual se minimiza la energ´ıa en un magneto frustrado. Por otro lado existen
claras evidencias teo´ricas que apoyan la existencia de este tipo de fases desordenadas
en la region intermedia ( J2 ≃ J1/2). Trumper [112] et. al., usando una aproximacio´n
basada en la formulacio´n de bosones de Schwinger, encontraron claras evidencias de
que en la regio´n 0,53 < J2/J1 < 0,64 el estado fundamental consiste en una fase
cua´ntica magne´ticamente desordenada.
El primer estudio del modelo cua´ntico fue realizado por Chandra y Doucot [82],
quienes mediante la teor´ıa de ondas de esp´ın calcularon las correcciones a orden 1
S
,
de la frontera cla´sica entre la fase Ne´el y la colineal en J2/J1 = 0,5. Encontraron
una regio´n alrededor de dicho punto donde ninguna de las dos fases es estable y
conjeturaron la existencia de una fase de tipo l´ıquido de esp´ın en esa regio´n, con
invarianza traslacional y rotacional. Sin embargo, las contribuciones de orden supe-
rior en potencias de 1/S presentan divergencias logar´ıtmicas [83, 84], lo que hace
que las predicciones de la teor´ıa lineal sean al menos cuestionables. Por otro lado,
Hirsch y Tang [85] compararon resultados obtenidos con ondas de esp´ın con resul-
tados exactos y dedujeron que el tratamiento con ondas de esp´ın sobreestima la
capacidad de la frustracio´n para destruir el orden magne´tico. A pesar de esto, al
utilizar otras aproximaciones se obtienen resultados cualitativamente similares a los
obtenidos mediante ondas de esp´ın [86, 87, 88, 112].
7.2. Valence bond solids
De todas las diferentes soluciones cua´nticas compatibles con la frustracio´n del
sistema las soluciones tipo valence bond cristals (VBC) constituyen el esenario mas
simple. En este tipo de fases los espines mas cercanos se arreglan formando singletes:
ya sea dimeros, cuadrumeros o 2n-meros con plaquetas de S = 0. La estabilizacio´n
de este tipo de fases se debe a la extrema estabilidad de pequen˜os clusters con S = 0
(recordemos que la energia de un singlete formado por dos espines 1
2
es −3
4
J que
puede ser comparada con la energ´ıa de dos espines cla´sicos o tipo ising, −1
4
J) y
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eventualmente al hecho de que las ligaduras frustradas entre dos singletes diferentes
no contribuyen a la energ´ıa total.
En una fase del tipo VBC no hay ruptura espontanea de la simetr´ıa SU(2) y
no hay orden de largo alcance en las correlaciones esp´ın-esp´ın, pero si puede verse
dicho orden en las correlaciones dimero-dimero. Salvo en el punto cr´ıtico cua´ntico
todas las excitaciones de un VBC poseen gap1.
Dependiendo del tipo de geometr´ıa, la funcio´n de onda de estos estados puede
romper espontanemente alguna simetr´ıa de la red (VBC esponta´neo) o preservar la
simetr´ıa total (VBC expl´ıcito). Para ser estrictos el nombre VBC tendr´ıa que ser
usado para sistemas que rompen espontaneamente alguna simetr´ıa de la red. Sin
embargo como estos dos tipos de sistemas comparten muchas de las propiedades
discutiremos ambos sin hacer disticiones.
7.2.1. Me´todos anal´ıticos y ca´lculos nume´ricos
El desarrollo para valores de S grande (ondas de esp´ın) y la teor´ıa de campo me-
dio basada en la representacio´n de bosones de Schwinger, son dos me´todos simples y
aplicables a una gran variedad de sistemas para estudiar el diagrama de fases, au´n en
sistemas altamente frustrados. Por supuesto, como todos los me´todos aproximados,
presentan ventajas y desventajas. Por un lado la aproximacio´n de ondas de esp´ın
por medio de bosones de Holstein Primakov da informacio´n aproximada del rango
de existencia de las fases ordenadas tipo Ne´el. Por otro lado la aproximacio´n por
medio de bosones de Schwinger ha mostrado ser mucho mas efectiva en cuanto a
considerar las fluctuaciones cua´nticas, pero se vuelve extremadamente dif´ıcil incluir
en ella correcciones mas alla´ de la aproximacio´n de campo medio.
Aunque los estados de tipo VBC son descriptos naturalmente con la ayuda de
operadores de bond o bosones de Schwinger, la existencia de estos estados en el l´ımite
de esp´ın pequen˜o puede ser muchas veces anticipada utilizando una aproximacio´n
en potencias de 1/S
Entre las te´cnicas nume´ricas, las simulaciones de tipo Montecarlo cua´ntico han
mostrado un excelente desempen˜o, comparadas con otras te´cnicas nume´ricas para el
caso de sistemas no frustrados. Sin embargo, este me´todo tiene la gran desventaja
de que falla cuando se introduce frustracio´n en el sistema.
Por u´ltimo, las te´cnicas de diagonalizacio´n exa´cta se han transformado en un
referente para realizar comparaciones de los resultados obtenidos con las te´cnicas
aproximadas. La desventaja que estas te´cnicas presentan radica en la limitacio´n de
1Veremos luego que estas caracteristicas pueden ser usadas para identificar la existencia de este
tipo de fases.
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los taman˜os accesibles con la potencia de ca´lculo actual.
En lo que sigue haremos uso de algunas de estas te´cnicas para estudiar las fases
magne´ticas que presenta el modelo de Heisenberg en la red hexagonal. Usaremos
primero una aproximacio´n semicla´sica y luego contrastaremos los resultados de e´sta
con una aproximacio´n basada en bosones de Schwinger. Haremos uso de ca´lculos
exactos sobre redes pequen˜as para comparar con los resultados anal´ıticos y veremos
as´ı que la aproximacio´n de bosones de Schwinger resulta ser excelente incluso para
taman˜os pequen˜os.
Cap´ıtulo 8
Desorden cua´ntico en la red
hexagonal.
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Como discutimos brevemente en las secciones anteriores, el modelo de Hei-senberg en dos dimensiones ha sido motivo de intensos estudios en losu´ltimos an˜os [91, 92, 93, 94]. Una de las razones de este intere´s es la exis-
tencia de una gran cantidad de evidencia, tanto teo´rica como experimental, de que la
frustracio´n geome´trica en sistemas bidimensionales aumenta el efecto de las fluctua-
ciones cua´nticas sobre el estado fundamental del sistema y tiende a suprimir el orden
magne´tico de largo alcance. Esto puede generar fases exo´ticas como por ejemplo los
llamados l´ıquidos de esp´ın [95]. Ya hemos discutido un argumento muy simplificado
por el cual, en cierto rango de valores de la frustracio´n, los estados de tipo valence
bond son energe´ticamente favorables cuando los comparamos con el estado cla´sico
tipo Ising.
Como la energ´ıa de un estado cla´sico generalmente depende del nu´mero de coor-
dinacio´n del sistema z, disminuyendo cuanto mayor es e´ste nu´mero, es interesante
estudiar sistemas con el menor nu´mero de coordinacio´n posible, ya que es ahi donde
la competencia entre los estados magne´ticos y desordenados podr´ıa favorecer aun
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Figura 8.1: Vista en perspectiva de la estructura cristalina del compuesto
InCu2/3V1/3O3. A la derecha (abajo) se muestra la estructura hexagonal formada
por los planos de Cu-V.
ma´s a los u´ltimos.
El menor nu´mero de coordinacio´n para una red no trivial es z = 2, y este
corresponde a una red en una dimension, es decir una cadena de espines. En dos
dimensiones, cualquier red debera´ tener un nu´mero de coordinacio´n z > 2. Por
ejemplo, en el caso de la red cuadrada tenemos z = 4, en la red triangular z = 6,
etc. La red hexagonal en dos dimensiones o honeycomb es un tanto especial, tiene el
menor nu´mero de coordinacio´n posible (z = 3) para una red en 2 dimensiones. Por
lo tanto, podr´ıamos esperar que las fluctuaciones cua´nticas sean ma´s fuertes que en
la red cuadrada y que sean capaces de destruir el orden antiferromagne´tico de largo
alcance.
El estudio de antiferromagnetos cua´nticos frustrados sobre la red hexagonal tie-
ne tambie´n fuertes motivaciones experimentales. Por un lado, existen experimentos
recientes utilizando grandes campos magne´ticos en el material Bi3Mn4O12(NO3), el
cual se cree puede describirse utilizando un modelo de Heisenberg sobre la red he-
xagonal con S = 3
2
, que motivan la conjetura de que la frustracio´n geome´trica juega
un rol importante en la desaparicio´n del orden de largo alcance [96]. Por otro lado,
existe tambie´n una buena cantidad de datos experimentales en compuestos como
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el InCu2/3V1/3O3 [89] mostrado en la figura 8.1, el Na3Co2SbO6 y Na2Co2TeO6[90],
ver figura 8.2. Los dos u´ltimos presentan evidencia de transiciones metamagne´ticas.
La familia de compuestos BaM2(XO4)2 con M = Co,Ni y X = P,As, consiste
en iones magne´ticosM dispuestos redes hexagonales de´bilmente acopladas, con esp´ın
S = 1/2 para el Co y S = 1 para el Ni [97], por lo que estos compuestos podr´ıan
ser modelados con un modelo de Heisenberg sobre la red hexagonal.
Por u´ltimo, pero no menos importante, cabe mencionar que las nuevas posibili-
dades para disen˜ar sistemas interactuantes sobre redes con una geometr´ıa controlada
son cada vez mas accesibles: la construccio´n controlada de redes o´pticas de a´tomos
fr´ıos permitir´ıa la creacio´n de geometr´ıas arbitrarias [99, 100]. Por otro lado las
modernas estrategias en qu´ımica permiten abrir nuevas rutas para sintetizar nuevos
materiales con las estructuras reticulares y la interaccio´n entre los sitios que se desee.
En lo que sigue presentamos los resultados obtenidos al estudiar el modelo de
Heisenberg sobre la red hexagonal con primeros (J1), segundos (J2) y terceros veci-
nos (J3). Haremos especial hincapie´ en la l´ınea J2 = J3 por razones que se explicara´n
en ma´s detalle en las siguientes secciones. Para esto, utilizamos diferentes te´cnicas
anal´ıticas y nume´ricas. Estudiamos primero el diagrama de fases cla´sico, en primer
lugar porque e´ste da una idea clara de las posibles fases ordenadas en el sistema,
y por otro lado porque a partir de las soluciones cla´sicas podemos introducir fluc-
tuaciones cua´nticas mediante un desarrollo semicla´sico para valores grandes de S.
Usamos la descripcio´n de ondas de esp´ın para estudiar dichas correcciones cua´nticas
y una representacio´n de los operadores de esp´ın en te´rminos de bosones de Schwin-
ger con un desacople invariante rotacional, que ha mostrado tener un gran poder
predictivo en estudios anteriores sobre sistemas frustrados. Estas te´cnicas fueron
complementadas con ca´lculos nume´ricos exactos sobre redes pequen˜as.
Aunque los resultados presentados en esta seccio´n corresponden a una l´ınea par-
ticular del espacio de para´metros, conjeturamos que las fases que presentan desorden
cua´ntico se extienden a una regio´n finita.
8.1. Aspectos cla´sicos y semicla´sicos
En esta seccio´n discutiremos brevemente el diagrama de fases cla´sico que presenta
el modelo de Heisenberg sobre la red hexagonal y las consecuencias de considerar
las primeras fluctuaciones cua´nticas en un desarrollo semicla´sico.
Un procedimiento esta´ndar para estudiar sistemas de espines consiste en comen-
zar el ana´lisis del sistema desde su l´ımite cla´sico (grandes valores de S) y luego
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Figura 8.2: a) Vista de los planos adyacentes Co-M (M=Te,Sb) en Na2Co2TeO6 y
Na3Co2SbO6, mostrando el apilamiento de las redes hexagonales de Cobalto. En am-
bos casos los planos han sido corridos ligeramente para que los a´tomos sean visibles.
b) Dependencia con el campo magne´tico a T = 5K, 8K y 12K de la magnetizacio´n
para el Na2Co2TeO6, en el inset se muestra la derivada de la magnetizacio´n dM/dH
donde puede observarse claramente una transicio´n metamegne´tica.
introducir las fluctuaciones cua´nticas de forma sistema´tica. En muchos casos, es-
te procedimiento proporciona una descripcio´n razonable del problema, que de otra
manera ser´ıa pra´cticamente intratable. Por otro lado, en algunos casos, el estudio
de las fases cla´sicas que presenta un sistema de espines es interesante por s´ı mismo,
ya sea porque el sistema es modelado por un hamiltoniano de espines con valores
grandes de S (como podr´ıa ser el caso de los rutenatos) o simplemente por que el
diagrama de fases en el l´ımite cla´sico puede contener una rica variedad de fases y
algunas de las caracter´ısticas de dicho diagrama pueden ser importantes au´n luego
de introducir fluctuaciones cua´nticas.
En el caso de esta tesis, el modelo cla´sico es estudiado como punto de partida
para introducir luego fluctuaciones, pero eventualmente nos detendremos a analizar
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Figura 8.3: Diagrama de fases cla´sico correspondiente al modelo (8.1). Hay tres fases
diferentes que esta´n esquematizadas en las figuras: (I) La fase Ne´el que consta de
subredes triangulares (esferas rojas y azules) ordenadas de forma antiparalela. (II)
La fase colineal en donde se forman cadenas ferromagne´ticas ordenadas de forma
antiferromagne´tica entre ellas y (III) una fase espiral. Prestamos especial atencio´n
a la linea correspondiente a J2 = J3 que incluye el punto especial (J2 = J3 = J1/2)
donde el estado fundamental es altamente degenerado.
algunos puntos interesantes del mismo.
Comenzamos considerando el modelo de Heisenberg con acoplamientos a prime-
ros, segundos y terceros vecinos sobre la red hexagonal, de manera que el hamilto-
niano puede ser escrito como
Hˆ = J1
∑
〈i,j〉1
Sˆi · Sˆj + J2
∑
〈i,j〉2
Sˆi · Sˆj + J3
∑
〈i,j〉3
Sˆi · Sˆj , (8.1)
El modelo cla´sico [101, 102] presenta las diferentes fases a temperatura cero que se
muestran en la figura (8.3), con un punto cr´ıtico en J2 = J3 =
1
2
J1 donde las tres
fases se unen. En este punto la degeneracio´n de los estados de mı´nima energ´ıa cla´sica
es muy grande y el hamiltoniano puede ser escrito, a menos de te´rminos constantes,
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como una suma sobre plaquetas hexagonales que comparten un lado.
Hˆ =
J1
2
∑
γ
|Sˆγ|2, (8.2)
donde Sˆγ =
∑
l∈γ Sˆl es el esp´ın total en la plaqueta γ. En este punto particular,
cualquier estado con esp´ın total cero por hexa´gono es un estado fundamental cla´sico
generando una gran degeneracio´n. Este tipo de situaciones es reminiscente de lo que
ocurre, por ejemplo, en la red cuadrada con acoplamientos a primeros y segundos
vecinos J1− J2 en el punto J2/J1 = 0,5 [103], el cual presenta evidencia de una fase
desordenada con un gap de esp´ın alrededor de este punto a nivel cua´ntico.
Por otro lado, en la primera parte de la tesis vimos que en el caso ma´s sim-
ple del modelo de Majumdar-Gosh, el hamiltoniano pod´ıa escribirse tambie´n como
suma sobre terna de espines. En ese caso particular, podemos obtener el estado
fundamental exacto (doblemente degenerado) que resulta ser un estado de tipo VB
esquematizado en la figura 2.3. En geometr´ıas ma´s complicadas que la del modelo de
Majumdar-Gosh, generalmente no es posible acomodar en la red un autoestado del
hamiltoniano compuesto de singletes que la cubran completamente y que represente
un estado fundamental del mismo, por lo que se requiere un estudio aproximado de
las propiedades del estado fundamental. 1.
Motivados por las analog´ıas con modelos sobre otras redes, como la red cuadra-
da o la red de Kagome´, donde el punto de ma´xima degeneracio´n cla´sica presenta
caracter´ısticas interesantes, estudiamos para la red hexagonal la regio´n cercana al
punto de ma´xima degeneracio´n J2 = J3 =
1
2
J1, mantenie´ndonos en la l´ınea J2 = J3
como se muestra en la figura 8.3.
En lo que sigue construiremos paso a paso el diagrama de fases magne´tico co-
rrespondiente, usando los resultados obtenidos mediante la aproximacio´n lineal de
los operadores de Holstein-Primakov. En las siguientes secciones completaremos este
ana´lisis utilizando te´cnicas ma´s eficientes como la representacio´n de los operadores
de esp´ın en te´rminos de bosones de Schwinger y ca´lculos nume´ricos complementarios
utilizando diagonalizacio´n exacta.
Comenzamos aqu´ı con el diagrama de fases cla´sico y con la introduccio´n de
fluctuaciones cua´nticas a primer orden en el desarrollo en potencias de 1
S
.
El diagrama de fases cla´sico para el modelo J1−J2−J3 fue estudiado por Rastelli
[102] y luego por Fouet et. al. [101] y es el que se muestra esquema´ticamente en la
1Por supuesto que podemos encontrar excepciones. Se puede siempre armar un modelo a partir
de un estado de este tipo tal que el estado sea un estado fundamental del modelo. Sin embargo en
general estos modelos no son realistas y contienen te´rminos de plaquetas que son muy dif´ıciles de
tratar si se modifica ligeramente el hamiltoniano
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Figura 8.4: Inversa del valor cr´ıtico del esp´ın Sc en funcio´n de J2: La l´ınea de trazos
muestra el borde de la regio´n obtenido mediante ondas de esp´ın. Debajo de esta
l´ınea, las fluctuaciones cua´nticas destruyen el orden magne´tico de largo alcance, y
el para´metro de orden magne´tico tiende a cero. Para S = 1/2 (l´ınea negra solida),
hay un pequen˜o rango 0,29 . J2/J1 . 0,55 donde no se detecto´ ningun tipo de
orden magne´tico; la l´ınea azul corresponde al borde encontrado mediante Bosones
de Schwinger. Para el caso S = 1/2, hay un rango de valores 0,41 . J2/J1 . 0,6
donde el sistema presenta un gap indicando una fase cua´nticamente desordenada (ver
Fig. 8.6). La l´ınea punteada corresponde al l´ımite cla´sico S → ∞ donde el estado
fundamental corresponde a la fase de Ne´el en la regio´n J2/J1 < 0,5 , mientras que
para J2/J1 > 0,5 el estado fundamental corresponde a la fase CAF.
figura 8.3. El sistema presenta dos fases colineales y una fase de tipo espiral.
Cuando J2 = J3, el diagrama de fases cla´sico se reduce a la l´ınea 1/Sc = 0 de
la figura 8.4 donde las fases tipo Ne´el y colineal se unen en el punto J2/J1 = 0,5.
Para describir este tipo de orden podemos parametrizar los espines cla´sicos de la
siguiente manera
~S~R,α = S( cos
(
~Q · ~R + φα
)
eˇ1 + sin
(
~Q · ~R + φα
)
eˇ2) (8.3)
donde ~R es la posicio´n de la celda unidad donde se encuentra el esp´ın y eˇ1, eˇ2 son
los versores en las direcciones x e y. Una dada configuracio´n magne´tica esta´ carac-
terizada por el vector de ordenamiento ~Q y la fase interna φα, donde α = A,B es el
ı´ndice interno correspondiente a cada una de las dos subredes.
Para J2/J1 < 0,5 el estado fundamental corresponde a la fase Ne´el con un vector
120 CAPI´TULO 8. DESORDEN CUA´NTICO EN LA RED HEXAGONAL.
de ordenamiento ~Q = (0, 0) y φA − φB = π, mientras que para J2/J1 > 0,5 el
estado fundamental corresponde a la fase colineal con ~Q = (2π/
√
3, 0) y φA− φB =
π. En lo que sigue nos referiremos a las fases Ne´el y colineal como NAF y CAF
respectivamente.
Usando el desarrollo en ondas de esp´ın [104, 105] presentado en la seccio´n 2.5,
estudiamos la estabilidad del diagrama de fases cla´sico ante fluctuaciones cua´nticas.
Algunos de los resultados esta´n resumidos en la figura 8.4 en funcio´n de la magnitud
del esp´ın S y la frustracio´n (J2/J1).
El valor cr´ıtico de la magnitud del esp´ın donde las fases ordenadas se vuelven
inestables fue obtenido calculando el valor de frustracio´n en el cual las fluctuaciones
cua´nticas destruyen el orden cla´sico, es decir, donde el para´metro de orden corres-
pondiente a cada fase se anula.
Nuestros resultados muestran que las fluctuaciones reducen la estabilidad del
orden de Ne´el alrededor del punto cla´sico J2/J1 = 1/2. Para S =
1
2
el orden de
Ne´el se mantiene estable en el rango 0 < J2/J1 . 0,29 y el orden colineal para
0,55 . J2/J1.
Un ana´lisis ma´s detallado de la regio´n 0,29 . J2/J1 . 0,55 utilizando la repre-
sentacio´n de bosones de Schwinger y diagonalizacio´n exacta sera´ presentado en la
siguiente seccio´n.
8.2. Resultados de campo medio mediante la apro-
ximacio´n de bosones de Schwinger.
En esta seccio´n estudiamos el modelo de Heisenberg (8.1) usando una versio´n
invariante rotacional de la aproximacio´n de campo medio mediante la representacio´n
de los operadores de esp´ın en te´rminos de bosones de Schwinger presentada en la
seccio´n 2.4. Esta aproximacio´n ha mostrado un excelente desempen˜o incorporando
las fluctuaciones cua´nticas [109, 110, 112].
En la representacio´n de bosones de Schwinger la interaccio´n de intercambio puede
ser escrita en una forma bicuadra´tica. En esta representacio´n, los operadores de esp´ın
en cada sitio son reemplazados por dos especies de bosones por medio de la relacio´n
~S~x =
1
2
~b†~x.~σ.~b~x, (8.4)
donde ~b†~x=(b
†
~x↑,b
†
~x↓) es un espinor boso´nico, ~σ es el vector de matrices de Pauli y
hay que tener en cuenta la restriccio´n en el nu´mero de bosones en cada sitio.
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∑
σ
b†~x σb~xσ=2S. (8.5)
Con esta representacio´n el te´rmino de intercambio puede ser escrito en una forma
invariante rotacional
~S~x · ~S~y =: B†~x,~yB~x,~y : −A†~x,~yA~x,~y, (8.6)
donde σ = ±, : O : indica orden normal del operador O y definimos los operadores
invariantes SU(2)
A~x,~y =
1
2
∑
σ
σb~x,σb~y,−σ (8.7)
B†~x,~y =
1
2
∑
σ
b†~x,σb~y,σ. (8.8)
El operador A~x,~y crea un singlete de espines entre los sitios ~x y ~y y B~x,~y crea
un enlace ferromagne´tico, lo cual implica un hopping coherente de los bosones entre
esos sitios.
El presente desacople, el cual a diferencia de otros que se pueden encontrar
en la literatura, permite tratar ferromagnetismo y antiferromagnetismo en pie de
igualdad, fue presentado por primera vez por Ceccato y otros [109]. Luego Flint
y Coleman [110] presentaron una generalizacio´n para grandes valores de N que
muestra sustanciales mejoras con respecto a las aproximaciones anteriores del tipo
Sp(N).
Para generar una teor´ıa de campo medio, realizamos una aproximacio´n de tipo
Hartree-Fock
(~S~x+~rα · ~S~y+~rβ)MF = [B∗αβ(~x− ~y)B~x+~rα,~y+~rβ
− A∗αβ(~x− ~y)A~x+~rα,~y+~rβ +H.c] (8.9)
− 〈(~S~x+~rα · ~S~y+~rβ)MF 〉,
donde
A∗αβ(~x− ~y) = 〈A†~x+~rα,~y+~rβ〉 (8.10)
B∗αβ(~x− ~y) = 〈B†~x+~rα,~y+~rβ〉
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〈(~S~x+~rα · ~S~y+~rβ)MF 〉 = |Bαβ(~x− ~y)|2 − |Aαβ(~x− ~y)|2. (8.11)
Estas son las ecuaciones de campo medio que debemos resolver de manera auto-
consistente junto con el v´ınculo en el nu´mero de bosones que podemos escribir en
te´rminos del para´metro de campo medio B en la forma
Bαα(R = 0) = 2NcS, (8.12)
donde Nc es el nu´mero total de celdas unidad y S es la magnitud del esp´ın.
Obtener las soluciones de (8.10) y (8.12) implica encontrar las raices de 24 ecua-
ciones no lineales para los para´metros de campo medio A y B ma´s las ecuaciones del
v´ınculo para determinar los multiplicadores de Lagrange λ(α) que fijan el nu´mero de
bosones.
En este caso, realizamos todos los ca´lculos para redes finitas (pudiendo reali-
zarlo en taman˜os muy grandes) y finalmente extrapolamos los resultados al l´ımite
termodina´mico2.
El proceso de autoconsistencia consiste en resolver nume´ricamente las ecuaciones
(8.10) y (8.12). Con los valores obtenidos para los para´metros de campo medio y los
multiplicadores de Lagrange calculamos la energ´ıa del sistema y los nuevos valores
de los para´metros A y B. Repetimos este procedimiento hasta que tanto la energ´ıa
como los para´metros converjan. Despue´s de alcanzar la convergencia podemos cal-
cular varias cantidades f´ısicas como energ´ıa, correlaciones esp´ın-esp´ın, gap de las
excitaciones, etc.
Para complementar los resultados de campo medio, realizamos ca´lculos nume´ri-
cos sobre redes de 18, 24 y 32 sitios usando Lanczos con condiciones de contorno
perio´dicas. Con esta te´cnica podemos calcular la energ´ıa, correlaciones esp´ın-esp´ın,
correlaciones d´ımero-d´ımero, etc. Estos resultados fueron contrastados con los ob-
tenidos mediante la aproximacio´n de bosones de Schwinger, obteniendo excelentes
acuerdos para redes pequen˜as (ver, por ejemplo, la figura 8.5).
Las te´cnicas de diagonalizacio´n exacta son herramientas muy u´tiles a la hora de
caracterizar las propiedades del estado fundamental de un sistema de espines, pero
su principal desventaja reside en el hecho de que solo pueden estudiarse sistemas
pequen˜os, donde los efectos de taman˜o finito no pueden ser descartados. Aunque
en los u´ltimos an˜os la potencia de ca´lculo ha aumentado notablemente, todavia los
taman˜os que se pueden resolver nume´ricamente utilizando diagonalizacio´n exacta
no son suficientes para poder extrapolar las propiedades en el l´ımite termodina´mico
de manera satisfactoria. Es por eso que la utilizacio´n de te´cnicas aproximadas como
2Generalmentelos resultados para taman˜os grandes (mayores a 2000 sitios) ya no muestran una
fuerte dependencia con el taman˜o.
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Figura 8.5: (a): Energ´ıa del estado fundamental por celda en funcio´n de J2/J1 para
una red de 32 sitios. Los circulos corresponden a ca´lculos exactos y los cuadrados son
los resultados obtenidos mediante bosones de Schwinger. (b): Funcio´n de correlacio´n
esp´ın-esp´ın en funcion de la distancia entre sitios x en la direccio´n zig-zag obtenida
mediante bosones de Schwinger. Para 0 < J2/J1 . 0,41, la funcio´n de correlacio´n se
corresponde con un estado de tipo Ne´el de largo alcance. Para 0,41 . J2/J1 . 0,6
la funcio´n de correlacio´n es de corto alcance. Este resultado es consistente con la
presencia del gap en la relacio´n de dispersio´n de los bosones.
la teor´ıa de campo medio basada en bosones de Schwinger utilizada en esta tesis,
contrastadas con los resultados exactos para taman˜os finitos, suele ser la estrategia
mas efectiva a la hora de describir este tipo de sistemas. El uso de estas te´cnicas en
conjunto a mostrado tener un gran poder de prediccio´n.
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Figura 8.6: (a): Gap en la relacio´n de dispersio´n boso´nica en funcio´n del para´metro de
frustracio´n J2/J1 para el caso S = 1/2. En la regio´n J2/J1 ∼ 0,6 el sistema presenta
un gap en el espe´ctro. Inset: Extrapolacio´n al l´ımite termodina´mico para diferentes
valores del gap. (i) J2/J1 = 0,5 (γ = 0,6451), (ii): Los circulos corresponden a
J2/J1 = 0,05 (γ = 0,911) y los cuadrados corresponden a J2/J1 = 0,35 (γ = 0,758).
En la figura 8.5(a) se muestra la energ´ıa del estado fundamental como funcio´n de
la frustracio´n para un sistema de 32 sitios, calculada mediante bosones de Schwin-
ger y diagonalizacio´n exacta. Como puede apreciarse, existe un excelente acuerdo
entre las dos te´cnicas implementadas. En la misma figura puede verse tambie´n la
funcio´n de correlacio´n esp´ın-esp´ın calculada mediante bosones de Schwinger para
J2/J1 = 0, 0,2 y J2/J1 = 0,6. Para el u´ltimo valor se observa claramente que el
estado presenta un orden de corto alcance, consistente con la presencia de gap en el
espectro boso´nico. Las mismas caracter´ısticas son observadas en sistemas pequen˜os
mediante diagonalizacio´n exacta, pero en este caso se hace extremadamente dificil
determinar en que regio´n del espacio de para´metros el sistema presenta orden de
corto alcance real, ya que la funcio´n de correlacio´n solo puede calcularse para algu-
nos pocos vecinos, y los efectos de taman˜o finito cobran mayor importancia en las
cantidades que son dependientes de la posicio´n.
Una de las ventajas de utilizar bosones de Schwinger es que nos permite estudiar
sistemas de gran taman˜o y reducir as´ı los efectos de taman˜o finito en los ca´lculos.
En este caso se han estudiado sistemas de hasta 3000 sitios y luego se realizo´ una
extrapolacio´n al l´ımite termodina´mico. Para los taman˜os mas grandes casi no se ob-
serva dependencia con el taman˜o del sistema, por lo que se espera que los resultados
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extrapolados al l´ımite termodina´mico sean representativos.
Para el caso J2 = J3, en el modelo (8.1) solo se encontraron fases colineales
conmensuradas, es decir, fases en las cuales el vector de ordenamiento magne´tico Q0
se mantiene fijo en un punto de la zona de Brillouin, independientemente del valor
de J2/J1. Esta caracter´ıstica es esperable ya que en el l´ımite cla´sico todas las fases
en la l´ınea estudiada son colineales. Sin embargo, esto no implica que el sistema
este´ ordenado ya que podemos encontrar que el sistema no presenta correlaciones
de largo alcance.
En el l´ımite termodina´mico Nc → ∞, un estado con orden de largo alcance es
caracterizado en la aproximacio´n de bosones de Schwinger por una condensacio´n de
los bosones en el punto Q0 de la zona de Brillouin. Esto implica que la relacio´n de
dispersio´n para los bosones en un estado con largo alcance no debe presentar gap.
Para detectar si el sistema presenta orden de largo alcance resolvemos las ecua-
ciones (8.10) y (8.12) para sistemas finitos, calculamos el gap en la relacio´n de
dispersio´n en funcio´n de J2/J1 para diferentes taman˜os, y realizamos un escaleo
para determinar el gap en el l´ımite termodina´mico. Con esto encontramos que el
sistema presenta una regio´n de valores de J2/J1 donde el gap se mantiene finito en
el l´ımite termodina´mico.
La extrapolacio´n del gap calculado mediante la aproximacio´n de bosones de
Schwinger en funcio´n de J2/J1 es presentada en la figura 8.6. Las figuras insertadas
muestran ejemplos de la extrapolacio´n realizada para distintos valores de J2/J1. En
el rango de valores 0,41 < J2/J1 < 0,6 el sistema presenta una regio´n donde la
relacio´n de dispersio´n de los bosones tiene un gap finito. Como dijimos antes, la
existencia de este gap sugiere que en esta regio´n el sistema no presenta orden de
largo alcance. Para verificar esto y comprender mejor la estructura de las diferentes
fases podemos calcular funcio´n de correlacio´n esp´ın-esp´ın.
C(x,y) = 〈Sˆx · Sˆy〉. (8.13)
Estas correlaciones fueron calculadas tanto en la aproximacio´n de bosones de Sch-
winger como con Lanczos. La primera es mas u´til a la hora de comprender el orden
presente en el sistema dado que pueden calcularse correlaciones para sistemas de
gran taman˜o y verificar asi el comportamiento de las mismas a grandes distancias.
Para J2/J1 < 0,41 la funcio´n de correlacio´n es antiferromagne´tica y de largo
alcance en todas las direcciones.
Por otro lado para 0,6 < J2/J1 encontramos correlaciones ferromagneticas de lar-
go alcance en la direccio´n zig-zag, mientras que en la otra direccio´n las correlaciones
son ferromagne´ticas. Esto se corresponde con el orden cla´sico CAF.
El resultado ma´s interesante se encuentra en la regio´n intermedia 0,41 < J2/J1 <
0,6 donde la funcio´n de correlacio´n es consistente con la presencia del gap en la
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relacio´n de dispersio´n. En esta regio´n encontramos que las correlaciones son de
corto alcance de tipo Ne´el. Un gra´fico de las correlaciones para J2/J1 = 0, 0,2 y 0,6
obtenidas mediante la aproximacio´n de bosones de Schwinger es presentada en la
figura 8.5b.
En la figura 8.4 mostramos el diagrama de fases en funcio´n de 1/S. Por un lado
para valores de 1/S menores a un valor cr´ıtico 1/Sc(J2/J1) la funcio´n de correlacio´n
presenta orden de largo alcance, caracterizado por una condensacio´n de los boso-
nes en el vector de onda Q0. Por otro lado cuando 1/S es mayor que 1/Sc(J2/J1)
la funcio´n de correlacio´n es de corto alcance indicando la presencia de desorden
cua´ntico.
Para comprender un poco mejor la naturaleza de la fase en la regio´n donde el
sistema no presenta orden de largo alcance calculamos la funcio´n de correlacio´n
dimero-dimero. Primero definimos el operador
d(i, j) =
1
4
− Sˆi · Sˆj . (8.14)
Luego a partir de este, podemos definir la correlacio´n d´ımero-d´ımero entre un par
de sitios de referencia (i, j) y y el par (k, l) como
Di,j(k, l) = 〈d(i, j)d(k, l)〉 − 〈d(i, j)〉〈d(k, l)〉. (8.15)
La funcio´n de correlacio´n d´ımero-d´ımero es presentada en la figura 8.7 para
J2/J1 = 0,55.
Podemos notar que el patro´n encontrado mediante el ca´lculo de este tipo de corre-
laciones es similar al que fue encontrado para el modelo de Hubbard por Muramatsu
et. al [9], ver figura 6.1. Aunque el modelo de bajas energ´ıas que se obtiene a partir
del modelo de Hubbard a medio llenado no es exactamente el modelo que estamos
estudiando aqu´ı, puede verse que al desarrollar a o´rdenes superiores en potencias de
t/U se obtiene un modelo de Hubbard sobre la red hexagonal con primeros, segundos
y terceros vecinos, adema´s de te´rminos de plaqueta que se cree favorecen estados sin
orden magne´tico.
8.3. Conclusiones
En resumen, los resultados encontrados con las diferentes te´cnicas utilizadas en
esta parte de la tesis sugieren la existencia de una regio´n en el re´gimen de frustracio´n
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Figura 8.7: Correlacion dimero-dimero correspondiente a J2/J1 = 0,537.
fuerte donde el sistema no presenta ningu´n tipo de orden magne´tico para S = 1/2.
Por un lado, el ana´lisis realizado mediante bosones de Holstein-Primakov predice
que la regio´n que presenta orden de Ne´el se extiende hasta J2/J1 ≈ 0,29 y el orden
de largo alcance de tipo colineal antiferromagne´tico esta presente para J2/J1 & 0,55.
En la regio´n intermedia no se encontro´ evidencia de ningu´n tipo de orden magne´tico
con esta te´cnica.
Hay que destacar que aunque la te´cnica de ondas de esp´ın en la aproximacio´n
lineal introduce fluctuaciones cua´nticas solo a primer orden y puede considerarse
una aproximacio´n muy simplificada, normalmente tiende a sobreestimar el orden de
Ne´el. Por lo tanto, obtener una regio´n donde este orden es inestable nos motiva a
buscar mediante otras te´cnicas indicios de una fase sin orden magne´tico de largo
alcance.
Por otro lado, los resultados encontrados mediante Bosones de Schwinger predi-
cen una fase magne´ticamente desordenada para 0,41 . J2/J1 . 0,6. En esta regio´n
se abre un gap en la relacio´n de dispersio´n boso´nica y el ana´lisis de la funcio´n de
correlacio´n esp´ın-esp´ın muestra que existe un orden de corto alcance seguido de
una fase colineal de largo alcance para J2/J1 & 0,6. Finalmente en la regio´n donde
no se encontro´ orden de largo alcance analizando las correlaciones esp´ın-esp´ın, se
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estudio´ la correlacio´n d´ımero-d´ımero, la que presenta evidencias de orden.
Ape´ndice A
Apendice: Funcio´n delta
Dada una curva definida por g(k) = 0, podemos elegir una parametrizacio´n en
te´rminos de una funcio´n vectorial
k(t) = (kx(t), ky(t)) , −π < t < π , (A.1)
que dependa de un para´metro arbitrario t, y definida de forma que ∀t : g(k(t)) = 0.
En te´rminos de esta parametrizacio´n queremos probar que la delta de Dirac puede
ser escrita como
δ(g(k)) =
∫
dt
|k˙(t)|
|∇g(k(t))| δ
(2)(k− k(t)) . (A.2)
Para eso, escribimos de forma explicita el lado derecho de la igualdad
δ(g(k)) =
∫
dt
|k˙(t)|
|∇g(k(t))| δ(kx − kx(t)) δ(ky − ky(t)) , (A.3)
y reescribimos la delta en kx usando la formula
δ(f(x)) =
δ(x− x¯)
f ′(x¯)
donde f(x¯) = 0 , (A.4)
obtenemos entonces
δ(g(k)) =
∫
dt
|k˙(t)|
|∇g(k(t))|
δ(t− t(kx))
k˙x(t)
δ(ky − ky(t)) , (A.5)
donde llamamos t(kx) a la solucio´n de kx − kx(t) = 0. Calculando la integral en t
δ(g(k)) =
|k˙(kx)|
|∇g(kx)|
δ(ky − ky(kx))
k˙x(kx)
, (A.6)
129
130 APE´NDICE A. APENDICE: FUNCIO´N DELTA
donde usamos la notacio´n f(kx) = f(t(kx)). Escribiendo explicitamente la raiz cua-
drada de las normas
δ(g(k)) =
√
k˙2x(kx) + k˙
2
y(kx) δ(ky − ky(kx))√
(∂xg(kx, ky(kx)))2+(∂yg(kx, ky(kx)))2 k˙x(kx)
.
(A.7)
y reordenando tenemos
δ(g(k)) =
√
1 +
(
dky(kx)
dkx
)2
δ(ky − ky(kx))√
1 +
(
∂xg(kx,ky(kx))
∂yg(kx,ky(kx))
)2
∂yg(kx, ky(kx))
, (A.8)
donde podemos identificar la derivada en el numerador con las derivadas del deno-
minador para cancelar la raiz cuadrada, obteniendo
δ(g(k)) =
δ(ky − ky(kx))
∂yg(kx, ky(kx))
. (A.9)
Esta es una identidad en virtud de (A.4) si ky toma el lugar de x.
De esta manera mostramos la validez de (A.3).
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