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ABSTRACT
Recent literature suggests that averaged word vectors followed by simple post-
processing outperform many deep learning methods on semantic textual similarity
tasks. Furthermore, when averaged word vectors are trained supervised on large
corpora of paraphrases, they achieve state-of-the-art results on standard STS bench-
marks. Inspired by these insights, we push the limits of word embeddings even
further. We propose a novel fuzzy bag-of-words (FBoW) representation for text
that contains all the words in the vocabulary simultaneously but with different
degrees of membership, which are derived from similarities between word vectors.
We show that max-pooled word vectors are only a special case of fuzzy BoW and
should be compared via fuzzy Jaccard index rather than cosine similarity. Finally,
we propose DynaMax, a completely unsupervised and non-parametric similarity
measure that dynamically extracts and max-pools good features depending on the
sentence pair. This method is both efficient and easy to implement, yet outperforms
current baselines on STS tasks by a large margin and is even competitive with
supervised word vectors trained to directly optimise cosine similarity.
1 INTRODUCTION
Natural languages are able to encode sentences with similar meanings using very different vocabulary
and grammatical constructs, which makes determining the semantic similarity between pieces of text
a challenge. It is common to cast semantic similarity between sentences as the proximity of their
vector representations. More than half a century since it was first proposed, the Bag-of-Words (BoW)
representation (Harris, 1954; Salton et al., 1975; Manning et al., 2008) remains a popular baseline
across machine learning (ML), natural language processing (NLP), and information retrieval (IR)
communities. In recent years, however, BoW was largely eclipsed by representations learned through
neural networks, ranging from shallow (Le & Mikolov, 2014; Hill et al., 2016) to recurrent (Kiros
et al., 2015; Conneau et al., 2017; Subramanian et al., 2018a), recursive (Socher et al., 2013; Tai et al.,
2015), convolutional (Kalchbrenner et al., 2014; Kim, 2014), self-attentive (Vaswani et al., 2017; Cer
et al., 2018a) and hybrid architectures (Gan et al., 2017; Tang et al., 2017; Zhelezniak et al., 2018).
Interestingly, Arora et al. (2017) showed that averaged word vectors (Mikolov et al., 2013a; Pen-
nington et al., 2014; Bojanowski et al., 2016; Joulin et al., 2017) weighted with the Smooth Inverse
Frequency (SIF) scheme and followed by a Principal Component Analysis (PCA) post-processing
procedure were a formidable baseline for Semantic Textual Similarity (STS) tasks, outperforming
deep representations. Furthermore, Wieting et al. (2015; 2016) and Wieting & Gimpel (2018) showed
that averaged word vectors trained supervised on large corpora of paraphrases achieve state-of-the-art
results, outperforming even the supervised systems trained directly on STS.
Inspired by these insights, we push the boundaries of word vectors even further. We propose a novel
fuzzy bag-of-words (FBoW) representation for text. Unlike classical BoW, fuzzy BoW contains all
the words in the vocabulary simultaneously but with different degrees of membership, which are
derived from similarities between word vectors.
Next, we show that max-pooled word vectors are a special case of fuzzy BoW. Max-pooling signifi-
cantly outperforms averaging on standard benchmarks when word vectors are trained unsupervised.
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Since max-pooled vectors are just a special case of fuzzy BoW, we show that the fuzzy Jaccard index
is a more suitable alternative to cosine similarity for comparing these representations. By contrast,
the fuzzy Jaccard index completely fails for averaged word vectors as there is no connection between
the two. The max-pooling operation is commonplace throughout NLP and has been successfully used
to extract features in supervised systems (Collobert et al., 2011; Kim, 2014; Kenter & de Rijke, 2015;
De Boom et al., 2016; Conneau et al., 2017; Dubois, 2017; Shen et al., 2018); however, to the best of
our knowledge, the present work is the first to study max-pooling of pre-trained word embeddings in
isolation and to suggest theoretical underpinnings behind this operation.
Finally, we propose DynaMax, a completely unsupervised and non-parametric similarity measure
that dynamically extracts and max-pools good features depending on the sentence pair. DynaMax
outperforms averaged word vector with cosine similarity on every benchmark STS task when word
vectors are trained unsupervised. It even performs comparably to Wieting & Gimpel (2018)’s vectors
under cosine similarity, which is a striking result as the latter are in fact trained supervised to directly
optimise cosine similarity between paraphrases, while our approach is completely unrelated to that
objective. We believe this makes DynaMax a strong baseline that future algorithms should aim to
beat in order to justify more complicated approaches to semantic similarity.
As an additional contribution, we conduct significance analysis of our results. We found that recent
literature on STS tends to apply unspecified or inappropriate parametric tests, or leave out significance
analysis altogether in the majority of cases. By contrast, we rely on nonparametric approaches with
much milder assumptions on the test statistic; specifically, we construct bias-corrected and accelerated
(BCa) bootstrap confidence intervals (Efron, 1987) for the delta in performance between two systems.
We are not aware of any prior works that apply such methodology to STS benchmarks and hope the
community finds our analysis to be a good starting point for conducting thorough significance testing
on these types of experiments.
2 SENTENCES AS FUZZY SETS
The bag-of-words (BoW) model of representing text remains a popular baseline across ML, NLP,
and IR communities. BoW, in fact, is an extension of a simpler set-of-words (SoW) model. SoW
treats sentences as sets, whereas BoW treats them as multisets (bags) and so additionally captures
how many times a word occurs in a sentence. Just like with any set, we can immediately compare
SoW or BoW using set similarity measures (SSMs), such as
Jaccard(A,B) =
|A ∩B|
|A ∪B| , Otsuka(A,B) =
|A ∩B|√|A| × |B| , and Dice(A,B) = 2|A ∩B||A|+ |B| .
These coefficients usually follow the pattern #{shared elements}#{total elements} . From this definition, it is clear that
sets with no shared elements have a similarity of 0, which is undesirable in NLP as sentences with
completely different words can still share the same meaning. But can we do better?
For concreteness, let’s say we want to compare two sentences corresponding to the sets A =
{‘he’, ‘has’, ‘a’, ‘cat’} and B = {‘she’, ‘had’, ‘one’, ‘dog’}. The situation here is that A ∩ B = ∅
and so their similarity according to any SSM is 0. Yet, both A and B describe pet ownership and
should be at least somewhat similar. If a set contains the word ‘cat’, it should also contain a bit of
‘pet’, a bit of ‘animal’, also a little bit of ‘tiger’ but perhaps not too much of an ‘airplane’. If both A
and B contained ‘pet’, ‘animal’, etc. to some degree, they would have a non-zero similarity.
This intuition is the main idea behind fuzzy sets: a fuzzy set includes all words in the vocabulary
simultaneously, just with different degrees of membership. This generalises classical sets where a
word either belongs to a set or it doesn’t.
We can easily convert a singleton set such as {‘cat’} into a fuzzy set using a similarity function
sim(wi, wj) between words. We simply compute the similarities between ‘cat’ and all the words wj
in the vocabulary and treat those values as membership degrees. As an example, the set {‘cat’} really
becomes {‘cat’ : 1, ‘pet’ : 0.9, ‘animal’ : 0.85, . . . , ‘airplane’ : 0.05, . . .}
Fuzzifying singleton sets is straightforward, but how do we go about fuzzifying the entire sentence
{‘he’, ‘has’, ‘a’, ‘cat’}? Just as we use the classical union operation ∪ to build bigger sets from
smaller ones, we use the fuzzy union to do the same but for fuzzy sets. The membership degree of a
2
Published as a conference paper at ICLR 2019
word in the fuzzy union is determined as the maximum membership degree of that word among each
of the fuzzy sets we want to unite. This might sound somewhat arbitrary: after all, why max and
not, say, sum or average? We explain the rationale in Section 2.1; and in fact, we use the max for
the classical union all the time without ever noticing it. Indeed, {‘cat’} ∪ {‘cat’} = {‘cat’} and not
{‘cat’ : 2}. This is simply because we computed max(1, 1) = 1 and not sum(1, 1) = 2. Similarly
{‘cat’} ∪∅ = {‘cat’} since max(1, 0) = 1 and not avg(1, 0) = 1/2.
The key insight here is the following. An object that assigns the degrees of membership to words
in a fuzzy set is called the membership function. Each word defines a membership function, and
even though ‘cat’ and ‘dog’ are different, they are semantically similar (in terms of cosine similarity
between their word vectors, for example) and as such give rise to very similar membership functions.
This functional proximity will propagate into the SSMs, thus rendering them a much more realistic
model for capturing semantic similarity between sentences. To actually compute the fuzzy SSMs, we
need just a few basic tools from fuzzy set theory, all of which we briefly cover in the next section.
2.1 FUZZY SETS: THE BARE MINIMUM
Fuzzy set theory (Zadeh, 1996) is a well-established formalism that extends classical set theory by
incorporating the idea that elements can have degrees of membership in a set. Constrained by space,
we define the bare minimum needed to compute the fuzzy set similarity measures and refer the reader
to Klir et al. (1997) for a much richer introduction.
Definition: A set of all possible terms V = {w1, w2, . . . , wN} that occur in a certain domain is
called a universe.
Definition: A function µ : V→ L ⊆ R is called a membership function.
Definition: A pair A = (V, µ) is called a fuzzy set.
Notice how the above definition covers all the set-like objects we discussed so far. If L = {0, 1}, then
A is simply a classical set and µ is its indicator (characteristic) function. If L = N≥0 (non-negative
integers), then A is a multiset (a bag) and µ is called a count (multiplicity) function. In literature, A
is called a fuzzy set when L = [0, 1]. However, we make no restrictions on the range and call A a
fuzzy set even when L = R, i.e. all real numbers.
Definition: Let A = (V, µ) and B = (V, ν) be two fuzzy sets. The union of A and B is a fuzzy set
A ∪B = (V,max(µ, ν)). The intersection of A and B is a fuzzy set A ∩B = (V,min(µ, ν)).
Interestingly, there are many other choices for the union and intersection operations in fuzzy set
theory. However, only the max-min pair makes these operations idempotent, i.e. such thatA∪A = A
and A ∩ A = A, just as in the classical set theory. By contrast, it is not hard to verify that neither
sum nor average satisfy the necessary axioms to qualify as a fuzzy union or intersection.
Definition: Let A = (V, µ) be a fuzzy set. The number |A| =∑w∈V µ(w) is called the cardinality
of a fuzzy set.
Fuzzy set theory provides a powerful framework for reasoning about sets with uncertainty, but the
specification of membership functions depends heavily on the domain. In practice these can be
designed by experts or learned from data; below we describe a way of generating membership
functions for text from word embeddings.
2.2 FUZZY BAG-OF-WORDS
From the algorithmic point of view any bag-of-words is just a row vector. The i-th term in the
vocabulary has a corresponding N -dimensional one-hot encoding e(i). The vectors e(i) are orthonor-
mal and in totality form the standard basis of RN . The BoW vector for a sentence S is simply
bS =
∑N
i=1 cie
(i), where ci is the count of the word wi in S.
The first step in creating the fuzzy BoW representation is to convert every term vector e(i) into a
membership vector µ(i). It really is the same as converting a singleton set {wi} into a fuzzy set. We
call this operation ‘word fuzzification’, and in the matrix form it is simply written as
3
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Algorithm 1 DynaMax-Jaccard
Input: Word embeddings for the first sentence x(1),x(2) . . . ,x(k) ∈ R1×d
Input: Word embeddings for the second sentence y(1),y(2) . . . ,y(l) ∈ R1×d
Input: A vector with all zeros z ∈ R1×(k+l)
Output: Similarity score DMJ
X ← STACK ROWS(x(1),x(2) . . . ,x(k))
Y ← STACK ROWS(y(1),y(2) . . . ,y(l))
U ← STACK ROWS(X,Y )
x← MAX POOL ELEMENTWISE(x(1)UT ,x(2)UT . . . ,x(k)UT , z)
y ← MAX POOL ELEMENTWISE(y(1)UT ,y(2)UT . . . ,y(l)UT , z)
r ← MIN POOL ELEMENTWISE(x,y)
q ← MAX POOL ELEMENTWISE(x,y)
DMJ ←∑i=1:(k+l) ri/∑i=1:(k+l) qi
µ(i) = e(i)WUT . (1)
Here W ∈ RN×d is the word embedding matrix and U ∈ RK×d is the ‘universe’ matrix. Let us
dissect the above expression. First, we convert a one-hot vector into a word embeddingw(i) = e(i)W .
This is just an embedding lookup and is exactly the same as the embedding layer in neural networks.
Next, we compute a vector of similarities µ(i) = w(i)UT between w(i) and all the K vectors in the
universe. The most sensible choice for the universe matrix is the word embedding matrix itself, i.e.
U = W . In that case, the membership vector µ(i) has the same dimensionality as e(i) but contains
similarities between the word wi and every word in the vocabulary (including itself).
The second step is to combine all µ(i) back into a sentence membership vector µs. At this point, it’s
very tempting to just sum or average over all µ(i), i.e. compute 1N
∑N
i=1 ciµ
(i). But we remember:
in fuzzy set theory the union of the membership vectors is realised by the element-wise max-pooling.
In other words, we don’t take the average but max-pool instead:
µS =
N
max
i=1
ciµ
(i). (2)
Here the max returns a vector where each dimension contains the maximum value along that
dimension across all N input vectors. In NLP this is also known as max-over-time pooling (Collobert
et al., 2011). Note that any given sentence S usually contains only a small portion of the total
vocabulary and so most word counts ci will be 0. If the count ci is 0, then we have no need for µ(i)
and can avoid a lot of useless computations, though we must remember to include the zero vector in
the max-pooling operation.
We call the sentence membership vector µS the fuzzy bag-of-words (FBoW) and the procedure that
converts classical BoW bS into fuzzy BoW µS the ‘sentence fuzzification’.
2.2.1 THE FUZZY JACCARD INDEX
Suppose we have two fuzzy BoW µA and µB . How can we compare them? Since FBoW are just
vectors, we can use the standard cosine similarity cos(µA,µB). On the other hand, FBoW are also
fuzzy sets and as such can be compared via fuzzy SSMs. We simply copy the definitions of fuzzy
union, intersection and cardinality from Section 2.1 and write down the fuzzy Jaccard index:
Jaccard(A,B) =
|A ∩B|
|A ∪B|
fuzzy−−−→ FJaccard(µA,µB) =
∑K
i=1 min(µ
A
i ,µ
B
i )∑K
i=1 max(µ
A
i ,µ
B
i )
.
Exactly the same can be repeated for other SSMs. In practice we found their performance to be
almost equivalent but always better than standard cosine similarity (see Appendix B).
4
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2.2.2 SMALLER UNIVERSES AND MAX-POOLED WORD VECTORS
So far we considered the universe and the word embedding matrix to be the same, i.e. U = W . This
means any FBoW µS contains similarities to all the words in the vocabulary and has exactly the same
dimensionality as the original BoW bS . Unlike BoW, however, FBoW is almost never sparse. This
motivates us to choose the matrix U with fewer rows thatW . For example, the top principal axes of
W could work. Alternatively, we could clusterW into k clusters and keep the centroids. Of course,
the rows of such U are no longer word vectors but instead some abstract entities.
A more radical but completely non-parametric solution is to choose U = I , where I ∈ Rd×d is just
the identity matrix. Then the word fuzzifier reduces to a word embedding lookup:
µ(i) = e(i)WUT = e(i)WIT = e(i)W = w(i). (3)
The sentence fuzzifier then simply max-pools all the word embeddings found in the sentence:
µS = max
wi∈S
ciw
(i). (4)
From this we see that max-pooled word vectors are only a special case of fuzzy BoW. Remarkably,
when word vectors are trained unsupervised, this simple representation combined with the fuzzy
Jaccard index is already a stronger baseline for semantic textual similarity than the averaged word
vector with cosine similarity, as we will see in Section 4.
More importantly, the fuzzy Jaccard index works for max-pooled word vectors but completely fails for
averaged word vectors. This empirically validates the connection between fuzzy BoW representations
and the max-pooling operation described above.
2.2.3 THE DYNAMAX ALGORITHM
From the linear-algebraic point of view, fuzzy BoW is really the same as projecting word embeddings
on a subspace of Rd spanned by the rows of U , followed by max-pooling of the features extracted by
this projection. A fair question then is the following. If we want to compare two sentences, what
subspace should we project on? It turns out that if we take word embeddings for the first sentence
and the second sentence and stack them into matrix U , this seems to be a sufficient space to extract
all the features needed for semantic similarity. We noticed this empirically, and while some other
choices of U do give better results, finding a principled way to construct them remains future work.
The matrix U is not static any more but instead changes dynamically depending on the sentence pair.
We call this approach Dynamic Max or DynaMax and provide pseudocode in Algorithm 1.
2.2.4 PRACTICAL CONSIDERATIONS
Just as SoW is a special case of BoW, we can build the fuzzy set-of-words (FSoW) where the
word counts ci are binary. The performance of FSoW and FBoW is comparable, with FBoW being
marginally better. For simplicity, we implement FSoW in Algorithm 1 and in all our experiments.
As evident from Equation (1), we use dot product as opposed to (scaled or clipped) cosine similarity
for the membership functions. This is a reasonable choice as most unsupervised and some supervised
word vectors maximise dot products in their objectives. For further analysis, see Appendix A.
3 RELATED WORK
Any method that casts semantic similarity between sentences as the proximity of their vector represen-
tations is related to our work. Among those, the ones that strengthen bag-of-words by incorporating
the sense of similarity between individual words are the most relevant.
The standard Vector Space Model (VSM) basis e(i) is orthonormal and so the BoW model treats all
words as equally different. Sidorov et al. (2014) proposed the ‘soft cosine measure’ to alleviate this
issue. They build a non-orthogonal basis f (i) where cos(f (i),f (j)) = sim(wi, wj), i.e. the cosine
similarity between the basis vectors is given by similarity between words. Next, they rewrite BoW in
5
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Figure 1: Each plot shows the mean Pearson correlation on STS tasks for a different flavour of word vector,
comparing different combinations of fuzzy BoW representation (either averaged or max-pooled, or the DynaMax
approach) and similarity measure (either cosine or Jaccard). The bolded methods are ones proposed in the
present work. Note that averaged vectors with Jaccard similarity are not included in these plots, as they
consistently perform 20-50 points worse than other methods; this is predicted by our analysis as averaging is not
an appropriate union operation in fuzzy set theory. In virtually every case, max-pooled with cosine outperforms
averaged with cosine, which is in turn outperformed by max-pooled and DynaMax with Jaccard. An exception
to the trend is STS13, for which the SMT subtask dataset is no longer publicly available; this may have impacted
the performance when averaged over different types of subtasks.
terms of f (i) and compute cosine similarity between transformed representations. However, when
cos(f (i),f (j)) = cos(wi,wj), where wi,wj are word embeddings, their approach is equivalent to
cosine similarity between averaged word embeddings, i.e. the standard baseline.
Kusner et al. (2015) consider L1-normalised bags-of-words (nBoW) and view them as a probability
distributions over words. They propose the Word Mover’s Distance (WMD) as a special case of the
Earth Mover’s Distance (EMD) between nBoW with the cost matrix given by pairwise Euclidean
distances between word embeddings. As such, WMD does not build any new representations but
puts a lot of structure into the distance between BoW.
Zhao & Mao (2017) proposed an alternative version of fuzzy BoW that is conceptually similar to
ours but executed very differently. They use clipped cosine similarity between word embeddings to
compute the membership values in the word fuzzification step. We use dot product not only because
it is theoretically more general but also because dot product leads to significant improvements on the
benchmarks. More importantly, however, their sentence fuzzification step uses sum to aggregate word
membership vectors into a sentence membership vector. We argue that max-pooling is a better choice
because it corresponds to the fuzzy union. Had we used the sum, the representation would have really
reduced to a (projected) summed word vector. Lastly, they use FBoW as features for a supervised
model but stop short of considering any fuzzy similarity measures, such as fuzzy Jaccard index.
Jimenez et al. (2010; 2012; 2013; 2014; 2015) proposed and developed soft cardinality as a generali-
sation to the classical set cardinality. In their framework set membership is crisp, just as in classical
set theory. However, once the words are in a set, their contribution to the overall cardinality depends
on how similar they are to each other. The intuition is that the set A = {‘lion’, ‘tiger’, ‘leopard’}
should have cardinality much less than 3, because A contains very similar elements. Likewise, the set
B = {‘lion’, ‘airplane’, ‘carrot’} deserves a cardinality closer to 3. We see that the soft cardinality
framework is very different from our approach, as it ‘does not consider uncertainty in the membership
of a particular element; only uncertainty as to the contribution of an element to the cardinality of the
set’ (Jimenez et al., 2010).
4 EXPERIMENTS
To evaluate the proposed similarity measures we set up a series of experiments on the established
STS tasks, part of the SemEval shared task series 2012-2016 (Agirre et al., 2012; 2013; 2014; Agirre,
2015; Agirre et al., 2016; Cer et al., 2017). The idea behind the STS benchmarks is to measure
6
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Figure 2: Each plot shows the mean Pearson correlation on STS tasks for a different flavour of word vector,
comparing other BoW-based methods to ones using fuzzy Jaccard similarity. The bolded methods are ones
proposed in the present work. We observe that even classical crisp Jaccard is a fairly reasonable baseline, but
it is greatly improved by the fuzzy set treatment. Both max-pooled word vectors with Jaccard and DynaMax
outperform the other methods by a comfortable margin, and the max-pooled version in particular performs
astonishingly well given its great simplicity.
how well the semantic similarity scores computed by a system (algorithm) correlate with human
judgements. Each year’s STS task itself consists of several subtasks. By convention, we report the
mean Pearson correlation between system and human scores, where the mean is taken across all the
subtasks in a given year.
Our implementation wraps the SentEval toolkit (Conneau & Kiela, 2018) and is available on GitHub1.
We also rely on the following publicly available word embeddings: GloVe (Pennington et al., 2014)
trained on Common Crawl (840B tokens); fastText (Bojanowski et al., 2016) trained on Common
Crawl (600B tokens); word2vec (Mikolov et al., 2013b;c) trained on Google News, CoNLL (Zeman
et al., 2017), and Book Corpus (Zhu et al., 2015); and several types of supervised paraphrastic vectors
– PSL (Wieting et al., 2015), PP-XXL (Wieting et al., 2016), and PNMT (Wieting & Gimpel, 2018).
We estimated word frequencies on an English Wikipedia dump dated July 1st 2017 and calculated
word weights using the same approach and parameters as in Arora et al. (2017). Note that these
weights can in fact be derived from word vectors and frequencies alone rather than being inferred
from the validation set (Ethayarajh, 2018), making our techniques fully unsupervised. Finally, as the
STS’13 SMT dataset is no longer publicly available, the mean Pearson correlations reported in our
experiments involving this task have been re-calculated accordingly.
We first ran a set of experiments validating the insights and derivations described in Section 2. These
results are presented in Figure 1. The main takeaways are the following:
• Max-pooled word vectors outperform averaged word vectors in most tasks.
• Max-pooled vectors with cosine similarity perform worse than max-pooled vectors with
fuzzy Jaccard similarity. This supports our derivation of max-pooled vectors as a special
case of fuzzy BoW, which thus should be compared via fuzzy set similarity measures and
not cosine similarity (which would be an arbitrary choice).
• Averaged vectors with fuzzy Jaccard similarity completely fail. This is because fuzzy set
theory tells us that the average is not a valid fuzzy union operation, so a fuzzy set similarity
is not appropriate for this representation.
• DynaMax shows the best performance across all tasks, possibly thanks to its superior ability
to extract and max-pool good features from word vectors.
Next we ran experiments against some of the related methods described in Section 3, namely WMD
(Kusner et al., 2015) and soft cardinality (Jimenez et al., 2015) with clipped cosine similarity as an
affinity function and the softness parameter p = 1. From Figure 2, we see that even classical Jaccard
index is a reasonable baseline, but fuzzy Jaccard especially in the DynaMax formulation handily
outperforms comparable methods.
For context and completeness, we also compare against other popular sentence representations
from the literature in Table 1. We include the following methods: BoW with ELMo embeddings
1https://github.com/Babylonpartners/fuzzymax
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Table 1: Mean Pearson correlation on STS tasks for a variety of methods in the literature. Bolded values
indicate best results per task and word vector where applicable, while underlined values indicate overall best
per task. All previous results are taken from Perone et al. (2018) (only two significant figures provided) and
Subramanian et al. (2018b). Note that avg-cos refers to taking the average word vector and comparing by cosine
similarity, and word2vec refers to the Google News version. Clearly more sophisticated methods of computing
sentence representations do not shine on the unsupervised STS tasks when compared to these simple BoW
methods with high-quality word vectors and the appropriate similarity metric. † indicates the only STS13 result
(to our knowledge) that includes the SMT subtask.
Approach STS12 STS13 STS14 STS15 STS16
ELMo (BoW) 55 53 63 68 60
Skip-Thought 41 29 40 46 52
InferSent 61 56 68 71 71
USE (DAN) 59 59 68 72 70
USE (Transformer) 61 64 71 74 74
STN (multitask) 60.6 54.7† 65.8 74.2 66.4
GloVe avg-cos 52.1 49.6 54.6 56.1 51.4
GloVe DynaMax 58.2 53.9 65.1 70.9 71.1
fastText avg-cos 58.3 57.9 64.9 67.6 64.3
fastText DynaMax 60.9 60.3 69.5 76.7 74.6
word2vec avg-cos 51.6 58.2 65.6 67.5 64.7
word2vec DynaMax 53.7 59.5 68.0 74.2 71.3
PSL avg-cos 52.7 51.8 59.6 61.0 54.1
PSL DynaMax 58.2 54.3 66.2 72.4 66.5
PP-XXL avg-cos 61.3 65.6 72.7 77.0 71.1
PP-XXL DynaMax 63.6 62.2 72.7 77.9 70.8
PNMT avg-cos 65.6 68.9 76.3 79.4 77.2
PNMT DynaMax 66.0 65.7 75.9 80.1 76.7
(Peters et al., 2018), Skip-Thought (Kiros et al., 2015), InferSent (Conneau et al., 2017), Universal
Sentence Encoder with DAN and Transformer (Cer et al., 2018b), and STN multitask embeddings
(Subramanian et al., 2018b). These experiments lead to an interesting observation:
• PNMT embeddings are the current state-of-the-art on STS tasks. PP-XXL and PNMT
were trained supervised to directly optimise cosine similarity between average word vectors
on very large paraphrastic datasets. By contrast, DynaMax is completely unrelated to the
training objective of these vectors, yet has an equivalent performance.
Finally, another well-known and high-performing simple baseline was proposed by Arora et al.
(2017). However, as also noted by Mu & Viswanath (2018), this method is still offline because it
computes the sentence embeddings for the entire dataset, then performs PCA and removes the top
principal component. While their method makes more assumptions than ours, nonetheless we make a
head-to-head comparison with them in Table 2 using the same word vectors as in Arora et al. (2017),
showing that DynaMax is still quite competitive.
To strengthen our empirical findings, we provide ablation studies for DynaMax in Appendix C,
showing that the different components of the algorithm each contribute to its strong performance. We
also conduct significance testing in Appendix D by constructing bias-corrected and accelerated (BCa)
bootstrap confidence intervals (Efron, 1987) for the delta in performance between two algorithms.
This constitutes, to the best of our knowledge, the first attempt to study statistical significance on the
STS benchmarks with this type of non-parametric analysis that respects the statistical peculiarities of
these datasets.
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Table 2: Mean Pearson correlations on STS tasks comparing DynaMax against Arora et al. (2017)’s avg-
SIF+PCA method. Bolded values indicate best results per task and word vectors (both methods can be applied to
any word vectors). All methods use SIF word weights as described in Arora et al. (2017); in this case average
word vector with cosine similarity (avg-SIF in the table) is equivalent to the Arora et al. (2017)’s method
without PCA, so we include it for additional context. Note that removing the first principal component requires
computation on the entire test set (see Algorithm 1 in Arora et al. (2017)), whereas DynaMax is completely
independent of the test set. Even with this distinction, avg-SIF+PCA and DynaMax perform comparably, and
both generally outperform avg-SIF although use of PSL vectors closes the gap considerably.
Vectors Similarity STS12 STS13 STS14 STS15 STS16
avg-SIF 59.2 59.9 62.9 62.8 63.0
GloVe avg-SIF+PCA 58.5 65.5 69.3 70.2 69.6
DynaMax-SIF 61.1 61.5 69.3 73.1 71.7
avg-SIF 61.5 66.7 71.5 72.8 69.7
PSL avg-SIF+PCA 61.0 67.8 72.9 75.8 71.9
DynaMax-SIF 63.2 64.8 72.8 77.6 73.3
5 CONCLUSION
In this work we combine word embeddings with classic BoW representations using fuzzy set
theory. We show that max-pooled word vectors are a special case of FBoW, which implies that they
should be compared via the fuzzy Jaccard index rather than the more standard cosine similarity.
We also present a simple and novel algorithm, DynaMax, which corresponds to projecting word
vectors onto a subspace dynamically generated by the given sentences before max-pooling over the
features. DynaMax outperforms averaged word vectors compared with cosine similarity on every
benchmark STS task when word vectors are trained unsupervised. It even performs comparably
to supervised vectors that directly optimise cosine similarity between paraphrases, despite being
completely unrelated to that objective.
Both max-pooled vectors and DynaMax constitute strong baselines for further studies in the area of
sentence representations. Yet, these methods are not limited to NLP and word embeddings, but can
in fact be used in any setting where one needs to compute similarity between sets of elements that
have rich vector representations. We hope to have demonstrated the benefits of experimenting more
with similarity metrics based on the building blocks of meaning such as words, rather than complex
representations of the final objects such as sentences.
ACKNOWLEDGMENTS
We would like to thank John Wieting for sharing with us his latest state-of-the-art ParaNMT embed-
dings, so that we could include the most up-to-date comparisons in the present work.
REFERENCES
Eneko Agirre. SemEval-2015 Task 2: Semantic Textual Similarity, English, Spanish and Pilot on
Interpretability. SemEval2015, (SemEval):252–263, 2015.
Eneko Agirre, Daniel Cer, Mona Diab, and Aitor Gonzalez-Agirre. SemEval-2012 Task 6: A Pilot on
Semantic Textual Similarity. Proc. 6th Int. Work. Semant. Eval. (SemEval 2012), conjunction with
First Jt. Conf. Lex. Comput. Semant. (* SEM 2012), (3):385–393, 2012.
Eneko Agirre, Daniel Cer, Mona Diab, Aitor Gonzalez-Agirre, and Weiwei Guo. SEM 2013 shared
task : Semantic Textual Similarity. Second Jt. Conf. Lex. Comput. Semant. (*SEM 2013), 1:32–43,
2013.
Eneko Agirre, Carmen Banea, Claire Cardie, Daniel Cer, Mona Diab, Aitor Gonzalez-Agirre, Weiwei
Guo, Rada Mihalcea, German Rigau, and Janyce Wiebe. SemEval-2014 Task 10: Multilingual
Semantic Textual Similarity. Proc. 8th Int. Work. Semant. Eval. (SemEval 2014), (SemEval):81–91,
2014.
9
Published as a conference paper at ICLR 2019
Eneko Agirre, Carmen Banea, Daniel Cer, Mona Diab, Aitor Gonzalez-Agirre, Rada Mihalcea, Ger-
man Rigau, and Janyce Wiebe. SemEval-2016 Task 1: Semantic Textual Similarity, Monolingual
and Cross-Lingual Evaluation. Proc. 10th Int. Work. Semant. Eval., pp. 497–511, 2016. URL
http://aclweb.org/anthology/S16-1081.
Sanjeev Arora, Yingyu Liang, and Tengyu Ma. A Simple but Tough-to-Beat Baseline for Sentence
Embeddings. Int. Conf. Learn. Represent., pp. 1–14, 2017.
Piotr Bojanowski, Edouard Grave, Armand Joulin, and Tomas Mikolov. Enriching Word Vectors with
Subword Information. jul 2016. URL http://arxiv.org/abs/1607.04606.
Daniel Cer, Mona Diab, Eneko Agirre, In˜igo Lopez-Gazpio, and Lucia Specia. SemEval-2017 Task
1: Semantic Textual Similarity - Multilingual and Cross-lingual Focused Evaluation. Proc. 11th
Int. Work. Semant. Eval., pp. 1–14, jul 2017.
Daniel Cer, Yinfei Yang, Sheng-Yi Kong, Nan Hua, Nicole Limtiaco, Rhomni St John, Noah
Constant, Mario Guajardo-Ce´spedes, Steve Yuan, Chris Tar, Yun-Hsuan Sung, Brian Strope, and
Ray Kurzweil. Universal Sentence Encoder. 2018b. URL https://arxiv.org/pdf/1803.
11175.pdf.
Daniel Cer, Yinfei Yang, Sheng-yi Kong, Nan Hua, Nicole Limtiaco, Rhomni St. John, Noah
Constant, Mario Guajardo-Cespedes, Steve Yuan, Chris Tar, Yun-Hsuan Sung, Brian Strope,
and Ray Kurzweil. Universal sentence encoder. CoRR, abs/1803.11175, 2018a. URL http:
//arxiv.org/abs/1803.11175.
Ronan Collobert, Jason Weston, Le´on Bottou, Michael Karlen, Koray Kavukcuoglu, and Pavel Kuksa.
Natural language processing (almost) from scratch. Journal of Machine Learning Research, 12
(Aug):2493–2537, 2011.
Alexis Conneau and Douwe Kiela. Senteval: An evaluation toolkit for universal sentence representa-
tions. arXiv preprint arXiv:1803.05449, 2018.
Alexis Conneau, Douwe Kiela, Holger Schwenk, Loic Barrault, and Antoine Bordes. Supervised
Learning of Universal Sentence Representations from Natural Language Inference Data. may 2017.
URL http://arxiv.org/abs/1705.02364.
Cedric De Boom, Steven Van Canneyt, Thomas Demeester, and Bart Dhoedt. Representation
learning for very short texts using weighted word embedding aggregation. Pattern Recogn. Lett.,
80(C):150–156, September 2016. ISSN 0167-8655. doi: 10.1016/j.patrec.2016.06.012. URL
https://doi.org/10.1016/j.patrec.2016.06.012.
Lee R. Dice. Measures of the amount of ecologic association between species. Ecology, 26(3):
297–302, 1945. ISSN 1939-9170. doi: 10.2307/1932409. URL http://dx.doi.org/10.
2307/1932409.
Sebastien Dubois. Learning effective embeddings from medical notes. 2017.
B. Efron and R.J. Tibshirani. An Introduction to the Bootstrap. Chapman & Hall/CRC Monographs
on Statistics & Applied Probability. Taylor & Francis, 1994. ISBN 9780412042317. URL
https://books.google.co.uk/books?id=gLlpIUxRntoC.
Bradley Efron. Better bootstrap confidence intervals. Journal of the American Statistical Association,
82(397):171–185, mar 1987. doi: 10.1080/01621459.1987.10478410. URL https://doi.
org/10.1080/01621459.1987.10478410.
Kawin Ethayarajh. Unsupervised random walk sentence embeddings: A strong but simple baseline. In
Proceedings of The Third Workshop on Representation Learning for NLP, pp. 91–100. Association
for Computational Linguistics, 2018. URL http://aclweb.org/anthology/W18-3012.
Zhe Gan, Yunchen Pu, Ricardo Henao, Chunyuan Li, Xiaodong He, and Lawrence Carin. Learning
generic sentence representations using convolutional neural networks. In Proceedings of the 2017
Conference on Empirical Methods in Natural Language Processing, pp. 2390–2400. Association
for Computational Linguistics, 2017. URL http://aclweb.org/anthology/D17-1254.
10
Published as a conference paper at ICLR 2019
Zellig Harris. Distributional structure. Word, 10(23):146–162, 1954.
Felix Hill, Kyunghyun Cho, and Anna Korhonen. Learning Distributed Representations of Sentences
from Unlabelled Data. feb 2016. URL http://arxiv.org/abs/1602.03483.
James B. Hittner, Kim May, and N. CLAYTON Silver. A monte carlo evaluation of tests for comparing
dependent correlations. The Journal of General Psychology, 130(2):149–168, apr 2003. doi: 10.
1080/00221300309601282. URL https://doi.org/10.1080/00221300309601282.
Paul Jaccard. Etude de la distribution florale dans une portion des alpes et du jura. 37:547–579, 01
1901.
Sergio Jimenez, Fabio Gonzalez, and Alexander Gelbukh. Text comparison using soft cardinality.
In Edgar Chavez and Stefano Lonardi (eds.), String Processing and Information Retrieval, pp.
297–302, Berlin, Heidelberg, 2010. Springer Berlin Heidelberg. ISBN 978-3-642-16321-0.
Sergio Jimenez, Claudia Becerra, and Alexander Gelbukh. Soft cardinality: A parameterized
similarity function for text comparison. In Proceedings of the First Joint Conference on Lexical
and Computational Semantics - Volume 1: Proceedings of the Main Conference and the Shared Task,
and Volume 2: Proceedings of the Sixth International Workshop on Semantic Evaluation, SemEval
’12, pp. 449–453, Stroudsburg, PA, USA, 2012. Association for Computational Linguistics. URL
http://dl.acm.org/citation.cfm?id=2387636.2387709.
Sergio Jimenez, Claudia Jeanneth Becerra, and Alexander F. Gelbukh. Softcardinality-core: Improv-
ing text overlap with distributional measures for semantic textual similarity. In *SEM@NAACL-
HLT, 2013.
Sergio Jimenez, George Duen˜as, Julia Baquero, and Alexander F. Gelbukh. Unal-nlp: Combin-
ing soft cardinality features for semantic textual similarity, relatedness and entailment. In Se-
mEval@COLING, 2014.
Sergio Jimenez, Fabio A. Gonzalez, and Alexander Gelbukh. Soft cardinality in semantic text
processing: Experience of the SemEval international competitions. Polibits, 51:63–72, jan 2015.
doi: 10.17562/pb-51-9. URL https://doi.org/10.17562/pb-51-9.
Armand Joulin, Edouard Grave, Piotr Bojanowski, and Tomas Mikolov. Bag of Tricks for Efficient
Text Classification. In Proc. 15th Conf. Eur. Chapter Assoc. Comput. Linguist. Vol. 2, Short Pap.,
pp. 427–431, Stroudsburg, PA, USA, jul 2017. Association for Computational Linguistics. URL
http://arxiv.org/abs/1607.01759.
Nal Kalchbrenner, Edward Grefenstette, and Phil Blunsom. A Convolutional Neural Network for
Modelling Sentences. In Proc. 52nd Annu. Meet. Assoc. Comput. Linguist. (Volume 1 Long Pap.,
pp. 655–665, Stroudsburg, PA, USA, apr 2014. Association for Computational Linguistics. URL
http://arxiv.org/abs/1404.2188.
Tom Kenter and Maarten de Rijke. Short text similarity with word embeddings. In Proceedings
of the 24th ACM International on Conference on Information and Knowledge Management,
CIKM ’15, pp. 1411–1420, New York, NY, USA, 2015. ACM. ISBN 978-1-4503-3794-6. doi:
10.1145/2806416.2806475. URL http://doi.acm.org/10.1145/2806416.2806475.
Yoon Kim. Convolutional neural networks for sentence classification. EMNLP, 2014.
Ryan Kiros, Yukun Zhu, Ruslan Salakhutdinov, Richard S. Zemel, Antonio Torralba, Raquel Urtasun,
and Sanja Fidler. Skip-Thought Vectors. jun 2015. URL http://arxiv.org/abs/1506.
06726.
George J. Klir, Ute St. Clair, and Bo Yuan. Fuzzy Set Theory: Foundations and Applications.
Prentice-Hall, Inc., Upper Saddle River, NJ, USA, 1997. ISBN 0-13-341058-7.
Matt J. Kusner, Yu Sun, Nicholas I. Kolkin, and Kilian Q. Weinberger. From word embeddings
to document distances. In Proceedings of the 32Nd International Conference on International
Conference on Machine Learning, volume 37 of ICML’15, pp. 957–966. JMLR.org, 2015.
11
Published as a conference paper at ICLR 2019
Quoc V. Le and Tomas Mikolov. Distributed Representations of Sentences and Documents. 32, 2014.
URL http://arxiv.org/abs/1405.4053.
Christopher D. Manning, Prabhakar Raghavan, and Hinrich Schu¨tze. Introduction to Informa-
tion Retrieval. Cambridge University Press, New York, NY, USA, 2008. ISBN 0521865719,
9780521865715.
Tomas Mikolov, Kai Chen, Greg Corrado, and Jeffrey Dean. Efficient Estimation of Word Represen-
tations in Vector Space. pp. 1–12, jan 2013a. URL http://arxiv.org/abs/1301.3781.
Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg Corrado, and Jeffrey Dean. Distributed Rep-
resentations of Words and Phrases and their Compositionality. pp. 1–9, oct 2013b. URL
http://arxiv.org/abs/1310.4546.
Tomas Mikolov, Wen-tau Yih, and Geoffrey Zweig. Linguistic regularities in continuous space word
representations. In HLTNAACL, pp. 746–751, 2013c.
Jiaqi Mu and Pramod Viswanath. All-but-the-top: Simple and effective postprocessing for word
representations. In International Conference on Learning Representations, 2018. URL https:
//openreview.net/forum?id=HkuGJ3kCb.
A. Ochiai. Zoogeographic studies on the solenoid fishes found in japan and its neighbouring regions.
Bull Jpn Soc Fish Sci., 22(9):526–530, 1957.
Yanosuke Otsuka. The faunal character of the japanese pleistocene marine mollusca, as evidence of
the climate having become colder during the pleistocene in japan. Bulletin of the Biogeographical
Society of Japan (in Japanese), 6(16):165–170, 1936.
Jeffrey Pennington, Richard Socher, and Christopher Manning. Glove: Global Vectors for Word Rep-
resentation. In Proc. 2014 Conf. Empir. Methods Nat. Lang. Process., pp. 1532–1543, Stroudsburg,
PA, USA, 2014. Association for Computational Linguistics.
Christian S Perone, Roberto Silveira, and Thomas S Paula. Evaluation of sentence embeddings in
downstream and linguistic probing tasks. arXiv preprint arXiv:1806.06259, 2018.
Matthew E. Peters, Mark Neumann, Mohit Iyyer, Matt Gardner, Christopher Clark, Kenton Lee, and
Luke Zettlemoyer. Deep contextualized word representations. In Proc. of NAACL, 2018.
Gerald Salton, A. Wong, and C. S. Yang. A vector space model for automatic indexing. Commun.
ACM, 18(11):613–620, November 1975.
Adriaan M. J. Schakel and Benjamin J Wilson. Measuring Word Significance using Distributed
Representations of Words. aug 2015. URL http://arxiv.org/abs/1508.02297.
Dinghan Shen, Guoyin Wang, Wenlin Wang, Martin Renqiang Min, Qinliang Su, Yizhe Zhang,
Chunyuan Li, Ricardo Henao, and Lawrence Carin. Baseline needs more love: On simple word-
embedding-based models and associated pooling mechanisms. ACL, 2018.
Grigori Sidorov, Alexander F. Gelbukh, Helena Go´mez-Adorno, and David Pinto. Soft similarity and
soft cosine measure: Similarity of features in vector space model. Computacio´n y Sistemas, 18
(3), 2014. URL http://cys.cic.ipn.mx/ojs/index.php/CyS/article/view/
2043.
Richard Socher, Alex Perelygin, Jean Y. Wu, Jason Chuang, Christopher D. Manning, Andrew Y.
Ng, and Christopher Potts. Recursive deep models for semantic compositionality over a sentiment
treebank. In In Proceedings of EMNLP, pp. 1631–1642, 2013.
T. Sørensen. A method of establishing groups of equal amplitude in plant sociology based on
similarity of species and its application to analyses of the vegetation on Danish commons. Biol.
Skr., 5:1–34, 1948.
Sandeep Subramanian, Adam Trischler, Yoshua Bengio, and Christopher J Pal. Learning general
purpose distributed sentence representations via large scale multi-task learning. In International
Conference on Learning Representations, 2018a. URL https://openreview.net/forum?
id=B18WgG-CZ.
12
Published as a conference paper at ICLR 2019
Sandeep Subramanian, Adam Trischler, Yoshua Bengio, and Christopher J Pal. Learning general
purpose distributed sentence representations via large scale multi-task learning. arXiv preprint
arXiv:1804.00079, 2018b.
Kai Sheng Tai, Richard Socher, and Christopher D Manning. Improved Semantic Representations
From Tree-Structured Long Short-Term Memory Networks. feb 2015.
Shuai Tang, Hailin Jin, Chen Fang, Zhaowen Wang, and Virginia R. de Sa. Exploring asym-
metric encoder-decoder structure for context-based sentence representation learning. CoRR,
abs/1710.10380, 2017. URL http://arxiv.org/abs/1710.10380.
Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz
Kaiser, and Illia Polosukhin. Attention Is All You Need. jun 2017. URL http://arxiv.org/
abs/1706.03762.
John Wieting and Kevin Gimpel. Pushing the limits of paraphrastic sentence embeddings with
millions of machine translations. ACL, 2018.
John Wieting, Mohit Bansal, Kevin Gimpel, Karen Livescu, and Dan Roth. From paraphrase database
to compositional paraphrase model and back. TACL, 2015.
John Wieting, Mohit Bansal, Kevin Gimpel, and Karen Livescu. Towards Universal Paraphrastic
Sentence Embeddings. pp. 1–17, nov 2016. URL http://arxiv.org/abs/1511.08198.
Rand R. Wilcox. Comparing pearson correlations: Dealing with heteroscedasticity and nonnormality.
Communications in Statistics - Simulation and Computation, 38:2220–2234, 2009.
Rand R. Wilcox and Tian Tian. Comparing dependent correlations. The Journal of General
Psychology, 135(1):105–112, jan 2008. doi: 10.3200/genp.135.1.105-112. URL https://doi.
org/10.3200/genp.135.1.105-112.
Lotfi Asker Zadeh. Fuzzy Sets, Fuzzy Logic, and Fuzzy Systems: Selected Papers by Lotfi A. Zadeh.
World Scientific Publishing Co., Inc., River Edge, NJ, USA, 1996. ISBN 9810224214.
Daniel Zeman, Martin Popel, Milan Straka, Jan Hajic, Joakim Nivre, Filip Ginter, Juhani Luotolahti,
Sampo Pyysalo, Slav Petrov, Martin Potthast, et al. Conll 2017 shared task: multilingual parsing
from raw text to universal dependencies. Proceedings of the CoNLL 2017 Shared Task: Multilingual
Parsing from Raw Text to Universal Dependencies, pp. 1–19, 2017.
Rui Zhao and Kezhi Mao. Fuzzy bag-of-words model for document representation. IEEE Transactions
on Fuzzy Systems, pp. 1–1, 2017. doi: 10.1109/tfuzz.2017.2690222. URL https://doi.org/
10.1109/tfuzz.2017.2690222.
Vitalii Zhelezniak, Dan Busbridge, April Shen, Samuel L. Smith, and Nils Y. Hammerla. Decoding
decoders: Finding optimal representation spaces for unsupervised similarity tasks, 2018. URL
https://openreview.net/forum?id=Byd-EfWCb.
Yukun Zhu, Ryan Kiros, Richard Zemel, Ruslan Salakhutdinov, Raquel Urtasun, Antonio Torralba,
and Sanja Fidler. Aligning Books and Movies: Towards Story-like Visual Explanations by Watching
Movies and Reading Books. Proc. IEEE Int. Conf. Comput. Vis., 2015 Inter:19–27, jun 2015. URL
http://arxiv.org/abs/1506.06724.
13
Published as a conference paper at ICLR 2019
Table 3: Mean Pearson correlation on STS tasks for DynaMax and averaged word vector, all using normalised
word vectors. Bolded values indicate best results per task and word vector type. Note that DynaMax still
outperforms avg-cos across the board, but both approaches lose to their unnormalised counterparts as reported in
Table 1.
Vectors Approach STS12 STS13 STS14 STS15 STS16
GloVe avg-cos 47.1 44.9 49.7 51.9 44.0DynaMax 53.7 47.8 59.5 66.3 62.9
fastText avg-cos 47.6 46.1 54.5 58.8 49.6DynaMax 51.6 46.3 59.6 68.5 62.8
word2vec avg-cos 45.2 49.3 57.3 59.1 51.8DynaMax 47.6 49.7 60.7 68.0 62.8
A NORMALISED VECTORS AND [0, 1]-FUZZY SETS
In the word fuzzification step the membership values for a word w are obtained through a similarity
function sim(w,u(j)) between the word embedding w and the rows of the universe matrix U , i.e.
µ = [sim(w,u(1)), sim(w,u(2)), . . . , sim(w,u(K))].
In Section 2.2, sim(w,u(j)) was the dot product w · u(j) and we could simply write µ = wUT .
There are several reasons why we chose a similarity function that takes values in R as opposed to
[0, 1].
First, we can always map the membership values from R to (0, 1) and vice versa using, e.g. the
logistic function σ(x) = 11+e−ax with an appropriate scaling factor a > 0. Intuitively, large negative
membership values would imply the element is really not in the set and large positive values mean it
is really in the set. Of course, here both ‘large’ and ‘really’ depend on the scaling factor a. In any
case, we see that the choice of R vs. [0, 1] is not very important mathematically. Interestingly, since
we always max-pool with a zero vector, fuzzy BoW will not contain any negative membership values.
This was not our intention, just a by-product of the model.
Secondly, note that the membership function for multisets takes values in N≥0, i.e. the nonnegative
integers. These values are already outside [0, 1] and we see that the standard [0, 1]-fuzzy sets are
incompatible with multisets. On the other hand, a membership function that takes values in R can
directly model sets, multisets, fuzzy sets, and fuzzy multisets.
For completeness, let us insist on the range [0, 1] and choose sim(w,u(j)) to be the clipped cosine
similarity max(0, cos(w,u(j))). This is in fact equivalent to simply normalising the word vectors.
Indeed, the dot product and cosine similarity become the same after normalisation, and max-pooling
with the zero vector removes all the negative values, so the resulting representation is guaranteed to
be a [0, 1]-fuzzy set. Our results for normalised word vectors are presented in Table 3.
After comparing Tables 1 and 3 we can draw two conclusions. Namely, DynaMax still outperforms
avg-cos by a large margin even when word vectors are normalised. However, normalisation hurts
both approaches and should generally be avoided. This is not surprising since the length of word
vectors is correlated with word importance, so normalisation essentially makes all words equally
important (Schakel & Wilson, 2015).
B COMPARISON OF FUZZY SET SIMILARITY MEASURES
In Section 2 we mentioned several set similarity measures such as Jaccard (Jaccard, 1901), Otsuka-
Ochiai (Otsuka, 1936; Ochiai, 1957) and Sørensen–Dice (Dice, 1945; Sørensen, 1948) coefficients.
Here in Table 4, we show that fuzzy versions of the above coefficients have almost identical perfor-
mance, thus confirming that our results are in no way specific to the Jaccard index.
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Table 4: Mean Pearson correlation on STS tasks for different fuzzy SSMs. The performance is almost identical
across the board.
Vectors SSM STS12 STS13 STS14 STS15 STS16
GloVe
Jaccard 58.2 53.9 65.1 70.9 71.1
Otsuka 58.3 53.4 65.2 70.3 70.5
Dice 58.5 53.2 64.9 70.1 70.4
fastText
Jaccard 60.9 60.3 69.5 76.7 74.6
Otsuka 61.0 60.1 69.7 76.1 74.0
Dice 61.3 59.5 69.4 76.0 73.8
word2vec
Jaccard 53.7 59.5 68.0 74.2 71.3
Otsuka 51.5 58.8 67.7 73.4 70.1
Dice 51.9 58.7 67.5 73.3 70.0
Table 5: Mean Pearson correlation on STS tasks for the ablation studies. As described in Appendix C, it is
clear that the three components of the algorithm — the dynamic universe, the max-pooling operation, and the
fuzzy Jaccard index — all contribute to the strong performance of DynaMax-Jaccard.
Ablation on Approach STS12 STS13 STS14 STS15 STS16
DynaMax Jaccard 60.9 60.3 69.5 76.7 74.6
Universe Max Jaccard 60.5 51.4 68.7 72.7 73.6RandomMax Jaccard 58.6 52.2 67.0 72.2 71.3
Similarity DynaMax cosine 60.2 62.2 68.1 74.2 69.7
Pooling Op.
DynaAvg Jaccard 52.1 45.8 52.0 60.5 54.9
DynaSum Jaccard 47.8 34.6 38.7 45.7 41.1
DynaMin Jaccard 28.4 21.5 27.1 34.4 37.2
Pool & Sim. DynaAvg cosine 55.6 53.4 56.4 58.1 50.7
C DYNAMAX ABLATION STUDIES
The DynaMax-Jaccard similarity (Algorithm 1) consists of three components: the dynamic universe,
the max-pooling operation, and the fuzzy Jaccard index. As with any algorithm, it is very important
to track the sources of improvements. Consequently, we perform a series of ablation studies in order
to isolate the contribution of each component. For brevity, we focus on fastText because it produced
the strongest results for both the DynaMax and the baseline (Figure 1).
The results of the ablation study are presented in Table 5. First, we show that the dynamic universe
is superior to other sensible choices, such as the identity and random 300 × 300 projection with
components drawn from N (0, 1). Next, we show that the fuzzy Jaccard index beats the standard
cosine similarity on 4 out 5 benchmarks. Finally, we find that max considerably outperforms other
pooling operations such as averaging, sum and min. We conclude that all three components of
DynaMax are very important. It is clear that max-pooling is the top contributing factor, followed by
the dynamic universe and the fuzzy Jaccard index, whose contributions are roughly equal.
D SIGNIFICANCE ANALYSIS
As discussed in Section 4, the core idea behind the STS benchmarks is to measure how well the
semantic similarity scores computed by a system (algorithm) correlate with human judgements. In this
section we provide detailed results and significance analysis for all 24 STS subtasks. Our approach
can be formally summarised as follows. We assume that the human scores H , the system scores A
and the baseline system scores B jointly come from some trivariate distribution P (H,A,B), which
is specific to each subtask. To compare the performance of two systems, we compute the sample
Pearson correlation coefficients rAH and rBH . Since these correlations share the variable H , they
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are themselves dependent. There are several parametric tests for the difference between dependent
correlations; however, their appropriateness beyond the assumptions of normality remains an active
area of research (Hittner et al., 2003; Wilcox & Tian, 2008; Wilcox, 2009). The distributions of the
human scores in the STS tasks are generally not normal; what’s more, they vary greatly depending on
the subtask (some are multimodal, others are skewed, etc.).
Fortunately, nonparametric resampling-based approaches, such as bootstrap (Efron & Tibshirani,
1994), present an attractive alternative to parametric tests when the distribution of the test statistic is
unknown. In our case, the statistic is simply the difference between two correlations ∆ˆ = rAH−rBH .
The main idea behind bootstrap is intuitive and elegant: just like a sample is drawn from the population,
a large number of ‘bootstrap’ samples can be drawn from the actual sample. In our case, the dataset
consists of triplets D = {(hi, ai, bi)}Mi=1. Each bootstrap sample is a result of drawing M data
points from D with replacement. Finally, we approximate the distribution of ∆ by evaluating it on a
large number of bootstrap samples, in our case ten thousand. We use this information to construct
bias-corrected and accelerated (BCa) 95% confidence intervals for ∆. BCa (Efron, 1987) is a fairly
advanced second-order method that accounts for bias and skewness in the bootstrapped distributions,
effects we did observe to a small degree in certain subtasks.
Once we have the confidence interval for ∆, the decision rule is then simple: if zero is inside the
interval, then the difference between correlations is not significant. Inversely, if zero is outside,
we may conclude that the two approaches lead to statistically different results. The location of the
interval further tells us which one performs better. The results are presented in Table 6. In summary,
out of 72 experiments we significantly outperform the baseline in 56 (77.8%) and underperform in
only one (1.39%), while in the remaining 15 (20.8%) the differences are nonsignificant. We hope our
analysis is useful to the community and will serve as a good starting point for conducting thorough
significance testing on the current as well as future STS benchmarks.
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