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We introduce an eﬃcient hiddenMarkov model-based voice activity detection (VAD) algorithm with time-variant state-transition
probabilities in the underlying Markov chain. The transition probabilities vary in an exponential charge/discharge scheme and are
softly merged with state conditional likelihood into a final VAD decision. Working in the domain of ITU-T G.729 parameters, with
no additional cost for feature extraction, the proposed algorithm significantly outperforms G.729 Annex B VAD while providing a
balanced tradeoﬀ between clipping and false detection errors. The performance compares very favorably with the adaptive multi-
rate VAD, option 2 (AMR2).
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1. INTRODUCTION
Actual speech activities normally occupy 60% of the time
of a regular conversation in a telecommunication system
[1]. Voice activity detection (VAD) enables reallocating re-
sources during the periods of speech absence. In mod-
ern telecommunication systems, VADs, in conjunction with
comfort noise generator (CNG) and discontinuous transmis-
sion (DTX)modules, play a critical role in enhancing the sys-
tem performance.
A VAD distinguishes between speech and nonspeech
frames in the presence of background noise. In general, VAD
errors can be categorized into two main types of errors, no-
tably clipping errors and false detection errors. Clipping er-
rors occur when speech frames are misclassified as noise
frames, which is intolerable in speech encoders due to its ef-
fect on speech intelligibility, while false detection errors are
due to misclassifying noise frames as speech frames. Echo
cancellation systems are normally sensitive to this type of er-
rors because it results in incorrect parameter adaptation.
Traditional VAD algorithms rely on legacy features such
as frame energy and zero-crossing rate (ZCR). In recent
VAD algorithms, more features are used in diﬀerent schemes.
Among those are likelihood ratio (LR) that is based on
complex Gaussian distribution of the signal discrete Fourier
transform (DFT) in [2, 3], Higher-order statistics (HOS) of
the LPC residuals of the signal that include skewness and kur-
tosis in [4], power envelope dynamics in [5], and fractals in
[6].
In this paper, we focus on voice activity detection in
one of the popular standards in voice and multimedia com-
munications, namely G.729. This voice coding standard was
introduced by the International Telecommunication Union
(ITU) along with a recommended VAD algorithm in G.729-
Annex B [7] (G.729B) and was tested by Rockwell Interna-
tional in [1]. The reason we chose G.729 is that it is one of the
first coder standards that implement line spectral frequen-
cies. This facilitates integrating the proposed work in any of
the newer coders that adopt the same features.
G.729B VAD is based on a simple piecewise linear de-
cision boundary between the set of diﬀerential parameters
and their respective long-term values. The advantage of the
G.729B VAD is that it works in the parameter domain of the
underlying coder with no extra load for feature extraction.
However, the performance of the G.729B VAD is lower than
many other VAD algorithms including the fuzzy logic VADs
(FVAD) that have been recently introduced for the G.729 en-
vironment in [8, 9]. FVAD provides 43% and 25% in im-
provement of clipping and false detection errors, respectively,
compared with G.729 VAD.
HMM-based VADs have shown good performance when
applied to speech signal in the discrete cosine transform
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(DCT) domain in [10]. DCT-based coders normally target
high voice quality applications, while today’s low-bit-rate
telecommunication voice coders, such as G.729, prefer line
spectral frequencies representation of speech. We continue
in the same direction and introduce a hidden Markov model
(HMM)-based VAD algorithm that works in the domain of
the G.729 parameters and provides a balanced improvement
to the traditional G.729B VAD. We also examine the case of
multivariate distribution in the HMM states, which elimi-
nates the need for laying an assumption of independency
among the distribution components. In order to keep the
model simple, we assume that the voice frames are domi-
nated by speech. This assumption is acceptable in nonneg-
ative SNR levels.
The proposed VAD diﬀers from the VAD in [10] on
two points, notably, (i) the proposed VAD works in the
compressed domain of the line spectral frequencies that are
adopted by low-bit-rate speech coders, for example, G.729,
while the VAD in [10] works on DCT feature vectors which
are adopted by high-quality speech coders, (ii) the proposed
VAD assumes that the voice frames are dominated by speech
while the VAD in [10] considers a noise distribution within
speech. In brief, the proposed VAD targets a class of speech
coders that is diﬀerent than that in [10]. Thus, we com-
pare the performance of the proposed VAD with the perfor-
mance of the G.729B VAD and the performance of the pop-
ular adaptive multirate, option 2 (AMR2) VAD [11].
The proposed VAD softly merges the state conditional
likelihood of the frame to be speech/noise (irrespective of
past frames) with a dynamic behavioral model across con-
secutive frames. This choice of avoiding HMM training, for
example, Viterbi and Baum-Welch, is consciously taken to
avoid excessive complexity of the VAD, which has to remain
simple enough to allow for real-time applicability.
The structure of the proposed VAD system is given in
Section 2 while the proposed algorithm is described in
Section 3. The performance of the proposed VAD is studied
and compared with the G.729B VAD and with the adaptive
multirate VAD, option 2 (AMR2) in Section 4. A summary is
given is Section 5.
2. THE STRUCTURE OF THE PROPOSED VAD
Modern VAD algorithms, in general, consist of two major
parts. The main part produces a preliminary decision as for
the current frame being a speech or a nonspeech frame. This
preliminary decision depends on the diﬀerence between the
characteristics of speech and noise in a certain domain us-
ing a certain criterion of comparison. Due to being far from
ideal, the main part of the VAD does not always provide the
correct decision, for example, clippings may happen at ar-
eas of change from noise to speech and vice versa. In order
to compensate for this shortcoming, the second part of VAD
modifies the preliminary decision based on the previous de-
cision(s). For example, some VAD algorithms use a discrete
Markov chain while others modify the current frame status
into speech frame if the preliminary decision of the previous
frame is speech, regardless of the current frame character-
istics. This part of the VAD is often known as the hangover
scheme. Applying a hangover scheme reduces clipping error
rate at the expense of an increase in false detection error rate.
A hangover scheme is acceptable as long as the overall per-
formance is improved.
In the proposed VAD, we adopt a semi-continuous state-
transition probability HMM-based algorithm. The structure
of the HMM provides an integrated probabilistic frame-
work where the main VAD stage and the hangover stage
are softly combined. One decision is produced (per frame)
based on the interaction between the two system compo-
nents, namely the hidden layer and the observation layer. The
state-transition layer serves as a dynamic hangover while the
observation layer takes care of the comparison of the frame
features.
2.1. The state-transition layer (hidden layer)
The proposed model assumes two states, S0 and S1, repre-
senting the noise and speech frames, respectively, as indi-
cated in Figure 1. The probability of being in a certain state
given the immediate previous state is defined by a state-
transition matrix A = {ai j}, where ai j is the probability of




ai j = 1, i, j = 0, 1. (1)
To reflect the higher likelihood of remaining in the same
state, a00 and a11 are expected to be generally larger than a01
and a10, respectively. Both interstate transition probabilities
a01 and a10 play an important role when the conditional state
probabilities of the current frame mismatch the actual frame
classification. This would happen when the current speech
frame appears to better fit in the noise state or vice versa.
In such cases, the role of the transition probability from the
noise state to the speech state, a01, is to avoid clipping at
the inset of the speech, that is, at the beginning of a phrase,
whereas the role of the transition probability from the speech
state to the noise state, a10, is to avoid clipping in the outset
of the speech, that is, at the end of a phrase, in addition to
avoiding clipping within a speech phrase. We focus on the
latter and adopt a dynamic scheme in which the probability
of making such transition, a10, exponentially decreases start-
ing from the beginning of a phrase down to a limit a10min. In
other words, a10 is inversely proportional to the time spent
continuously in a speech state, given that the conditional
probability of the current frame xt to be produced by state
S1, b1(xt), is higher than the conditional probability of the
current frame xt to be produced by state S0, b0(xt). Oth-
erwise, a10 exponentially increases to its idle value a10max.
The exponential decay rule is used to retain the computa-
tional requirements of the VAD as low as possible. Carrying
out the HMM computations in the log-domain makes this
choice very appealing. Making a transition from one state to
the other is not only governed by the transition probabili-
ties but also by the conditional probabilities, which reduces
the possibility of incorrect transitions based on only one of









Figure 1: Two-state Markov chain.
them (if it were used individually). Another alternative that
could have been used is a uniform transition penalty, which
corresponds to a constant transition probability matrix.
The continuous transition probability HMM (CHMM)












































where ti is time index of the frame where the condition
bi(xt) > bj(xt) was first met in the most recent segment, t′i is
time index of the frame where the condition bi(xt) ≤ bj(xt)
was first met in the most recent segment, assuming the first
frame is noise, and bi(xt) is the conditional probability of the
tth frame whose parameter set is xt to be generated by a state
Si, that is: bi(xt) = P(xt | Si). The proposed VAD is designed
with an aim of adding a minimal extra computational load to
the underlying coder. Consequently, it adopts some heuris-
tics in determining the probability of transition from speech
to noise and vice versa. Although being rarely used in pattern
recognition systems that are mainly composed of HMM such
as automatic speech recognition (ASR) and optical character
recognition (OCR) systems, these heuristics are not uncom-
mon in VADs that are built specially for telecommunication
applications. The reason behind this is that the encoders and
decoders in telecommunication applications are designed to
be as simple as possible in order to meet the requirements
of the hardware implementation, for example, mobile com-
puting limitations and handset battery recharge time. The
heuristics we adopt include setting the parameter τ0 to in-
finity in order to avoid lingering in the noise state at the be-
ginning of a speech phrase, while a01max, a10max, and τ1 are
set to an empirically chosen value of 0.1. These heuristics
reduce the number of free parameters in the system while
maintaining emphasis on transitions from the speech state.
Thus, a10min becomes the system parameter that controls the
system bias for/against speech. A bias factor β is defined as
β = − log(a10min), subject to the constraint β > 0. In our
simulation, we set the bias factor β to an arbitrary value of
10. It should be noted that the higher the bias factor β is, the
more diﬃcult it is to leave the speech state, that is, less clip-
ping and more false speech detection may result.
Setting τ0 to infinity results in a constant a00 and a con-







The model is thus a semi-continuous transition probabil-
ity HMM. This should not be confused with the semi-
continuous HMM, where the “semi-continuous” term refers
to the probability density function of the HMM.
2.2. The observation layer
The observation layer is the part of the system that is con-
cerned with computing the likelihood of a frame being a
speech or a noise frame given a certain state. This condi-
tional likelihood is estimated based on a distribution asso-
ciated with each state, which takes the form of a probability
density function (PDF) for continuous-probability HMMs.
A state PDF is normally approximated by a weighted sum of a
set of prototype distributions. For simplicity, we approximate
the state PDFs in the proposed HMM by one p-dimensional
distribution per state PDF. We adopt the generalized mul-






















where Γ(·) is the Gamma function, p is the size of the feature





where cov(x) is the covariance matrix of x.
One has to pay attention to the number of feature vec-
tors that is used to estimate the covariance matrix of x,
since insuﬃcient number may reduce the estimation accu-
racy. Choosing Laplacian distribution to represent the state
PDF is motivated by our statistical observations on a set of
32 000 frames from voice streams of two male and two fe-
male speakers given in [13].
3. THE PROPOSED ALGORITHM
An initial estimate of noise state PDF is obtained from the
first 16 frames from 12 diﬀerent voice streams assuming that
the first 16 frames are nonspeech frames. We believe that
this is just about the minimum number of feature vectors to
build an initial estimate. A smaller number of vectors would
yield insuﬃcient estimates, whereas a larger number of fea-
ture vectors may violate the assumption above. The rest of
the frames from the voice streams are used in a real-time
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adjustment (adaptation) process to enhance the initial esti-
mate of the state PDFs, that is, virtually all the feature vec-
tors in the voice streams (about 9600 in total) are involved
in the state PDF estimation and adaptations processes. The
initial parameters of the speech state PDF are assumed to
be the same except for the variance. The initial variance of
the speech state PDF is assumed to be 10 times larger than
that of the noise state PDF. This assumption, which is im-
portant to compensate for the absence of prior information
about speech statistics, seems acceptable in a wide range of
SNR (down to 0 dB). However, this assumption is expected
to have a negative impact on the system performance at ex-
tremely low SNR levels (−5 dB and below) due to the fact
that at such a low SNR, the background noise variance be-
comes extremely large invalidating the assumption of noise
variance being 0.1 of the speech variance.
A VAD flag of a frame is set to 1 if the probability of the
speech state is larger than or equal to the probability of the
noise state at any given frame, and is set to 0 otherwise. We
use γt( j) the a posteriori probability of a state Sj at a time
t, given the previous and the current observations, that is,
frames, which is given by
γt( j) = P
(
qt = Sj | x{t0,...,t}, λ
)
, t = t0, . . . ,T , (6)
where qt is the eﬀective state at the tth frame, t0 is the in-
dex of the first frame, T is the total number of frames in the
stream, xt is the feature, that is, observation, vector at time
t, which consists of zero-crossing rate, frame energy, frame
energy in the low-frequency band, and 10 line spectral fre-
quencies (LSF), and λ is the set of HMM model parameters.









) , t = t0, . . . ,T. (7)
The probability term in the denominator is the same for
all the states at a given time t, thus the a posteriori proba-
bility can be reduced to the forward probability αt( j), which
represents the likelihood of a state Sj to generate a frame t,












qt−1 = Si, x{t0,...,t−1}
) · P(qt = Sj | qt−1 = Si
)]
· P(xt | qt = Sj
)





qt = Sj | qt−1 = Si
) ≡ ai j(t), i, j = 0, 1, (9)
qt is the eﬀective state at the tth frame, t0 is the number of
frames used to initialize the state PDFs, T is the total number
of frames in the stream, and the model parameter set λ is not
written explicitly for simplicity.
To improve the estimation of the PDF parameters and to
compensate for the (presumably) slowly varying changes, we
adopt an adjustment scheme by which the parameters of state
PDFs are updated as follows:
µ̂
( j) = (1− ρ)µ( j) + ρxt,
côv( j)(x) = (1− ρ) cov( j)(x) + ρ(xt − µ( j)
)(










qt = Sr , x{t0,...,t}
))
(11)
and ρ = 1/n( j), where n( j) is the number of past visits to a
state Sj .
Small values of ρ are better from stability point of view
but result in slower adjustment. To avoid starting with a large
adaptation value at the beginning of a data stream, ρ is ini-
tially set a value that is less than 1. There is no minimum
value for ρ, thus, this learning process come to a soft end af-
ter eﬃciently large number of frames. An implicit assump-
tion is made here that the environment is stationary. This ar-
gument is particularly important in low-performance VAD
conditions (e.g., very low SNR), where the correct detection
rate is lower than 50%. The complexity of the proposed al-
gorithm is about three folds of that of the G.729 VAD, that
is, very small compared with the overall G.729 encoder com-
plexity.
4. RESULTS AND DISCUSSION
The proposed VAD works on top of the G.729 encoder and
is applied to a set of 12 voice streams (about 96 seconds)
from 4 diﬀerent speakers; two males and two females with
3 streams/speaker from [13], with almost 58% speech ver-
sus 42% silence. The G.729 encoder runs on 100 frame/s (80
samples/frame) and provides the values of energy, low-band
energy, zero-crossing rate, and ten line spectral frequencies
(LSFs) for each frame. Those are the same set of raw features
used by the G.729B VAD and the proposed VAD algorithm
as well. The voice streams are corrupted by three types of
background noises, white noise, babble noise, and car noise
at diﬀerent average SNR levels between 20 dB and 0 dB. The
performance of the VAD is evaluated in terms of the proba-
bility of clipping Pc, and the probability of false detection Pe,
where (i) Pc is the ratio of the number of speech frames that
is mistakenly classified as noise to the total number of speech
frames and (ii) Pe is the ratio of the number of noise frames
that is mistakenly classified as speech to the total number of
noise frames.
The performance of G.729B is given in Section 1 in
both Tables 1 and 2 for reference. In order to identify in-
dependently the advantage of using multivariate state PDFs
and the semi-continuous state-transition probability scheme
in the proposed HMM-based VAD, we first present the
performance of an HMM-based VAD with univariate state
PDFs and discrete-state-transition probabilities (UDHMM)
in Section 2 of Table 1. The univariate state PDFs are con-
structed as the product of one-dimensional PDFs of each
element in the observation vector assuming those elements
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Table 1: The performance of univariate discrete and semi-continuous HMM-based VADs against the performance of G.729B VAD. The
performance is evaluated in terms of (1) the probability of clipping Pc, and the probability of false detection Pe, (2) the improvement in Pc,





G.729B Univariate discrete HMM VAD Univariate semi-continuous HMM VAD
Pc (%) Pe (%) Pc (%) Pe (%)
Improvement in
Pc (%) Pe (%)
Improvement in
Pc (%) Pe (%) Pc (%) Pe (%)
Babble
20 14.49 28.14 9.54 4.50 34.16 84.01 1.18 10.60 91.86 62.33
10 25.92 27.21 19.98 3.37 22.92 87.61 5.60 7.99 78.40 70.64
0 42.12 27.51 33.33 1.89 20.87 93.13 13.68 4.57 67.52 83.39
Car
20 16.16 10.49 6.20 7.09 61.63 32.41 0.40 15.92 97.52 −51.76
10 27.62 10.42 13.60 4.99 50.76 52.11 1.48 13.86 94.64 −33.01
0 39.14 10.23 31.80 2.43 18.75 76.25 7.53 7.74 80.76 24.34
White
20 17.99 10.30 18.06 0.21 −0.39 97.96 5.86 2.59 67.43 74.85
10 30.35 10.42 31.04 0.25 −2.27 97.60 14.11 1.59 53.51 84.74
0 48.30 10.51 43.46 0.30 10.02 97.15 25.12 0.83 47.99 92.10
Average improvement over G.729B — — 24.05 79.80 — — 75.51 45.29
Section 1 Section 2 Section 3
Table 2: The performance of the proposed multivariate semi-continuous HMM-based VAD and AMR2 VAD against the performance of
G.729B VAD. The performance is evaluated in terms of (1) the probability of clipping Pc, and the probability of false detection Pe, (2)
the improvement in Pc, which is given by −(Pc|AMR2/HMM − Pc|G.729) × 100/Pc|G.729, and (3) the improvement in Pe, which is given by







Pc (%) Pe (%) Pc (%) Pe (%)
Improvement in
Pc (%) Pe (%)
Improvement in
Pc (%) Pe (%) Pc (%) Pe (%)
Babble
20 14.49 28.14 0.28 61.08 98.07 −117.06 1.02 6.91 92.96 75.44
10 25.92 27.21 0.08 66.60 99.69 −144.76 5.77 3.81 77.74 86.00
0 42.12 27.51 0.08 65.12 99.81 −136.71 14.27 2.40 66.12 91.28
Car
20 16.16 10.49 0.49 14.48 96.97 −38.04 0.38 9.54 97.65 9.06
10 27.62 10.42 0.91 12.40 96.71 −19.00 2.35 6.26 91.49 39.92
0 39.14 10.23 14.42 4.27 63.16 58.26 12.35 2.22 68.45 78.30
White
20 17.99 10.30 0.49 11.25 97.28 −9.22 6.85 2.01 61.92 80.49
10 30.35 10.42 1.08 11.00 96.44 −5.57 15.42 0.90 49.19 91.36
0 48.30 10.51 5.27 7.28 89.09 30.73 26.88 0.05 44.35 99.52
Average improvement over G.729B — — 93.02 −42.37 — — 72.21 72.37
Section 1 Section 2 Section 3
are independent random variables, whereas the multivariate
state PDF is constructed with one multidimensional PDF.
We then include the performance of the univariate semi-
continuous state-transition probability HMM (USCHMM)
VAD in Section 3 of Table 1 to show the gain from using the
semi-continuous state-transition probability scheme alone.
(Some of these results are also found in [14, 15].) It can be
seen that the UDHMM VAD provides a reasonable improve-
ment over the G.729B VAD in Section 1 of Table 1 in terms
of clipping probability (24.05%) and a significant improve-
ment in terms of false detection rate (79.80%). This imbal-
ance in improvement is reversed by introducing the semi-
continuous state-transition probability scheme to the dis-
crete PDFHMMas it appears in Section 3 of Table 1. The im-
provement in clipping probability and false detection prob-
ability becomes 75.51% and 45.29%, respectively. Obviously
the semi-continuous state-transition probability scheme in-
troduces a bias towards speech. Combining the multivari-
ate state PDF representation and the semi-continuous state-
transition probabilities results in a balanced improvement
over G.729B in clipping and false detection probabilities
of 72.21 and 72.37%, respectively, as given in Section 3 of
Table 2.
Table 2 provides the performance of the G.729B VAD as
a reference in Section 1 while the performance of the adap-
tive multirate VAD, option 2 (AMR2) [16] is represented in





















































Figure 2: The probability of clipping Pc, and the probability of false
detection Pe, for (a) car noise, (b) babble noise, and (c) white noise.
Section 2 in the same table. In general, AMR2 VAD provides
the lowest clipping probability over G.729B VAD and the
HMM VAD (with 93.02% improvement over G.729B VAD).
This happens at the cost of higher false detection probabil-
ity (42.37% average degradation), specially in the case of
babble noise. On the contrary, the proposed multivariate
semi-continuousHMMVADprovides a balanced, yet signifi-
cant, improvement to G.729B for clipping and false detection
probabilities; 72.21, and 72.37%, respectively.
Figure 2 shows the relative locations of the diﬀerent
VADs on the clipping versus false detection plane. An ideal
VAD, if exists, would be located at the lower-left corner of
the graph. The curve that represents the multivariate semi-
continuous HMM VAD is always located to the lower-left
side of the curves that represent the other VADs, which in-
dicates its ability to deliver low clipping and false detection
jointly.
5. SUMMARY
In this paper, we propose an eﬃcient VAD algorithm to work
with G.729-compliant encoders in their parameter domain
with minimal additional computational load for feature ex-
traction. The proposed VAD is a semi-continuous state-tran-
sition probability HMM-based with a Laplacian observation
layer, with no need for oﬄine learning process. The proposed
VAD provides a robust performance with regard to accurate
detection of speech frames and noise frames.
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