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Distribucio´n asinto´tica de los estimadores MCO en una regresio´n lineal con
variables explicativas que siguen procesos estoca´sticos strong-mixing y tendencia
Juvert Huaranga Narvajo1
Resumen: El presente trabajo tiene el propo´sito de obtener la distribucio´n asinto´tica
de los estimadores de mı´nimos cuadrados ordinarios en el modelo de regresio´n lineal
donde los regresores siguen procesos estoca´sticos strong-mixing y tendencia, el uso
de procesos strong-mixing permiten obtener resultados ma´s generales dado que se
incluye variables tanto estacionarias como no estacionarias. En la derivacio´n de la
distribucio´n asinto´tica se utilizan resultados de la teor´ıa de la probabilidad y ana´lisis
real para procesos dependientes. La distribucio´n obtenida difiere de las distribucio´n
normal standard y depende de los para´metros de las variables.
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Aymptotic distribution of OLS estimators in linear regressions with strong-mixing
explanatory variable and trend
Abstract: The aim of the paper is to obtain MCO estimators in a linear regression
with strong-mixing explanatory variables and trend. Strong-mixing process offers a
greater degree of generalization given that stationary and non-stationary regressors
can be included. To obtain the asymptotic distribution results from real analysis
and probability theory for dependent processes are used. Unlike classical results
for estimators in linear models the derived asymptotic distribution is not normally
standard and depends on the parameters of the variables.
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1. Introduccio´n
La existencia de feno´menos que siguen procesos estoca´sticos no estacionarios ocurre en diversas
disciplinas como: astronomı´a, qu´ımica, economı´a, finanzas, biolog´ıa y entre otros. El modela-
miento estad´ıstico de tales fenomenos se ha convertido en un a´rea de constante crecimiento
dentro de cada disciplina, sin embargo tal modelamiento requiere me´todos inferenciales diferen-
tes a los tradicionales basados en la independencia de las observaciones, en consecuencia la teor´ıa
probabilidad desarrollo´ nuevas herramientas anal´ıticas que permiten realizar inferencias en tales
procesos. En el contexto de las regresiones de series temporales bajo el me´todo de los minimos
cuadrados ordinarios (MCO), estos desarrollos toman la forma de distribuciones de Wiener, teo-
remas del l´ımite central funcional (TLCF) y varios teoremas del ana´lisis real y funcional.
No obstante los desarrollos en teor´ıa de la probabilidad dados en de´cadas recientes, no es posible
hallar de manera general la distribucio´n de los estimadores MCO en regresiones con variables
no estacionarias. Esto se debe a que el comportamiento de los procesos estoca´sticos no estacio-
narios var´ıa segu´n el valor de los para´metros y el tipo de proceso no estacionario, en cambio,
se han hallado distribuciones asinto´ticas en regresiones con variables que siguen ciertos tipos de
procesos tales como: procesos autoregresivos de orden 1 AR(1), procesos autoregresivos de orden
2 AR(2), procesos integrados de orden (1) y de orden (2), procesos estacionarios en diferencia de
orden(1), entre otros. De modo que existe espacio para desarrollos posteriores en la obtencio´n de
distribuciones asinto´ticas usando diferentes tipos de procesos no estacionarios, en consecuencia
el presente trabajo tiene por objetivo obtener la distribucio´n asinto´tica de los estimadores de
mı´nimos cuadrados ordinarios (MCO) en regresiones de series temporales con variables explica-
tivas que siguen procesos estoca´sticos strong-mixing y tendencia.
La investigacio´n se justifica porque el conocer la verdadera distribucio´n de los estimadores MCO
en una regresio´n lineal con variables explicativas que siguen procesos estoca´sticos strong-mixing
y tendencia permite implementar procedimientos inferenciales ma´s generales en el marco del mo-
delo de regresio´n ya que se pueden al incluir variables dependientes con propiedades estad´ısticas
ma´s de´biles que las requeridas en otros modelos de regresio´n y al mismo tiempo se puede in-
cluir una tendencia en el modelo, y en consecuencia evitar las relaciones causales espurias en
regresiones de series temporales no estacionarias, esto es, sostener que existe una relacio´n causal
entre las variables cuando en realidad no la hay. Tal procedimiento es de gran importancia en
trabajos aplicados.
Finalmente, el presente trabajo se divide en 5 secciones. La seccio´n 1 es la introduccio´n. En la
seccio´n 2 se revisa la literatura en el tema. Mientras que en la seccio´n 3 se realiza una exposicio´n
de definiciones y resultados en teor´ıa de la probabilidad, ana´lisis real y funcional necesarios para
entender el presente trabajo as´ı como del modelo de regresio´n lineal mu´ltiple bajo el me´todo de
los mı´nimos cuadrados ordinarios. En la seccio´n 4 se deriva de manera rigurosa los resultados
de la presente investigacio´n, y finalmente en la seccio´n 5 se presentan las conclusiones.
2. Revisio´n de la literatura
El estudio de las propiedades asinto´ticas de los estimadores MCO en regresiones con series
temporales es de larga data. En el plano univariado, se tienen los trabajos de Park y Phillips
[15] que desarrollan la teor´ıa asinto´tica en regresiones multivariantes con procesos integrados de
diferente orden, tales regresiones pueden tener interceptos, derivas y tendencias temporales. En
Durlauf y Phillips [6] se analizan las propiedades asinto´ticas de los estimadores MCO cuando
se realiza la extraccio´n erro´nea de la tendencia determin´ıstica en procesos que son integrados.
Mientras que en Haldrup [11] se deriva las propiedades de los estimadores MCO en regresiones
que cointegran con variables que siguen procesos integrados de orden uno y dos. Adema´s en
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Hasseler [12] son derivadas las propiedades asinto´ticas de los estimadores MCO en regresiones
con procesos que siguen tendencias lineales. Y en Phillips [24] se presenta las distribuciones tanto
de los estimadores MCO como de los test estad´ısticos en regresiones cuyas variables siguen un
proceso auto-regresivo. Por otro lado Kramer y Marmol [20] se derivan las propiedades asinto´ticas
de los estimadores MCO y mı´nimos cuadrados generalizados (GLS, en adelante) en regresiones
lineales donde los errores siguen un proceso autoregresivo (AR) de orden p. En Phillips y Durlauf
[25] se desarrolla la teor´ıa asinto´tica para variables integradas de orden uno en regresiones
multivariadas, vectores auto-regresivos y modelos de correccio´n del error; y bajo diferentes tipos
de errores, entre ellos: errores con dependencia de´bil y heterogeneidad, en el proceso generador
de datos (PGD, en adelante). Mientras que en Stock, Sims y Watson [27] que desarrollan las
propiedades asinto´ticas y de las pruebas de hipo´tesis de los estimadores MCO cuando algunas de
las variables siguen procesos integrados de diferente orden. Por otro lado en Park y Phillips [16]
se analiza las propiedades asinto´ticas de variables que siguen procesos integrados de orden uno
en regresiones multivariadas as´ı como las distribuciones de los estad´ısticos en diversas pruebas
de hipo´tesis. Adicionalmente en Mynbaev [23] se deriva la distribucio´n de los estimadores MCO
en regresiones con regresores espaciales mixtos y en Zhang y Zhang [30] se deriva la distrubicio´n
asinto´tica en procesos estoca´sticos dependientes cuya estructura de dependencia esta relacionada
con las sumas parciales del mismo proceso.De modo que la literatura es extensa y variada en el
a´rea en cuestio´n, dejando mucho espacio para desarrollos posteriores.
3. Definiciones y Preliminares
3.1. Procesos estoca´sticos y tipos de procesos estoca´sticos
Definicio´n 1 Sea
(
Ω,F , P ) un espacio de probabilidad, (X ,B) un espacio medible y T un
conjunto de ı´ndices. Un proceso estoca´stico1 {Xt}t∈T es una familia o conjunto de variables
aleatorias en un espacio de probabilidad comu´n, tal que: X : (Ω,F) → (R,B) para t ∈ T , y se
denota como {Xt}.
Por definicio´n un proceso estoca´stico, se compone de un espacio muestral, funciones indexadas
temporalmente y una medida de probabilidad, de modo que un proceso estoca´stico es una fun-
cio´n que asigna a cada elemento del espacio muestral una trayectoria temporal asociada a una
distribucio´n de probabilidad; y en general un proceso estoca´stico {Xt} tiene momentos proba-
bil´ısticos (por ejemplo: media y varianza) que son funciones del tiempo.
Existen diversas formas de clasificar los procesos estoca´sticos segu´n el tipo de propiedades es-
tad´ısticas y probabil´ısticas que posean. En el presente trabajo los diversos desarrollos anal´ıticos
y teoremas requieren un uso intensivo de los siguientes tipos de procesos estoca´sticos:
Procesos dependientes e independientes
Un proceso estoca´stico {Xt} es independiente2 si se cumple lo siguiente:
FX1X2...Xn(X1X2 . . . Xn) = Fx1(X1, t1)× Fx2(X2, t2) . . .× Fxn(Xn, tn) =
n∏
i=1
Fxi(Xi, ti).
Lo cual quiere decir que la distribucio´n conjunta del proceso estoca´stico {Xt} para t instantes
temporales (t1, t2, . . . tn) se puede expresar como el producto de la funcio´n de distribucio´n mis-
mo proceso para los n instantes del tiempo. En caso contrario el proceso {Xt} se dice que es
dependiente.
1Ver Capasso [23] para mayores detalles sobre los procesos estoca´sticos.
2Ve´ase Kobayashi [19, Pa´g. 318].
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Procesos estacionarios y no estacionarios
Un proceso estoca´stico {Xt} es estacionario en sentido estricto3, tambie´n llamado estrictamente
estacionario, si su distribucio´n conjunta en el intervalo temporal {ti : i = 1, 2, ...n} es la misma
que en el intervalo {ti + h : i = 1, 2, ...n} ∀h . En otras palabras:
FX1X2···Xn(X1X2 · · ·Xn) = FX1+hX2+h···Xn+h(X1X2 · · ·Xn)
De lo cual se desprende que la funcio´n de distribucio´n un proceso estoca´stico estricamente
estacionario {Xt}se mantiene invariante ante cualquier desplazamiento temporal. Mientras que
un proceso estoca´stico {Xt}es estacionario de segundo orden, tambie´n llamado estacionario en
covarianza o de´bilmente estacionario, si se cumple que4:
1. E [X(t)] = µxpara todo −∞ < t < +∞
2. E
[
X(t)2
]
<∞ para todo −∞ < t < +∞
3. E [(X(s)− µ) (X (t)− µ)] depende de la diferencia temporal |s− t|
De modo que un proceso estacionario {Xt} es un proceso estoca´stico cuyas leyes probabil´ısticas
no cambian por desplazamientos temporales. En otras palabras un proceso de´bilmente estacio-
nario {Xt} tiene momentos de primer y segundo orden que no son funciones del tiempo.
Un proceso estoca´stico {Xt} es no estacionario cuando sus leyes probabilisticas no satisfacen
los supuestos necesarios para ser estacionario, en otras palabras, las leyes probabilisticas de un
proceso no estacionario son funciones del tiempo. Un ejemplo conocido es la caminata aleatoria.
Procesos de Wiener
Un proceso de Wiener5, tambie´n llamado proceso Browniano o movimiento Browniano, es un
proceso estoca´stico de tiempo continuo que satisface las siguientes propiedades:
Homogeneidad espacial:
Pr [W (t) ≤ w |W (0) = a] = Pr [W (t) ≤ w + b |W (0) = a+ b] .
Homogeneidad temporal:
Pr [W (t) ≤ w |W (0) = a] = Pr [W (t+ s) ≤ w |W (s) = a] .
Incrementos independientes:
Para un conjunto de intervalos disjuntos (si, ti] , i = 1, 2, . . . se tiene que:
W (ti)−W (ts) , i = 1, 2, . . .
son incrementos independientes.
Propiedad Gausiana:
Cualquier incremento W (ti)−W (si) , ti > si es normalmente distribuido:
Pr [W (t) ≤ x |W (t0) = x0] = 1√
2piα (t− t0)
∫ x−x0
−∞
exp
{
− y
2
2α (t− t0)
}
dy.
Propiedad de Markov:
Pr [W (t+ s) ≤ w |W (u) , u ≤ t] = Pr [W (t+ s) ≤ w |W (t)] ,∀s ≥ 0.
3Mayores detalles en Doob [5, Pa´g. 94].
4Ve´ase Karlin y Taylor [17, Pa´g. 445].
5Ve´ase Kobayashi [19, Pa´g. 491]. Un extenso ana´lisis de los procesos de Wiener y sus propiedades ve´ase [2].
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3.2. Procesos Strong-Mixing
Dos eventos A y B son independientesen un mismo espacio de probabilidad cuando:
Pr(A ∩B) = Pr(A)× Pr(B).
Y son dependientes cuando Pr(A ∩ B)− Pr(A)× Pr(B) 6= 0. De la misma manera dos eventos
generados por los sub-espeacios de probabilidad A y B, son independientes si se cumple:
Pr(A ∩B) = Pr(A)× Pr(B) con A ∈ A y B ∈ B
De modo que una medida u´til para cuantificar la dependencia entre dos eventos es la siguiente:∣∣∣Pr(A ∩B)− Pr(A)× Pr(B)∣∣∣
Definicio´n 2 Sea A y B, dos sub-σ a´lgebras de F , entonces la medida de dependencia α-mixing
se define6 :
α (A,B) = sup
A∈A,B∈B
∣∣∣Pr(A ∩B)− Pr(A)× Pr(B)∣∣∣
Definicio´n 3 Sea F t−∞ = σ
(
Xt, Xt−1, Xt−2, . . .
)
y F∞t = σ
(
Xt, Xt+1, Xt+2, . . .
)
un par de σ-
a´lgebras generados por{Xt}. Un coeficiente α-mixing7 se define como:
α (t) = sup
t
α
(F t1,F∞t+n)
Definicio´n 4 Sea F t−∞ = σ
(
Xt, Xt−1, Xt−2, . . .
)
y F∞t = σ
(
Xt, Xt+1, Xt+2, . . .
)
, un proceso
X(t) es α-mixing o strong-mixing8 si:
α (t) = sup
t
α
(F t1,F∞t+n) −→ 0 cuando t→∞ (1)
O equivalentemente:
α (t) = sup
t
sup
A∈Ft−∞,B ∈F∞t
∣∣∣Pr(A ∩B)− Pr(A)× Pr(B)∣∣∣ −→ 0 cuando t→∞
De la definicio´n (4) se tiene que un proceso estoca´stico {Xt} es strong mixing si la sucesio´n
de coeficientes α-mixing tiende a 0, y se desprende que a medida que el coeficiente α-mixing
tiende a 0, la dependencia dentro del proceso va disminuyendo y en el l´ımite el proceso {Xt} es
asinto´ticamente independiente.
Una cualidad resaltante de los procesos strong-mixing es que pueden ser tanto procesos estacio-
narios como no estacionarios, mientras que otros procesos asinto´ticamente independientes como
los procesos ergo´dicos solo pueden ser estacionarios, de modo que los procesos strong mixing son
ma´s generales que los procesos ergo´dicos.
Definicio´n 5 Sea α (t) una sucesio´n tal que α (t) = O (m−a−ε) para algu´n ε > 0, entonces α (t)
es de taman˜o9 −a.
Dado que el coeficiente α-mixing tiende a 0 se puede interpretar como una sucesio´n de coeficientes
α-mixing que tiene una tasa de convergencia. Si la sucesio´n de coefientes α-mixing es a lo mucho
de orden t−a−  > 0, denotado como α(t) = O
(
t−a−
)
 > 0, entonces se dice que α es de
taman˜o −a.
6Ve´ase Bradley [3].
7Ver Gut [9, Pa´g. 450].
8Mayores detalles en Zhengyan y Chuanrong [30, Pa´g. 4].
9Ve´ase White [28, Pa´g. 49].
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Proposicio´n 1 Sea Xt = g
(
Zt, Zt−1, . . . , Zt−τ
)
donde g (.) una funcio´n medible y τ es un entero
positivo. Si Zt es α−mixing con coeficiente mixing −a, entonces
{
Xt
}
sigue un proceso α−mixing
con coeficiente mixing −a.10
Y generalizacio´n para vectores de variables aleatorias es la siguiente:
Proposicio´n 2 Sea el vector de procesos estoca´sticos {Xt,yt} , donde Xt es un vector de pro-
cesos estoca´sticos y yt es un proceso estoca´stico, α-mixing con taman˜o −a , entonces
{
XtX
′
t
}
,
{Xtyt} y
{
yt
′
yt
}
es un vector de procesos estoca´sticos α-mixing con taman˜o −a11.
Un resultado importante para desarrollos posteriores es una SLLN que corresponde a procesos
strong mixing y que se presenta a continuacio´n:
Proposicio´n 3 SLLN para sucesiones α−mixing.12 Sea {Xt} una sucesio´n de variables alea-
torias α−mixing , con coeficiente α de taman˜o r/(r − 1), r > 1 y µt ≡ E
[
Xt
]
, tal que
E
∣∣Xt∣∣r+δ ≤ k <∞ , δ > 0∀t. Y sea Sn = X1 +X2 + · · ·+Xn , n ≥ 1. Entonces:
Sn
n
− µ¯n a.s−−−→ 0 (2)
donde µ¯n =
1
n
∑n
i=1E
[
Xi
]
.
Proposicio´n 4 FCLT para sucesiones de variables aleatorias α-mixing. Sea {Xn} una sucesio´n
de variables aleatorias en el espacio de probabilidad
(
Ω, X, P
)
, y sea Sn =
∑n
i=1
Xi con n ∈ N,
que satisface:
(i)E
[
Xn
]
= 0 , n ∈ N
(ii)E
[
X2n
]
<∞ , n ∈ N
(iii) l´ım
n−→∞
E
[
S2n
]
n
= σ2 , σ > 0
(iv) l´ım supE
1/β
∣∣Xn∣∣β <∞ , β ∈ (2,∞]
(v)
∑
i∈N
α(i)1−γ <∞ , γ = 2/β
Y se define la funcio´n aleatoria Wn : Ω −→ D como: Wn(t) = S[nt]/σ√n , t ∈ [0, 1]. Entonces:
Wn(t) =
S[nt]
σ
√
n
d−−−−→W (t) (3)
siendo W (t) un proceso de Wiener standar.13
Corolario 1 Si t = 1 entonces Wn(1) = Sn/σ
√
n
d−−−−→W (1) = N (0, 1)14.
Proposicio´n 5 Se cumple que
∫ 1
0
sdW (s) ∼ N (0, 1/3)15
10Ver lema 2.1 de White and Domowitz [10].
11Ve´ase White [28, Pa´g. 50].
12El teorema se presenta como corolario 3.48 en White [28] y esta basado en el teorema 2.10 de McLeish [22].
13La demostracio´n del teorema se encuentra colorario 1 en Herrndorf [14, Pa´g. 142].
14Ve´ase Hassler [13, Pa´g. 307].
15Ve´ase Ibid [13, Pa´g. 203] para una demostracio´n de este resultado.
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3.3. Me´todo de los MCO en regresiones lineales.
El me´todo de los Mı´nimos Cuadrados Ordinarios (MCO) es un me´todo de optimizacio´n ma-
tema´tico, basado en el principio de minimos cuadrados, que se usa para hallar la mejor apro-
ximacio´n a la solucio´n de un sistema de ecuaciones. En estadistica el me´todo MCO es uno de
varios me´todos utilizados para hallar los estimadores en un modelo de regresio´n.16 En el caso
de una regresion lineal el me´todo MCO minimiza la suma de los cuadrados de los residuos, que
se definen como:
et = yt − yˆt = yt − x′tβ˜
con β˜ un valor hipote´tico de β en Yt = Xtβ+εt.
El te´rmino et es el residuo de la observacio´n t, que se expresa como la diferencia entre el valor
actual de yt y el valor de Yt predicho que se obtiene al reemplazar β˜ por β , en x
′
tβ. De modo
que la expresio´n:
T∑
i=1
e2i =
T∑
i=1
(
yt−x
′
tβ˜
)2
= e′e =
(
y −X′β˜)′(y −X′β˜).
Es la suma de los cuadrados de los residuos (SCR), de la expresio´n anterior se desprende que la
SCR es una funcio´n de β˜ porque los residuos de cada observacio´n dependen de β˜. Entonces el
estimador MCO b de β, es el que minimiza la siguiente funcio´n:
b ≡ arg mı´n
β˜
SSR
(
β˜
)
=
(
y −X′β˜)′(y −X′β˜).
Y mediante manipulaciones algebraicas se obtiene que17 :
b =
[
X′X
]−1X′y. (4)
A modo de ejemplo sea yt = α+ β1xt + εt el modelo de regresio´n con intercepto y una variable
independiente xt , entonces el vector de estimadores b de la ecuacio´n (4) toma la siguiente
forma:
[
αˆ
βˆ1
]
=

(
1 1 . . . 1
x1 x2 . . . xT
)
×

1 x1
1 x2
...
...
1 xT


−1 
(
1 1 . . . 1
x1 x2 . . . xT
)
×

y1
y2
...
yT


y queda como:
[
αˆ
βˆ1
]
=

T
T∑
t=1
xt
T∑
t=1
xt
T∑
t=1
x2t

−1 
T∑
t=1
yt
T∑
t=1
xtyt
 . (5)
16Otros me´todos son: Me´todo de Ma´xima Verosimilitud, Me´todo General de los Momentos, Me´todo Bayesiano,
etc. Ve´ase Golberg y Cho [7] para la aplicacio´n de e´stos me´todos en el modelo de regresio´n lineal.
17Una completa explicacio´n de la derivacio´n de los resultados presentados en esta seccio´n se puede obtener en
Greene [8, Pa´g. 26].
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De manera alternativa se puede hallar el vector de estimadores (b − β) para el modelo de
regresio´n. El punto de partida es la de la ecuacio´n (4), tal que:
b =
[
X′X
]−1X′y
b =
[
X′X
]−1X′[X′β + ε], dado que y = X′β + ε.
b = β +
[
X′X
]−1X′ε
b− β = [X′X]−1X′ε
De modo que:
(b− β) = [X′X]−1X′ε. (6)
Y alternativamente:
(b− β) =
[
T∑
i=1
xix
′
i
]−1[ T∑
i=1
xiεi
]
. (7)
Cuando yt = α+ β1xt + εt, la ecuacio´n (6) se expresa como:
[
αˆ− α
βˆ1 − β1
]
=

T
T∑
t=1
xt
T∑
t=1
xt
T∑
t=1
x2t

−1
×

T∑
t=1
εt
T∑
t=1
xtεt
 . (8)
4. Distribucio´n asinto´tica de los estimadores MCO en una re-
gresio´n lineal con variables explicativas que siguen procesos
estoca´sticos strong-mixing y tendencia
4.1. El modelo
La variable dependiente yt sigue el siguiente proceso generador de datos:
yt = α+ δt+ βxt + εt para t = 1, 2 . . . , T (9)
donde α es un te´rmino constante, t es un componente tendencial determin´ıstico, xt es una variable
que sigue un proceso α-mixing y εt son las perturbaciones que tambie´n siguen un proceso α-
mixing. Esta especificacion indica que la variable yt tiene un componente tendencial auto´nomo
y a la vez depende otra variable xt. El modelo que se presenta en la ecuacio´n (9) es bastante
general, ya que al seguir xt un proceso α-mixing permite incorporar variables estacionarias como
no estacionarias y as´ı como permite heterogeneidad en las distribuciones de las observaciones.
Otras especificaciones de xt como la de un un proceso estacionario o deterministico que no
permite incorporar variables no estacionarias y heterogeneas. Al mismo tiempo, al especificar
que las perturbaciones siguen procesos α-mixing se permite tambie´n que las perturbaciones esten
correlacionadas y sean heterogeneas.
4.2. Derivacio´n de la distribucio´n asinto´tica
Para hallar la distribucio´n asinto´tica del estimador b en el modelo (9) se aplica el me´todo M.C.O
. Dado que el modelo (9) se puede expresar como y = X′β + ε con β′ =
[
α δ β
]
, el estimador b
de β toma la forma de la ecuacio´n (4):
b =
[
X′X
]−1X‘y.
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De manera ana´loga la ecuacio´n(8) para el vector (b− β) cuando yt = α+ δt+ βxt + εt es:
αˆ− αδˆ − δ
βˆ − β
 =

T
T∑
t=1
t
T∑
t=1
xt
T∑
t=1
t
T∑
t=1
t2
T∑
t=1
txt
T∑
t=1
xt
T∑
t=1
txt
T∑
t=1
x2t

−1 
T∑
t=1
εt
T∑
t=1
tεt
T∑
t=1
xtεt

. (10)
Ahora se pre-multiplica ambos lados de la ecuacio´n matricial (10) por la siguiente matriz de
escala18:
ΓT =

√
T 0 0
0 T 3/2 0
0 0
√
T
 .
De modo que la ecuacio´n (10) queda como:

√
T 0 0
0 T 3/2 0
0 0
√
T
×
αˆ− αδˆ − δ
βˆ − β
 =

√
T 0 0
0 T 3/2 0
0 0
√
T
×

T
T∑
t=1
t
T∑
t=1
xt
T∑
t=1
t
T∑
t=1
t2
T∑
t=1
txt
T∑
t=1
xt
T∑
t=1
txt
T∑
t=1
x2t

−1 
T∑
t=1
εt
T∑
t=1
tεt
T∑
t=1
xtεt

.
Y dado que ΓTΓ
−1
T = I

√
T
(
αˆ− α)
T 3/2
(
δˆ − δ)√
T
(
βˆ − β)
 =

√
T 0 0
0 T 3/2 0
0 0
√
T


T
T∑
t=1
t
T∑
t=1
xt
T∑
t=1
t
T∑
t=1
t2
T∑
t=1
txt
T∑
t=1
xt
T∑
t=1
txt
T∑
t=1
x2t

−1

√
T 0 0
0 T 3/2 0
0 0
√
T

×

√
T 0 0
0 T 3/2 0
0 0
√
T
−1

T∑
t=1
εt
T∑
t=1
tεt
T∑
t=1
xtεt

18Se hace uso de matrices de escala porque las variables independientes tienen diferentes tasas de convergencia
que implica que si se usa una escala u´nica algunas variables divergen o colapsan.
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
√
T
(
αˆ− α)
T 3/2
(
δˆ − δ)√
T
(
βˆ − β)
 =


√
T 0 0
0 T 3/2 0
0 0
√
T
−1

T
T∑
t=1
t
T∑
t=1
xt
T∑
t=1
t
T∑
t=1
t2
T∑
t=1
txt
T∑
t=1
xt
T∑
t=1
txt
T∑
t=1
x2t


√
T 0 0
0 T 3/2 0
0 0
√
T
−1

−1
×


√
T 0 0
0 T 3/2 0
0 0
√
T
−1

T∑
t=1
εt
T∑
t=1
tεt
T∑
t=1
xtεt


De modo que

√
T
(
αˆ− α)
T 3/2
(
δˆ − δ)√
T
(
βˆ − β)
 =

1
T∑
t=1
t
T 2
T∑
t=1
xt
T
T∑
t=1
t
T 2
T∑
t=1
t2
T 3
T∑
t=1
txt
T 2
T∑
t=1
xt
T
T∑
t=1
txt
T 2
T∑
t=1
x2t
T

−1 
T∑
t=1
εt
√
T
T∑
t=1
tεt
T 3/2
T∑
t=1
xtεt
√
T

. (11)
Para hallar la distribucio´n asinto´tica se aplican los siguientes supuestos:
Suposicio´n 1 Sea xt un proceso strong mixing con coeficiente α de taman˜o r/(r − 1), r > 1
y µt ≡ E
[
Xt
]
, tal que supXt ∈ {Xt} y supE
∣∣Xt∣∣r+δ ≤ k < ∞ , δ > 1 ∀ t . Y que µ¯T =
1
T
∑T
t=1E
[
Xt
]
con l´ım
T−→∞
µ¯T = µ.
Suposicio´n 2 Sea εt un proceso strong mixing con coeficiente α de taman˜o r/(r − 1), r > 1
, tal que E
[
εt
]
= 0 ∀t , sup εt ∈ {t} y supE
∣∣εt∣∣r+δ ≤ k < ∞ , δ > 0 ∀t y con σ2ε =
l´ım
T−→∞
E
[
1
T S
2
ε
]
, σ2ε > 0
19. Y que para xt y εt se cumple: E
[
xtεt
]
= 0 ∀t y σ2xε = l´ım
T−→∞
E
[
1
T S
2
xε
]
,
σ2xε > 0
20.
19Se define S2ε =
∑T
t=1
varεt y S
2
xε =
∑T
t=1
varxtεt.
20Los te´rminos σ2ε y σ
2
xε reciben el nombre de varianza a largo plazo.
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Dado los supuestos 1 y 2 se procede a determinar las propiedades asinto´ticas de cada elemento
de la ecuacio´n matricial (11).
El te´rmino de la primera fila y primera columa de la primera matriz de la ecuacio´n (11) es 1,
tomando l´ımites se tiene:
l´ım
T−→∞
1 = 1
y luego se tiene que21:
1
P−−−−→ 1. (12)
Mientras que en la primera matriz el te´rmino
∑T
t=1
t/T 2 de la ecuacio´n (11) se puede expresar
como: ∑T
t=1
t
T 2
=
1
T 2
×
[
T (T + 1)
2
]
=
1
2
+
1
(2T )
.
Y al igual que en (12) se tiene que: ∑T
t=1
t
T 2
P−−−−→ 1
2
. (13)
De manera ana´loga
∑T
t=1
t2/T 3 se puede expresar como:∑T
t=1
t2
T 3
=
1
3
+
1
(2T )
+
1
6T 2
Entonces: ∑T
t=1
t2
T 3
P−−−−→ 1
3
(14)
Mediante la suposicio´n 1, xt sigue un proceso α- mixing con coeficiente mixing r/(r− 1), r > 1
y satisface los requisitos de la proposicio´n 322. De modo que para
∑T
t=1
xt/T. en la ecuacio´n
(11) se tiene: ∑T
t=1
xt
T
− µ¯T a.s−−−−−→ 0∑T
t=1
xt
T
a.s−−−−−→ µ
de modo que23: ∑T
t=1
xt
T
p−−−−→ µ (15)
De la proposicio´n 1 se tiene que si xt es α−mixing con coeficiente mixing r/(r − 1), r > 1
entonces x2t es α−mixing con coeficiente mixing r/(r − 1), r > 1. Adicionalmente se define
21Sea {an} una sucesio´n en R. Si l´ım
n−→∞
an = c, entonces pliman = c. Ve´ase Polansky [26, Pa´g. 106] para una
demostracio´n.
22Notar que E
∣∣Xt∣∣r+δ ≤ k < ∞ , δ > 1 r > 1∀ t implica queE∣∣Xt∣∣r+δ ≤ k < ∞ , δ > 0 r > 1 ∀ t dado que:
E
[∣∣X∣∣s] <∞ =⇒ E[∣∣X∣∣r] <∞ para 0 < r ≤ s Ve´ase Loeve [21, Pa´g. 157].
23Notar que Xn
a.s−−−−−→ X =⇒ Xn p−−−−→ X. Ve´ase Gut [9, pa´g. 209] para una demostracio´n.
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µ¯2T =
1
T
∑T
t=1E
[
X2t
]
y como supE
∣∣Xt∣∣r+δ ≤ k < ∞ , δ > 1 ∀t se deriva24 que l´ım
T−→∞
µ¯2T = µ
2 .
Entonces para
∑T
t=1
x2t /T se tiene:
∑T
t=1
x2t
T
− µ¯2T a.s−−−−−→ 0∑T
t=1
x2t
T
a.s−−−−−→ µ2.
Por lo tanto: ∑T
t=1
xt
T
p−−−−→ µ2. (16)
As´ımismo, la expresio´n
∑T
t=1
txt/T
2 se puede expresar de la siguiente manera:∑T
t=1
txt
T 2
=
1
T 2
[
x1 + 2x2 + . . .+ TxT
]
=
1
T 2
[
x1 + 2x2 + . . .+ TxT +
(
x2 + x3 + . . .+ xT
)− (x2 + x3 + . . .+ xT )]
=
∑T
t=1
xt
T 2
+
1
T 2
[
x2 + 2x3 . . .+ (T − 1)xT
]
=
∑T
t=1
xt
T 2
+
1
T 2
[
x2 + 2x3 . . .+ (T − 1)xT + (x3 + . . .+ xT )− (x3 + . . .+ xT )
]
=
∑T
t=1
xt
T 2
+
∑T
t=2
xt
T 2
+
1
T 2
[
x3 + x4 . . .+ (T − 2)xT
]
=
...
=
1
T 2
×
∑T
t=1
xt +
1
T 2
×
∑T
t=2
xt + . . .+
1
T 2
×
∑T
t=T−1 xt +
1
T 2
× xt.
Dado que por la suposicio´n 1 xt cumple con supE
∣∣Xt∣∣r+δ ≤ k < ∞ , δ > 1 r > 1 ∀ t, lo cual
implica que xt es as acotada en Lp y se tiene que xt es acotada estoca´sticamente
25 de modo que
xt = Op(1) ∀ t . Por otro lado, l´ım
T−→∞
1
T 2
= 0 implica que
1
T 2
= o(1). Entonces:
∑T
t=1
txt
T 2
=
1
T 2
×
∑T
t=1
xt +
1
T 2
×
∑T
t=2
xt + . . .+
1
T 2
×
∑T
t=T−1 xt +
1
T 2
× xt
=o(1)×Op(1) + o(1)×Op(1) + . . .+ o(1)×Op(1)
=op(1)×Op(1) + op(1)×Op(1) + . . .+ op(1)×Op(1)
=op (1) + op (1) + . . .+ op (1)
=op (1) .
24La sucesio´n E
[
X2t
] ∀ t es convergente dado que es acotada y tiene una sub-sucesio´n convergente.
25Si supnE
∣∣Xn∣∣p < ∞, entonces Xn = Op (1). Esto es, si {Xn} es acotada en Lp (P ) entonces es acotada
estoca´sticamente, Ve´ase Bierens [1, Pa´g. 39].
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Lo cual implica que: ∑T
t=1
txt
T 2
p−−−−→ 0. (17)
Por otro lado, aplicando la suposicio´n 2 se tiene que la variable εt cumple con los supuestos
de la proposicio´n (4) dado que supE
∣∣εt∣∣r+δ ≤ k < ∞ , δ > 1, r > 1 ∀ t establece que la
sucesio´n de expectativas de εt es acotada e integrable de orden P = r + δ, lo que implica que
l´ım supE
∣∣εt∣∣r+δ < ∞ , δ > 1, r > 1. Mientras que ∑
i∈N
α(i)1−2/β < ∞ de la proposicio´n (4)
se cumple si α (i) = O
(
m
−r
(r−2)−ε
)
26, en la definicio´n 5 para el taman˜o de los coeficientes α-
mixing de εt , r/(r−1), de la suposicio´n 2 se establece que α (t) = O
(
m
−r
(r−1)−ε
)
e implica que27
α (t) = O
(
m
−r
(r−2)−ε
)
que cumple el supuesto de la proposicio´n (4).
De modo que para el te´rmino
∑T
t=1
εt/
√
T de la segunda matriz del lado derecho de la ecuacio´n
(11) se tiene que: ∑T
t=1
εt
σε
√
T
d−−−−→W (t)∑T
t=1
εt
σε
√
T
d−−−−→ N (0, 1)∑T
t=1
εt√
T
d−−−−→ σεN(0, 1). (18)
Para el te´rmino
∑T
t=1
tεt/T
3/2 de la segunda matriz del lado derecho de la ecuacio´n (11), se
define la variable Zt = Zt−1 + εt con Z0 = 0, realizando reemplazos sucesivos se tiene que
Zt =
∑T
t=1
εt. De lo anterior se deriva la siguiente expresio´n:
∑T
t=1
Zt−1
T
=
1
T
[
0 + ε1 + (ε1 + ε2) + . . .+ (ε1 + ε2 + . . .+ εT−1)
]
=
1
T
[
(T − 1) ε1 + (T − 2) ε2 + . . .+ εT−1
]
=
1
T
∑T
t=1
(T − t) εt
=
∑T
t=1
εt +
1
T
∑T
t=1
tεt.
Multiplicando ambos lados por 1/
√
T y desplazando te´rminos se obtiene:
1
T
3/2
∑T
t=1
tεt =
1√
T
∑T
t=1
εt − 1
T
3/2
∑T
t=1
Zt−1.
Previamente bajo la suposicio´n 2 se demosotro´ que
∑T
t=1
εt/
√
T
d−−−−→ σεW (1), por otro lado
26Ve´ase Phillips [24, Pa´g. 280].
27Si xn = O
(
nλ
)
entonces para un δ > 0, xn = O
(
nλ+δ
)
, ve´ase White [28, Pa´g. 17].
PESQUIMAT 20(2): 65–83 77
Huaranga Narvajo
se tiene que
∑T
t=1
Zt−1/T
3/2 d−−−−→ σε
∫ 1
0
W (s)ds 28. Entonces:
1
T
3/2
∑T
t=1
tεt
d−−−−→ σεW (1)− σε
∫ 1
0
W (s)ds =
∫ 1
0
sdW (s).
Y se tiene que29: ∫ 1
0
sdW (s) ∼ N (0, 1/3)
De modo que:
1
T
3/2
∑T
t=1
tεt
d−−−−→ N (0, 1/3) (19)
De la suposicio´n 1 se tiene que xt es α−mixing con coeficientes mixing de taman˜o r/(r−1), r > 1
y de la suposicio´n 2 εt es α−mixing con coeficientes mixing de taman˜o r/(r−1), r > 1 y mediante
proposicio´n (2) se tiene que xtεt es α−mixing con coeficientes mixing de taman˜o r/(r−1), r > 1.
Sea X = sup
∣∣Xt∣∣r+δ y Y = sup∣∣εt∣∣r+δ , entonces se tiene
E |XY | = E
[
sup
∣∣Xt∣∣r+δ sup∣∣εt∣∣r+δ]
≥ E
[
sup
∣∣Xtεt∣∣r+δ]
≥ supE∣∣Xtεt∣∣r+δ.
De la desiguladad de Holder30
E |XY | ≤
√
E |X|2 ×
√
E |Y |2
=
[
−1 ·
√
E |X|2
]
·
[
−1 ·
√
E |Y |2
]
. (20)
Usando la desigualdad de Jensen31
E |XY | ≤ E
[
−
√
|X|2
]
× E
[
−
√
|Y |2
]
≤ E[− |X|]× E[− |Y |]
≤ E [X]× E [Y ]
= E
[
sup
∣∣Xt∣∣r+δ]× E[sup∣∣εt∣∣r+δ] (21)
<∞
De (20) y (21) se obtiene
supE
∣∣Xtεt∣∣r+δ <∞ (22)
28Ve´ase Hassler [13, Pa´g. 326] para una demostracio´n de este resultado.
29Ibid [13, Pa´g. 307] para una demostracio´n.
30Sea p−1 + q−1 = 1. Si E |X|p < ∞ y E |Y |p < ∞, entonces ∣∣E [XY ]∣∣ ≤ E[∣∣XY ∣∣] ≤ ‖X‖p × ‖Y ‖q, siendo
‖X‖p :=
[{
E |X|p
}]1/p
. Este resultado es conocido como la desigualdad de Holder, una demostracio´n en Gut [9,
Pa´g. 129].
31La desigualdad de Jensen establece que para una variable aleatoria X, g una funcio´n convexa y que X y g (X)
son integrables, entonces g (EX) ≤ Eg (X). Ve´ase Gut [9, Pa´g. 132].
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Adicionalmente de la suposicio´n 2 se cumple que E
[
xtεt
]
= 0 , para todo t y σ2xε = l´ım
T−→∞
E
[
1
T S
2
xε
]
,
σ2xε > 0 y junto al resultado (22) satisfacen los supuestos del teorema (4) para xtεt. De modo
que para
∑T
t=1
xtεt/
√
T , se tiene:
∑T
t=1
xtεt
σx
√
T
d−−−−→W (t)∑T
t=1
xtεt
σx
√
T
d−−−−→ N (0, 1)∑T
t=1
εt√
T
d−−−−→ σxN(0, 1) (23)
Aplicando los resultados de las ecuaciones (12), (13), (14), (15), (16), (17), (18), (19) y (23) en
la ecuacio´n matricial (11) se tiene que:

√
T
(
αˆ− α)
T 3/2
(
δˆ − δ)√
T
(
βˆ − β)
 L−−−−→

1
1
2
µ
1
2
1
3
0
µ 0 µ2

−1  σεN(0, 1)N (0, 1/3)
σxN(0, 1)
 . (24)
Ahora se procede a hallar la matriz inversa de la primera matriz del lado derecho de la ecuacio´n
matricial (24). Primero se halla el determinante:∣∣∣∣∣∣∣∣∣∣
1
1
2
µ
1
2
1
3
0
µ 0 µ2
∣∣∣∣∣∣∣∣∣∣
=
µ2 − 4 [µ]2
12
.
Luego se halla la matriz adjunta:
adjA =

µ2
3
−µ
2
2
−µ
3
− µ
2
2
µ2 − [µ]2 µ
2
− µ
3
µ
2
−2
3

.
Y la inversa:

1
1
2
µ
1
2
1
3
0
µ 0 µ¯2T

−1
=

4µ2
4 −
6µ2
4 −
4µ
4
− 6µ
2
4
12
[
µ2 − [µ]2
]
4
6µ
4
− 4µ4
6µ
4 −
8
4

, donde 4 = µ2 − 4 [µ]2 .
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La ecuacio´n matricial (24) queda como:

√
T
(
αˆ− α)
T 3/2
(
δˆ − δ)√
T
(
βˆ − β)
 L−−−−→

4µ2
4 −
6µ2
4 −
4µ
4
− 6µ
2
4
12
[
µ2 − [µ]2
]
4
6µ
4
− 4µ4
6µ
4 −
8
4

 σεN(0, 1)N (0, 1/3)
σxN(0, 1)

=

4µ2
4 −
6µ2
4 −
4µ
4
− 6µ
2
4
12
[
µ2 − [µ]2
]
4
6µ
4
− 4µ4
6µ
4 −
8
4

σε 0 00 1
3
0
0 0 σx

N(0, 1)N (0, 1)
N(0, 1)

=

4µ2σε
4 −
2µ2
4 −
4µσx
4
− 6µ
2σε
4
4
[
µ2 − [µ]2
]
4
6µσx
4
− 4µσε4
2µ
4 −
8σx
4

N(0, 1)N (0, 1)
N(0, 1)

=

4µ2σε
4 N(0, 1)−
2µ2
4 N (0, 1)−
4µσx
4 N(0, 1)
− 6µ
2σε
4 N (0, 1) +
4
[
µ2 − [µ]2
]
4 N (0, 1) +
6µσx
4 N (0, 1)
− 4µσε4 N(0, 1) +
2µ
4N (0, 1)−
8σx
4 N(0, 1)

.
Y en consecuencia32

√
T
(
αˆ−α)
T 3/2
(
δˆ−δ)√
T
(
βˆ−β)
 d−−−−→

N
(
0,
[
4µ2σε
4
]2)
+N
(
0,
[
−2µ
2
4
]2)
+N
(
0,
[
−4µσx4
]2)
N
(
0,
[
−6µ
2σε
4
]2)
+N
0,
4
[
µ2−[µ]2
]
4
2
+N (0, [6µσx4
]2)
N
(
0,
[
−4µσε4
]2)
+N
(
0,
[
2µ
4
]2)
+N
(
0,
[
−8σx4
]2)

.
32Notar que si X ∼ N (µ, σ2) entonces para una constante c ∈ R se tiene que aX ∼ N (cµ, cσ2), ve´ase Khuri
[18, Pa´g. 66] para una demostracio´n.
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Finalmente

√
T
(
αˆ−α)
T 3/2
(
δˆ−δ)√
T
(
βˆ−β)
 d−−−−→

N
(
0,
[
4µ2σε
4
]2
+
[
−2µ
2
4
]2
+
[
−4µσx4
]2)
N
0, [−6µ2σε4
]2
+
4
[
µ2−[µ]2
]
4
2+[6µσx4
]2
N
(
0,
[
−4µσε4
]2
+
[
2µ
4
]2
+
[
−8σx4
]2)

. (25)
De la ecuacio´n matricial (25) se evidencian tres hechos importantes, primero que cada uno de
los elementos los estimadores de (b−β) para los estimadores αˆ, δˆ, βˆ del modelo de regresio´n (9)
convergen a una distribucio´n normal con media 0 pero con diferentes varianzas, segundo cada
una de las varianzas de (b − β) en la ecuacio´n matricial (25) depende no solo de los propios
para´metros poblacionales sino de los para´metros de otras variables, y tercero cada una de las
variables en (b − β) converge a la distribucio´n normal a una tasa distinta para el caso de los
estimadores de αˆ y βˆ convergencen a una tasa
√
T mientras que δˆ converge a una tasa T 3/2.
5. Conclusiones
La determinacio´n de la distribucio´n de los estimadores en modelos de regresio´n juega un papel
preponderante en los procedimientos inferenciales en los modelos de regresio´n como se evidencio´
en la seccio´n 4 del presente trabajo.
Los tres puntos del u´ltimo pa´rrafo de la seccio´n 4 tienen consecuencias importantes en el proceso
de inferencia en los modelos de regresio´n lineal cuandos las variables siguen procesos strong
mixing con componentes tendenciales dado que en el proceso inferencial tradicional de regresiones
con variables explicativas determin´ısticas, el vector (b−β) sigue distribucio´n normal N (0, 1) de
modo que es posible usar tablas estad´ısticas convencionales para los diversos test de significancia
individual y conjunta, mientras que los estimadores de los regresores strong mixing se distribuen
de acuerdo a (25). De modo que aplicar estos procedimientos en regresiones con variables strong
mixing puede llevar erroneamente a establecer relaciones estad´ısticas cuando puede no existir
ninguna. Por otro lado, dado que las varianzas de las distribuciones para las variables αˆ, δˆ, βˆ
en la ecuacio´n matricial (25) dependen de parametros poblacionales, es necesario estimar estos
para´metros a la hora de realizar el proceso inferencial sobre los estimadores αˆ, δˆ, βˆ.
De manera general los procesos de inferencia estad´ıstica en los modelos de regresio´n con datos
observacionales, datos provenientes de la observacio´n pasiva en contraste con datos que provienen
de muestras o experimentos, no deben de ser llevados de forma meca´nica, y de manera particular
con regresores que siguen procesos dependientes strong mixing y componentes tendenciales dado
que se corre el riesgo de cometer errores tipo I o tipo II y asignar una relacio´n estad´ıstica cuando
en realidad no existe ninguna.
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