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В работе предложен метод отбора информативных полей признаков, предназначенный для автоматиза-
ции процесса извлечения скрытых защитных изображений из полиграфических документов. Данный ме-
тод является составной частью ранее разработанной информационной технологии анализа изображений, 
основанной на использовании адаптивно конструируемого банка фильтров Габора. Представлены ре-
зультаты экспериментальных исследований, подтверждающие работоспособность метода. 
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Введение 
Скрытые (латентные) изображения являются распространённым средством защиты до-
кументов и ценных бумаг [1-2]. Типичным способом формирования основного изобра-
жения или фонового рисунка на подобных документах является передача градаций цвета 
при помощи высокочастотных регулярных или почти регулярных текстур. Поэтому 
скрытые изображения формируются путём вариации параметров этих текстур (период, 
направление, смещение и пр.) в различных областях изображения. Как правило, такие 
изменения не различимы или трудно интерпретируемы человеческим глазом, а также 
трудно поддаются подделке. Задача автоматизированного извлечения скрытых изобра-
жений из полиграфических документов чрезвычайно важна при проверке подлинности 
документов, а также для обнаружения скрытого канала обмена информацией, передавае-
мой внутри печатной продукции. 
Ранее в работах [3-4] была предложена технология извлечения скрытых изображений, 
основанная на использовании адаптивно конструируемого банка фильтров Габора [5], а 
также последующих отборе, группировке информативных откликов и многокомпонент-
ной кластеризации, использующей информативные отклики в качестве полей признаков. 
Отбор откликов необходим по той причине, что банк фильтров содержит в себе фильтры, 
частоты которых соответствуют всем обнаруженным регулярным текстурам входного 
изображения, которое на практике является фрагментом документа, сканированного с 
высоким разрешением. При этом далеко не все текстуры меняют свои параметры в рас-
сматриваемой области документа. Поэтому в результате после фильтрации зачастую 
формируется около 10-20 откликов, информативными из которых редко являются более 
четырёх (на рис. 1-2 показаны примеры информативных и неинформативных откликов). 
В упомянутых работах [3-4] отбор информативных откликов осуществлялся вручную 
оператором. В настоящей работе предлагается автоматический метод отбора информа-
тивных откликов, основанный на решении задачи их классификации.  
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1. Принцип отбора информативных признаков 
Отсчёты импульсной характеристики фильтра Габора принадлежат множеству ком-
плексных чисел [5]: 
  (1) 
где  – коэффициент,  – параметр, задающий ширину гауссовской весовой 
функции фильтра,  – опорные частоты. Поэтому анализируемые отклики фильтров 
Габора 
  (2) 
(здесь  – исходное изображение) удобно рассматривать в виде пары слагаемых 
(изображений): амплитудной и фазовой: 
 , (3) 
 ,  (4) 
 . 
Информативные амплитудные отклики должны содержать высокие значения в областях 
текстуры, согласующихся с опорными частотами  соответствующего фильтра Габо-
ра, и низкие значения в остальных областях изображения. Поэтому для проверки инфор-
мативности могут использоваться результаты кластеризации пикселей амплитудных от-
кликов на два класса с последующей оценкой их характеристик (среднего, дисперсии, 
числа пикселей) по областям каждого класса. К примеру, можно сказать, что амплитуд-
ное поле скорее всего является неинформативным в следующих случаях: 
─ если его максимальное значение ниже некоторого порога (это означает, что на изобра-
жении слабо выражена заданная частота); 
─ если средние классов довольно близки и дисперсии высоки (это означает, что изобра-
жение однородно по заданной частоте);  
─ если число пикселей в одном из классов слишком мало и т.д. 
Следует отметить, что в двух последних случаях соответствующий амплитудному фазо-
вый отклик может являться информативным, в то время как в первом случае это исклю-
чено. 
Яркими свидетельствами неинформативности фазового поля являются: 
─ наличие множества почти параллельных линий скачков фазы, связанных с её перио-
дичностью  (характеризует несоответствие частоты текстуры опорной частоте филь-
тра); 
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─ высокая плотность, искривлённость и незамкнутость линий скачков фазы (характери-
зует отсутствие на изображении текстур частоты, близкой к опорной частоте фильтра). 
В свою очередь, малое число линий скачков фазы и их замкнутость свидетельствует о 
точности настройки фильтра Габора на одну из гармоник спектра текстуры, а значит, о 
потенциальной информативности признака. Однако окончательное решение должно 
приниматься по результатам развёртки фазы, под которой понимается получение массива 
абсолютных значений фазы на основании массива главных значений фазы 
. В отличие от последних, абсолютные значения фазы не ограничены по моду-
лю значением  и позволяют лучше понять природу анализируемого сигнала. В настоя-
щее время разработано большое число методов развёртки фазы [6-7], основным практи-
ческим приложением которых является интерферометрия. 
Для анализа развёрнутой фазы  может также выполняться кластеризация с по-
следующим расчётом признаков для классификации фазового отклика. 
а)   б)  
Рис. 1. Информативный (а) и неинформативный (б) амплитудные отклики 
а )  б)  
Рис. 2. Информативный (а) и неинформативный (б) фазовые отклики 
Примеры информативных и неинформативных полей амплитудных и фазовых признаков 
приведены на рис. 1 и 2. 
2. Описание разработанного метода 
На рис. 3 показана схема разработанного метода проверки информативности отдельно 
взятого отклика фильтра.  
На начальном этапе происходит анализ амплитудной составляющей отклика, включаю-
щий рассмотренные выше этапы кластеризации на два класса и расчёта признаков, по 
которым далее осуществляется классификация амплитудного отклика на три класса: ин-
формативен, неинформативен и «неинформативен, но фазовый отклик может быть ин-
















1 2,n n 
Информационные технологии и нанотехнологии-2016 
519 
ществляется анализ фазового отклика, включающий его развёртку, кластеризацию, рас-
чёт признаков и классификацию (на этот раз на два класса: информативен или нет). В 
случае, если фаза не может быть развёрнута, дальнейшая её обработка не производится. 
Результатом работы метода является бинарный ответ на вопрос, является ли один из па-
ры откликов информативным, а также само изображение, классифицированное как ин-
формативное. 
 
Рис.1. Схема разработанного алгоритма отбора информативных откликов 
3. Признаки, используемые для классификации откликов 
При реализации разработанного метода в качестве алгоритма кластеризации было реше-
но использовать EM-алгоритм разделения смеси двух гауссовских распределений [8]. 
Это определяется, во-первых, тем, что гистограмма информативных признаков чаще все-
го выглядит именно таким образом (см. пример на рис. 4), а во-вторых, тем, что помимо 
собственно кластеризации EM-алгоритм позволяет оценить и параметры двух распреде-
лений.  
 
Рис. 4. Гистограмма значений пикселей изображения на рис. 1а 
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Пусть найденные кластеры характеризуются метками 0 и 1,  и  – количества пиксе-
лей в каждом кластере,  и  – средние классов, вычисленные при помощи EM-
алгоритма (причём ), а  и  – оценённые EM-алгоритмом среднеквадра-
тичные отклонения классов. Также при решении задачи классификации могут быть ис-
пользованы и величины , ,  и  – аналогичные выборочные оценки средних и СКО 
по каждому из кластеров, а также наименьшее  и наибольшее  значения анализи-
руемого отклика. 
 
Рис. 5. Распределение выборки амплитудных признаков в пространстве трёх главных компонент полного вектора при-
знаков 
Полный вектор признаков, использованный для классификации амплитудных откликов, 
включал все перечисленные выше признаки, а также некоторые производные: 
, ,  и . На рис. 5 показано свидетельство раздели-
мости амплитудных откликов: элементы выборки, включающей все три класса откликов, 
визуализированы в трёхмерном пространстве, составленном из трёх главных компонент 
(PC) [9], построенных по полному вектору признаков. Визуально заметно, что классы об-
разуют разделимые (хотя и не без ошибок) кластеры в данном пространстве. 
Анализу фазовой составляющей отклика предшествует проверка возможности её раз-
вёртки, которая состоит в проверке наличия незамкнутых и не упирающихся в границы 
изображения линий скачков фазы (см. рис. 6). Если хоть одна такая линия обнаружена, то 
фазовый отклик сразу признаётся неинформативным. В противном случае далее для раз-
вёртки фазы применяется метод Constantini [7] (см. рис. 7). Для классификации фазовых 
откликов допустимо использовать тот же вектор признаков, однако многие его компо-
ненты, очевидно, могут быть отброшены. Поэтому в ходе экспериментов, описанных 
ниже, использовался также сокращённый вектор из двух признаков вида 
 . (5) 
а)  б)  
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Рис. 7. Результат развёртки фазы изображения на рис. 2а 
4. Результаты экспериментальных исследований 
Для обучения классификаторов использовался метод опорных векторов (SVM) в линей-
ной форме и нелинейной (с ядром в виде радиальной базисной функции) [9]. Для оценки 
качества модели выборка разбивалась на обучающую и тестовую в пропорции 70:30. В 
качестве показателя качества использовалось значение F-меры [10]. 
Во избежание переобучения на неактуальных в реальных условиях данных обучающая и 
контрольная выборки фазовых откликов формировались с учётом схемы общей процеду-
ры обработки (рис. 3) и включали только фазы, которые могут быть развёрнуты, и соот-
ветствующие амплитудные отклики которых отнесены к соответствующему классу. 
Обучающие данные формировались двумя способами: путём сканирования реальных до-
кументов, содержащих элементы защиты, а также путём искусственного синтеза изобра-
жений, содержащих латентные вставки. Необходимость второго способа была обуслов-
лена отсутствием достаточного количества реальных данных для обучения. Итоговый 
объём выборки для обучения и классификации амплитудных откликов составил 914 
изображений размерами 1024×1024 пикселей, фазовых откликов – 165 изображений. 
В ходе экспериментов несколько более высокие результаты были достигнуты с исполь-
зованием нелинейного классификатора. Так, при классификации амплитудных откликов 
значение F-меры для полного вектора признаков составило 0,856. Соответствующая мат-
рица ошибок классификации представлена в табл. 1. 
Табл.1.  Матрица ошибок классификации амплитудных откликов 
 Истинный класс 
1 2 3 
Ответ  
классификатора 
1 72 1 17 
2 0 56 11 
3 4 8 107 
При классификации фазовых откликов наилучший результат был достигнут с использо-
ванием одного признака – первой главной компоненты: значение F-меры составило 
0,855.  Соответствующая матрица ошибок классификации представлена в табл. 2. Близ-
кие результаты были достигнуты и при помощи вектора (5) из двух признаков – F-мера 
оказалась равной 0,848. 
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Табл.2.  Матрица ошибок классификации фазовых откликов 




1 21 1 
2 7 22 
Заключение 
В работе предложена процедура автоматического отбора информативных откликов банка 
фильтров Габора для выявления скрытых изображений на полиграфических документах. 
Данная процедура основана на анализе и классификации как амплитудных, так и фазо-
вых составляющих откликов. Результаты экспериментальных исследований показали вы-
сокую точность использованных классификаторов. В дальнейшем планируется глубже 
исследовать различные вектора признаков, а также оценить точность работы полного 
цикла проверки информативности амплитудных и фазовых откликов. 
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