Abstract. We study a family of free stochastic processes whose covariance kernels K may be derived as a transform of a tempered measure σ. These processes arise, for example, in consideration non-commutative analysis involving free probability. Hence our use of semi-circle distributions, as opposed to Gaussians. In this setting we find an orthonormal bases in the corresponding noncommutative L 2 of sample-space. We define a stochastic integral for our family of free processes.
where σ is a positive measure satisfying:
For this family of Gaussian processes, typically having singular generating measures, we established in [2, 3, 5, 4] a versatile extension of Ito calculus to allow for measures not considered in the traditional family of Gaussian processes. We developed an Ito calculus and detailed factorizations for Gaussian processes whose covariance kernels K may be derived as a transform of a tempered measure σ (see (1.4) and (1.5) below). This class in turn includes fractional Brownian motion; so, in particular, processes whose time-increments are not independent (when the associated Hurst parameter is different from 1 2 ). We stress that our family of processes allow a rich class when the generating measure σ for the covariance kernel is singular. In our earlier work on this, we introduce a new harmonic analysis which in turn is the basis for our proof of Ito representations for these processes. In the case when σ is a singular measure, these Ito representations go beyond what is known in earlier studies.
Our analysis of Gaussian processes associated to covariance kernels with singular measure σ is motivated in turn by a renewed interest in a harmonic analysis of Fourier decompositions in L 2 (σ) for the case when σ is singular and arises from a scale of selfsimilarities; see for example [21, 10, 14, 23] . In order to obtain a more versatile harmonic analysis in the study factorizations, one is naturally led to consideration of independence, but for a host of problems [13, 22] , rather than the traditional notion of independence, one needs a related but different notion, that of free independence. The latter arise, for example, in consideration of free products and free probability. In this context, we must therefore use semi-circle distributions, as opposed to Gaussians. As a result, the possibility for orthonormal bases in non-commutative L 2 of sample space entails entirely different algorithms. We resolve this problem in our Theorem 4.2 below. In the remaining part of our paper (sections 7-10), we extend part of the theory of stationary increment processes in the Gaussian case, to the free case of semi-circle free distributions.
In the present paper we construct free stochastic processes with covariance (1.1) and consider associated stochastic integrals. We also consider generalized stochastic processes indexed by the Schwartz space S of rapidly decreasing smooth functions and with covariance function K(s 1 , s 2 ) = R s 1 (u) s 2 (u)du, s 1 , s 2 ∈ S, where now dσ is subject to Since Fock spaces play an important role in the arguments we begin by setting some notation. Given a real Hilbert space H, we denote the associated symmetric and full Fock spaces by Γ sym (H) and Γ(H) respectively. These spaces provide the setting for the white noise space and associated problems in the commutative and non-commutative setting respectively.
Recall that Gaussian stochastic processes indexed by the real numbers and with covariance functions of the form (1.1) play an important role in stochastic analysis. The kernel (1.1) can be rewritten as
The case r(t) = |t| corresponds to the Brownian motion, and more generally r(t) = |t| 2H (where H ∈ (0, 1))leads to the fractional Brownian motion. Such stochastic processes were constructed using Hida's white noise space setting in [2] for a family of absolutely continuous dσ and in [5] for singular dσ's. For the convenience of the reader and for purpose of comparison we will recall in the sequel the white noise space setting. We mention that the white noise space can be built using Minlos theorem or defined as the symmetric Fock space associated to the Lebesgue space L 2 (R, dx). An important point in the white noise space approach is to view the white noise space W as part of a Gelfand triple
where S 1 is the Kondratiev space of stochastic test functions and S −1 is the Kondratiev space of stochastic distributions. The processes have (for appropriate classes of functions r) derivatives which belong to S −1 . This fact, together with the algebra structure of S −1 , allows to define stochastic integrals. See [3] . Let H be a separable real Hilbert space. Let H ⊗0 = CΩ be a fixed one-dimensional Hilbert space and
with norm ⊗n consisting of all symmetric n-tensors. By general theory, see [18] , there is a Gelfand triple
a sigma-algebra of subsets in E ′ (the sigma-algebra generated by cylinders) and a Gaussian measure P on E ′ such that for h ∈ H, ·, h extends to a random variable h on E ′ , with
for all h 1 , h 2 ∈ H, where E denotes mathematical expectation:
It is our aim to develop a free stochastic calculus which parallels the above, but nonetheless has quite different features. As in the papers [11, 12] (where the free Brownian motion is defined) we replace the white noise space by the full Fock space associated to L 2 (R, dx). The new point in the present paper is to view this space (called the non commutative white noise space) as a part of a Gelfand triple analogous to (1.6), where S 1 and S −1 are replaced by their non commutative versions S 1 and S −1 respectively. See [8] and Section 5. This approach allows to define the derivatives of the free stochastic processes. More precisely, we build (for certain classes of dσ's) a type
When dσ is the Lebesgue measure, Z σ is the noncommutative Brownian motion introduced in [11, 12] .
An important result is that (still for certain classes of dσ's) we can differentiate the function t → Z σ (t), and its values are continuous linear operators from S 1 to S −1 . In the case of the non-commutative Brownian motion, the derivative is the non-commutative counterpart of the white noise. The special structure of S −1 (see inequality (5.1)) allows to define stochastic integrals in terms of limit of Riemann sums of S −1 -valued functions.
The paper consists of seven sections besides the introduction. Sections 2,3 and 5 are of a survey type. The new results appear in Sections 4, 6, 7, and 8. The commutative setting is briefly outlined in Section 2. Section 3 considers the non-commutative setting. We introduce there in particular a L 2 -space associated to a certain non-hyperfinite von Neumann algebra associated to a real Hilbert space. We give an orthonormal basis of this space in terms of the Tchebycheff polynomials of the second kind in Section 4. Section 5 surveys the recently developped theory of non commutative stochastic distributions. Noncommutative processes with correlation functions of the type (1.1) are constructed in Section 6. Their derivatives are considered in Section 7, as well as stochastic integration, and the case of general tempered spectral measures. The algebra S −1 is an example in a family of similar algebras, all of them carrying an inequality of the form (5.1). The last section briefly discusses this general case.
Commutative white noise space
In the commutative setting, a realization of Γ sym (H) can be given using the Bochner-Minlos theorem. Assume that H is infinite dimensional and separable, let ξ 1 , ξ 2 , . . . be an orthogonal basis of H, and consider the Schwartz space S H of elements ∞ n=1 x n ξ n (where the x 1 , x 2 , . . . are real numbers) such that 
It follows from this expression that the map which to h ∈ S H associates the following Gaussian random variable
, dP ), and we have (2.1)
Before giving an orthogormal basis of L 2 (S ′ H , B, P ) we recall a definition.
Definition 2.1. The Hermite polynomials {h k } k∈N 0 are defined by
In this expression, ξ 1 , ξ 2 , . . . , denote some pre-assigned orthonornal basis of H and α = (α 1 , α 2 , . . .) belongs to the set ℓ of sequences of elements of N 0 indexed by N and with all entries α k are equal to 0 at the exception of at most a finite number of k's. We have
The Wick product is defined by
and thus is a Cauchy product as in [15] . In terms of the basis, we obtain that
whenever it makes sense. The space W is not closed under the Wick product. This motivates the introduction of two spaces, the Kondratiev space S 1 of stochastic test functions, and the Kondratiev space S −1 of stochastic distributions, which closed under the Wick product. These spaces are defined as
, and S −1 is defined as:
where µ −p is the point measure defined by
Together with the white noise space these two spaces form the Gelfand triple (S 1 , W, S −1 ), which plays a key role in the stochastic analysis in [20] , and in the theory of stochastic linear systems and stochastic integration developped in [6, 2, 3, 5, 1] . The reason of the importance of this triple is the following result, see [20] , which allows to work locally in a Hilbert space setting.
Theorem 2.2 (Våge, 1996). In the space
, and where the number A q−p is independent of f and g and is equal to
We refer to [20, p. 118 ] for a proof of the fact that A q−p < ∞. The result is due to Våge; see [25] . See also [7] for a more general result.
The Fock space Γ(H)
This section is essentially of a review nature, and deals with the Fock space Γ(H) associated to a real Hilbert space H. For more information we refer in particular to [27, 26, 17] . The source [24] is also very didactic.
We will use the results for the case where L 2 (dσ)), where dσ is a positive Borel measure σ on R such that (1.3) holds, and consider the full Fock space Γ σ = Γ(L 2 (dσ)).
For h ∈ H we define ℓ h to be the operator
f and T h = ℓ h + ℓ * h . We denote by M H the von Neumann algebra generated by the operators T h , when h runs through H. It is a II 1 type von Neumann algebra, and we denote by τ its trace. We have
where Ω is the vacuum vector in (1.7), and, more generally
where ′′ means double commutant.
3) is the counterpart of (2.1).
Proof of Proposition 3.1. For n
and so
since, by definition of the annihilation operator, we have
and where Ω is the vacuum vector, see (1.7), Hence
The following two propositions will be needed, and are well known; see [26, 
and so f * f = 0 (since τ is faithful), and hence f = 0 .
There is a natural unitary isomorphism
intertwining the respective actions, where M is a copy of a non-hyperfinite II 1 factor, and where τ denotes the trace on M.
Proof. Using (1.8) one checks that for real valued continuous functions ϕ and ψ, and h, k ∈ H R ,
As a result the state Ω, ·Ω extends to a faithful trace on the vonNeumann algebra M H generated by {T h , h ∈ H R }, i.e., M H = {T h , h ∈ H R } ′′ . Hence M H is a II 1 -factor. It is known (see [26] ) to be non-hyperfinite.
It then follows from the uniqueness in the GNS construction that W , defined by W (X) = XΩ, X ∈ M H , extends to an isometric isomorphism with the properties stated in the corollary.
An orthonormal basis
The Tchebycheff polynomials of the second kind are an orthonormal basis of the space
They are defined by (4.1) U n (x) = sin(n + 1)θ sin θ , with x = cos θ.
We have
where δ mn is Kronecker's symbol.
We now prove a presumably known result on these polynomials.
Lemma 4.1. Assume m ≥ n. Then the following linearization formula holds:
Proof. We assume m ≥ n. We have:
sin(m − n + 1 + 2k)θ sin θ , and hence the result.
We denote by L 2 (τ ) the closure of M H with respect to τ . In Theorem 4.2 we present an orthonormal basis of L 2 (τ ). In (4.5) in the statement the indices are as follows: The space ℓ denotes the free monoid generated by N 0 . We write an element of 1 = α ∈ ℓ as
where α 1 , i 1 , . . . ∈ N and i 1 , . . . i k ∈ N 0 are such that
The functions
where α = z
Proof. Let h 0 , h 1 , . . . be an orthonormal basis of a real Hilbert space H R . From [26, 27] we know that the family of non-commutative random variables T h 0 , T h 1 , . . . is free, i.e. for any choice of i 1 , i 2 , . . . in N 0 such that i 1 = i 2 = i 3 = . . . and measurable functions ψ 1 , ψ 2 , . . . are fixed such that
it follows that
, where dµ is the semi-circle law
Hence we have
We will be using these basic rules in our verification below of the orthonormality properties of the system (4.5) of non-commutative random variables. Consider
We shall show by induction on |β| = β 1 + · · · + β m , that for every α = z 
, by the induction assumption we obtain τ (U * β U α ) = 0. Case 3: i 1 = j 1 and α 1 = β 1 . Then again by Lemma 4.1,
, by the induction assumption we obtain
is equal to δ α,β , since we assume i 1 = j 1 and α 1 = β 1 .
Thus,
τ (U * β U α ) = δ α,β . The proof that the U α form a complete set of functions relies on Corollary 3.5 as follows. Let F ∈ L 2 (τ ) such that
On account of Corollary 3.5 we may decompose
Hence for every α with |α| = k,
for all appropriate choices of indices. Using Lemma 4.1, the othogonality property (4.2), and the fact that the T h i j have a semi-circle
and so F k = 0, and so F = 0.
A non-commutative space of stochastic distributions
We here discuss the non-commutative Kondratiev space of stochastic distributions, which was introduced in [8] .
For any p ∈ Z, we denote
f n e n :
where the (e n ) are the Hermite functions. We note that
and that p H p is the Schwartz space of rapidly decreasing complex smooth functions and p H p is its dual, namely the Schwartz space of complex tempered distributions. Let 
where · p is the norm associated to Γ(H −p ) and where (with ζ denoting Riemann's zeta function)
Recall that Γ(H 0 ) is the non commutative white noise space. We have the Gelfand triple
Proposition 5.3. The algebraic vector space
Proof. Since p∈N Γ(H −p ) is an algebra, it suffices to show that
which is obvious since for any p ∈ N
As a consequence of Proposition 5.4 we have:
In particular, the operator X f is continuous from
Proof. Indeed, we have
is continuous (and hence so its dual ι * : Γ(H −p ) ֒→ Γ(H −p ) ), we obtain that as a Γ(H p ) → Γ(H −p ) map, X f is continuous.
Remark 5.6. In comparing Gelfand triples and generalized functions based on the Gaussian distributions to the free semi-circle case one should keep in mind that both the standard N(0, 1) Gaussian variable X 1 and the standard semi-circle random variable T 1 have zero odd moments, and one has
for the even moments. Indeed, standard computations give
and E Gauss (X 
where I 1 is the modified Bessel function, while
6. Non commutative stationary increment stochastic processes
Proof. In the proof we set ℓ ft = ℓ t to ease the notation. We have:
Following [2] we choose f t of a special form as follows. First consider a measurable positive function m subject to
We define the operator T m , defined via
where f denotes the Fourier transform of f :
and T m is Hermitian on its domain; see [2] :
In view of (6.1) we have that 1 [0,t] belongs to the domain of the operator T m .
Definition 6.2. We set
The case m(u) = 1 in the above definition corresponds to the noncommutative Brownian motion. More generally, the case m(u) = |u| 1−2H corresponds (up to some multiplicative constant) to the case of the non-commutative fractional Brownian motion with Hurst parameter H. Proposition 6.3.
Proof. We take f t = T m 1 [0,t] = ℓ t in Proposition 6.1 and obtain
and, using Plancherel's equality 
The derivative of certain operator-valued processes
We first recall a result from [2] . In the proof we make use of the following bounds on the Hermite functions, whose definition we now recall.
Definition 7.1. The Hermite functions are defined by
where h 0 , h 1 . .
. denote the Hermite polynomials (see Definition 2.1 for the latter).
The Hermite functions { h k } k∈N form an orthonormal basis of L 2 (R, dx). In Proposition 7.2 below we study the action of the operator T m on Hermite functions.
The following proposition outlines the main properties of the Hermite functions which we will need; see [9, p. 349 ] and the references therein.
where C and γ > 0 are constants independent of k. Finally, the Fourier transform of the Hermite function is given by 
where b < 2, N ∈ N 0 and 0 < K < ∞. Then,
and 
in the topology of S −1 .
Proof. We divide the proof in a number of steps. In the proof, recall that S −1 = ∪ p∈N Γ(H −p ) and that an element f = α∈ ℓ f α U α ∈ S 1 = ∩ p∈N Γ(H −p ) if and only if
and then
where ·, · denotes the inner product in L 2 (R, dx).
Using (6.3) we can write:
Using the estimate (7.4) we obtain that
, and so the right hand side of (7.8) belongs to H −p for such p's. Furthermore, with h = 0 ∈ R we have
for p ≥ N + 3 and hence the result.
is a continuous operator from S 1 into S −1 . This is a direct application of Corollary 5.5. STEP 3: (7.6) holds.
We have for f ∈ S 1 and h = 0 ∈ R,
and so using (7.5) and Corollary 5.5
for some finite constant K.
This follows from Corollary 5.5
As a corollary we have the following construction. Let dσ be a positive measure on the real line such that (1.3) is in force. Then, see [4] , there exists a continuous operator Q from the Schwartz space S into
The inequality (5.1) allows to compute stochastic integrals as limit of Riemann sums. The following theorem is the non-commutative counterpart of [ 
computed as a limit of Riemann sums converges in the form of Γ(H −p ).
The proof is the same as in [3] , the key being the existence in the presence setting of inequality (5.1).
The use of other Gelfand triples
In Proposition 7.3 the bounds (7.3) played a key role. Without them, it may happen that, in the notation of the proof of the proposition
and then the arguments fail there. This suggest that other Gelfand triples could be used. The Gelfand triple ( S 1 , Γ(L 2 (R, dx), S −1 ) belongs to a general family of Gelfand triples in which an inequality of the form (5.1) holds. This is explained in the paper [8] , on which is based the present section. We take a separable Hilbert K 0 , with orthonormal basis e 1 , e 2 , . . .. Furthermore, let (a n ) n∈N be a sequence of real numbers greater than or equal to 1. For any p ∈ Z, we denote
The case a n = 2n corresponds to the non-commutative Kondratiev space. The choice a n = 2 n is of special importance, as will appear in the sequel of this section. For q ≥ p we denote by T q,p the embedding K q ֒→ K p . It satisfies We call the smallest integer d which satisfy this inequality the index of p∈N K −p . In the statement Γ(T q,p ) denotes the embedding Γ(K −p ) ֒→ Γ(K −p ), and · p denotes the norm associated to Γ(K −p ).
is nuclear and has the property that Let us now take a n = 2 n . Then,
We proved in [7] that p K p is the space G of entire holomorphic functions satisfing In the argument we recall that use is made of the following formula (see [19] )
h n (u)h n (v)s n = π .
The space G contains strictly the Schwartz space S . We will work in the setting of the Gelfand triple defined by T m h n (t) and |T m h n (t) − T m h n (s)| are adapted to the new sequence a n = 2 n , n = 1, 2, . . .. The proofs are similar to those in [2] . The key is is to estimate integrals of the form taking into account the bound (7.1). 
