Abstract--The augmented Lagrangian method (also referred to as an alternating direction method) solves a class of variational inequalities (VI) via solving a series of sub-VI problems. The method is effective whenever the subproblems can be solved efficiently. However, the subproblem to be solved in each iteration of the augmented Lagrangian method itself is still a VI problem. It is essentially as difficult as the original one, the only difference is that the dimension of the subproblems is lower, In this paper, we propose a new alternating direction method for solving a class of monotone variational inequalities. In each iteration, the method solves a convex quadratic programming with simple constrains and a well-conditioned system of nonlinear equations. For such 'easier' subproblems, existing efficient numerical softwares are applicable. The effectiveness of the proposed method is demonstrated with an illustrative example.
INTRODUCTION
Let f be a mapping from R n into itself, B E R mxn and b E R m. Many problems in economics, operations research, and transportation equilibrium problems [1] [2] [3] [4] [5] have the following mathematical form of variational inequalities (VI). Find x* E S, such that vI(s, f) (x -x*)*/(x*) > 0, vx ~ s,
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(2) (3)
The VI problem plays a significant role in mathematical programming and has been studied by many researchers, for example, see [2, [6] [7] [8] [9] [10] [11] [12] [13] [14] .
A usual approach for solving VI(S, f) is to transform it into an equivalent minimization problem. An obvious advantage of this approach lies in the fact that the latter problem is easier and may he solved by descent methods which possess a global convergence property [15] . If f(x) is the gradient of a differentiable function 0 : R n --, R, then problem (1) is equivalent to the minimization problem min{0(x) Ix E S}.
As is well known in [16, Theorem 4.16] , when the mapping f is differentiable, a necessary and sufficient condition for f to satisfy the above condition is that the Jacobian matrix Vf(x) is symmetric. Unfortunately, this symmetric condition does not hold in many practical equilibrium problems [2, 15] . In this paper, we focus our attention on the problems in which Vf(x) is asymmetric and call the related VI(S, f) asymmetric variational inequalities. Typically, problems in network economics are often solved by decomposition methods [2] . For the case that S = Si (see (2) ), Gabay and Mercier [17, 18] proposed the following alternating direction method (augmented Lagrangian method). Given (x k, Ak), compute x k+i >_ 0 (with temporally fixed Ak), such that
and then update
where 7 E (0, 2). This method has been proved to be fairly efficient [17] . We can also use the augmented Lagrangian method to solve the problem with S -$2, by attaching a slack vector y to reform $2 as {(x,y) ER nxR m]Bx-y=b, x>O,y>O}.
This will lead to the amplification of the dimension of subproblem (4). Another decomposition method for solving VI(S, f) with S = $2 is referred to as a method of multiplier in the literature [17] [18] [19] [20] . At each iteration of this method, the new iterate z0 = (~, ~j, ~) E R~_ x R'~ x R m is generated from a given triple w = (x, y, A) E R~_ x R T x R m by the following procedure. First, ~ _> 0 is obtained (with y and ~ held fixed) by solving
and then ~) is produced (with ~ and ~ held fixed) by solving
(in fact, # = max{0, B~ -A -b}). Finally, the multipliers are updated by = A-'y(S~-9-b), where 7 6 (0, (1 + vf5/2)). The convergence proof of this method can be found in [18, 19] . Recently, further properties associated with the alternative direction method of multipliers were investigated in [21] , which are helpful in understanding the algorithm.
However, both subproblems (4) in the augmented Lagrangian method and (7) in the alternating direction of multipliers remain nonlinear asymmetric variational inequalities, they are essentially as difficult as the original one.
The purpose of this study is to develop a new alternating direction method, in which each iteration consists of solving some easier problems. The proposed method alternatively solves a convex quadratic programming with simple constrains (or a equivalent symmetric linear complementarity problem when S --$2) and a well-conditioned system of nonlinear equations with n-variables. In contrast with the original augmented Lagrangian method, to solve such subproblems is much easier than solving a nonlinear asymmetric variational inequality. In addition, the subproblems in the proposed method can be solved by many existing efficient mathematical softwares [22] [23] [24] .
The paper is organized as follows. In Section 2, we give the new alternative algorithm for problem VI(S, f) and some remarks. In Section 3, some inequalities, useful for apprehending the algorithm, are proved and from those inequalities, we get the convergence of our method. Finally, we give a numerical example to demonstrate the ability of the proposed method.
ALTERNATING DIRECTION METHOD
For analysis convenience, we consider the following structured variational inequality problem. Find u* E ~ such that 
The only difference is Y1 = R m when S = S1 and Yi = R~ when S = $2. In other words, the problem of form (1) is a special case of VI(~, F). For constructing the new alternating direction method, we attach problem (8) , (9) with following regular assumptions.
1. f is a continuous monotone operator on R n, i.e., 
It is well known [2, 9, 10] that VI(~, F) is equivalent to finding a solution of the following projection equation:
In other words, our task is to find a zero point of the function
For problem (8) , (9),
In the literature of variational inequalities [2, 6, 9, 10, 25] , He(u) [] is always viewed as an 'error bound', which quantitatively measures how much u fails to be in ~*. The following is our alternating direction method for problem VI(~, F) in form (8) and (9).
A New Alternating Direction Method for VI(Q, F)
Given 7 E (0, 2), ~ > 0, and x ° e R n, set k = 0. For k = 0,1,..., do: Vy' E Y; (13) 
For S = $2 (Yl = R~), problem (16) is equivalent to a symmetric linear complementarity problem
which can be solved by pivotal Lemke method [22] . In both cases S = $1 and S = $2, the solution of subproblem (13) (14) is equivalent to solving ](x) = ck. This is a system of nonlinear equations. Because S is a monotone operator, ] is strictly monotone and
is positive definite, it is easy to apply some triangular decomposition to I + VS(x) while solving ](x) -ck --0 with Newton methods [16, 23, 24] . Indeed, the subproblems in the proposed method are 'easier' in comparison with that in the augmented Lagrangian method.
I ) and q = xk _ f (xk)
quadratic minimization problem with simple constraints
Iin {2 YTMy+qTy ' y E Y }.
Note that for problem VI(~, F) translated from VI(S, f),
Using the equivalence of the variational inequality and its related projection equation, we know that the solution of (13) 
. This is a symmetric LVI that is equivalent to a convex
CONVERGENCE ANALYSIS
For convenience of analysis, in this section, we denote x k, yk, xk+i, and yk+l, which are generated by the proposed method, by x, y, 5:, and ~, respectively. PROPOSITION 1. For any (x*,y*) E f~*, we have
PROOF. From (8) , (9) On the other hand, from (13), we get
Adding the above two inequalities, we obtain
Substituting f(x*) = ATy * in (19), we get
Using the monotonicity (21) PROOF. From the method (see (14)), we have
Using (18) and by a simple manipulation, we get (8), (9) is equivalent to finding a zero point of e(u), we have the following theorem from Proposition 3. THEOREM 1. Let {u k = (x k, yk) } be the sequence generated by the proposed alternating direction method for problem VI(fl, F) in form (8) , (9) . Then we have lim x k =x" and
where u* = (x*, y*) is a solution of (8), (9) . Furthermore, if the matrix A has full row rank, then limk--,oo u k = u*.
PROOF. First, let (~, Y) be a solution point. It follows from (21) and the monotonicity of f that

II x~ -~11 ~ _< I1(~ ~ -~) + (s (x~) -f (~))11 ~ _< II(x ° -~) + (s (x °) -s (~))112 , (22)
and thus, the sequence {x k) is bounded. Hence, {x k} has at least a cluster point. Say x* is a cluster point of {x k } and {x k# } -* x*, we have lira e(x*,y k#) = aim e(xkJ,y kj) =0. j-.o¢ j-.~ Substituting 2 in (22) by x*, we have
IIx ~ -~'11 ~ <_ II(x ~ -~') + (s (~k) _ s(~.)) ii ~. (23)
Since {x k~ } is a subsequence of {xk} and it follows from (23) that
lira II(xkJ -x*) + (S (x~J) -S(~*))I! ~ =0,
Let u* --(x*, 9") be a solution point, then we have AT9 * ----f(x*). Since Hence, to get (24), we need only to show that
From (13), we have and Alternating Direction Method
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Let { (x k, yk) } be the sequence generated by the Mternative method, then the
Adding (25) and (26), we get
Note that the first term of the left side of (27) can be changed to
Furthermore, the second term of the left side of (27) can be changed to
--I[ (f(x) --AT y) _ (f(2) --AT~/)iI 2"
Since f is monotone, we have
From (27)- (30), we obtain
>_0.
Hence, the proposition is proved. | For the sequence {u k} = {(x k, yk)} generated by the proposed method, both the sequences (21) ) and { ll f ( x k) -A T yk ll } are monotonically decreasing, and hence, the method is stable.
A NUMERICAL TEST EXAMPLE
As we mentioned in the introduction, our main interest is to divide a hard problem (here an asymmetric variational inequality) into a series of easier problems (here a series of convex quadratic programming problems and well-conditioned systems of nonlinear equations). For testing the ability of the proposed method, we take an example from [5] . Finding x* E S such that It is easy to verify that VI(S, f) is equivalent to VI(S,/3f). We scale the mapping f by a factor/3 = 0.1. The problem is solved by the proposed method. Note that for this test problem, subproblem (13) is a symmetric monotone linear complementarity problem with six variables, and subproblem (14) is a well-conditioned system of nonlinear equations with five variables. In the implementation, we solve subproblem (13) by using the standard Lemke Algorithm [2] . Subproblem (14) is iteratively solved by Newton method [23] . In each main Newton iteration, we use the solution of the last main iteration as the starting point. The stopping criterion for subproblem (14) is that the max-norm of the residue is less than 10 -s. All codes are written in Matlab and run on a P-]I 400 Personal Computer. The calculations are stopped as soon as II,t _ A uklloo 10-;.
Theoretically, the method is convergent for all relaxation factor "y E (0, 2), in practice, "y should be close to 2 as in most relaxation methods. The test results with different starting points are listed in the following tables. For ~f = 1.8, the numbers of iteration and the CPU-time for different starting points are given in Table 1 . Here, the total Lemke pivot steps and the total Newton steps in the whole iteration process are denoted by lk and nk, respectively. In fact, for this instance, we use only two Lemke pivot steps for subproblem (13) and two ~ three Newton steps for subproblem (14) in each main iteration 1. Table 1 . Numbers of iteration and CPU time with different start points. It seems reasonable that the numbers of iteration are fewer when the starting point is near the solution. Table 2 gives the numbers of iteration for different starting points and different relaxation factor % The results show that the larger the parameter "y E (0,2), the fewer the iteration number is. However, for 7 _> 2, we can easily construct an example to show the divergence. For 7 = 1.8, starting with x ° = (0, 0, 0, 0, 0) T, we can get a very good approximate solution in ten iterations. The same problem was solved in [5] by Taji, Fukushima and Ibaraki (in short TFI method). For VI(S, f), in k th iteration, the TFI method
where Z(x k) E S that solves linear variational inequality 
where G is a symmetric positive definite n x n matrix and ]]. [[G denotes the G-norm in R n,
Under the assumption of F being strongly monotone with module # > 0 on S, i.e.,
and the matrix G satisfying
it was proved that d k is a feasible descent direction of 0G(x) at x k (see [5, We quote the iteration numbers of TFI method and list them together with the numbers of iterations of the proposed method in Table 3 . In TFI method, the matrix G was chosen to be the identity matrix multiplied by 0.01. Table 3 . Iteration numbers by different starting points and methods. For this problem, it seems that the proposed method needs more iterations than TFI method. The reason is that TFI method is a Newton method and is quadratically convergent. Nevertheless, it should be noted that TFI method requires strong monotone assumption. In addition, implementation of TFI method needs an estimation for the strong monotone modulus # that satisfies (34), so that a matrix G with [[G][ < 2# can be chosen to guarantee that d k is a feasible descent direction of OG(x) in (31). This is, however, a difficult task, because there exists no simple way to check whether a mapping is strongly monotone and to estimate the module # (in the case when the strong monotonicity holds). Under proper conditions, the proposed method in this paper seems to be linearly convergent as the augmented Lagrangian method. Instead of the strong monotonicity of f on S, here we need monotonicity of f on R n.
CONCLUSIONS
In this paper, we proposed a new decomposition method for solving asymmetric variational inequalities. The method deals with different problems (both S = $1 and S = $2) in a uniform framework. The existing decomposition methods solve the original problem via solving a series of similar low-dimensional problems, which is essentially as hard as the original one. Our proposed method divides the original problem into a system of linear equations (or a symmetric monotone linear complementarity problem) and a well-conditioned system of nonlinear equations. For such 'easier' subproblems, many excellent numerical methods have been designed in the literature [22] [23] [24] [25] . As Rice pointed out in [26] , the cost of developing just one good program is more than the cost of acquiring several hundred good programs from IMSL, ACM, and similar sources. Hence, it is meaningful to divide the original problem to a series of easier problems, such as convex quadratic programming in (13) and the well-conditioned system of nonlinear equations in (14) , for which there are good programs in software libraries.
