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DBSCAN 聚类算法的研究与改进
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摘要 : 针对“基于密度的带有噪声的空间聚类”(DBSCAN) 算法存在的不足 ,提出“分而治之”和
高效的并行方法对 DBSCAN 算法进行改进. 通过对数据进行划分 ,利用“分而治之”思想减少全
局变量 Ep s 值的影响 ;利用并行处理方法和降维技术提高聚类效率 ,降低 DBSCAN 算法对内存
的较高要求 ;采用增量式处理方式解决数据对象的增加和删除对聚类的影响. 结果表明 :新方法
有效地解决了 DBSCAN 算法存在的问题 ,其聚类效率和聚类效果明显优于传统 DBSCAN 聚类
算法.
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An Improved DBSCAN Clustering Algorit hm
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Abstract : An improved density based spatial clustering of applications with noise (DBSCAN) al2
gorit hm , which can considerably improve cluster quality , is p roposed. The algorit hm is based
on two ideas : dividing and ruling , and ; high performance parallel met hods. The idea of divid2
ing and ruling was used to reduce t he effect of the global variable Ep s by data partition. Paral2
lel p rocessing met hods and t he technique of reducing dimensionality were used to imp rove t he
efficiency of clustering and to reduce the large memory space requirement s of t he DBSCAN al2
gorit hm. Finally , an incremental p rocessing met hod was applied to determine t he influence on
clustering of inserting or deleting data object s. The result s show t hat an implementation of t he
new met hod solves existing problems t reated by t he DBSCAN algorit hm : Bot h the efficiency
and t he cluster quality are bet ter t han for t he original DBSCAN algorit hm. Key words : cluste2
ring ; DBSCAN ; partition ; parallel
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数据挖掘技术目前已成为数据库技术的一个
研究热点 , 在许多领域得到广泛应用[123 ] . DB2
SCAN [4 ]算法是聚类分析中基于密度的聚类算





法[ 7 ]的基础. 但是 ,由于它直接对整个数据库进行
操作 ,聚类时使用了一个全局性的表征密度的参
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数 ,因此 ,具有两个比较明显的弱点 : 1) 当数据量
增大时 ,要求较大的内存支持 , I/ 0 消耗也很大 ; 2)
当空间聚类的密度不均匀 ,聚类间距离相差很大




SCAN 算法进行实验比较 ,结果表明 ,新算法高效
可行.
1 DBSCAN算法存在的问题





2) 输入参数敏感. 确定参数 Ep s , MinPt s 困
难 ,若选取不当 ,将造成聚类质量下降.
3 ) 由于在 DBSCAN 算法中 , 变量 Ep s ,
MinPt s 是全局惟一的 ,当数据分布不均匀时聚类
质量较差.
针对 DBSCAN 算法存在的问题 ,虽然已有一




针对 DBSCAN 算法对输入参数 (聚类半径
Ep s ,聚类点数 MinPt s)敏感问题 ,作如下处理.
由于参数的设置通常是依赖经验 ,当数据密度
相差较大和类间距离分布不均匀时 ,很难选取一个
合适的 Ep s 值来进行聚类且得到比较准确的结
果. 因此 ,事先确定算法的参数值大小是不可取的 ,
应在聚类过程中根据聚类结果的好坏对参数进行
适当的调整. 比如选择适当的评价函数作为评价聚
类结果的尺度. 反复调整算法的参数 ,重新聚类 ,直
到聚类结果满足要求.
尽管 DBSCAN 算法提供了利用绘制降序 k2





个簇 ,按簇边缘 →簇核心 →簇边缘的顺序排序. 这
样 ,该对象序列就可以反映出数据空间基于密度的
簇结构信息. 基于这些信息可以容易地确定合适的











局参量 Ep s ,从而能够更好地聚类 ,得到较好的结
果.
4) 在绝大多数聚类结果不理想的情况下 ,是







数 Ep s 的变化对聚类结果的影响 ,就被最后的合
并过程屏蔽掉.
可以考虑以下两种方式进行改进 :
1) 并行化[9 ] . 从 DBSCAN 算法可以看出 ,全
局变量 Ep s 值影响了聚类质量 ,尤其是数据分布
不均匀时. 因此 ,考虑对数据进行划分 ,每一个划分
中的数据分布相对较均匀 ,根据每个划分中数据的
分布密集程度来选取 Ep s 值. 这样一方面降低了
全局变量 Ep s 值的影响 ,另一方面由于具有多个
划分 ,因此考虑并行处理 ,从而提高聚类效率 ,也降
低了 DBSCAN 算法对内存的较高要求.



















提供了 5 种内部聚集函数 count () ,sum () ,avg () ,










则无法看出数据点的分布情况. 组数 ( m) 和数据
点 ( n) 之间一般应该满足




从而求出该区间内的点的密度情况 ,如图 1 所示.
图 1 　数据在 X 轴的分布密度





位置确定划分点. 在划分中 , 给定一阀值λ,用来决
定是否需要在相邻的两个波峰之间确定一个划分
点 ,用向量 ( L 1 , S0 , L 2 ) 来存储相邻的两个最大值
点 L 1 (波峰) 和 L 2 (波峰) 以及相邻两个波峰之间
的波谷 S0 ,当 | L 1 - L 2 | >λ时 ,在 S0 所对应的坐
标轴上的点处进行划分 ,所有这些坐标轴上的点构
成集合 S , S 中存储了所有的划分点. 从图 1 中的曲
线可以看出 , X1 , X2 为相邻的两个波峰值 ,而且这
两个波峰值相差较大 ,因此 ,可以在波谷位置确定
划分点为 Xp . 分别对 X , Y 轴作划分步骤 ,确定划
分点. 从图 1 中可以看出 ,并不是所有的情况都需
要进行数据的划分 ,当发现数据的分布密度相差不
大时 ,就不需要进行划分 (连续分布时) .
当出现下面 3 种情况时 : 1) 数据分布密度为





分. 假设处理机数目为 N 个 , 在某一维上划分了
Ki ( i = X 或 i = Y) 个区域 ,另一维上平均划分成
N/ Ki 个区域.
若不是上述 3 种情况 ,就需要用上述阀值进行
确定. 但当出现互相包含的环状类和互相缠绕的螺
旋状类时 ,用这种简单的投影到 X , Y 轴的方法并
不见效.
212. 2 数据划分算法 Partition
算法 : Partition 算法
输入 : 二维的样本数据文件 F ,处理机数目 N .
　　输出 : 每维上的划分点 S ( S ≥1) .
1) 根据样本点数确定组数 m 和样本数据中的
最大值 max 和最小值 min.
2) 计算步长 d = max - min
m
.
3) 对 m 个组的每一个执行 :
a. 计算步长密度ρi = 步长之间的点数
总的样本点数
;
b. 存储 m 个向量 (步长起点 , 步长终点 ,ρi ) .
4) 对 m 个组的每一个执行 :/ / 判断ρi 值的变
化情况.
ifρi 没有变化 orρi 呈单调递增 orρi 呈单调递
减
t hen
　　平均进行分配 N/ Ki ; 确定 S 个 ( S =
N/ Ki - 1) 划分点.
else
　　依次判断相邻的两个波峰值之间的差的
绝对值是否大于阀值λ,如果大于 ,记下波谷 S0 对
应的坐标值 S i ;
S = S ∪S i . 　　　　　　
　　5) 输出所有的划分点 S .
对 X 轴和 Y 轴分别采用这种数据划分方法确
定划分点 ,在某一维上可以定义一个划分向量 V i ( i
= X 或 Y) = ( Pi0 , Pi1 , ⋯, Pin ) ,设第 i 维的第 k
区间记为 I ik = [ l ik , hik ] ,这样每一个长方形为2个
不同维区间的笛卡儿乘积 [ l1 k1 , h1 k1 ] × [ l2 k2 ,
h2 k2 ] ,该长方形称之为网格 ,每个网格可以用表达
式 ( l1 k1 ≤x ≤h1 k1 ∧l2 k2 ≤y ≤h2 k2 ) 表示 ,这个网
格可以使用坐标定义为 ( K1 , K2 ) . 这就可实现把
701
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分布较均匀的数据划分到一个长方形的网格中 ,从
而把各个网格分配给多个处理机进行单独的
DBSCAN 聚类. 这样处理之后 , 数据分布较均匀 ,






和求模函数 : CM D ( K1 , K2 ) = ( K1 + K2 ) mod
N ,实现处理机之间分配网格的 ,即坐标 ( K1 , K2 )
的网格被分配给处理机 CM D ( K1 , K2 ) .
算法 :Dallocation 算法.
输入 : 存储在处理机 O 上的数据文件 F ,以及
划分向量 ( Pi0 , Pi1 , ⋯, Pin ) , i = X 或 Y .
输出 :由 Partition 算法产生的网格
1) 对数据文件 F的每个网格 T 执行 :
a . 由 F的划分向量 ( Pi0 , Pi1 , ⋯, Pin ) 计算网
格 T 所属网格的坐标定义 ( K1 , K2 ) ;
b. k = CM D ( K1 , K2 ) ;
c. 把网格 ( l1 k1 ≤x ≤h1 k1 ∧l2 k2 ≤y ≤h2 k2 ) 发
送到处理机 k.
2) 对 N 个处理机的每一个执行 :
处理机 i 接受并存储处理机 O 发送来的网格





算法 ,每一个数据区域可以选取本机的 Ep s 值. 各
个处理机也建立了一个 R 3 树 ,便于区域查询. 具
体过程为 :1) 构建本处理机数据的 R 3 树 ; 2) 选取









了下来 ,如噪声点 ,边界点信息. 类的合并涉及到 3
种情况 :
1) 两个类 A , B 合并 ,当且仅当 :
a. A , B 分别处于相邻的两个网格 PA , PB 中 ;
　　b. 设 Ep s ( A) , Ep s ( B)分别是网格 PA , PB 的
Ep s 值 ,Ep s ( PA , PB ) = min{ Ep s ( A) , Ep s ( B) } ,




类 C 的边界点 ,此时需要把噪声点 N 归到该类 C
中. 当噪声点 N 满足以下条件时就进行归并 :
a. 类 C和噪声点 N 分别处在两个相邻的网格
中 ;
b. 设 EC 是类 C 中的边界点 ,如果边界点和噪





Ei ,如果噪声点 Ei 和其它噪声点 E j 之间的距离小






影响系统中已经存在的类. 可能会出现 : 1) 有的
类元素减小 ; 2) 新增加一些类 ; 3) 出现一些新的








面 ,如果数据一更新 ,就重新聚类 ,这一点在时间效
率上也不允许 ,因为数据的更新会经常发生 ,而且
在大型数据库中这样做也不现实.




对象而成为核心对象. 当增加了数据对象 P ,则 P
的邻域内原来是边界点或者噪声点的那些点可能
变成核心对象 ,相应会建立新的密度相连的链 ,当
删除 P ,原来 P 的 Ep s 邻域内的核心对象可能会
成为非核心对象 ,原来的一些密度相连的链就会被
801






2) 原来的一些噪声点和新增加对象 P 建立一
个新的类别.
3) 新增的对象 P 成为原来某类中的一个对
象.














DBSCAN 时间复杂度为 O( n2 ) , 其中 n 为数
据对象数目. 当 n很大时 ,DBSCAN算法耗时 TD 为
n2 t. 改进的算法耗时主要在局部聚类及聚类合并
时交叠区点集聚类信息传输上 , 而数据传输并行
执. 设 k 为数据分区数 ,φ为交叠比 ,因为数据近似
均匀划分 ,每个节点上对象数目为 [ n(1 +φ) ]/ k ,
又设传输一个整数 (对象聚集结果用整数表示) 的
时间为 T ,则数据传输所花时间为 nφT/ k ,不考虑
聚类合并耗时 , 改进的 DBSCAN 耗时 T改进D 为 :









度为 O( nlg n) , 改进的 DBSCAN 加速比为
α= nlg n
nk (1 +φ) [lg n + lg (1 +φ) - log k ] + nφ T
t
. (2)




划分 ,只是划分更加复杂而已. 虽然改进后的 DB2
SCAN 算法其时间复杂度由 3 部分 (数据划分及网
格分配、并行聚类、合并) 决定 ,但把数据划分及网
格分配作为预处理部分 ,其耗时没有计入到算法消
耗的总时间中 ,如同 DBSCAN 算法没有将构建
R 3 2树所花时间 (尽管很花时间) 计入算法总时间
内一样. 若不考虑类的合并耗时 ,在时间复杂性方
面 ,改进后的 DBSCAN 算法时间复杂度与 DB2
SCAN 算法时间复杂度 ( O( nlg n) ) 比较相似. 可
粗略地表示为 O( n1 lg n1 + n2 lg n2 + ⋯+ nk lg nk ) ,
ni ( i = 1 ,2 , ⋯, k) 为各个数据分区的数据对象总
量.
3 实验结果
使用改进后的 DBSCAN 算法对图 2 中的数据
对象进行聚类分析. 根据数据密集程度 ,把数据分
成 3 个区域 (如图 3 所示) . 区域 1 :2105 ≤ x ≤
4133 ∧3 ≤y ≤4166 ; 区域 2 :4133 ≤x ≤7166 ∧
0166 ≤y ≤3 ; 区域 3 :012 ≤x ≤311 ∧0166 ≤y
≤3 .
图 2 　分布不均匀的数据对象
Fig. 2 Non uniformly dist ributed data object s
图 3 根据密度划分的区域
Fig. 3 Area based on density partition
对 3 个区域按 Ep s = 0116 ,0120 ,0123 分别进
行聚类 , 聚类结果如表 1. 若使用统一的 Ep s ,则结
果为表 2.
表 1 不同 Eps 的聚类结果
Table 1 Clustering result of different Eps
区域 Eps 值 聚类结果
1 0. 16 3 个类 ( C1 , C2 , C3 )
2 0. 20 3 个类 ( C4 , C5 , C6 )
3 0. 23 2 个类 ( C7 , C8 )
901
　　　　　　　　　　　　　　　　　　　中国矿业大学学报 　　　　　　　　　　　　　　　第 37 卷
表 2 统一的 Eps 的聚类结果
Table 2 Clustering result of unif ied Eps
Eps 值 聚类结果
0. 20 6 个类 , C1 , C2 , C3 合并成一个类
0. 18 7 个类 , C7 分裂成两个类
结果表明 ,DBSCAN 无论取什么 Ep s 值 ,都无
法得到完全正确的聚类结果 ;而使用改进后的 DB2
SCAN , 由于对 3 个数据分区分别取不同的 Ep s








Fig. 4 Each partition execution time
如果同时使用模拟数据和真实数据进行测试 ,
模拟测试数据集来自 DBSCAN 算法中的 data2
base ,测试的真实数据用的是 SEQUOIA2000 数据
库. 数据量从 2 万到 15 万个点. 测试的硬件环境
是 : P42214 GHZ的 CPU ,主存为 512 M ,硬盘为 80
G ,7 200 r/ min. 软件环境是 : 操作系统为 Mi2
cro sof t Windows 2000 Server ,算法实现的语言为
标准 C + + . 表 3 给出了一组测试结果 ,从中可以
看到 ,改进后 DBSCAN 算法的运行时间快于原始
DBSCAN 算法的运行时间 ,且随着数据量的加大 ,
差距更加明显. 可见新算法是一种效率非常高的聚
类算法. 且当数据量增大时 ,改进后的 DBSCAN 算
法所需时间的增幅比原始 DBSCAN 算法小.
表 3 SEQUOIA2000 数据库的一组测试结果
Table 3 A group of testing results of
SEQUOIA2000 database
数据量 改进后 DBSCAN 算法 原始 DBSCAN 算法
(点数) / 万 需要的运行时间/ s 需要的运行时间/ s
2 0. 13 0. 85
4 0. 32 5. 40
6 0. 66 12. 70
8 0. 98 19. 34
10 2. 05 28. 12
15 3. 70 61. 33
4 结 论
本文对 DBSCAN 算法的优缺点进行了详细分
析和研究 ,分析了聚类质量对输入参数 Ep s 的依
赖. 根据 DBSCAN 存在的问题 ,使用了“分而治之”
和高效的并行算法思想 ,把数据划分成分布均匀的
网格 ,对每个网格单独处理 ,分配网格到多个处理
机共同聚类. 这样一方面克服了全局变量 Ep s 的
影响 ,提高了聚类质量 ;另一方面 ,提高了聚类效
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龙口褐煤萃取后的微孔结构及化学组成变化 张小东⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯









改性黏土对 PET 纳米复合材料结晶性能的影响 陈汉周⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯
摘自《Engineering Village 2》
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