Introduction
In a recent article Raeder [1999] presented a series of MHD simulations using a resistive MHD model to describe the interaction of the terrestrial magnetosphere with the solar wind for due northward interplanetary magnetic field (IMF) conditions. Depending on the initial conditions, the simulated magnetotail remained open for at least 6 hours after the IMF turned from south to north, or remained closed at all times when the simulation started with northward IMF. When an increasing amount of uniform resistivity was added, the magnetotail became closed, and its length decreased with increasing resistivity. At the same time, increasing uniform resistivity diffused the bow shock heavily. Raeder [1999, p. 17,357 ] speculated that models that predict the rapid closure of the magnetosphere and the formation of a steady, finite-length tail are "possibly in error due to numerical resistivity."
The variation of explicit resistivity of Raeder [1999] , intended to mimic the artificial resistivity present in MHD codes, is an interesting exercise. However, we disagree with Raeder's statements about the numerical resistivity being the cause of closed magnetotails for northward IMF. In fact, as it will be described in this comment, there are several reasons to believe that numerical resistivity does not play a role in the formation of closed magnetotails.
In this Comment we point out the following: 1. A number of investigators, using a wide variety of MHD codes, have reported closed configurations for the northward IMF condition. Raeder's [this issue] implication that all these codes are only as accurate as the first-order Rusanov solution, provided by him for comparison, is contradicted both by the marked similarities of some codes (particularly that of Raeder [1999] and that of Fedder and Lyon [1995] ) and by published convergence studies [e.g. Powell et al., 1999] .
2. Closed configurations have been obtained with MHD codes with similar underlying schemes as the approach employed by Raeder [1999] and on meshes more highly resolved than those employed by him [cf. Song et al., 1999] .
3. In the simulations presented by Raeder [1999] , added uniform resistivity simultaneously resulted in closed magnetotails and substantial diffusion of the bow shock (the upstream plasma pressure in the equatorial plane significantly exceeded the thermal pressure of the ambient solar wind).
By interpreting the difference between his results and those of other investigators in terms of numerical resistivity, Raeder [1999] reaches unjustified and incorrect conclusions. In particular, in his simulations, short, closed tails come together with the disappearance of well-defined bow shocks. Since other simulations obtaining closed magnetotails have sharp and well-resolved bow shocks, Raeder's [1999] simulations imply that these results cannot be due to uniform numerical resistivity.
Magnetosphere Simulations for Northward IMF
Over the last 15 years, several groups have published three-dimensional global MHD simulations for steady northward IMF conditions using a variety of numerical methods [Ogino and Walker, 1984; Usadi et al., 1993; Fedder and Lyon, 1995; Raeder et al., 1995; Gombosi et al., 1998; Shao et al., 1998; Song et al., 1999; R. M. Winglee and R. K. Elsen, unpublished manuscript, 1995] . Even though these simulations were carried out with different codes, they obtained very similar magnetic field topologies: (1) reconnection was limited to the two cusp regions and (2) in the noonmidnight meridional plane the last closed field line extended to ∼50 R E . (Fedder and Lyon [1995] 7 Raeder et al. [1995] and Raeder [1999] open later times shortened to ∼ 50 R E [Shao et al., 1998] ). The exception is the result of Raeder et al. [1995] and Raeder [1999] , in which an open magnetotail remained in the noonmidnight meridian even after 6 hours of steady northward IMF. The northward IMF simulations are summarized in Table 1. While the majority is not necessarily right, the fact that six independent codes give similar magnetic topologies implies that a very careful examination of possible factors leading to the difference between models 1-6 and model 7 must be carried out before dismissing models 1-6 as incorrect.
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Recently, Song et al. [1999] published a detailed investigation of the magnetosphere for northward IMF conditions comparing numerical simulations, theoretical models, and observational results. They considered the locations of discontinuities, magnetic topology, and ionospheric and magnetospheric convection patterns, as well as the response of the magnetosphere to various upstream conditions. Song et al. [1999] provided detailed physical justification for closed magnetospheric topology.
All the simulations listed in Table 1 considered a non rotating intrinsic terrestrial dipole with its axis perpendicular to the impinging solar wind flow. The solar wind parameters were slightly different, but n sw = 5 cm −3 , u sw = 400 km/s, and B IMF =(0,0,5 nT) are fairly representative of the solar wind parameters used in the various simulations.
The numerical approaches taken in the models listed in Table 1 vary in a number of details. Models 4-7, however, are based on relatively similar numerical techniques. Models 4, 5, and 7 are based on a high-resolution approach, in which a high-order scheme is a blended with a first-order scheme, by means of a nonlinear switch, or limiter [van Leer, 1979] . In models 4 and 5 a limited approximation is combined with an approximate Riemann solver. Model 4 uses an approximate Riemann solver based on the five waves associated with the fluid dynamics system and treats the electromagnetic effects using the constrained-transport technique [Evans and Hawley, 1988] . Model 7 is similarly structured but without the use of a Riemann solver; a finite difference scheme that is conservative for the fluid dynamics system is combined with the constrained-transport technique. Models 5 and 6 use approximate Riemann solvers based on the waves associated with the full magnetohydrodynamic system . Models 4, 5, and 7 are, due to the high-resolution approach, second-order accurate in smooth regions and locally first-order accurate in discontinuous regions. Model 6 is first-order accurate.
Artificial Resistivity in MHD Simulations
One of the manifestations of truncation error in numerical simulations of ideal MHD is artificial resistivity. Discretization of the ideal MHD equations, whether by finite difference, finite volume or finite element methods, leads to errors proportional to second derivatives of the magnetic field components. These errors, while not directly proportional to physical resistivity, have similar effects. The size of these errors at a particular point in the computational domain depends on: (1) the local mesh resolution, (2) the local order of accuracy of the scheme, (3) the particular choice of flux function used in the scheme, and (4) local values of the plasma properties and their derivatives. Because the errors due to these aspects of a model (particularly the second and fourth) are difficult to quantify with any precision, the size of the numerical errors (including artificial resistivity) is best measured by a mesh-convergence study with a given code. For semidiscrete methods (such as the one employed by model 5) the steady state solution is independent of the time step, and therefore numerical errors depend only on the spatial resolution. In a mesh-convergence study the same case is run on a series of sequentially finer meshes. When the difference between calculations at two successive resolutions is acceptable, the calculation is said to be "meshconverged."
Ideally, an exact solution may be available, in which case the decline of the numerical error can be directly measured. If the error norm is proportional to the pth power of the mesh size, the method can be called pth-order accurate. Understandably, such absolute error studies are only possible for the simplest test problems. For more complicated problems the practice of a mesh-convergence study is accepted as a standard in computational fluid dynamics (CFD). Indeed, several journals do not accept papers that present numerical results on just one grid. Figure 1 shows a mesh-convergence study using the code of model 5 (mesh refinement was achieved by uniformly deviding each cell into eight cells of equal size). A detailed description of this model is given by Powell et al. [1999] . Briefly, it is a parallel, solution-adaptive solver for the ideal MHD equations. It consists of a high-resolution scheme based on a Roe-type solver for the MHD equations (we note that contrary to Raeder's [this issue] assertion, the scheme is second-order accurate in smooth regions, and it does not accumulate ∇ · B errors in closed magnetic field line regions ). Two-dimensional cuts from the results of four separate runs are shown, with the same initial and boundary conditions for each run. The meshes used vary from slightly over 16 thousand cells to over 8 million cells. As can be seen from the plots, the tail is closed for all four resolutions with reconnection limited to very small regions just tailward of the two cusps.
Raeder's [this issue] assertion that "...no convergence toward the true mathematical solution has occurred" is incorrect. This statement is based on the erroneous assumption that any reconnection in ideal MHD codes is inconsistent with solution convergence. However, any numerical discretization will result in errors which have similar effects as numerical resistivity. While these errors decrease with increasing grid resolution, they are always present in any code. As long as the resistivity is not strictly zero, magnetospheric reconnection is primarily controlled by the IMF direction and ionospheric convection. In the mesh-convergence study shown in Figure 1 , reconnection is limited to a few cells just tailward from the cusp. This result is perfectly consistent with a mesh-converged numerical solution.
Raeder [this issue] raises the issue of ∇·B errors in model 5. With respect to this issue we refer to Powell et al. [1999] , and here we only note the following: 1. In model 5, the form of the governing equations solved is consistent with an evolution equation constraining the quantity ∇ · B/ρ to be constant along particle paths. This equation, like all the governing equations, is satisfied to the level of the truncation error of the scheme.
2. Powell et al. [1999] showed that the quantity h∇ · B, where h is the local mesh spacing, does decrease with increased resolution. Since the quantity h∇ · B is the quantity that actually enters in the update equations, the overall numerical error of the scheme, even directly in the vicinity of shocks, decreases with increasing resolution (we note that the sentence quoted by Raeder [this issue] only refers to shock regions). In smooth flow regions, ∇ · B itself decreases with increasing resolution, and so in these regions, the numerical error decreases even more rapidly with increased mesh resolution. The truncation-error-level values of ∇ · B that occur in shocks do not affect the magnetic topology of the flows or the overall second-order nature of the numerical scheme.
3. It was also shown that errors in all primitive quantities, including magnetic field, decreased with the square of the mesh size in smooth regions and linearly with the mesh size in discontinuous regions.
4. In numerical simulations, no portion of the flow is totally cut off from the rest of the flow; even across a theoretically closed stream surface, numerical dissipation connects the flow on one side to the flow on the other side. In fluid dynamics, there used to be a concern that the vorticity in closed regions of flow simulations was not defined and could take on arbitrary values. In practice, that did not happen. Similarly, we see that in plasma simulations, even closed stream surface regions interact with the flow outside them, and there is no accumulation of ∇ · B in the rare cases in which closed stream surfaces occur.
The magnetic topology is basically the same for all resolutions, while the length of the closed tail changes ∼40% from the coarsest resolution to the finest resolution. This calculation, in terms of the configuration of the tail, is clearly mesh-converged. Other details of the solution change somewhat as the solution is more highly resolved; the current structure associated with the bow shock and the tail and the magnetic field lines downstream of the tail are clearly much more highly resolved on the finest mesh than on the coarsest. As the mesh resolution is increased from 16 thousand cells to 8 million cells, the length scale associated with a given cell in the mesh decreases by a factor of 8. Thus, because of the second-order nature of the scheme (which was shown by a mesh-convergence study who presented a detailed description and validation of model 5 ), the artificial resistivity is decreased by a factor of ∼64 in all regions except those where sharp discontinuities occur and the scheme (by design) devolves to be locally first order. In those regions (most notably the bow shock) the numerical error is decreased by a factor of ∼8. Thus, even on the coarsest mesh in the mesh-convergence study, artificial resistivity effects on the magnetic topology are relatively small: reducing the numerical resistivity by more than a factor of 64 led to virtually no change in the gross topology of the tail. Details of the solution change with the higher resolution, but the overall configuration of the tail is basically constant over a dramatic change in mesh resolution.
Raeder [this issue] states that his code is fourth-order in the gasdynamic variables, second-order in the magnetic field components, and second-order in time. The spatial accuracy of a scheme for a system of equations is set by that of the variable being treated with the lowest-order approach; Raeder's [1999] scheme is second-order in smooth regions. Raeder [this issue] verifies this when he states that he has done mesh-convergence tests and found the convergence rate consistent with second-order truncation errors.
It is also important to note that the mesh resolution in several of the models that achieve a closed configuration was equal to or greater than that used in model 7. In particular, the solution-adaptive nature and parallel implementation of model 5 have resulted in the ability to make much more highly resolved calculations than those reported with model 7 (the smallest cell size in typical magnetosphere runs of model 5 varies between 0.0625 and 0.125 R E : this is a factor of 4 to 8 higher resolution than employed by Raeder [1999] ).
Raeder 's [1999] addition of uniform resistivity terms had an important effect that he did not mention. The Earth's bow shock, captured cleanly in other MHD models listed in Table 1 , was extremely diffused, entirely changing the nature of the flow. The plasma pressure in the equatorial plane well exceeds the ambient solar wind pressure out to the inflow boundary. Raeder's statement that these results, with heavily diffused bow shocks, resemble the closed-tail results of models 1-6, and his ensuing conclusion that those codes possibly have high artificial resistivity are specious. The highly resolved shock and tail structure of the 8 million cell result in Figure 1 and the high-resistivity results of Raeder [1999] bear little resemblance to each other.
Whence the Different Configurations?
We have stated that artificial resistivity is an extremely unlikely culprit for the disparity between the results of model 7 on the one hand and models 1-6 on the other. Models 4, 5, and 7 have more similarities than differences in their basic underlying numerical methods. All are high-resolution schemes that are second order in smooth regions and locally first order in discontinuous regions. Thus the overall numerical resistivity in those models will be most closely tied to the mesh resolution, rather than which code is being used. The mesh-convergence study of Figure 1 shows that while details of the current density are highly dependent on the mesh size, the overall topology of the tail is fairly well set even on a coarse mesh.
The simulation presented by Raeder [this issue] is puzzling. He reports that when he runs his code in a first-order accurate mode, he obtains a closed magnetosphere with a tail length of ∼80 R E . This tail length is quite similar to the result of model 6, which employs a Roe solver with firstorder reconstruction. However, when Raeder runs the same code with second-order accuracy, a topologically completely different solution is obtained, and the magnetotail does not close even after 6 hours of steady northward IMF. The meshconvergence study shown in Figure 1 shows that decreasing numerical dissipation results in shorter closed magnetotails. This result is further supported by an additional set of simulations made with model 5 in which we compare results obtained with first and second order Rusanov solvers (see Figure 2 ). The two runs used identical initial and boundary conditions. Both the first and second-order accurate simulations result in a closed magnetotail, and the tail length is considerably shorter in the second-order simulation (the second-order Rusanov solution produced a somewhat longer magnetotail than the second-order Roe-type solver because of the more dissipative nature of the Rusanov solver). The physical reasons for a longer magnetotail in the case of increased numerical dissipation were discussed by Song et al. [1999] . Here we only mention that both increased viscosity and increased particle diffusion through the dayside magnetopause associated with first-order solutions will result in longer magnetotails due to momentum transfer to the magnetosphere.
In our view the dramatic difference between Raeder's first-and second-order accurate runs is puzzling. In our experience, starting with the open-tail configuration of a converged southward IMF solution, then turning the IMF northward, leads to a transient response which ultimately converges to the closed-tail configuration of a converged northward IMF case in ∼2 hours. This process is shown in FigFigure 2 . Comparison of northward IMF simulations with first-and second-order Rusanov methods. The grayscale represents the normalized pressure, white lines are magnetic field lines, and the dark solid line maps the last closed field line. ure 3. In the simulation the northward turning reaches the dayside magnetopause at 48 min (the solar wind speed is 3.76 R E /min). The magnetotail closes approximately an hour later. This is consistent with results obtained with model 4, which showed [Fedder and Lyon, 1995, p. 3634] that after the IMF turns northward "the time required to set up the magnetic cusp structure, the resultant NBZ currents, and the four-cell convection is measured in minutes to tens of minutes and is far less than an hour". The closed magnetotail solution is also consistent with the observations of Newell et al. [1997] , who reported rapid closure of the polar cap for periods of IMF B z > 0 and B z > |B y | conditions. On the other hand, in Raeder's [1999] simulations the mag- netosphere does not show any transition toward a closed-tail configuration even after 6 hours of steady northward IMF. Raeder's results show that in his model, whether the tail is opened or closed is independent of the upstream IMF direction but dependent on the order of accuracy of the scheme. The results of the other models suggest that on the contrary, whether the tail is open or closed depends on the upstream IMF direction, but is independent of the order of accuracy of the scheme.
It would be premature to point to a single factor in the various models as the culprit in bringing about the open configuration for the northward IMF case in one model and the closed configuration in the other six. More study is necessary and should be in the form of careful parametric studies of the various models independent of each other and careful comparisons of the various models on several simple benchmark cases.
Factors that could contribute to the dichotomy in results are the following:
1. Convergence is incomplete to a steady state. Because wave speeds are high in these cases, particularly close to the Earth, time steps are necessarily small in these codes, and convergence can be quite slow.
2. Boris' 1970 correction is used for Models 4 and 7 to decrease the stiffness of the MHD equations associated with the j × B term and to increase the computational time step by more than an order magnitude. By not neglecting the displacement current in Ampère's law, the j × B term in the MHD momentum equation is multiplied by a factor of γ
. Some models artificially lower the speed of light to a few thousand km/s and so significantly decrease the j × B force driving the flow in high Alfvén speed regions. This method increases the computational time step, but it also might change the time evolution of the simulated magnetosphere.
3. Physical boundary-condition models have some variation in the initial and far-field boundary conditions applied in the various models and substantial variation in the inner (ionospheric) boundary condition. These differences could lead to substantial differences in results.
4. Numerical implementation of boundary procedures differs substantially among the models in at what distance the computational domain is truncated and how the physical boundary conditions are implemented numerically.
5. Raeder [1999] uses a nonlinear anomalous resistivity function that is switched on when the local current density exceeds a certain threshold. None of the other models listed in Table 1 uses a similar resistivity model. The effects of various resistivity models on the magnetic topology need to be carefully investigated.
6. There is a small chance that there are two valid solutions for the ideal MHD equations for northward IMF: one closed; one open. This seems unlikely: in the steady state, the problem becomes a pure boundary value problem, leaving no dependence on initial conditions. If the problem is well-posed, the boundary conditions should, in the steady state, entirely determine the solution. This presupposes that there are no regions in the flow that are cut off from the boundaries by, say, a closed stream surface surrounding the region. Of the six factors listed, this seems the least likely cause of the disparity.
Summary
In summary, until a careful study of all of these issues is carried out, it will be difficult to answer the question that heads this section. Major and significant progress has been achieved by the use of a combination of numerical and observational studies, and they should and will continue in the future. However, given that global magnetospheric MHD models give diverging results, it is important to proceed and understand the reasons for the differences: we need to be confident that numerical simulations produce solutions of the model equations and are not distorted by other effects.
