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Abstract
We classify the maximal subloops of finite simple non-associative Moufang loops up to conjugacy with
respect to automorphisms.
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1. Introduction
In this paper we continue the study started in [1] of the properties of Moufang loops using their
relation to groups with triality. Our main purpose now is to give a classification of the maximal
subloops of the unique finite simple non-associative Moufang loops M(q). It was shown in [1]
that there exists a correspondence between the subloops of M(q) and certain subgroups of the
simple group with triality PΩ+8 (q). This correspondence becomes more natural when we bring
into consideration the simple alternative algebra O(q) and its automorphism group G2(q). As a
corollary to our results, we have the following description:
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(i) q2 : PSL2(q), q arbitrary;
(ii) M(PSL2(q),2), q = 3;
(iii) M(q0), q = qk0 , k prime, (q, k) = (odd,2);
(iv) PGL(O(q0)), q = q20 odd;
(v) M(2), q = p odd.
Moreover, all isomorphic maximal subloops of M(q) are conjugate by the group of inner auto-
morphisms Inn(M(q)).
The symbolic notation that we used in Theorem A for each type (i)–(v) of maximal subloops
gives hint of their structure and is explained in detail in Section 7. The group of inner automor-
phisms of a loop is defined in Section 3.
The paper is organized as follows. The next section introduces some notation and basic de-
finitions. In Section 3, we give a brief background on Moufang loops and describe the general
relation between Moufang loops and groups with triality. In addition, we recall the classification
[1] of the subgroups of PΩ+8 (q) that correspond to certain important subloops of M(q) includ-
ing all maximal ones. In Section 4, we state some necessary facts about the Cayley algebra O(q)
and the loops and groups associated with it. Section 5 contains a description of the full auto-
morphism group Aut(O(q)) and some characterization of its elements. The geometry of triality
related to the algebra O(q) is introduced in Section 6. We use this geometry to define explicitly
the triality automorphisms of PΩ+8 (q). The last section contains a description of the maximal
subloops of M(q), the statement of the main result, which is included in Table 5, and a proof of
the main theorem of this article. This theorem implies, in particular, the above Theorem A.
As another corollary to our results, we determine the structure of the normalizer in
Inn(M(q)) ∼= G2(q) of each maximal subloop of M(q) and the explicit number subloops of
each type (see Table 5).
2. Preliminaries
We mostly use standard notation. F = F q denotes the field of q = pn elements, p prime,
and F ∗ is the multiplicative group of F . Throughout put d = (2, q − 1). For elements x, y in a
group G, we put [x, y] = x−1y−1xy, xy = y−1xy, x−y = (x−1)y . If ϕ is an automorphism of G
and x ∈ G then xϕ is the image of x under ϕ. Expressions like xϕ, [x,ϕ], etc., are to be regarded
in the semidirect product G : Aut(G). In particular, xϕ = ϕ−1xϕ. The commutator subgroup and
the center of G are G′ and Z(G), respectively. If G acts by permutations on a set X then xG
denotes the G-orbit of an x ∈ X and we say that the elements of xG are G-conjugate to x. If
X0 ⊆ X then NG(X0) = {g ∈ G | X0g = X0}.
A vector space V over F equipped with a quadratic form Q :V → F is called an orthogonal
space. The form Q is called non-degenerate if the set{
v ∈ V | fQ(v,w) = 0 for all w ∈ V
}∩ {v ∈ V | Q(v) = 0}
contains only the zero vector of V , where fQ is the bilinear form associated with Q, i.e.,
fQ(v,w) = Q(v + w) − Q(v) − Q(w). For v ∈ V , we call Q(v) the norm of v and say that
v is (non-)singular if it has a (non-)zero norm. If X ⊆ V then X⊥ = {v ∈ V | fQ(v, x) = 0 for
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fQ-orthonormal (Q-orthonormal ) if fQ(vi, vi) = 1 (Q(vi) = 1) for all i. A subspace W  V
is called non-degenerate if Q|W is a non-degenerate quadratic form on W and totally singular
(t.s.) if Q vanishes on W . A non-degenerate orthogonal space (V ,Q) of even dimension 2m is
said to have type ‘+’ or ‘−’ if all maximal t.s. subspaces of V have dimension m or m − 1, re-
spectively. By definition, an m-subspace of V is a subspace of dimension m. If m is even then an
m-subspace W of V , where  = ±, is a non-degenerate m-subspace such that (W,Q|W) is an
orthogonal space of type . For q odd, a +1-subspace (−1-subspace) is the 1-subspace spanned
by an element of V whose norm is a square (non-square) in F ∗. For q even, a +1-subspace is an
arbitrary non-degenerate 1-subspace. A decomposition V =⊕i Vi of V into the orthogonal sum
of m-subspaces Vi is called an m-decomposition.
An involution a → a of a ring A is an anti-automorphism of A satisfying a = a for all a ∈ A.
Let V be a left A-module, where A is a commutative ring with involution. A transformation
f :V → V is called A-semilinear if it is additive and f (av) = af (v) for all v ∈ V , a ∈ A.
A form k :V ×V → A is called A-sesquilinear if it is A-linear in the first argument and k(v,w) =
k(w,v) for all v,w ∈ V . In particular, k is A-semilinear in the second argument. The form k is
called non-degenerate if k(v,w) = 0 for all w ∈ V implies v = 0. An A-linear m-form f :V ×
· · · × V → A is called alternating if f (v1, . . . , vm) = 0 whenever vi = vj for some 1  i <
j m.
All groups (loops) we consider are finite. All vector spaces have finite dimension. The sub-
group (subspace) generated by a set X is denoted by 〈X〉. When a field F is to be specified, we
write 〈X〉F . The inverse transpose of a matrix A is A−T . The cyclic and dihedral groups of order
n are Zn and Dn.
A reference of form “(8.iv)” means “item (iv) of Lemma 8.”
3. Groups with triality and Moufang loops
A set M with a binary operation M ×M  (x, y) → xy ∈ M is called a loop if the following
two conditions hold:
(1) for every a ∈ M , the mappings La :x → ax and Ra :x → xa are bijections of M ,
(2) there exists an identity e ∈ M satisfying ex = xe = x for all x ∈ M .
An associative subloop of a loop M is called a subgroup. A subloop H of M is normal if
xH = Hx, (Hx)y = H(xy), y(xH) = (yx)H
for all x, y ∈ M . A loop is called simple if it does not have proper normal subloops or, equiva-
lently, does not have proper homomorphic images (see in [7, p. 60]).
If M is a loop then the multiplication group Mlt(M) is the group of permutations of M gen-
erated by the operators Lx and Rx of left and right multiplication by x in M , the inner mapping
group I(M) is the stabilizer in Mlt(M) of the identity e ∈ M , and Inn(M) = I(M) ∩ Aut(M) is
the group of inner automorphisms of M .
A loop M is called a Moufang loop if, for all x, y, z ∈ M , one (hence, any) of the following
identities hold:
(xy)(zx) = (x(yz))x, ((xy)x)z = x(y(xz)), x(y(zy))= ((xy)z)y.
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group with triality (relative to ρ and σ ) if the following relation holds for every x in G:
[x,σ ] · [x,σ ]ρ · [x,σ ]ρ2 = 1. (3.1)
Denote S = 〈ρ,σ 〉. The triality is called non-trivial if S = 1. Relation (3.1) does not depend on
the particular choice of the generators ρ and σ of S (see [3]) and we will thus speak of a group
with triality S.
Let G be a group with triality S = 〈ρ,σ 〉. Put
M = {[x,σ ] | x ∈ G}, H = CG(σ). (3.2)
It was shown in [1] that M endowed with the multiplication
m.n = m−ρnm−ρ2 for all m,n ∈ M (3.3)
becomes a Moufang loop of order |G : H | which is isomorphic to the loop previously considered
by Doro [3]. We denote by M(G) the loop (M, . ) constructed in this way from a group G with
triality.
Lemma 1. In the above notation, we have
(i) Mρ2 is both left and right transversal of H in G,
(ii) for every g ∈ G, we have g = η(g)ξ(g)ρ2 , where η(g) = gg−ρσ gρ2 ∈ H and ξ(g) =
[g,σ ] ∈ M ,
(iii) for every m ∈ M , the elements m, mρ , mρ2 pairwise commute,
(iv) for every m,n ∈ M , we have m−ρnm−ρ2 = n−ρ2mn−ρ .
Proof. See Lemma 2 in [1] and [3]. 
If G0 G is an S-invariant subgroup of G (in brief, S-subgroup) then M(G0) is a subloop of
M(G). The reverse correspondence is expressed in the following lemma.
Lemma 2. Let G be a group with triality S. Then, for every subloop M0 M(G), there exist
uniquely defined S-subgroups Gmin0 and Gmax0 of G such that M(Gmin0 ) =M(Gmax0 ) = M0 and,
for every S-subgroup G0 G with M(G0) = M0, we have Gmin0 G0 Gmax0 .
Proof. Denote Gmin0 = 〈M0,Mρ0 ,Mρ
2
0 〉. Clearly, Gmin0 is an S-subgroup and it is known that
M(Gmin0 ) = M0 (see proof of Theorem 1 in [1]). Observe that, for every S-subgroup G0 with
M(G0) = M0, we have Gmin0 = [G0, S]. Indeed, the sets [G0, σ ], [G0, ρσ ], [G0, σρ] coincide
with M0, Mρ0 , M
ρ2
0 , respectively. Moreover, [G0, ρ] = [G0, ρ2]σ . Thus, it suffices to show that
[G0, ρ2] ⊆ Gmin0 . For g ∈ G0, we have g−1gρ
2 = (g−1gσ )((gρσ )−1(gρσ )σ )ρ ∈ M0Mρ0 . Thus,
Gmin0 = [G0, S]G0.
Now show that any S-subgroups G1 and G2 with M(G1) = M(G2) = M0 satisfy
M(〈G1,G2〉) = M0. This will imply that Gmax is the subgroup generated by all S-subgroups0
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Put m1 = [g1, σ ] and m2 = [g2, σ ]. Then m1,m2 ∈ M0. Write g2 = hmρ
2
2 , where h = η(g2) ∈
G2 ∩H (see Lemma 1). Using (3.1), (3.3), and Lemma 1, we have
[g1g2, σ ] = mg21 m2 = m−ρ
2
2 h
−1m1hmρ
2
2 m2 = m−ρ
2
2 m0m
−ρ
2 , (3.4)
where m0 = mh1 . Note that Mh0 = M0, since M0 = {[σ,g] | g ∈ G2} and h ∈ G2 ∩H . In particular,
m0 ∈ M0. Then (3.4) and (1.iv) imply that [g1g2, σ ] = m0.m2 ∈ M0. 
A subgroup of G is called S-maximal if it is maximal among the S-subgroups of G. We
obtain the following obvious corollary to Lemma 2.
Corollary 3. If G1 = G2 are S-maximal subgroups of G then M(G1) =M(G2).
It is well known that the finite simple group G = PΩ+8 (q) is a group with triality relative to
its group of graph automorphisms S ∼= S3 and the corresponding Moufang loop M(G) is a simple
loop (see also Lemma 16 below). We will denote by M(q) an abstract Moufang loop isomorphic
to M(PΩ+8 (q)). As was shown by Liebeck [5], the loops M(q) for q = pn are the only simple
non-associative Moufang loops and PΩ+8 (q) are the only (finite) simple groups with triality.
Namely, the following result holds:
Lemma 4. If G is a finite non-abelian simple group with non-trivial triality S = 〈ρ,σ 〉 then
G = PΩ+8 (q) and S is conjugate in Aut(G) to the group of graph automorphisms of G which is
isomorphic to S3. If this is the case then M(G) is isomorphic to M(q).
Proof. See [5] and Lemma 4 in [1]. 
In [1], all S-maximal subgroups G0 of G = PΩ+8 (q) were determined up to conjugacy and,
for each conjugacy class, the orders of the corresponding subloops in M(q) were found. We
reproduce these subgroups here in Table 1. Column I lists representatives of the conjugacy classes
in G that contain S-maximal subgroups. The notation here is carried over from [6]. The structure
of the subgroups will be explained later in detail (see proof Theorem 1 below). Column II tells for
which q (with “–” meaning “for all q”) the corresponding subgroup is defined and is S-maximal.
Column III shows “” (“–”) if G0 is always (never) maximal in G, or indicates the specific values
of q for which it is maximal. Columns IV and V give the orders of G0 and the corresponding
subloop M(G0). It was proven in [1] that the latter order does not depend on the choice of an
S-maximal representative in the conjugacy class of G0.
A subgroup of GS that is G-conjugate to S is called a triality S3-complement. An involution
in GS is called a triality involution if it lies in a triality S3-complement.
Lemma 5. For every S-maximal subgroup G0  G, the number of triality S3-complements in
G0S is equal to |M(G0)|2.
Proof. When considering each type of S-maximal subgroups G0 G in the proof of Theorem 2
in [1], we showed that all triality involutions in G0〈σ 〉 are G0-conjugate and, in particular, there
are exactly |M(G0)| of them in each of the cosets G0σ , G0σρ, G0ρσ . Moreover, every pair of
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S-maximal subgroups of PΩ+8 (q)
I II III IV V
G0 Restrictions
on q
Maximality in
PΩ+8 (q)
|G0| |M(G0)|
1. P2 – – 1d2 q
12(q − 1)4(q + 1) 1
d
q3(q − 1)
2. Rs2 –  1d2 q
12(q − 1)4(q + 1)3 1
d
q3(q2 − 1)
3. N1 – – 2d2 q
3(q3 + 1)(q + 1)3(q−1) 1
d
(q + 1)
4. N2 q  4 – 2d2 q
3(q3 − 1)(q − 1)3(q + 1) 1
d
(q − 1)
5. N44 q = p  3 – 212 · 3 · 7 8
6. I+2 q  7 q  7 192d2 (q − 1)
4 4
d
(q − 1)
7. I−2 q = 3 q = 3 192d2 (q + 1)
4 4
d
(q + 1)
8. I+4 q  3 q  3 4d2 q
4(q2 − 1)4 2
d
q(q2 − 1)
9. G12 – – q
6(q6 − 1)(q2 − 1) 1
10. PΩ+8 (2) q = p  3  212 · 35 · 52 · 7 120
11. PΩ+8 (q0) q = qk0 , k prime,
(d, k) = 1
 1
d2
q120 (q
2
0 − 1)(q40 − 1)2(q60 − 1) 1d q30 (q40 − 1)
12. PΩ+8 (q0).22 q = q20 odd  q6(q − 1)(q2 − 1)2(q3 − 1) q30 (q40 − 1)
triality involutions from different cosets in G0S : G0 generates a triality S3 complement, as was
explained in the proof of Lemma 6 in [1]. The claim follows from these remarks. 
Let D = CG(S). By Proposition 3.1.1 in [6], we have D ∼= G2(q). It is clear form (3.2) and
(3.3) that the loop M(G) is D-invariant and D acts by automorphisms on M(G).
Denote by [G0] the G-conjugacy class of G0 G. Note that if G0 is S-maximal then so is
every S-subgroup in [G0]. Moreover, NG(G0) = G0 for every S-maximal G0.
Lemma 6. Let G0 be an S-maximal subgroup of G = PΩ+8 (q). Then the following conditions
are equivalent:
(i) for all S-subgroups P ∈ [G0], the subloops M(P ) M(G) are conjugate by automor-
phisms in D, and hence are isomorphic,
(ii) all S-subgroups in [G0] are D-conjugate,
(iii) |D : G0 ∩D| is the number of S-subgroups in [G0],
(iv) all triality S3-complements in G0S are G0-conjugate,
(v) |G0 : G0 ∩D| = |M(G0)|2.
Proof. Let P1,P2 ∈ [G0] be S-subgroups. If P1 = Pg2 for some g ∈ D then M(P1)=M(P2)g ,
since, for every p1 ∈ P1, we have [p1, σ ] = [pg2 , σ ] = [p2, σ ]g for a suitable p2 ∈ P2. Con-
versely, let M(P1) = M(P2)g and put P0 = Pg2 . Then P0 is S-maximal and, by the above,
M(P0) = M(P2)g = M(P1). Corollary 3 now implies P0 = P1. This shows equivalence of (i)
and (ii). Clearly, (iii) is equivalent to (ii). Equivalence of (iv) and (v) follows from Lemma 5.
Show that (ii) and (iv) are equivalent. Let (ii) hold. If S0 is a triality S3-complement in G0S then
S
g
0 = S for some g ∈ G and Gg0 is an S-subgroup in [G0]. By (ii), Ggh0 = G0 for some h ∈ D.
But then gh ∈ G0, since NG(G0) = G0, and Sgh = Sh = S. Now let (iv) hold. If P ∈ [G0] is0
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h ∈ G0. But then gh ∈ D and Pgh = Gh0 = G0. 
We intend to study in detail what subloops of M(q) arise from S-maximal subgroups of G
and determine which of them are maximal. Using Lemma 6 we will show that all such subloops
are isomorphic and conjugate by automorphisms for every type of S-maximal subgroups of G.
To do this we will need to know explicitly the action of the triality automorphisms on G. For this
reason we invoke the Cayley algebra.
4. The split Cayley algebra
An algebra A is called alternative if (xx)y = x(xy) and (yx)x = y(xx) for all x, y ∈ A.
These identities imply (xy)x = x(yx), which allows us to write xyx without ambiguity. For
every x ∈ A, introduce linear transformations Ux , Lx , Rx of A as follows:
yUx = xyx, yLx = xy, yRx = yx for all y ∈ A. (4.1)
Lemma 7. Let A be an alternative algebra. Then, for all x, y, z ∈ A, we have:
(i) (xy)(zx) = x(yz)x or, equivalently, LyUx = RxLxy , or RyUx = LxRyx ,
(ii) (xyx)z = x(y(xz)) or, equivalently, Lxyx = LxLyLx ,
(iii) z(xyx) = ((zx)y)x or, equivalently, Rxyx = RxRyRx ,
(iv) (xy)z(xy) = (x(yz)x)y or, equivalently, Uxy = LyUxRy ,
(v) (xy)z(xy) = x(y(zx)y) or, equivalently, Uxy = RxUyLx .
Proof. The identities (i)–(iii) are well known (see, e.g., Lemma 2.7 in [4]). For (iv) and (v), see
relation (8) in [8]. 
Given a group Z, a decomposition A =⊕z∈Z Az is called a Z-grading of A if Az1Az2 ⊆ Az1z2
for all z1, z2 ∈ Z. Given an algebra A over a field F with involution, denote by A the Cayley–
Dickson duplication of A, which is the vector F -space A⊕A with multiplication
(a1, b1)(a2, b2) = (a1a2 − b2b1, b2a1 + b1a2). (4.2)
Then A is an algebra with involution (a, b) = (a,−b).
Let O = O(q) be the 8-dimensional Cayley algebra over F . This algebra can be defined as set
of all Zorn matrices (
a v
w b
)
, a, b ∈ F , v,w ∈ F 3 (4.3)
with the natural structure of a vector space over F and multiplication given by the rule(
a1 v1
w1 b1
)
·
(
a2 v2
w2 b2
)
=
(
a1a2 + v1 · w2 a1v2 + b2v1
a w + b w w · v + b b
)
+
(
0 −w1 × w2
v × v 0
)
, (4.4)2 1 1 2 1 2 1 2 1 2
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v · w = v1w1 + v2w2 + v3w3 ∈ F ,
v × w = (v2w3 − v3w2, v3w1 − v1w3, v1w2 − v2w1) ∈ F 3.
We choose the standard basis (e1, . . . , e4, f1, . . . , f4) of O as follows
e1 =
(
1 0
0 0
)
, e2 =
(
0 i
0 0
)
, e3 =
(
0 j
0 0
)
, e4 =
(
0 k
0 0
)
,
f1 =
(
0 0
0 1
)
, f2 =
(
0 0
−i 0
)
, f3 =
(
0 0
−j 0
)
, f4 =
(
0 0
−k 0
)
, (4.5)
where 0 = (0,0,0), i = (1,0,0), j = (0,1,0), k = (0,0,1). Then 1 = e1 + f1 is the unit of O.
We identify F with 〈1〉. The basis elements of O multiply as shown in Table 2.
For x ∈ O define its conjugate x by(
a v
w b
)
=
(
b −v
−w a
)
.
Then conjugation is an involution of O. Introduce a quadratic form Q :O → F as follows:(
a v
w b
)
Q−→ ab − v · w,
and denote by ( , ) the associated bilinear form fQ. Then (4.5) is a standard basis for these forms,
i.e.,
(ei, fi) = 1, Q(ei) = Q(fi) = (ei, fj ) = (ei, ej ) = (fi, fj ) = 0 for 1 i = j  4.
In particular, the norm of an arbitrary element of O is
Q(a1e1 + · · · + a4e4 + b1f1 + · · · + b4f4) = a1b1 + · · · + a4b4.
If the characteristic of F is not 2 then O possesses another equally useful basis. Namely,
suppose for the moment that q is odd and let a, b ∈ F satisfy a2 + b2 = −1. Then the elements
Table 2
Multiplication table of the algebra O
e1 e2 e3 e4 f1 f2 f3 f4
e1 e1 e2 e3 e4 . . . .
e2 . . −f4 f3 e2 −e1 . .
e3 . f4 . −f2 e3 . −e1 .
e4 . −f3 f2 . e4 . . −e1
f1 . . . . f1 f2 f3 f4
f2 f2 −f1 . . . . −e4 e3
f3 f3 . −f1 . . e4 . −e2
f4 f4 . . −f1 . −e3 e2 .
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An alternative multiplication table of O in odd
characteristic
1 ε1 ε2 ε3 ε4 ε5 ε6 ε7
ε1 −1 ε4 ε7 −ε2 ε6 −ε5 −ε3
ε2 −ε4 −1 ε5 ε1 −ε3 ε7 −ε6
ε3 −ε7 −ε5 −1 ε6 ε2 −ε4 ε1
ε4 ε2 −ε1 −ε6 −1 ε7 ε3 −ε5
ε5 −ε6 ε3 −ε2 −ε7 −1 ε1 ε4
ε6 ε5 −ε7 ε4 −ε3 −ε1 −1 ε2
ε7 ε3 ε6 −ε1 ε5 −ε4 −ε2 −1
ε1 = e2 + f2, ε2 = e3 + f3, ε3 = a(e1 − f1)+ b(e2 − f2),
ε4 = ε1ε2, ε5 = ε2ε3, ε6 = ε3ε4, ε7 = ε4ε5, (4.6)
together with 1, form a basis of O and multiply as shown in Table 3. This table is uniquely
restored from the relations
ε2r = −1, εr+1εr+3 = εr+2εr+6 = εr+4εr+5 = εr ,
εr+3εr+1 = εr+6εr+2 = εr+5εr+4 = −εr , εr+7 = εr , (4.7)
where 1 r  7. This new basis is Q-orthonormal and satisfies
ε0 = ε0, εi = −εi for 1 i  7, (4.8)
where we denoted ε0 = 1. In particular, for any a0, . . . , a7 ∈ F ,
Q(a0ε0 + a1ε1 + · · · + a7ε7) = a20 + a21 + · · · + a27 . (4.9)
Let q be arbitrary. The following properties of the Cayley algebra O are well known.
Lemma 8. We have
(i) O is an alternative algebra,
(ii) the space (O,Q) is a non-degenerate orthogonal space of type ‘+.’
For all x, y, z,w ∈ O we have
(iii) Q(xy) = Q(x)Q(y),
(iv) x = x, xy = y x,
(v) Q(x) = xx = xx,
(vi) (x, y) = xy + yx,
(vii) x(xy) = (yx)x = Q(x)y,
(viii) (zx, y) = (x, zy), (xz, y) = (x, yz),
(ix) (x, y)(z,w) = (xz, yw)+ (xw, zy).
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Introduce some important subalgebras of O. Let s ∈ F be such that t2 −st+1 is an irreducible
polynomial in F [t]. Define
M = 〈e1, e2, f1, f2〉, F = 〈1, e2 + f2 + sf1〉, P = 〈e1, f1〉. (4.10)
These are subalgebras of O with involution induced from O. The mapping(
a1 (a2,0,0)
(a3,0,0) a4
)
→
(
a1 a2
a3 a4
)
is an isomorphism between M and the algebra M2(F ) of 2 × 2-matrices over F with involution(
a1 a2
a3 a4
)
=
(
a4 −a2
−a3 a1
)
.
Moreover, F is isomorphic to F q2 whose involution is the Frobenius automorphism a = aq and
P is isomorphic to F ⊕ F whose involution is (a, b) = (b, a).
Denote
wi = ei + fi, i = 1, . . . ,4, w = {w1, . . . ,w4}. (4.11)
Observe that w is a Q-orthonormal set. It is directly verified that
O = M ⊕ Mw3, M = F ⊕ Fw2, M = P ⊕ Pw2,
and, for every triple (A,B,w) ∈ {(O,M,w3), (M,F,w2), (M,P,w2)}, the mapping
A  a = b1 + b2w → (b1, b2) ∈ B ⊕B
is an algebra isomorphism preserving involution, where the multiplication in B⊕B is as in (4.2).
In other words, O ∼= M, M ∼= F, and M ∼= P. Hence, we have the decompositions
O = Fw1 ⊕ Fw2 ⊕ Fw3 ⊕ Fw4,
O = Pw1 ⊕ Pw2 ⊕ Pw3 ⊕ Pw4. (4.12)
Lemma 9. Let A be a subalgebra of O that contains 1. Then
(i) AA⊥ ⊆ A⊥, A⊥A ⊆ A⊥.
For all a, b ∈ A, v,w ∈ A⊥, we have
(ii) v = −v, va = av,
(iii) a(bv) = (ba)v, (vb)a = v(ab),
(iv) (av)w = (vw)a, w(va) = a(wv).
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(iv) For every c ∈ A, we have by (ii) and (8.viii–ix)(
(av)w − (vw)a, c)= (av, cw)− (vw, ca) = (va, cw)+ (vw, ca) = (v, c)(a,w) = 0,
since a ∈ A and w ∈ A⊥. By non-degeneracy of (·,·), we obtain the first relation in (iv). The
second one is obtained by conjugating. 
This lemma implies that
O = M ⊕ Mw3 (4.13)
is a Z2-grading of O and the decompositions (4.12) are Z2 × Z2-gradings of O.
Introduce the projective space PG(O) = {〈x〉 | x ∈ O}. By analogy with the standard notation,
we put
GL(O) = {x ∈ O | Q(x) = 0},
PGL(O) = {〈x〉 ∈ PG(O) | Q(x) = 0},
SL(O) = {x ∈ O | Q(x) = 1},
PSL(O) = {〈x〉 ∈ PG(O) | Q(x) ∈ (F ∗)2}. (4.14)
In particular, PSL(O) is the set of all +1-subspaces of O. By (8.i) and (7.i), we see that GL(O),
SL(O), PGL(O), and PSL(O) are Moufang loops with multiplication induced from O. Note
that {±1} is a normal subgroup of SL(O) and SL(O)/{±1} ∼= PSL(O). Similarly, GL(O)/〈1〉 ∼=
PGL(O). It is easy to see that
∣∣GL(O)∣∣= (q4 − q3)(q4 − 1), ∣∣PSL(O)∣∣= 1
d
q3
(
q4 − 1),∣∣PGL(O)∣∣= ∣∣SL(O)∣∣= q3(q4 − 1).
Let GO(O) be the group of all linear transformations of O that preserve the quadratic form Q.
We also introduce the groups
SO(O) = {g ∈ GO(O) | detg = 1}, Ω(O) = GO(O)′,
PGO(O) = GO(O)/Z(GO(O)), PΩ(O) = PGO(O)′.
Then PΩ(O) is a finite simple group isomorphic to PΩ+8 (q). We denote the image in PGO(O)
of an element g ∈ GO(O) by gˇ.
A reflection rv in a non-singular vector v ∈ O is the linear transformation of O given by
xrv = x − (x, v)
Q(v)
v for all x ∈ O. (4.15)
Lemma 10. Let v,w ∈ O be non-singular. Then we have
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(ii) rv = rw ⇔ 〈v〉 = 〈w〉,
(iii) (rv)g = rvg for every g ∈ GO(O),
(iv) g ∈ GO(O) centralizes rv if and only if 〈v〉g = 〈v〉.
Proof. Straightforward. 
Using (8.vi–vii), we can rewrite
xrv = x − (xv)v + (vx)v
Q(v)
= − 1
Q(v)
vxv. (4.16)
This expression is fundamental in that it relates the action of GO(O) (which is generated by
reflections) with the multiplication in O. In particular, the conjugation in O is the map −r1. The
projective action of generators of PGO(O) on PG(O) is then written as
〈x〉rˇv = 〈vxv〉 for all x ∈ O. (4.17)
We also introduce, for every 〈v〉 ∈ PG(O), the projective analogs U〈v〉, L〈v〉, R〈v〉 of the operators
(4.1) as follows:
〈x〉U〈v〉 = 〈vxv〉, 〈x〉L〈v〉 = 〈vx〉, 〈x〉R〈v〉 = 〈xv〉 for all 〈x〉 ∈ PG(O).
Note that
U〈v〉 ∈ PGO(O) ⇔ 〈v〉 ∈ PGL(O),
L〈v〉,R〈v〉 ∈ PGO(O) ⇔ 〈v〉 ∈ PSL(O).
In fact, whenever 〈v〉 ∈ PGL(O), we have U〈v〉 = rˇ1rˇv by (4.17), which implies U〈v〉 ∈ PSO(O).
Therefore, U〈v〉 ∈ PΩ(O) iff 〈v〉 ∈ PSL(O) and we will show later (6.7) that the same is true for
L〈v〉 and R〈v〉.
The following lemma will be very useful.
Lemma 11. Let x, y ∈ O be non-zero singular elements. Then
(i) xO and Ox are t.s. 4-subspaces of O,
(ii) every t.s. 4-subspace of O has form xO or Ox for some x,
(iii) 〈x〉 = 〈y〉 ⇔ xO = yO ⇔ Ox = Oy,
(iv) a ∈ xO ⇔ xa = 0, and a ∈ Ox ⇔ ax = 0,
(v) (x, y) = 0 ⇔ dim(xO ∩ yO) = 0,
(vi) (x, y) = 0 and 〈x〉 = 〈y〉 if and only if dim(xO ∩ yO) = 2,
in which case xO ∩ yO = x(yO) = y(xO),
(vii) xy = 0 ⇔ dim(xO ∩ Oy) = 3,
(viii) xy = 0 ⇔ dim(xO ∩ Oy) = 1.
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This lemma shows that all t.s. 4-subspaces of O are naturally divided in two equal families:
those of form xO and Ox, any two members belonging to the same family iff they intersect in a
subspace of even dimension.
5. Automorphisms of the Cayley algebra
Every x ∈ O satisfies the quadratic equation x2 − (x + x)x + xx = 0, where x + x and
xx = Q(x) are in F . Clearly, if x /∈ F then the coefficients of a monic quadratic equation sat-
isfied by x are uniquely determined. Therefore, every automorphism f of O must preserve the
form Q, since 1f = 1 also holds. These requirements however are not sufficient to characterize
the automorphisms O. We obtain certain sufficient conditions for a linear transformation of O to
be an automorphism.
Let A ∈ {F,P} be a commutative subalgebra of O defined by (4.10). By Lemma 9 and (4.12),
O is a 4-dimensional left and right A-module with basis w (4.11). Every left A-(semi)linear
transformation f of A⊥ is also right A-(semi)linear, since by (9.i)
(va)f = (av)f = (aτ)(vf ) = (vf )(aτ) (5.1)
holds for every v ∈ A⊥ and a ∈ A, where τ is the identity mapping or the involution of A ac-
cording as f is A-linear or A-semilinear. Put
λ =
{
e2 + f2 + sf1, if A = F,
te1 + t−1f1, if A = P, (5.2)
where s, t ∈ F are such that x2 − sx + 1 is irreducible in F [x] with roots of order q + 1 and t
generates F ∗. Then λ has order q + 1 and q − 1 in the respective cases A = F and A = P. Note
that λ − λ is invertible in A unless A = P and q = 2,3. We will assume that q  4 in this case.
For arbitrary x, y ∈ O, define
kA(x, y) = λ(x, y)− (x,λy)
λ − λ . (5.3)
Lemma 12. We have
(i) kA is an A-sesquilinear form on O,
(ii) kA(x, x) = Q(x),
(iii) w is a kA-orthonormal A-basis of O.
(iv) kA is non-degenerate.
Proof. (i) Let x, y ∈ O. Additivity of kA in both arguments is obvious. By (8.vii–viii),
λkA(x, y)(λ− λ) = λ2(x, y)− λ(x,λy),
kA(λx, y)(λ− λ) = λ(λx, y)− (λx,λy) = λ(x,λy)− λλ(x, y).
Subtracting the right-hand sides, we obtain
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Hence, kA(λx, y) = λkA(x, y). Also,
kA(y, x)(λ− λ) = λ(y, x)− (y,λx) = λ(x, y)− (λx, y),
kA(x, y)(λ− λ) = λ(x, y)− (x,λy) = λ(x, y)− (λx, y).
Summing the right-hand sides, we obtain (λ + λ)(x, y) − ((λ + λ)x, y) = 0. Hence, kA(x, y) =
kA(y, x). These remarks imply that kA is A-sesquilinear.
(ii) Using (8.viii), we have
kA(x, x)(λ− λ) = λ(x, x)− (x,λx) = 2λQ(x)−
(
1, (λx)x
)
= 2λQ(x)−Q(x)(1, λ) = Q(x)(λ− λ).
(iii) Since Awi⊥Awj for i = j , we have kA(wi,wj ) = 0. Also, kA(wi,wi) = Q(wi) = 1 for
1 i  4 by (ii). Thus, w is rA-orthonormal.
(iv) This follows from (iii). 
Although λ appears in the definition (5.3), the form kA depends only on A. Indeed, if A =
〈1, λ0〉F for some λ0 = aλ + b ∈ A with a, b ∈ F , a = 0, then substituting λ0 for λ in (5.3)
defines the same form. This remark allows one to define kA in the excluded cases A = P and
q = 2,3 as well. We will not need this, however.
Note also that A⊥ = 〈w2,w3,w4〉A is a 3-dimensional A-module. For all u,v,w ∈ A⊥ define
tA(u, v,w) = kA(u, vw). (5.4)
Lemma 13. tA is an alternating A-trilinear form on A⊥.
Proof. Additivity of tA in all arguments is obvious. Take u,v,w ∈ A⊥. We have tA(au, v,w) =
atA(u, v,w) for a ∈ A, since kA is A-linear in the first argument. Also, (9.ii) implies tA(u, v, v) =
kA(u,−vv) = −Q(v)kA(u,1) = 0. It remains to show that tA(u, v,w) = tA(v,w,u). By (9.vi),
we obtain
kA(u, vw)(λ− λ) = λ(u, vw)−
(
u,λ(vw)
)
= λ(vu,w)− (λu, vw) = −λ(vu,w)+ (λu, vw),
kA(v,wu)(λ− λ) = λ(v,wu)−
(
v,λ(wu)
)
= λ(vu,w)− (v,w(uλ))= −λ(vu,w)− (wv,uλ).
Subtracting the right-hand sides gives
(λu, vw)+ (wv,uλ) = (uλ, vw)+ (uλ,wv) = (uλ, vw +wv) = (v,w)(uλ,1) = 0,
since uλ ∈ A⊥. Thus, tA(u, v,w) = tA(v,w,u). 
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sidered with respect to Q or kA. In particular, a non-degenerate A-(semi)linear transformation f
of O that preserves the form kA and leaves V invariant also leaves V ⊥ invariant.
Lemma 14. A non-degenerate A-(semi)linear transformation f of O that satisfies 1f = 1 and
preserves the forms kA and tA is an automorphism of O.
Proof. Let f be as stated. Then both A and A⊥ are f -invariant; hence, it is correct to say that f
preserves tA. For arbitrary x, y, z ∈ A⊥, we have
kA
(
xf, (yz)f
)= kA(x, yz) = tA(x, y, z) = tA(xf, yf, zf ) = kA(xf, (yf )(zf )).
Since f is non-degenerate, xf runs through A⊥ as x does. By non-degeneracy of kA, we have
(yz)f = (yf )(zf ). For arbitrary y, z ∈ O the claim holds by A-(semi)linearity and by (5.1). 
This lemma gives a sufficient condition for f to be an automorphism. However, not every
automorphism of O leaves A invariant. To obtain a necessary and sufficient condition, one could
similarly introduce the trilinear form t (u, v,w) = (u, vw) on the 7-dimensional F -space F⊥.
Then any F -linear transformation f of O is an automorphism if and only if it satisfies 1f = 1
and preserves both (·,·) and t . This fact can be proved as Lemma 14 above.
The full group of automorphisms Aut(O(q)) is known to be isomorphic to the Chevalley
group G2(q) of order q6(q6 − 1)(q2 − 1) (see Chapter 2 in [23]). We will require an explicit
form of this 8-dimensional representation of G2(q). Introduce some basic automorphisms of O.
For every C ∈ SL3(q), define
δ0(C) :
(
a v
w b
)
→
(
a vC
wC−T b
)
, (5.5)
and, for every c ∈ F 3, put
δ1(c) :
(
a v
w b
)
→
(
a v
w b
)
+
(
v · c w × c
(b − a)c −v · c
)
+
(
0 0
−(v · c)c 0
)
,
δ2(c) :
(
a v
w b
)
→
(
a v
w b
)
+
( −w · c (a − b)c
−v × c w · c
)
+
(
0 −(w · c)c
0 0
)
.
Then δ0, δ1, δ2 are automorphisms of O. Note that δ1 and δ2 are the exponents (in the sense
of §3 in [24]) of the following derivations of O:
d1(c) :
(
a v
w b
)
→
(
v · c w × c
(b − a)c −v · c
)
, d2(c) :
(
a v
w b
)
→
( −w · c (a − b)c
−v × c w · c
)
.
Let
Φ = {±ω1,±ω2,±ω3,±(ω1 −ω2),±(ω2 −ω3),±(ω3 −ω1) | ω1 +ω2 +ω3 = 0}
be a root system of type G2. We may choose the following root subgroups:
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X−ω1(t) = δ2(t i), X−ω2(t) = δ2(tj), X−ω3(t) = δ2(tk),
Xωi−ωj (t) = δ0(E + tEi,j ), 1 i, j  3, i = j, (5.6)
where t ∈ F ∗, E is the identity 3 × 3-matrix, and Ei,j are the 3 × 3 matrix units. These root
subgroups generate D = Aut(O). Define the short and long fundamental roots to be α = ω2 and
β = ω1 −ω2. Then the system of positive roots of Φ is
Π =
{
ω1 = α + β, ω2 = α, −ω3 = 2α + β,
ω1 −ω3 = 3α + 2β, ω1 −ω2 = β, ω2 −ω3 = 3α + β
}
. (5.7)
In particular, the unipotent subgroup U =∏ω∈Π Xω(t) of D contains δ0(C) for all upper unitri-
angular C. Define also the diagonal subgroup
H = {δ0(C) | C = diag(h1, h2, h3) ∈ SL3(q)}. (5.8)
(For all these notions, see [18]. See also pp. 142–143 in [15].)
The group D = Aut(O) lies in Ω(O) and induces automorphisms of all loops (4.14) associated
with O. We identify D with its image Dˇ in PΩ(O). Note that D commutes with S and thus
coincides with the D = CG(S) introduced after Lemma 5. Indeed, for every 0-point 〈x〉 and
every f ∈ D, we have
〈x〉f σ = 〈xf 〉σ = 〈xf 〉 = 〈xf 〉 = 〈x〉f = 〈x〉σf,
〈x〉fρ = 〈xf 〉ρ = 〈xfO〉 = 〈xO〉f = 〈x〉ρf.
The two actions of D on PSL(O) and M(PΩ(O)) are respected by the isomorphism (6.5), since,
for every m = [g,σ ] ∈M(PΩ(O)), we have(
mf
)
θ = [gf ,σ ]θ = 〈1〉f−1gf = 〈1〉gf = (mθ)f.
We also note that D is the group of inner automorphisms of PSL(O) (see Proposition 2 in [2]). As
follows from [20], the full group Aut(M(q)) is the extension of G2(q) by its field automorphisms.
Table 4
Some maximal subgroups of G2(q)
Type Order Comments
Pα q
6(q − 1)2(q + 1) Parabolic, short root
Pβ q
6(q − 1)2(q + 1) Parabolic, long root
(SL2(q) ◦ SL2(q)). d q2(q2 − 1)2 q = 2
23 ·PSL3(2) 8 · 168 q = p odd
G2(q0) q
6
0 (q
6
0 − 1)(q20 − 1) q = qk0 , k prime
G2(2) 26 · 33 · 7 q = p odd
SL3(q) : 2 2q3(q3 − 1)(q2 − 1) q arbitrary
SU3(q) : 2 2q3(q3 + 1)(q2 − 1) q arbitrary
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quence of the papers [21,22]. The notation is mostly preserved.
6. The geometry of triality
Let P be the polar geometry associated with Q. This geometry consists of objects of four
types: all t.s. 1-subspaces 〈x〉 of O called 0-points of P, all t.s. 2-subspaces of O called lines
of P, all t.s. 4-subspaces of form xO called l-points, and all t.s. 4-subspaces of form Ox called
r-points of P. The incidence between these objects is natural (the inclusion) except that an l-point
is incident with an r-point iff they intersect in a 3-space.
An automorphism of P is a transformation of P that preserves the type of objects and the
incidence relation between them. The group PΩ(O) acts naturally by automorphisms on P and
it is known that the full group Aut(P) is just the extension of PΩ(O) by its field and diagonal
automorphisms (see, e.g., [9, p. 203]).
Remark 15. The group PΩ(O) is faithfully represented as group of permutations on each of
the four types of objects of P. In particular, an element g ∈ PΩ(O) is identity if and only if it
stabilizes all 0-points of P.
The remarkable property of the geometry P, often called triality, is that besides automor-
phisms it also admits transformations that preserve the incidence but permute the three types of
points. These can be defined in the following way. Let ρ be the transformation of P that acts on
the points by the rule
〈x〉 ρ−→ xO ρ−→ Ox ρ−→ 〈x〉, (6.1)
i.e., ρ bijectively maps
{0-points} ρ−→ {l-points} ρ−→ {r-points} ρ−→ {0-points}.
This action is uniquely extended to the lines of P to preserve incidence: for example, if 〈x〉 and
〈y〉 are 0-points on a line l then lρ = xO∩ yO. We also define σ = rˇ1 ∈ PGO(O), i.e., the action
of σ on all objects is induced by the conjugation:
〈x〉 σ−→ 〈x〉, xO σ−→ Ox, Ox σ−→ xO, 〈x, y〉 σ−→ 〈x, y〉. (6.2)
For details, see [11,12]. Clearly, ρ and σ normalize Aut(P) and, in particular, its characteristic
subgroup PΩ(O). We henceforth denote S = 〈ρ,σ 〉, where ρ and σ are defined by (6.1) and
(6.2).
Lemma 16. PΩ(O) is a group with triality S.
Proof. The fact that ρ3 = σ 2 = (ρσ )2 = 1 (identical mappings of P) is obvious from the def-
initions (6.1) and (6.2). Take g ∈ PΩ(O) and let v ∈ O be such that 〈1〉g = 〈v〉. Note that v is
non-singular. Then [g,σ ] = σgσ = rˇv rˇ1 by (10.iii). Hence, for all points 〈x〉, xO, Ox of P, we
have
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(xO)[g,σ ] = (v(Ox)v)rˇ1 = (O(xv))rˇ1 = (vx)O,
(Ox)[g,σ ] = (v(xO)v)rˇ1 = ((vx)O)rˇ1 = O(xv), (6.3)
where we have used (4.17), (7.i), and the fact that v is non-singular. Then
〈x〉[g,σ ]ρ = 〈x〉ρ−1[g,σ ]ρ = (Ox)[g,σ ]ρ = (O(x v))ρ = 〈vx〉,
〈x〉[g,σ ]ρ2 = 〈x〉ρ[g,σ ]ρ−1 = (xO)[g,σ ]ρ−1 = ((v x)O)ρ−1 = 〈xv〉. (6.4)
Therefore,
〈x〉[g,σ ][g,σ ]ρ[g,σ ]ρ2 = 〈vxv〉[g,σ ]ρ[g,σ ]ρ2 = 〈v(vxv)〉[g,σ ]ρ2 = 〈v(vxv)v〉= 〈x〉
for every 0-point 〈x〉 by (8.vii). Remark 15 now implies [g,σ ][g,σ ]ρ[g,σ ]ρ2 = 1 for all g ∈
PΩ(O). 
There are now two ways to associate the simple Moufang loop M(q) with the Cayley alge-
bra O; namely, taking the loops PSL(O) and M(PΩ(O)). We construct an explicit isomorphism
between these loops. Define the mapping
θ :M
(
PΩ(O)
)→ PSL(O) (6.5)
as follows: given an m = [g,σ ] ∈M(PΩ(O)), put mθ = 〈1〉g. Then mθ ∈ PSL(O), since 〈1〉g
is a +1-subspace. Note that
[g1, σ ] = [g2, σ ] ⇔ g1g−12 ∈ CPΩ(O)(σ ) ⇔ 〈1〉g1 = 〈1〉g2
by (10.iv). This implies that θ is well defined and injective. It is also surjective, since PΩ(O) is
transitive on +1-subspaces (see [10, Lemma 2.10.5]). Therefore, for every m ∈M(PΩ(O)), we
have
mθ = 〈v〉 ⇔ 〈x〉m = 〈vxv〉 for all 0-points 〈x〉 ∈ P (6.6)
by the first equality in (6.3).
Lemma 17. θ is a loop isomorphism of M(PΩ(O)) and PSL(O).
Proof. Take m,n ∈ M(PΩ(O)) and write m = [g,σ ], n = [h,σ ] for suitable g,h ∈ PΩ(O).
Let 〈1〉g = 〈v〉 and 〈1〉h = 〈w〉. Note that m−1 = [gσ ,σ ] and
〈1〉gσ = 〈1〉σgσ = 〈1〉gσ = 〈v〉σ = 〈v〉.
Therefore, using (6.3), (6.4), and (7.iv), we have
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for every 0-point 〈x〉 ∈ P. By (6.6), we have (m.n)θ = 〈vw〉 = (mθ)(nθ). 
As a consequence, we have the following useful description:
Corollary 18. Let G0 be an arbitrary S-subgroup of PΩ(O). Then M(G0)θ = 〈1〉G0 , where
multiplication on the orbit 〈1〉G0 is induced from O.
We can also write the action of ρ on M(PΩ(O)) in terms of the operators U〈v〉, L〈v〉, R〈v〉.
Using (6.6), (6.4), and Remark 15 we have
M
(
PΩ(O)
)= {U〈v〉 | 〈v〉 ∈ PSL(O)},
M
(
PΩ(O)
)ρ = {L〈v〉 | 〈v〉 ∈ PSL(O)},
M
(
PΩ(O)
)ρ2 = {R〈v〉 | 〈v〉 ∈ PSL(O)}, (6.7)
and
U〈v〉
ρ−→ L〈v〉 ρ−→ R〈v〉 ρ−→ U〈v〉. (6.8)
7. The maximal subloops of M(q)
First, we introduce 5 types of subloops of the simple loop PSL(O) ∼= M(q). Then we will
show that they exhaust all maximal subloops of this loop.
(1) Maximal parabolic subloop, q arbitrary. Consider all Zorn matrices of the form(
a1 (0, a3, r1)
(r2, a4,0) a2
)
, a1a2 − a3a4 = 1. (7.1)
It can be verified using (4.4) that they form a subloop of SL(O) whose order is q3(q2 − 1). Its
image P in PSL(O) will be called a parabolic subloop of PSL(O). Note that |P | = 1
d
q3(q2 − 1)
and P = q2 : PSL2(q), i.e., P has a normal elementary abelian subgroup of order q2 that corre-
sponds to the matrices (7.1) with a1 = a2 = 1, a3 = a4 = 0; extended by a subgroup isomorphic
to PSL2(q) that corresponds to the matrices (7.1) with r1 = r2 = 0. Note that P is always non-
associative.
(2) M(PSL2(q),2), q = 3. Recall the process of duplication of a group introduced by Chein
in Theorem 1 of [13]. Let H be a group. The set of 2|H | symbols {h, h˜ | h ∈ H } with a new
multiplication ‘ · ’ defined by
g · h = gh, g · h˜ = h˜g, g˜ · h = g˜h−1, g˜ · h˜ = h−1g (7.2)
for all g,h ∈ H becomes a Moufang loop. We denote it by M(H,2). Clearly, H is embedded in
M(H,2) as a normal subgroup of index 2. Fixing an arbitrary u ∈ M(H,2)\H , every element of
M(H,2) is uniquely written as h or h · u for suitable h ∈ H . Then, suppressing the ‘ · ,’ we can
rewrite (7.2) as
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It can be seen that M(H,2) is non-associative iff H is non-abelian.
Now consider the Zorn matrices of the two types(
a1 (a2,0,0)
(a3,0,0) a4
)
, a1a4 − a2a3 = 1,(
0 (0, r1, r3)
(0, r2, r4) 0
)
, r1r2 + r3r4 = −1. (7.4)
They form a subloop of SL(O) which has a subgroup of index 2 isomorphic to SL2(q) formed
by the matrices of the first type. It can be verified that the image of this subloop in PSL(O) is
isomorphic to the duplication M(PSL2(q),2) of order 2d q(q
2 − 1).
(3) Field subloop M(q0), q = qk0 for prime k and k = 2 if q is odd. Clearly, PSL(O) contains a
naturally embedded copy of the loop PSL(O(q0)) with respect to the standard basis {e1, . . . , f4}
of O.
(4) PGL(O(q0)), q = q20 odd. In this case, the field subloop PSL(O(q0)) of PSL(O) is of
index 2 in a larger subloop. Namely, consider the mapping ϕ : GL(O(q0)) → PSL(O(q)) defined
by x ϕ−→ 〈x〉F q . It is well defined as every element in F ∗q0 is a square in F ∗q . It is easy to see
that ϕ is a homomorphism of loops with kernel 〈1〉F q0 . Therefore, PGL(O(q0)) is embedded in
PSL(O(q)) as a subloop of order q30 (q
4
0 − 1).
(5) M(2), q = p is an odd prime. This is the most interesting case as the corresponding
embedding of subloops is cross-characteristic (see Lemma 21 below). Consider the real Cayley
algebra O(R), which can be defined as an 8-dimensional algebra over R with a unit spanned
by the elements {1 = ε0, ε1, . . . , ε7} that multiply as in Table 3. The quadratic form defined by
(4.9) turns O(R) into a Euclidean space. We define the conjugation on the basis by (4.8) and
extend it by linearity. Then O(R) satisfies (8.iii–vii). It was shown in [17] that O(R) contains a
certain set Φ of 240 elements of norm 1, called the units of integral Cayley numbers, which is
multiplicatively closed, contains 1, and such that Φ = Φ . In other words, Φ is a loop. This set
can be defined in terms of an fQ-orthonormal basis {l1, . . . , l8} of O(R), where
l1 = 12 (ε0 + ε3), l3 =
1
2
(ε2 + ε5), l5 = 12 (ε1 + ε7), l7 =
1
2
(ε6 + ε4),
l2 = 12 (ε0 − ε3), l4 =
1
2
(ε2 − ε5), l6 = 12 (ε1 − ε7), l8 =
1
2
(ε6 − ε4), (7.5)
as follows:
Φ =
{±ls ± lt ; 1 s, t  8, s = t,
1
2 (i1l1 + i2l2 + · · · + i8l8); is = ±1, i1i2 . . . i8 = 1
}
. (7.6)
We have changed here the sign of one of Coxeter’s li ’s (see [17, §10]) so that the product i1i2 . . . i8
in (7.6) be equal to 1. Then (7.6) coincides with the standard definition of a root system of
type E8. Call a subset Π ⊂ Φ a fundamental system of roots if
(1) Π is a basis of O(R);
(2) the coefficients of every u ∈ Φ in Π are either all non-negative or all non-positive.
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elements a, b ∈ Π are joined iff (a, b) = −1 and disjoint iff (a, b) = 0 (for all of this, see,
e.g., [18]),
      

l1 − l2 l2 − l3 l3 − l4 l4 − l5 l5 − l6 l6 + l7 − 12 (l1 + · · · + l8)
l6 − l7
(7.7)
Let W be the Weyl group of Φ , which is by definition the group generated by the reflections ru
for all u ∈ Φ . It is known that W is in fact generated by ru for u ∈ Π and is isomorphic to the
double cover 2. PΩ+8 (2).2 (see §4 of Chapter VI in [19]). Let W0 = W ′ ∼= 2. PΩ+8 (2). Note that
W0 = 〈rur1 | u ∈ Π〉 = 〈Uu | u ∈ Π〉. (7.8)
Lemma 19. W0 acts transitively on Φ .
Proof. Take u ∈ Φ . First of all, every u is W -conjugate to a fundamental root in Π (see [18,
Proposition 2.1.8]). Let w ∈ W be such that uw = a ∈ Π . If w /∈ W0, take b ∈ Φ orthogonal
to a, e.g., a fundamental root not joined with a by an edge in (7.7). Then uwrb = a and wrb ∈
W0. Now if a, b ∈ Π are joined by an edge in (7.7) then (a, b) = −1 and arb = a − (a, b)b =
a + b. Similarly, bra = a + b. Hence, arbra = b. Since rarb ∈ W0 and (7.7) is connected, all
fundamental roots are W0-conjugate and the claim follows. 
Lemma 20. W = NGO(O(R))(Φ). In particular, Lu,Ru ∈ W for all u ∈ Φ .
Proof. Let g ∈ GO(O(R)) leave Φ fixed. It is easy to see that Πg is also a fundamental
system of Φ . However, all fundamental systems are W -conjugate by Theorem 2.2.4 in [18],
i.e., Πgw = Π for some w ∈ W . Since gw preserves the scalar product and the diagram
(7.7) has no non-trivial symmetries, gw acts identically on Π , i.e., g = w−1 ∈ W . Clearly,
Lu,Ru ∈ NGO(O(R))(Φ) for all u ∈ Φ and the claim follows. 
Note that all coefficients of every u ∈ Φ in the original basis {ε0, . . . , ε7} belong to
{0,±1,± 12 }. Moreover, it can be seen from (4.16) that all matrix coefficients of every w ∈ W
in the basis {ε0, . . . , ε7} are in Z[ 12 ], since Φ is multiplicatively closed and −Φ = Φ . These re-
marks show that Φ is a subloop of SL(O(Z[ 12 ])) and W is a subgroup of GO(O(Z[ 12 ])). We can
now perform the p-reduction Z[ 12 ]⊗Zp ∼= Fp to identify Φ and W with their respective images
in SL(O) and GO(O) (recall that O stands for O(q) and q = p in the present case). Denote by
Φˇ the image of Φ in PSL(O). Clearly, it is a subloop there of order 120. It is now easy to deter-
mine its isomorphism type. Note that Wˇ0 ∼= PΩ+8 (2) is an S-subgroup of PΩ(O). Indeed, Wˇ0
is σ -invariant since σ = rˇ1 ∈ Wˇ . It is also ρ-invariant by (7.8), (6.8), and Lemma 20. Finally,
the Moufang loop M(Wˇ0) ∼= M(2) is isomorphic by Corollary 18 to 〈1〉Wˇ0  PSL(O) which is
exactly Φˇ by Lemma 19. In other words, we have proved the following result:
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odd prime p.
Observe that the construction given above provides an explicit embedding M(2) ↪→ M(p).
Our aim is to show that the above 5 types of subloops are maximal and the only maximal
subloops of M(q) up to isomorphism, provided the indicated restrictions on q are satisfied. We
will need several auxiliary lemmas.
Lemma 22. The set of element orders of the loop M(q) is the set of all divisors of the numbers
1
d
(q − 1), 1
d
(q + 1), and p.
Proof. For every pair of vectors v,w ∈ F 3, we can find a matrix C ∈ SL3(q) such that both
vC and wC−T are in 〈i〉, where i = (1,0,0). Then the automorphism δ0(C) sends an arbitrary
x ∈ SL(O) of form (4.3) to an element of the first form in (7.4). This shows that every element
of PSL(O) is conjugate by an automorphism to an element of the subgroup PSL2(q) PSL(O).
Hence the set of element orders of M(q) is equal to that of PSL2(q), which is known to consist
of all divisors of the numbers 1
d
(q − 1), 1
d
(q + 1), and p (see [16]). 
Lemma 23. The subloops of PSL(O(q)) of the types 1–5 above are not embedded into each
other, provided the indicated restrictions on q are satisfied.
Proof. Suppose that M and N are subloops of types 1–5 and M < N . By Lagrange’s theorem
(see [1]), |M| divides |N |. It can be seen that only the following cases are possible:
(a) q is even, N is parabolic, and either M = M(PSL2(q),2) or q = q20 and M is a field
subloop of order q30 (q
4
0 − 1). Then M must intersect non-trivially the normal 2-subgroup of N .
However, M itself does not have normal 2-subgroups, a contradiction.
(b) q = p is an odd prime, M ∼= M(2), and N is either M(PSL2(q),2) or parabolic, and 120
divides |N |. The embedding M <N is impossible, since the composition factors of N are groups
while M is simple and non-associative.
(c) q = q20 , M = M(PSL2(q),2) and N is a field subloop PSL(O(q0)) or PGL(O(q0)) accord-
ing as q is even or odd. In both cases PSL2(q) must be a subgroup of PSL(O(q0)). However, the
group PSL2(q) contains an element of order 1d (q+1) which PSL(O(q0)) does not by Lemma 22,
a contradiction.
(d) q = p = 5, N = M(2), and M = M(PSL2(5),2). Although both N and M have or-
der 120, they are non-isomorphic as the former is simple and the latter has a normal subloop
of index 2. 
We note that when q = 3, the subloop M(PSL2(3),2) M(3) is isomorphic to a parabolic
subloop of M(2)M(3) and thus is not maximal (see [14]).
Introduce some more definitions. Given a +4-decomposition O = V0 ⊕ V1, define
L(V0 ⊕ V1) = {l ∈ P | l ⊆ V0 ∪ V1}. (7.9)
Given an 2-decomposition O = V1 ⊕ V2 ⊕ V3 ⊕ V4, where  = ±1, define
L(V1 ⊕ · · · ⊕ V4) = {l ∈ P | l ⊆ Vi ⊕ Vj for 1 i < j  4}. (7.10)
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S-invariant.
Lemma 24. We have
(i) If a +4-decomposition O = V0 ⊕ V1 is a Z2-grading then it is S-invariant.
(ii) If an 2-decomposition O = V1 ⊕ · · · ⊕ V4 is a Z2 × Z2-grading then it is S-invariant.
Proof. (i) Let x ∈ Vi for i ∈ Z2. Write x = y0 + y1, where yj ∈ Vj . Then xx = xy0 + xy1 ∈ V0.
Thus xyi+1 = 0. In particular, if x is invertible then yi+1 = 0 and x = yi ∈ Vi . Note that Vi
contains a basis consisting of invertible elements. By linearity, we have Vi = Vi for i ∈ Z2.
Hence, L(V0 ⊕ V1) is σ -invariant.
Let l = 〈x, y〉 ⊆ Vi . First, suppose xy = 0. By Lemma 11, if l ⊆ Oz for some singular z
then 〈z〉 ⊆ lρ. Moreover, xz = yz = 0; hence, (x, z) = (y, z) = 0 and z ⊆ l⊥ = l ⊕ Vi+1. Write
z = ax + by +w, where a, b ∈ F , w ∈ Vi+1. Then
xz = bxy + xw = 0, yz = ayx + yw = 0.
By the first part of the proof, xy, yx ∈ V0 and xw,yw ∈ V1. Hence, bxy = ayx = 0. By assump-
tion, a = b = 0; i.e., z ∈ Vi+1 and l ⊆ Vi+1.
Now, suppose xy = 0. By Lemma 11, x ∈ Oy and y ∈ Ox. Hence, l = Ox ∩ Oy. It follows
that lρ = 〈x, y〉 = lσ ⊆ (Vi)σ = Vi by the first part.
(ii) Let l ∈ L(V1 ⊕ · · · ⊕ V4). Then l ⊆ Vi1 ⊕ Vj1 for some 1  i1 < j1  4. Let {i2, j2} ={1,2,3,4}\{i1, j1}. Put Wk = Vik ⊕ Vjk , k = 1,2. Clearly, O = W1 ⊕ W2 is a Z2-grading of O
and l ∈L(W1 ⊕W2). By (i), ls ∈L(W1 ⊕W2) ⊆L(V1 ⊕ · · · ⊕ V4) for every s ∈ S. 
We can now describe the main result of this paper which is contained in Table 5 and proved
in Theorem 1 below. We show that, for every type of S-maximal subgroups G0 from Table 1, the
corresponding subloops M(G0) of M(q) are D-conjugate and hence isomorphic. (Recall that
D = Inn(M(q)) is the subgroup of Aut(M(q)) isomorphic to G2(q).) The isomorphism type of
M(G0) is shown in column III of Table 5. For convenience, we repeat in columns II and IV the
restrictions on q and the order |M(G0)| from Table 1. Column V shows “” (“–”) if M(G0)
is always (never) maximal in M(q) or gives the specific values of q for which it is maximal.
The normalizer in D of M(G0) is given in column VI. The number of subloops of M(q) that
correspond to S-maximal subgroups of a given type is shown in column VII.
In particular, all maximal subloops of M(q) are classified up to isomorphism.
Henceforth, we denote G = PΩ(O).
Theorem 1. Table 5 holds.
Proof. We proceed with a case-by-case analysis of the groups from Table 1.
1. G0 is a P2-subgroup. The parabolic subgroup P2 is the normalizer in G of three totally
singular subspaces p0, pl , pr of O, where p0  pl ∩ pr , dimp0 = 1, dimpl = dimpr = 4, and
dimpl ∩pr = 3. By Lemma 11, P2 has a nice interpretation in terms of the polar geometry P. It
is exactly the normalizer of a triple (p0,pl,pr) of pairwise incident 0-, r-, and l-points of P. For
brevity, call such a triple a triangle. Clearly, if a triangle is S-invariant then so is the correspond-
ing parabolic subgroup. By (11.iv), (6.1), and (6.2), it is easy to see that a triangle is S-invariant
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6 − 1)/(q − 1)
α (q
6 − 1)/(q − 1)
U3(q) : 2 12 q3(q3 − 1)
L3(q) : 2 12 q3(q3 + 1)
3 ·PSL3(2) 11344 q6(q6 − 1)(q2 − 1)
q − 1)2. (S3 × 2) 112 q6(q4 + q2 + 1)(q + 1)2
q + 1)2. (S3 × 2) 112 q6(q4 + q2 + 1)(q − 1)2
SL2(q) ◦ SL2(q)). d q4(q4 + q2 + 1)
1
2(q0) |G2(qk0 ) : G2(q0)|
2(q0) q
6
0 (q
6
0 + 1)(q20 + 1)
2(2) 112096 q
6(q6 − 1)(q2 − 1)Table 5
The subloops of M(q) associated with S-maximal subgroups of PΩ+8 (q)
I II III IV V V
G0 Restrictions
on q
Isomorphism
type of M(G0)
|M(G0)| Maximality
in M(q)
N
1. P2 – Non-maximal
parabolic
1
d
q3(q − 1) – P
2. Rs2 – Maximal
parabolic
1
d
q3(q2 − 1)  P
3. N1 – Z 1
d
(q+1)
1
d
(q + 1) – S
4. N2 q  4 Z 1
d
(q−1)
1
d
(q − 1) – S
5. N44 q = p  3 Z2 × Z2 × Z2 8 – 2
6. I+2 q  7 M(D 2
d
(q−1),2)
4
d
(q − 1) – (
7. I−2 q = 3 M(D 2
d
(q+1),2)
4
d
(q + 1) q = 2 (
8. I+4 q  3 M(PSL2(q),2) 2d q(q2 − 1) q  4 (
9. G12 – 〈1〉 1 – D
10. PΩ+8 (q0) q = qk0 , k prime,
(d, k) = 1
M(q0)
1
d
q30 (q
4
0 − 1)  G
11. PΩ+8 (q0).22 q = q20 odd PGL(O(q0)) q30 (q40 − 1)  G
12. PΩ+8 (2) q = p  3 M(2) 120  G
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Then, by Table 2, we have p0 = 〈e4〉, pl = e4O = 〈e1, e4, f2, f3〉, pr = Oe4 = 〈e4, f1, f2, f3〉.
We may assume that G0 is the parabolic subgroup corresponding to this triangle. Thus, G0 is
S-invariant. In the proof of Theorem 2, item 1 in [1], we showed that G0 acts transitively on the
+1-subspaces in
(pr ∩ pl)⊥ = 〈e1, e4, f1, f2, f3〉. (7.11)
(The choice of G0 and the notation of [1] were different, but it is irrelevant.) Note that 〈1〉 is in
(7.11). By Corollary 18, the subloop M(G0) is isomorphic to the orbit 〈1〉G0  PSL(O), i.e., the
set of all +1-subspaces contained in (7.11). Hence, this subloop is the image in PSL(O) of the
subloop of SL(O) consisting of all elements of (7.11) of norm 1, i.e., the Zorn matrices of the
form (
a (0,0, r1)
(r2, b,0) a−1
)
, a, b, r1, r2 ∈ F , a = 0. (7.12)
This is obviously a subloop of (7.1). We will call this subloop non-maximal parabolic. It has the
structure q2 : q : (q − 1)/d .
Show that up to isomorphism it is a unique subloop arising from S-subgroups in [G0]. It is
directly verified that e4 is stabilized by the following subgroups of D: the positive root subgroups
Xω(t) for ω ∈ Π (see (5.7)), the diagonal subgroup H (see (5.8)), and the subgroup X−β(t). In
particular, the parabolic subgroup Pβ = 〈U,H,X−β(t)〉 of D stabilizes the triangle (p0,pl,pr).
However, Pβ is maximal in D by Table 4. Therefore, Pβ = G0 ∩D. Since
|G0 : Pβ | =
1
d2
q12(q − 1)4(q + 1)
q6(q − 1)2(q + 1) =
1
d2
q6(q − 1)2 = ∣∣M(G0)∣∣2,
Lemma 6 and Corollary 3 imply D-conjugacy and isomorphism of all subloops arising from
S-subgroups in [G0] and that the number of such subloops in M(q) is |D : G0 ∩D| = (q6 − 1)/
(q − 1). Note that this coincides with the number of 0-points 〈x〉 of P with x2 = 0 (the so-
called absolute points of the geometry P) and the above discussion enlightens the one-to-one
correspondence between such points and the non-maximal parabolic subloops of M(q).
2. G0 is an Rs2-subgroup. The parabolic subgroup Rs2 is the normalizer in G of a totally
singular 2-subspace of O, i.e., a line l of P. Thus S-invariant lines of P correspond to S-invariant
subgroups in [G0]. Let l = 〈x, y〉. Since lσ = 〈x, y〉 and lρ = xO ∩ yO, it can be seen from
Lemma 11 that l is S-invariant iff x2 = y2 = xy = 0. In particular, we may put l = 〈f2, e4〉 and
G0 = NG(l). Then G0 is S-invariant. We showed in [1] (see item 2 of proof of Theorem 2) that
G0 is transitive on +1-subspaces in l⊥ = 〈e1, e3, e4, f1, f2, f3〉. By Corollary 18, the subloop
M(G0) ∼= 〈1〉G0 is the image in PSL(O) of the set of elements of l⊥ of norm 1, which are
precisely the Zorn matrices (7.1).
As in the previous case, it is directly verified that l is normalized by the following subgroups of
D: all positive root subgroups Xω(t), the diagonal subgroup H , and X−α(t). Since the parabolic
subgroup Pα = 〈U,H,X−α(t)〉 is maximal in D, we have G0 ∩ D = Pα . As above, we have
|G0 : Pα| = |M(G0)|2; hence, all subloops arising from S-subgroups in [G0] are D-conjugate
by Lemma 6. Corollary 3 implies that the number of maximal parabolic subloops in M(q) is
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S-invariant lines (which are the absolute lines of P) and maximal parabolic subloops of M(q).
3–4. G0 is an N1- or N2-subgroup. In the latter case, assume q  4. To treat these two
cases uniformly, we slightly change the notation used in [6]. Let  = ±1. By definition, an
R2-subgroup of G is the normalizer NG(W) of an 2-subspace W of O. An F−2-subgroup
is the image in G of the normalizer of an irreducible subgroup of Ω(O) isomorphic to SU4(q).
An F+2-subgroup (called Is4-subgroup in [6]) is the stabilizer of a decomposition of O into the
direct sum of two t.s. 4-subspaces. If K is either an R2 subgroup or an F2-subgroup then η(K)
denotes the unique cyclic normal subgroup of K of order r , where r is the largest prime divisor of
(q−)/d . By definition, a subgroup N G is an N1-subgroup (called N1-subgroup for  = −1
and N2-subgroup for  = +1 in [6]) if N = R∩F , with R an R2 subgroup, F an F2-subgroup,
and [η(R), η(F )] = 1.
We explain a geometric interpretation of F2- and R2-subgroups of G. Let A = F if  = −1
and A = P if  = +1. By (4.12), O is a left A-module of dimension 4 with A-basis w (see (4.11)).
We denote this module by Wl . Introduce a form kA on Wl defined by (5.3). By Lemma 12, w is
kA-orthonormal and kA(w,w) = Q(w) for all w ∈ Wl . Hence, the subgroup G1 of GL(Wl)
consisting of the A-linear maps that preserve kA is naturally embedded into GO(O). We identify
G1 with its image in GO(O). Observe that G−1 is the unitary group GU(W−l) ∼= GU4(F ). Also,
there is an obvious natural isomorphism between GL(W+l ) = GL4(P) and GL4(F ) × GL4(F )
under which G+1 is mapped onto the subgroup {(C,C−T ) | C ∈ GL4(F )} ∼= GL4(F ). In brief,
G1 ∼= GL4(F ).
Since the involution in A is induced by −rw1 , the element δ = −rw1rw3rw2rw4 ∈ Ω(O) nor-
malizes G1 and induces in it the contragredient automorphism C → C−T of order 2. Let
L(Wl) =
{
Ax | 0 = x ∈ Wl, kA(x, x) = 0
}
.
By (12.ii), the elements of L(Wl) are lines in P and the normalizer Fl = NG(L(Wl)) is exactly
an F2-subgroup of G. Indeed, G1 clearly normalizes L(Wl) and so does δ. However, the
images in G of G1 ∩Ω(O) and δ generate an F2-subgroup which coincides with Fl . Note that
η(Fl) lies in the image in G of 〈diagw(λ,λ,λ,λ)〉, where λ is defined by (5.2).
Since O is also a right A-module Wr with the same basis w, we can similarly define the
set of lines L(Wr) of form xA for all non-zero singular x ∈ Wr , and see that the normalizer
Fr = NG(L(Wr)) is an F2-subgroup of G.
Note that A is an 2-subspace of O. Hence, the normalizer R = NG(A) is an R2-subgroup.
We have O = A ⊕ A⊥ and A⊥ is an 6-subspace. Observe that η(R) lies in the image in G of
〈diagw(λ,1,1,1)〉, which implies [η(R), η(Fl)] = 1. Define
L
(
A⊥
)= {l ∈ P | l ⊆ A⊥}.
Clearly, R = NG(L(A⊥)), since the lines in L(A⊥) span A⊥. We show that
R
ρ−→ Fl ρ−→ Fr ρ−→ R,
for which it suffices to show that
L
(
A⊥
) ρ−→L(Wl) ρ−→L(Wr) ρ−→L(A⊥). (7.13)
672 A.N. Grishkov, A.V. Zavarnitsine / Journal of Algebra 302 (2006) 646–677Let l = Ax ∈ L(Wl). Then l = 〈x,λx〉F . Since (λx)x = x(λx) = 0, (11.vi) gives λx ∈ Ox and
x ∈ O(λx), i.e., l = Ox ∩ O(λx). By (6.1), we have lρ = 〈x,λx〉 = xA ∈ L(Wr) and lρ2 =
xO ∩ (λx)O = x((λx)O) = (λx)(xO) by (11.vi). Note that a line of form a(bO) is orthogonal
to v ∈ O if and only if b(av) = 0, since
(
a(bO), v
)= (bO, av) = (O, b(av))
by (8.viii). Hence, we have lρ2 ⊥ 1, since (λx)(x1) = (λx)x = 0; and also lρ2 ⊥ λ, since
x((λx)λ) = x(Q(λ)x) = Q(λ)Q(x) = 0. Thus, λρ2 ⊥A and (7.13) holds.
Denote N1 = R ∩ Fl ∩ Fr . The above remarks show that N1 is ρ-invariant. Since Aσ =
A = A, we have Rσ = R and Fσl = Rρσ = Rσρ
2
 = Rρ
2
 = Fr . Hence, N1 is σ -invariant and
S-invariant. Show that N1 = R ∩ Fl . This will imply that N1 is an N1-subgroup of G in the
sense of the definition given above. By triality, it suffices to show that Fl ∩ Fr ⊆ R . Every
g ∈ Fl ∩ Fr normalizes L0 =L(Wl)∩L(Wr). If we show that
L0 =L(Wl)∩L
(
A⊥
) (7.14)
this will imply that g ∈ NG(〈L0〉F ) = NG(A⊥) = R as is required. By triality, (7.14) is equiva-
lent to L(Wl)∩L(A⊥) ⊆L(Wr). However, every line l = Ax in A⊥ has form l = xA by (9.ii)
and the claim follows.
Therefore, N1 is an S-invariant N1-subgroup of G and we may assume that G0 = N1. It
was shown in [1] (see there items 3 and 4 of the proof of Theorem 2) that the only triality involu-
tions normalizing G0 are those of form rˇv , where 〈v〉F  A is a +1-subspace, and that all such
involutions are G0-conjugate. By Corollary 18, M(G0) ∼= 〈1〉G0 is the set of all such +1 sub-
spaces. Clearly, λ, which has order q − , generates the subgroup of all elements with norm 1
in A. Since λ has the first form in (7.4), the subloop M(G0) ∼= Z 1
d
(q−) lies in M(PSL2(q),2)
and thus is not maximal.
We find G0 ∩ D. Consider the group SL(A⊥), which consists of the A-linear transfor-
mations of O of determinant 1 that centralize A and preserve the form kA, and also consider
δ = −rw1rw3rw2rw4 , which is an A-semilinear transformation of O that centralizes the A-basis w.
Then the elements of SL(A⊥), together with δ, preserve the alternating A-trilinear form tA
defined in (5.4). This is because for any A-(semi)linear transformation f of A⊥ with matrix
(aij )i,j=2,3,4 in the basis {w2,w3,w4}, we have tA(w2f,w3f,w4f ) = det(aij )τ tA(w2,w3,w4),
where τ is the identity mapping or the involution of A according as f is A-linear or A-semilinear.
Therefore, f preserves tA iff det(f ) = det(aij ) = 1. By Lemma 14, the elements of SL(A⊥),
together with δ, are automorphisms of O. Hence, their images in G lie in G0 ∩D and generate a
subgroup isomorphic to SL3(q) : 2. Since this group is maximal in D by Table 4, it must coincide
with G0 ∩D.
We now have
|G0 : G0 ∩D| =
2
d2
q3(q3 − )(q2 − 1)(q − )2
2q3(q3 − )(q2 − 1) =
1
d2
(q − )2 = ∣∣M(G0)∣∣2.
By Lemma 6, all subloops of M(q) arising from S-invariant N1-subgroups of G are D-conju-
gate and isomorphic. The number of such subloops is |D : G0 ∩D| = 1q3(q3 + ).2
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O defined by (4.6). By definition, an N44 -subgroup is conjugate in G to the normalizer NG(P ) of
the subgroup P of order 8 generated by the involutions zˇ1, zˇ2, zˇ3, where
z1 = diagb(−1,−1,−1,1,−1,1,1,1),
z2 = diagb(−1,1,−1,−1,1,−1,1,1),
z3 = diagb(−1,1,1,−1,−1,1,−1,1)
are elements of Ω(O). We show that NG(P ) is S-invariant.
Since zˇi = rˇε0 rˇεi rˇεi+1 rˇεi+3 , for i = 1,2,3, we have (zˇi )σ = rˇε0 rˇεi rˇεi+1 rˇεi+3 = zˇi by (4.8).
Hence σ centralizes P . For brevity, put j = i + 1, k = i + 3. Then, for every 0-point 〈x〉, (4.17)
and (4.8) imply
〈x〉zˇi = 〈x〉rˇ1rˇεi rˇεj rˇεk = 〈x〉rˇεi rˇεj rˇεk = 〈εixεi〉rˇεj rˇεk =
〈
εj (εixεi)εj
〉
rˇεk =
〈
εk
(
εj (εixεi)εj
)
εk
〉
.
By (6.1) and (7.i), we also have
〈x〉(zˇi )ρ = 〈x〉ρ−1zˇiρ = (Ox)rˇ1rˇεi rˇεj rˇεk ρ = (xO)rˇεi rˇεj rˇεk ρ =
(
O(xεi)
)
rˇεj rˇεk ρ
= ((εj (εix))O)rˇεk ρ = (O(((xεi)εj )εk))ρ = 〈εk(εj (εix))〉.
Note that (εiεj )εk = (εiεi+1)εi+3 = −1 by (4.6) for i = 1,2,3. Hence, we have〈
εk
(
εj (εixεi)εj
)
εk
〉= 〈εk((εj (εix))(εiεj ))εk 〉= 〈(εk(εj (εix)))((εiεj )εk)〉= 〈εk(εj (εix))〉.
Therefore, (zˇi )ρ = zˇi by Remark 15; i.e., ρ centralizes P .
Thus S centralizes P and so NG(P ) is S-invariant. We may therefore assume that G0 =
NG(P ). We showed that G0 is transitive on the 8 basis vectors in b. (see item 6 of the proof of
Theorem 2 in [1]). By Corollary 18, the subloop M(G0) ∼= 〈1〉G0 consists of the +1-subspaces
〈εi〉, i = 0, . . . ,7. It is clearly isomorphic to the elementary abelian group Z2×Z2×Z2 generated
by 〈ε1〉, 〈ε2〉, 〈ε3〉. Returning to the original basis {e1, . . . , f4} of O, we see by (4.6) that ε1, ε2,
ε3 have form (7.4). Hence, M(G0) lies in the subloop M(PSL2(2),2) of M(G) and thus is not
maximal.
Since S centralizes P , we have P D (see the remarks before Table 4). The group P can be
characterized as the group of automorphisms of O that centralize the set of basis +1-subspaces
{〈ε〉 | ε ∈ b}. Consider the group P0 of automorphisms of O that normalize this set. Define two
transformations α1 and α2 of O on the basis by
εi
α1−→ εiτ1 , i = 1, . . . ,7, τ1 = (1234567),
εi
α2−→ −εiτ2, i = 1, . . . ,6, ε7 α2−→ ε7, τ2 = (12)(36).
A direct verification shows that α1 and α2 belong to P0 and generate (modulo P ) a group iso-
morphic to the non-split extension 23 ·PSL3(2) of order 8 · 168. Since this group is maximal in D
by Table 4, it must coincide with P0 (see also discussion in Section 1 of [17]). Hence, we have
G0 ∩D = ND(P ) = P0 and
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(
212 · 3 · 7)/(8 · 168) = 64 = ∣∣M(G0)∣∣2.
Hence, by Lemma 6, all subloops of M(q) arising from S-invariant N44 -subgroups of G are
D-conjugate and isomorphic, and |D : G0 ∩D| = 11344q6(q6 − 1)(q2 − 1) is the number of such
subloops.
6–7. G0 is an I2-subgroup,  = ±1. If  = +1 then assume that q  7 and if  = −1 then
assume that q = 3. An I2-subgroup G0 is the normalizer in G of an 2-decomposition O =
V1 ⊕ · · · ⊕V4. Denote this decomposition by d . Observe that G0 also normalizes the set of lines
L(d) (see (7.10)). Conversely, suppose g ∈ G normalizes L(d). Then g also normalizes the set of
+4-subspaces that can be represented as l1 ⊕ l2 for l1, l2 ∈L(d). Clearly, these are the subspaces
Vi ⊕ Vj for 1 i < j  4. Since their non-trivial pairwise intersections are the components Vi ,
i = 1, . . . ,4, it follows that g normalizes d . In particular, if d is S-invariant then so is G0.
Now let d be the first decomposition in (4.12) if  = −1 and the second one if  = +1.
Since d is a Z2 × Z2-grading, (24.ii) implies that d is S-invariant. Hence, we may assume that
G0 = NG(d). We showed (see items 7–8 of the proof of Theorem 2 in [1]) that the only trial-
ity involutions normalizing G0 are those of form rˇv where 〈v〉 runs through all +1-subspaces
in
⋃4
i=1 Vi and that G0 is transitive on such subspaces. Hence, by Corollary 18, the subloop
M(G0) ∼= 〈1〉G0 is exactly the set of such subspaces. Since Vi = Awi , i = 1, . . . ,4, where A = F
or P according as  = −1 or  = +1, the elements of M(G0) have form 〈λjwi〉, where λ is as
in (5.2). In particular, M(G0) is generated by 〈λ〉, 〈w2〉, and 〈w3〉. Since λ, w2, and w3 have
form (7.4), we see that M(G0) is a subloop of M(PSL2(q),2) and thus is not maximal unless
 = −1 and q = 2, in which case M(G0) = M(PSL2(q),2). Also, it is easy to see that M(G0) is
the duplication of the dihedral group D 2
d
(q−) generated by 〈λ〉 and 〈w2〉.
We find G0 ∩ D = ND(d). Let g ∈ G0 ∩ D. Since 1g = 1, we have Ag = A and thus g is
A-(semi)linear. Then g preserves the A-sesquilinear form (5.3) on O and the A-trilinear form
(5.4) on A⊥. Therefore, det(g) = 1 and g ∈ SL(A⊥) : 2 = SL3(q) : 2. However, the normalizer
of the decomposition A⊥ = Aw2 ⊕ Aw3 ⊕ Aw4 in SL(A⊥) has form (q − )2. S3 (see [10,
Proposition 4.2.9]). Consequently, ND(d) = (q − )2. (S3 × 2). We now have
|G0 : G0 ∩D| = 192
d2
(q − )4/12(q − )2 = 16
d2
(q − )2 = ∣∣M(G0)∣∣2.
By Lemma 6, all subloops of M(q) arising from S-invariant I2-subgroups of G are D-conjugate.
The number of such subloops is |D : G0 ∩D| = 112q6(q4 + q2 + 1)(q + )2.
8. G0 is an I+4-subgroup. Let q  3. An I+4-subgroup G0 is the normalizer in G of a
+4-decomposition O = V0 ⊕V1. Note that G0 normalizes the set of lines L(V0 ⊕V1) (see (7.9)).
The converse is also true. Indeed, let g ∈ G normalize L(V0 ⊕ V1). Since Vi = l1 ⊕ l2 for some
lines l1, l2 ∈ L(V0 ⊕ V1), it follows that both l1g and l2g are either in V0 or in V1 (otherwise,
〈l1g, l2g〉 = Vig would be a t.s. 4-subspace, which it is not). As every x ∈ Vi has form x1 +x2 for
xj ∈ lj , j = 1,2, we see that the decomposition V0 ⊕ V1 is g-invariant. In particular, if V0 ⊕ V1
is S-invariant then so is G0.
Now, put V0 = 〈e1, e2, f1, f2〉, V1 = 〈e3, e4, f3, f4〉. Obviously, both V0 and V1 are
+4-subspaces and the decomposition O = V0 ⊕ V1 is a Z2-grading by Table 2. By (24.i) and
the above remarks, we may assume that G0 is the normalizer of this decomposition. Thus G0
is S-invariant. We showed that G0 acts transitively on the +1-subspaces in V0 ∪ V1 (see item 9
of the proof of Theorem 2 in [1]). By Corollary 18, the subloop M(G0) ∼= 〈1〉G0 is the image in
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Hence M(G0) ∼= M(PSL2(q),2).
Let A = 〈Xω1(t),X−ω1(t)〉D and let B consist of all δ0(C) (see (5.5)) with
C =
(
c−1 0 0
0 c11 c12
0 c21 c22
)
, (cij )i,j=1,2 ∈ GL2(q), c = det(cij ).
It is directly verified that A and B normalize the decomposition O = V0 ⊕ V1. Moreover, by
considering the action of A and B on V0 and V1, it can be seen that A ∼= SL2(q), B ∼= GL2(q),
A ∩ B is the diagonal subgroup of A of order q − 1, and AB ∼= (SL2(q) ◦ SL2(q)). d . By Ta-
ble 4 this subgroup is maximal in D provided q  3. Hence, in this case, G0 ∩ D = AB and
|G0 : G0 ∩ D| = 4d2 q4(q2 − 1)4/q2(q2 − 1)2 = 4d2 q2(q2 − 1)2 = |M(G0)|2. By Lemma 6, all
subloops of M(q) arising from S-invariant I+4-subgroups of G are D-conjugate and isomorphic.
The number of such subloops is |D : G0 ∩D| = q4(q4 + q2 + 1).
9. G0 is a G12-subgroup. A G12-subgroup is a subgroup G0 of G isomorphic to G2(q) and such
that GNGS(G0) = GS. Since D = CG(S) ∼= G2(q) is S-invariant, we may put G0 = D. Thus,
G0 has trivial triality relative to S and M(G0) = 〈1〉 is the identity subloop of M(q). The fact
that G0S contains no other triality S3-complements follows from Lemma 4. By Lemma 6, G0 is
the unique S-subgroup in [G0]; i.e., only the identity subloop arises in this case.
10–11. G0 is a PΩ+8 (q0)- or a PΩ
+
8 (q0).2
2
-subgroup. Suppose that q = qk0 , with k prime.
Let H0 G and O0 O be the naturally embedded subgroup PΩ+8 (q0) and the F q0 -subalgebra
O(q0) with respect to the standard basis (4.5) of O. Show that H0 is S-invariant. Indeed, since
σ = rˇ1 and the entries of the matrix of r1 in the standard basis are in {0,±1} ⊆ F q0 , it fol-
lows that H0 is σ -invariant. Note that H0 is generated by elements of the form U〈v〉, with
〈v〉 ∈ PSL(O0), and U〈w1〉U〈w2〉, with 〈w1〉, 〈w2〉 ∈ PGL(O0)\PSL(O0). By (6.8), Uρ〈v〉 = L〈v〉
and (U〈w1〉U〈w2〉)ρ = L〈w1〉L〈w2〉. Since L〈v〉,L〈w1〉L〈w2〉 ∈ H0, it follows that H0 is ρ-invariant.
Now, if (q, k) = (odd,2) then we put G0 = H0. If q = q20 is odd then we put G0 = NG(H0) ∼=
InnDiag(PΩ+8 (q0)), i.e., the group of inner-diagonal automorphisms of PΩ
+
8 (q0), see [6,
Proposition 2.2.9]. By Lemma 4 we see that all triality S3-complements in G0S are G0-conjugate
in view of the structure of Aut(PΩ+8 (q0)). By (6.iv) we obtain D-conjugacy and isomorphism of
all subloops M(P ) for all S-subgroups P ∈ [G0]. Note that G0 ∩ D = CG0(S) = CH0(S), since
G0S/H0 ∼= S4 when q = q20 is odd. Therefore, G0 ∩D ∼= G2(q0) and the number of subloops is|G2(q) : G2(q0)| by Lemma 6.
If (q, k) = (odd,2) then M(G0) = M(q0) by definition. Let q = q20 be odd. Determine the
isomorphism type of M(G0) in this case. Note that G0 is generated modulo H0 by bˇ and cˇ,
where
b = diag(μ,μ,μ,μ,μ−1,μ−1,μ−1,μ−1),
c = diag(λ−1,1,1,1, λ,1,1,1)
written in the standard basis, with μ a non-square in F and λ = μ2. Note that λ is a non-square
in F q0 . By Corollary 18, M(G0) ∼= (〈1〉F )G0 . Hence, M(G0) is isomorphic to the extension of
M(H0) ∼= PSL(O0) by 〈1〉 bˇ and 〈1〉 cˇ. However,F F
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〈
λ−1e1 + λf1
〉
F
∈ PSL(O0),
〈1〉F bˇ =
〈
μe1 +μ−1f1
〉
F
= 〈λe1 + f1〉F ∈ PGL(O0)\PSL(O0).
Therefore, M(G0) ∼= PGL(O0).
12. G0 is a PΩ+8 (2)-subgroup. Let q = p be odd. In the beginning of this section, we ex-
plained that Wˇ0 is an S-subgroup of G isomorphic to PΩ+8 (2), where W0 is the commutator
subgroup of the Weyl group of type E8. Hence, we may put G0 = Wˇ0. Then M(G0) ∼= M(2).
Moreover, all triality S3-complements in G0S are G0-conjugate by Lemma 4. Therefore, all
subloops M(2) of M(q) are D-conjugate by Lemma 6. We also have G0 ∩D = CG0(S) ∼= G2(2)
and |D : G0 ∩D| = |G2(q) : G2(2)| is the number of subloops in this case.
We can now make the concluding remarks of the proof. Every maximal subloop of M(q)
has form M(G0) for some S-maximal subgroup G0 of PΩ+8 (q) (see [1, Corollary 1]). In
view of D-conjugacy of all subloops M(G0) in each of the above cases, the subloops in the
cases (1), (3)–(7), (9) are non-maximal unless q = 2 and G0 is an I−2-subgroup. By Lemma 23,
the subloops M(G0) in all of the remaining cases are maximal (unless q = 3 and G0 is an
I+4-subgroup) and thus column V of Table 5 holds. The other columns hold by the above dis-
cussion. 
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