In this paper we present a new linear algorithm for nding the biconnected components of an undirected simple graph. The presentation of this algorithm is done as an exercise in the use of modern principles and techniques for systematic development of algorithms.
Introduction
We present the development of a new linear algorithm for nding the blocks (both vertex and edge sets) of a graph. The traditional algorithm uses a stack to`pop out' the edges of a block. This takes O(#V + #E) time to get the edge set and then getting the vertex set from the edge set takes O(#V #I) time, where #I is the number of blocks. Also it is usually presented in the program form and thereafter all operational details and corresponding properties are established. This is quite confusing and unintuitive. Here we make use of modern ideas for the development of the program and the proof. A prime principle is to structure an algorithm to re ect the theory upon which it is based GRI 88]. We have built the algorithm in a top down fashion, and we have always presented the properties on which the next re nement was done, before performing the re nement. This paper is organized as follows. Section 2 presents our notations along with some basic graph theoretic terms and conventions. Section 3 gives the general outline of the algorithm assuming no particular representation. Section 4 presents some desired properties of the representation and re nes the algorithm taking them into account. Section 5 shows how to change the graph into the one satisfying these properties. Section 6 discusses the computation of some of the associated functions. Section 7 nds the set of vertices for each block and section 8 the set of edges. Section 9 gives the implementation details and analyses the time complexity. Section 10 concludes with a discussion.
Notation
The boolean and, or and not are represented by^, _ and : respectively. For Speci ers/Quanti ers we follow DRO 89](pp 64-69). Commonly used quanti ers are the existential quanti er 9, universal quanti er 8, and the speci ers are the counting speci er #, the union speci er S , summation speci er P , and the maximum and minimum speci ers MAX, MIN. For clarity, we modify the notation for summation speci er and de ne the notation for union speci er analogous to the counting speci er. In general, for a quanti er/speci er Q, Q( r : s : t) is an expression in which r generates the values operated upon by the quanti er/speci er, s the range and t the property to be satis ed. For 3 The basic biconnectivity algorithm
In this section we de ne the terms cut vertex and biconnectivity and then present the basic algorithm for identifying all the biconnected components.
A vertex c is said to be a cut vertex of a graph i
An undirected graph is said to be biconnected i it has no cut vertices. Biconnected components (or blocks) are maximal biconnected subgraphs of the graph G. It can be shown that a graph is biconnected i every pair of edges lie on a common cycle HAR 69].
De ne the relation R on the edge set E of G as follows e 1 Re 2 , (e 1 = e 2 )^cyc(e 1 ; e 2 ).
Each set in the partition of E induced by R de nes a block of G AHU 84].
Note that it is enough if we develop an algorithm for a connected graph as every graph is a union of connected subgraphs.
Speci cation 3.1 INPUT : A connected graph G = (V, E)
OUTPUT : Biconnected components of G A vertex can belong to more than one block whereas an edge belongs to exactly one. This suggests a rudimentary biconnectivity algorithm which uses the above fact to compute the vertex and edge sets of each block in di erent styles. The original graph G was undirected. We now direct the edges, partition the edge set E = T F and renumber the vertices. The directed edges, the partition and the renumbered vertices must satisfy the following properties.
property 4.1 V = fij 0 i < #V g is a directed spanning tree. A graph D = (V; T; F) satisfying properties 4.1 and 4.2 is called a palm graph. Edges in T are called tree arcs and those in F are called fronds. A Span-frond path is a sequence of zero or more spanning tree edges (tree arcs) followed by exactly one frond.
Some useful functions of a palm graph are de ned below.
The parent function p(:)
The parent of a vertex u is de ned as follows :
Note that the parent of the root is not de ned. lie on the common cycle, contradicting the assumption that B is a block.
QED (claim and theorem) Corollary: Number of blocks is equal to the number of independent vertices.
We may choose (p(i); i) as the representative edge of the block to which it belongs. But as p(i) is known once i is xed we can address the block by the name i. Now the step 1 of algorithm 3.1 can be restated as \Find all independent vertices". For the graph in Fig. 1(a) all the blocks, along with the vertices used to address (represent) each block, are shown in Fig 1(b) .
Constructing the palm graph representation
It can be shown that the depth rst search can be used to construct the palm graph e ciently. In this section we attempt to systematically develop a depth rst search algorithm from the characterization of the palm tree. Since (V; T) should be a directed tree according to property 4.1 the traversal must cover the vertex set, have a consistent way of directing the edges with respect to the direction of traversal and must avoid constructing cycles with T edges. One natural scheme is to mark the edges and vertices visited and point the edges in the direction of travel, so that the cycles can be prevented by avoiding revisits. The property 4.2 implies that we should not add a frond unless there is a tree path between the end points. This can be satis ed by continuing the travel from the last vertex visited until one encounters an already visited vertex, so that the path of traversing new vertices will provide the v T ! u path needed by the above condition. As long as the last visited vertex has some more unvisited neighbors, one of them can be chosen. But if all it's neighbors are already visited, we may have to search for the previously visited vertices. We number the vertices in the order in which they are visited, observing that a vertex is rst visited by a tree arc. We store this numbering in the arraypre. We present the algorithm giving only the relevant steps and defer some implementation details (statements A, B, C, D and E) to later sections. Statements C, D, E, H concern the implementation details and are not required till section 9. For the graph in Fig. 1(a) , a palm graph representation is shown in Fig. 1(c) .
Computing some palm graph functions
In this section we develop algorithms for the computation of palm graph functions de ned in section 4. Once the pre numbers are obtained the vertices of the graph can be renumbered using the pre numbers as the new numbering. This ensures that the property 4.4 is satis ed. From now on we use the pre numbering for P = (V; T; F). For the graph in Fig. 1(a) , the original numbering of the vertices coincides with the pre numbering (Fig. 1(c) ) and hence no renumbering is needed.
The parent function p(:)
6.2 The lowest reachability function low(.)
We can compute low(.) using equation 3 making sure that the low values for all children of a vertex are evaluated before the vertex itself. This can be achieved by calculating low in the descending order of vertices. The parent array and the low array for the palm graph in Fig. 1(c) , are shown below Fig. 1(c) .
Set of Independent vertices I
Note that io is unde ned for the root. But this is of no signi cance as the root can never be the higher numbered vertex of any edge. Assuming the availability of function io we can replace the statement "Update...belongs" of algorithm 8.1 by the statement BE:(io:max(u; v)) = BE:(io:max(u; v)) f(u; v)g (11) The function io can be computed using equation 10 as shown below. In all our algorithms sets can be implemented as sequences. As we perform only disjoint unions, the union operation on the sets can be translated to concatenation of sequences. The initializations in algorithm 5.1 take O(#V ) time and the loop processes each edge twice giving a time complexity of O(#V + #E).
Compute low
In the re nement of algorithm 6.1, the check can be done by looking into A:u and checking whether w > u where w is in A:u. The initialization takes O(#V ) time and the total number of frond checks take O(#E) time. Hence the time complexity is O(#V + #E).
Set of independent vertices
The loop in algorithm 6.2 processes all the vertices once. Hence, assuming the availability of low and p, this takes O(#V ) time. With all these re nements our main algorithm 3.1 takes O(#V + #E) time.
