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The focus of the present paper is on providing a local deterministic algorithm for colouring
the edges of Yao-like subgraphs of Unit Disk Graphs. These are geometric graphs such that
for some positive integers l, k the following property holds at each node v: if we partition
the unit circle centered at v into 2k equally sized wedges then each wedge can contain at
most l points different from v. We assume that the nodes are location aware, i.e. they know
their Cartesian coordinates in the plane. The algorithm presented is local in the sense that
each node can receive information emanating only fromnodeswhich are atmost a constant
(depending on k and l, but not on the size of the graph) number of hops (measured in the
original underlying Unit Disk Graph) away from it, and hence the algorithm terminates in
a constant number of steps. The number of colours used is 2kl + 1 and this is optimal for
local algorithms (since the maximal degree is 2kl and a colouring with 2kl colours can only
be constructed by a global algorithm), thus showing that in this class of graphs the price
for locality is only one additional colour.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The problem of graph edge coloring consists of associating colors to the edges of the graph, so that no two adjacent edges
are of the same color. The minimal such numbers of colors required is called the edge chromatic number of the graph. The
well-known theorem of [16] implies that the edge chromatic number of a simple graph is either∆ or∆+ 1, where∆ is the
maximum vertex degree of the graph. For arbitrary graphs the problem was shown to be NP-complete by [6].
The interest in the wireless networks research community on the edge coloring problem (see [15]) comes from its
applications, e.g. in packet scheduling [8], channel assignment [7] or link scheduling [5]. Manywireless and ad hoc networks
are modeled by Unit Disk Graphs (UDGs), where nodes are embedded in the plane and two nodes are adjacent if and only if
their Euclidean distance is at most one. In this model it is assumed that wireless nodes possess the same transmission range
and two nodes can communicate when they are in each other’s transmission range.
To reduce network complexity and enable important network functions, researchers often construct network spanners,
whereby certain edges of the network are being omitted from consideration while at the same time retaining network
I This is a revised and expanded version of a paper that appeared [in: Proceedings of 14th Colloquium on Structural Information and Communication
Complexity, SIROCCO, held June 6–8, in: LNCS, vol. 4474, Springer, Livorno, Italy, 2007].∗ Corresponding author.
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Fig. 1. 8wedges of widthpi/4 around the vertex u. Further, we assume that the horizontal slope is not internal to anywedge. Depicted are the eight wedges
numbered 0, 1, . . . , 7, an upstream edge (u, v) and a downstream edge (u, v′).
connectivity. Althoughmany different types of spanners have been considered in the literature, good spannersmust possess
some useful properties like small node degree, low edge set complexity and stretch factor. Another important property of
spanners for wireless and ad hoc networks is that they may enable local computations, i.e. distributed algorithms that never
need to transmit messages more than a constant number of hops from source to destination. Introduced in the seminal
work of [10] the concept of locality has been explored in different contexts (cf. [14]). It follows that in this model, a local
algorithm is completed in a constant number of steps and thus its complexity is independent of the size of the network. In
dynamically changing, in mobile wireless as well as in ad hoc, networks locality has proven to be particularly important,
because eventual changes are localized and need only be performed within the areas affected, without disturbing the entire
system.
The most popular spanners of UDGs, which may be computed locally include relative neighborhood graphs, Gabriel
graphs and Yao graphs. However, among them only Yao graphs achieve bounded stretch factor (or dilation), i.e. the distance
of two nodes in the spanner is at most a constant factor larger than their distance in the original graph. In this paper we
propose local algorithms for edge coloring of (l, k)-edge/wedge graphs. These graphs, besides being generalizations of Yao
graphs, include other classes of subgraphs of UDGs, which appear in the literature, like local approximations of minimum
spanning trees, Delauney triangulations or half-space proximals (most typically with l = 1 and k = 3). Notwithstanding
proposed heuristics and algorithms for coloring UDGs (e.g. [11,12,1]), none of these approaches address edge coloring under
the locality conditions defined above. We assume a geometric network with location aware nodes, i.e. nodes that know their
Cartesian coordinates in the plane.
1.1. Preliminaries and results of the paper
Consider a class of graphs for which the following property holds in each node u. For some integer parameters k and l,
if we divide all possible edge directions into 2k equally sized wedges (or cones) of width pi/k then at most l edges incident
to u lie in any fixed wedge. Fig. 1 depicts such a partition into eight wedges (k = 4) with at most three points per wedge
(l = 3). We will call such graphs (l, k)-edge/wedge graphs. This gives rise to a natural partition of the edges: we partition the
edges into k classes C i for i = 0, 1, . . . , k − 1 (edges of two opposite wedges–called double-wedge–are put into the same
class). Notice that we want an edge to belong to the same class when looking from both its endpoints, which also explains
why we do not consider the case of odd number of wedges. More formally, for i ≤ k − 1, Ci is the set of all directed edges
(u, v) such that the edge’s slope lies either within the wedge 〈ipi/k, (i+ 1)pi/k) and the edge’s length |u, v| < 1, or within
the wedge 〈pi + ipi/k, pi + (i+ 1)pi/k) and |u, v| ≤ 1; we call the former upstream edges and the latter downstream edges.
A path p is said to belong to the class Ci, and abusing notation we abbreviate this to p ∈ Ci, if each of the edges of p is from
the class Ci.
Many subgraphs of UDGs that appear in the literature are in fact (l, k)-edge/wedge graphs, for some l, k. These include
Yao graphs as defined in [18], for k chosen arbitrarily as desired. Similarly, Local Delaunay in [9], Local Minimum Spanning
Tree (LMST) Spanners in [3,17] and Half-space proximal in [2]) with typical values l = 1 and k = 3. Interestingly, for many
subgraphs of Unit Disk Graphs either there is also a lower bound on the sharpest angle between incident edges (e.g., in
LMST as given in [3,17] and Half-space proximal [2]) or by construction there is an explicit limit on the number of edges
per wedge (e.g. Yao graphs in [18] and their variants [3]). This means that many spanners of geometric graphs are, in fact,
(l, k)-edge/wedge graphs. Finally, some variants of Yao graphs in [18] are (l, k)-edge/wedge graphs for l > 1 (e.g. take in
each wedge both the shortest and the longest edge).
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1.2. Results and structure of the paper
The focus of the present paper is on providing deterministic, local algorithms for edge-colouring (l, k)-edge/wedge
subgraphs of Unit Disk Graphs. The wireless networks considered consist of nodes that have the same circular transmission
range of size 1. We assume location awareness, i.e., each node of the graph knows its geometric position in the plane. The
main result of the paper is a new local, deterministic algorithm for edge-colouring (l, k)-edge/wedge subgraphs of UDGs, for
all integers l, k. An important parameter in our algorithms is the horizon distance d: a given node u never needs to be aware
of the location of nodes beyond its horizon, as measured by the Euclidean distance from u. More specifically, in Section 2
we give the basic 2k + 1 edge colouring algorithm for (l, k)-edge/wedge subgraphs of UDGs using a local horizon distance
7.81 · lk. Section 3 contains two lower bounds. First, we show that no colouring can be locally constructed in UDGs if there
is no geometric information available to the nodes, and second give a lower bound of d = 2kl for the horizon distance
used in our algorithm. In Section 4 we give an asymptotic analysis for large k and improved constructions for the practically
important cases of k = 3 and k = 4. The algorithms presented are local in the sense that each node can receive information
emanating only from nodes which are at most a constant (depending on k and l, but not on the size of the graph) number of
hops (measured in the original underlying UDG) away from it.
2. Basic construction
In this section we provide the basic construction in detail. To clarify the ideas we first consider the case of at most one
point per wedge and later show how to generalize it to multiple points per wedge.
2.1. Virtual cutting lines and grids
Consider first the case l = 1 whereby for each node there is at most one point per wedge. The edges of class Ci form
a set of vertex-disjoint paths. If we colour each path of class Ci by alternating the colours 2i and 2i + 1, we get a globally
consistent edge colouring of the whole graph. However, such an algorithm is inherently global; in fact, even a single path
cannot be 2-coloured using a local algorithm since the edges at the endpoints would have to decide on their colour locally,
in which case an adversary could adjust the number of edges in the middle segment (which are beyond the horizon of the
endpoints) in order to force the use of the third colour.
Therefore the first idea in our algorithm is to use the geometric information to design a tiling of the plane containing
the network. This way we can cut the potentially long paths of edges of the same class into path segments of bounded size,
each one within a single tile, locally colour the segment edges and use a third colour (per class) to resolve conflicts on the
segment boundaries. Let us look more closely at one of the classes Ci, for i = 0, 1, . . . , k − 1. The cutting of paths of class
Ci can be achieved by selecting a set of virtual cutting lines (abbreviated VCL) which are normal to the axis of the double-
wedge corresponding to Ci and spaced at a distance more than 2. We ensure that each edge e ∈ Ci intersecting such a
cutting line will take the third colour, say 2k+ i. The placement of VCLs inside each tile will be identical with respect to the
tile boundaries. Hence, the nodes at the endpoints of edges which are cut by the VCLs will use the geometric information to
identify the edges which will receive the additional third colour. The fact that the cutting lines are normal to the wedge as
well as sufficiently separated ensures that there are no two adjacent edges coloured by the same third colour (if two edges
share a node located exactly on a cutting line, only one of them gets assigned the third colour). In this approach the VCLs of
different classes do not interfere and can be considered separately, thus resulting in a colouring using overall 3k colours.
Themain technical contribution of this paper comes from the realization that the VCLs can be designed in such away that
a single conflict-resolution colour can be shared by all classes without interference. The crucial concept is that of d-cutting
the class Ci, which refers to a set S of line segments that intersects every path p ∈ Ci with Euclidean diameter at least d.
More formally we define
Definition 1 (d-Cutting the Class Ci). We say that a set S of line segments in a plane is d-cutting the class Ci if, for each path
p ∈ Ci it is true that
• if the Euclidean diameter of p (i.e., the maximum Euclidean distance between any two points in p) is at least d then p
intersects S, and
• two consecutive edges of pmay intersect S only if their shared endpoint is in S.
Note that S is an infinite set; typically it is a pattern of line segments that is repeated infinitely. Also observe that we can
deal with the case l > 1 by locally ordering (arbitrarily) the edges of class Ci incident to a vertex v. In this case the edges of
the same class and the same rank within this class form a set of vertex disjoint paths. This means that we need as many as
lk VCLs (l for each class) which we denote by VCLji for i = 0, 1, . . . , k− 1 and j = 0, 1, . . . , l− 1, with each VCLji d-cutting
the class Ci.
The following definition captures the area reachable by edges of Ci which also intersect VCL
j
i. Namely we have
Definition 2 (Reachability by Edges of Ci). Let us denote by MS
j
i the Minkowski sum of VCL
j
i and Ci, that is MS
j
i = {v|u ∈
VCLji and (u, v) ∈ Ci}.
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As we require that the VCLs do not interfere with each other, a Virtual Cutting Grid is a union of VCLs for each class and
each rank such that their Minkowski sums are pairwise disjoint:
Definition 3 (d-Virtual Cutting Grid (VCG)). S is a d-Virtual Cutting Grid (abbreviated VCG) for (l, k)-edge/wedge graphs if
• S =⋃k−1i=0 ⋃l−1j=0 VCLji,
• each VCLji is d-cutting Ci, and
• MSji ∩MSj
′
i′ = ∅, for all i, j, i′, j′ such that i 6= i′ or j 6= j′.
2.2. Local edge coloring algorithm
Before proceeding with the construction of the VCG, let us formally present the colouring Algorithm 1.
Algorithm 1 Local Edge Colouring Algorithm
Input: k and an implicitly known d− VCG
// The algorithm at vertex u: Use location awareness to independently process each downstream edge (u, v).
1: Determine your class Ci; locally sort all edges of class Ci incident to u in clockwise direction and determine your rank r
(from 0 to l− 1)–this determines VCLri relevant to you.
// Learn your path upstream up to Euclidean distance d; this can be performed in parallel by concerned nodes.
2: Broadcast your location to all reachable points downstream along the path of class Ci and rank r; forward downstream
any message received from upstream if its origin is closer than d.
3: if intersecting VCLri in a node different then v then
4: select colour 2kl
5: else if e is the first edge of the path, or immediately follows (in its path) an edge coloured 2kl then
6: select colour 2(il+ r)
7: else
// This is local computation using the information obtained in line 2.
8: select colour 2(il+ r) or 2(il+ r)+ 1, depending on the parity of the path from an edge coloured by the previous rule,
ensuring the colours alternate.
9: end if
The following lemma asserts the locality of the algorithm by specifying the length of the required horizon at each node.
Lemma 1. Each edge decides on its colour using only information from vertices which are at most 2d cos(pi/k) hops away.
Proof. According to line 2 of the algorithm, no information is forwarded further than Euclidean distance d from its origin.
This may take 2d − 1 hops if forwarded in a straight line (alternating hops of length 1 and , where  depends on k and
can be chosen arbitrarily small). However the edges of class Ci can zig-zag only within a wedge of angular width pi/k, thus
possibly increasing the required distance by a factor of at most cos(pi/k). This completes the proof of the lemma. 
Assuming that each edge is ‘‘woken up’’ by any activity within its 1-neighbourhood, Lemma 1 also implies that each edge
decides on its colour after at most 4d cos(pi/k) steps since it may need to wake up the upstream path. The correctness of the
algorithm follows by construction and from the definition of the VCG.
Theorem 1. Algorithm 1 computes a 2kl+ 1 edge colouring of a (l, k)-edge/wedge subgraph of a UDG.
Proof. We first prove that each edge can compute its colour. Let us call start edges the edges that have determined their
colour in lines 4 or 6 of Algorithm 1. From the fact that VCLji is a d-cutting class Ci it follows that each edge is at distance d
from a start edge and will therefore compute its colour in line 8 (if it did not do so in lines 4 or 6).
The definition of VCG (second property of each VCLji and the fact that allMS
j
i s are pairwise disjoint) implies that no two
edges of colour 2kl are incident to each other. From the construction (line 8) and the structure of (l, k)-edge/wedge graphs
it follows that no two edges of the same colour are incident. 
2.3. Construction of virtual cutting grids
It remains to be shown that, given k and l, there indeed exists a d− VCG for (l, k)-edge/wedge graphs with d depending
only on k and l. Without loss of generality, let us rotate all classes pi/4 clockwise. This allows us to partition the classes into
three categories as follows:
• mostly horizontal: Ci mod pi ⊆ (−pi/4, pi/4〉,
• mostly vertical: Ci mod pi ⊆ (pi/4, 3pi/4〉, or
• straddling the diagonal: Ci mod pi ⊆ (pi/6, pi/3).
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Fig. 2. The design of VCG for k = 2, showing also the diameter of the longest not-cut path of class C0 . The side of a basic square is 2.
Fig. 3. The design of VCG for lk = 6, showing also the longest non-cut path. The side of a basic square is 2.
The basic idea is to use vertical VCLs to cut themostly horizontal classes and horizontal VCLs to cut themostly vertical lines.
However, as VCLs must be separated, there must be gaps in the vertical cutting lines to allow placement of the horizontal
cutting lines, and vice versa. The gaps are offset by an angle of pi/4 from each other, but because of their width this still
allows paths to leak from one gap to another. The square areas between the Minkowski sums of the mesh lines are used for
placement of additional cutting lines to stop these leaks. The resulting VCG for k = 2 and l = 1 is depicted in Fig. 2.
Each leak-stopping square (we call them leak-stoppers) contains two vertical and two horizontal line segments, each of
them blocking half of the gap width. The leak-stoppers are of two types (called black and white), placed in a chessboard
manner, with black leak-stoppers being mirror images of white ones.
This design can be straightforwardly generalized to l > 1 by enlarging the basic mesh by a factor of l and having VCLji
shifted 2j horizontally (for i = 0) or vertically (for i = 1). This idea is illustrated in Fig. 3, refer also to the first line of Table 1).
Note that if k is even, the classesC0,C1, . . . , Ck/2−1 aremostly horizontal and the remaining k/2 classes aremostly vertical.
This means that we can reuse solution for k′ = 2, l′ = lk/2, i.e. the pattern from Fig. 3 works for k = 6, l = 1 as well (refer
to the second line of Table 1).
If k is odd, there will be exactly one class Cbk/2c straddling the diagonal, with bk/2c classes being mostly horizontal and
mostly vertical, respectively. For such classes, neither vertical, nor horizontal VCL works. Consequently, in this case, we use
the pattern for k + 1 classes and let VCLjbk/2c be a union of a horizontal and a vertical VCL–this also facilitates uniform
construction with the same number of horizontal and vertical VCLs. For example, for k = 5 and l = 1, this results in the
construction illustrated in the last row of Table 1.
Summing up, this means that we can design a VCG for every l and k.
Theorem 2. Every (l, k)-edge/wedge graph, for k ≥ 2 and l ≥ 1, has a d-VCG, for d ≥
(
2
√
61(ldk/2e)2 + 34(ldk/2e)+ 5
)
.
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Table 1
Possible assignments of VCLs for lk = 6 or k = 5, l = 1.
k l L0 L1 L2 L3 L4 L5
2 3 VCL00 VCL
1
0 VCL
2
0 VCL
0
1 VCL
1
1 VCL
2
1
6 1 VCL00 VCL
0
1 VCL
0
2 VCL
0
3 VCL
0
4 VCL
0
5
5 1 VCL00 VCL
0
1 VCL
0
2 VCL
0
3 VCL
0
4 VCL
0
2
Proof. Firstly, we need to prove that the constructed set is indeed a VCG for l and k. For this purpose we have to show that
(1) Minkowski sums are disjoint and that the VCLs satisfy the requirements of Definition 1, in particular that (2) no two
consecutive edges are incident to a VCL unless they share an endpoint and (3) there is a finite (depending only on l and k)
diameter d such each VCLji d-cuts all paths of class Ci and rank j.
Proving (1): TheMSji’s are pairwise disjoint because the closest distance between two points of different VCL
j
i and VCL
j′
i′ is 2,
i.e. two edges of length atmost 1 connecting themmust lie on the same line–and thereforemust lie in the same class. Hence,
one is an upstream edge and the other one is a downstream edge. However, by definitionCi does not contain upstream edges
of length 1, i.e. the Minkowski sums do not overlap even when the VCLs are at distance exactly 2.
Proving (2): Note that for each i, no line segment of VCLi has a slope inside Ci. This is also true for the classes with bounding
slopes being multiples of pi/4 (the classes contain only the smaller of their boundary angles, by definition the mostly
horizontal/vertical classes contain only the larger one). Together with (1) this means that the second property of Definition 1
is satisfied as well.
Proving (3): It is not difficult to observe that the diameter points shown in Figs. 2 and 3 are indeed the furthest possible
points of a path of class C0 which is not cut by its VCL. By symmetry, their distance is the diameter distance for other classes
as well (the diameter of the straddling the diagonal class, if any, is even smaller). As the VCL line separation is 2, the diameter
points are offset by 2(5ldk/2e + 1) horizontally and 2(6ldk/2e + 2) vertically. The statement of the theorem is obtained
using the Pythagorean theorem. 
3. Lower bounds
In this section we look at lower bounds. First, at the impossibility of local construction of edge colourings if the nodes are
not location aware and second at lower bounds for the horizon distance d.
3.1. Impossibility of edge coloring when no geometric information is available
In this subsection we show that having the geometric information is indeed crucial in achieving a local algorithm. If the
nodes only have distinct IDs without additional information, no non-trivial edge colouring can be locally constructed. [4]
addressed this question by using the probabilisticmethod to show that for all k and  > 0 there exist graphswith sufficiently
large number n of nodes that have chromatic number> k but such that every set of vertices of size atmost n is 3 colourable.
In the present paper we adapt the proof technique of [13]. The main difference is that since we are dealing with UDGs,
our concept of locality is somewhat different. Instead of requiring limited hop-count in the actual graph, we limit the hop-
count to the underlying UDG. The principal result of [13] we use is based on Ramsey’s theorem and states that we can limit
ourselves to algorithms that do not depend on the actual values of the IDs, but only on their relative ordering.
Theorem 3 ([13]). Fix a class of graphs G and a locally checkable labeling problemL. If there is a local algorithm A with time
bound t that solves a problemL in G, then there is an order-invariant local algorithm A′ that solvesL in G in time t.
Informally, a problem has a locally checkable labeling if it can be locally verified whether a given vertex (or edge) labeling
satisfies the requirements. Refer to [13] for the formal statement. For our purposes it is sufficient to state that vertex
colouring and edge colouring are both locally checkable labellings.
Theorem 4. For every l ≥ 1, k ≥ 2 there is a (l, k)-edge/wedge subgraph of a UDG that is not locally colourable.
Proof. Consider a mesh of vertices with the distance w between neighboring mesh vertices equal to w = √2l tan(pi/k).
Define the graph G in which each vertex v of the mesh is connected to the closest l vertices in each wedge. The choice of w
ensures that all these edges are of length at most 1, i.e. G is a subgraph of the UDG of these mesh vertices. Since neighboring
vertices of the mesh are neighbors in G, for each edge e of the UDG there exists a path in G of length at most x = √2/w
connecting the endpoints of e.
Assume now, by contradiction, there exists a local (in the UDG) algorithm A, examining the neighbourhood up to
distance t . Therefore, by the previous paragraph there must exist a constant x and a local (in G) algorithm A′ examining
the neighbourhood up to distance xt . By Theorem 3 there is also an order invariant algorithm A′′.
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Consider now amesh of size (2xt + 3)× (2xt + 3), with the vertex at location [i, j] labeled j(2xt + 3)+ i. As A′ examines
the neighbourhood up to distance at most xt , nodes v1 = [xt, xt], v2 = [xt + 1, xt] and v3 = [xt + 2, xt] all see the same
pattern (monotonically increasing from upper left to lower right) and cannot deterministically decide on different colours
for edges (v1, v2) and (v2, v3). This contradicts the fact that A′ is a local edge-colouring algorithm. 
3.2. Lower bound on the Euclidean diameter
Theorem 2 gives a bound for d of about 7.81 · lk + O(1). As the construction seems quite ad hoc and not optimized (it
gives the same bound for fixed lk, despite the fact that the case l = 1 and large k is much more restrictive than k = 2 and
large l), an obvious question is how far from the optimal it actually is. A somewhat surprising answer is that it is not far at
all, namely we have the following result.
Theorem 5. There is no d− VCG for (l, k)-edge/wedge graphs with d < 2kl.
Proof. The idea is to show that each MSji covers a 1/2d fraction of the area delimited by the d-Virtual Cutting Grid (see
Definition 3). Since all these Minkowski sums must be pairwise disjoint, this would prove the theorem. Recall that by
definition Ci is the set of all directed edges (u, v) such that the edge’s slope lies either within the wedge 〈ipi/k, (i+ 1)pi/k)
and the edge’s length |u, v| < 1, or within the wedge 〈pi + ipi/k, pi + (i + 1)pi/k) and |u, v| ≤ 1. Consider VCLji. Take a
line l whose slope is the axis of the class Ci. Note that l is cut by VCL
j
i into line segments of length at most d. The parts of l
at distance less than 1 both downstream and upstream from the cutpoints belong to MSji, i.e. a 2/d fraction of l is in MS
j
i.
As this is true for every position of l in the plane (and the behaviour is continuous, as VCLs are sets of line segments) MSji
indeed takes 1/2d fraction of the area and the statement of the theorem follows. 
4. Refined constructions
As noted above, the construction used in Theorem 2 is based on the case k = 2, with the angular width of the wedges
being pi/2. This means that the paths have a lot of ‘wiggle room’ to avoid the VCL s, forcing a conservative construction with
relatively large horizon distance d.
4.1. Asymptotic analysis for large k
For the limit case of k→∞ thewedges are very narrow, which allows the use of several additional techniques to further
reduce the horizon distance:
Theorem 6. There exists 3.3745lk+ o(lk)-VCG for (l, k)-edge/wedge graphs.
Proof. The structure of the solution from Fig. 3 can be interpreted as a main mesh of interrupted superlines (each superline
containing lk/2 VCLs, the combined width of their Minkowski sums being lk) and leak-stoppers (i.e., square areas containing
additional segments of VCLs with the purpose to cut the paths that ‘leaked’ through the openings in the main mesh). Note
that the leak-stoppers are of two types (let us call them black and white), distributed in chessboard style and being mirror
images of each other.
As we are interested in d as a function of lk for large k, we employ some simplifications which do not alter the asymptotic
result but allow us to avoid tedious case analysis and notation. In particular, we represent the class Ci by the corresponding
angle i/kpi − pi/4 and ignore terms that go to 0 as k approaches infinity.
The first observation is that the separation between the VCLs need not be 2, as theMinkowski sum of VCLα has horizontal
width 2 cos(α) for α ∈ 〈−pi/4, pi/4〉. Summing together for all mostly-vertical classes and approximating the sumwith the
integral2 we get that the total width of the horizontal lines in the main mesh can be expressed as
2kl
pi
∫ pi/4
−pi/4
cos(x)dx = 2kl
pi
2(sin(pi/4)− sin(0)) = 2√2kl/pi ≈ 0.9003 · kl.
The same observation applies to the vertical VCLs as well.
Second, note that among the mostly horizontal classes, half are descending (i.e. Ci ∈ 〈−pi/4, 0) and the other half are
ascending3 (and a similar classification can be applied to themostly vertical classes). Thatmeans that the number of auxiliary
cutting lines used in leak-stoppers to cut the paths that leaked through the mesh openings can be halved. The white leak-
stoppers have to only deal with descending horizontal classes and ascending vertical classes, while the black leak-stoppers
2 This is one of the simplifications mentioned above that does not alter the asymptotic result for large k.
3 This is another simplification which is insignificant for large k. Since there might be two classes straddling the horizontal and vertical axis, we treat
them similarly as before by handling them on both sides.
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Fig. 4. The swath lines all together. The white areas in the mesh superlines correspond to classes that are stopped by black leak-stoppers, and to classes
corresponding to angles less then φ from vertical/horizontal–the ones that cannot pass from one gap to another.
handle the ascending horizontal classes and descending vertical classes.Wewill show how to design thewhite leak-stoppers,
since the design for black ones is symmetric.
Actually, the situation is even better. Let the size of leak-stoppers be expressed as zkl for some z and let the width of
mesh superlines be akl (we already know that a = √2/pi ). (Let us also, from this moment on, use normalized distances
with respect to kl, e.g., instead of zklwe will use z.) As the gaps in the mesh are offset by z + a horizontally and z vertically,
no line of class Cα for α ≤ arctan(z/(a + z)) = φ can leak from one gap to another. The combined width of Minkowski
sums of these classes can then be expressed as (similarly as in the first observation, but now only for the descending classes)
2
pi
(sin(pi/4)− sin(φ)).
In fact, we can do even more refined analysis and divide descending mostly-horizontal leak-prone classes into three
groups: A = Cα for α ∈ (−pi/4,−ψ1〉, B = Cβ for β ∈ (−ψ1,−ψ2〉 and C = Cγ for γ ∈ (−ψ2, φ〉 and analogously D, E and
F for ascendingmostly vertical classes, where the boundary anglesψ1 andψ2 are chosen so that thewidth of theMinkowski
sums of these classes are equal: sin(pi/4)− sin(ψ1) = sin(ψ1)− sin(ψ2) = sin(ψ2)− sin(φ). Let us denote this width by
w = 23pi (sin(pi/4)− sin(φ)). The basic idea is that the classes in B and C (E and F ) need progressively less blocking as they
are more horizontal (vertical) than classes in A and D.
Let us choose z ≈ 0.5807: this results in φ ≈ 0.3737, ψ1 ≈ 0.6347, ψ2 ≈ 0.4997 and w = z/8. This allows us to
conveniently design the leak-stopper square as a 8 × 8 square of basic tiles of size w, with each tile containing a segment
stopping the paths of one class (see Fig. 5).
Consider the group of classes B (the other groups are analogous). No gap-crossing path piB of this group can descend
below the line of angle−ψ1 passing through the lower lip of the gap, and no such path can come from above the line of the
same angle passing through the top end of the gap. These two lines define a swath that has to be blocked by segments of
type B in the leak-stopper (see Fig. 4 for the swath lines of all groups).
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Fig. 5. Left: The design of a white leak-stopper. Right: Detailed look at the segment blocking classes of group B.
Fig. 6. The swaths for different groups of classes, and the corresponding blocking patterns.
Table 2
The diameter paths for each group of classes. The second and third
column correspond to the locations in the leak-stoppers touched
by the extreme line, expressed as multiples of w. The angle is
calculated as arctan((a+z+ryw−ly)/(a+z+rxw−lxw)) for groups
A, B and C; for the other groups the x and y axes are swapped.
Group [lx, ly] [rx, ry] Angle Note
A [0, 8] [7, 0] 0.4250 < ψ1 , stops prematurely
B [2, 7] [7, 0] 0.4854 < ψ2 , stops prematurely
C [2, 4] [6, 2] 0.6461 > ψ2 , ψ2 is steepest
D [1, 0] [8, 7] 0.4548 < ψ1 , stops prematurely
E [2, 0] [8, 6] 0.4993 < ψ2 , stops prematurely
F [2, 4] [7, 4] 0.6466 > ψ2 , ψ2 is steepest
The ordering of the classeswithin themesh superline doesmatter, as it influences the offsets of the swaths–in themiddle
of the superline corresponds to a centered swath. As the swaths are widest for the steepest (closest to diagonal) groups,
putting those groups to the middle of the mesh superline is the best choice. The left side of a vertical superline starts with
C0 and the class angles increase until Cpi/4 is reached in the middle, then the classes switch to C−pi/4 and increase to C0 at
the right side of the superline. The ordering is analogous for the horizontal superlines, with the bottom part reserved for the
increasing angles and the top part for decreasing angles.
Fig. 6 shows the swaths and the resulting designs for all 6 groups of classes in white leak-stoppers.
The final optimization comes from observing that for large k the path can only go in almost a straight line, i.e. the largest
d cannot be in a path that makes ‘bends’ (as in Fig. 3). In order to find the diameter path for a given groups of classes,
we examine what is the steepest angle that misses the leak-stopper segments of that type. This can be straightforwardly
calculated for all six classes as shown in Table 2:
The steepest paths for groups A, B, D and E are not steep enough to belong to their group (trying to achieve that for B and
E leads to some of the peculiarities of the design from Fig. 5), meaning that no path from these groups can cross all the way
from a mesh superline through a gap to the other mesh superline. The steepest paths for groups C and F are steeper theψ2,
i.e. the diameter path for these groups is limited by the maximal angleψ2, not by the leak-stoppers. The resulting diameter
d is therefore d = 2(a+ z)/ cos(ψ2) ≈ 3.3745. 
Further improvement is possible bymore detailed analysis, i.e. by dividing the classes between φ and pi/4 into 4 or more
groups: however the possible improvements are only minor: z must be at least a/2 (otherwise the whole leak-stopper does
not cut the swath for the group containing the diagonal class). A diameter path bypassing both upper left and lower right
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Fig. 7. The design of VCLs for k = 3.
Fig. 8. VCG for k = 3, also showing the longest non-cut path of class C0 .
leak-stopper is therefore of angle θ = arctan(a/(a + 2z)) = arctan(1/2) and length 2(a + z)/cos(θ) ≈ 3.01975, i.e. our
result is within 12% of the best possible using the mesh-with-gaps approach.
4.2. Improvements for k = 3 and k = 4
The horizon distance can be noticeably reduced by more careful analysis for specific k. The case k = 3 warrants
special attention, as this is the most relevant case in practical situations (both LMST and Half-space proximal lead to
(1, 3)-edge/wedge graphs and k = 3 is the lowest k for which the Yao graph is connected). Note that Theorem 2 gives
d ≈ 35.609 for k = 3. In this part we employ additional techniques (hexagonal symmetry, use of asymmetry) to improve
upon Theorem 2.
Theorem 7. There exists 15.466-VCG for (1, 3)-edge/wedge graphs.
Proof. The detailed design of VCLi for i = 0, 1, 2 is shown in Fig. 7, where the hexagon is of side (radius) 6. Minkowski
sums for parts of VCL0 and VCL1 are shown as shaded areas to demonstrate that they are indeed disjoint. Note that no line
segment of VCLi is inside Ci, ensuring (together with disjointness of the Minkowski sums) the second property of VCLs.
Fig. 8 shows how the per-hexagon VCLs are combined to form the global VCG. The location is fixed by having one of the
hexagons centered at [0, 0].
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Fig. 9. The design of VCLs for l = 2, k′ = 3.
Fig. 10. The design of VCLs for k = 4.
It is straightforward to verify that indeed each VCLi is d-cutting its Ci, where the longest non-cut path (of length
d) is marked on Fig. 8 for the class C0. Using the Pythagorean theorem we derive d =
√
92 + (12+ 1/√3)2 =√
225+ 8√3+ 1/3 ≈ 15.46576. 
The construction can be straightforwardly generalized to larger l and k′ = 3k: Enlarge the scale by a factor of lk and put lk
equally spaced cutting lines for class Ci in the space previously occupied by the single cutting line for that class (see Fig. 9).
Theorem 10. There exists 15.466lk-VCG for (l, 3k)-edge/wedge graphs.
Note that for large k Theorem 6 achieves a better bound.
While only few of the techniques introduced in Section 4.1 are applicable for the case k = 4, a careful ad hoc construction
making use of asymmetry allows us to design an efficient VCG: The case k = 4 is practically important as well, and it has a
convenient east/north/west/south symmetry (Fig. 10).
Theorem 11. There exists 26.989-VCG for (1, 4)-edge/wedge graphs.
Proof. The design is based on a careful design of leak-stoppers, shown in Fig. 11, allowing reduction of their size from10×10
to 6 × 6. A minor benefit is also obtained by having the top of the rightmost blocking line for VCL0 extend to [5, 1/sqrt1]
instead of ending at [5, 1] (for other classes the benefit is higher and the resulting d smaller).
The resulting diameter path has therefore length√
202 + (16−√2− 1/√2)2 =
√
660.5+ 48√2 ≈ 26.989.
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Fig. 11. Detailed design of a leak-stopper for k = 4, showing also Minkowski sums.
One minor problem is that the VCLs as shown in Fig. 11 contain segments that might belong to the corresponding class (i.e.
VCL1 contains horizontal segments andVCL3 contains vertical ones). This can be remedied by slightly tilting these segments–
there is space for that as can be seen examining the Minkowski sums. Still, this prevents adaptation of this approach to the
case l > 1. 
5. Conclusions
In this paper we identified a new subclass of Unit Disk Graphs, called (l, k)-edge/wedge graphs, that encompass a variety
of well-known and commonly used graphs in the wireless networks literature (Yao graphs, Local Delaunay, Local Minimum
Spanning Tree spanners and Half-Space Proximals). We gave local, deterministic algorithms for edge coloring these graphs
and provided several ways for improving the algorithm depending on the density of the point set that determines the graph.
Several questions concerning the optimality of our algorithm remain open and would be interesting to consider in future
investigations.
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