A model has been developed that can account for both front and back "autodoping" effects during epitaxial growth as well as impurity redistribution during further high-temperature processing. The model incorporates three dopant fluxes, i.e., (i) the flux from the solid into the gas phase at the rear of the wafer, (ii) the flux from the solid to the front surface of the wafer, and (iii) the flux from the bulk gas phase into the boundary layer near the front surface of the wafer in which transport of dopant occurs by diffusion only. The redistribution of impurities both within the solid semiconductor and in the gas phase are investigated from a theoretical viewpoint. Numerical solutions are obtained using the Crank-Nicolson method. Implications of differences between this approach and previous work are discussed. Calculated results are presented to illustrate the variety of problems that may be solved using this mathematical approach.
results are presented to illustrate the variety of problems that may be solved using this mathematical approach.
The distribution of impurities in epitaxially grown silicon layers plays a major role in the operation of diodes, transistors, and integrated circuits. The impurity redistribution that occurs during silicon epitaxial processing and semiconductor device fabrication is dependent upon processing times and temperatures, diffusivities, evaporation rates, and segregation coefficients of the dopants in the solid and gaseous phases. A model for the redistribution process wou]d enable one to assess the critical steps in the fabrication sequence and predict the effect of process changes on the impurity distribution in the semiconductor. A typical device processing sequence may consist of fifteen discrete high-temperature steps that affect the impurity redistribution. Since the results of the prior step form the initial conditions for the present step, analytical solutions to the diffusion or transport equations are not available. Therefore, a sequential numerical technique is the obvious choice to solve this type of processing problem. At present only fragmentary parts of this problem have been solved and no complete model exists.
BackgroundmEpitaxial Growth
Since the largest single unknown in calculating the impurity redistribution during device fabrication is the redistribution due to epitaxial growth, this process step will be treated in great detail. The prior efforts on modeling the substrate and layer impurity redistribution during epitaxial silicon growth can be divided into three categories based upon the source of the impurity. The first and earliest approach involved the transfer of dopant from the front surface of the substrate (1-2), mixing of this dopant with the gas phase, and subsequent reincorporation of this dopant into the growing epitaxial layer. This treatment completely ignored solid-state diffusion as the other major mechanism for dopant transport. The second approach to the redistribution involved the transport of dopant by diffusion in the solid only (3) (4) . The effects of the ambient gas phase were neglected. A more detailed analysis of this approach was made by Abe et al. (5) . A numerical approach was used in order to treat the steps prior to the deposition of the epitaxial layer. The influence of the gas phase on the redistribution process was ignored and the case of slow layer growth was not successfully treated. The third approach to the redistribution probKey words: silicon, epitaxy, semiconductor, device processing redistribution.
lem involved the transfer of dopant from the back surface of the wafer into the ambient and its subsequent incorporation into the growing epitaxial layer (6) (7) (8) . However, the effects of solid-state diffusion were ignored.
All three approaches have been used and the results of the models have been verified over a limited range of experimental conditions. The three approaches give a wide range of predictions when applied to any one common system. Since front and back surface evaporation and diffusion of dopant are all occurring simultaneously throughout the epitaxial growth and other high-temperature processing steps, a model incorporating all of the three approaches would provide a better description of the process.
The type of dopant transport phenomenon that will predominate in a given epitaxial deposition cycle is a function of the distribution of dopant in the substrate along with the dopant intentionally added to the gas phase. Three dopant fluxes must be considered to completely define the boundaries of the gas-solid composite system. The first flux is that between the solid and the gas at the back boundary. This flux is the one that has been treated by Joyce et al. (6) , Shepherd (7), and Skelly (8) as the sole contributing factor to the "autodoping" phenomenon. A similar flux existing at the front surface of the wafer gives the rate of transfer of dopant from the solid to the front gas-solid interface. This flux is of great importance in understanding autodoping associated with the first few microns of growth.
After the first few microns of growth in normal epitaxy (i.e., lightly doped layer on highly doped substrate) the back transport effect predominates. The third flux is that flux which controls the rate of transport of dopant from the bulk of the gas phase to the gas-phase boundary layer near the front interface. In the gas-phase boundary layer, diffusion is the sole transport mechanism. This flux can include intentionally added dopant as well as the dopant released at the back surface.
The following treatment will determine the three dopant fluxes and establish the boundary conditions for the problem. The doping of a layer with the same dopant as in the substrate as well as different dopant species is considered. Also nonuniform initial conditions are treated by the numerical method employed to solve Fick's Second Law in the solid.
Theory
The solution of the problem will involve the treatm e n t of three regions: (i) the bulk gas phase where all the dopant is uniformly distributed; (ii) the gasphase boundary layer w h e r e transport of dopant is by diffusion only; and (iii) the solid where transport of dopant occurs only by diffusion. Figure 1 depicts a section of an epitaxial reactor with the wafer on a heated susceptor. The various sources of dopant are shown schematically. To reduce this situation to a onedimensional case consider a line z = zo, perpendicular to the wafer in the plane A-A. Figure 2 shows the concentration distribution along the line z -----zo from the wall of the reactor, x = w to the back surface of the wafer, x ----b. This line also passes through the boundaries x ----d and x = i which respectively separates the bulk gas phase from the gas-phase boundary layer, and the gas-phase boundary layer from the front surface of the wafer. All subsequent analysis of i mpurity redistribution problems will refer to the dopant m o v e m e n t along the line z = zo. A mathematical model describing the redistribution sequence can be f o r m u - lated since the impurity redistribution within the solid and within the gas-phase boundary layer is diffusion controlled. For a diffusion-controlled process Fick's Second Law (for constant diffusivity, D) in one dimension is
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Ot Ox ~ where C(x, t) is the concentration and x and t are the spatial and time variables, respectively. The one-dimensional assumption is applicable to the case of uniformly doped epitaxial structures normally encountered in semiconductor device fabrication since the diameter to thickness ratio of the wafer is usually greater than 150 to 1. For analysis of subdiffused substrates encountered in integrated circuit fabrication the one-dimensional analysis does not strictly apply, since transport of dopant from the diffused regions to the nondiffused areas occurs parallel to the surface of the wafer. This dopant transfer m a y still be analyzed in one dimension by treating the diffused and nondiffused regions as separate structures linked by an intermediate gas phase. In order to obtain the boundary condition at the front gas-solid interface (x = i) the mass balance will be constructed about the interface. The flux F (i, t) in the solid at the interface x ----i will then be expressed in terms of solid concentrations and concentrations of dopant in the bulk of the gas phase. Both of these concentrations may be measured e x p e r i m e ntally.
As can be seen from Fig. 1 there are two sources of dopant that may enter the growing epitaxial layer by w a y of the gas phase. These sources are the flux of intentionally added dopant, Fa and the flux of dopant escaping from the back and sides of the w a f e r F (b, t). These dopant fluxes will be used to define the time rate across yz some will leave in the y-direction across Y2. The rest will enter region 2 in the x-direction, toward the solid, crossing the boundary, x ----d.
Therefore, the rate of change of dopant in region 1, Q'I, may be w r i t t e n as
where f is the fraction of dopant from the back of the wafer that is crossing the boundary x ----d, in the xdirection, and going toward the solid. Now let one consider the rate of change of dopant Q'~ (region 2, Fig. 3 ) in the gas-solid composite system between x = d and x : r. r is a point in the wafer where the concentration gradient is always equal to zero. For semiconductor device fabrication such a point always exists since wafers are usually ~ 250~ thick, while diffusion lengths in the solid are almost never more than 10~. To obtain Q'2 one first must integrate the concentration distribution in region 2 to obtain Q2. Qz is the total number of dopant atoms per unit area in region 2
where the symbol (g) refers to terms in the gas, while the absence of (g) refers to terms in the solid. To obtain Q'~ one differentiates Eq. [3] with respect to time
The terms containing the expression --~ dx, when a and ~ are arbitrary limits, can be simplified using the following substitution
which is the integral of Fick's Second Law for constant diffusivity. Using the above substitution in Eq. [4] and defining v~----da/dt (where a is the position of a boundary in the x-direction), one obtains
Inspecting Eq.
[5a] there are a number of terms that will go to zero. Since the boundary, x = r, is not moving, Vm is zero. The velocity at x : d is set equal to zero since the movement of the front interface is sm~ll compared to thickness of the gas-phase boundary lager (9) . Therefore, only the velocity vi is not zero. Since x = i is the only moving interface, the subscript will be omitted. The flux at x = r is zero since r was defined as a point where the concentration gradient is always zero. Eliminating the zero terms from Q'2 one obtains
[5b]
Since dopant only enters or leaves region 2 at the boundary x = d, one already knows the flux across d from the analysis of region 1, i.e., [F(g) 
. This flux may now be set equal to Q'2 to obtain the boundary condition at the front gas-solid interface
The assumptions used to simplify Q' and to derive the boundary condition at the gas-solid interface, (x = i), are summarized as follows:
(i) The bulk gas phase ~is completely mixed at all times.
(//) A linear concentration gradient exists across the stagnant gas-phase boundary layer.
(iii) Dopant transport in the solid phase can be characterized by Fick's Second Law.
(iv) The diffusivity of the dopant is independent of concentration.
(v) The dopant escaping from the back surface of the wafer is not influenced by the flux of dopant at the front interface.
(vi) During growth, etching, or oxidation steps only the front solid interface is moving.
Equation [6] implies that the flux F(i,t) is not only a function of dopant transported from the gas [F(g) (i, t) ], but is also a function of the dopant leaving the back surface or sides of the wafer [F(b,t)], as well as the velocity of the front gas-solid interface, v.
Equation [6] contains flux terms that cannot be easily evaluated. Therefore the terms F(b,t) and F(g) (i, t) will be approximated with the following relationships
These equations assume that the driving force for dopant transport at the interfaces, x -----b and x = i, respectively, is the concentration difference across the interface, k is the equilibrium segregation coefficient defined at zero growth rate as
This typeof flux approximation (Eq. [7] and [8] ) is used to describe a situa%ion, at an interface, where a restriction to dopant transport exists [see Crank (9) ]. The restriction coefficient h has the units of velocity, and will be referred to in this work as the "evaporation coefficient." The evaporation coefficient is a constant that depends upon the temperature, pressure, dopant species, wafer orientation, gas velocity, and reactor geometry. Small values of h effectively keep the ratio of concentrations on either side of an interface from reaching the equilibrium value as defined in Eq.
[9a] and [9b]. The evaporation coefficient therefore controls the time rate of approach of the ratio of concentrations on either side of an interface to its equilibrium value. For large values of h (i.e., h >~ x/D/t) the escape of dopant will be diffusion controlled since all the dopant reaching a surface will rapidly transfer into the gas phase. Also for large h the back flux term will rapidly approach a constant value and have the same effect as an increased constant concentration level of dopant in the gas phase. For small values of h there will be a large time dependence of the flux at the front interface, resulting in a graded dopant distribution in the growing layer. Substituting Eq. [7] and [8] into Eq. [6] , and regrouping terms, one obtains an equation for the flux in the solid at the front interface in terms of solid-and gas-phase concentrations and the constants h, v, and f
[10]
Equation [10] still contains terms of C(g)(i,t) and C(g) (b,t) which cannot be easily measured in practice. Since the distance between the front and back surfaces of the wafer (0.25 mm) is small compared to the total boundary layer thickness (5 mm) (10), we will assume C(g)(b,t) _~ C(g)(i,t). Equations [7] and [8] still contain a term, C(g)(i,t), which cannot be easily measured. One approach to this dilemma would be to write the flux across the gas-phase boundary layer (x : d to x --i) as
where Cm(t) is the mean gas-phase concentration and h(g) is the gas-phase mass transfer coefficient. Then one could simultaneously solve the above equation in conjunction with Eq. [6] to eliminate the term C(g) (i,t) in favor of the mean gas-phase concentration Cm(t). This is a cumbersome method. Since the diffusivity in the gas is much larger (twelve orders of magnitude) than in the solid, and since the velocity of the gas-solid interface is small compared to the transport across the boundary layer, a simple relationship between the mean gas-phase concentration and the gas-phase concentration at the interface will be assumed C(g) (i,t) = kg Cm(t) [11] where k~ is an arbitrary constant that will depend upon the gas velocity distribution in the boundary layer. For all of the systems investigated by the authors, kg was usually very close to unity for most conditions encountered during epitaxial growth and semiconductor processing. Finally substituting Eq. [11] into Eq. [10] and assuming C(g)(b,t) = C(g)(i,t), one obtains the boundary condition at the front interface in terms of readily measurable or easily calculable quantities
where ke = kk(g). This flux term F(i,t) completely describes the movement of dopant both from the solid and from the gas across the front gas-solid interface. The flux of dopant will only go to zero under a set of stringent conditions. These three conditions must be met simultaneously for a zero flux to occur. 
t). (iii)
The concentration in the solid at the back interface must be equal to keCm(t).
If one lets Cm(t) = 0, and assumes that no dopant from the back is reincorporated into the growing layer (] = 0) then Eq. [12] reduces to
F(i,t) = (h + v) C(i,t)
which is Grove's (4) boundary condition for the solid neglecting gas-phase contributions.
An alternate approach to the solution of the composite gas-solid system involves the solution of the transport problem in both the gas-phase boundary layer and in the solid phase. This approach eliminates the assumptions about the fluxes at x --i and x = b inherent in the method outlined above. For practical reasons as outlined later, the approximation approach was chosen over the solution of the composite system.
The boundary condition at the front gas-solid interface (Eq. [12] ), and the boundary condition at the back of the wafer (Eq. [7] ) can be used to solve Fick's Second Law (Eq. [1] ) in the solid using numerical techniques.
Numerical Solution
A number of numerical techniques have been used in the past to obtain solutions to a parabolic partial differential equation (e.g., Eq. [1] ). The simplest approach is the forward finite difference method (FFDM). This technique suffers in two major respects. The first of these is the poor approximation (only first order correct) to the time derivative of concentration. The second restriction is the limit on the stability criterion which requires that the value of the dimensionless quantity R = DAt/(~x) 2 cannot exceed 0.5, where At and Ax are the time and spatial increments, respectively. This limit on R forces one to employ very small values of At (and to use extremely long computation times) if a stable solution is to be obtained. The implicit Crank-Nicholson Method (CNM) has the disadvantage of more mathematical operations than the FFDM but offers higher accuracy for the same total expenditure of computer time. Also there is no bound on the stability parameter R for interior points (11) . Some problems may occur at a boundary when large values of R are used, especially if a large concentration discontinuity exists. Since the CNM involves analogs for the various concentration derivatives centered in the time interval At, they are second order correct. Another advantage of the CNM is the ease in which Ax and/or At may be varied. 1] ) using the boundary conditions of Eq. [7] and [12] and nonuniform initial conditions, using the Crank-Nicholson method (17) .
To test the accuracy of the CNM, a comparison was made with the known analytical solution for the moving boundary and evaporation problem (MBEP) where the gas concentration, Cm, is set equal to zero. The analytical solution to the moving boundary and evaporation problem as given by Grove et al. (4) is presented below
where Cs is the original concentration level in the solid. Equation culation. Figure 4 graphically displays both the analytical and numerical solutions to Eq. [1] using the boundary condition of Eq. [12] with the normalized evaporation coefficient hn = 10 ~~ where hn -: h/(~/D/t), and v = 0 (evaporation only). At the smaller values of hn the curves tend to flatten out. For the numerical solution, ~x was varied from 0.005 to 1.0, i.e. the solid which was 5~ thick was divided into a number of steps which varied from 1000 to 5. Even for the largest ~x, the numerical solution and the analytical solution cannot be resolved on this plot. The error, associated with the evaporation solution is very small over the entire range of ax that was investigated. The maximum error occurs at the gas-solid interface. For a ~x of 0.05, which is the interval size normally used, the error at the interface is 0.4%. The variable at solution is highly accurate for the solution of the evaporation prob~.em. This variable time interval solution is particularly useful in the treatment of long diffusion problems where little or no dopant movement occurs over a large part of the time cycle. For an 8 hr oxidation cycle at ll00~ the computer run time was reduced by a factor of 230 when using the variable at solution. If the concentration distribution was continuously varying, a fixed interval at method would be preferred over the variable at solution.
To achieve the highest level of accuracy, using the CNM, the smallest value of ax consistent with the amount of computer core storage available should be chosen. For systems where the active diffusion zone is small relative to the total dimensions of the body under simulation, the smallest practical value of ax that may be chosen may still be too large to give the required level of accuracy desired. Therefore, a numerical solution that allows the use of small values of hx in the active diffusion region and larger values of hx in regions where little or no transport of dopant is taking place, would allow one to conserve large amounts of computer core storage while significantly reducing the calculation time. When treating a problem where little change in concentration is expected to occur at the interface (e.g., an evaporation problem with hn << 1.0) ax may be taken large. But if one is working in a region where the concentration gradient is large, i.e., the concentration change over lax is greater than a factor of two, then a small value of ax shou/d be used. This would result in a variable ax solution where ax would be small in regions of large concentration changes and would be large in regions where the concentration gradient was close to zero.
Since small values of ~x/(~/Dt) lead to higher accuracy, one would use this solution in regions where rapidly changing concentration gradients occur. There are savings in both computer time and core if one has a prior knowledge of where these regions of large concentration changes are occurring throughout the solid. The "split grid approach" was developed for a continuous material but it is also extremely useful in treating problems where a boundary or discontinuity exists such as the gas-solid interface or the boundary between two phases. It allows one to choose values of hx in each region that will result in the minimum total error for the smallest amount of computer core and time. There may be as many breaks in the grid size as is required by the particular problem under study. An example of where this variable grid size solution would be useful is the growth (Fig. 5 ) of a thick epitaxial layer at very low temperatures such that the region between the layer and the substrate would have a very large concentration gradient, while in the substrate and in the layer the concentration gradient would be close to zero. If one tries to model this problem using a large value of a~c, the transition region appears more graded than it actually is. If one tries to employ a very fine ax solution, large amounts of core are required since the regions in which the concentration gradient is zero may be 20~ thick while the transition region may only be 2~ in size. The optimum treatment of this type of problem is to use a large value of d~x (Ax -----0.5) in the regions of small concentration change (i.e., the layer and the substrate) and to use a very fine hx (ax = 0.002~) in the 2~ transition region. Errors in the numerical solution occurring in the region of fine Ax are comparable to the errors that occurred when using a uniform grid size ~x :-0.002. The saving in both computer run time and core storage for this particular problem is almost a factor of 10.
The errors resulting from the CNM treatment of the MBEP will now be discussed. In the growth mode, the following sequence is used to obtain a numerical solution:
(i) A growth step equal in size to ax or some whole number times ax is added. These steps are added on using Ca = ke*Cm where Ca is the concentration of the added step. For most elements, ke decreases with temperature and approaches unity with increasing growth velocity (12) . 
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(ii) An adjustment is made to the concentration at the prior original interface to conserve mass across the added solid step and a region of equal size already in the solid phase. This is accomplished by averaging the concentration of the added step with the prior interface concentration value.
(iii) The problem is now solved under static conditions using a fixed At method. One time iteration is usually sufficient. Errors in general are largest at the smallest growth rates and at larger values of ax. While the errors appear larger the further one gets from the original interface (x = 0) the concentration gradient at distances far from the interface is also large. At a depth of 3.3~ from the original boundary, the concentration may have dropped by six orders of magnitude, while the concentration change over 0.05~ is almost a factor of two. Therefore, errors less than 50% are really quite small relative to the large changes ~n concentration.
Even when the calculated error is greater than 1000%, a lateral shift in the concentration distribution of less than lax is all that is needed for perfect agreement. For a ax --0.005, the calculated error at a concentration level ten orders of magnitude below Cs was only 4%.
In summary, a numerical model has been developed than when compared to availab~.e analytical solutions yields highly accurate results. The CNM is used to solve the diffusion equation in the solid for arbitrary initial and boundary conditions. Savings in computer time and core storage can be realzed by using a variable increment size solution.
Analysis of Processing Problems
To design or modify a semiconductor device the single most important parameter is the concentration distribution in the wafer. This distribution affects every single electrical function of the device. Unfortunately, at present, no experimental method exists to determine this concentration distribution. The computer program CASPER offers the designer a powerful tool for performing processing experiments in a short time at a reasonable cost. With CASPER the designer can easily perturb a particular set of materials' properties or a given processing sequence to optimize the electrical characteristics of the device.
In this section CASPER is applied to actual semiconductor processing problems supplied to the author by device designers. In most cases the designers could not accurately define the boundary conditions for the diffusion and "drive-in" operations. All experimentally determined electrical parameters were obtained from the device engineers and represent averages taken over hundreds of thousands of processed devices. In treating certain steps in the device fabrication sequence, specific simplifying approximations were used. During a step involving oxidation of the silicon surface it is assumed that all n-type dopants have zero evaporation coefficients, i.e., no dopant is lost through the oxide. For p-type dopants the evaporation coeff• is modified (lowered) and 30% of the dopant consumed by the oxide is lost to the silicon. The values of the segregation coefficient, k, were taken from the work of Shepherd (12) . The limiting concentration allowed in the solid in all cases is the solubility limit of the individual dopant species taken from the work of Trumbore (13) . Conversions from concentration to resistivity were made using the polynomial fit developed by T. P. Lee (14) which is used in the calculation of sheet resistance. Emitter discussions were carried out under a constant surface concentration boundary condition, while base diffusions were simulated as a two-step i0 o --process consisting of a predeposition at low tempera-I fl tare f~176 by a high-temperature drive-in step"
GROWTH
Example L--In the first example, an integrated circuit device pictured in Fig. 7 Z~~j /' I distribution. In this structure, the sheet resistance of the antimony buried layer must be kept below 20 ohms/square. It was found in some devices after processing that the sheet resistance had exceeded this value. , , Since the antimony distribution itself was formed by "-a deep predeposition and drive-in process, no analytical solution existed for the impurity distribution. Therefore the CNM was used to calculate this distribu- tion and subsequently integrate it to obtain the sheet resistance of the structure at all subsequent processing steps. Rs is defined below
Rs~-xl q~(x) C(x,t)dx
where q is the electronic charge and ~(x) is the majority carrier mobility. Table I shows the change in antimony sheet resistance as a function of high-temperature processing. Since this calculation established that the HC1 vapor etch was the principal culprit, further analysis was undertaken to reveal the extent of this effect. Calculations were performed simulating the HC1 vapor etching of the silicon surface, removing from 0 to 2~ of silicon. 569 and the layer was intentionally doped with 2 • 1014 atoms/cm 3 of phosphorus. The boron in the substrate (due to contamination of the polycrystalline silicon raw material or contamination during crystal growth) was believed to diffuse out during growth and form a p-region about 1~ from the original interface in the epitaxial layer. In some cases this region apparently escaped detection after epitaxial growth but appeared to form sometime during subsequent high-temperature processing. Figure 9 shows the calculated concentration distribution for 1 • 1018 atoms/cm 3 of boron originally in the substrate. The CNM solution showed that the p-layers did indeed grow with subsequent processing by almost a factor of 2.5. The calculation also showed that if the boron level in the substrata was less than 5 X 1015 atoms/cm 3 no layer could be detected by the MOS capacitance technique being used. This suggested that slices should be subjected to a high-temperature soak directly after epitaxial deposition to enhance the presence of the p-layers if they existed. Figure 10 shows the comparison between the calculated width of the p-region before and after the high-temperature processing steps. These calculated p-region widths are in good agreement with the boron concentrations found in the substrates using the ion microprobe (15) .
Example 3.--The third example deals with the back autodoping phenomenon. This example shows how CASPER may be used on a problem where multiple sources of dopant are present (i.e., intentionally added to the gas phase, diffusing from the substrata into the layer, and transported through the gas phase from the sides and back of the substrata). This effect involves the transport of dopant originally in the substrate through the gas phase and back into the growing layer. Therefore epitaxial layers deposited on lightly doped substrates would have a lower layer doping level than layers deposited on heavily doped substrates in the same reactor. Dopant from one substrate may affect other wafers in the reactor with the effect decreasing as the distance from the heavily doped wafer in question. The back of the substrata which is unsealed during the deposition cycle is usually the prime source of this extra dopant after the first micron or two of growth. Subdiffused regions on the surface have been shown by Pogge (16) to also give rise to the same ABSTRACT Heteroepitaxial GaAs films have been grown by the vapor phase organometallic process on magnesium aluminate spinel substrates prepared by various methods. The effects of variations in growth parameters on the epitaxial GaAs film characteristics have been studied. These growth parameters include substrate surface preparation, substrate composition, substrate orientation, growth temperature, gas flows, reactor geometry, and source materials. The substrate orientation and the purity of the source materials were found to play a critically important role in determining both the crystallinity and the electrical properties of the films. Unintentionally doped GaAs films with electron and hole mobilities up to 70 and 100%, respectively, of bulk GaAs values were grown in the carrier concentration range 101L1016/cm3. The epitaxial composites have been characterized by physical and electrical methods. Information on the crystalline perfection, optical properties, and carrier transport characteristics has been obtained.
Single-crystal growth of large-area semiconductor films on oxide insulating substrates is of technical importance to many solid-state electronic devices. Extensive studies of the epitaxial growth of elemental semiconductors, silicon and germanium, on oxide insulating substrates have been reported (1) (2) (3) (4) (5) (6) in the past few years. These studies have led to a basic understanding of the composite material systems and to the development of devices (7-9) constructed in silicon grown on sapphire. With the significant progress made on elemental heteroepitaxial semiconductor films, the trend of development was extended to compound semiconductors. Recently, the successful growth of several III-V and II-VI compounds has been reported (10) (11) (12) (13) (14) (15) , and many properties of GaAs grown on sapphire have been characterized (11, 16) . In this paper research results are presented on the epitaxial * Electrochemical Society Active Member. Key words: eDitaxial growth, GaAs-on-spinel, heteroeDitaxial semiconductor, GaAs/insulating substratcs.
growth and properties of GaAs grown on magnesium aluminate spinal.
Experimental
Substrate Preparation
Spinel substrate wafers used for GaAs epitaxy were obtained from crystals grown at RCA Laboratories. Stoichiometric spinel (MgA1204) was grown by the flux (17) and the Czochralski (18) methods. Low alumina-rich spinels (MgO: 1.5A12Oa-MgO:2.5A120~) were grown by the Verneuil method (19). Selected Czochralski spinel wafers of good quality from commercial sources were also used. Initial growth experiments indicated that single-crystal GaAs films can be grown on spinel prepared by all three methods. However, it was found that most films grown on flux spinel exhibited very high resistivities due to unintentional doping of the GaAs films by flux impurities in this
