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Mucho tiempo ha pasado ya 
desde que los conceptos que 
circulaban alrededor de las 
comunicaciones ópticas deja-
ron de tener el encanto de lo 
nuevo. Las fibras ópticas, los 
láseres de semiconductor, los 
fotodetectores de avalancha, 
incluso ya las fibras amplifi-
cadoras de tierras raras, apa-
recidas muy recientemente 
[1], son ya tan sólo una parte 
del lenguaje cotidiano de los 
tecnólogos. Únicamente los 
muy alejados del tema, aque-
llos que caminan por otros 
mundos más o menos aparta-
dos, sienten aún una especie 
de idolatría por esos términos 
que no conocen pero que, a su 
entender, constituyen el mun-
do del mañana. Todos los que 
se mueven por la realidad del 
hoy saben que eso no es cier-
to, y que mucho de lo que al-
gunos creen será el mañana es 
tan sólo una parte del ayer. 
Cabría entonces pensar qué 
puede ser lo que nos aguarda 
Exponer algunas nociones acerca de la Teoría 
del Caos pasa en este artículo por una intro-
ducción al tema y el planteamiento del clásico 
circuito de Van der Pol, con los posibles com-
portamientos que ofrece, así como de su des-
cripción mediante atractores. Esta teoría se 
aplica a un sencillo caso de circuito electroóp-
tico realimentado, como ejemplo de lo que tam-
bién sucede en Fotónica. Finalmente, se plan-
tea su posible aplicación al caso de autómatas 
celulares para reconocimiento de patrones o 
como máquinas de "pensar". 
en los próximos años, en ese 
tiempo que queda hasta que el 
presente siglo muera y dé co-
mienzo el nuevo milenio. Ha-
ce bastantes meses, ya casi 
dos años [2], en estas mismas 
páginas se publicó un artículo 
en el que, como uno de los 
caminos posibles, se planteó 
el de la computación óptica. 
El camino señalado en aque-
lla ocasión sigue siendo hoy 
tan dudoso como entonces. La 
mayor parte de las frases con 
las que se acababa el texto si-
guen siendo vigentes y, de he-
cho, algunas de las industrias 
americanas que más fondos 
habían invertido en ese seg-
mento, en teoría emergente, 
empiezan a retirarse parcial-
mente de él (por lo menos, en 
los caminos que por esos 
años, no más de dos, se iban 
trazando). El tema sigue sien-
do de futuro, pero ya parece 
que los caminos por los que 
se debe avanzar han ser dife-
rentes a los entonces trazados. 
Cosas hechas se están, en rea-
lidad, aprovechando para ha-
cer "mestizajes" con la com-
putación convencional, y qui-
zás ocurra lo que ha ocurrido 
siempre en la Historia: que el 
futuro sea de la mezcla de las 
razas y nunca de las razas pu-
ras. 
¿Cuáles podrían entonces 
presentarse como posibles lí-
neas de futuro? ¿Qué panorá-
mica conviene ir mirando con 
atención por si, dentro de 
muy poco, puede llegar a ser 
algo realmente de actualidad? 
Las respuestas, seguro, son 
tan variadas como augures se 
consulten pero, en un intento 
de lanzar la primera piedra, en 
estas páginas se van a desve-
lar algunas. 
ALGUNOS CONCEPTOS 
QUE PARECÍAN CLAROS 
Y NO LO SON TANTO 
Todos los que nos hemos 
movido por cualquiera de los 
campos de la Ciencia o la 
Tecnología, siempre hemos 
tenido presentes una serie de 
conceptos a los que, a base de 
manejarlos a diario, nos he-
mos acostumbrado, y cual-
quier duda que se presentase 
acerca de los mismos parece-
ría algo por completo desca-
bellado. 
El primer concepto que to-
dos hemos tenido siempre 
muy claro es de la "oscila-
ción". Cualquier tipo de osci-
lación, fuera del tipo que fue-
ra, era asimilada siempre a 
otro concepto que considerá-
bamos equivalente. Este con-
cepto era el de "periodici-
dad". Si un circuito era cata-
logado como oscilador lleva-
ba consigo la noción de que la 
señal que emitía se repetía pe-
riódicamente. Y esto no admi-
tía ninguna duda. 
El segundo concepto por el 
que también nos hemos solido 
mover a lo largo de los años 
es el de "ruido". Todo ruido 
era considerado como un pro-
ceso por completo "no deter-
minístico". Esto equivalía a 
decir que su origen y sus cau-
sas venían dadas por una serie 
de fenómenos que se alejaban 
por completo de todo proceso 
iniciado a través de unas leyes 
perfectamente determinadas 
y, en cierta manera, preesta-
blecidas. Se sabía que algunos 
ruidos tenían unos ciertos orí-
genes pero que éstos estaban, 
en general, fuera del control 
de las leyes fínicas que luego 
los controlaban. 
¿Cuál es la situación actual, 
y que más adelante comenta-
remos? Los hechos con los 
que nos debemos mover a 
part ir de ahora son, entre 
otros, que: 
a) no hay ninguna razón para 
que las osci laciones sean 
siempre periódicas, 
b) el ruido puede surgir de 
un proceso determinístico, 
c) existen sistemas determi-
nísticos, de carácter newto-
niano, que son "impredeci-
bles", y 
d) que estos últimos siste-
mas pueden llegar a producir 
un ruido determinístico. 
Las consecuencias de todo 
lo anterior no se escapan a na-
die, por muy alejado que se 
encuentre de los conceptos in-
troducidos en los enunciados 
previos. Acercándonos a una 
terminología más convencio-
nal, podría sintetizarse lo an-
terior diciendo que hay funda-
das razones para creer que 
ciertos tipos de ruido pueden 
proceder de causas absoluta-
mente determinadas. Y que 
estas causas pueden proceder 
de s i tuaciones que, en un 
principio, al estar por comple-
to controladas, en la lógica 
que nos ha guiado hasta hoy, 
jamás podrían conducir a si-
tuaciones alejadas de compor-
tamientos totalmente estable-
cidos y claros. 
Como consecuencia final de 
lo anterior, y a ello llegare-
mos en la conclusión de estas 
páginas, las situaciones de ti-
po caótico, que hasta hoy han 
sido consideradas como algo 
fuera de toda lógica y de todo 
control, pueden llegar a ser 
determinadas en su origen y, 
como consecuencia, elimina-
das o, en su caso, aprovecha-
das de la manera que proceda. 
Nos encontramos así en un 
nuevo terreno de la Ciencia y 
la Tecnología que ha adquiri-
do muchas denominaciones 
pero una de las más estableci-
das es la que le engloba en el 
de Teoría de la Complejidad o 
de Estudio de las Vibraciones 
Caóticas. 
Queda justificar, para acabar 
esta especie de preámbulo, las 
razones de que sea presentado 
aquí un tema cuya aparición, 
en principio, parece más ade-
cuada en revistas de carácter 
más científico que técnico. Y 
entre las muchas razones que 
se pueden aducir es que uno 
de los primeros sistemas en 
los que se estudió el fenóme-
no del Caos fue en el célebre 
oscilador de Van der Pol, am-
pliamente conocido por todos 
los electrónicos. Y, adentrán-
donos en el terreno de la Fo-
tónica, ha sido en este área en 
el que, desde mediados de los 
ochenta, el fenómeno ha sido 
estudiado con más interés, en-
contrándose desde en los sim-
ples láseres hasta en los dis-
positivos biestables ópticos 
[3], base hoy para la conmu-
tación fotónica de las comuni-




El concepto de "caos" es al-
go por completo recurrente en 
la mayor parte de los campos 
de la Ciencia y la Técnica. 
Aunque desde tiempo inme-
morial se ha asimilado a todo 
un conjunto de fenómenos de 
muy diverso cariz, sólo re-
cientemente ha tomado cuer-
po propio y ha podido ser 
asignado a un determinado 
número de casos. En todos 
ellos aparece, como motor de 
arranque, algún tipo de fenó-
meno no lineal. Y, lo que es 
mucho más importante, estos 
casos se encuentran tanto en 
el mundo de los sistemas he-
chos por el hombre como en 
el de los sistemas de seres vi-
vos o de los existentes en la 
Naturaleza. Así, pueden des-
cubrirse sucesos derivados del 
caos en los fluidos al encon-
trarse con un obstáculo, en la 
fibrilación de los ataques car-
díacos, en el movimiento de 
un péndulo sometido a algún 
tipo de acción exterior, en la 
convección térmica o en de-
terminados comportamientos 
sociales. 
El problema que realmente 
se plantea es qué es lo que 
hoy se entiende como caos y 
cómo puede diferenciarse de 
otro tipo de fenómenos que 
podían catalogarse como alea-
torios. Y, al mismo tiempo, 
qué interés puede tener su es-
tudio, además del puramente 
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Figura 1. Comportamiento del crecimiento de una población cuya variación 
responde a la ecuación x¡+i = r x¡ (1 - x¡). 
científico del descubrimiento 
de sus causas. Aunque el lle-
gar a arañar sólo una pequeña 
parte de su superficie implica-
ría un espacio muy superior al 
que aquí se dispone, tratare-
mos de esbozar algunas líneas 
generales que puedan caracte-
rizarlo para aquellos que aún 
no han tenido contacto con él. 
En un apartado posterior, pa-
saremos a ver algunas de sus 
posibles consecuencias para 
todo un conjunto de dispositi-
vos y sistemas que, quizás, 
veamos o se vean en el futuro. 
Una de las maneras más in-
mediatas de introducirse en lo 
que puede ser un comporta-
miento caótico y, lo que es 
PARAMETRO DE CRECIMIENTO r 
(a) 
(b) 
otros. Si el valor de r fuera in-
ferior a la unidad podría verse 
que, al cabo de no más de 5 
etapas, la población habría 
descendido casi a cero. Si r, 
por el contrario, se encuentra 
entre 1 y 3, la población llega 
a un valor estable y allí se 
mantiene. Si adoptara el valor 
de 3,3, se vería que los valo-
res que iban apareciendo en 
iteraciones sucesivas se alter-
naban de manera periódica. 
Aparece así lo que se denomi-
na un ciclo doble. Si el valor 
que se le da es de 3,5, el ciclo 
pasa a ser cuádruple, con al-
ternancia entre cuatro valores 
posibles de la población. Si se 
hace 3,5668, el ciclo sería ya 
de orden dieciséis. ¿Qué ocu-
rre, finalmente, si el valor de 
r es exactamente 4? Pues el 
resultado es que el sistema ha 
entrado ya en una situación 
caótica y los valores que pue-
de adoptar la población pue-
den ser cualesquiera en cual-
quier momento. Todo esto se 
refleja, de manera más clara, 
en la figura 1, en la que se re-
presentan los valores de la po-
blaciones para diferentes va-
lores de r, tomando la unidad 
como población de partida, y 
cómo han ido evolucionando 
con el tiempo. 
La forma más convencional 
de expresar lo anterior, y que 
es en la que normalmente 
Figura 3. Imagen real de la figura 2b. 
aparece en todos los escritos 
de este tema, es la de la figu-
ras 2a y 2b. En la primera se 
representa lo que va ocurrien-
do desde r = 0 hasta valores 
próximos a 4, y en la segunda 
lo que sucede a partir de r = 3. 
Como puede verse en esta úl-
tima, entre r = 3 y un cierto 
r = re, la población oscila en-
tre 2, 4, 8, 16,... 2" valores. En 
re, la infinidad de líneas posi-
bles se transforma en una infi-
nidad de bandas, con los valo-
res de la población oscilando 
de manera regular entre ellas, 
pero adquiriendo valores alea-
torios en cada una. Por enci-
ma de re, las bandas se unen, 
y para valores superiores a 
otro valor rd sólo existe ya 
una única banda. Este proceso 
es el que se denomina "cami-
no hacia el caos". En la figura 
3 se muestra la imagen real de 
este comportamiento. 
En paralelo con lo anterior, 
se considera una diferente re-
presentación la que, de mane-
ra resumida, aparece en la fi-
gura 4. En ella se representa, 
en el eje de abscisas, el valor 
de x¡ y, en el de ordenadas, el 
de Xi+1. Esta representación 
no es otra cosa que la resolu-
ción gráfica de la ecuación 
anterior. Como puede apre-
ciarse, de acuerdo con el valor 
inicial que se adopte para x¡, 
se tardará más o menos para 
• 
Figura 2. Transición desde un comportamiento cíclico a otro caótico . a) Valores 
estables de la población de la figura 1 en función del parámetro de crecimiento r. 
b) Transición desde un comportamiento cíclico a otro caótico. 
mucho más importante, cómo 
se llega a él, la constituye uno 
de los ejemplos más clásicos 
del comportamiento de una 
determinada población. Si se 
considera que el valor que tie-
ne la misma, referida al ins-
tante i-simo es x¡, y se supone 
que la que tendrá en un ins-
tante posterior /+/-simo viene 
dada por la sencilla expre-
sión: 
x¡+i = r x¡ (1 - x¡) 
en la que r, en principio, pue-
da tomar cualquier valor, de j 
una manera iterativa podrá 
conocerse la situación de esta 
población en cualquier mo-
mento. La ecuación, como 
puede apreciarse, es aparente-
mente inofensiva y, de acuer-
do con todos los cánones, sin 
razones para que diera lugar a 
comportamientos anormales. 
Pero los resultados reales, co-
mo vamos a ver, son muy 
alcanzar, si se alcanza, un va-
lor final estable. En la figura 
4 se han representado diferen-
tes casos, que se corresponde-
rían para diferentes valores 
del parámetro r y que, como 
es fácil de ver, determinaría la 
posición en la que la recta xi 
= xi+1 corta a la curva que re-
presenta a la función de la 
ecuación anterior. Según pue-
de comprobarse, las solucio-
nes posibles se corresponden 
con los puntos x = 0 y x* = 1 -
1 Ir. Si 0 < r < 1, sólo hay una 
solución, que es el origen y es 
estable. Si r = 1, el origen es 
marginalmente estable. Si 1 < 
r < 3, el origen es inestable y 
el punto x* es estable. Si r = 
3, x* es marginalmente esta-
ble y, finalmente, si 3 < r < 4, 
ambos puntos son inestables y 
aparece, como puede apre-
ciarse en la figura 4, duplica-
ción de período. De manera 
análoga podrían presentarse 
las siguientes bifurcaciones, 
que ya se habían presentado 
en la figura 2. 
Se concluye de todo lo ante-
rior que, si la ecuación que 
determina un sistema cual-
quiera es más compleja que la 
presentada aquí, el camino 
que se seguirá hacia el caos 
podrá ser tan comple jo y 
complicado como se pueda 
uno imaginar. 
Se ha visto así que, si este 
caso sencillo ha dado pie pa-
ra ver de qué manera, a partir 
de una situación en aparien-
cia estable, se puede alcanzar 
un comportamiento caótico, 
un sistema que presente fuer-
tes no linealidades lo dará 
con mucha mayor facilidad. 
Y, al mismo tiempo, hemos 
visto algo mucho más impor-
tante. Se ha verificado la im-
portancia que poseen los va-
lores iniciales de determina-
dos parámetros y qué varia-
ciones en ellos de unos órde-
nes de magni tud , que en 
otras circunstancias serían 
despreciables, aquí adquieren 
impor tanc ia fundamen ta l . 
0<r<1 
Finalmente, y aunque sólo 
sea para terminar de aclarar 
estos conceptos, queremos 
volver aquí a diferenciar lo 
que sería un movimiento caó-
tico de otro aleatorio. El se-
gundo, el aleatorio, queda re-
servado a problemas en los 
que, de hecho, sólo se cono-
cen ciertas medidas estadísti-
cas de algunos de sus paráme-
tros. Por el contrario, el caóti-
co se centra en aquellos pro-
blemas determinísticos en los 
que no aparecen entradas o 
parámetros no previstos de 
antemano, sino sólo pequeñas 
modificaciones en los valores 
de los datos iniciales, datos 
que, por otra parte, pueden ser 
conocidos, dan lugar o no a 
fenómenos de ese tipo. 
Visto lo anterior, podemos 
pasar ya a ver qué es lo que 
ocurre en determinados cir-
cuitos electrónicos que, en 
apariencia, pueden ser tam-
bién to ta lmente inofens i -
vos. 
OSCILADOR FORZADO 
DE VAN DER POL 
Un circuito como el de la fi-
gura 5a es conocido como os-
cilador forzado de Van der 
Pol y en él, además de los ele-
mentos convencionales que 
aparecen, se encuentra una re-
sistencia no lineal cuyas ca-
racterísticas vienen dadas por 
la expresión: 
f(i) = R i,, C-i/io + (i/io)3/3) 
donde L y R son una corriente 
y una resistencia normaliza-
das; en la figura 5b se da su 
significado. Este circuito sa-
tisface una determinada ecua-
ción diferencial, en cuya for-
ma no vamos a entrar aquí, 
pero cuyo comportamiento 
viene determinado por una 
Figura 5. a) Esquema del circuito 
eléctrico del oscilador forzado de van 
der Pol. b) Característica de la resis-
tencia no lineal del oscilador de Van 
der Pol. 
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cierta constante M cuyo valor 
viene dado por: 
M = (L/CR2)"2 
y que es, de hecho, la que de-
termina cuál va ser la evolu-
ción con el tiempo del circui-
to. Desde 1945 se determinó 
que los valores de M peque-
ños daban unas soluciones 
"no deseadas", y ya en 1981 
se le consideró como prototi-
po de comportamiento caóti-
co. Tanto desde un punto de 
vista matemático como empí-
rico se encontraron, a partir 
de entonces, todas las caracte-
rísticas propias del caos que, 
de una manera simplificada, 
hemos visto en el apartado 
anterior, y más en concreto, 
todo el conjunto de bifurca-
ciones que aparecían en la fi-
gura 2. 
El circuito de Van der Pol 
no es, como es lógico, el úni-
co que ha sido estudiado con 
comportamiento caótico. En 
1987, en los Proceedings del 
IEEE, se publicó un número 
monográfico [4] dedicado a 
este tema, en el que aparecen 
numerosos ejemplos de fami-
lias de circuitos electrónicos, 
más o menos complejos, que 
mostraban el proceso que se 
ha indicado de transiciones 
desde el orden hasta el caos. 
En todos ellos, y en los ca-
sos que se mencionarán des-
pués, aparece un concepto 
que, en la mayoría de las oca-
siones, es sumamente útil pa-
ra el estudio de los sistemas 
caóticos. Es el concepto de 
"atractor". Aunque por sí sólo 
tiene entidad suficiente como 
para dedicarle un número 
muy crecido de páginas, aquí 
únicamente le mencionare-
mos como herramienta de ob-
servación, primero, y como 
mecanismo de actuación, des-
pués. Pasemos, pues, a dar al-
gunos de sus conceptos bási-
cos y, para ello, seguiremos 
empleando el caso del oscila-
dor de Van der Pol. 
Figura 4. Diferentes tipos soluciones gráficas, para diferentes valores de r, 
correspondientes al caso de la figura 1. 
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Figura 7. Esquema simplificado de un sistema biestable óptico híbrido. 
ALGUNAS NOCIONES 
DEL CONCEPTO DE 
ATRACTOR 
La mayor parte de los siste-
mas físicos clásicos pueden 
englobarse, por lo que respec-
ta a su variación con el tiem-
po, en tres grandes bloques: 
los que llegan a un equilibrio, 
los que se sitúan en un deter-
minado movimiento periódico 
o con un ciclo limitado y, fi-
nalmente, los que efectúan un 
movimiento cuasiperiódico. 
Cualquiera de estas tres situa-
ciones se corresponde con un 
estado final que se denomina 
"atractor", ya que ha apareci-
do como una especie de 
"atracción" hacia dicho esta-
do. Un ejemplo del primer ca-
so lo tenemos en cualquier 
movimiento en el que surge 
un amortiguamiento, del se-
gundo en un péndulo y del ter-
cero, en los latidos del cora-
zón que, aunque puedan sufrir 
variaciones temporales, ten-
drán en general un estado ha-
cia el que son "atraídos". 
Pero además de estos atrae -
tores, que llamaremos clási-
cos, aparecen otros ligados a 
vibraciones no lineales y que 
pueden estar asociados a los 
sistemas caóticos que hemos 
visto antes. En este nuevo ti-
po, que se denomina "atractor 
extraño", deja de poder ser de-
terminado de la forma que lo 
eran los anteriores dado que 
cualquier pequeña incertidum-
bre que surja en las condicio-
nes iniciales conducirá a un 
comportamiento por completo 
diferente. Este nuevo concep-
to de atractor está, al mismo 
tiempo, ligado a otro tipo de 
estructura, también hoy muy 
en boga, que es la que se co-
noce como "fractal", y en la 
que no vamos a entrar aquí, 
aunque su importancia es casi 
tan significativa o más que la 
del atractor extraño. 
La representación de un 
atractor se hace, en general, en 
un sistema de ejes, que en 
nuestro caso sencillo limitare-
mos a dos, y en los que el de 
abscisas es una cierta variable 
del sistema bajo estudio, y el 
de ordenadas, su derivada o 
alguna magnitud relacionada 
con ella. Este plano, en Física, 
recibe el nombre de "espacio 
de las fases". Si hacemos esto 
para el oscilador de Van der 
Pol que hemos mencionado 
anteriormente, y se lleva al eje 
de abscisas un parámetro deri-
vado de la corriente que circu-
la por el circuito, y al que lla-
maremos x, y al de ordenadas 
su derivada, los atractores que 
encontraríamos serían como 
los de la figura 6. El de la fi-
gura 6a se corresponde con un 
caso de oscilador no forzado, 
esto es, con E-0,y se denomi-
na atractor periódico. Pode-
mos agregar que sería una tí-
pica oscilación normal. Valo-
res crecientes de E conducen, 
entre otros muchos, a los dos 
casos presentados en las figu-
ras 6b y 6c. El primero es un 
atractor cuasiperiódico, mien-
tras que el tercero es un atrac-
tor extraño asociado con un 
comportamiento caótico. Co-
mo puede apreciarse en este 
último caso, los posibles valo-
res de la corriente son infini-
tos, lo que le confiere unas 
propiedades muy diferentes a 
las de un circuito convencio-
nal. O, dicho de otro modo, en 
el circuito aparecen elementos 
que, en un principio, estaban 
fuera de lo esperado. Este he-
cho es el fundamental del te-
ma que estamos viendo. 
Sin entrar ya más en este te-
ma, puede agregarse que el es-
tudio de estos comportamien-
tos "no convencionales" pro-
porciona un conjunto de he-
rramientas que todavía esta-







Como se dijo al principio de 
estas páginas, la fotónica ha 
constituido, desde 1980, uno 
de los campos más fértiles pa-
ra el estudio de estos temas. El 
láser, en concreto, ofrece todo 
un conjunto de fenómenos co-
mo los anteriores que han sido 
publicados desde entonces en 
las más prestigiosas revistas. 
No vamos a entrar aquí en 
ellos porque se saldrían con 
mucho del planteamiento que 
aquí se ha pretendido hacer y 
del espacio disponible. 
Sí puede ser interesante, no 
obstante, plantear el caso de 
sistemas ópticos biestables, 
con elementos no lineales dis-
tribuidos y que, en principio, 
son bastante más fáciles de 
explicar [5]. Un ejemplo muy 
sencillo es el que aparece en 
la figura 7. En ella, un haz lá-
ser incide con un cierto ángulo 
sobre un simple célula de cris-
tal líquido, como las utilizadas 
normalmente en relojes y cal-
culadoras. Parte de la señal 
óptica de salida es detectada 
por un fotodiodo, amplificada 
Figura 6. Diferentes atractores resultantes del oscilador forzado de Van der Pol. 
a) Atractor periódico simple, b) Atractor cuasi-periódico. c) Atractor extraño, 
asociado con un comportamiento caótico. 
en un cierto valor y la señal 
eléctrica resultante, sumada a 
una cierta tensión constante, 
es la que se aplica a la célula 
de cristal líquido. 
Como puede apreciarse, es 
un sencillo circuito electroóp-
tico realimentado cuyo com-
portamiento debería, en prin-
cipio, ser más o menos simple. 
Pero existe un hecho funda-
mental, y es que el cristal lí-
quido es no lineal y, como 
consecuencia, el resultado del 
conjunto no puede ser catalo-
gado como convencional. De-
pendiendo del valor de la rea-
limentación introducida, la sa-
lida óptica pasa de ser una 
simple señal periódica, con 
una única frecuencia, a seña-
les con frecuencias dobles, 
cuádruples, etc., de la inicial. 
Aparece así un resultado dife-
rente al esperado y, de hecho, 
una forma fácil de controlar 
cómo se llegaría al caos. 
Este tema está, en principio, 
abierto, y puede dar pie a apli-
caciones, no establecidas aún 
con claridad, de este tipo de 
sistemas. No vamos a detener-
nos más en este terreno, porque 
daría para mucho más de lo 
que aquí nos hemos propuesto. 
SISTEMAS DINÁMICOS 
DISCRETOS. 
EL CASO DEL 
AUTÓMATA CELULAR 
Una de las características 
más usuales de la mayor parte 
de los fenómenos físicos es 
que llevan consigo un deter-
minado umbral perfectamente 
definido. Por encima de dicho 
umbral, un cierto proceso po-
see unas características que 
pueden ser por completo dife-
rentes de las que poseía por 
debajo del mismo. En la ma-
yor parte de los casos tam-
bién, la zona de transición es 
notoriamente pequeña. Ejem-
plos de este comportamiento 
son usuales en electrónica, co-
mo elementos básicos de los 
ordenadores y, recientemente, 
Figura 8. Distribución de procesado-
res formando un autómata celular, en 
el que cada elemento opera de acuerdo 
con los datos recibidos de sus vecinos 
más próximos. 
también en Fotónica para su 
uso en conmutación para co-
municaciones ópticas. 
La Biología no es, por otra 
parte, ajena tampoco a este ti-
po de fenómenos, y así, un de-
terminado gen determina la 
síntesis de, por ejemplo, una 
proteína, mientras que, si se 
encuentra inactivo, la concen-
tración de la misma es nula. 
Estos fenómenos, así como las 
variables involucradas, son los 
que, de manera amplia, cono-
cemos como booleanos y han 
dado lugar a la superconocida 
lógica binaria. Su evolución 
con el tiempo viene dada por 
ecuaciones de tipo lógico que, 
en general, adquirirían una ex-
presión de la forma: 
X r h = F(Xt) 
Estas ecuaciones serían las 
que sustituirían a las ecuacio-
nes di ferencia les que, sin 
plantearlas, hemos dicho en 
anteriores párrafos que podían 
caracterizar los comporta-
mientos no lineales, y concre-
tamente, caóticos, que aquí 
hemos estado considerando. 
La forma de F vendría dada 
por el tipo de problema consi-
derado y, más en concreto, por 
los dispositivos involucrados. 
Dado que tanto X como F son 
funciones booleanas, las solu-
ciones de la ecuación anterior 
suelen mostrarse de una ma-
nera muy clara, mediante las 
conocidas tablas de estados 
que no vamos a repetir aquí. 
El caso que adquiere una 
nueva dimensión es el de una 
estructura compuesta por una 
malla de componentes boolea-
nos idénticos, que interaccio-
nan en el espacio. Este siste-
ma es el que es ampliamente 
conocido como "autómata ce-
lular". En este caso, la ecua-
ción que describiría a uno uni-
dimensional sería de la forma: 
Xi,rh = F¡(X¡-r,«, 
X¡-r+1,t,...,Xi,t,...,Xi+r,t) 
que establece que la variable 
X de una determinada posi-
ción i viene determinada por 
los valores previos de las 
2r+l posiciones contiguas. 
De acuerdo con las reglas que 
vengan determinadas por las 
funciones F¡, la dinámica de 
los sistemas de este tipo, y to-
dos los equivalentes de di-
mensiones superiores, pueden 
llegar a generar un muy am-
plio conjunto de comporta-
mientos, tanto desde un punto 
de vista estructural como fun-
cional. Este tema forma parte 
ya del acervo común del co-
nocimiento de muchas ramas 
de la Tecnología. 
El hecho fundamental que se 
presenta ahora, y que es el 
que debe encajar con todo lo 
que se ha planteado en ante-
riores apartados, es el de có-
mo se comportaría una confi-
guración de elementos que 
podríamos llamar "procesado-
res", y que estuvieran distri-
buidos como, por ejemplo, 
aparecen en la figura 8. Estas 
estructuras están, de hecho, 
siendo empleadas en infinidad 
de aplicaciones y son conoci-
das por su capacidad para dar 
lugar a un cierto tipo de com-
putación, con programación 
temporal, que responda a las 
funciones F que hayan sido 
programadas previamente en 
dicha red. 
Pero ¿qué ocurriría si estas 
funciones se comportasen de 
la forma no lineal que hemos 
presentado a lo largo del pre-
sente artículo? Como veremos, 
podría llegarse a obtener todo 
un conjunto de propiedades 
"emergentes" o "nuevas", no 
incluidas en la programación 
inicial. O, dicho de otra mane-
ra, esta estructura, como un to-
do, sería en principio capaz de 
generar funciones diferentes 
de las que poseían cada una de 
las unidades individuales, an-
tes de ser dispuestas en la con-
figuración global. Se habría 
obtenido, en consecuencia, al-
go distinto a lo que se había 
programado en un principio. 
La base para conseguir todo 
lo anterior es la existencia de 
los "atractores", que son los 
elementos característicos de 
los sistemas dinámicos disipa-
tivos. Un atractor que se co-
rresponda con una estructura 
autoorganizativa, y que surja 
de una inestabilidad, conduce 
necesariamente a ese sistema 
a una propiedad colectiva que 
transciende a las de las subu-
nidades individuales. De he-
cho, en un sistema de gran ta-
maño podrá existir un gran 
número de atractores. Depen-
diendo del valor que tenga el 
estímulo inicial, el sistema se 
encaminará a un tipo u otro 
de atractor y, consecuente-
mente, sus propiedades globa-
les serán diferentes. 
La aplicación más inmediata 
que pueden tener los anterio-
res conceptos es la de, por 
ejemplo, llegar a configurar 
máquinas que sean capaces, 
de verdad, de aprender a reco-
nocer, de una manera fiable, 
diferentes tipos de señales de 
entrada, aunque estas señales 
de entrada estén por csomple-
to distorsionadas. O de tomar 
Figura 9. Historia de Caos, según 
Chuang Tsu. 
"decisiones" no previstas con 
anterioridad gracias a los infi-
nitos valores que se pueden 
alcanzar si los atractores ex-
traños son de carácter caótico. 
El papel que deben desempe-
ñar así estos atractores en la 
computación de dentro de 
unos años y, por extensión, en 
la posibilidad de "pensar", pa-
rece fuera de toda duda. Gra-
cias a ellos, la Teoría de Siste-
mas Dinámicos y la Física de 
Sistemas alejados del equili-
brio, por un lado, y las Cien-
cias de la Computación y del 
Conocimiento, o las Redes In-
teligentes de Comunicaciones, 
por otro, tienen un nexo co-
mún que las engloba a todas. 
Los resultados que puedan sur-
gir de esta síntesis, en parte 
inesperada, están sin duda 
muy lejos de poder ser hoy an-
ticipados. Pero, con toda segu-
ridad, están ahí. 
Es preciso señalar, finalmen-
te, que aunque este tema en 
concreto tiene una historia par-
cialmente más intensa en Elec-
trónica, será en Fotónica don-
de, quizás, pueda adquirir una 
mayor fuerza. Y esto se debe a 
la propiedad innata de la ópti-
ca de trabajar en paralelo, de 
una forma natural, hecho que 
la Electrónica no tiene. De es-
to ya hablamos algo en [2]. 
CONCLUSIONES, 
SUPONIENDO 
QUE SEAN POSIBLES 
Las líneas anteriores no han 
sido sino un mero bosquejo 
de un campo que se encuentra 
en plena efervescencia. De él 
no se han dado más que unas 
muy ligeras pinceladas. Aun-
que existe una serie de libros 
de carácter aparentemente di-
vulgativo del tema, los que 
realmente describen lo que 
está ocurriendo se encuentran 
en un estado que, por el mo-
mento, y para los no inicia-
dos, puede resultar algo duro 
para navegar por ellos. Poco a 
poco, cuando algunos de los 
conceptos que están en juego 
empiecen a ser parte del len-
guaje común, será el momen-
to de seguir avanzando por él 
en estas páginas. Por el mo-
mento, y aunque sólo sea co-
mo una forma de intentar 
abrir una ventana, estas líneas 
son una primera tentativa. 
Es de esperar que esta aper-
tura de una nueva ventana no 
sea como lo que ocurre en 
una vieja historia china, de 
Chuang Tsu, que vivió entre 
el año 369 y el 286 antes de 
Cristo. Es la que aparece en la 
figura 9 y cuya transcripción 
aproximada es la siguiente: 
"El emperador del mar del 
Sur se llamaba Shu, que sig-
nifica Breve, el del mar del 
Norte se llamaba Hu, que sig-
nifica Rápido, y el emperador 
de la región central se llama-
ba Hun-tun, que s ignif ica 
sCaos. Shu y Hu se reunían, 
de tiempo en tiempo, en el te-
rritorio de Hun-tun y éste les 
trataba con toda generosidad. 
Shu y Hu comentaron cómo 
podían corresponder a la ge-
nerosidad de Hun-tun. Todos 
los hombres, dijeron, tienen 
siete orificios por los que pue-
den ver, oír, comer y respirar. 
Pero Hun-tun no tiene ningu-
no. Y decidieron abrirle los 
siete orificios. Cada día le 
fueron abriendo un orificio, 
pero al llegar al séptimo Hun-
tun murió" [5]. 
Las ventanas del Caos co-
mienzan también a abrirse po-
co a poco. Sería bueno que to-
dos las vayamos abriendo con 
cautela pero que, a pesar de lo 
que pueda pasar, no dejemos 
de seguir haciéndolo. 
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