This paper proposes a system capable of identifying and categorising web pages, on the basis of information filtering. The system is a three layer Probabilistic Neural Network (PNN) with biases and radial basis neurons in the middle layer and competitive neurons in the output layer. The domain of study involves the e-commerce area. Thus, the PNN scopes to identify e-commerce web pages and classify them to the respective type according to a framework, which describes the fundamental phases of commercial transactions in the web.
Introduction

An overview of web page classification techniques
The techniques most usually employed in the classification of web pages use concepts from the field of information filtering and retrieval [1] , [2] . These techniques usually analyse a corpus of already classified texts, extract from them words and phrases with the use of specific algorithms, process the terms and then form thesauri and indices. A thesaurus is a collection of terms and their synonyms/similar terms while an index is a list of terms along with pointers to the corpus texts in which they appear. The index therefore, shows the classification codes with which each term is related. Moreover, thesauri and indices can carry information about how strongly each term is associated with each classification code. When a new text needs to be classified it undergoes a process similar to that of the corpus texts. The index reveals the corpus texts in which the terms that are extracted from the text appear. The terms are compared to these corpus texts and according to their similarities one or more classification codes are assigned to them.
In order to avoid constructing thesauri and indices, all corpus texts with the same classification code can be represented by a vector of the terms that appear in them. Such a vector may either contain a '0' or '1' value for each term indicating its absence or presence respectively, or may give the relative frequency of the term. A similar vector is generated for each text that needs to be classified and is compared with the corpus vectors. This is the so-called Vector Space Model (VSM). The k nearest vectors is another DRAFT VERSION of paper appeared at the IEE Proceedings Software, vol. 151, no. 3, pp.139-150, 2004 technique, according to which, some distance measures are found and the most frequent code among the respective corpus texts is assigned to the text [2] .
A second large group of techniques are neural networks. This class of models originated from engineering and two of its main areas of application are classification and decision problems. The numerical input obtained from each web page is a vector containing the frequency of appearance of terms. Due to the possible appearance of thousands of terms, the dimension of the vectors can be reduced either by Singular
Value Decomposition or by their projection to spaces with fewer dimensions [3] , [4] . Text classification and document classification has also been tested with neural networks architectures, which are called Self-Organised Maps (SOMs) [4] , [5] , [6] . Other solutions, like the use of evolution-based genetic algorithms, and the utilization of fuzzy function approximation have also been presented as possible solutions for the classification problem [7] , [8] , [9] , [10] .
Neural networks are chosen mainly for computational reasons, since once trained, they operate very fast and the creation of thesauri and indices is avoided. Nevertheless, basic concepts from information filtering and retrieval are still used in the computations. Thus, many experimental investigations on the use of neural networks for implementing relevance feedback in an interactive information retrieval system have been proposed. In these investigations, the anticipated outcome was to compare relevance feedback mechanisms with neural networks based techniques on the basis of relevant and non-relevant document segmentation [11] , [12] .
The proposed classification method
This paper describes a Probabilistic Neural Network that classifies web pages under the concepts of Business Media Framework -BMF [13] . The classification is performed by estimating the likelihood of an input feature vector according to Bayes posterior probabilities.
Moreover, the theoretical background used, consists of information filtering techniques over a multidimensional descriptor vector. This vector is called e-Commerce Descriptor Vector (eCDV) and when applied in a proper way, it assigns a unique profile to every tested web page. For the creation of this vector, approximately 6000 web pages were used. In order to find terms that are capable of describing commercial activities, the source code of each web page was indexed. Then the useful information was extracted and finally the indexed words were transformed to their corresponding word-stems.
DRAFT VERSION of paper appeared at the IEE Proceedings Software, vol. 151, no.3, pp. [139] [140] [141] [142] [143] [144] [145] [146] [147] [148] [149] [150] 2004 The same large amount of web pages was also used for training the neural network. These web pages were transformed to unique vectors with weights originated from the eCDV. Every created profile was then considered a pattern that belongs to a specific e-commerce web page type, according to the BMF.
Methodological Framework
Collection of BMF web pages
In order to discriminate each type of e-commerce web pages and train the neural classifier, a large amount of web pages were collected, for each type individually. This was a hard task since it required a precise search over the Internet. The sample had to be representative, consistent and rather large in order to form the eCDV in a sufficient way. The content of each web page was distinguished to the meta-tags, to some special tags and to the disseminated plain text.
In parallel, BMF was followed as a reference framework. According to this framework, an e-commerce model can be analysed into a series of concurrent processes, while these processes are implemented by elementary transactions [13] , [14] , [15] , [16] . In addition, four phases distinguish an e-commerce transaction. The knowledge phase, the intention phase, the contract phase and the settlement phase. The distinction of these four phases serves as an analytical tool in order to identify the structural changes that electronic commerce has brought to traditional commerce methods. Table 1 presents the four phases and the amount of the collected web pages, which were used as the training material. The total sample set consists of 3824 e-commerce pages of several extension formats (html, asp, jsp, php and pl). These web pages were collected and validated by experts according to BMF. Some web pages were categorised in more than one type, during the first review. To avoid any potential misclassifications and to form a consist training set for the neural network, these web pages were once more examined in order to be finally categorised in the most appropriate type. Thus, each web page depicted in Table 1 corresponds to one e-commerce type and one transaction phase.
Collection of 'Other Type' web pages
The web pages that do not describe commercial transactions and are not related to the e-commerce area ('Other Type') were collected automatically using a meta-search engine tool. This tool collects randomly web pages from specified search engine directories [17] . Approximately 2100 web pages were collected from ten different information areas, as nine popular search engines and directories categorised them.
DRAFT VERSION of paper appeared at the IEE Proceedings Software, vol. 151, no. 3, pp.139-150, 2004 Figure 1 presents screenshots of this collection procedure, where the meta-search tool enters the 'Computer and Internet' information area of nine search engines and collects randomly web pages with English content. Table 2 presents the search engines used, as well as the amount of the collected pages for each information area respectively.
The e-Commerce Descriptor Vector (eCDV)
The eCDV holds a large amount of terms and scopes to assign a unique profile in each tested web page. It consists of twelve information groups (g 1 to g 12 ), which correspond to the twelve candidate types for classification. Eleven information groups stand for the web pages that follow BMF and one type for the web pages, which do not offer commercial services ('Other Type' web pages). The amount of the descriptive word-stems that correspond to the information group g 12 is significantly larger compared to the amount of the other information groups. The following sections demonstrate how the required terms are collected in order to construct the BMF information groups (g 1 -g 11 ) and the g 12 information group.
Creating a BMF information group
This section describes the creation of the 'Order-Payment' information group (g 6 ), as a representative example for the BMF case. The rest e-commerce information groups are created similarly. Thus, in order to extract the semantic terms, which represent in a sufficient way the web pages of g 6 , e-commerce experts validated and collected 405 related web pages, as presented in Table 1 . These pages were considered as the sample set for this information group. The useful information, which resides in the meta-tags and in the plain disseminated content, was extracted. Then, all the indexed terms were collected and a specific value-weight was assigned to them. During this procedure a stop list was used [18] . In parallel, a character filter excluded numbers, punctuation symbols, accented letters and other worthless text marks. The frequency of each term was calculated according to Equation 1 in respect to how many times the specific term appeared in the disseminated content of the tested web page. applying the stop list, a suffix-stripping method generated word stems for the remaining entries according to Porter's Algorithm [19] , [20] . All terms were transformed to their corresponding word-stem and then in each stem, the cumulative normalised frequency of all the collected words produced by this stem was assigned.
In order to finally determine the terms (word-stems) that best describe the specific information area, the distribution of the normalised frequency tf k in respect to the rank order of each term, was examined. This distribution verified the Zipf's law, which states that the products of the frequency of the use of words by the rank order of these words are approximately constant [1] . Figure 2 presents the distribution of the extracted word-stems according to their re-weighted frequencies versus their rank order for the 'OrderPayment' information group. It was experimentally evaluated that for all the tested information groups, the average value in terms of that discriminates the first 50 high-frequency terms (area A), equals to 0.0035. The terms that belong to area A were examined from experts, who manually selected some of these terms as representatives for each group, adding in this way human intelligence along with the statistical information filtering. For the 'Order-Payment' information group, 25 stems were finally selected as depicted in Table 3 . Highlighted cells on the left of Figure 2 correspond to some manually selected stems.
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Furthermore, in order to create vector terms composed with more than one stems, the terms in area A that present similar values in terms of normalised frequencies were grouped as illustrated in Figure 2 . These groups reveal semantic correlations between the neighbouring word stems. For example, stems like 'card'-'credit', 'number'-'phon' and 'onlin'-'payment' were merged in order to create the terms 'credit card', 'phone number' and 'online payment'. Additionally, all the selected terms were further validated on the basis of two commercial semantic relationships in compliance with the economic section of Eurovoc * , while terms that they are not cited in this section were excluded.
Creating the g 12 information group
This section describes the creation of information group g 12 ('Other Type'), where similar steps as described above, were performed. However, the procedure was enhanced with two additional information-filtering steps, which finally generated the term set for this information group without human interference. Having the URLs for the 2134 web pages, which were randomly selected as described in * The economic section of Eurovoc is a thesaurus relation database built up for processing the documentary information over commercial transaction in the European Community DRAFT VERSION of paper appeared at the IEE Proceedings Software, vol. 151, no.3, pp.139-150, 2004 section 2.2, the source codes were downloaded and all examined terms were transformed to their corresponding stems along with their re-weighted normalised frequencies.
In order to define the most frequent terms for this information group, the normalised frequency of each term (tf k ) in respect to their rank order, was modelled with a Gaussian distribution as depicted in Figure   3a . Assuming two threshold values A and B, between the mean value, terms ranked above threshold A present high values of normalised frequency and can be excluded, since they mostly represent common words that are not able to distinguish an information area. Conversely, terms below threshold B can also be excluded, since they present lower values of normalised frequency, including rare terms and words not sufficient to characterise an information area in general.
In the problem addressed the procedure indexed more than 2400 word-stems. It was obvious that creating a descriptor vector with such a large amount of constitutive elements would have a negative impact over the proposed classification system in terms of computational time, especially in the learning phase of the proposed neural network.
Thus, in order to extract a smaller and more representative sample and to define the values of thresholds A and B, the correlation between the term's normalised frequencies in respect to their rank order was modelled with a Gaussian distribution. The mean value in terms of normalised frequency (x 1 ) was equal to 0.039465, while the standard deviation (σ 1 ) equal to 0.006312. The representative set was drawn from the region spanning by σ 1 around the mean value x 1 . In Figure 3a the area between thresholds A and B corresponds to the area between [x 1 -σ 1 , x 1 +σ 1 ] in Figure 3b , where reside the 68% of the total term set (approximately 1600 terms). The next step engaged the computation of the respective discriminating weights for the terms of each information area individually. This required that for every selected indexed term the inverse document frequency had to be calculated [2] . Using this kind of frequency the terms that best distinguish each of the 10 information areas were clustered. The inverse document frequency corresponds to the logarithmic ratio of the number of web pages that contain the term k in the total indexed web pages per information area, as Since a vector with more than 1600 word-stems was still a serious limitation for the system, a similar procedure to the one described previously, was followed. Figure 4a presents the correlation between the average values of inverse document frequencies for each word-stem, according to their rank order for all information areas.
This correlation was modelled with a Gaussian distribution, according to the inverse document frequencies of the indexed terms. The mean value (x 2 ) was equal to 0.083445 and the standard deviation (σ 2 ) equal to 0.005305. Towards the direction of reducing the amount of the examined terms for the information group g 12 , it was finally decided to use as a representative term set the ranking region above threshold C. In Figure 4a the area above threshold C corresponds to the area above the value x 2 +σ 2 in Figure 4b . In this area reside approximately the 16% of the total examined terms, which are assigned with the higher values in terms of inverse document frequency. As a result, 273 terms were finally selected.
Final form of the e-CDV
Having completed the aforementioned procedures for the 12 information groups, all the extracted wordstems were merged, creating the final term set of the eCDV. The total amount of the constitutive terms was the sum of all the extracted word-stems, which belong to each information group respectively, having eliminated the duplicated fields. Thus, the total amount of the unique terms used in the descriptor vector is 432, as presented in Table 3 . This number is quite important since it is related to the number of the neural network nodes in the input layer. The eCDV in its final form is used in order to characterise a web page by assigning a unique profile, as it will be presented in the following section.
The Web Page Vector (WPV)
In the proposed approach, a tested web page is represented according to the frequencies of the eCDV terms. These frequencies correspond to numeric values-weights depending on the importance of the term in the respective web page. Weights are assigned to terms as statistical importance indicators. Terms that DRAFT VERSION of paper appeared at the IEE Proceedings Software, vol. 151, no.3, pp. [139] [140] [141] [142] [143] [144] [145] [146] [147] [148] [149] [150] 2004 belong to the meta-tags and some special tags are assigned with double weight value compared to the weight value of the terms that belong to the plain disseminated content.
Therefore, 432 distinct terms are assigned for content identification, in order to conceptually represent a web page as a 432-dimensional vector. This vector is called Web Page Vector (WPV) and its terms are weighted according to Equation 1. Figure 5 presents a web page as it is disseminated in the web and its vector form -WPV, produced accordingly the proposed technique, in order to be recognised and processed by the neural network. In this vector form, 'id' field identifies a specific stem of the eCDV, while a 'weight' that holds a zero value means that words produced by the respective stem of the eCDV did not appear at the disseminated content or the meta-tags of the tested web page. The tested web page in Figure 5 is an order form from Amazon.com and belongs to the intention phase according to BMF, as evaluated in [13] .
The proposed Neural Network classifier
An Overview of Neural Networks for Document Classification
Artificial Neural Networks (ANNs) are relatively crude electronic models based on the neural structure of the brain. The brain basically learns from experience. Computers have trouble recognising even simple patterns, even more when it comes to generalising those patterns of the past into actions of the future.
Thus, ANNs are biologically motivated and statistically based. They represent entirely different models from those related to traditional physical symbol systems. Instead of information being localised, the information is distributed throughout a network. ANNs are also known for their ability to make rapid memory associations rather than for high-precision computational processing. However, applications that are based on these networks can be described as "intelligent", due to the fact that they adjust to evolving conditions automatically. They also provide means for tasks, involving large amounts of ambiguous data and dynamic environments. In the literature, various neural architectures were presented for the problem of document classification, in order to evaluate whether ANNs can be taught to classify natural language text according to predefined specifications within tolerable error bounds [21] .
In particular, the self-organising map (SOM) is a general unsupervised tool for ordering highdimensional data in such a way that similar input patterns are grouped spatially close to one another [4] , [22] , [23] . A comparison between adaptive resonance theory and self-organising maps based on their results in document classification is provided in [24] . Apart from SOMs, a number of other artificial neural network architectures have been proposed for document classification, where variants of a DRAFT VERSION of paper appeared at the IEE Proceedings Software, vol. 151, no.3, pp. [139] [140] [141] [142] [143] [144] [145] [146] [147] [148] [149] [150] 2004 Hopfield neural network were developed to cluster similar concept descriptors and to generate a small number of concept groups [25] , [26] . Also, fuzzy neural network classifiers perform document region classification using features obtained from human visual perception theories [27] . Based on these theories, the classification task is stated as a texture discrimination problem, implemented as a preattentive process. However, in this paper the proposed classifier is a Probabilistic Neural Network (PNN), which targets to classify web pages according to Bayes posterior probabilities.
An overview of probabilistic neural networks
Probabilistic Neural Networks (PNNs) are a class of neural networks, which combine some of the best attributes of statistical pattern recognition and feed-forward neural networks. PNNs are the neural network implementation of kernel discriminate analysis and were introduced into the neural network literature by Donald Specht [28] . PNNs feature very fast training times and produce outputs with Bayes posterior probabilities [29] . These useful features come with the drawbacks of larger memory requirements and slower execution speed for prediction of unknown patterns compared to conventional neural networks [30] . Additionally, a probabilistic neural network uses a supervised training set to develop distribution functions within a pattern layer. These functions, in the recall mode, are used to estimate the likelihood of an input feature vector being part of a learned category, or class. The learned patterns can also be combined or weighted, with the a priori probability of each category, to determine the most likely class for a given input vector. If the relative frequency of the categories is unknown, then all categories can be assumed to be equally possible and the determination of category is solely based on the closeness of the input feature vector to the distribution function of a class.
Probabilistic Neural Networks contain an input layer, with as many elements as there are separable parameters needed to describe the objects to be classified as well as a middle/pattern layer, which organises the training set so that an individual processing element represents each input vector. Finally, they have an output layer also called summation layer, which has as many processing elements as there are classes to be recognised. Each element in this layer is combined via processing elements within the pattern layer, which relate to the same class and prepares that category for output. However, in some cases a fourth layer is added to normalise the input vector, if the inputs are not already normalised before they enter the network. As with the counter-propagation network, the input vector must be normalised to provide proper object separation in the pattern layer. A PNN is guaranteed to converge to a Bayesian classifier, provided that it is given enough training data [30] .
The Proposed Web Page PNN classifier
In the problem addressed the classification can be stated as sampling an s-component multivariate random vector X=[x 1 , x 2 , …, x s ], where the samples are indexed by u, u=1,…,U [31] . Knowing the probability density functions for all vector populations, classification decisions are consequently made in accordance to Equation 3, which defines the Bayes optimal decision rule, where h k stands for the probability that a sample will be drawn from population k and c k stands for the cost of misclassifying the sample. where:
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Between layers the activation of a synapse is given by the Euclidean distance metric and the function, which mimics the neuron's synaptic interconnections is defined by The total number of synapses between the input and the pattern layer is 432x5958 and they are presented in Figure 6 as iw i,j where 1≤i≤5958, 1≤j≤432, while between the pattern and the output layer is 5958x12 presented in Figure 6 as lw k,l where 1≤k≤12, 1≤l≤5958.
In parallel, the proposed PNN uses a supervised training set to develop distribution functions within the middle layer. These functions are used to estimate the likelihood of the input WPV being part of a learned web page class. The middle layer represents a neural implementation of a Bayes classifier, where the web pages class dependent probability density functions are approximated, using the Parzen estimator. This estimator is generally expressed by
, where n is the sample size, χ and χ i are the input and sample points, σ is the scaling parameter that controls the area's width considering the influence of the respective distance and W is the weighting function [32] . This approach provides an optimum pattern classifier in terms of minimising the expected risk of misclassifying an object. With the estimator, the approach gets closer to the true underlying class density functions, as the number of training samples increases, provided that the training set is an adequate representation of the class distinctions. The likelihood of an unknown WPV belonging to a given class is calculated according to Equation 5 . DRAFT VERSION of paper appeared at the IEE Proceedings Software, vol. 151, no.3, pp.139-150, 2004 Furthermore, in the middle layer, there is a processing element for each input vector of the training set and equal amounts of processing elements for each output class, in order to avoid one or more classes being skewed incorrectly. Each processing element in this layer is trained once to generate a high output value when an input WPV matches the training vector. However, the training vectors do not need to have any special order in the training set, since the category of a particular vector is specified by the desired output. The learning function simply selects the first untrained processing element in the correct output class and modifies its weights to match the training vector. The middle layer operates competitively, where only the highest match to an input WPV prevails and generates an output.
Training such a PNN is much simpler than using back-propagation. However, due to the fact that the ecommerce web page classes present a large grade of semantic overlapping, the accurate classification is considered a difficult task and thus the pattern layer was quite large.
Training the Probabilistic Neural Network
In general, the training process adapts a stimulus to the neural network and eventually produces a desired response. Training is also a continuous classification process of input stimuli. When a stimulus appears in the network, the network either recognises it or develops a new classification. When the actual output response is the same as the desired one, the network has completed the learning phase [33] . The most important phase of preparing the training material from textual data is the determination of numerical values -vectors for data items. Despite the drawbacks, the vector-based approach was selected to create numerical data from the considerably large set of terms.
Based on the above, the training set of the proposed PNN consists of a large amount of web pages for each information group, either selected by experts (information groups 1-11) or in an automatic way (information group 12). Each information group is considered a separate class. Every web page is transformed to its respective vector form -WPV, according to the previous described information filtering method. The variety of these samples ensures the successful implementation of the PNN, as its performance is straightforward and does not depend on time-consuming training. In addition, serious limitations in terms of memory requirements and execution speed did not appear, despite the large amount of generated distribution functions within the pattern layer. The classifier was implemented in C++ and trained in a Pentium IV at 1.5 GHz with 1024 MB RAM. Table 4 Table 5 , were calculated in order to fine-tune the biases mean and variance of the respective local approximators and produce a confusion matrix with the best possible values in the diagonal cells. It was evaluated that the neural network was not properly trained when 0.1<β<1, due to large MSE values. Conversely, MSE was significantly decreased when β was set to one and the training confusion matrix revealed acceptable percentage values in the diagonal cells. However, further investigation over the influence of β in the learning ability of the classifier, exposed that MSE and AIC/MDL values were increased for values of β that range between 1 and 3 and then further reduced when 3<β<100. Finally, for β≥100 the AIC/MDL criteria were optimised. All the afore-mentioned measurements are depicted in Table 5 and Figure 7 , respectively. Therefore, during the training period, the 'beta' coefficient for all the local approximators of the middle layer was set equal to 100 (β = 100).
The mean and the variance values of the randomised biases were equal to 0 and 0.5. Table 6 presents the confusion matrix as well as the respective involved parameters for the training epoch of the neural network. This matrix is defined by labelling the desired classification on the rows and the predicted classifications on the columns. Since the predicted classification has to be the same as the DRAFT VERSION of paper appeared at the IEE Proceedings Software, vol. 151, no.3, pp.139-150, 2004 desired classification, the ideal situation is to have all the exemplars end up on the diagonal cells of the matrix. This implies that in the diagonal cells the ideal percentage has to be 100. However, this was not attained since different types of web pages offer similar commercial services to the users, verifying the complexity of the problem addressed. For example, many sites use a registration form for ordering services and vice versa. As a result a lot of Order -Payment and Registration form pages, presented a significant overlapping in terms of the selected word stems for their information groups (g 4 and g 6 ).
Therefore, the training confusion matrix displays values where each one corresponds to the percentage effect that a particular input has on a particular output. The neural classifier successfully recognised the 98.781% of the training elements of class 6 (Order-Payment pages) during the training epoch, while the 1.121% were considered as Registration pages (class 4) and the 0.098% as Settlement Monitoring pages (class 8). As it is obvious, higher values in the non-diagonal cells imply more uncertainty, which would eventually lead to higher probabilities of misclassification between the involved classes. Important values of uncertainty occurred between classes C 3 -C 5, C 4 -C6 and C 10 -C 11 as depicted in Table 6 .
5 Testing the classifier
The proposed information system was tested with 10174 web pages. Table 7 presents the confusion matrix between the tested classes. The diagonal cells correspond to the correctly classified web pages for each class respectively, while the other cells show the misclassified pages.
According to this matrix, there are several indicators that can be used in order to evaluate the performance of the PNN. Every row tests the system's ability in terms of correct classification over an 'a priori' known type of web pages. Thus, having an "a priori" known set of 667 'Order-Payment' web pages, 532 of them were successfully classified to class C 6 . This implies that 79.76% of the tested pages were correctly identified by the system (P 6 =532/667=0.7976). The rest 135 web pages were misclassified to classes C 1 (14 pages), C 2 (12 pages), C 3 (13 pages), C 4 (14 pages), C 5 (12 pages), C 7 (9 pages), C 8 (7 pages), C 9 (9 pages), C 10 (3 pages) and C 11 (11 pages) . Finally, 31 web pages were misclassified to C 12 and erroneously excluded from the e-commerce area.
The overall performance of the system outlines the ability to correctly classify the tested web pages in respect to the 'a priori' sample set for all the tested classes. Therefore, it is derived from the total amount of the correctly classified web pages residing in the diagonal cells, versus the total amount of the sample set (overall performance = 8106/10174 ≈ 80%).
DRAFT VERSION of paper appeared at the IEE Proceedings Software, vol. 151, no.3, pp.139-150, 2004 Generally, the neural network presented a high level of accuracy in testing most of the classes. Lower discrimination performance has been measured for classes C 3 , C 4 and C 11 . In addition, during the test of class C 4 , the system presented a large amount of misclassifications in respect to class C 6 . However, this was expected since in the training period there was an important amount of uncertainty between these classes, as highlighted in Table 6 .
Although the confusion matrix of the testing phase provides some performance measurements over the classification skills of the proposed classifier, yet it must be taken under consideration that these indicators derive from an already known sample set. Hence, the probabilities for correct classifications over an unknown sample set undoubtedly differ. Thus, conditional probabilities between the relevant classes must be engaged in order to measure the probability value of a possible accurate decision, over an unknown tested sample. In respect to Table 7, Table 8 shows the confusion matrix for the testing period with the respective percentage values. Assuming that web pages, which belong to the eleven BMF classes have almost equal probability values of appearance in the web and defining in parallel that ) / ( j i c c P outlines the probability of a web page to be classified in class i, when it actually belongs to type j, then Equation 8 calculates an estimation of the classification accuracy over an unknown sample set of web pages. Therefore, if the system classifies an unknown page to class C 6 , it is expected that this decision would be 80.85% accurate (PP 6 =0.8085) according to Equation 8 . Table 8 , holds all the respective probability values (P However, following the same rationale, the performance of the system in terms of information segmentation of the e-commerce area was calculated by accumulating the amounts of each classified page between the first eleven classes. In this case, the performance of the neural network delineates the ability to correctly identify web pages that offer commercial activities under the BMF. Table 9 presents the DRAFT VERSION of paper appeared at the IEE Proceedings Software, vol. 151, no.3, pp.139-150, 2004 confusion matrix for this case, where it is shown that from 6511 known e-commerce pages, 6142 were correctly identified (P r =94.33%), while 3197 from 3663 web pages irrelevant to e-commerce, were correctly identified respectively. The overall performance of the neural network in terms of correct identification of the e-commerce pages derives from the total amount of the correctly identified web pages versus the total amount of the sample set (overall performance ≈ 92 %).
Applications
Estimating the population of specific type of web pages
The proposed classifier was implemented, validated and tested for the purposes of the European funded project ERMIS ('Electronic commeRce Measurements through Intelligent agentS', IST-1999-21051).
One of the major objectives of the ERMIS project was to estimate the populations of e-commerce web pages. In order to attain this objective, the problem of measuring the number of the active e-commerce pages at any given point in time, was considered analogous to the perspective of capture-recapture experiments performed in wildlife biological studies. This implies that web pages were considered as animals existing in the wild and the specific types of e-commerce pages as particular species of animals whose abundance, birth, survival and death rates are estimated. In this case, abundance is the number of existed e-commerce pages, while a birth occurs every time a new e-commerce page becomes active and a death occurs every time a respective e-commerce page becomes inactive.
According to the capture-recapture experiments in wildlife, some traps are set in an area where the animal species under study live. In specific time periods, the traps open and catch some individuals from the species. The biologists mark them and release them again. Some time later, the traps are set up again and a number of animals are caught once more. By specifying how many of them were previously marked, the number of each species that are alive is estimated. By continuing the experiment additional information permits the estimation of birth and survival rates.
Following this concept, the experiment takes place in the Internet, where web pages are treated in the same way as wild animals and their respective types are the 'species' under investigation. The traps are simulated by random IP address generators, which produce, validate and randomly select a large amount of web pages. The active web pages are then classified as e-commerce or not. In case of e-commerce identification the probabilistic neural network proceeds to a further classification under the BMF. In parallel, the classified web pages are marked and the procedure continues simulating the real-life DRAFT VERSION of paper appeared at the IEE Proceedings Software, vol. 151, no.3, pp.139-150, 2004 experiment. In the above scenario the role of the biologist who identifies and marks the animal species is assigned to the proposed classifier.
Other potential applications
This section briefly describes some situations in which non-trivial classification problems can be solved by using the proposed classifier. Potential applications involve:
Automatic web-site classification Automatic classification of web sites rather than individual pages has attracted the interest of many researchers recently. Even if the motivation may seem different, the associations are strong. Large collections of web pages belonging to specific sites can be classified, according to the proposed technique. Towards the followed underlying principle, web sites with pages that follow the transaction phases of BMF are highly expected to be e-commerce. Since the results of Table 8 and 9 are quite promising, the proposed system can be embedded in a portal or a search engine repository aiming to classify directly the submitted e-commerce sites, helping in parallel the work of human editors. In addition, without having to change the theoretical background and the concepts of the described work, it can also serve as a general classifier in other largely information areas like e-government or news and media. However, in order to achieve the same sufficient performance, a robust framework like BMF must be taken under consideration. Similar application approaches are proposed by other systems, that help users to reveal information from numerous and diversified Internet documents and protect them from harmful disseminated content such as pornography or violence [34] , [35] .
Surveying web activity -monitor customer behaviour
The proposed system can analyse the log files of commercial servers in order to identify the web pages that correspond to BMF transaction phases. Since these phases can be quantified, it is then easy to survey web activity and customer behaviour, expanding in parallel the results of the research described in [13] .
Conclusions
This paper proposes a novel approach towards the web page classification problem. The domain of study involves the e-commerce area. A three layer probabilistic artificial neural network with biases and radial basis neurons in the middle layer and competitive neurons in the output layer was properly trained in order to identify and classify web pages that offer commercial services. The classification is based on an already proposed reference model for electronic markets, which describe a complete e-commerce DRAFT VERSION of paper appeared at the IEE Proceedings Software, vol. 151, no.3, pp.139-150, 2004 transaction through the attainment of four phases. These phases consist of eleven types of web pages, where at least one type corresponds to a respective phase.
The neural network was trained with more that 3800 pages that correspond to different classes in respect to the Business Media Framework and with 2100 other web pages, irrelevant to e-commerce. Experts collected the first sample set manually, while the second was collected automatically using a meta-search engine. The topology of the proposed network is 432-5958-12, and it was implemented in C++. The testing set consists of more than 10000 web pages and for this test set the classifier performance was measured in terms of e-commerce identification and further classification under the BMF taxonomy. The overall performance for these indicators reached 92% and 80% respectively. Serious limitations in terms of large memory requirements and execution speed did not appear, establishing this proposal as an innovative and sufficient solution for the problem addressed. IEE Proceedings Software, vol. 151, no. 
