Mining the valuable knowledge from real data has been a hot topic for a long time. Repeating pattern is one of the important knowledge, occurring in many real applications such as musical data and medical data. In this paper, our purposes are to contribute an efficient mining algorithm for repeating patterns and to conduct a real application using the repeating patterns mined. In terms of mining the repeating patterns, although a number of past studies were made on this issue, the performance cannot still earn the users' satisfactions especially for large data sets. For this issue, in this paper, we propose an efficient algorithm named Fast Mining of Repeating Patterns, which achieves high performance of discovering the repeating patterns by a novel index called Quick-Pattern Index. In terms of applications, a music recommender system named repeating-patternbased music recommender system is proposed to deal with problems in music recommendation. Even facing a very sparse rating matrix, the recommendation can still be completed. The experimental results show that our proposed mining algorithm and recommender system outperform the previous works in terms of efficiency and effectiveness, respectively.
transaction data, and so on. Therefore, data mining on pattern discovery has been studied for many decades. To discover the valuable patterns hidden in the real data, a number of mining algorithms are proposed nowadays. In recent studies, the patterns are categorized into several categories, including association patterns, sequential patterns, cyclic patterns, repeating patterns, and so on. Different patterns are useful to different fields of data engineering. For association patterns, they are motivated by applications of market basket analysis to discover relations between products purchased. For sequential patterns, they are somewhat different from the association patterns, because the sequential patterns are with temporal continuities. For cyclic patterns, the starting pattern is also the ending pattern in a sequence, which can be viewed as the extension of sequential patterns. For repeating patterns, a repeating pattern contains a set of sequential elements, which can also be viewed as a sequence repeats in a regular form. For example, a string {1, 2, 3, 1, 2, 4, 1, 2} contains a repeating substring {1, 2}, which is identified as a repeating pattern. The major difference between the cyclic patterns and repeating patterns is that a repeating pattern does not need to consider the start and end of a sequence must be the same. In fact, repeating patterns are popular, because they can be regarded as a set of representative patterns facilitating Table 1 Example of a user-item rating matrix For musical data, a music piece can typically be transformed into a pattern string. Inspired by this idea, some past studies [2, 6, 7, 9, 21] attempted to extract the harmonic feature patterns from the audio object to achieve the music search/retrieval. Although the repeating patterns were successfully applied to music retrieval, no research is proposed for the music recommendation. Basically, the goal of music recommendation is to detect the user listening interest and then provide the potential music preferred. Table 1 shows an example of a rating matrix. In this example, there are six users and six music pieces (called items in this paper). It shows the user ratings for the items, which are ranged from 1 to 5. Note that, zero indicates that the user never rates the item. The major intent of a typical recommender system is to predict the unrated item ratings (also called "unknown ratings") and return the top k unrated items to the user. From this table, traditional recommender systems always suffer from two problems, namely, data sparsity and new item. The data sparsity problem indicates a rating matrix contains, so few ratings that the prediction is not easy to complete, while the new item problem indicates the item never rated by any user is also not easy to predict.
To aim at the issues above, the contributions can be summarized as follows.
I. To accelerate the retrieval of repeating patterns, in this paper, we propose an algorithm named Fast Mining of Repeating Patterns (FMRP) to achieve high performance of mining repeating patterns by the proposed QuickPattern Index (QPI). With this index, the occurrences and positions of the patterns are kept to reduce the cost of searching the repeating patterns. Hence, without scanning the sequence iteratively, the repeating patterns can be discovered by only one scan of the input sequence.
The experimental results reveal our proposed algorithm performs better than the compared methods in terms of execution time. II. In addition to provide an efficient mining algorithm, another aim in this paper is to apply the repeating patterns to the real application-music recommendation. The main difference between this paper and previous recommender systems is that the previous recommender systems never consider the sequentially repeating patterns which represent the user listening senses. From the experimental results, we can know that the problems in traditional recommender systems can be alleviated clearly through the repeating pattern-based recommendation.
The rest of this paper is structured as follows. In Sect. 2, a brief review of related work is shown. In Sect. 3, we present our proposed method for mining of repeating patterns and predicting the user ratings on music. Examples are shown in Sect. 4. The evaluations of the proposed methods are depicted in Sect. 5. Finally, conclusions and future work are shown in Sect. 6.
Related work
It is because the aims of this paper are the mining algorithm and the related applications that the review of the predecessors includes three parts, namely, algorithms of mining of repeating patterns, applications of repeating patterns, and music recommendation.
Algorithms of mining of repeating patterns
Hsu et al. [9] proposed a method to generate the repeating patterns. In this method, a string-join operation and a data structure called RP tree were proposed to achieve high performance of mining of repeating patterns. The basic idea of this approach is to iteratively join two short repeating patterns into a long one. To speed up the join procedure, a tree structure named RP tree was proposed. Although the tree structure can reduce the time complexity of join operations, the checking cost is so high that the generation of repeating patterns is inefficient. In addition to RP tree, another tree structure for generating the repeating patterns is suffix tree. Basically, the suffix tree is the compressed tree for the nonempty suffixes of a string. Since a suffix tree is a compressed tree, it consists of an important idea that the procedure of mining of repeating patterns highly refers to its sub-trees. Once constructed, several operations can be performed quickly, for instance, locating a substring, locating matches for a regular expression pattern, etc. Suffix trees also provide the linear-time solution for the longest common substring problem [16, 20] . Unfortunately, the construction of such a tree for a string takes much time and space.
Applications of repeating patterns
In the field of medical biology, repeating subsequences are a kind of repeating patterns. Actually, the repeating patterns in biological cell DNA occur in multiple copies throughout a genome. The functions and descriptions of these subsequences are currently being characterized by scientists. Tandem repeat is a kind of repeating patterns occurring in DNA when a pattern of nucleotides repeats and the repetitions are directly adjacent to each other. Several protein domains also form tandem repeats within their amino acid primary structures. In practical, tandem repeats are very helpful in the field of bioinformatics. In addition to bioinformatics, repeating patterns are usually supported for the matching of local image features. They can be modeled as a set of sparse repeated features in which the crystallographic group theory. Muller et al. [5] proposed an approach to detect symmetric structures and to reconstruct a 3D geometric model. Liu et al. [10, 24] proposed a new method for detection of repeated patterns following a Kronecker Product formulation. They handled problems of pose variation and varying brightness by employing the low-rank part of the rearranged input facade image. Automatic video summarization [11, 23] was proposed as an effective way to accelerate the video browsing and retrieval. The video structure is first analyzed by spatial-temporal analysis. Then, the video non-trivial repeating patterns are extracted to remove the visual-content redundancy among videos.
Music recommendation
In general, music recommendation can be categorized into two main classifications, namely, user-based and item-based recommender systems. For user-based music recommender systems [8, 14] , the basic idea is to predict the unknown ratings by the known ratings of relevant users. Bobadilla et al. [1] defined the significances of the users and items to predict the users' ratings. In contrast to user-based recommender systems, the item-based recommender systems [4, 19] adopted known ratings of relevant items to predict the unknown ratings. In addition to the above recommender systems, Qi et al. [13] computed the users' similarities based on the inferred tag ratings to conduct the recommendation. In [12] , the user profiles and tag information are fused to generate a framework of joint item-tag recommendation. Su et al. [17, 18] integrated information of tags, play counts, and artists to improve the recommendation quality. Cheng et al. [3] integrated acoustic features and user personalities to conduct a personalized recommendation service. Rahman et al. [15] proposed a personalized recommender system by fuzzy influences. Xue et al. [22] attempted to discover the preference factors by matrix factorization models. Although the above recommender systems perform well, they still encounter problems of new item and data sparsity.
Proposed methods

Mining of repeating patterns
Overview of the proposed mining algorithm
In recent years, several schemes have been proposed to discover repeating patterns. However, the execution performance is limited in the search strategy, which is not satisfactory. To improve the execution performance, in this paper, we propose an efficient algorithm that utilizes a novel data structure to facilitate the discovery of repeating patterns. In other words, without scanning a given sequence iteratively, the repeating patterns can be discovered by only one scan of the sequence. As shown in Fig. 1 , the mining process can be divided into two primary phases, namely, construction of the index and generation of repeating patterns.
I. Construction of the index
This is the basis of the proposed method, and the major goal of this phase is to construct an informative index to reduce the cost of mining the repeating patterns. Basically, this index called Quick-Pattern Index (QPI) contains two of pattern information, including positions and occurrences.
II. Generation of repeating patterns
In this phase, the main goal is to search the repeating patterns using the constructed index. To this end, a novel mining method called Fast Mining of Repeating Patterns (FMRP) is proposed in this work. Through the prefix-search strategy, the repeating subsequences (also called repeating patterns) are mined successfully.
Before describing our proposed method, the repeating pattern is defined as Definition 1.
Definition 1 For a string B, if a substring A appears more than once, its length is larger than one and no any other substring contains A, we call A is a repeating pattern of B.
For example, the repeating pattern of a string {1, 2, 3, 1, 2, 3} is {1, 2, 3}. P= P ∪p i ; //P is the set containing patterns, occurrences and positions; 9.
end for 10. return S[i] and P as QPI; Figure 2 shows the process of constructing the index. In this process, two indexes are constructed, including an array storing all patterns and an array storing the pattern positions in the input string. Through these two indexes, the next process called generation of repeating patterns can perform efficiently. Figure 3 shows the algorithm of generating the repeating patterns. Basically, it can be regarded as a prefix-search paradigm that mines the repeating patterns prefixed by a pattern. Hence, as shown in Line 1, the whole procedure starts with one of the distinct patterns, and then mines the prefixed patterns. Under the prefixed pattern p x , Line 2 shows that the patterns in the next positions of p x are grouped into the set p x .NextSteps and they are linked into the paths, where the root is p x . Next, Lines 3-10 show that, for each pattern p i in p x . NextSteps, all patterns in the next positions of p i are further grouped into the set p x .NextTwoSteps. In this loop, if the number of patterns in the next positions of p i is larger than 2, the algorithm keeps going to Line 1. That is, this is an iterative process which does not stop until all prefixed paths are generated. In detail, the whole search is divided into a number of search sub-paths prefixed by p i , where the root is p x . In the next loop of the algorithm, Lines 12-19 show that the prefixed traversals are performed to mine all repeating patterns.
Construction of the index
Generation of repeating patterns
Music recommendation by the repeating patterns
Overview of the proposed music recommender system
Previously, most data mining works only focused on how to efficiently generate the patterns. Though the mining algorithms are shown to be very efficient, the practical applications are always lacked. This problem makes the readers hard to know the real effectiveness of the generated patterns. Consequently, in this paper, we propose a recommender system to clearly reveal the values of the repeating patterns. In addition, the proposed music recommender system based on the repeating patterns can deal with traditional recommendation problems of data sparsity and new item. For these purposes, as shown in Fig. 4 , the proposed recommender system can be decomposed into two stages, namely, offline preprocessing and online recommendation.
I. Offline preprocessing
In this stage, the major operations include low-level feature extraction, music symbolization, repeating-pattern generation, and rating classification modeling. In detail, the major intents for our proposed recommender system are: (1) to describe the music by a set of sequential acoustic patterns and (2) to bridge the listening senses and the user preferences by the repeating-pattern-based rating classification model.
II. Online recommendation
For an active user, in this stage, the unknown item ratings are predicted by the repeating-pattern-based rating classification model. Finally, the items are sorted by the predicted ratings, and top k items are returned to the active user. Note that, because the sorting operation is straightforward, the main attention of the proposed method is paid on the rating prediction.
Offline preprocessing stage
A. Music low-level feature extraction
In this paper, because mel-scale frequency cepstral coefficients (MFCCs) are nearer the listening senses, they are used as the low-level features of music. Figure 5 shows the structure of music features, which can be divided into three levels. An analog music piece is composed of a number of frames, and a frame consists of a set of feature dimensions.
B. Music symbolization
After extracting the low-level features, the music pieces are represented by different numbers of frames. In this operation, as shown in Fig. 6 , the frames in 1 s are first merged. That is, a music piece is further represented by several feature vectors, where a feature vector represents 1-s MFCCs. Next, the second-based feature vectors are grouped into a set of clus- ters. Then, each second-based feature vector is encoded by the cluster number, and finally, a music piece is transformed into a pattern string.
C. Mining of repeating patterns
This operation is to generate the repeating patterns of each pattern string by our proposed mining algorithm. Here, the mining procedure is not described again. Finally, the Term Frequencies (called TF in this paper) of the repeating patterns are calculated, which can be defined as Definition 2.
Definition 2 Assume that a music database contains a set of music strings DB = {I 1 , I 2 , . . ., I j , . . ., I |DB| } and a set of unique repeating patterns P = {p 1 , p 2 , . . .., p i , Note that, for music recommendation, the repeating pattern is somewhat different from that in Definition 1. In formal, assume that there are two repeating substrings A and C in a string B, where A contains C. Here, even if A contains C, A and C are both kept as our repeating patterns for music recommendation. For example, the repeating patterns of a string {1, 2, 3, 1, 2, 3} include {1, 2, 3}, {1, 2} and {2, 3}.
D. Construction of rating classification model
After three above operations, a music piece is represented by a number of repeating patterns with the related term frequencies TFs. In this operation, for each user, a known rating of the jth item is regarded as a training vector, which is defined as
where I j denotes a set of pattern TFs referred to Definition 2, and v j denotes the known rating of the jth item. Then, these training vectors for each user are used to construct the personal rating-based classification models. In this paper, LIBLINEAR [25] is adopted as the classifier.
Online recommendation stage
This stage is triggered with a visit of an active user. Basically, the main idea behind this stage is to regard the rating prediction as a rating classification. Because each user's model has been generated in the offline preprocessing stage, all unknown ratings of the active user can be predicted quickly. 
Illustrative examples
To make the proposed methods easy to understand, two examples are shown in this section.
Example for mining of repeating patterns
Construction of the index
In this example, we give a string ST = {1, Table 2 .
Generation of repeating patterns
By referring to Fig. 3 , the exampling process is shown as follows.
Step 1: Considering Table 2 , a pattern is selected from Table 2 , referring to Line 1 of Fig. 3 .
Step Fig. 7 , the green grid is defined as {pattern#, (next positions), (parents)}. In Fig. 7, {p 3 , (3, 7, 11, 15) , ( p 1 )} denotes that, the p i is p 3 , where the next position set is {3, 7, 11, 15} and the parent is p 1 . 3 .NextTwoSteps are less than 2, check whether the paths whose root generated in Step 1 have existed in the result set RPS or not. If the paths have not existed in the result set RPS, insert them into RPS. In this example, this step does not stop until p x .NextTwoSteps contains only one pattern. Because the occurrences of all patterns { p 2 , p 6 , p 4 , p 8 } in the p 3 .NextTwoSteps are less than 2, the loop stops. Finally, { p 1 , p 3 , p 5 } and { p 1 , p 3 , p 7 } are inserted into RPS, as shown in Fig. 9 . Step 2: Repeat Step 1 until all repeating patterns are generated.
Example for repeating-pattern-based music recommendation
Based on Table 1 , Fig. 11 shows an example of how to predict the unknown ratings. In this example, user 5 is set as the active user. Assume that, the ratings of items 3, 5, and 6 are unknown and the ones of items 1, 2, and 4 are known. That is, items 1, 2, and 4 are used to train the classifier, and items 3, 5, and 6 are the target items to predict. It is because the classification model has been conducted already in the preprocessing stage that the rating prediction is very fast.
Empirical study
Recalling the goals of this paper, the experiments contain two main parts, namely, evaluations for mining of repeating patterns and evaluations for repeating-pattern-based music recommendation. In the following subsections, the individual experimental results are shown separately in great detail. 
Evaluations for mining of repeating patterns
Experimental settings
In this evaluation, all of the experiments were implemented in C++ and executed on a PC with Intel Core i5-4590 @ 3.3 GHz of CPU and 16 GB of memory. The parameter settings for yielding the experimental data are shown in Table 3 . The compared methods with our proposed method are RP tree [9] and Suffix tree [16] .
Comparisons of the proposed method and other methods in terms of execution time
The first evaluation we want to show is the performance by varying the transaction length under the data size is 1000 and the number of pattern categories is 200. The related experimental results are shown in Fig. 12 revealing several points. First, the longer the transaction length, the larger the execution time. Second, RP tree performs much worse than the proposed method and Suffix tree. Third, although the performances of our proposed method and suffix tree are pretty close while the transaction length is 500, our proposed method is better than suffix tree, while the transaction length increases. Fourth, the execution time increases slightly for the proposed method. In summary, even facing the larger transaction length, our proposed index can deal with issue of efficiency. The second experiment is to evaluate the proposed method under different numbers of pattern categories. This evaluation was conducted under the data size is 1000 and the transaction length is 1000. Figure 13 depicts the experimental results which delivers some aspects. First, the best method is our proposed method and the worst method is RP tree. Second, as the number of pattern categories increases, the execution time decreases. Note that, this result is limited in the same data size and transaction length. This is because the occurrences of patterns reduce significantly, so that the number of repeating patterns thereby reduces. Hence, few patterns decrease the execution time. The final empirical evaluation for mining algorithm is to show the impact of the data size. This experiment was made under the transaction length is 1000 and the number of pattern categories is 200. Figure 14 shows the experimental results that the execution time of RP tree increases significantly in contrast to the other compared methods. It says that RP tree needs much effort to identify the repeating patterns for a large amount of data. To sum up, if the parameter value is small, the execution time of our proposed method and suffix tree is pretty close. On the contrary, our proposed method performs more stably than the suffix tree if enlarging the data parameter values. In overall, whatever the data is, our proposed method performs better than other compared methods.
Evaluations for repeating-pattern-based music recommendation
In the previous section, the efficiency of algorithm for mining the repeating patterns has been shown. Another issue in this paper is to convince the readers of usage of repeating patterns. Therefore, our intent for the following evaluations is to reveal how useful the repeating patterns are. Rating density 10% 7.5% 5% 2.5%
Experimental settings
The experimental data were gathered from the Web, which contain 30 genres. Each genre consists of 20 pieces. In this evaluation, we implemented a real online rating system and 50 volunteers were invited to vote the music items. In detail, for each volunteer, around 75 items were randomly selected from 600 items to vote. Furthermore, because one of the major goals for recommendation is to deal with problem of data sparsity, we decomposed the experimental data into four subsets, namely, data 1, data 2, data 3, and data 4. Table 4 shows the rating densities of different data sets. For data 1, data 2, data 3, and data 4, 15, 30, 45, and 60 known items of each user were randomly selected from original 75 items, respectively, as the unknown ratings to predict. That is, the density decreases from data 1 to data 4. In addition to the data settings, the evaluation measure is RMSE (Root Mean Square Error), which is defined as
where v denotes the ground truth,v denotes the predicted rating value, and test denotes the testing data set. The lower the RMSE, the higher the quality. Note that, ifv cannot be predicted, (v −v) is 5. 
Evaluations for different numbers of patterns on different data sets
Before showing the comparisons with other methods, the effectiveness for different numbers of patterns of different music data sets needs to be clarified. Table 5 shows that the music data are transformed into different kinds (categories) of patterns and each music data set contains different numbers of patterns. The experimental results are shown in Fig. 15 that depicts some points. First, the RMSEs change slightly as the numbers of pattern categories change. It is because the pattern number changes unclearly, referring to Table 5 . Second, from data 1 to data 4, the RMSEs increase. It says that, the higher the sparsity, the higher the RMSE. In the following evaluations, the best RMSEs were selected to conduct the overall comparisons.
Comparisons with other methods on different rating data sets
Actually, the sparse data appear frequently in real applications. Hence, the goal of this evaluation is to know how effective the proposed recommender system is if facing very sparse data. In this evaluation, two state-of-the-art methods for music recommendation were compared with our proposed repeating-pattern-based music recommender system (called RPMR), including user-based [14] and item-based [19] recommender systems. Figure 16 shows the experimental results, which delivers some perspectives. First, our proposed method outperforms the compared methods if the data sparsity is large. Second, as the sparsity increases, the compared methods increase significantly. In contrast, our proposed method performs very stably even the sparsity increases. It justifies a point that our proposed method is very effective to cope with problem of data sparsity. The primary reason is that traditional recommender systems need known ratings to calculate the item ratings. Unfortunately, most item 16 RMSEs of compared methods on different data sets ratings in real applications cannot be calculated if the known ratings are very few. On the contrary, our proposed method needs only few ratings to accomplish the rating predictions. In addition, the temporal continuity hidden in repeating patterns is considered as a listening feature in this method. In other words, the temporal continuity and the user preference are connected successfully in the proposed idea.
Conclusion and future work
Frankly speaking, it is not easy to discover the valuable knowledge from our real life. For this issue, the past studies made on knowledge discovery can be categorized two classifications, namely, algorithm-driven and application-driven studies. Algorithm-driven studies focused on how to increase the efficiency, while the application-driven ones focused on how to successfully apply the mining algorithms to applications. In this paper, on one hand, we propose an efficient mining algorithm to discover the repeating patterns. On the other hand, an application for music recommendation is lifted to justify the motivation of pattern mining. In terms of mining algorithm, first, we construct an informative index called QPI containing positions and occurrences of patterns. It can effectively reduce the cost of mining of repeating patterns. By QPI, a prefix-search-based algorithm named FMRP performs efficiently on mining the repeating patterns. In terms of application, a music recommender system based on the repeating patterns is proposed to cope with problems in traditional recommender systems. The main intent is to link the user preferences and the repeating patterns on music.
The experimental results reveal that our proposed mining algorithm is more efficient than the compared methods on different data. Moreover, the proposed recommender system based on the repeating patterns performs more effective in facing very sparse data. This is just the beginning of applying the repeating patterns. In the future, the repeating patterns will further be used as representative features in recognizing objects in other real applications.
