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Abstract
The focus of this thesis is on the analysis of large and complex data. Computer memory constraints
can prohibit the analysis of large datasets, and this issue is further complicated when faced with
complex data. We are motivated by an environmental dataset concerning air particulate measure-
ments and the impact of passing coal transport trains. This dataset has over 600,000 observations
and is complicated by it’s long memory dependence. Current methods for long memory time series
are limited to small datasets. To overcome these issues, we consider two approaches for the analysis
of large and complex data:
1. transforming data such that its volume and complexity is reduced, and,
2. extending current statistical methods for big data to allow for complex data structures.
The use of temporal aggregation transforms the dataset to a more manageable size. This permits
the use of an AutoRegressive Fractionally Integrated Moving Average (ARFIMA) process on our
motivating dataset. We also consider transforming the data to a bivariate series to reduce the loss
of information due to this temporal aggregation.
Divide and Recombine is a modern approach to analysing big data. This approach for big data
analysis has not yet been extended to the time series setting. We explore this situation and extend
the D&R process for long memory time series.
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