Abstract-This paper proposes a novel approach for heartbeat classification from single-lead electrocardiogram (ECG) signals based on the novel adaptive Fourier decomposition (AFD). AFD is a recently developed signal processing tool that provides useful morphological features, referred to as AFD-derived instantaneous frequency (IF) features, that are different from those provided by traditional tools. A support vector machine (SVM) classifier is trained with the AFD-derived IF features, ECG landmark features, and RR interval features. To evaluate the performance of the trained classifier, the Association for the Advancement of Medical Instrumentation (AAMI) standard is applied to the publicly available benchmark databases, including MIT-BIH arrhythmia database and MIT-BIH supraventricular arrhythmia database, to classify heartbeats from single-lead ECG. The overall performance in terms of sensitivities and positive predictive values is comparable to the state-of-the-art automatic heartbeat classification algorithms based on two-leads ECG.
I. INTRODUCTION
C ARDIOVASCULAR diseases (CVDs) are leading causes of death worldwide. According to the report of the American Heart Association (AHA) in 2018, CVDs claimed 17.9 million lives in 2015, and this number will increase to 23.6 million by 2030 [1] . Among various CVDs, arrhythmia accounts for a large proportion, and an early diagnosis of arrhythmia is of great significance to healthcare professionals [2] , [3] .
Electrocardiogram (ECG) is an effective, noninvasive, and well established diagnostic tool for arrhythmia. To achieve early diagnosis of life-threatening arrhythmias, long-term monitoring is required. Thanks to the advances of technology, this can be achieved by wearable Holters or mobile devices. As manual diagnosis of recorded long-term ECG signals is time consuming and error prone, a reliable computerized interpretation of the ECG (CIE) [4] , or at least a computeraided automatic heartbeat annotation, has become increasingly important. Our focus in this article is a computeraided automatic heartbeat annotation. While there have been several commercial automatic heartbeat annotation algorithms, however, in general they show substantial rates of misdiagnosis C. Tan [4] , even when they are applied to multiple-lead ECG used in the hospital. Clearly, when there is only a single-lead ECG, the performance is deteriorated since it is more challenging to determine the delineation of fiducial points. Wearable Holters and mobile devices that are commonly used for an early diagnosis of arrhythmia usually come with a single-lead ECG [3] . Thus, it is necessary to develop an accurate automatic heartbeat classification algorithm for a single channel ECG.
A successful ECG heartbeat classification usually comprises three important procedures: preprocessing, feature extraction, and classification. In addition to the learning algorithm, feature extraction and dimension reduction are key processes that significantly affect the classification performance [5] . There have been many automatic heartbeat classification algorithms, and they can be divided into two main categories based on how these three steps are carried out. The first category includes methods that are based on feature extraction and classifier training, and the second includes those based on the blackbox deep learning approach [6] , [7] , [8] .
A. Related Works
For methods in the first category, feature extraction is a critical process in automatic ECG classification analysis. An effective feature extraction method cannot only simplify computation, but also generate a superior classification performance. ECG features commonly employed for classification task are based on ECG landmarks including P, Q, R, S and T; for example, the landmark morphology [9] , [10] and intervals between landmarks [11] . Researchers also consider frequency domain features based on Fourier transform [12] and other features based on Hermite coefficients [13] , principal component analysis (PCA) [14] , and independent component analysis (ICA) [14] , etc. Yet another set of features focus on the non-stationarity of the ECG into account, and researchers take the ECG time-frequency representation into; for example, short time Fourier transform (STFT) [15] , continuous wavelets transform (CWT) [16] , Wigner-Ville distribution [17] , and synchrosqueezing transform [18] . Most studies choose support vector machine (SVM) as their classifier [14] , [9] , [18] , while [11] , [19] choose linear discriminant (LD).
The second category comprises deep learning based methods. Deep learning offers an integrated scheme that combines feature extraction and classification into one. Recently published deep learning approaches are summarized in Table I . In [6] , the authors use a 34-layer deep convolutional neural arXiv:1906.07361v1 [eess.SP] 18 Jun 2019 network (CNN) model to detect arrhythmic heartbeats. P. Schwab et al. [20] build a diverse ensemble of recurrent neural network (RNN) and P. Warrick et al. [21] use a combination of CNN with a sequence of long short-term memory (LSTM) units. In [22] , four types of normal beat, congestive heart failure beat, ventricular tachyarrhythmia beat and atrial fibrillation beat are classified by combining the Lyapunov exponents algorithm with RNN. Moreover, U. Acharya et al. [7] and M. Zubair et al. [23] develope a 9-layer and a 3-layer CNN method, respectively, whereas,Ö. Yildirim [24] construct the deep bidirectional LSTM network-based wavelet sequences (DBLSTW-WS) network. In [25] , the application of the restricted Boltzmann machine (RBM) and the deep belief networks (DBN) is used for detecting ventricular and supraventricular heartbeats. However, as shown in Table I , comparison of the results across most of these deep learning approaches could not be performed due to inconsistent database and evaluation criteria. Even for the same database, the datasets used in deep learning are not the same.
There are more and more studies combining feature extraction and deep learning framework. For example, in [24] , the DBLSTM-WS network is constructed by the waveletbased layer and LSTM layers, and E.Übeyli [22] combines Lyapunov exponents algorithm with RNN. S. Mathews et al. [25] and G. Sannino et al. [26] take standard features, such as RR interval features, segmented morphology features and heartbeat interval features into account in their deep neural network framework.
While there have been a lot of progress and successes by methods in the second category, deep learning is regarded as black box without rigorous theoretical support. Moreover, no standard methodology exists for the construction of an optimal neural network and a lot of try-and-error with human intervention is needed. For [7] , [26] and [25] in Table I , the authors build their network empirically by performing a wide set of trials, manually configuring the network by changing the parameters of the number of hidden layers, the activation function, the number of learning steps, and the number of neurons making up each layer.
B. Our contribution
In this paper, we construct an accurate automatic heartbeat classifier with rigorous mathematical support, which belongs to the first category of methods. Our approach is motivated by viewing the limitations of existing time-frequency analysis approaches mentioned above [15] , [17] , [27] , [18] . Specifically, the ambiguity caused by the uncertainty principle [28] in STFT [15] and CWT [18] is inevitable, which might mask important heartbeat information. The Wigner distribution [17] suffers from the cross-term problem [29] . While synchrosqueezing transform [18] might help eliminate above problems, the computational complexity is not trivial and makes it unsuitable for a real-time implementation. We thus consider a nonlinear type time-frequency analysis, the adaptive Fourier decomposition (AFD) [30] , [27] , to alleviate the limitations of the abovementioned time-frequency analysis approaches.
AFD is a novel signal processing technique with a rigorous mathematical foundation, which generalizes the traditional Fourier decomposition by taking the Blaschke decomposition theory in complex analysis into account. It decomposes a given signal by adaptively choosing its associated basis from the Takenaka-Malmquist (TM) system [31] , [32] into a series of mono-components [33] , [34] . By achieving maximal energy gain in each decomposition iteration, the AFD decomposes a signal into a few constitutional components called monocomponents. Those mono-components possess positive instantaneous frequencies (IF) and there is no intersection among all IFs [35] , [30] . The positive IFs effectively reflect the timevarying characteristics of signals, such as the morphology of heartbeats. These IF-based features are used to design an automatic heartbeat classification algorithm. Specifically, we train a SVM classifier by taking these IF-based features and some basic landmark features into account. We mention that AFD can be applied to other biomedical signal analysis; for example, it has been successfully applied to the ECG signal compression problem [36] , [37] .
To validate the proposed automatic heartbeat classifier, an inter-patient cross validation paradigm is applied. The Association for Advancement of Medical Instrumentation (AAMI) standard [38] , [39] along with the benchmark MIT-BIH arrhythmia database from Physionet [40] are used for a comprehensive comparison with other ECG classification methods. Moreover, the combination of MIT-BIH arrhythmia database and MIT-BIH supraventricular arrhythmia database from Physionet [40] is considered to train our final classifier.
C. Organization
The rest of the paper is organized as follows: the mathematical background of the proposed automatic feature representation and extraction are elaborated in Section II; Section III details the proposed method adopted for the classification problem; the results of the classification performance are presented in Section IV and comparisons with state-of-theart algorithms are discussed in Section V, with the conclusion provided in Section VI.
II. MATHEMATICAL FOUNDATION A. AFD-based time-frequency representation
Take a set of complex numbers A := {a n } ∞ n=1 ⊂ D, where D ⊂ C is the unit disc and a n may repeat. The TM system [31] , [32] associated with A is defined as {B n }, where
and n ∈ N. B n is referred to as a modified Blaschke product, while n−1 k=1 z−a k 1−a k z is the usual Blaschke product. In the literature, the term (1) is called the evaluator at a n . It can be shown that the TM system is an orthogonal system. We call a TM system adaptive if we select a n according to the input signal.
Take a real-valued function s ∈ L 2 (∂D), where ∂D is the unit circle. The associated analytic signal, s + , is defined as [24] 2018 MIT-BIH arrhythmia 7326 (# beats) DBLSTM-WS intra-patient paradigm S. Mathews et al [25] 2018 MIT-BIH arrhythmia -(# beats) RBM, DBM inter-patient paradigm G. Sannino et al [26] 2018 MIT-BIH arrhythmia 4567 (# beats) DNN inter-patient paradigm M. Zubair et al [23] 2016 MIT-BIH arrhythmia 100389 (# beats) CNN patient-specific paradigm Awni Y. Hannun et al [6] 2019 private 91232 (# records) CNN F1 score P. Schwab et al [20] 2017 the physionet challenge 2017 12186 (# records) RNN F1 score P. Warrick et al [21] 2017 the physionet challenge 2017 12186 (# records) CNN+LSTM F1 score where c 0 is the 0-th Fourier coefficient, and H is the Hilbert transform.
For the analytic signal s + , AFD conducts fast converging expansion of s + in orthogonal terms of the form
under a selection of the parameters a 1 , . . . , a n , . . ., by maximal selection principle [33] , where c n := s + , B n is the n-th coefficient of B n .
By denoting
where N ∈ N is called the decomposition level and s + rec is called the AFD-approximation of degree N . Then, we have
It was proved in [33] that s 
where means taking the real part. s rec is the approximation of s. We mention that theoretically s + might be deviated from s. Figure 4 for examples when N = 10. On the other hand, since our purpose is feature extraction, an accurate approximation of s is not critical for our application.
To visualize how a given real-valued signal s oscillates, it is natural to consider a time-frequency representation. There are several different approaches to generate time-frequency representations of a given signal, ranging from linear to nonlinear types [28] , [29] . For the AFD, we consider the following approach to construct the time-frequency representation. Denote c n B n , n = 1, . . . , N to be the n-th level AFD of s. If c n B n (e it ) = ρ n (t)e iθn(t) , where t ∈ [0, 2π) is the time, the transient time-frequency representation of s proposed in [30] , [27] is then defined as
where ζ > 0 is the frequency, and δ is the distributional Dirac function [30] . Note that R s can be numerically plotted as an image for the purpose of visualization as shown in Fig. 1 .
B. The instantaneous frequency (IF) feature
; that is, it has well defined non-negative analytic phase derivatives. The non-negative analytic phase derivative θ is the IF of s.
According to (4) and (7), if c n B n (e it ) = ρ n (t)e iθn(t) , by a direct calculation, we have
where θ an = |a n |e iθa n . We view the IF function θ n as a feature of the given signal. In our application, if t R represents the location of a R-peak, we call θ n (t R ) the n-th R-peak IF feature of that heartbeat. For the decomposition level N , we call the vector (θ 1 (t R ), θ 2 (t R ), . . . , θ N (t R )) the R-peak IF feature vector of a given heart beat. The process of extracting the R-peak IF feature vector is described in Fig. 3 . 
C. A related approach
The applied AFD is directly related to the Blaschke decomposition (BKD) algorithm considered in [42] , [35] , [43] , and a side-by-side comparison would highlight the essence of the proposed algorithm. The main difference between AFD and BDK is the usage of the TM system. In BDK, instead of applying the maximal selection principle, it is 0 that is considered to produce zeros inside the unit disk, which leads to the next decomposition. Also, the BKD is applied at each decomposition step. As is developed in [35] , the decomposed components all have positive IF. After its appearance in [35] , several studies have attempted to explore the properties of BKD. For example, R. Coifman et al. [42] investigated the unwinding property and the convergence behavior of BKD; in [45] , [43] , [44] , BKD is explored from an algorithmic perspective guided by theoretical development; in [46] , [47] , the fundamental root distribution properties associated with BKD were studied. These developed theories are all directly related to the AFD. Finally, while we do not yet have theoretical support, numerically, overall, the behavior of the AFD and BKD is "similar" with a delicate difference.
III. MATERIALS AND METHODS

A. Dataset
The well-known MIT-BIH arrhythmia database 1 from Physionet [40] is used for training and testing purposes. The MIT-BIH arrhythmia database contains 48 recordings of approximately 30 minutes, each of which has two leads, lead A and lead B. In 45 recordings, lead A is MLII (modified lead II), and lead B is mainly V1, but sometimes V2, V4 or V5; in the remaining 3 recordings, lead A is V5 and lead B is V2 or II. The signals are sampled at 360 Hz. We use lead A in this work for the automatic heartbeat classification. Not all recordings are the same in virtue of the arrhythmia and physical limitation of the subjects. Twenty-three recordings serve as representative samples of routine clinical recordings, and 25 recordings contain complex ventricular, junctional and supraventricular arrhythmias. The database comes with experts' annotation. The annotations follow the AAMI standard [38] , [39] , which further categorizes beat types into different classes, as is shown in Table II . Specifically, the N class contains beats originating in the sinus node (normal and bundle branch block beat types); the S class contains supraventricular ectopic beats; the V 1 http://www.physionet.org/physiobank/database/mitdbl class contains ventricular ectopic beats; the F class contains beats that result from fusing normal and ventricular ectopic beats; the Q class contains unknown beats, including paced beats. In this work, the Q class is discarded according to the recommended practice since it is marginally represented in the database. The provided experts' annotations are used as the standard to evaluate the performance of classification result.
In addition to the MIT-BIH arrhythmia database, the MIT-BIH supraventricular database 2 is used to alleviate the imbalanced classes issue when working with the MIT-BIH arrhythmia database. Specifically, there are limited beats of type S in the MIT-BIH arrhythmia database. The MIT-BIH supraventricular database consists of 78 recordings of approximately 30 minutes sampled at 128 Hz, each of which has two leads. The ECG recordings are resampled to 360 Hz to match the sampling rate of the MIT-BIH arrhythmia database. Based on the AAMI standard and the provided labels, there are 12,148 beats of class S, which are used to train the automatic heartbeat classifier.
B. Heart beat classification algorithm
We assume that the input ECG signal is sampled at 360 Hz. The proposed automatic heartbeat classification algorithm consists of three steps, namely, preprocessing, feature extraction and classifier construction. In the first step, the raw ECG signals are divided into heartbeat segments following the standard R peak detection algorithm. Next, the AFD is applied to generate the IF feature vector for each heartbeat segment. A set of commonly applied landmark features, including the QRS duration, R-peak amplitude and RR-interval, are also derived. Finally, a SVM classifier is trained for the purpose of classification. See Fig. 2 for an illustration of the proposed algorithm.
1) Preprocessing:
The preprocessing stage consists of R peak detection and heartbeat segmentation. Since the R peak detection is not the focus of this work, the R peak annotations provided in the MIT-BIH arrhythmia database are used for the heartbeat segmentation. For each detected R peak, 100 sampling points before the R peak location and 200 sampling points after it are selected to construct an associated heartbeat segmentation. Considering that the sample rate is 360Hz, a heartbeat segmentation is approximately 0.83s. Note that due to the fundamental property of AFD, the denoising step and the detrending step commonly considered in the preprocessing process of most methods are not needed.
2) Feature extraction: For each heartbeat segment, the AFD is applied with the decomposition level N = 10. N = 10 is chosen so that the decomposed mono-components well recover the heartbeat segment. Thus, each heartbeat segment is decomposed into nine mono-components since the first monocomponent is trivial by the choice of a 1 = 0. The IFs of these nine mono-components at the R peak locations are chosen as features of each heartbeat segment; that is, the R-peak IF feature vector is (θ 2 (t R ), θ 3 (t R ), . . . , θ 10 (t R )) ∈ R 9 . The distributions of nine R-peak IF features of the N, S, V, and F class are graphically represented in Fig. 5 . Visually we see that the IF feature vectors are discriminative representations of the heartbeat types. Moreover, we consider another five features to capture the morphological information related to the P wave. In general, the PR interval ranges from 0.12 to 0.2 seconds but not fixed. Thus, for each heartbeat segment, the IFs at the 50th samples before the R peak location of the first five mono-components are considered; that is, (θ 2 (t R −50), θ 3 (t R −50), . . . , θ 5 (t R −50), θ 6 (t R −50)) ∈ R 5 , which we call the P-wave IF feature vector.
In addition, landmark features and dynamic features that have been clinically studied with stipulated diagnostic standards [48] were also chosen. In total, we have 19 features for each heartbeat segment, which are listed in Table III.   TABLE III  THE FEATURE SET IN THIS STUDY. Features Description R-peak IF feature vector AFD-derived IFs at R peaks.
P-wave IF feature vector AFD-derived IFs at P waves.
QRS duration
Duration of the QRS complex.
R-peak amplitude Amplitude of the R point location.
Pre-RR intervals time difference between current and previous beat at R-peak. Post-RR intervals time difference between current and the next beat at R-peak. Local-RR intervals Average R peak to R peak interval over 10 beats.
3) Classifier:
We consider the widely applied classifier with solid theoretical foundation, kernel SVM [49] , to establish the heartbeat classification model. The radial basis function (RBF) kernel is considered in this work, which is defined as
where σ > 0 is the bandwidth, and x i , x j are the feature vectors of the ith and jth heartbeat segment, respectively. Numerically, the libsvm library [50] is applied to implement the kernel SVM. Libsvm possesses a flexible interface and supports multi-class classification by one-versus-one approach.
Since the training data from the MIT-BIH arrhythmia database is imbalanced, the weighted SVM classifier is trained. Specifically, we add each class a weight to penalize the class according to its prevalence to relieve the problem generated by the imbalance of the training dataset.
C. Inter-patient cross validation
To evaluate the performance of the proposed algorithm, cross validation (CV) is performed. Numerous works report that automatic heartbeat classification can be categorized into two types of CV, namely the intra-patient CV or inter-patient CV. When the training and testing sets contain heartbeats from the same subjects, it is called the intra-patient CV, otherwise it is known as the inter-patient CV [11] , [18] , [51] . Intra-patient CV has been widely adopted in most works and achieves optimistic results, but it is not suitable for real situations. Following the state-of-the-art approaches [11] , [51] , [18] , the inter-patient CV is performed in this study.
The whole MIT-BIH arrhythmia database is divided into the training set (DS1) and the test set (DS2) [11] , so that DS1 and DS2 are from recordings from different patients. Note that the total number of beats from DS1 and DS2 in this study are slightly different from [11] . The first 10 beats from each recording are dropped, because the Local-RR intervals are calculated by the average of the previous 10 beats. This value starts to be calculated from the 11th beats. We also drop the last beat, as there is no Post-RR interval for this beat. At last, we have total 100103 beats in our study (comparing 100731 beats in [11] ).
We consider the following two models. To get the first model, the classifier is trained on all features listed in Table  III and annotations from DS1. The optimal parameters for the weighted kernel SVM are determined by the grid optimization method by applying the 10-fold CV. The established SVM classifier is then validated on DS2. To get the second model, the classifier is trained all features listed in Table III and annotations from DS1 and the heartbeats in the S class from the MIT-BIH supraventricular database, and then assessed on DS2. See Fig. 6 for an illustration of the two CV schemes, in which the black block diagram shows the process of the first stage and the second stage is presented by the blue block diagram.
D. Performance Evaluation
The confusion matrix shows a detailed distribution of the classification results achieved by a classifier, hence an evaluation of the performance of a classifier. When m labels are involved in the classification, the confusion matrix is a m × m square matrix. Denote n kl to be the (k, l)-th entry of the confusion matrix. The sensitivity (Se) and positive predictivity (+P) for the k-th class is defined as
respectively. The overall accuracy (Acc) is denoted as
IV. RESULTS
Regarding the AFD-based time-frequency representation of ECG signals, Fig. 4 shows the results for four heartbeat segments from different classes, including the AFD- Table IV . This classifier assessed on DS2 achieves a 84.92% overall accuracy and sensitivity of 85.48%, 78.08%, 81.19% and 83.33% for the F, N, S, and V class respectively. As shown in Table IV , the performance of the S class is slightly poor and improving it is challenging, mainly due to the imbalanced dataset issue.
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For the second model, the optimal parameters were found to be C = 3, σ = 0.0006, ω 1 = 0.42, ω 2 = 36, ω 3 = 2.5 and ω 4 = 1.79. The confusion matrix is shown in Table V and the final performance of the SVM classifier testing on DS2 had an 85.02% overall accuracy. The detailed Se and +P of each class are shown in Table VI. Note that with the help of the MIT-BIH supraventricular database, the result of the S class is improved, and hence the overall performance. V. DISCUSSION
We propose a novel signal feature representation approach, which is applied to extract time-frequency features from the ECG signal for the automatic heartbeat classification. The proposed algorithm is trained and validated on publicly available databases with the inter-patient CV. A. Performance comparison A comparison of the proposed algorithm with the state-ofthe-art algorithms is shown in Table VI . All results shown in Table VI are trained and validated on the MIT-BIH arrhythmia database. Moreover, except [7] , all studies comply with the AAMI standard and follow DS1 and DS2 division schemes proposed in [11] as we do.
The first six methods in Table VI are traditional methods, and the latter two are deep learning approaches. The methods proposed in [52] and [18] depend on only a single ECG lead, while other methods [11] , [19] , [14] , and [9] depend on two-lead ECG signals. In the traditional methods, for the feature extraction, [11] and [19] consider RR interval, ECG landmark features such as QRS duration, T-wave duration, P-wave flag, 2D vectocardiogram (VCG) loop and others, heartbeat segmentation information of P, QRS, T-wave onset, offset points and so on, as their features, whereas [14] and [9] consider a combination of landmark and dynamic features, wavelets, ICA and RR interval as their features. The phase information determined by the synchrosqueezing transform is taken as a feature in [18] . The feature selection is conducted in [9] to determine the best features. A random projection was considered in [52] to determine the final features. Then, [11] and [19] choose LD as their classifiers, while the others choose SVM. For the deep learning approaches, [25] used the RBM and the DBN after extracting feature sets of RR intervals, heart-beat intervals, and segmented morphology, while [7] developed a 9-layer DNN for the ending-to-ending learning.
As observed in Table VI , the proposed classification model achieves a balanced classification rate. The sensitivity of all beat classes is over 80% and the overall accuracy is also greater than 85%. The overall accuracy of [52] was up to 93.1%, which at first glance is better than ours, but the authors neglect classes of small sizes; specifically, the heartbeats in the F class are not considered in the analysis, and the overall accuracy of the S class is not ideal. As the purpose of the proposed automatic heartbeat classification is detecting various kinds of non-lethal arrhythmia, we consider our result better. [7] achieved a 93.47% accuracy, in which synthetic data is used to overcome the classes imbalance. Besides, its experimental scheme is not inter-patient CV, so its performance in the inter-patient CV scheme is not clear.
The results reported in [14] and [9] are over 86%, which are better than our performance. This is expected since two leads and more features ( [14] uses 132 initial features and [9] uses 46 features) are used in these papers. However, the sensitivity of the F class is only 19.6%, with the positive predictivity 2.5% in [14] . The result in [9] is more balanced and closer to ours, but compared with our approach, they use a complicated feature ranking approach for selecting features and dimension reduction. The purpose of [25] is to classify two abnormal heartbeats of S class and V class. Although the performance of S class and V class is excellent, the overall accuracy from the confusion matrix provided in [25] is below 80%. We thus consider our approach superior. In order to compare the multi-lead methods from Table VI , we also show the results from training the classifier using the merged decision by the features described in Section 5. The features are extracted form both channels of the aforementioned databases, and the results are shown in Table  VI . The overall accuracy is greater than 86% and the sensitivity of all beat classes is over 80%.
In conclusion, among the compared algorithms, the proposed method yields comparable performance, in terms of overall accuracy, as well as the V, S and F classes.
B. Imbalanced dataset
The imbalanced dataset issue is challenging to all automatic heartbeat classification methods. As considered in [19] , perhaps the division of DS1 and DS2 is not suitable for certain beat classes. For example, the atrial premature beats of one record in DS2 account for more than half of the S class. In this work, the weighted kernel SVM is considered, and an extra database is taken into account to alleviate the imbalanced dataset issue.
C. Real-time implementation
The proposed classifier is trained on a computer with 16 GB RAM and 2.71 GHz Intel core i5 processor. The algorithm is developed in MATLAB R2016a. It takes approximately 81.83 seconds to complete one training process. Once the training of ECG signals is complete, the classification of ECG heartbeat is fast. The critical step in the proposed classification system is the feature extraction based on the AFD. The computation complexity of the AFD algorithm is O(N log N ) [53] and the computation time of the AFD with N = 10 is 0.189s. Note that this time is much shorter than the time needed to finish one heartbeat, even when the heart rate is as fast as 180 beats per minute. Thus, the proposed algorithm has the potential for a real-time monitoring system. Real-time implementation will be the focus of future work. Since none of the traditional methods shown in Table VI provide the training time, a comparison cannot be made. Deep learning requires a long training time and a specialized hardware, such as GPU, to efficiently train the algorithm. For example, the CNN in [7] is trained with two Intel Xeon 2.40 GHz (E5620) processors and 24GB of RAM, which takes approximately 9,573.2 seconds to complete one training epoch.
D. Limitations and Future work
The proposed approach has some limitations. The data is from a publicly available database that is not collected from equipment tailored for telemedicine. Also, the database size is limited. Therefore, a larger database collected from professional mobile devices for the telemedicine is needed to confirm the practical performance of the proposed algorithm.
We focus only on the ECG signal in this paper, while the proposed algorithm has the potential to be applied to other biomedical signals, which will be explored in future work. Furthermore, the possibility of extracting features from AFD to train the deep learning framework to improve the overall performance will be considered in the future study.
VI. CONCLUSION
This paper presents a novel automatic heartbeat classification based on the recently developed signal processing tool, AFD, which is applied to capture morphological characteristics of the ECG signal from a complex analysis perspective. The SVM classifier is considered for automatic classification, with input features including AFD-derived IFs, amplitude at Rpeak location, QRS duration, and three RR interval features. The heartbeat classification performance on the MIT-BIH arrhythmia database is compatible with other state-of-the-art methods that depend on a huge number of features and/or multi-lead ECG. This method has the potential to be used in an ambulatory ECG monitoring device or a mobile health device for real-time diagnosis of non-life threatening arrhythmias.
