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Abstract
We study stochastic partial differential equations of the form Lu=∆u+σ(u)N˙ with particular
initial conditions. Here L denotes a first or second order partial differential operator, N˙ a
Gaussian noise, ∆ the Laplacian operator, and σ : R→ R a Lipschitz continuous function.
In the first case we choose Lu := ∂tu, we study the stochastic fractional heat equation
of the form ∂tu(t, x) = ∆α/2u(t, x)+λσ(u(t, x))N˙ for t > 0,x ∈ B(0, R) ⊂ Rd . Here ∆α/2
is the infinitesimal generator of a symmetric α-stable process killed at the boundary of the
ball B(0, R), λ is a positive parameter called the level noise and N˙ denotes space-time white
noise when d = 1 or white-colored noise in the case of Riesz Kernel of order β when d ≥ 1.
We start to show the existence and uniqueness of solutions, the main task is to study how the
second moment of the solution u(t, x) and excitation index of the solution grows as λ tends
to infinity for a fixed t > 0. This study was initiated by [KK13] and [KK15]. Our results are
significant extensions of those results and that of [FJ14].
In the second case we choose Lu := ∂ttu+2η∂tu, and study the stochastic damped wave
equation of the form ∂ttu(t, x)+2η∂tu(t, x) = ∆u(t, x)+σ(u(t, x))W˙ for t > 0,x∈R, where
η represents the positive damping parameter and W˙ space-time white noise. We study second
moment and p-th moment of solution to show the intermittency properties, and existence
and uniqueness of solutions will be proved. The study of the intermittency properties in
stochastic partial differential equations was initiated by [FK09], our results are significant
extension of results in [CJKS13]. In the end, we also show the result of excitation index for
the stochastic damped wave equation.
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Chapter 1
Introduction
A well known SPDE is the following stochastic heat equation on the whole line,∣∣∣∣ ∂u∂ t (t, x) = κ2∆u(t, x)+σ(u(t, x))W˙ (t, x) for (t, x) ∈ (R+×R), (1.0.1)
with some initial conditions. Here κ is a positive constant, and σ : R→ R a Lipschitz
continuous function, this means that there exists a constant Lipσ > 0 such that,
|σ(x)−σ(y)| ≤ Lipσ |x− y| for x, y ∈ R.
In this thesis, we concern W˙ as space-time white noise when d = 1, Riesz kernel spatial
correlated noise when d ≥ 1, please see Definition 2.2.10 and Definition 2.2.11 respectively.
We look at more general equations, involving the fractional Laplacian and damping parameter,
we study these terms in Chapter 2, before that, we introduce our equations in this chapter.
1.1 Motivation
While the non-negative solution u(t, x) of the system develop high peak on small x-interval as
time t increases, we called this phenomenon intermittency. The concept of the intermittency
was first proposed in the physical fields by the famous Soviet physicist Ya.B. Zel’dovich
in [ZMRS85] and [ZMRS87]. Since the mathematical theory of intermittency, at the semi-
physical level, has been developed in [ZMRS88], this became a popular topic in mathematical
fields. We follow [BC95] say that the solution u(t, x) is intermittent if the finite Lyapunov
exponent
γ(p) := lim
t→∞
1
t
logE[u(t, x)p] for p≥ 0. (1.1.1)
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exists and the following inequalities are satisfied,
γ(1)<
γ(2)
2
< · · ·< γ(p)
p
< · · · (1.1.2)
Therefore, the growth rate of the moment E[u(t, x)p] increase with its number p as t
tends to infinity, which means that the moments are dominated by higher and higher peaks.
Carmona and Molchanov gave the following definition:
Definition 1.1.1. [CM94, Definition 3.1.1] Let p be the smallest integer for which γ(p)> 0.
When p < ∞, we say that the solution u(t,x) shows (asymptotic) intermittency of order p
and full intermittency when p = 2.
A lot of of recent results have been devoted in showing various equations are indeed
mathematically intermittent or weakly intermittent. Here weakly intermittent essentially
refers to a weak form of mathematically intermittent whereby the definition of γ(p) is given
by an appropriate replacement. See for instance [FK09].
Definition 1.1.2. [FK09] Let u be a mild solution. For all p ∈ (0,∞), γ¯(p) is defined to be
upper pth-moment Lyapunov exponent of u at x, such that,
γ¯(p) := limsup
t→∞
1
t
lnE(|u(t, x)|p). (1.1.3)
Then we say u is weakly intermittent, while
γ¯(2)> 0 and γ¯(p)< ∞ for ∀p > 2.
Now, we consider the special case of (1.0.1), while σ(u) is proportional to u, (1.0.1) is
called Parabolic Anderson Model, that is,∣∣∣∣∣∣
∂u
∂ t
(t ,x) =
κ
2
∆u(t, x)+u(t, x)W˙ (t, x), t ≥ 0, x ∈ R,
u(0, x) = u0(x), x ∈ R.
(1.1.4)
In [BC95], the following was proved.
Theorem 1.1.3. [BC95, Theorem 2.6] The p-th moment of u(t, x) to (1.1.4) is given by
E[u(t, x)p] = 2e
t
4!κ p(p
2−1)Φ((
p(p2−1)
12κ
t)2),
1.1 Motivation 3
where Φ denote cumulative distribution function of the Gaussian distribution,
Φ(x) :=
1√
2π
∫ x
−∞
e−
y2
2 dy.
In particular, γ(p) = 14!κ p(p
2−1).
Another important result is that of Carmona and Molchanov who studied Parabolic
Anderson Model in discrete setting in [CM94], the following theorem provide us a alternative
approach to show the intermittency. It tells us if the condition γ(2)> 0 is satisfied, then the
solution is intermittent.
Theorem 1.1.4. [CM94, Theorem 3.1.2] If γ(p) < ∞ for all sufficiently large p, then the
function γ is well-defined and convex on (0, ∞). Moreover, if γ(p0) > 0 for some p0 > 1,
then p→ γ(p)p is strictly increasing on [p0, ∞].
In the physical literature, the following two models have been largely studied. If u(t, x)
is the solution to (1.1.4), then h(t, x) := κ logu(t, x) satisfies
∂h
∂ t
(t ,x) =
κ
2
∆h(t, x)+
1
2
(
∂h
∂x
(t, x))2+κW˙ (t, x)
this is the Kardar-Parisi-Zhang (KPZ) equation invented in [KPZ86] to describe random
interface growth. Furthermore, by differentiating the equation above and defining v(t, x) :=
−∂h∂x (t, x), we have the Burgers equation [Bur39], with conservative noise,
∂v
∂ t
(t ,x) =
κ
2
∆v(t, x)− ∂
∂x
(
1
2
v(t, x)2+κW˙ (t, x)).
Most of these works focused on equation on the whole line, very few papers are devoted to
equation on a bounded domain. It is only recently that there have been a few papers relative
to equations on domains, see for instance, [KK13], [KK15] and [FJ14]. In [KK13], the
authors considered the equation on bounded interval with Dirichlet condition, they simulated
the numerical solution to the following Parabolic Anderson Model,∣∣∣∣∣∣∣∣∣
∂u
∂ t
(t ,x) =
1
2
∂ 2u
∂x2
(t, x)+λW˙ (t, x), t > 0, 0 < x < 1,
u(t, 0) = u(t,1) = 0, t > 0,
u(0, x) = sinπx, 0 < x < 1,
where λ > 0 is an arbitrary parameter, called the level of noise. They showed that, as λ
increases, the simulated solution rapidly develops tall peaks and are distributed over relative
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small islands. These two papers, [KK13] and [KK15], motivate us to focus on the large λ
behaviour for equations on domains, instead of looking at the long term behaviour of the
solution. In particular it was showed in [FJ14] that the solution to the following equation∣∣∣∣ ∂∂ t u(t, x) = ∆u(t, x)+λσ(u(t, x))W˙ (t, x) for 0 < x < L, t > 0,
with Dirichlet boundary conditions satisfies
lim
λ→∞
log logE|u(t, x)|2
logλ
= 4.
This is to be expected for equations on the real line. Therefore, in this respect the solution
to the equation on bounded domain with Dirichlet condition is similar to that on the real
line, where one can connect the long time behaviour with the large λ behaviour. Because of
this, we are going to study how the second moment of the solution to the following equation
grows as λ tends to infinity for a fixed time t > 0.
1.2 Main results on the stochastic fractional heat equation
As mentioned, we look at equations of the following,∣∣∣∣∣∣∣∣∣
∂u
∂ t
(t ,x) = ∆α/2u(t, x)+λσ(u(t, x))N˙(t, x), t > 0, x ∈ B(0, R),
u(t, x) = 0, t > 0,x ∈ B(0, R)c,
u(0, x) = u0(x), x ∈ B(0, R),
(1.2.1)
where B(0,R) ⊂ Rd denotes the ball of radius R with centre 0, for some R > 0 and d ≥ 1,
B(0,R)c the boundary of the B(0,R), with Dirichlet boundary condition, ∆α/2 is the generator
of an α-stable process killed outside B(0, R). The coefficient λ denote the level of the noise
and is a positive parameter. The mild solution to (1.2.1), in the sense of Definition 2.3.1, is
defined as,
u(t, x) = GDu(t, x)+λ
∫ t
0
∫
B(0,R)
pD(t− s, x− y)σ(u(s, y))N(ds, dy),
and
GDu(t, x) :=
∫
B(0,R)
pD(t,x− y)u0(y)dy.
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Here, we concern N˙ as space-time white noise W˙ when d = 1, Riesz kernel spatial correlated
noise when d ≥ 1, and pD(t,x− y) denotes the Dirichlet fractional heat kernel. We will
analysis the difference between these two noises further in Chapter 3. In the meanwhile, the
study of pD(t, x− y) will present in the same chapter.
The stochastic fractional heat equation is studied well recently, for instance [MC13]
shows existence and uniqueness of solutions and the Hölder continuity of solution to the
following equation∣∣∣∣ ∂u∂ t (t ,x) = ∆α/2u(t, x)+b(u(t, x)+a(u(t, x))F˙(t, x) for t ∈ [0, T ], x ∈ Rd,
where F˙ is white-colored noise. In [BC14], authors studied intermittency properties for the
solution to the following equation∣∣∣∣ ∂u∂ t (t ,x) = ∆α/2u(t, x)+u(t, x)ξ˙ (t, x) for t > 0, x ∈ Rd,
where ξ˙ is a noise behaves in time like a fractional Brownian motion of index H > 1/2,
and has a spatial covariance given by the Riesz kernel of index α ∈ (0, d). [MN15] studied
existence and uniqueness of solutions to∣∣∣∣ ∂ βu∂ t (t ,x) = v∆α/2u(t, x)+ I1−βt u(t, x)W˙ (t, x) for v > 0, t > 0, x ∈ Rd,
where ∂ βt is the Caputo fractional derivative with β ∈ (0, 1).
In Chapter 4, we show how the second moment of the solution u(t, x) to (1.2.1) grows as
the level of noise λ tends to infinity for a fixed t > 0. One motivation behind the choice of
the equations studied here is to show that, similar to what is just described early, a wide class
of equations on bounded domains behave like equations on the real line. In other words, we
show that, for the equations considered here, the excitation index are the same. We however
note that for equations on bounded domain with Dirichlet boundary condition, the large time
behaviour of the solution is very different from the solution of the equation on the real line.
Definition 1.2.1. Let u(t, x) be a solution, and define
Et(λ ) :=
√∫
B(0,R)
E|u(t, x)|2dx.
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We say that the the energy of the solution at time t is
e(t) := lim
λ→∞
log logEt(λ )
logλ
.
The study of Et(λ ) as λ gets large was initiated in [KK13] and [KK15], which considered∣∣∣∣ ∂∂ t u(t, x) = ∂ 2∂x2 u(t, x)+λσ(u(t, x))W˙ (t, x) for 0 < x < L, t > 0,
with Dirichlet boundary condition. For this equation Khoshnevisan and Kim show the
following result.
Theorem 1.2.2 (Theorem 1.1, [KK13]). For all t > 0 and for some constants in term of t,
c1(t),c2(t)> 0,
c1(t)≤ liminf
λ→∞
1
λ 2
logEt(λ ), limsup
λ→∞
1
λ 4
logEt(λ )≤ c2(t).
The preceding results implies that e(t)≥ 2 and e¯(t)≤ 4. Later on, Foondun and Joseph
in [FJ14] considered the case,∣∣∣∣ ∂∂ t u(t, x) = ∆u(t, x)+λσ(u(t, x))W˙ (t, x) for 0 < x < L, t > 0,
with Dirichlet boundary condition. The authors show that lower and upper excitation index
are both equal to 4, i.e., e(t) = 4, that is, the second moment of solution grows like exp(λ 4t)
as λ gets large. The main aim of this thesis is to extend similar results to a much wider
class of stochastic equations. We study the growth properties of the second moment of the
solutions and excitation index of the solution, under a linear growth condition on σ .
Here and throughout this thesis, we make the following assumptions on the function σ
and the initial condition u0.
Assumption 1.2.3. The function σ : R→ R is a Lipschitz continuous function with
lσ |x| ≤ σ(x)≤ Lσ |x| for all x ∈ Rd,
where lσ and Lσ are some positive constants.
Assumption 1.2.4. The initial function u0 : B(0, R)→ R+ is a nonrandom, nonnegative
bounded function which is strictly positive in the set of positive measures in B(0 ,R).
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The assumptions on σ are quite natural and have been used in various works; see [KK13]
and [FK12].
Theorem 4.2.1 There exists a unique solution (u(t, x), t ≥ 0,x ∈ B(0, R)) to (1.2.1) with
respect to Riesz kernel spatial correlated noise, such that,
sup
0≤t≤T
sup
x∈B(0,R)
E[|u(t, x)|p]< ∞ for all T > 0 and p≥ 2.
Then, we prove the growth properties of the second moment of solution to stochastic
fractional heat equation with respect to λ . In particular, we compute the noise excitation
index of the second moment of the solution to (1.2.1).
Theorem 4.3.1 For every ε > 0 and for every x ∈ B(0, R− ε), there exists a t0(ε) > 0
with limε→0 t0(ε) = 0, such that for all 0 < t < t0(ε),
lim
λ→∞
log logE|u(t, x)|2
logλ
=
2α
α−1 for α > 1,
where u(t, x) is the unique solution to (1.2.1) with respect to space-time white noise W˙ .
Corollary 4.3.3 The excitation index of the solution to (1.2.1) with space-time white noise is
2α
α−1 for α > 1.
It is clear that these results are significant extensions of those in [FJ14] and [KK13] and first
appear in our paper [FTL14] that I worked with Foondun and Liu. Both results above imply
that the second moment of solution grows like exp(λ
2α
α−1 t) as λ gets large for a fixed t > 0.
If α = 1, the second moment does not exist. If α = 2, our results are identical to those in
[FJ14]. If 1 < α < 2, 2αα−1 > 4. Qualitatively, this means that for stable operator, the second
moment grows faster than for the Laplacian. As an extension, we further consider the noise
excitation index in the case of Riesz kernel spatial correlated noise. However, there are more
subtle and difficult things involved because noise is correlated in space.
Theorem 4.4.1 For every ε > 0 and for every x ∈ B(0, R− ε), there exists a t0(ε) > 0
with limε→0 t0(ε) = 0, such that for all 0 < t < t0(ε),
lim
λ→∞
log logE|u(t, x)|2
logλ
=
2α
α−β for α > β ,
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where u(t, x) is the unique solution to (1.2.1) with respect to Riesz kernel spatial correlated
noise.
Corollary 4.4.2 The excitation index of the solution to (1.2.1) with Riesz kernel spatial
correlated noise is 2αα−β for α > β .
We concerned the results above as λ gets large for a fixed time t, it is meaningfully to
notice the following results, which shows that in the large time period, the second moment of
the solution decay exponentially for small value of λ , however it grows exponentially fast
for a large value of λ .
Theorem 4.5.1 There exists λ > 0, such that for all λ < λ and x ∈ B(0, R),
−∞< limsup
t→∞
1
t
logE|u(t, x)|2 < 0.
On the other hand, for each fixed ε > 0 there exists λ > 0, such that for all λ > λ and
x ∈ B(0, R− ε),
0 < liminf
t→∞
1
t
logE|u(t, x)|2 < ∞.
where u(t, x) is the unique solution to (1.2.1).
As an extension, we are going to show that the methods developed for excitation index can
be used to study the stochastic wave equation as well. More precisely, we give an alternative
proof of a very interesting result proved in [KK13]. Consider the following equation
∂ 2u
∂ t2
(t, x) =
∂ 2u
∂x2
(t, x)+λσ(u(t, x))W˙ (t, x) for x ∈ R t > 0, (1.2.2)
with initial condition u0(x) = 0 and non-random initial velocity v0 satisfying v0 ∈ L1(R)∩
L2(R) and ∥v0∥L2(R) > 0. As before σ satisfies the conditions mentioned in the introduction.
We set Et(λ ) :=
√∫ ∞
−∞E|u(t, x)|2 dx and restate the result of [KK13] as follows,
Theorem 4.6.1 Fix t > 0, we then have
lim
λ→∞
log logEt(λ )
logλ
= 1.
1.3 Main results on the stochastic damped wave equation 9
1.3 Main results on the stochastic damped wave equation
From the result above, we say that as λ is large enough, the solution is believed to be
intermittency. The intermittency properties has been studied well in stochastic heat equation,
for instance, [FK09] studied intermittency in parabolic SPDEs, later on [CK10], [CK12]
and [CJKS14] studied intermittency in class of the stochastic heat equation, and [CJKS13]
studied intermittency for stochastic wave equation. We concern this property in damped
wave equation in Chapter 5. We will look at the following stochastic damped wave equation,∣∣∣∣∣∣∣
∂ 2u
∂ t2
(t, x)+2η
∂u
∂ t
(t, x) = ∆u(t, x)+σ(u(t, x))W˙ (t,x), t > 0,x ∈ R,
ut(0,x) = v0(x), x ∈ R,
(1.3.1)
with zero initial condition and initial condition in derivative v0, where η is positive damped
parameter. The mild solution to the preceding equation, in the sense of Definition 2.3.1, is
defined as,
u(t,x) =I(t, x)+
∫ t
0
∫ ∞
−∞
G(t− s, x− y)σ(u(s, y))W (ds, dy), (1.3.2)
where
I(t, x) :=
∫ ∞
−∞
G(t, x− y)v0(y)dy,
and G(t, x) is the fundamental solution defined as, see for instance [Lév01, A.1],
G(t,x) =
1
2
e−ηtI0(z)1{|x|<t}, t ≥ 0,x ∈ R.
Here z :=
√
η2(t2− x2) and I0(z) denote the modified Bessel function of the first kind and
of order zero, that is,
I0(z) :=
1
π
∫ π
0
ezcosµ dµ.
Before we present the main result, let us have the following assumption to stochastic
damped wave equation (1.3.1).
Assumption 1.3.1. Initial condition in derivative v0 is bounded, non-random and measur-
able.
Assumption 1.3.2. The function σ : R→ R is a Lipschitz continuous function with
lσ |x| ≤ |σ(x)| ≤ Lσ |x| for all x ∈ R,
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where lσ and Lσ are some positive constants.
In Chapter 5 , we show the solution of damped wave equation (1.3.1) is weakly inter-
mittent, we refer to Definition 1.1.2, in other word, we will look at the upper bound for the
p-th moment of solution, and the lower bound for the second moment of solution. Also, the
existence and uniqueness of solution will be proved. We present these results here.
Theorem 5.3.1 There exist a unique solution to stochastic damped wave equation (1.3.1).
Moreover, for all even integers p≥ 2,
γ¯(p)≤ zp pLipσ
2
√
2
− (
√
3+2)η p
2
.
where γ¯(p) is defined in (1.1.3).
Theorem 5.4.1 If infz∈R v0(z)> 0, then
γ¯(2)≥ β > 0.
Remark 1.3.3. The preceding result implies that, for a constant c > 0,
E|u(t, x)|2 > ce
lσ√
2
t
.
This tells us that the second moment of solution u(t, x) grows exponentially as the time t is
increasing. Furthermore, this combines with results in Theorem 5.3.1 shows that solution
u(t, x) in (1.3.2) is weakly intermittent.
We finish the thesis with the interesting result, which say that the excitation index does
not change if the wave equation if damped.
Theorem 5.4.2 For a fixed t > 0 and η > 0 in (1.3.1) with non-random initial velocity
v0 satisfying v0 ∈ L1(R)∩L2(R) and ∥v0∥L2(R) > 0, we then have
lim
λ→∞
log logEt(λ )
logλ
= 1.
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1.4 Outline of this thesis
We first look at the frameworks of SPDE in martingale measure approach of Walsh [Wal86]
in the following chapter, to better understand the the equation we study in this thesis. We
illustrate the difference between space-time white noise and Riesz kernel spatial correlated
noise in Chapter 3.1, as the results, regarding to the index of stability 0 < α ≤ 2, existence
considerations will force us to further impose 1 < α ≤ 2 for white noise and β < α for
white-colored noise in the case of Riesz kernel of order β . Before we prove our main results,
we need sharp estimates of the Dirichlet heat kernel pD(t, x, y) in Chapter 3.2. The upper
bound of pD(t, x, y) is well known for all t > 0, however, lower bound is not straightforward
to have. We separately consider the case in t > t0 and t < t0 in Proposition 3.2.2 to conclude
our result, where t0 is a positive number.
We first study stochastic fractional heat equation with space-time white noise when d = 1,
and Riesz kernel spatial correlated noise when d ≥ 1, it is well known that existence and
uniqueness of solutions with respect to space-time white noise, we look at the case with
respect to Riesz kernel spatial correlated noise. The main purpose of this equation is to study
how the second moment of the solution u(t, x) for a fixed t > 0 grows as λ → ∞. By first
finding the asymptotic second moment, we are able to find the excitation index which is
defined and studied by Khoshnevisan and Kim, for instance [KK13] and [KK15]. The results
here are extensions of [FJ14], and [KK13] in the sense that here ∆α/2 is the generator of a
symmetric α-stable process killed at the boundary rather than just Laplacian ∆. Theorem
4.3.1 tells us that as long as x is away from the boundary, the second moment of u(t, x) for
the fractional heat equation with the Dirichlet zero boundary condition on the interval grows
like exp(λ
2α
α−1 t), which as same as the one for the fractional heat equation in R. (see (14.25)
in [KK15] when the space is R). On the other hand, we say that for α-stable operator, the
second moment grows faster than for the Laplacian. As an extension, we further consider
the fractional heat equation in the case of Riesz kernel spatial correlated noise. Corollary
4.4.2 tells that an excitation index can be any number in (0, ∞), which may imply that we
may be able to construct highly chaotic systems by using the generator of the stable process
and colored noise in space.
For the proof of Theorem 4.3.1, we need to compare the heat kernel estimates for killed
stable process with that of "unkilled" one. To do that, we will need sharp estimates of
the Dirichlet heat kernel in Chapter 3.2. We will also need to study some renewal-type
inequalities in Chapter 4.1 and by doing so, we come across the Mittag-Leffler function
whose asymptotic properties become crucial. For the proof of Theorem 4.4.1, we follow
the same strategy as for Theorem 4.3.1. However, the renewal equation is much more
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complicated due to the correlation of the noise. we use the localisation techniques of [KK13]
to solve this problem.
In Chapter 5, we study the intermittency properties in stochastic damped wave equation,
we show the results follow the technique that used in [FK09]. In Chapter 4.6, we will devote
a section to various extensions. In the end, we also show the result of excitation index for the
stochastic damped wave equation. The result tells us the excitation index does not change if
the wave equation if damped.
Chapter 2
Preliminaries
We introduce the Walsh theory of of stochastic integrals with respect to martingale measures
in this chapter. The Walsh theory was first developed by John B. Walsh in [Wal86]. The
content of this chapter are mainly based on [Wal86] and [DKM+09]. Now, we consider the
following stochastic integral,∫ t
0
∫
B
f (s, x)M(ds, dx), for t < T,B ∈B(Rd), (2.0.1)
whereB(Rd) denotes the collection of all Borel measurable subsets of Rd , throughout the
thesis. The integrand f (s, x) denotes random field in time s and space x. The integrator M is
Gaussian noise, which can be thought of as a space-time derivative of a random field. The
motivation to construct (2.0.1) is similar to that of classic Itô’s integral. We start looking at
the white noise in Section 2.1 and treat it as a random measure to develop the integral. The
construction of Walsh’s integral will be stated in Section 2.2. The mild solution of SPDEs
and fractional Laplacian that we mentioned in the early chapter will be explained in Section
2.3 and section 2.4.
2.1 White noise
Definition 2.1.1 (White noise). Let (Ω,F ,P) be a probability space and (Rd,B(Rd),λ ) a
σ -finite measure space, λ the Lebesgue measure on Rd . A white noise on the space Rd is a
collection of random variable {W˙ (A) : A ∈B(Rd)} defined on (Ω,F ,P) such that,
• W˙ (A) is Gaussian random variable with N(0,λ (A)) for all A ∈B(Rd).
• If A,B ∈B(Rd) are disjoint sets, then W˙ (A) and W˙ (B) are independent and W˙ (A∪
B) = W˙ (A)+W˙ (B) P-almost surely.
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From the definition of white noise we can deduce that E[W˙ ( /0)2] = λ ( /0) = 0. If we
further suppose that {Ai} are pairwise disjoint and A := ⋃∞i=1 Ai with λ (A)< ∞, we claim
that the white noise is countably additive in the L2 sense;
E[(W˙ (A)−
n
∑
i=1
W˙ (Ai))2] = E[(W˙ (
∞⋃
i=1
Ai)−W˙ (
n⋃
i=1
Ai))2]
= E[(W˙ (
∞⋃
i=n+1
Ai)2]
= λ (
∞⋃
i=n+1
Ai),
which converges to zero as n converges to infinity.
Proposition 2.1.2. The white noise is an L2-valued σ -finite signed measure.
Proof. White noise is an L2-valued measure, since it is countably additive in the L2 sense as
shown above. Additionally, it is finitely additive, that is, for any disjoint sets A,B ∈B(Rd),
W˙ (A∪B) = W˙ (A)+W˙ (B). An L2-valued measure is σ -finite, if there exist a sequence
{Bn}n∈N ⊂B(Rd) such that Rd = ∪Bn and
sup{E|W˙ (A)2| : A ∈B(Rd),A⊂ Bn}< ∞,
for all n ∈ N. Indeed it is, since E|W˙ (A)2|= λ (A)< ∞, for Lebesgue measure λ .
By Proposition 2.1.2, it is possible to construct a stochastic integral of f with respect
to W˙ , for f ∈ L2(Rd,B(Rd),λ ). We first define a stochastic integral of indicator functions
1A(·) for A ∈B(Rd) as
W˙ (1A) := W˙ (A).
Then we extend the stochastic integral to simple functions f := ∑kj=1 c j1A j , where all
A j ∈B(Rd) are disjoint sets and c j ∈ R, for 1≤ j ≤ k. We define
W˙ ( f ) :=
k
∑
j=1
c jW˙ (A j).
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Obviously it is easy to see that E[W˙ ( f )] = 0 and
E[|W˙ ( f )|2] = E[|W˙ (
k
∑
j=1
c j1A j)|2] =
k
∑
j=1
c2jλ (A j)
= E[|
k
∑
j=1
c j1A j |2] = ∥ f∥2L2(Rd).
(2.1.1)
Therefore,
∥W˙ ( f )∥2L2(Ω) = ∥ f∥2L2(Rd)
is an isometry for all f ∈ L2(Rd) and it is sometimes called Wiener’s isometry. Next, we
extend further, let fn := ∑knj=1 c jn1A j,n for all A j,n ∈B(Rd) are disjoint, for 1≤ j ≤ kn, such
that, limn→∞∥ f − fn∥L2(Rd) → 0. Then { fn}∞n=1 is a Cauchy sequence in L2(Rd), in other
words, for all n0 ∈N, there exist ε > 0 such that ∥ fm− fn∥L2(Rd) < ε , for all m, n≥ n0. Since
∥W˙ ( fm)−W˙ ( fn)∥L2(Ω)= ∥ fm− fn∥L2(Rd), {W˙ ( fn)}∞n=1 is a Cauchy sequence in L2(Ω).Then
W˙ ( fn) converges to their limit W˙ ( f ) in L2(Ω), which is sometimes called the Wiener integral
of f ∈ L2(Rd) and written as
W˙ ( f ) =
∫
Rd
f (s)W˙ (ds).
The stochastic process {W˙ ( f )} f∈L2(Rd) is called the isonormal process, which is a mean-
zero Gaussian process with its covariance E[W˙ (h), W˙ ( f )] =
∫
Rd h(x)g(x)dx.
In order to define (2.0.1), we will separate the roles of time and space, to do so, we
extend the white noise from B(Rd) to R+×B(Rd), which then becomes a random field as
a integrator. More specific, it is a martingale measure.
2.2 Martingale measure
In this section, we are going to define (2.0.1), we first specify the exact class of integrators
and integrands, then we follow the idea of construction of Itô’s integral to obtain the Walsh’s
integral. Before that, let (Ω,F ,P) be a probability space and {Ft}t>0 a right-continuous
filtration; i.e.,
Ft := ∩s>tFs for t ≥ 0.
Definition 2.2.1. [Wal86, Chapter 2] A process M := {Mt(A), t ≥ 0,A ∈B(Rd)} is a mar-
tingale measure with respect toFt , if:
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• M0(A) = 0 a.s, for each A ∈B(Rd),
• Mt(·) is an L2-valued σ -finite signed measure for all t > 0,
• {Mt(A),Ft}t≥0 is a martingale for all A ∈B(Rd).
In SPDEs, we study the "white-noise process" {Wt}t≥0, which is defined as Wt(A) :=
{W˙ ([0, t]×A), t > 0, A ∈B(Rd)}. It is a proper stochastic process as t varies, but an L2Ω-
type noise in A. Now we claim that the Gaussian process Wt(A) is martingale measure in
sense of Definition 2.2.1. It is easy to see that W0(A) = 0. Similarly as in the proof of
Proposition 2.1.2, we conclude that Wt(A) is an L2-valued σ -finite signed measure. To show
that Wt(A) is martingale, we first claim that Wt(A)−Ws(A) is independent ofFs. For a fixed
A ∈B(Rd) and t ≥ s≥ r ≥ 0,
E[(Wt(A)−Ws(A))Wr(A)] = E[
(
W˙ ([0, t]×A)−W˙ ([0, s]×A))W˙ ([0, r]×A)]
= (t ∧ r)λ (A)− (s∧ r)λ (A)
= 0,
such that,
E[Wt(A)|Fs] = E[Ws(A)|Fs]+E[Wt(A)−Ws(A)|Fs]
=Ws(A)+E[Wt(A)−Ws(A)]
=Ws(A).
Definition 2.2.2. For every martingale measure M = {Mt(A), t ≥ 0,A ∈B(Rd)}, there is a
random measure Q(ds, dx, dy) on [0, ∞)×Rd×Rd satisfying:
Q((s, t]×A×B) = ⟨M·(A),M·(B)⟩t −⟨M·(A),M·(B)⟩s,
for all t ≥ 0, and A,B ∈B(Rd), then Q(ds, dx, dy) is called the covariance measure of M.
Here ⟨M(A),M(B)⟩t denote the cross-variation process.
Definition 2.2.3. Given a signed measure K(ds, dx, dy) on B([0, ∞))×B(Rd)×B(Rd),
we define
( f , g)K :=
∫
R+
∫
B(Rd)
∫
B(Rd)
f (s, x)g(s, y)K(ds, dx, dy),
where f , g ∈B(R+)×B(Rd). We say that K(ds, dx, dy) is positive definite if ( f , f )K ≥ 0
and symmetric if ( f , g)K = (g, f )K for all f , g ∈B(R+)×B(Rd).
To extend Q(ω, ·) to a random signed measure on B([0, ∞))×B(Rd)×B(Rd), we
assume that there exist a dominating measure K of M, the martingale measure which satisfies
this condition induce by the following definition.
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Definition 2.2.4. [Wal86, Chapter 2] A martingale measure M is said to be worthy if there
exists a σ -finite measure K(ds, dx, dy) onB([0, ∞))×B(Rd)×B(Rd), such that, for all
A ∈B(R+) and B,C ∈B(Rd),
• K(ds, dx, dy) is symmetric and positive definite,
• t → K((0, t]×B×C) is a predictable process for all B,C ∈B(Rd) and
E[K((0, t]×B×C)]< ∞, t ≥ 0.
• for every t ≥ s≥ 0 and B,C ∈B(Rd), we have
|Q((0, t]×B×C)| ≤ K((0, t]×B×C).
Here, we call K(ds, dx, dy) the dominating measure of M.
Let X be anFa-measurable bounded random variable. A function f :R+×Rd×Ω→R
is called elementary if
f (t, x, ω) = 1(a,b](t)1B(x)X(ω),
for all 0≤ a < b < ∞,B ∈B(Rd) is fixed. We then extend the elementary function further,
saying that f is simple function if it is a finite linear combinations of elementary functions.
Let S be the class of simple function and P denotes the σ -algebra generated by S, a P-
measurable function f is called predictable. LetPM be the class of all predictable functions
f satisfying ∥ f∥M < ∞, where
∥ f∥2M := E
[∫ ∞
0
∫
Rd
∫
Rd
| f (s, x)| | f (s, y)|K(ds, dx, dy)
]
.
We have defined the integrator and integrand for the Walsh’s integral, we are now ready
to construct the stochastic integral ( f ·M)t(B) :=
∫ t
0
∫
B f (s,y)M(ds, dy) for f ∈PM and
B ∈B(Rd). If f is an elementary function, for all A,B ∈B(Rd), we define the stochastic
integral of f as
( f ·M)t(B)(ω) := X(ω)(Mt∧b(A∩B)−Mt∧a(A∩B)).
[Wal86] defined it as a martingale measure. If f is a simple function, then f = c1 f1+ c2 f2+
· · ·+ cn fn where c j ∈ R and f j are elementary function for all 1≤ j ≤ n. Then we define
( f ·M)t(B) :=
n
∑
i=0
c j( f j ·M)t(B) for all B ∈B(Rd)
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( f ·M)t(B) is adapted since X isFt-measurable. It is a square integrable martingale. More-
over, [Wal86, Lemma 2.4] showed that
E[( f ·M)t(B)2]≤ ∥ f∥2M, t ∈ (0,T ], B ∈B(Rd). (2.2.1)
To define the stochastic integral of f ∈PM , we take fn ∈S for n > 0. In [Wal86, Proposi-
tion 2.3] it shown thatS is dense inPM , such that limn→∞∥ f − fn∥M = 0. By (2.2.1),
E[(( f ·M)t(B)− ( fn·M)t(B))2]≤ ∥ f − fn∥M → 0
as n tends to infinity. Therefore, { fn, n > 0} is a Cauchy sequence in (S ,∥·∥M ) im-
plies {( fn·M)t(B), n > 0, B ∈ B(Rd)} is a Cauchy sequence in L2(Ω), then we define,
( f ·M)t(B) = limn→∞( fn·M)t(B). We use the notation
( f ·M)t(B) :=
∫ t
0
∫
B
f (s, x)M(ds, dx), f ∈PM .
Now, we finish this subsection with the following properties.
Theorem 2.2.5. [Wal86, Theorem 2.5] Let M be a worthy martingale measure, then for all
f ∈PM ,
f ·M is a worthy martingale measure.
Moreover for t ≥ 0,B ∈B(Rd), we have the "isometry property" and upper bound
E[
(∫ t
0
∫
B
f (s, x)M(ds, dx)
)2
] = E[
∫ t
0
∫
B
∫
B
f (s, x) f (s, y)Q(ds, dx, dy)]≤ ∥ f∥2M.
Theorem 2.2.6 (Burkholder’s inequality, [Bur71]). For all p ≤ 2 there exists a positive
constant zp such that for all predictable f , t > 0 and B ∈B(Rd),
E |( f ·M)t(B)|p ≤ zpE
(∫ T
0
∫
Rd
∫
Rd
| f (t, x) f (t, y)|K(dt, dx, dy)
) p
2
.
Definition 2.2.7 (Orthogonal). A martingale measure M is said to be orthogonal if for any
disjoint sets A,B ∈B(Rd), the product Mt(A) ·Mt(B) is a martingale.
We denote M as the set of square integrable Ft-martingale. If Mt(A),Mt(B) ∈M
for A,B ∈B(Rd), then there exists a unique predictable process ⟨M(A),M(B)⟩t , such that,
Mt(A) ·Mt(B)− ⟨M(A),M(B)⟩t is a martingale. Hence that, the orthogonal martingale
measure M imply that ⟨M(A),M(B)⟩t = 0, for any disjoint sets A and B.
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Corollary 2.2.8. [Wal86, Corollary 2.8] Let M be an orthogonal martingale measure. Then
there exists a random σ -finite measure π(ds, dx) on R+×Rd such that πt(A) = π((0, t]×A)
for all A ∈B(Rd), t > 0.
Remark 2.2.9. Corollary 2.2.8 says that there exist a measure π , that can be extended from
R+×Rd to R+×B(Rd), one shows that we can have a positive definite covariance measure
Q of a martingale measure M from π , hence that covariance measure Q and dominating
measure K of M are equal. The Gaussian noise we study in this thesis are orthogonal worthy
martingale measures, we introduce in the following.
Definition 2.2.10 (Space-time white noise). The Gaussian process W˙ = {W˙ (t, A); t ∈ [0, T ], A∈
B(Rd)} is called space-time white noise, such that
• E[W˙ (t, A)] = 0 for A ∈B(Rd),
• E[W˙ (t, A)W˙ (s, B)] = (t ∧ s)λ (A∩B) for A,B ∈B(Rd),
where λ is Lebesgue measure.
Definition 2.2.11 (white-colored noise). The Gaussian process F˙ := {F˙(t,A); t > 0, A ∈
B(Rd)} is called white-colored noise if
• E[F˙(t, A)] = 0 for A ∈B(Rd),
• E[F˙(t, A)F˙(s, B)] = (t ∧ s)∫A ∫B f (x− y)dxdy for A,B ∈B(Rd).
Here f is the Fourier transform of a tempered non-negative measure µ on Rd ([Sch66]), i.e.
a non-negative measure which satisfies:∫
Rd
(
1
1+ |ξ |2 )
lµ(dξ )< ∞ for l > 1.
By definition, we define the Fourier transform of f as,
F f (ξ ) =
∫
Rd
e−iξ ·x f (x)dx for f ∈ L1(Rd)∩L2(Rd).
Let S(Rd) denote the Schwarz space of rapidly decreasing C∞ test functions, for h ∈ S(Rd)
it gives ∫
Rd
f (x)h(x)dx =
∫
Rd
Fµ(x)h(x)dx =
∫
Rd
∫
Rd
e−iξ ·xµ(ξ )dξ h(x)dx
=
∫
Rd
∫
Rd
e−iξ ·xh(x)dxµ(ξ )dξ =
∫
Rd
Fh(ξ )µ(ξ )dξ
=
∫
Rd
Fh(ξ )µ(dξ ).
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By change of variable, convolution and Fourier transform properties, for h, k ∈ S(Rd), we
have ∫
Rd
∫
Rd
h(x) f (x− y)k(y)dxdy =
∫
Rd
Fh(ξ )F k(ξ )µ(dξ ).
In this thesis, we consider the following case of f (x). For a constant cd,β in term of d and β ,
cd,β :=
2d−απd/2Γ( d−α2 )
Γ(α2 )
. Let
µ(dξ ) = cd,β
1
|ξ |d−β dξ ,
for some β ∈ (0,d), whose Fourier transform is the Riesz kernel of order β
f (x) =
1
|x|β ,
we call it Riesz kernel spatial correlated noise, see [Ste71] for reference. Throughout the rest
of thesis, notation W˙ (t, x) and F˙(t, x) denote space-time white noise and Riesz kernel spatial
correlated noise respectively.
2.3 Mild solutions
Consider an heat equation,∣∣∣∣ ∂u∂ t (t, x) = ∆u(t, x)+F(t, x) for t > 0, x ∈ R, (2.3.1)
with initial condition u(0, x) = u0(x). Here F is a smooth function, ∆ denotes the Laplacian
operator, ∆ := ∑di=1
∂ 2
∂x2i
. The solution to (2.3.1) can be obtained by Duhamel’s principle, that
is,
u(t, x) =
∫
R
p(t,x, y)u0(y)dy+
∫ t
0
∫
R
p(t− s, x, y)F(s, y)dyds.
Here, p(t, x, y) is given by
p(t, x, y) =
1
(4πt)d/2
e−
|x−y|2
4t .
If we replace the smooth function F by space-time white noise W˙ , then we have stochastic
PDEs, ∣∣∣∣ ∂u∂ t (t, x) = ∂ 2∂x2 u(t, x)+W˙ (t, x) for t > 0, x ∈ R, (2.3.2)
with initial value u(0, x) = u0(x) for x ∈ R.
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To obtain the solution of (2.3.2), we first multiply it by a smooth function φ ∈C∞0 (R+×R)
and then integrate with respect to space and time variable, then by integration by parts and
the fact that compact support φ kills the boundary at infinity on R, we have∫
R
φ(t, x)u(t, x)dx
=
∫
R
φ(0, x)u(0, x)dx+
∫ t
0
∫
R
∂φ
∂ t
(s, x)u(s, x)dsdx
+
∫ t
0
∫
R
∆φ(s, x)u(s, x)dsdx+
∫ t
0
∫
R
φ(s, x)W˙ (s, x)dsdx
=
∫
R
φ(0, x)u0(x)dx+
∫ t
0
∫
R
(
∂φ
∂ t
(s, x)+∆φ(s, x))u(s, x)dsdx
+
∫ t
0
∫
R
φ(s, x)W (ds, dx).
(2.3.3)
Here, the double integral on the right hand side of (2.3.3) is well-defined Walsh inte-
gral. To obtain a solution u, taking a smoothing function ψ , we define that, p(t, ψ, x) :=∫
R p(t, z, x)ψ(z)dz for t > 0, and p(0,ψ, x) := ψ(x). For s ∈ (0, t) we set φ(s, x) = p(t−
s, ψ, x) to find that φ solves ∂φ∂ t (s, x)+∆φ(s, x) = 0, φ(t, x) =ψ(x), and φ(0, x) = p(t,ψ, x).
Then (2.3.3) converts to∫
R
ψ(x)u(t, x)dx =
∫
R
p(t,ψ, x)u0(x)dx
+
∫ t
0
∫
R
p(t− s, ψ, x)W (ds, dx).
If we set ψε(z) = p(ε, y, z) to shrink ψ down to a point mass at y, then we have,
p(t, ψε , x) =
∫
R
p(t, z, x)ψε(z)dz =
∫
R
p(t, z, x)p(ε, y, z)dz = p(t+ ε, x, y).
Now we take the limit of ε → 0 to conclude that
u(t, y) =
∫
R
p(t,x, y)u0(x)dx+
∫ t
0
∫
R
p(t− s, x, y)W (ds, dx). (2.3.4)
This motivates the following definition.
Definition 2.3.1 (Mild solution). A mild solution of (2.3.2) is a real-valued adapted stochastic
process u = {u(t, x), t > 0, x ∈ R} satisfying (2.3.4).
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2.4 Fractional Laplacian
For a natural generalisation to Laplacian operator ∆, which we have studied in subsection 2.3,
we consider the fractional Laplacian operator which is denoted by ∆α/2 :=−(−∆)α/2 for
0 < α ≤ 2 on the whole space Rd . This operator is defined as the generator of a symmetric
α-stable Lévy processes.
Definition 2.4.1 ([Fel68]). A random variable X is said to have a stable distribution if for
each n≥ 2, there exist constants cn > 0 and dn ∈ R such that,
X1+X2+ · · ·+Xn d=cnX +dn, (2.4.1)
where X1,X2, · · · ,Xn are identical independent copies of X and d= denotes equality in distri-
bution. If dn = 0 we say X is strictly stable. Moreover, X is symmetric stable if it is stable
and symmetrically distributed around 0, i.e. X d= −X .
Stable refer to the means that the shape of distribution is unchanged under sums of the
type (2.4.1). [Fel68, Theorem VI.1.1] tells us that cn = n1/α for 0 < α ≤ 2, α here is called
index of stability. A stable random variable X with index α is called α-stable, which does
not have closed form probability density function ([Zol86]), in order to understand it more,
we have the following equivalent definition.
Definition 2.4.2 ([KL36]). A random variable X is said to have a stable distribution if
there exist parameters 0 < α ≤ 2, σ ≥ 0, −1 ≤ β ≤ 1, and real number µ , such that its
characteristic function has the following form:
E[eiξ ·X ] =
e−σ
α |ξ |α (1−iβ (signξ ) tan πα2 )+iξµ for α ̸= 1,
e−σ |ξ |(1+iβ
2
π (sign ξ ) lnξ )+iξµ for α = 1.
(2.4.2)
Here sign is sign function which is defined as
sign ξ =

1 for ξ > 0,
0 for ξ = 0,
−1 for ξ < 0.
Remark 2.4.3. These two definitions above are equivalent to each other, one has shown for
instance in [GK54]. There are at least other two way to describe stable distribution, however,
due to the non-existence of closed form probability density function of stable distribution,
Definition 2.4.2 should be the most concrete way to describe all types of stable distribution.
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For examples, in the following three cases (α = 2), (α = 1,β = 0) and (α = 12 ,β = 1) under
the condition (2.4.2), there exist a Gaussian, Cauchy and Levy distribution respectively with
their characteristic function. Therefore, we would say that the stable distribution can be
characterised by four parameters, 0 < α ≤ 2, σ > 0, −1 ≤ β ≤ 1 and real number µ . We
denote
X ∼ Sα(σ , β , µ)
to indicate that X has the stable distribution. Proposition 2.4.4 in the following tells us that
when β = µ = 0, X has α-stable distribution.
Proposition 2.4.4. [ST94, Property 1.2.5] X ∼ Sα(σ , β , µ) is symmetric if and only if β = 0
and µ = 0. It is symmetric about µ if and only if β = 0.
Definition 2.4.5 (α-stable Lévy process). Let X = {Xt}≥0 be a Lévy process with X0 = 0.
Then X is α-stable if, for all t > 0,
Xt
d
= t1/αX1.
In this thesis, we consider the following type of α-stable process, Let X = {Xt}≥0 be a
Lévy process, for 0 < α ≤ 2, σ = t1/α , β = 0 and µ = 0, we have X ∼ Sα(t1/α , 0, 0). By
proposition 2.4.4, we would say X is symmetric α-stable Lévy processes. A characteristic
function is simply the inverse Fourier transform of the probability density function p(t, x),
therefore, for a symmetric α-stable Lévy processes X , we can easily see that,
F p(t, x)(ξ ) =
∫
Rd
eiξ ·x p(t, x)
= E[eiξ ·X ]
= e−t|ξ |
α
.
Here we call p(t, x, y) = p(t, x− y) the fractional heat kernel. In other word, the Fourier
transform of fractional heat kernel is defined as above, see [JMW05a], [JMW05b], [MZ06]
and [CS07] for a list of papers about this operator.

Chapter 3
Some analysis
3.1 Analysis of space-time white noise and white-colored
noise
In this section, we illustrate a significant difference between space-time white noise and col-
ored noise by studying the existence condition of mild solution. To simplify the presentation,
we look at the SPDEs with initial zero condition driven by additive noise only on the whole
line.
∂u
∂ t
(t, x) = ∆α/2u(t, x)+ N˙(t, x) for t ∈ [0, ∞], x ∈ Rd, (3.1.1)
with initial zero condition u(0, x) = 0 for x ∈ Rd , where N˙ denotes space-time white noise
when d = 1 or white-colored noise in the case of Riesz Kernel of order β when d ≥ 1. We
follow Definition 2.3.1 to say that the solution u(t, x) is a mild solution to (3.1.1) if
u(t, x) =
∫ t
0
∫
Rd
p(t− s, x− y)G(ds, dy), (3.1.2)
where p(t, x− y) is fractional heat kernel and its Fourier transform is defined as,
F p(t, x)(ξ ) = e−t|ξ |
α
.
3.1.1 Existence condition with space-time white noise
We first consider the mild solution (3.1.2) with respect to space-time white noise W˙ , that is,
u(t, x) =
∫ t
0
∫
Rd
p(t− s, x− y)W (ds, dy). (3.1.3)
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Proposition 3.1.1. For the further assumption of α , 1 < α ≤ 2. The solution (3.1.3) exists
if and only if d = 1. Moreover, for all x ∈ R and s, t ∈ [0,∞) its covariance satisfies the
following:
E[u(t, x)u(s, x)] = cα((t+ s)
α−1
α − (t− s)α−1α ),
where cα := α4(α−1)π
1−α
α .
Proof. By Plancherel Theorem, A.0.3,
E[u(t, x)u(s, x)] =
∫ t∧s
0
dr
∫
Rd
p(t− r, x− y)p(s− r, x− y)dy
=
1
(2π)d
∫ s
0
dr
∫
Rd
F p(t− r, x−·)(ξ )F p(s− r,x−·)(ξ )dξ
=
1
(2π)d
∫ s
0
dr
∫
Rd
e−(t−r)|ξ |
α
e−(s−r)|ξ |
α
dξ
=
1
(2π)d
∫ s
0
dr
∫
Rd
e−(t+s−2r)|ξ |
α
dξ .
Taking ξ˜ = (t+ s−2r)1/αξ and ∫Rd e−|ξ˜ |α dξ˜ = πd/α ,
E[u(t, x)u(s, x)] =
∫ s
0
(t+ s−2r)−d/α dr
∫
Rd
e−|ξ˜ |
α
dξ˜
=
1
2d
π
d−dα
α
∫ s
0
(t+ s−2r)−d/α dr.
For 1 < α ≤ 2 the integral above is well defined if and only if d = 1, by changing of variable,
the result follows.
Remark 3.1.2. In literature, the existence condition d = 1 for mild solution to the stochastic
heat equation with white noise is well known, see for instance [Dal99], as the generalised
stochastic heat equation, stochastic fractional heat equation verified this condition in the
preceding Proposition, this is new and tells us that the existence condition for the mild
solution to stochastic fractional heat equation with space-time white noise is d = 1.
3.1.2 Existence condition with Riesz kernel spatial correlated noise
The Proposition 3.1.1 implies that the Walsh integral in (3.1.3) is well defined if and only if
d = 1. Therefore to avoid such restriction of d = 1, other noise is considered.
Proposition 3.1.3. If the mild solution (3.1.2) with respect to colored noise F˙ is well defined
as,
u(t, x) =
∫ t
0
∫
Rd
p(t− s, x− y)F(ds, dy), (3.1.4)
3.1 Analysis of space-time white noise and white-colored noise 27
then u(t, x) admits a unique solution if and only if∫
Rd
1
1+ |ξ |α µ(dξ )< ∞.
Proof.
E[u(t, x)2] =
∫ t
0
dr
∫
Rd
∫
Rd
p(t− r, x− y1) f (y1− y2)p(t− r, x− y2)dy1dy2
=
1
(2π)d
∫ t
0
dr
∫
Rd
µ(dξ )F p(t− r, x−·)(ξ )F p(t− r,x−·)(ξ )
=
1
(2π)d
∫ t
0
dr
∫
Rd
e−(t−r)|ξ |
α
e−(t−r)|ξ |
α
µ(dξ )
=
1
(2π)d
∫
Rd
1
2|ξ |α (1− e
−2t|ξ |α )µ(dξ ).
Let’s defined a decreasing function Φ, Φ(x) := t(1−e
−x)
x , we claim that,
t
1+ x
≤Φ(x)≤ 2t
1+ x
.
If we rearrange the equation above, then we have the follow inequalities,
(1+ x)(1− e−x)< 2x, (3.1.5)
and
x < (1+ x)(1− e−x). (3.1.6)
If we define f (x) := (1+x)(1−e−x)−2x, so that f (0) = 0 and f ′(x) = xe−x−1 < 0. There-
fore f (x) is decreasing function, which implies that for x > 0, f (x)< f (0) = 0. Therefore
the inequality (3.1.5) is true, by the similar approach, the second inequality (3.1.6) is true.
For Φ(2t|ξ |α) = 12|ξ |α (1− e−2t|ξ |
α
), we have
t
1+2t|ξ |α ≤
1
2|ξ |α (1− e
−2t|ξ |α )≤ 2t
1+2t|ξ |α .
Therefore, for constant c1,c2 > 0,
c1
∫
Rd
1
1+ |ξ |α µ(dξ )≤
∫
Rd
1
2|ξ |α (1− e
−2t|ξ |α )µ(dξ )≤ c2
∫
Rd
1
1+ |ξ |α µ(dξ ).
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Remark 3.1.4. The result in the Proposition 3.1.3 was stated in [Bal13] without the proof,
we give the proof here, because we concern the white-colored noise in the case of Riesz
kernel of order β , we require the further condition for Riesz kernel spatial correlated noise.
Proposition 3.1.5. Suppose in the case of Riesz Kernel f of order β , the mild solution (3.1.4)
exist for all d ≥ 1. Moreover, for all x ∈ Rd and s, t ∈ [0,∞) the covariance of the solution
(3.1.4) satisfies the following:
E[u(t, x)u(s, x)] =Cα,β ((t+ s)
α−β
α − (t− s)α−βα ), β < α.
where Cα,β is a constant in term of α and β , which is defined as,
Cα,β :=
1
(2π)d
α
2(α−β )
∫
Rd
e−
|ξ |α
2 µ(dξ ).
Proof.
E[u(t, x)u(s, x)] =
∫ t∧s
0
dr
∫
Rd
∫
Rd
p(t− r, x− y1)p(s− r, x− y2)dy1dy2
=
1
(2π)d
∫ s
0
dr
∫
Rd
µ(dξ )F p(t− r, x−·)(ξ )F p(s− r,x−·)(ξ )
=
1
(2π)d
∫ s
0
dr
∫
Rd
cd,β
1
|ξ |d−β e
−(t−r)|ξ |αe−(s−r)|ξ |
α
dξ
=
1
(2π)d
cd,β
∫ s
0
dr
∫
Rd
1
|ξ |d−β e
−(t+s−2r)|ξ |α dξ .
Similarly as before, taking ξ˜ = (t+ s−2r)1/αξ ,
E[u(t, x)u(s, x)] =
1
(2π)d
cd,β
∫ s
0
(t+ s−2r) d−β−dα dr
∫
Rd
ξ−(d−β )e−
|ξ |α
2 dξ
=
1
(2π)d
((t+ s)
α−β
α − (t− s)α−βα ) α
2(α−β )
∫
Rd
e−
|ξ |α
2 µ(dξ )
=Cα,β ((t+ s)
α−β
α − (t− s)α−βα ).
3.2 Analysis of Dirichlet heat kernel 29
3.2 Analysis of Dirichlet heat kernel
In this section we compare the heat kernel estimates for killed stable process with that
of "unkilled" one. To do that, we will need sharp estimates of the Dirichlet heat kernel
p(t, x− y).
One of the crucial element in our proof involved estimates of Dirichlet heat kernels, let
Xt denote the α-stable process on Rd with heat kernel p(t, x− y) being its transition density.
It is well known that, for instance [CK03],
c1
(
t−d/α ∧ t|x− y|d+α
)
≤ p(t, x− y)≤ c2
(
t−d/α ∧ t|x− y|d+α
)
, (3.2.1)
for all t > 0, x, y ∈Rd , where c1 and c2 are positive constants. We define the first exit of time
Xt from the ball B(0, R) by
τB(0,R) := inf{t > 0,Xt /∈ B(0, R)}.
We then have the following representation for pD(t, x− y) . This is well known for instance,
see [CZ95]
pD(t, x− y) = p(t, x− y)−Ex[p(t− τB(0,R),XτB(0,R)− y);τB(0,R) < t]. (3.2.2)
From the above, it is immediate that
pD(t, x− y)≤ p(t, x− y) for all x, y ∈ Rd.
This in turn implies that
pD(t, x− y)≤ c1td/α for all x, y ∈ R
d. (3.2.3)
Remark 3.2.1. The preceding inequality shows the upper bound of pD(t, x−y) for all t > 0,
unfortunately, the lower bound of pD(t, x− y) for all t > 0 is not easy to find. Therefore, we
split into two case to find the lower bound. It is well known that, for instance [Cha84],
pD(t, x, y) =
∞
∑
i=0
e−λitφi(x)φi(y),
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where {φi}i∈N is a complete orthonormal basis of Dirichlet eigenfunctions for the eigenvalues
λi, (−∆)α/2φi(x) = λiφi(x). So that,
pD(t, x, y)≥ c2e−λ1t for t > t0,
where t0 is some positive number. For the case in t < t0, we have the following proposition.
Proposition 3.2.2. For every ε > 0 and for every x, y ∈ B(0, R− ε), there exists a t0(ε)> 0
with limε→0 t0(ε) = 0 and a constant c1, such that
pD(t, x, y)≥ c1 p(t, x, y),
whenever t ≤ t0. And if we further impose that |x− y| ≤ t1/α , we obtain the following
pD(t, x, y)≥ c2td/α ,
where c2 is some positive constant.
Proof. Set δB(0,R)(x) := dist(x,B(0, R)c). It is known that
pD(t, x, y)≥ c1
1∧ δα/2B(0,R)(x)
t1/2
1∧ δα/2B(0,R)(y)
t1/2
 p(t, x, y),
for some constant c1. See for instance [BGR10]. Since x ∈ B(0, R−ε), we have δB(0,R)(x)≥
ε . Now choosing t0 = εα , we have δ
α/2
B(0,R)(x) ≥ t1/2 for all t ≤ t0. Similarly, we have
δα/2B(0,R)(y)≥ t1/2 which together with the above display yield
pD(t, x, y)≥ c1 p(t, x, y) for all x,y ∈ B(0, R− ε),
whenever t ≤ t0. For the second result, |x− y| ≤ t1/α for allx,y ∈ B(0, R− ε) implies that
|x− y|d+α ≤ t d+αα = td/αt,
such that 1
td/α
≤ t|x−y|d+α . The lower bound of (3.2.1) can be reduced to,
p(t, x, y)≥ c3
(
t−d/α ∧ t|x− y|d+α
)
≥ c3 1td/α .
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Therefore, for all x,y ∈ B(0, R− ε),
pD(t, x, y)≥ c1 p(t, x, y)
≥ c2
td/α
Remark 3.2.3. For any t > 0 and x ∈ B(0, R− ε),
(GDu)(t, x) =
∫
B(0,R)
pD(t, x, y)u0(y)dy
≥ inf
x,y∈B(0,R−ε)
pD(t, x, y)
∫
B(0,R−ε)
u0(y)dy.
By Assumption 1.2.4, ∫
B(0,R−ε)
u0(y)dy > 0.
The combination of Remark 3.2.1 and Proposition 3.2.2 tell us that pD(t, x, y) is bounded
below for all t > 0, therefore, we would say
(GDu)(t, x)≥ gt ,
where gt is a constant in term of t. We finish this chapter with the following result.
Lemma 3.2.4. For all x,y ∈ B(0, R),∫
B(0,R)×B(0,R)
pD(t, x, w)pD(t, y, z) f (w, z)dwdz≤ c1tβ/α ,
for some positive constant c1.
Proof. For fix z, let w′ = w− z and apply semigroup property of heat kernel, we have∫
B(0,R)×B(0,R)
pD(t, x, w)pD(t, y, z) f (w− z, 0)dwdz
≤
∫
Rd×Rd
p(t, x, w′+ z)p(t, y, z) f (w′, 0)dw′dz
≤
∫
Rd
p(2t, x− y−w′) f (w′, 0)dw′.
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Then, by scaling property of the heat kernel and taking w := t−1/α(x− y−w′)
≤
∫
Rd
t−d/α p(1, t−1/α(x− y−w′)) 1|w′|β dw
′
≤ 1
tβ/α
∫
Rd
p(1, w)
1
|w|β dw.
We split the integral above into two, and apply (3.2.1) to show the integral is well defined,
such that,
≤ 1
tβ/α
∫
w≤1
p(1, w)
1
|w|β dw+
1
tβ/α
∫
w>1
p(1, w)
1
|w|β dw
≤ 1
tβ/α
∫
w≤1
1
|w|β dw+
1
tβ/α
∫
w>1
1
wd+α
1
|w|β dw
≤ 1
tβ/α
∫
r≤1
1
|r|β r
d−1 dr+
1
tβ/α
∫
w>1
1
wd+α
1
|w|β dw,
As β < d, the result follows.
Chapter 4
Results on stochastic fractional heat
equation.
Recall the mild solution to (1.2.1)
u(t, x) = GDu(t, x)+λ
∫ t
0
∫
B(0,R)
pD(t− s, x− y)σ(u(s, y))N(ds, dy), (4.0.1)
where
GDu(t, x) :=
∫
B(0,R)
pD(t,x− y)u0(y)dy,
and N˙ denotes either space-time white noise W˙ or F˙ is colored noise respectively.
In this chapter, we are going to prove the existence and uniqueness of solutions (4.0.1)
with respect to Riesz kernel spatial correlated noise in Theorem 4.2.1, properties in excitation
index of solution with respect to space time white noise W˙ in Theorem 4.3.1, Corollary 4.3.3
and with respect to Riesz kernel spatial correlated noise in Theorem 4.4.1, Corollary 4.4.2.
Before that, as we mentioned earlier, we first study some renewal-type inequalities in the
next section and by doing so, we come across the Mittag-Leffler function whose asymptotic
properties become crucial.
4.1 Renewal inequalities
We now give a definition of the Mittag-Leffler function which is denoted by Eβ where β is
some positive parameter. Define
Eβ (t) :=
∞
∑
n=0
tn
Γ(nβ +1)
for t > 0.
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This function is well studied and crops up in a variety of settings including the study of
fractional equations [Mai97]. In our context, we encounter it in the study of the renewal
inequalities mentioned in the introduction. Even though, a lot is known about this function,
we will need the following simple fact whose statement is motivated by the use we make of
it later.
Proposition 4.1.1. For any fixed t > 0, we have
lim
θ→∞
log logEβ (θ t)
logθ
=
1
β
.
Proof. We prove the result by showing the upper bound and lower bound separately, for the
upper bound we claim that
limsup
θ→∞
log logEβ (θ t)
logθ
≤ 1
β
, (4.1.1)
and we claim the following for the lower bound,
liminf
θ→∞
log logEβ (θ t)
logθ
≥ 1
β
. (4.1.2)
By using Laplace transforms techniques, one can show that
|Eβ (z)−
1
β
ez
1/β |= o(ez1/β ). (4.1.3)
See for instance [Hen81] and references therein for more details. The little o notation which
we have been used in (4.1.3) means that for any positive constant ε > 0 there exists a positive
constant Z > 0 such that
|Eβ (z)−
1
β
ez
1/β | ≤ εez1/β , for all z > Z.
We prove (4.1.1) first and the proof for (4.1.2) follows the similarity. From the preceding,
choosing ε < 1/β , we have
(
1
β
− ε)ez1/β ≤ Eβ (z)≤ (
1
β
+ ε)ez
1/β
.
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Therefore,
log(Eβ (z))≤ log((ε+
1
β
)+ log(ez
1/β
))
≤ log(z1/β )+ log(z1/β )
≤ 2log(z1/β ).
By setting z = θ t, we have
loglog(Eβ (θ t))≤ log(2)+
1
β
log(θ)+
1
β
log(t),
the upper bound result follows.
What follows is a consequence of Lemma 14.1 of [KK15]. But for the sake of complete-
ness, we give a quick proof based on the asymptotic behaviour of the Mittag-Leffler function
which we used in the above proof. Fix ρ > 0 and consider the following:
S(t) :=
∞
∑
k=1
( t
kρ
)k
for t > 0.
Lemma 4.1.2. For any fixed t > 0, we have
liminf
θ→∞
log logS(θ t)
logθ
≥ 1
ρ
.
Proof. We use the well known gamma inequality Γ(x)≥ (xe)x−1 for x ∈R∧x≥ 2 to produce
that Γ(kρ+1)≥
(
ρk
e
)ρk
. We thus have
S(t)≥
∞
∑
k=N
[(ρ
e
)ρ
t
]k 1
Γ(kρ+1)
= Eρ [
(ρ
e
)ρ
t]− ∑
k<N
[(ρ
e
)ρ
t
]k 1
Γ(kρ+1)
.
An application of Proposition 4.1.1 proves the result.
We now present the renewal inequalities.
Proposition 4.1.3. Let T < ∞ and β > 1. Suppose that f (t) is a locally integrable function
satisfying
f (t)≤ c1+κ
∫ t
0
(t− s)β−1 f (s)ds for all 0≤ t ≤ T, (4.1.4)
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where c1 is some positive number. Then for any t ∈ (0,T ], we have the following
limsup
κ→∞
log log f (t)
logκ
≤ 1
β
.
Proof. Let
(A ψ)(t) := κ
∫ t
0
(t− s)β−1ψ(s)ds, t ≥ 0 (4.1.5)
where ψ is locally integrable function. We further set 1(s) := 1 for all 0 ≤ s ≤ T . Then
iteratively we have,
f (t)≤ c1+(A f )(t)
≤ c1A 0(t)+ c1A (t)+(A 2 f )(t)
... n times
≤ c1
n−1
∑
k=0
(A k1)(t)+(A n f )(t)
If
(A n f )(t) =
(κΓ(β ))n
Γ(nβ )
∫ t
0
(t− s)nβ−1 f (s)ds (4.1.6)
and therefore we also have
(A n1)(t) =
(κΓ(β ))n
Γ(nβ )
∫ t
0
(t− s)nβ−11(s)ds
=
(κΓ(β ))n
Γ(nβ )
∫ t
0
znβ−1 dz
=
(κΓ(β ))ntnβ
Γ(nβ +1)
.
As limn→∞(A n f )(t) = 0 and limn→+∞ c1∑n−1k=0(A
k1)(t) = c1∑∞k=0(A k1)(t). We thus end
up with
f (t)≤ c1
∞
∑
k=0
(A k1)(t)
= c1
∞
∑
k=0
(κΓ(β ))ntnβ
Γ(nβ +1)
= c1Eβ (κΓ(β )tβ ).
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Let’s given a beta function, that is,
B(z,w) :=
∫ 1
0
rz−1(1− r)w−1dr, Re(z),Re(w)> 0
=
Γ(z)Γ(w)
Γ(z+w)
.
coupled with it we claim that (4.1.6) is true by induction to finish the proof. If n = 1,
indeed it is (4.1.5). Let’s assume it is also true when n = m and applying the substitution of
(s− r) = z(t− r) to the second integral of the following, then
A m+1 f (t) =A (A m f (t))
= κ
∫ t
0
(t− s)β−1
∫ s
0
(κΓ(β ))m
Γ(mβ )
(s− r)mβ−1 f (r)dr ds
= κm+1
∫ t
0
(t− s)β−1
∫ s
0
Γ(β )m
Γ(mβ )
(s− r)mβ−1 f (r)dr ds
= κm+1
∫ t
0
Γ(β )m
Γ(mβ )
∫ t
r
(t− s)β−1(s− r)mβ−1 ds f (r)dr
= κm+1
∫ t
0
Γ(β )m
Γ(mβ )
(t− r)mβ+β−2
∫ 1
0
(1− z)β−1zmβ−1(t− r)dz f (r)dr
= κm+1
∫ t
0
Γ(β )m
Γ(mβ )
(t− r)mβ+β−1
∫ 1
0
(1− z)β−1zmβ−1 dz f (r)dr
= κm+1
∫ t
0
Γ(β )m
Γ(mβ )
(t− r)mβ+β−1B(mβ ,β ) f (r)dr
= κm+1
∫ t
0
Γ(β )m
Γ(mβ )
(t− r)mβ+β−1Γ(β )Γ(mβ )
Γ(mβ +β )
f (r)dr
=
∫ t
0
(κΓ(β ))m+1
Γ((m+1)β )
(t− s)(m+1)β−1 f (s)ds.
Keeping in mind that we are interested in the behaviour as κ tends to infinity while t is fixed,
we can apply Proposition 4.1.1 to obtain the result.
We have the "converse" of the above result.
Proposition 4.1.4. Let T < ∞ and β > 1. Suppose that f (t) is a nonnegative locally inte-
grable function satisfying
f (t)≥ c2+κ
∫ t
0
(t− s)β−1 f (s)ds for all 0≤ t ≤ T, (4.1.7)
where c2 is some positive number. Then for any t ∈ (0,T ], we have the following
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liminf
κ→∞
log log f (t)
logκ
≥ 1
β
.
Proof. With the notations introduced in the proof of Proposition 4.1.3, (4.1.7) yields
f (t)≥ c2
n−1
∑
k=0
(A k1)(t)+(A n f )(t).
Now similar arguments as in Proposition 4.1.3 prove the result.
The above inequalities are well studied; see for instance [Hen81]. But the novelty here is
that, as opposed to what is usually done, instead of t, we take κ to be large.
4.2 Proof of Theorem 4.2.1
Theorem 4.2.1. There exist a unique solution (u(t, x), t ≥ 0,x ∈ B(0, R)) to (1.2.1) with
respect to Riesz kernel spatial correlated noise, such that,
sup
0≤t≤T
sup
x∈B(0,R)
E[|u(t, x)|p]< ∞ for all T > 0 and p > 2. (4.2.1)
Proof. To prove the existence of the solution, we follow a standard Picard iteration scheme
and defined recursively for all n≥ 1,
u0(t,x) :=
∫
B(0,R)
u0(y)pD(t, x− y)dy,
un+1(t,x) := u0(t,x)+λ
∫ t
0
∫
B(0,R)
pD(t− s, x− y)σ(un(s, y))F(ds, dy).
Step I: We first claim that, by induction, for T > 0 and p≥ 2,
sup
n≥0
sup
0≤t≤T
sup
x∈B(0,R)
E[|un(t, x)|p]< ∞.
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For n = 0, we apply Lemma A.0.6 to have,
E|u0(t,x)|p = E|
∫
B(0,R)
u0(y)pD(t, x− y)dy|p
≤ E|(
∫
B(0,R)
|u0(y)|p pD(t, x− y)dy)(
∫
B(0,R)
pD(t, x− y)dy)|
≤ sup
y∈B(0,R)
E|u0(y)|p
< c1.
We apply Burkholder’s inequality (Theorem 2.2.6) and Assumption 1.2.3
E[|un+1(t,x)|p]≤ c1+ zpE
∣∣∣∣∫ t0
∫∫
B(0,R)×B(0,R)
pD(t− s,x− y)pD(t− s,x− z)
×σ(un(s,y))σ(un(s, z)) f (y,z)dydzds
∣∣∣∣p/2
≤ c1+ zpLpσE
∣∣∣∣∫ t0
∫∫
B(0,R)×B(0,R)
pD(t− s,x− y)pD(t− s,x− z)
×un(s,y)un(s, z) f (y,z)dydzds
∣∣∣∣p/2
We apply Lemma A.0.6, the second integral is bounded above
≤ zpLpσE[
∫ t
0
∫∫
B(0,R)×B(0,R)
|un(s,y))un(s, z))|p/2
× pD(t− s,x− y)pD(t− s,x− z) f (y,z)dydzds
×
(∫ t
0
∫∫
B(0,R)×B(0,R)
pD(t− s,x− y)pD(t− s,x− z)
× f (y,z)dydzds
)p/2−1
].
By Cauchy-Schwarz inequality, (Theorem A.0.7),
E[|un(s,y)un(s, z)|p/2]≤ E[|un(s,y)|p]1/2E[|un(s,z)|p]1/2
≤ sup
x∈B(0,R)
E[|un(s,x)|p].
Let g(t− s) := ∫∫B(0,R)×B(0,R) pD (t− s,x− y)pD(t− s,x− z) f (y,z)dydz which is a bounded
function follows the Lemma 3.2.4, we then define another bounded function G(t) in term of
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t such that,
G(t) :=
∫ t
0
∫∫
B(0,R)×B(0,R)
pD (t− s,x− y)pD(t− s,x− z) f (y,z)dydzds.
Therefore,
sup
x∈B(0,R)
E[|un+1(t,x)|p]≤ c1+ c2
∫ t
0
sup
x∈B(0,R)
E[|un(s,x)|p]g(t− s)ds.
where c2 := zpL
p
σG(t)
p
2−1. Let fn(t) := supx∈B(0,R)E[|un(t,x)|p], we have,
fn+1(t)≤ c1+ c2
∫ t
0
fn(s)g(t− s)ds.
Therefore, we conclude the second result, via Gronwall’s Lemma (Lemma A.0.9)
sup
n≥0
sup
0≤t≤T
sup
x∈B(0,R)
E[|un(t, x)|p]< ∞.
Step II: By similar approach we have,
sup
x∈B(0,R)
E[|un+1(t, x)−un(t, x)|p]≤ c
∫ t
0
sup
x∈B(0,R)
E[|un(s, x)−un−1(s, x)|pg(t− s)ds.
Let f ′n(t) := supx∈B(0,R)E[|un+1(t, x)−un(t, x)|p], so,
f ′n(t)≤ c
∫ t
0
f ′n−1(s)g(t− s)ds.
Gronwall’s Lemma (Lemma A.0.9) give us that the series ∑n≥0 f ′n(t) converge uniformly.
Hence,
lim
n→∞ sup0≤t≤T
sup
x∈B(0,R)
E[|un+1(t, x)−un(t, x)|p] = 0
We then conclude that (un(t, x),n≥ 0) converges uniformly in Lp to a limit u(t, x), therefore,
the solution exist.
Setp III: To prove the uniqueness of solutions, similar as above. Assume that there exist two
solution, u(t, x) and v(t, x). We set
d(t, x) := u(t, x)− v(t, x),
4.3 Proofs of Theorem 4.3.1 and Corollary 4.3.3 41
via Burkholder’s inequality and Hölder’s inequality, we have,
sup
x∈B(0,R)
E|d(t, x)|p ≤ c
∫ t
0
sup
x∈B(0,R)
E|d(s, x)|pg(t− s)ds.
Define H(t) := supx∈B(0,R)E|d(t, x)|p, we have
H(t)≤ c
∫ t
0
H(s)g(t− s)ds
Hölder’s inequality (Theorem A.0.5) imply that,
H(t)≤C(
∫ t
0
H p(s)ds)1/p,
where C is a constant. Applying Gronwall’s Lemma (Lema A.0.8), we deduce that
sup
x∈B(0,R)
E|dn(t, x)|p = 0,
hence u(t, x) = v(t, x).
4.3 Proofs of Theorem 4.3.1 and Corollary 4.3.3
In this section, we denote u(t, x) as solution to (1.2.1) with respect to space-time white noise
W˙ .
Theorem 4.3.1. For every ε > 0 and for every x ∈ B(0, R− ε), there exists a t0(ε)> 0 with
limε→0 t0(ε) = 0, such that for all 0 < t < t0(ε),
lim
λ→∞
log logE|u(t, x)|2
logλ
=
2α
α−1 for α > 1.
Remark 4.3.2. As we mentioned in Proposition 3.2.2, we assumed x and y stay away from
the boundary of the ball to find the lower bound for the pD(t, x, y), as the result we assume
x ∈ B(0, R− ε) in the Theorem 4.3.1, the similar reason for ε dependence in Theorem 4.4.1.
Corollary 4.3.3. The excitation index of the solution u(t, x) to (1.2.1) is 2αα−1 for α > 1.
We will begin with the proof of Theorem 4.3.1. We will prove it in two steps. Set
St(λ ) := sup
x∈B(0,R)
E|u(t, x)|2.
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We then have the following proposition.
Proposition 4.3.4. Fix t > 0, then
limsup
λ→∞
log logSt(λ )
logλ
≤ 2α
α−1 .
Proof. We start off with the representation (1.2.1) with space time white noise and take the
second moment to obtain
E|u(t, x)|2 = |GDu(t, x)|2+λ 2
∫ t
0
∫
B(0,R)
p2D(t− s, x, y)E|σ(u(s, y))|2dyds
= I1+ I2.
(4.3.1)
By (3.2.3) and Assumption 1.2.4,
(GDu)(t, x) =
∫
B(0,R)
pD(t, x, y)u0(y)dy
≤
∫
Rd
pD(t, x, y)u0(y)dy
≤ c1
td/α
∫
Rd
u0(y)dy
≤ c2(t),
where c2(t) is a constant in term of t, such that, for any fixed t > 0, I1 ≤ c(t). We now focus
our attention on I2. The Lipschitz property of σ together with semigroup property yield the
following
I2 ≤ (λLσ )2
∫ t
0
∫
B(0,R)
p2D(t− s, x, y)E|u(s, y)|2dyds
≤ (λLσ )2
∫ t
0
Ss(λ )
∫
B(0,R)
p2D(t− s, x, y)dyds
≤ (λLσ )2
∫ t
0
Ss(λ )pD(2(t− s), x, x)ds
≤ c2λ 2
∫ t
0
Ss(λ )
(t− s)1/α ds.
Putting these estimates together, we have
St(λ )≤ c1+ c2λ 2
∫ t
0
Ss(λ )
(t− s)1/α ds.
Now application of Proposition 4.1.3 proves the result.
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For any fixed ε > 0, set
Iε,t(λ ) := inf
x∈B(0,R−ε)
E|u(t, x)|2.
Proposition 4.3.5. For every ε > 0, there exists a t0(ε)> 0 with limε→0 t0(ε) = 0, such that
for all 0 < t ≤ t0(ε),
liminf
λ→∞
log logIε,t(λ )
logλ
≥ 2α
α−1 .
Proof. As in the proof of the previous proposition we start off with (4.3.1) and seek to find
lower bound on each of the terms. For any t > 0 and x ∈ B(0, R− ε), by Remark 3.2.3 we
have (GDu)(t, x)≥ gt0 .
I2 ≥ (λ lσ )2
∫ t
0
∫
B(0,R)
p2D(t− s, x, y)E|u(s, y)|2dyds
≥ (λ lσ )2
∫ t
0
Iε,s(λ )
∫
B(0,R−ε)∩A
p2D(t− s, x, y)dyds
where A := {y; |x−y| ≤ (t− s)1/α}. Since t− s≤ t0, we have |A| ≥ c1(t− s)1/α . Now using
Proposition 3.2.2, we have∫
B(0,R−ε)∩A
p2D(t− s, x, y)dy≥ c2
∫
A
1
(t− s)2/α dy
= c3
1
(t− s)1/α .
We thus have
I2 ≥ c4λ 2
∫ t
0
Iε,s(λ )
(t− s)1/α ds.
Combining the above estimates, we have
Iε,t ≥ g2t0 + c4λ 2
∫ t
0
Iε,s(λ )
(t− s)1/α ds.
We now apply Proposition 4.1.4 to obtain the result.
Proof of Theorem 4.3.1. The proof of the result when t ≤ t0 follows easily from the
above two propositions. To prove the theorem for all t > 0, we only need to prove the above
proposition for all t > 0. For any fixed T, t > 0, let T = t− t1, for t1 < t0, such that changing
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the variable in t = t1+T we have
E|u(t1+T, x)|2
= |GDu(t1+T, x)|2+λ 2
∫ t1+T
0
∫
B(0,R)
p2D(t1+T − s, x, y)E|σ(u(s, y))|2dyds
= |GDu(t1+T, x)|2+λ 2
∫ T
0
∫
B(0,R)
p2D(t1+T − s, x, y)E|σ(u(s, y))|2dyds
+λ 2
∫ t1+T
T
∫
B(0,R)
p2D(t1+T − s, x, y)E|σ(u(s, y))|2dyds.
Setting z = s−T to the last integral above, this gives us
E|u(t1+T, x)|2 ≥ |GDu(t1+T, x)|2+(λ lσ )2
∫ t1
0
∫
B(0,R)
p2D(t1− z, x, y)E|u(T + z, y)|2dydz.
Since T is fixed and t1 < t0, the lower bound result follows by Proposition 4.3.5.
Proof of Corollary 4.3.3. Note that
∫ R
−R
E|u(t, x)|2dx≤ 2R sup
x∈[−R,R]
E|u(t, x)|2
and ∫ R
−R
E|u(t, x)|2dx≥ 2(R− ε) inf
x∈[−(R−ε),R−ε]
E|u(t, x)|2.
We now apply Theorem 4.3.1 and use the definition of Et(λ ) to obtain the result.
4.4 Proofs of Theorem 4.4.1 and Corollary 4.4.2
Notice that, in this section u(t, x) will denotes the solution to the (1.2.1) with respect to Riesz
kernel spatial correlated noise.
Theorem 4.4.1. For every ε > 0 and for every x ∈ B(0, R− ε), there exists a t0(ε)> 0 with
limε→0 t0(ε) = 0, such that for all 0 < t < t0(ε),
lim
λ→∞
log logE|u(t, x)|2
logλ
=
2α
α−β for α > β .
Corollary 4.4.2. The excitation index of the solution u(t, x) to (1.2.1) is 2αα−β for α > β .
Recall that
St(λ ) := sup
x∈B(0,R)
E|u(t, x)|2,
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The following lemma will be crucial later. In what follows f denotes the spatial correlation
of the noise F˙ .
Proposition 4.4.3. Fix t > 0, then
limsup
λ→∞
log logSt(λ )
logλ
≤ 2α
α−β .
Proof. We start with the mild formulation to the solution to (1.2.1) which after taking the
second moment gives us
E|u(t, x)|2 = |GDu(t, x)|2
+λ 2
∫ t
0
∫
B(0,R)×B(0,R)
pD(t− s,x,y)pD(t− s,x,z) f (y,z)E[σ(u(s, y))σ(u(s, z))]dydzds
= I1+ I2.
We obviously have I1 ≤ c1. Note that the Lipschitz assumption on σ together with Cauchy-
Schwarz inequality give
E[σ(u(s, y))σ(u(s, z))]≤ L2σ [E|u(s, y)|2]1/2[E|u(s, z)|2]1/2
≤ L2σSs(λ ).
We can use the above inequality and Lemma 3.2.4 to bound I2 as follows.
I2 ≤ (λLσ )2
∫ t
0
Ss(λ )
(t− s)β/α ds.
Combining the above estimates, we obtain
St(λ )≤ c1+ c2λ 2
∫ t
0
Ss(λ )
(t− s)β/α ds,
which immediately yields the result upon an application of Proposition 4.1.3.
We have the following lower bound on the second of the solution. Inspired by the
localisation arguments of [KK13], we have the following.
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Proposition 4.4.4. For every ε > 0 and for every x ∈ B(0, R−2ε), there exists a t0(ε)> 0,
with limε→0 t0(ε) = 0, such that for all 0 < t ≤ t0(ε),
E|u(t+ t˜,x)|2
≥ g2t +g2t
∞
∑
k=1
(λ lσc1)2k
( t
k
)k(α−β )/α
,
where c1 is some positive constant depending on α and β and t˜ > 0 is a fixed constant.
Proof. Fix ε > 0 and for convenience, set B := B(0, R) and Bε := B(0, R− ε). We will also
use the following notation; B2 := B×B and B2ε := Bε ×Bε . After taking the second moment,
the mild formulation of the solution together with the growth condition on σ gives us
E|u(t+ t˜,x)|2
≥ |GDu(t+ t˜, x)|2+λ 2l2σ
∫ t
0
∫
B2
pD(t− s1, x, z1)pD(t− s1, x, z′1)E|u(t˜+ s1, z1)u(t˜+ s1, z′1)| f (z1,z′1)dz1dz′1ds1.
We also have
E|u(t˜+ s1, z1)u(t˜+ s1, z′1)| ≥ |GDu(t˜+ s1, z1)GDu(t˜+ s1, z1)|+λ 2l2σ
∫ s1
0
∫
B2
pD(s1− s2, z1, z2)pD(s1− s2, z′1, z′2)E|u(t˜+ s2, z2)u(t˜+ s2, z′2)| f (z2,z′2)dz2dz′2ds2.
The above two inequalities thus give us
E|u(t+ t˜, x)|2
≥ |GDu(t+ t˜, x)|2+λ 2l2σ
∫ t
0
∫
B2
pD(t− s1, x, z1)pD(t− s1, x, z′1)E|u(t˜+ s1, z1)u(t˜+ s1, z′1)| f (z1,z′1)dz1dz′1ds1
≥ |GDu(t+ t˜, x)|2+λ 2l2σ
∫ t
0
∫
B2
pD(t− s1, x, z1)pD(t− s1, x, z′1) f (z1,z′1)GDu(t˜+ s1, z1)(GDu)(t˜+ s1, z′1)dz1dz′1ds1
+(λ lσ )4
∫ t
0
∫
B2
p(t− s1, x, z1)p(t− s1, x, z′1) f (z1,z′1)
∫ s1
0
∫
B2
pD(s1− s2, z1, z2)pD(s1− s2, z1,′ z′2)E|u(t˜+ s2, z2)u(t˜+ s2, z′2)| f (z2,z′2)dz2dz′2ds2dz1dz′1ds1.
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We set z0 = z′0 := x and s0 := t and continue the recursion as above to obtain
E|u(t+ t˜,x)|2
≥ |GDu(t+ t˜, x)|2
+
∞
∑
k=1
(λ lσ )2k
∫ t
0
∫
B2
∫ s1
0
∫
B2
· · ·
∫ sk−1
0
∫
B2
|GDu(t˜+ sk, zk)GDu(t˜+ sk, z′k)|
k
∏
i=1
pD(si−1− si,zi−1, zi)pD(si−1− si,z′i−1, z′i) f (zi,z′i)dzidz′idsi.
Therefore,
E|u(t+ t˜,x)|2
≥ |GDu(t+ t˜, x)|2
+
∞
∑
k=1
(λ lσ )2k
∫ t
0
∫
B2ε
∫ s1
0
∫
B2ε
· · ·
∫ sk−1
0
∫
B2ε
|GDu(t˜+ sk, zk)GDu(t˜+ sk, z′k)|
k
∏
i=1
pD(si−1− si,zi−1, zi)pD(si−1− si,z′i−1, z′i) f (zi,z′i)dzidz′idsi.
Using the fact that for zk, z′k ∈ Bε ,
GDu(t˜+ sk, zk)GDu(t˜+ sk, z′k)
≥ inf
x,y∈Bε
inf
0≤s≤t
GDu(s, x)GDu(s, y)
= g2t ,
we obtain
E|u(t+ t˜,x)|2
≥ g2t +g2t
∞
∑
k=1
(λ lσ )2k
∫ t
0
∫
B2ε
∫ s1
0
∫
B2ε
· · ·
∫ sk−1
0
∫
B2ε
k
∏
i=1
pD(si−1− si,zi−1, zi)pD(si−1− si,z′i−1, z′i) f (zi,z′i)dzidz′idsi.
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We reduce the temporal region of integration as follows.
E|u(t+ t˜,x)|2
≥ g2t +g2t
∞
∑
k=1
(λ lσ )2k
∫ t
t−t/k
∫
B2ε
∫ s1
s1−t/k
∫
B2ε
· · ·
∫ sk−1
sk−1−t/k
∫
B2ε
k
∏
i=1
pD(si−1− si,zi−1, zi)pD(si−1− si,z′i−1, z′i) f (zi,z′i)dzidz′idsi.
Now we make a change the temporal variable, si−1− si → si, in the following way such that
for all integers i ∈ [1,k], we have∫ si−1
si−1−t/k
pD(si−1− si,zi−1, zi)pD(si−1− si,z′i−1, z′i) f (zi,z′i)dsi
=
∫ t/k
0
pD(si,zi−1, zi)pD(si,z′i−1, z
′
i) f (zi,z
′
i)dsi.
We thus have
E|u(t+ t˜,x)|2
≥ g2t +g2t
∞
∑
k=1
(λ lσ )2k
∫ t/k
0
∫
B2ε
∫ t/k
0
∫
B2ε
· · ·
∫ t/k
0
∫
B2ε
k
∏
i=1
pD(si,zi−1, zi)pD(si,z′i−1, z
′
i) f (zi,z
′
i)dzidz
′
idsi.
We now focus our attention on the multiple integral appearing in the above inequality. We
will further restrict its spatial domain of integration so that we have the required lower bound
on each component of the following product,
k
∏
i=1
pD(si,zi−1, zi)pD(si,z′i−1, z
′
i) f (zi,z
′
i).
Recall that x ∈ B(0, R−2ε). For each i = 1, · · · ,k, choose zi and z′i satisfying
zi ∈ B(z0,s1/α1 /2)∩B(zi−1,s1/αi )
and
z′i ∈ B(z′0,s1/α1 /2)∩B(z′i−1,s1/αi ),
so that we have |zi− z′i| ≤ s1/αi together with |zi− zi−1| ≤ s1/αi and |z′i− z′i−1| ≤ s1/αi . Now
using Proposition 3.2.2, we can conclude that pD(si,zi−1, zi)≥ s−d/αi and pD(si,z′i−1, z′i)≥
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s−d/αi . Moreover, we have |zi− z′i| ≤ s1/α1 , which gives us f (zi,z′i)≥ s−β/α1 . In other words,
we are looking at the points {si, zi, z′i}ki=0 such that the following holds
k
∏
i=1
pD(si,zi−1, zi)pD(si,z′i−1, z
′
i) f (zi,z
′
i)≥
k
∏
i=1
1
s2d/αi s
β/α
1
.
For notational convenience we setAi := {zi ∈ B(x, s1/α1 /2)∩B(zi−1,s1/αi )} andA ′i := {z′i ∈
B(x, s1/α1 /2)∩B(z′i−1,s1/αi )} which lead us to∫ t/k
0
∫
A1
∫
A ′1
∫ t/k
0
∫
A2
∫
A ′2
· · ·
∫ t/k
0
∫
Ak
∫
A ′k
k
∏
i=1
pD(si,zi−1, zi)pD(si,z′i−1, z
′
i) f (zi,z
′
i)dzidz
′
idsi
≥
∫ t/k
0
∫
A1
∫
A ′1
∫ t/k
0
∫
A2
∫
A ′2
· · ·
∫ t/k
0
∫
Ak
∫
A ′k
k
∏
i=1
1
s2d/αi s
β/α
1
dzidz′idsi.
We now use the lower bounds on the area of A ′i s and Ais to estimate the spatial integrals.
We note that for si ≤ s1/2, the each area of Ai and A ′i is bounded below by csd/αi , such that,∫
A1
∫
A ′1
dz1dz′1
∫
A2
∫
A ′2
dz2dz′2 · · ·
∫
Ak
∫
A ′k
dzkdz′k
=
k
∏
i=1
∫
Ai
∫
A ′i
dzidz′i
≥ c2k
k
∏
i=1
s2d/αi .
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Therefore,
∫ t/k
0
∫
A1
∫
A ′1
∫ t/k
0
∫
A2
∫
A ′2
· · ·
∫ t/k
0
∫
Ak
∫
A ′k
k
∏
i=1
1
s2d/αi s
β/α
1
dzidz′idsi
≥ c2k
∫ t/k
0
∫ t/k
0
· · ·
∫ t/k
0
k
∏
i=1
1
s2d/αi s
β/α
1
s2d/αi dsi
≥ c2k
∫ t/k
0
t/kk−1
1
skβ/α1
ds1
≥ c2k2
∫ t/k
0
sk−11
1
skβ/α1
ds1
=
αc2k2
k(α−β )
( t
k
)k(α−β )/α
.
Putting the above estimates together we obtain
E|u(t+ t˜,x)|2
≥ g2t +g2t
∞
∑
k=1
(λ lσ )2k
αc2k2
k(α−β )
( t
k
)k(α−β )/α
≥ g2t +g2t
∞
∑
k=1
(λ lσc3)2k
( t
k
)k(α−β )/α
,
for some constant c1.
Recall that
Iε,t(λ ) := inf
x∈B(0,R−ε)
E|u(t, x)|2,
We now have,
Proposition 4.4.5. For every ε > 0, there exists a t0(ε)> 0 with limε→0 t0(ε) = 0, such that
for all 0 < t ≤ t0(ε),
liminf
λ→∞
log logIε,t(λ )
logλ
≥ 2α
α−β .
Proof. We begin by writing
∞
∑
k=1
(λ lσc3)2k
( t
k
)k(α−β )/α
=
∞
∑
k=1
(
(λ lσc3)2t(α−β )/α
k(α−β )/α
)k
.
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Lemma 4.1.2 with ρ := (α−β )/α and θ := λ 2 together with the above proposition finishes
the proof.
Proof of Theorem 4.4.1: The above two propositions prove the theorem for all t ≤ t0. We
now extend the result to all t > 0. As in the proof of Theorem 4.3.1, we only need to extend
the above proposition to any fixed t > 0. For any T, t > 0,
E|u(T + t,x)|2
≥ |GDu(t+T, x)|2+λ 2l2σ
∫ T+t
0
∫
B2
pD(T + t− s1, x, z1)pD(T + t− s1, x, z′1)E|u(s1, z1)u(s1, z′1)| f (z1,z′1)dz1dz′1ds1.
This leads to
E|u(T + t,x)|2
≥ |GDu(t+T, x)|2+λ 2l2σ
∫ t
0
∫
B2
pD(t− s1, x, z1)pD(t− s1, x, z′1)E|uT+s1(z1)uT+s1(z′1)| f (z1,z′1)dz1dz′1ds1.
A similar argument to that used in the proof of Proposition 4.4.4 shows that
E|u(T + t,x)|2
≥ |GDu(t+T, x)|2
+
∞
∑
k=1
(λ lσ )2k
∫ t
0
∫
B2
∫ s1
0
∫
B2
· · ·
∫ sk−1
0
∫
B2
|(GDu)T+sk(zk)(GDu)T+sk(z′k)|
k
∏
i=1
pD(si−1− si,zi−1, zi)pD(si−1− si,z′i−1, z′i) f (zi,z′i)dzidz′idsi.
Similar ideas to those used in the rest of the proof of Proposition 4.4.4 together with the
proof of the above proposition show that for all t ≤ t0, we have
liminf
λ→∞
log logE|u(T + t, x)|2
logλ
≥ 2α
α−β .
for all T > 0 and whenever x ∈ B(0, R− ε).
Proof of Corollary 4.4.2: The proof is exactly the same as that of Corollary 4.3.3 and
is omitted.
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4.5 Proofs of Theorem 4.5.1
Theorem 4.5.1. There exists λ > 0, such that for all λ < λ and x ∈ B(0, R),
−∞< limsup
t→∞
1
t
logE|u(t, x)|2 < 0.
On the other hand, for each fixed ε > 0 there exists λ > 0, such that for all λ > λ and
x ∈ B(0, R− ε),
0 < liminf
t→∞
1
t
logE|u(t, x)|2 < ∞.
where u(t, x) is the unique solution to (1.2.1).
Proof. The proof is similar to [FN15], we omit it here.
4.6 Some extensions
We begin this section by showing that the methods developed early in this Chapter can be
used to study the stochastic wave equation as well. More precisely, we give an alternative
proof of a very interesting result proved in [KK13]. Consider the following equation
∂ 2u
∂ t2
(t, x) =
∂ 2u
∂x2
(t, x)+λσ(u(t, x))W˙ (t, x) for x ∈ R t > 0, (4.6.1)
with initial condition u0(x) = 0 and non-random initial velocity v0 satisfying v0 ∈ L1(R)∩
L2(R) and ∥v0∥L2(R) > 0. As before σ satisfies the conditions mentioned in the introduction.
We set Et(λ ) :=
√∫ ∞
−∞E|u(t, x)|2 dx and restate the result of [KK13] as follows,
Theorem 4.6.1. Fix t > 0, we then have
lim
λ→∞
log logEt(λ )
logλ
= 1.
Proof. Recall that the Green kernel to the wave equation is defined as,
G(t,x) :=
1
2
1{|x|<t}. (4.6.2)
We again use the theory of Walsh [Wal86] to make sense of (4.6.1) as the solution to the
following integral equation
u(t, x) =
1
2
∫ t
−t
v0(y)dy+
1
2
λ
∫ t
0
∫
R
1{|x−y|<t−s}σ(u(s, y))W (dsdy).
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We now use Walsh’s isometry to obtain
E|u(t, x)|2 = 1
4
∣∣∣∣∫ t−t v0(x− y)dy
∣∣∣∣2
+
1
4
λ 2
∫ t
0
∫
R
1{|x−y|<t−s}E|σ(u(s, y)|2 dsdy.
By Minkowski’s integral inequality (Theorem A.0.4),
∫
R
∣∣∣∣∫ t−t v0(x− y)dy
∣∣∣∣2 dx≤ (∫ t−t(
∫
R
|v0(x− y)|2 dx)1/2 dy
)2
≤
(∫ t
−t
∥v0∥L2(R) dy
)2
≤ 4t2∥v0∥2L2(R).
This and the assumption on σ yields
E 2t (λ )≤ c2(t)+
1
4
λ 2L2σ
∫ t
0
(t− s)E 2s (λ )ds.
For the lower bound, using similar ideas we can obtain the following lower bound,
E 2t (λ )≥ c1(t)+
1
4
λ 2L2σ
∫ t
0
(t− s)E 2s (λ )ds.
We now use Propositions 4.1.3 and 4.1.4 together with the above two inequalities to obtain
the result.
The method developed so far can be adapted to the study of a much wider class of
stochastic heat equations, once we have the “right" heat kernel estimates. Indeed, (3.2.3)
and (3.2.2) were two crucial elements of our method. So by considering operators whose
heat kernels behave in a nice way, we can generate examples of stochastic heat equations for
which, we can apply our method. Recall that we are considering equations of the type,
∂u
∂ t
(t, x) =L u(t, x)+λσ(u(t, x))F˙(t, x).
In what follows, we will choose differentL s while keeping all the other conditions as
before. And again, the choice of these operatorsL s will make the boundary conditions clear.
Some of the equations below appear to be new. We again don’t prove existence-uniqueness
results as these are fairly standard once we have a grip on the heat kernel. See [Wal86] and
[DKM+09].
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Example 4.6.2. We choose L to be the generator of a Brownian motion defined on the
interval (0,1) which is reflected at the point 1 and killed at the other end of the interval. So,
we are in fact looking at∣∣∣∣∣∣∣∣
∂u
∂ t
(t, x) =
1
2
∂ 2u
∂x2
(t, x)+λσ(u(t, x))F˙(t, x), 0 < x < 1, t > 0,
u(t, 0) = 0,
∂u
∂ t
(t, 1) = 0, t > 0.
It can be shown that for any ε > 0, there exists a t0 > 0, such that for all x ∈ [ε,1) and t ≤ t0,
the heat kernel of this Brownian motion satisfies
p(t, x, y)≍ t−d/2,
whenever |x− y| ≤ t1/2. We use the method developed in this paper to conclude that
lim
λ→∞
log logE|u(t, x)|2
logλ
=
4
2−β ,
whenever x ∈ [ε,1).
Example 4.6.3. Let Xt be censored stable process as introduced in [BBC03]. These have
been studied in [CKS10b]. Roughly speaking, the censored stable process in the ball B(0, R)
can be obtained by suppressing the jump from B(0, R) to the complement of B(0, R)c. The
process is thus forced to stay inside B(0, R). We denote the generator of this process by
−(−∆)α/2|B(0,R) and consider the following equation∣∣∣∣ ∂u∂ t (t, x) =−(−∆)α/2|B(0,R)u(t, x)+λσ(u(t, x))F˙(t, x). (4.6.3)
In a sense, the above the above equation can be regarded as fractional equation with Neumann
boundary condition. In [CKS10b], it was shown that the probability density function of Xt ,
which we denote by p¯(t, x, y) satisfies
p¯(t, x, y)≍
1∧ δα/2B(0,R)(x)
t1/2
1∧ δα/2B(0,R)(y)
t1/2
 p(t, x, y),
So we can proceed as in the proof of Theorem 4.4.1 to see that we have
lim
λ→∞
log logE|u(t, x)|2
logλ
=
2α
α−β .
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Example 4.6.4. In this example, we choose L be the generator of the relativistic stable
process killed upon exiting the ball B(0, R). We are therefore looking at the following
equation∣∣∣∣∣∣
∂u
∂ t
(t, x) = mu(t, x)− (m2/α −∆)α/2u(t, x)+λσ(u(t, x))F˙(t, x), t > 0, x ∈ B(0, R),
u(t, x) = 0, x ∈ B(0, R)c.
Here m is some fixed positive number. One can show that for any ε > 0, there exists a t0 > 0,
such that for all x,y ∈ B(0, R− ε) and t ≤ t0, we have
p(t, x, y)≍ t−d/α ,
whenever |x− y| ≤ t1/α . See for instance [CKS12]. The constants involved in the above
inequality depends on m. We therefore have the same conclusion as that of Theorem 4.4.1.
In other words, we have
lim
λ→∞
log logE|u(t, x)|2
logλ
=
2α
α−β , (4.6.4)
whenever x ∈ B(0,R− ε).
Example 4.6.5. Let 0 < α¯ ≤ α and 1 < α < 2 then we consider the following,∣∣∣∣∣∣
∂u
∂ t
(t, x) =−(−∆)α/2u(t, x)− (−∆)α¯/2u(t, x)+λσ(u(t, x))F˙(t, x), t > 0, x ∈ B(0, R),
u(t, x) = 0, x ∈ B(0, R)c.
The Dirichlet heat kernel for the operatorL :=−(−∆)α/2− (−∆)α¯/2 has been studied in
[CKS10a]. Since α¯ ≤ α , it is known that for small times, the behaviour of the heat kernel
estimates is dominated by the fractional Laplacian −(−∆)α/2. More precisely, for any ε > 0,
there exists a t0 > 0, such that for all x,y ∈ B(0, R− ε) and t ≤ t0, we have
p(t, x, y)≍ t−d/α ,
whenever |x− y| ≤ t1/α . Therefore, in this case also, we have (4.6.4).

Chapter 5
Results on stochastic damped wave
equation
Recall the mild solution u(t, x) to (1.3.1),
u(t,x) =I(t, x)+
∫ t
0
∫ ∞
−∞
G(t− s, x− y)σ(u(s, y))W (ds, dy), (5.0.1)
where
I(t, x) :=
∫ ∞
−∞
G(t, x− y)v0(y)dy,
and G(t, x) is the fundamental solution of the damped wave equation in R, that is defined as,
see for instance [Lév01],
G(t,x) =
1
2
e−ηtI0(z)1{|x|<t}, t ≥ 0,x ∈ R.
Here z :=
√
η2(t2− x2) and I0(z) denote the modified Bessel functions of the first kind and
of order zero, that is,
I0(z) :=
1
π
∫ π
0
ezcosθ dθ .
We study the existence and intermittency properties of the solution (5.0.1) together in
Theorem 5.3.1 and Theorem 5.4.1.
5.1 Estimation of Green kernel
Proposition 5.1.1. The lower and upper bound of Green kernel G(t,x) is,
1
2
e−ηt1{|x|<t} ≤ G(t,x)≤
1
2
e−ηt1{|x|<t}e
√
η2(t2−x2) for |x|< t.
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Proof. We apply the following inequality to modified Bessel function, which was proved by
[Luk72],
e−z ≤ Γ(v+1)(2/z)ve−zIv(z)≤ 12(1+ e
−2z), ∀z > 0, v >−1
2
.
so that,
1≤ I0(z)≤ 12(e
z+ e−z) = cosh(z), ∀z > 0.
By the fact that,
cosh(z)− ez =−sinh(z)≤ 0,
we have,
1≤ I0(z)≤ cosh(z)≤ ez.
Therefore, the result follows.
Let define the following notation,
ϒ(β ) :=
∫ ∞
0
e−β s∥Gs∥2L2(R)ds,
Here ϒ(β ) is defined by analogy with the potential theory for Lévy process, see for instance
[FK09], and G denote the fundamental solution to the damped wave equation.
Proposition 5.1.2.
1
2(β +2η)2
≤ ϒ(β )≤ 1
4β 2
+
1
4(β +2η+
√
3η)2
. (5.1.1)
Proof.
ϒ(β ) =
∫ ∞
0
e−β s∥Gs∥2L2(R)ds
=
∫ ∞
0
e−β s
∫ ∞
−∞
|G(s, x)|2 dxds
≤ 1
4
∫ ∞
0
e−(β+2η)s
∫ s
−s
e2
√
η2(s2−x2) dxds
(5.1.2)
We split the integral
∫ s
−s ·dx into 4 parts to find the estimates,∫ s
−s
e2
√
η2(s2−x2) dx =
∫ −s/2
−s
e2
√
η2(s2−x2) dx+
∫ 0
−s/2
e2
√
η2(s2−x2) dx
+
∫ s/2
0
e2
√
η2(s2−x2) dx+
∫ s
s/2
e2
√
η2(s2−x2) dx
≤ e
√
3ηss+ e2ηss
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We put the result above into (5.1.2),
ϒ(β )≤ 1
4
∫ ∞
0
e−(β+2η)s(e
√
3ηss+ e2ηss)ds
≤ 1
4
∫ ∞
0
se−(β+2η+
√
3η)s ds+
1
4
∫ ∞
0
se−β s ds.
We use the fact that ∫ ∞
0
xne−axdx =
n!
an+1
for n≥ 0,a > 0, (5.1.3)
to give the upper bound,
ϒ(β )≤ 1
4β 2
+
1
4(β +2η+
√
3η)2
.
lower bound can be obtained similarly as above, therefore,
1
2(β +2η)2
≤ ϒ(β )≤ 1
4β 2
+
1
4(β +2η+
√
3η)2
.
Remark 5.1.3. In the case of η = 0 the preceding inequalities (5.1.1) will become strictly
equality equation, that is ϒ(β ) = 12β 2 which is identical to the result in [CJKS13] for wave
equation.
5.2 Some estimates
Now, we start to do some estimates to our following integral, given a predictable random
field u, we defined,
(A u)(t,x) :=
∫ ∞
−∞
∫ t
0
σ( f (s, y))G(t− s, x− y)W (ds, dy),
for all t ≥ 0 and x ∈ R, provided that the stochastic integral exist in the sense of Walsh. For
any integer p≥ 2, a family of p−norms {∥u∥p,β}β>0 is defined to be,
∥u∥p,β :=
{
sup
t≥0
sup
x∈R
e−β tE(|u(t,x))|p)
} 1
p
. (5.2.1)
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Remark 5.2.1. From (5.2.1) we have,
∥u(t,x)∥Lp ≤ e
β t
p ∥u∥p,β . (5.2.2)
Lemma 5.2.2. For all integer p≥ 2, real β > 0, if u is predictable,
∥A u∥p,β ≤ zp(|σ(0)|+Lipσ∥u∥p,β )
√
ϒ(
2β
p
).
Proof. Applying Burkholder’s inequality (Theorem 2.2.6) and (5.2.2)
E[|(A u)(t,x)|p]≤ zpp
∫ ∞
−∞
∫ t
0
∥σ(u(s,y))∥2Lp|G(t− s,x− y)|2 dsdy
≤ zpp
∫ ∞
−∞
∫ t
0
e
2β s
p ∥σ(u)∥2p,β |G(t− s,x− y)|2 dsdy
≤ zppe
2β t
p ∥σ(u)∥2p,β
∫ ∞
−∞
dy
∫ t
0
dse−
2β (t−s)
p |G(t− s,x− y)|2 dsdy
≤ zppe
2β t
p ∥σ(u)∥pp,βϒ(
2β
p
).
Applying the Definition (5.2.1) to the inequality above, we have,
∥A u∥p,β ≤ zp∥σ(u)∥p,β
√
ϒ(
2β
p
).
As |σ(u)| ≤ |σ(0)|+Lipσ |u|, the result follows.
Lemma 5.2.3. For all even integer p≥ 2, real number β > 0, if u,v are predictable random
fields,
∥A u−A v∥p,β ≤ zpLipσ∥u− v∥p,β
√
ϒ(
2β
p
).
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Proof. The proof is similar to preceding, by Burkholder’s inequality (Theorem 2.2.6) and
the fact that σ is Lipschitz continuous, we have the following,
E[|A u(t,x)−A v(t,x)|p]
= E
(∣∣∣∣∫ ∞−∞ dy
∫ t
0
ds(σ( f (s,y))−σ(g(s,y)))pt−s(x− y)W (dsdy)
∣∣∣∣p)
≤ zppE
(∣∣∣∣∫ ∞−∞ dy
∫ t
0
ds|σ(u(s,y))−σ(v(s,y))|2|G(t− s,x− y)|2
∣∣∣∣p/2
)
≤ (zpLipσ )pE
(∣∣∣∣∫ ∞−∞ dy
∫ t
0
ds|u(s,y)− v(s,y)|2|G(t− s,x− y)|2
∣∣∣∣p/2
)
≤ (zpLipσ )p
∫ ∞
−∞
dy
∫ t
0
ds∥u(s,y)− v(s,y)∥2Lp(P)|G(t− s,y− x)|2
≤ (zpLipσ )p∥u− v∥pp,β eβ t
∫ ∞
−∞
dy
∫ t
0
dze−2β z/p|G(z,y)|2.
Therefore,
∥A u−A v∥p,β = sup
t≥0
sup
x∈R2
(
e−β t∥A u−A v∥pLp
) 1
p
≤ zpLipσ
√
ϒ(
2β
p
)∥u− v∥p,β .
5.3 Proof of Theorem 5.3.1
In this section, we prove existence and uniqueness of solutions and upper bound of p-the
moment of solution together. Throughout the rest of this section, we use the following
notation,
v := inf
x∈R
v0(x), v := sup
x∈R
v0(x).
Theorem 5.3.1. (Existence & Uniqueness) There exist a unique solution to equation (1.3.1).
Moreover, for all even integers p≥ 2,
γ¯(p)≤ zp pLipσ
2
√
2
− (
√
3+2)η p
2
.
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Proof. Rewrite our solution as,
u(t,x) = I(t,x)+(A u)(t,x),
where
I(t,x) =
∫ ∞
−∞
G(t, y)v0(x− y)dy,
and
(A u)(t,x) :=
∫ ∞
−∞
∫ t
0
σ(u(s,y))G(t− s,x− y)w(dsdy).
Let I(t,x) = u0(t,x), then define iteratively, for all n≥ 0,
u(n+1)(t, x) := u0(t, x)+(A un)(t, x).
Since v0 are bounded, we have supx∈R u0(t,x)≤ vt. So that,
∥u0∥p,β ≤ c
v
β
.
Let A := c vβ + zp|σ(0)|
√
ϒ(2βp ) and B := zpLipσ
√
ϒ(2βp ), then
∥un+1∥p,β ≤ ∥u0∥p,β +∥A un∥p,β
≤ A+B∥un∥p,β
≤ A+AB+AB2+ · · ·+ABn+Bn+1∥u0∥p,β
= A(1+B+B2+ · · ·+Bn)+Bn+1∥u0∥p,β
= A
1−Bn+1
1−B +B
n+1∥u0∥p,β
≤ A 1
1−B +∥u
0∥p,β .
(5.3.1)
From equation (5.1.1), we can see that limβ→∞ϒ(β ) = 0, so for a fixed β > 0,
zpLipσ
√
ϒ(
2β
p
)< 1.
As ∥u0∥p,β < ∞, it shows that supk≥1∥uk∥p,β < ∞ provided that B < 1, in other words,
ϒ(
2β
p
)<
1
(zpLipσ )2
.
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By Lemma 5.2.3,
∥un+1−un∥p,β ≤ ∥A un−A un−1∥p,β
≤ zpLipσ
√
ϒ(
2β
p
)∥un−un−1∥p,β
≤ ∥un−un−1∥p,β ,
which implies that limn→∞∥un−u∥p,β = limn→∞∥A un−A u∥p,β = 0. Therefore by (5.2.2),
∥un(t, x)−u(t, x)∥Lp = 0, the solution exists, consequently we have,
∥u∥p,β < ∞ for ϒ(
2β
p
)<
1
(zpLipσ )2
.
From Proposition 5.1.2, we know that ϒ(β )≤ 14β 2 + 14(β+2η+√3η)2 , therefore,
1
4(2βp )
2
+
1
4(2βp +2η+
√
3η)2
<
1
(zpLipσ )2
which is simplified it to have,
p2
16β 2
+
p2
4(2β +(
√
3+2)η p)2
<
1
(zpLipσ )2
.
Moreover, for β < zp pLipσ
2
√
2
,
(2β +(
√
3+2)η p)2 >
16β 2 p2(zpLipσ )2
4(16β 2− p2(zpLipσ )2)
>
16β 2 p2(zpLipσ )2
2×16β 2
Therefore, the condition ϒ(2βp )<
1
(zpLipσ )2
is equivalent to
β >
zp pLipσ
2
√
2
− (
√
3+2)η p
2
.
As the result,
γ¯(p)≤ zp pLipσ
2
√
2
− (
√
3+2)η p
2
.
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If we take η = 0, then we have γ¯(p)≤ zp pLipσ
2
√
2
which is identical to the result in [CJKS13,
Theorem 2.1]. In the end, we show the uniqueness of solutions, suppose that there are two
solutions say u and v, then
∥u− v∥p,β ≤ ∥A u−A v∥p,β
≤ zpLipσ
√
ϒ(
2β
p
)∥u− v∥p,β ,
since limβ→∞ϒ(β ) = 0. ∥u−v∥p,β = 0, for sufficiently large β > 0. Hence u is modification
to v.
5.4 Proof of Theorem 5.4.1
Theorem 5.4.1. If infz∈R v0(z)> 0, then
γ¯(2)≥ β > 0.
Proof. Consider the following hypothesis,∫ ∞
0
e−β tE(|u(t,x)|2)dt = ∞ provide that ϒ(β )> 1
l2σ
.
If it is true then E|u(t, x)|2 ≥ eβ t , which implies that ¯γ(2)≥ β > 0. Therefore, we will show
the above statement. Let us define that:
Fβ (x) :=
∫ ∞
0
e−β tE(|u(t, x)|2)dt,
Hβ (x) :=
∫ ∞
0
e−β t |G(t, x)|2dt.
Let
I(t,x) =
∫ ∞
−∞
G(t, x− y)v0(y)dy.
By Walsh’s isometry,
E[|u(t,x)|2]
= |I(t,x)|2+
∫ ∞
−∞
∫ t
0
E[|σ(u(s,y)|2]|G(t− s,x− y)|2 dsdy
≥ |I(t,x)|2+ l2σ
∫ ∞
−∞
∫ t
0
E[|u(s,y)|2]|G(t− s,x− y)|2 dsdy
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Apply Laplace transforms to both side, we first consider the first term above. By (5.1.3)∫ ∞
0
e−β t |I(t,x)|2 dt =
∫ ∞
0
e−β t(
∫ ∞
−∞
G(t, x− y)v0(y)dy)2 dt
≥ v2
∫ ∞
0
e−β t(
∫ x+t
x−t
1
2
e−ηt dy)2 dt
≥ v2
∫ ∞
0
e−β te−2ηtt2 dt
≥ 2v
2
(β +2η)3
.
Now we consider the second term,
l2σ
∫ ∞
0
e−β t
∫ ∞
−∞
∫ t
0
E[|u(s,y)|2]|G(t− s,x− y)|2 dsdydt
≥ l2σ
∫ ∞
−∞
∫ ∞
s
e−β (t−s)|G(t− s,x− y)|2
∫ ∞
0
e−β sE[|u(s,y)|2]dsdt dy
≥ l2σ
∫ ∞
−∞
∫ ∞
0
e−β z|G(z,x− y)|2
∫ ∞
0
e−β sE[|u(s,y)|2]dsdzdy
Combine the results above to obtain,
Fβ (x)> c1+ l
2
σ
∫ ∞
−∞
Hβ (x− y)Fβ (y)dy,
where c1 =
2v2
(β+2η)3 , such that,
inf
x∈R
Fβ (x)> c1+ l
2
σ · infy∈RFβ (y) ·
∫ ∞
−∞
Hβ (y)dy
= c1+ l2σ · infy∈RFβ (y) ·ϒ(β ).
If β > 0 is sufficiently small, then l2σ ·ϒ(β )> 1. As c1 > 0, so that infx∈RFβ (x) =∞ provide
that ϒ(β )> 1
l2σ
. That is,
Fβ (x) =
∫ ∞
0
e−β tE(|u(t,x)|2)dt = ∞ provide that ϒ(β )> 1
l2σ
.
In sense of Definition 1.1.1, we say solution is fully intermittent, if the following is
satisfied,
p→ γ¯(p)
p
is strictly increasing for all p≥ 2.
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Because γ¯ is a convex function and γ¯(0) = 0, we therefore say that p→ γ¯(p)p is non-decreasing.
Now, we recall the solution (1.3.1),
u(t,x) =I(t, x)+
∫ t
0
∫ ∞
−∞
G(t− s, x− y)σ(u(s, y))W (ds, dy),
where
I(t, x) :=
∫ ∞
−∞
G(t, x− y)v0(y)dy.
Since u(t, x) is non-negative and
∫ t
0
∫ ∞
−∞G(t− s, x− y)σ(u(s, y))W (ds, dy) is martingale.
γ¯(1) = limsup
t→∞
1
t
lnE(|u(t, x)|) = limsup
t→∞
1
t
lnE(u(t, x)) = limsup
t→∞
1
t
ln I(t, x) = 0.
Therefore, the weakly intermittency of the solution implies the fully intermittency.
In the end we finish with the interesting result, the following shows that excitation index
does not change if the wave equation is damped. We set
Et(λ ) :=
√∫ ∞
−∞
E|u(t, x)|2 dx,
where u(t, x) is the mild solution to (1.3.1).
Theorem 5.4.2. For a fixed t > 0 and η > 0 in (1.3.1) with non-random initial velocity v0
satisfying v0 ∈ L1(R)∩L2(R) and ∥v0∥L2(R) > 0, we then have
lim
λ→∞
log logEt(λ )
logλ
= 1.
Proof. We first use Walsh’s isometry to (5.0.1) and integrate with respect to x to obtain,
∫
R
E|u(t, x)|2 dx =
∫
R
∣∣∣∣∫RG(t, y)v0(x− y)dy
∣∣∣∣2 dx
+λ 2
∫
R
∫
R
∫ t
0
|G(t− s,x− y)|2E|σ(u(s, y))|2 dsdydx
Proof of the upper bound:
By Proposition 5.1.1, the lower and upper bound of Green kernel G(t,x) to the damped
wave equation is defined as,
1
2
e−ηt1{|x|<t} ≤ G(t,x)≤
1
2
1{|x|<t}.
5.4 Proof of Theorem 5.4.1 67
Since the upper bound is identical to (4.6.2), the Green kernel to the wave equation. By
Theorem 4.6.1 we have,
limsup
λ→∞
log logEt(λ )
logλ
≤ 1.
Proof of the lower bound: For t ∈ [0, T ], t− s≤ t ≤ T .
∫
R
E|u(t, x)|2 dx = 1
4
e−2ηt
∫
R
∣∣∣∣∫ x+tx−t v0(y)dy
∣∣∣∣2 dx
+λ 2
∫ t
0
∫
R
∫ y+(t−s)
y−(t−s)
1
4
e−2η(t−s)E|σ(u(s, y))|2 dxdyds
≥ c+ 1
2
e−2ηTλ 2l2σ
∫ t
0
∫
R
(t− s)E|σ(u(s, y))|2 dyds
≤ c+ 1
2
e−2ηTλ 2l2σ
∫ t
0
(t− s)Et(λ )2 ds.
Therefore,
liminf
λ→∞
log logEt(λ )
logλ
≥ 1.
The result follows.

Appendix A
Theorem A.0.1 (Plancherel theorem, [PL10]). If f ∈ L1(Rd)∩L2(Rd) and its Fourier trans-
formF f ∈ L2(Rd), then∫
Rd
| f (x)|2 dx = 1
(2π)d
∫
Rd
|F f (ξ )|2 dξ .
Theorem A.0.2 (Minkowski’s inequality, [Min10]). Suppose that (X , u1) and (Y, u2)are two
measure spaces and f : X×Y → R is measurable, the for 1 < p < ∞,[∫
X
∣∣∣∣∫Y f (x, y)du2(y)
∣∣∣∣p du1(x)]1/p ≤ ∫Y
(∫
X
| f (s, y)|p du1(x)
)1/p
du2(y).
Theorem A.0.3 ( Hölder’s inequality, [Höl89]). Let 1/p+1/q = 1, with 1 < p,q < ∞. Let
(X , µ) be a measurable space and f ,g : X →R be a measurable function. Then the Hölder’s
inequality defined that,
∫
X
| f (x)g(x)|dµ(x)≤
(∫
X
| f (x)|p dµ(x)
) 1
p
(∫
X
|g(x)|q dµ(x)
) 1
q
.
Lemma A.0.4. Let (X , µ) is a measurable space and f ,g : X →R be a measurable function.
Then for all p > 1, we have;(∫
X
f · |g|dµ
)p
≤
(∫
X
| f |p · |g|dµ
)(∫
X
|g|dµ
)p−1
. (A.0.1)
Theorem A.0.5 (Cauchy-Schwarz inequality, [Sch88]). Let (X , µ) be a measurable space
and f ,g : X → R be a measurable function. Then,
∫
X
f (x)g(x)dµ(x)≤
(∫
X
| f (x)|2 dµ(x)
)1/2(∫
X
|g(x)|2 dµ(x)
)1/2
. (A.0.2)
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Lemma A.0.6 (Gronwall’s lemma, [Gro19]). Suppose { fn : [0, T ]→R+,n≥ 1} be a family
of non negative measurable function. Suppose also that there exist a constant A such that for
all integers n≥ 1, and all t ∈ [0, T ]:
fn+1(t)≤ A
∫ t
0
fn(s)ds.
Then for all n≥ 1 and t ∈ [0, T ],
fn(t)≤ f1(T ) (At)
n−1
(n−1)! .
If fn does not depend on n then,
fn = 0.
Lemma A.0.7 (Extension of gronwall’s lemma, [Dal99]). Let g : [0,T ]→ R+ be a nonnega-
tive function such that, ∫ T
0
g(s)ds < ∞.
Then there is a sequence (an,n ∈ N) of non-negative real numbers such that ∑∞n=1 an < ∞
with the following property: Let ( fn, n∈N) be a sequence of non-negative functions on [0,T ]
and k1,k2 be non-negative numbers such that for 0≤ t ≤ T :
fn(t)≤ k1+
∫ t
0
(k2+ fn−1(s))g(t− s)ds
If sup0≤s≤T f (s) = M, then for n≥ 1,
fn(t)≤ k1+(k1+ k2)
n−1
∑
i=1
ai+(k2+M)an.
In particular,
sup
n≥0
sup
t∈[0,T ]
fn(t)< ∞,
and if k1 = k2 = 0, then ∑n≥0 fn(t) converges uniformly on [0,T ].
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