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Abstract
For various applications, it is well-known that the deﬂated ICCG is an efﬁcient method for solving linear systems with invertible
coefﬁcient matrix. We propose two equivalent variants of this deﬂated ICCG which can also solve linear systems with singular
coefﬁcient matrix, arising from discretization of the discontinuous Poisson equation with Neumann boundary conditions. It is
demonstrated both theoretically and numerically that the resulting methods accelerate the convergence of the iterative process.
Moreover, in practice the singular coefﬁcient matrix has often been made invertible by modifying the last element, since this can
be advantageous for the solver. However, the drawback is that the condition number becomes worse-conditioned. We show that this
problem can completely be remedied by applying the deﬂation technique with just one deﬂation vector.
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1. Introduction
Recently, moving boundary problems have received much attention in literature due to their applicative relevance in
many physical processes. One of the most popular moving boundary problems is modelling bubbly ﬂows, see e.g. [15].
These bubbly ﬂows can be simulated by solving the Navier–Stokes equations using for instance the pressure correction
method [5]. The most time-consuming part of this method is solving the symmetric and positive semi-deﬁnite (SPSD)
linear system on each time step, which is coming from a second-order ﬁnite-difference discretization of the Poisson
equation with possibly discontinuous coefﬁcients and Neumann boundary conditions:⎧⎪⎨⎪⎩
∇ ·
(
1
(x)
∇p(x)
)
= f (x), x ∈ ,

n
p(x) = g(x), x ∈ ,
(1)
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where p, , x and n denote the pressure, density, spatial coordinates and the unit normal vector to the boundary ,
respectively. The resulting singular linear system is
Ax = b, A = [ai,j ] ∈ Rn×n, (2)
where the coefﬁcient matrix A is SPSD. If b ∈ Col(A) then the linear system (2) is consistent and inﬁnite number of
solutions exists. Due to the Neumann boundary conditions, the solution x is determined up to a constant, i.e., if x1 is
a solution then x1 + c is also a solution where c ∈ Rn is an arbitrary constant vector. This situation presents no real
difﬁculty, since pressure is a relative variable, not an absolute one. In this paper we concentrate on the linear system
(2), which can also be derived from other problems besides the bubbly ﬂow problems. The precise requirements can
be found in the next section of this paper.
In many computational ﬂuid dynamics packages, see also [1,4,14], one would impose an invertible A, denoted by A˜.
This makes the solution x unique which can be advantageous in computations, for instance,
• direct solvers like Gaussian elimination can only be used to solve the linear systems when A is invertible;
• the original singular system may be inconsistent as a result of rounding errors, whereas the invertible system is
always consistent;
• the deﬂation technique requires an invertible matrix E : =ZTAZ which will be explained later on in this paper. The
choice of Z is only straightforward if A is non-singular.
One common way to force invertibility of matrix A in literature is to replace the last element an,n by a˜n,n = (1+)an,n
with > 0. In fact, a Dirichlet boundary condition is imposed at one point of the domain . This modiﬁcation results
in an invertible linear system
A˜x = b, A˜ = [a˜i,j ] ∈ Rn×n, (3)
where A˜ is symmetric and positive deﬁnite (SPD).
The most popular iterative method to solve linear systems like (3) is the preconditioned conjugate gradient (CG)
method (see e.g. [3]). After k iterations of the CG method, the error is bounded by (cf. [3, Theorem 10.2.6])
‖x − xk‖A˜2‖x − x0‖A˜
(√
− 1√
+ 1
)k
, (4)
where x0 denotes the starting vector and  = (A˜) = n/1 denotes the spectral condition number of A˜. Therefore,
a smaller  leads asymptotically to a faster convergence of the CG method. In practice, it appears that the condition
number  is relatively large, especially when  is close to 0. Hence, solving (3) with the CG method shows slow
convergence, see also [4,14]. The same holds if the ICCG method [9] is used. Since A˜ is an SPD matrix with a˜i,j 0
for all i = j , an incomplete Cholesky (IC) decomposition always exists [4].
ICCG shows good performance for relatively small and easy problems. However, it appears that ICCG still does
not give satisfactory results in more complex models, for instance when the number of grid points becomes very
large or when there are large jumps in the density of (1). To remedy the bad convergence of ICCG, (eigenvalue)
deﬂation techniques are proposed, originally from Nicolaides [13]. The idea of deﬂation is to project the extremely
large or small eigenvalues of M˜−1A˜ to zero, where M˜−1 is the IC preconditioner based on A˜. This leads to a faster
convergence of the iterative process, due to Expression (4) and due to the fact that the CG method can handle matrices
with zero-eigenvalues, see also [4]. The resulting method is called DICCG.
The deﬂation technique has been exploited by several other authors, e.g. [2,7,8,10–12]. The resulting linear system
which has to be solved is
M˜−1P˜ A˜x = M˜−1P˜ b, (5)
where P˜ denotes the deﬂation matrix based on A˜. We have already mentioned that the ICCG method shows slow
convergence after forcing invertibility of A. In this paper, we will investigate this phenomenon for the DICCG method.
Another DICCG approach to solve (2) without forcing invertibility is to solve
M−1PAx = M−1Pb, (6)
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Table 1
Notations for standard matrices and vectors where p, q, s ∈ N
Notation Meaning
e
(s)
p sth column of the p × p identity matrix I
e
(s)
p,q p × q matrix with q identical columns e(s)p
1p,q p × q matrix consisting of all ones
1p Column of 1p,q
0p,q p × q matrix consisting of all zeros
0p Column of 0p,q
whereM−1 is the IC preconditioner based onA and P is a speciﬁc deﬂation matrix, which should be constructed in such
a way that it can deal with the singular matrix A. Most papers on deﬂation, e.g. [2,7,8,10–12], deal only with invertible
systems. Applications of deﬂation to singular systems are described in [6,18,19]. In these papers, some suggestions
have been given how to combine singular systems with a deﬂation technique, but the underlying theory has not yet been
developed. In this paper, relations between the singular matrix A and the invertible matrix A˜ will be worked out using
the deﬂation matrices P and P˜ , to gain more insight into the application of the deﬂation technique for singular systems.
Moreover, we investigate the two DICCG approaches theoretically, especially by comparing the deﬂated systems
P˜ A˜ and PA and thereafter by comparing the preconditioned variants M˜−1P˜ A˜ and M−1PA. Thereafter, numerical
experiments will be done to investigate the convergence behavior of these approaches, which will be compared to
ICCG.
The outline of this paper is as follows. In Section 2 we introduce some notations, assumptions and deﬁnitions. We
compare the matrices P˜ A˜ and PA in Section 3. Moreover, we investigate the possibilities with deﬂation to solve the
problem of a worse condition number of the coefﬁcient matrix after forcing invertibility. Thereafter, in Section 4 the
comparison of P˜ A˜ and PA will be generalized to M˜−1P˜ A˜ and M−1PA. Results of numerical experiments will be
presented in Section 5 to illustrate the theory. Section 6 is devoted to the conclusions. For more details we refer to [17].
2. Notations, assumptions and deﬁnitions
We deﬁne some standard matrices and vectors which will be used through this paper, see Table 1.
Subsequently, the n × n matrix A satisﬁes two assumptions which are given below.
Assumption 1. Matrix A ∈ Rn×n is SPSD and singular. Moreover, the algebraic multiplicity of the zero-eigenvalue
of A is equal to one.
Assumption 2. Matrix A satisﬁes A1n = 0n.
Now, matrix A˜ is deﬁned in the following way.
Deﬁnition 1. Let A be given which satisﬁes Assumptions 1 and 2. Then A˜ is deﬁned by
a˜n,n = (1 + )an,n, > 0, (7)
and for the other indices i and j
a˜i,j = ai,j . (8)
Some consequences of Deﬁnition 1 can be found in the following two corollaries.
Corollary 1. Matrix A˜ is invertible, SPD.
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Corollary 2. Matrix A˜ satisﬁes A˜1n,n = an,ne(n)n,n. In particular, A˜1n = an,ne(n)n .
Next, let the computational domain be divided into open subdomains j , j = 1, 2, . . . , r , such that=⋃rj=1j
and
⋂r
j=1j =∅wherej isj including its adjacent boundaries. The discretized domain and subdomains are denoted
by h and hj , respectively. Then, for each hj with j = 1, 2, . . . , r , we introduce a deﬂation vector zj as follows:
(zj )i :=
{
0, xi ∈ h\hj ,
1, xi ∈ hj , (9)
where xi is a grid point of the discretized domain h and z0 = 1n. Subsequently, we deﬁne the so-called deﬂation
subspace matrices Z, Z˜ and Z˜0.
Deﬁnition 2. For r > 1, we deﬁne Z := [z1 z2 · · · zr−1] ∈ Rn×(r−1), Z˜ := [Z zr ] and Z˜0 := [Z z0]. For r = 1, only
Z˜ = [zr ] and Z˜0 = [z0] are deﬁned.
It can be observed that
Z˜1r = 1n. (10)
Finally, the deﬂation matrices can be deﬁned.
Deﬁnition 3. Matrices Pr, P˜r , Q˜r ∈ Rn×n are deﬁned as follows:
• Pr := I − AZE−1ZT, E := ZTAZ;
• P˜r := I − A˜Z˜E˜−1Z˜T, E˜ := Z˜TA˜Z˜;
• Q˜r := I − A˜Z˜0E˜−1Z˜T0 , E˜0 := Z˜T0 A˜Z˜0.
We observe that Pr is based on the singular matrix A, whereas both P˜r and Q˜r are based on the invertible matrix A˜
which only differ in the deﬂation subspace matrices. Moreover, note that E, E˜ and E˜0 are relatively small matrices,
since r>n in general.
It is essential to note that Z cannot be replaced by Z˜ in the expression of Pr , which is common in the deﬂation theory
for linear systems with invertible coefﬁcient matrices. In our case, deﬂation matrix Pr with Z˜ will be undeﬁned, since
E becomes singular. It can be observed that all deﬂation matrices as deﬁned in Deﬁnition 3 are well-deﬁned, sinceE, E˜
and E˜0 are all non-singular.
Subsequently, it is easy to show that PrA and P˜r A˜ are SPSD matrices like A. In addition, it is also straightforward
to show that these matrices are invariant for permutations, scaling and linear combinations of the columns of the
deﬂation subspace matrices Z and Z˜, respectively, as long as the column space of Z and Z˜ does not change. This leads
immediately to Lemma 1.
Lemma 1. Identity Q˜r = P˜r holds.
The resulting linear systems M˜−1P˜r A˜x = M˜−1P˜rb or M−1PrAx = M−1Prb with M˜−1 and M−1 to be IC precon-
ditioners associated to A˜ and A, respectively, can be solved using the CG method. This method is called DICCG-r.
Deﬁnition 4. DICCG-r is deﬁned as the CGmethod applied to the linear system M˜−1P˜r A˜x=M˜−1P˜rb orM−1PrAx=
M−1Prb.
Next, the eigenvalues i of a symmetric n × n matrix are always ordered increasingly, i.e., 12 · · · n.
Furthermore, let B be an arbitrary n × n SPSD matrix with rank n − r , so that 1 = · · · = r = 0. Note that all
eigenvalues of B are real-valued due to the symmetry of B. Then its effective condition number eff(B) is deﬁned by
eff(B) := n(B)/r+1(B).
From [11,Theorem2.6]we have 1(P˜r A˜)=2(P˜r A˜)=· · ·=r (P˜r A˜)=0.Moreover, the effective condition number of
P˜r A˜ decreases ifwe increase the number of deﬂation vectors, which follows from [11, Lemma2.10]. Finally, it is a trivial
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result that forcing invertibility of A leads automatically to a worse condition number, i.e., inequality (A˜)eff(A)
holds for all 0.
3. Comparison of the deﬂated singular and invertible matrix
In this section, we ﬁrst show that the condition number of A˜ is reduced to the condition number of A by a simple
deﬂation technique. More precisely, if P˜1 is the deﬂation matrix with one constant deﬂation vector based on A˜, then
the deﬂated matrix P˜1A˜ appears to be identical to the original singular matrix A. Thereafter, we show that even the
deﬂated variants of A˜ and A, denoted by P˜r A˜ and PrA respectively, are equal. As a consequence, solving Ax = b and
A˜x = b with a deﬂated Krylov iterative method leads in theory to the same convergence results.
3.1. Comparison of P˜1A˜ and A
Before giving the proof of the equality P˜1A˜ = A, we start with Lemma 2, where it will be shown that P˜1 is the
identity matrix except for the last row.
Lemma 2. P˜1 = I − e(n)n,n.
Proof. For r = 1 we have P˜1 = I − A˜z0E˜−1zT0 , where E−1 = 1/(zT0 A˜z0) = 1/(an,n) using Corollary 2. Hence,
P˜1 = I − (A˜1n,n/an,n) = I − e(n)n,n. 
Note that P˜1 has the properties that the last column is the zero-column and that the matrix consists of only the values
0, 1 and −1. Next, applying Lemma 2, we obtain the following theorem.
Theorem 1. Equality P˜1A˜ = A holds.
Proof. Due to Lemma 2, it is obvious to see that P˜1A˜ = A holds for all rows except the last one. The analysis of the
last row of P˜1A˜, which is (e(n)n − 1n)TA˜, is as follows. Since 1TnA = 0Tn and (e(n)n − 1n)TA˜ = (e(n)n − 1n)TA hold, this
yields (e(n)n − 1n)TA˜ = e(n)Tn A. Hence, the last rows of P˜1A˜and A are also equal which proves the theorem. 
Theorem 1 implies that, after applying deﬂation with r = 1, the invertible matrix A˜ becomes equal to the original
singular matrix A. It even appears that the results using this deﬂation technique are independent of the elements of the
last row of matrix A˜.
3.2. Comparison of P˜r A˜ and PrA
Theorem 2 is the main result of this section. In order to prove this theorem, a set of lemmas is required which is
stated below. The most important lemmas are Lemmas 3 and 6 which show that deﬂation matrix P˜r is invariant by
right-multiplication with deﬂation matrix P˜1 and that deﬂated systems P˜rA and PrA are identical.
Lemma 3. P˜r P˜1 = P˜r holds.
Proof. Note ﬁrst that by using Z˜TA˜Z˜1r = Z˜Tan,ne(n)n = an,ne(r)r it is obvious that the last column of E˜−1 is equal
to(1/(an,n))1n. Then, it can easily be seen that the last column of A˜Z˜E˜−1Z˜T is exactly e(n)n for all values of , resulting
in the fact that the last column of P˜r is the zero-vector 0n. Then, P˜r A˜1n = 0n for all > 0, where we have also applied
Corollary 2. Hence, this implies P˜r P˜1 = P˜r (I − A˜1n) = P˜r − P˜r A˜1n = P˜r . 
Lemma 4. There exists a matrix Y˜ := [zr+1 zr+2 · · · zn] such that
• matrix X := [Y˜ Z˜0] is invertible;
• the identity Z˜T0 A˜Y˜ = 0r,n−r holds.
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Proof. It is always possible to ﬁnd a matrix Y˜ such that Col(H)= Col(Y˜ )⊕ Col(Z˜0), where Col(Y˜ ) is an orthogonal
complement of Col(Z˜0). Then, by deﬁnition of the direct sum, X := [Y˜ Z˜0] is an invertible matrix. Furthermore, it is
known that Col(Y˜ ) = {y ∈ Rn | 〈w, y〉A˜ = 0 ∀w ∈ Col(Z˜0)}. In particular, for each w ∈ Z˜0 and for each y ∈ Y˜ we
have 〈w, y〉A˜ = wTA˜y = 0, which yields Z˜T0 A˜Y˜ = 0r,n−r . 
Lemma 5. The following equalities holds:
(i) (Pr − Q˜r − e(n)n zT0 )A˜z0 = 0n;
(ii) (Pr − Q˜r )A˜Z = 0n,r−1.
Proof. (i) Note ﬁrst that ZTA˜z0 = 0n and Z˜0E˜−10 Z˜T0 A˜z0 = Z˜0e(n)n = z0 hold. Combining these facts with Corollary 2
implies(
A˜Z˜0E˜
−1
0 Z˜
T
0 − AZE−1ZT
)
A˜z0 = A˜Z˜0E˜−10 Z˜T0 A˜z0 = A˜z0 = an,ne(n)n . (11)
With the help of the equalities e(n)n 1Tn = e(n)n,n and e(n)n,ne(n)n = e(n)n , we derive
e(n)n 1TnA˜z0 = an,ne(n)n,ne(n)n = an,ne(n)n . (12)
Finally, equalizing Eqs. (11) and (12) results in (Pr − Q˜r − e(n)n zT0 )A˜z0 = 0n.
(ii) It is clear that ZE−1ZTAzi =Ze(i)r = zi and Z˜0E˜−1Z˜T0 A˜zi = Z˜0e(i)r = zi for i = n. Note that A˜zi =Azi for all
i = 1, 2, . . . , r − 1. As a consequence,
(Pr − Q˜r )A˜zi = A˜Z˜0E˜−10 Z˜T0 A˜zi − AZE−1ZTAzi = A˜zi − Azi = 0n,
for all i = 1, 2, . . . , r − 1, which gives immediately (Pr − Q˜r )A˜Z = 0n,r−1. 
Lemma 6. Equality P˜rA = PrA holds.
Proof. We have (P˜r − Pr)A= 0n,n, if each row of Pr − P˜r contains the same elements. In other words, after deﬁning
B := (1, 2, . . . , n)T1Tn , it sufﬁces to prove that there exist some parameters i ∈ R, i = 1, 2, . . . , n, such that
(Pr − Q˜r − B)C = 0n,n (13)
is satisﬁed with C to be an arbitrary invertible matrix. Then, we will obtain immediately Pr − P˜r = B, since Q˜r = P˜r
holds due to Lemma 1.
The proof is as follows. Take C = A˜[Z˜0 Y˜ ], where Y˜ = [zr+1 zr+2 · · · zn] has the properties that the set {zi, i =
0, 1, . . . , n, i = r} is linearly independent and zT0 A˜Y˜=0n−r is satisﬁed.UsingLemma4,matrix Y˜ with these properties
can always be constructed.
Next, note that from the construction of Y˜ , we can derive ZTA˜zj = 0r−1 resulting in (Pr − Q˜r )A˜Y˜ = 0n,n−r . Note
also that due to Lemma 5, we have (Pr − Q˜r )A˜Z = 0n,r−1. In addition, we have also zT0 A˜Z = 0Tr and zT0 A˜Y˜ = 0Tn−r ,
using zT0 A˜Y˜ = 0n−r and A˜zi =Azi, ∀i = 1, 2, . . . , n, i = r . This yields B[A˜Z A˜Y˜ ] = 0n,n. Combining these results,
this implies (Pr − Q˜r − B)[A˜ZA˜Y˜ ] = 0n,n−1 for all i . Moreover, (Pr − Q˜r − B)A˜z0 = 0n holds due to Lemma 5
by taking 1 = 1 and 2 = 3 = · · · = n = 0.
Thus, (Pr − Q˜r −B)C = 0n,n with 1 = 1, 2 = 3 = · · · = n = 0 is satisﬁed and thereby the proof of the lemma
has been completed. 
Finally, Theorem 2 shows that the deﬂated singular system based onA is equal to the deﬂated variant of the invertible
system A˜, which is a rather unexpected result. The consequence of the theorem is that two different variants of the
deﬂated linear systems can be solved with theoretically the same convergence rate.
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Theorem 2. P˜r A˜ = PrA holds for all > 0 and r1.
Proof. Theorem 1, Lemmas 3 and 6 give us the equalities P˜1A˜ = A, P˜r P˜1 = P˜r and P˜rA = PrA, which hold for all
> 0 and r1. Hence, P˜r A˜ = P˜r P˜1A˜ = P˜rA = PrA. 
4. Comparison of the preconditioned deﬂated singular and invertible matrix
In the previous section we have shown that P˜r A˜=PrA holds. However, in general, the preconditioned variant of this
equality is not valid, i.e., M˜−1P˜r A˜ = M−1PrA. Recall that lim→0(A˜)=∞, whereas obviously lim→0eff(P˜r A˜)=
eff(PrA).
The topic of this section is to show that lim→0eff(M˜−1P˜r A˜) = eff(M−1PrA) holds, where we restrict ourselves
to the IC preconditioners. First, we deal with the comparison of the effective condition numbers of M−1A and M˜−1A
and thereafter we generalize these results to M−1PrA and M˜−1P˜r A˜.
The algorithm of computing the IC preconditioner can be found in for instance of [3, Section 10.3.2]. The lower
triangular part of the resulting matrix A is L and the IC preconditioner is formed by M =LLT. Analogously, M˜ = L˜L˜T
can be computed from A˜. Obviously, the IC preconditioners of A and A˜ are the same except the last element, since L
and L˜ differ only in the last element, i.e.,
M˜ − M = e(n)n e(n)Tn ,  ∈ R. (14)
By deﬁnition of the IC preconditioner, we derive mn,n = an,n and m˜n,n = a˜n,n and consequently  = m˜n,n − mn,n =
a˜n,n − an,n = an,n. This implies
lim
→0 = lim→0 an,n = 0. (15)
To prove the main theorem of this section, Lemma 7 is required. It gives information about the eigenvalues after
perturbation of matrix G. This lemma is a simpliﬁed variant of the original theorem of [16], see also [3, Section 8.7].
Lemma 7. Let F ∈ Rn×n be an SPSD matrix andG ∈ Rn×n be an SPD matrix. Let F −iG be the symmetric-deﬁnite
n × n pencil with 12 · · · n. Suppose EG is a symmetric n × n matrix that satisfy ‖EG‖22 <c(F,G). Then
F − 	i (G + EG) is symmetric-deﬁnite with 	1	2 · · · 	n, satisfying
| arctan(i ) − arctan(	i )| arctan
( ‖EG‖2
c(F,G)
)
, i = 1, 2, . . . , n, (16)
where the Crawford number c(F,G) of the pencil F −G is deﬁned by c(F,G)=min‖x‖2=1 (xTFx)2 + (xTGx)2 > 0.
Now it can be proven that the effective condition numbers of M−1A and M˜−1A are the same, if  → 0, see
Theorem 3.
Theorem 3. Let M−1 and M˜−1 be the corresponding IC preconditioners to A and A˜. Then lim→0eff(M˜−1A) =
eff(M−1A).
Proof. Note ﬁrst that A is SPSD while both M and M˜ are SPD matrices. This implies i (M−1A)=i (M−1/2AM−1/2)
and i (M˜−1A) = i (M˜−1/2AM˜−1/2) for all i = 1, 2, . . . , n. Therefore, the eigenvalues of both systems M−1A and
M˜−1A are all real-valued.
Now, the proof consists of three steps.
Step 1: Transforming eigenproblems to generalized eigenproblems. We deal with the eigenproblems
M−1Av = v, M˜−1Aw = 	w. (17)
These can be rewritten into (A − M)v = 0 and (A − 	M˜)w = 0, which are generalized eigenproblems. Due to
Eq. (14), expression M + EM = M˜ can be derived, where EM = e(n)n e(n)Tn ,  ∈ R is a symmetric matrix. This gives
‖EM‖2 = max{|1(EM)|, |n(EM)|} = .
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Step 2: Satisfying conditions of Lemma 7. Note that perturbation matrix EM is symmetric. Moreover, ‖EM‖22 <c
(A,M) holds due to the fact that there exists a parameter 0 > 0 such that for all < 0 yields 2 <c(A,M), since the
Crawford number c(A,M) does obviously not depend on . Hence, the conditions of Lemma 7 are satisﬁed.
Step 3: Application of Lemma 7. Note ﬁrst that lim→0 = 0 from Eq. (15). This implies lim→0(/c(A,M)) =
(1/c(A,M))lim→0 = 0, so also
lim
→0 arctan
(

c(A,M)
)
= 0. (18)
Now, the eigenvalues of (17) are related by Eq. (16) from Lemma 7, which is | arctan(i ) − arctan(	i )| arctan
(‖EM‖2/c(A,M)). Therefore, applying Eq. (18), this implies lim→0 arctan(i )=arctan(	i ), resulting in lim→0i =
	i , since the arctan-operator is bijective and continuous. Hence, the theorem follows immediately. 
Next, we compare the effective condition numbers of M−1PrA and M˜−1P˜r A˜. Recall that both A and PrA are SPSD
matrices. So in particular, we can substitute PrA into A in Theorem 3. Since P˜r A˜ = PrA holds due to Theorem 2, this
gives us the next theorem.
Theorem 4. Let M−1 and M˜−1 be the corresponding IC preconditioners to A and A˜. Then lim→0eff(M˜−1P˜r A˜) =
eff(M−1PrA).
Theorem 4 states that although M˜−1P˜r A˜and M−1PrA are not identical, their effective condition number are equal
for sufﬁciently small perturbation . As a result, two different variants of the preconditioned deﬂated linear systems
can be solved with theoretically the same convergence rate.
5. Numerical experiments
In this section we give the results of some numerical experiments. These experiments will illustrate the theoretical
results obtained in the previous sections.
We consider the 3-D Poisson problem as given in Eq. (1) with two ﬂuids 
0 and 
1, see also [15]. Speciﬁcally,
we consider two-phase bubbly ﬂows with air and water in a unit domain. In this case,  is piecewise constant with a
relatively high contrast:
=
{
0 = 1, x ∈ 
0,
1 = 10−3, x ∈ 
1,
where 
0 is water, the main ﬂuid of the ﬂow around the air bubbles, and 
1 is the region inside the bubbles. In the
ﬁrst part of the numerical experiments, we choose m = 23 = 8 bubbles with the same radii. In Fig. 1 one can ﬁnd the
geometry of this test case.
The resulting singular linear systemAx=b and also the invertible linear system A˜x=b are ill-conditioned due to the
presence of the bubbles.We apply ICCG and DICCG−r to solve the linear system.A random starting vector x0 and the
relative tolerance ‖M−1P(b−Ax˜k)‖2/‖M−1b−Ax0‖2 are chosen to be smaller than =10−8. It is easy to see that this
choice of relative tolerance for DICCG is equivalent to the relative tolerance of ‖M−1(b − Axk)‖2/‖M−1b − Ax0‖2
for ICCG. We vary the perturbation parameter  and the number of deﬂation vectors r in our experiments.
5.1. Results considering the invertible linear systems
The results of the above described test problem with A˜ can be found in Tables 2 and 3. In the case of ICCG, the
results of the singular matrix A are added for comparison.
From this table, one observes immediately that the results of DICCG−r are completely independent of , as expected
from the previous sections. Furthermore, if = 0 then the original singular problem has been solved. In this case, we
see that the required number of iterations for ICCG is equal to the number for DICCG − 1 when the problem with
arbitrary > 0 is solved. Moreover, note that increasing the number of deﬂation vectors r leads to a non-decreasing
number of iterations for DICCG − r . All these observations are in agreement with the theoretical results.
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X Y
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Fig. 1. Geometry of an air–water problem with eight air bubbles in the domain.
Table 2
Number of iterations of ICCG to solve the invertible linear system A˜x = b with m = 23 bubbles
 n = 323 n = 643
0 118 200
10−1 163 329
10−3 170 350
Table 3
Number of iterations of DICCG–r to solve the invertible linear system A˜x = b with m = 23 bubbles
 r n = 323 n = 643
10−1 1 118 200
10−1 23 57 106
10−1 43 57 106
10−3 1 118 200
10−3 23 57 106
10−3 43 57 106
Table 4
Number of iterations of ICCG to solve the invertible linear system A˜x = b with m = 33 bubbles and n = 323
 # Iterations
0 160
10−1 234
10−3 254
In Fig. 2(a) one can ﬁnd a plot of the residuals of ICCG and DICCG − r for our test case. From this ﬁgure, it can
be observed that ICCG shows an erratic convergence behavior, while DICCG − r converges almost monotonically.
Apparently, the approximations of the eigenvectors corresponding to the small eigenvalues are very good. Moreover,
we note that the residuals of DICCG − 23 and DICCG − 43 coincide. However, from Tables 4 and 5, it appears that if
we take m = 33 bubbles, then the results with r = 43 is much better than with r = 23.
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Fig. 2. Plots of the update residuals of ICCG, DICCG − 23 and DICCG − 33 in the test cases with n = 323 and = 10−3: (a) m = 23 bubbles; (b)
m = 33 bubbles.
Table 5
Number of iterations of DICCG–r to solve the invertible linear system A˜x = b with m = 33 bubbles and n = 323
 r # Iterations
10−1 1 160
10−1 23 134
10−1 43 64
10−3 1 160
10−3 23 134
10−3 43 64
Table 6
Number of iterations of DICCG − r to solve the singular linear system Ax = b and the invertible linear system A˜x = b with m = 23 bubbles
# Iterations
r n = 323 n = 643
(a) Ax = b
23 57 106
43 57 106
(b) A˜x = b with = 10−1
23 57 106
43 57 106
(c) A˜x = b with = 10−3
23 57 106
43 57 106
In Fig. 2(b) one can ﬁnd a plot of the residuals of ICCG and DICCG − r for our test case. Now, the residuals of
DICCG−43 decrease more or less monotonically, whereas the residuals of both ICCG and DICCG−23 are still erratic.
Obviously, in this case the small eigenvalues are worse approximated by the deﬂation technique compared by the case
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with m = 23 bubbles (cf. Fig. 2(a)). The reason is not only the position of the bubbles with respect to the subdomains,
but also the increased number of bubbles is more difﬁcult to treat with a constant number of deﬂation vectors.
5.2. Comparison of the results between singular and invertible linear systems
In the above experiments, we have not yet tested DICCG− r in cases for singular linear systems. In Table 6 we have
compared these to the results using the invertible linear systems. Recall that in the singular case, DICCG − r applies
r − 1 instead of r deﬂation vectors. Note further that DICCG − 1 is not deﬁned in this case.
From Table 6 we observe immediately that the results considering singular matrices (Table 6(a)) are the same as
the results of the corresponding test cases with invertible matrices (Tables 6(b) and (c)). Indeed, the two different
approaches of the deﬂation technique considering both the singular and invertible matrices are equivalent, which
conﬁrms the theory.
6. Conclusions
In this paper, we have analyzed a singular matrix coming from for instance the Poisson equation. This matrix can
be made invertible by modifying the last element, while the solution of the resulting linear system is still the same.
Invertibility of the matrix gives several advantages for the iterative solver. The drawback, however, is that the condition
number becomes worse compared to the effective condition number of the singular matrix. It appears that this problem
with a worse condition number can completely be remedied by applying the deﬂation technique with just one deﬂation
vector.
Moreover, the deﬂated singular and invertible matrices have been related to each other. For special choices of the
deﬂation vectors, these matrices are even identical. These results can also be generalized for the preconditioned singular
and invertible matrices. This means that the two variants of deﬂated and preconditioned linear systems results in the
same convergence of the iterative process. Results of numerical experiments conﬁrm the theoretical results and show
the good performance of the iterative method including the deﬂation technique. In literature deﬂation methods have
already been proven to be efﬁcient for invertible linear systems. In this paper we have shown that they can also be
easily adapted for singular linear systems.
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