The problem of estimating the mean of a normal vector with known but unequal variances introduces substantial difficulties that impair the adequacy of traditional empirical Bayes estimators. By taking a different approach that treats the known variances as part of the random observations, we restore symmetry and thus the effectiveness of such methods. We suggest a group-linear empirical Bayes estimator, which collects subsets of observations with similar variances and applies a James-Stein-type estimator to each group separately. Our estimator has a stronger asymptotic oracle property than usual empirical linear Bayes estimators and at the same time is minimax; The group-linear estimator is particularly advantageous in situations where the true means and observed variances are empirically dependent.
Introduction
Let X = (X 1 , ..., X n )
T , θ = (θ 1 , ..., θ n ) T and V = (V 1 , ..., V n ) T and suppose that
independently for 1 ≤ i ≤ n. This includes the case of nonrandom θ and V . In the heteroscedastic normal mean problem, the goal is to estimate the vector θ based on X and V . Hence we assume that in addition to the random observations X 1 , ..., X n , the variances V 1 , ..., V n are available. For squared loss, L(θ, θ) = 1 n θ − θ 2 = 1 n n i=1 ( θ i − θ i ) 2 , this problem has been widely studied for both the special case of equal variances, V i ≡ σ 2 , and the more general case above, and alternative estimators to the usual (Maximum Likelihood) estimator θ M L (X) = X have been suggested that perform better, in some sense, in terms of the risk R n (θ, θ) = E[L(θ, θ(X))|θ], regardless of θ. Here and elsewhere, unless otherwise stated, we suppress in notation the dependence of the risk function on V .
In the homoscedastic case such shrinkage estimators go back, of course, to the James-Stein estimator,
which, for n ≥ 3, has strictly smaller risk than θ M L for any θ. This estimator can be derived as an empirical Bayes estimator under a model that puts θ ∼ N n (0, γI), independently of V , where γ is unspecified and "estimated" from the data X. Equivalently, as observed in Efron and Morris (1973b) , the James-Stein estimator is an empirical version of the linear Bayes rule (that is, the linear estimator with smallest Bayes risk) when θ is only assumed to have i.i.d. components, not necessaryily normally distributed. Therefore, the James-Stein estimator also performs well with respect to the usual estimator in terms of the Bayes risk when θ really is random with i.i.d. components. Efron and Morris (1973b, Section 9) analyze and quantify relative savings in Bayes risk when using the true linear Bayes rule versus the James-Stein rule.
What is more, the James-Stein estimator has certain attractive asymptotic optimality properties uniformly in θ. Let D S = { θ : θ i (X) = t(X i ) for some t : R → R}. We say that an estimator is simple if θ i (X) = t i (X i ) for functions t i : R → R. We say that an estimator is symmetric if θ(τ (X)) = τ ( θ(X)) for all permutation operators τ . Then D S is the class of simple, symmetric estimators. If D S denotes the class of estimators in D S that are also linear in X, it holds that for all θ (with a mild restriction on the sequence θ i , i = 1, 2, ..), ). The striking fact that the oracle performance exhibited in (3) is possible without knowing θ, a target of the kind set up an pursued by Herbert Robbins, can be intuitively understood from the connection between the original n−dimensional estimation problem with fixed θ and a one-dimensional Bayesian estimation problem. Indeed, as presented in Zhang (2003) , for θ ∈ D S with θ i (X) = t(X i ),
where the expectation in the last term is taken over the pair (θ, X) of random variables jointly distributed according to
I{θ i ≤ θ}, X|θ ∼ N (θ, σ 2 ).
As such, the problem is equvalent to a one-dimensional Bayesian estimation problem, and the optimal rule in D S has θ * i (X) = (1 − b * n )X i where (1 − b * n )X is the best linear predictor of the random variable θ based on the random variable X, namely b * n = σ 2 /E θ (X 2 ). While b * n depends on θ, this dependence is only through 1/E θ (X 2 ), which for large n is well approximated by (n − 2)/ X 2 (this estimator is exactly unbiased for 1/E θ (X 2 ) under θ = 0). In the heteroscedastic case there is no such agreement as in the homoscedastic case between minimax estimators and existing empirical Bayes estimators regarding how the components of X should be shrunk relatively to their individual variances. Indeed, existing parametric empirical Bayes estimators, which usually start by putting again an i.i.d. normal prior on the elements of θ and therefore shrink X i in proportion to V i , are in general not minimax. And vice versa, minimax estimators do not provide substantial reduction in the Bayes risk, essentially undershrinking on components with larger variances, and in some constructions (e.g. Berger, 1976) even shrink X i inversely in proportion to V i . Nontrivial spherically symmetric shrinkage estimators that have been suggested, that is, estimators that shrink all components by the same factor regardless of V i , exist only when the V i satisfy certain conditions that restrict how much they can be spread out. See Tan (2015) for a concise review of some existing estimators and references therein for related literature.
There have been attempts to moderate the respective disadvantages of estimators resulting from either of the two approaches. For example, among the class of empirical Bayes estimators arising from the hierarchical model
with unspecified µ and γ, Xie et al. (2012, XKB hereafter) suggested to plug into the Bayes rule
values ( µ, γ) = arg min µ,γ R(µ, γ; X) where R(µ, γ; X) is an unbiased estimator of the risk of θ µ,γ . This reduces the sensitivity of the estimator to how appropriate model (5) is, as compared to the usual empirical Bayes estimators, that use Maximum Likelihood or Method-of-Moments estimates of µ, γ under (5). On the other hand, Berger (1982) suggested a modification of his own minimax estimator (Berger, 1976) inspired by an approximate robust Bayes estimator (Berger, 1980) , that improves Bayesian performance while retaining minimaxity; Tan (2015) recently suggested a minimax estimator with a simpler form, that has similar properties.
As in (3), empirical Bayes rules resulting from an exchangeable prior on θ are well motivated in the homoscedastic case even when θ i are deterministic, owing to the symmetry of the decision problem with respect to the components 1 ≤ i ≤ n. Indeed, together with the additivity of the loss function, the fact that
for a common distribution f , allows us to write the risk of θ ∈ D S as a Bayes risk, and hence set the minimum linear Bayes risk as a benchmark for all θ ∈ D S . In the unequal variances case, on the other hand, the problem does not immediately admit a compound decision structure as before, because instead of (7) we now have
, violating the symmetry referred to above. Consequently, if θ i (X, V ) = t(X i , V i ) is allowed to depend on X i and V i only, then it is not immediately evident what oracle rule might set a reasonable benchmark for an empirical Bayes estimator. This raises some questions, for example: how well can the approach pursued by any empirical Bayes estimator starting from (5) ever expect to perform? Is there a more ambitious goal that is still asymptotically achievable?
We show that symmetry can be restored in the heteroscedastic case to produce a counterpart of (4), which, in turn, gives rise to a useful benchmark. In essense, our observation comes from taking a point of view in which the "observed data" associated with the unknown parameter θ i is the pair (X i , V i ) instead of just X i . This will lead to a connection between the risk of an estimator θ i (X, V ) = t(X i , V i ) and the Bayes risk of the estimator t(X, V ) for a random triplet (X, θ, V ), where X|(θ, V ) ∼ N (θ, V ) and the joint distribution of θ and V is determined by
We then take a similar approach to Efron and Morris (1973b) in setting out to mimic the rule t(X, V ) with smallest Bayes risk among all rules that are linear in X, with no normality assumption on the distribution of θ|V . We suggest an empirical Bayes block-linear estimator, that groups together observations with similar variances and applies a spherically symmetric minimax estimator to each group separately. A qualitative desctiption of our results follows in the next section.
The paper is organized as follows. In Section 2 we present the estimation of a heteroscedastic mean as a compound decision problem, for simple, symmetric estimators. Section 3 presents a spherically symmetric minimax estimator for a heteroscedastic normal vector. Our group-linear empirical Bayes estimator is introduced in Section 4, where we discuss its properties and prove two oracle inequalities that establish its asymptotic optimality within a class in the case where (X i , θ i , V i ), i ≤ n are independent and identically distributed. In Section 5 we present a simulation study, and in Section 6 we apply our estimator to the Baseball data of Brown (2008) and compare it to some of the best-performing estimators that have been tested on this dataset.
A Compound Decision Problem for the Heteroscedastic Case
Let X, θ and V be as in (1). Denote by D S the set of all simple and symmetric estimators in (X, V ), namely, θ i (X, V ) = t(X i , V i ) for some function t (we reuse the notation D S from the previous section for simplicity, hoping this will cause no confusion).
where the expectation in the last term is taken over the random vector (X, θ, V, I) T distributed according to
where d = means equal in distribution. We emphasize the distinction throughout between the vectors X, θ, V and the random variables X, θ, V . In particular, X is a random vector with random components X i , 1 ≤ i ≤ n, but θ and V may be nonrandom vectors; whereas X, θ and V are always random variables, by (9).
Again we stress that (8) holds also when the pairs (θ i , V i ) are deterministic. The identity (8) is easily verified by calculating the expectation on the right hand side when first conditioning on I, and says that for a simple, symmetric estimator in (X, V ), the risk is again equivalent to the Bayes risk in a one-dimensional estimation problem. Note that (8) can be interpreted as an application of (4) to a compound decision problem as originally intended by Robbins -consisting of n identical copies of a single decision problem -except that the data associated with the unknown parameter θ i is now the pair (X i , V i ) with a distribution given by the conditional distribution of (X, V )|(θ = θ i ) in (9). Now consider θ ∈ D S with t linear (affine, in point of fact, but with a slight abuse of teminology we will use the former for convenience) in X,
The corresponding Bayes risk in (8) is
Since
the minimizers of
and hence also of (11), are
and the minimum Bayes risk is
Therefore, (15) is a lower bound on the risk achievable by any estimator of the form (10), and θ a * n ,b * n is the optimal such decision rule. Note that any estimator of the form (6) is also of the form (10), but not vice versa.
To highlight the difference between the oracle of the form (10) and an oracle of the form (6), the connection to a one-dimensional Bayesian problem in (8) allows us to focus on a 3-tuple of random variables (X, θ, V ) with the known (since oracle rules are considered now) joint distribution (9). Hence, X and V are observed and an estimator t(X, V ) incurs loss (t(X, V ) − θ)
2 . The optimal rule linear in X is
where µ * n (v) = E(θ|V = v) and γ * n (v) = Var(θ|V = v); this is just rewriting of (14) in terms of µ * n (·) and γ * n (·) instead of a * n (·) and b * n (·), which is convenient for the purpose of the current discussion. In contrast, the oracle rule of the form (6) looks for the best constants γ n , µ n in (16). If θ and V are independent, γ * n (v) and µ * n (v) are indeed constant in v, and the oracle rules coincide. However, if θ and V are not independent, (16) might have strictly smaller risk. The estimator (16) allows different shrinkage factor (through γ * n (v)) and location (through µ * (v)) for different values of v, as opposed to using a common shrinkage factor and location (regardless of v). To conclude, we demonstrate these differences in an example.
Example 1 (XKB, Section 7, Example 5). (X, θ, V ) are distributed so that V ∼ 0.5 · 1 {V =0.1} + 0.5 · 1 {V =0.5} , θ|(V = 0.1) ∼ N (2, 0.1), θ|(V = 0.5) ∼ N (0, 0.5) and X ∼ N (θ, V ). The best rule t(X, V ) which is linear in X, i.e., the rule of that form with minimum Bayes risk, is
which is easily seen noting that conditionally on V the usual normal-normal problem (with only θ random) arises. The corresponding Bayes risk is E[V (1 − 1/2)] = 0.15. On the other hand, the best rule of the form t(X, V ) = X − V V +γ (X − µ) has γ ≈ 0.83 and µ ≈ 0.15, with Bayes risk ≈ 0.194, about 30% higher than that of the best linear-in-x rule.
Our results may now be described more precisely. We suggest an estimator which (i) is minimax for all n and (ii) asymptotically achieves the oracle risk (15) 
., the functions a * n and b * n and the corresponding risk r n (a * n , b * n ) indeed do not depend on n. In the case r(a * , b * ) = 0, Theorem 2 also gives a rate of converges under appropriate smoothness conditions on the functions a * , b * . Although it is not considered in the current work, an analogue of (ii) could be stated for the nonrandom situation,
with deterministic θ i and V i . In this case, to ensure that the limit does not depend on n, suppose that the empirical joint distribution
Then if we define the risk for candidates a n , b n to be computed with respect to G, our estimator has r( a n , b n ) → r(a * , b * ) under appropriate conditions on a * , b * . Finally, a comment is in place regarding nonparametric estimators. Existing nonparametric empirical Bayes estimators, such as the semiparametric estimator of XKB and the nonparametric method of Jiang and Zhang (2010) , target the best predictor g(X, V ) of θ where g is restricted to some nonparametric class of functions. While the optimal g may indeed be a non-linear function of X, these methods implicitly assume independence between θ and V . If under the the distribution in (9), θ and V are "far" from independent, these methods can still suffer from the gap between the optimal predictor g(X, V ) assuming independence, and the true Bayes rule, namely, E(θ|X, V ). Therefore, in some cases the oracle rule (16) might still have smaller expected loss than the oracle choice of g computed under independence of θ and V .
A Spherically Symmetric Shrinkage Estimator
In this section suppose that θ, V and X are as in (1) where θ is nonrandom and unknown and V is nonrandom and known. We present a family of spherically symmetric estimators that shrink toward an unknown location, which will serve as a building block for the group-linear estimator of the following section. The version of our estimator that shrinks toward a known mean, and sufficient conditions for its minimaxity, appear (in a slightly more general form) in Lehmann and Casella (1998, Theorem 5.7) and reviewed in Tan (2015) .
2 /(n−1) and c n is a positive constant. Let V max = max i≤n V i and
( 18) Remarks:
2. The main reason for using X is analytical simplicity. When θ i are all equal, the MLE of the common mean is the weighted least squares estimate (
In the homoscedastic case V max = V and c * n = (n − 3)/(n − 1) is the usual constant for the James-Stein estimator that shrinks toward an unknown mean. In the heteroscedastic case, a sufficient condition for minimaxity of the version of the estimator above that shrinks toward zero, appears in (see, e.g., Tan, 2015) as 0 ≤ c n ≤ 2{1 − 2(V max /V )/n}. This is consistent with Lemma 1.
Proof of Lemma 1. To carry out the analysis, it suffices to consider 0 < c n ≤ 2c *
Estimators θ c in the family described above have a risk function that never exceedsV , but its usefulness in the heteroscedastic case is limited because it includes only the usual estimator θ M L unless c * n > 0, i.e., V max /V < (n − 1)/2. The estimators of θ that we suggest in the following sections, however, only use block-wise versions of θ c , applying it separately to subsets of observations with similar variances V i . Whereas the magnitude of V max /V may be large when the entire vector V is considered, this ratio is more or less controlled on each bin when V is partitioned. Hence the estimator θ c is potentially much more useful, and likely to provide actual shrinkage.
Group Linear Shrinkage Methods
Sections 1 and 3 set the stage for introducting an empirical Bayes estimator, which employs the spherically symmetric estimator to mimic the oracle rule θ a * ,b * . When the number of distinct values V i is very small compared to n, as in Example 1, it is natural to mimic the oracle rule (16) by applying a James-Stein estimator separately to each group of homoscedastic observations; under appropriate conditions, this estimator asymptotically approaches the oracle risk (14). Moreover, as long as the size of each sub-group is bigger than 2, this estimator has risk strictly smaller than the minimax risk V , because it does for each sub-group.
The situation in the general heteroscedastic problem, when the number of distinct values V i is not very small compared to n, is not as obvious, but the expression for the optimal function a * and b * in (14) suggests grouping together observations with similar variances V i , and then applying a James-Stein-type estimator separately to each group. The spherically symmetric estimator of section 3 is an appropriate candidate to use for each of the separate groups, as the variances are only approximately, but not exactly, equal to each other. The resulting estimator is also minimax, as it is minimax on each group by Lemma 1 (in fact, is likely to attain strictly smaller risk than V since c * n , at least for some intervals, is likely to be strictly positive). Before defining our group-linear estimator, we remark that block-linear shrinkage has been suggested before for the homoscedastic case by Cai (1999) as an alternative to block-thresholding estimators in the context of wavelet estimation. We mention this approach because of the similarity in structure to our heteroscedastic mean estimator; otherwise, the estimator of Cai (1999) is motivated from an entirely different perspective, and addresses a very different oracle rule (which is itself a blockwise rule, unlike the oracle associated with our procedure). On the other hand, Tan comments briefly that block shrinkage methods building on his own "minimax Bayes" estimator can be considered to allow different shrinkage patterns for observations with different sampling variances. This is very much in line with the approach we pursue in the current paper.
Definition 1 (Group-linear Empirical Bayes Estimator for a Heteroscedastic Mean). Let J 1 , . . . , J m be disjoint intervals and denote
Define a corresponding group-linear estimator θ GL componentwise by
and note that θ i = X i when V i ∈ ∪ m k=1 J k or V i ∈ J k for some k with c k = 0. Theorem 1. Let r(a, b) be as defined in (11), a * and b * as defined in (14) and c * n as defined in Lemma 1. For θ = θ GL in Definition 1 with c n = c * n the following holds.
1. Under the Gaussian model (1) with deterministic (θ i , V i ), i ≤ n, the risk of θ is no greater than that of the naive estimator θ M L and therefore θ is minimax
for any sequence V = (V 1 , ..., V n ) such that the following conditions hold: With |J| being the length of interval J,
Remark 1. The continuity of shrinkage factor and location a * (v), b * (v) allows to borrow strength from neighboring observations with similar variances. To asymptotically mimic the performance of the oracle rule, max 1≤k≤m |J k | → 0, min 1≤k≤m n k → ∞ are necessary at the place where shrinkage is needed. The only intrinsic assumption is lim sup n→∞ n i=1 V i /n < ∞, essentially 'equivalent' to bounded expectation of V . It ensures that max 1≤k≤m |J k | → 0, min 1≤k≤m n k → ∞ is satisfied when ∪ m k=1 J k are chosen to cover most of the observations and at the same time lim sup n→∞ n i=1 V i I {V i / ∈∪ m k=1 J k } /n = 0, which takes care of the remaining observations (large or isolated V i ), guaranteeing that their contribution to the normalized risk is negligible. Remark 2. A statement regarding the marginal Bayes risk, when expectation is taken over V in (21), can be obtained in a similar way if replacing the conditions on the individual sequence V with bounded expectation of the random variable V . We skip this for simplicity.
The case r(a * , b * ) = 0, corresponding to the situation where θ = a * (V ) is a deterministic function of V (equivalently, b * (V ) ≡ 1), calls for a finer result than (21) regarding the rate of convergence of the excess risk. Note that, when θ and V are deterministic, θ = a * (V ) if and only if there are no two distinct values of θ i with the same variance V i , in which case the oracle rule indeed sets a * (V i ) = θ i , b * (V i ) = 0 and incurs zero loss. The precision in estimating the function a * , secondary to that in estimating b * when r(a * , b * ) > 0, becomes crucial here. Noting that, trivially, θ = a
is a nonparametric regression model, i.e., θ i is a deterministic measurable function of V i . In this case, the rate of convergence in (21) depends primarily on the smoothness of the function a * (v). The following theorem states that our group-linear estimator attains the optimal convergence rate under a Lipschitz condition, at least when V is bounded. In the homoscedastic case the smoothing feature of the James-Stein estimator was studied in Li and Hwang (1984) . 
for any deterministic sequence V = (V 1 , ..., V n ).
For the asymptotic results in Theorems 1 and 2 to hold, it is enough to choose bins J k of equal length |J| = 11V 2 max nL 1 3 . However, in realistic situations, where n is some fixed number, other strategies for binning observations according to the V i might be more sensible. For example, Lemma 1 and the first remark that follows it, suggest that binning such that max{V i : i ∈ J k } /V k , rather than max{V i : i ∈ J k } − min{V i : i ∈ J k }, is fixed, is more appropriate. Hence we propose to bin observations to windows of equal lengths in log(V i ) instead of V i . Furthermore, instead of the constant multiplying n −1/3 in |J|, which may be suitable when the V i range between 0 and 1, we suggest in general to fix the number of bins to n 1/3 , i.e., divide log(V i ) to bins of equal length |range{log(V i )}|/n 1/3 . On a finer scale, for a given choice of {J k }, there is also the question whether any two groups should be combined together, and the shrinkage factors adjusted accordingly; this issue arises even in the homoscedastic case (cf. Efron and Morris, 1973a) .
More ambitiously, one might try to choose the common bin length (or bins of unequal length) with a data-dependent method, for example, by conisdering a group-linear estimator θ k using k equal-length bins on log(V i ), and ultimately setting θ = θ
and where R(k; X) is an unbiased estimator of the risk of θ k . The disadvantage of such databased methods is that the minimxity of the group-linear estimator is typically lost. On the other hand, minimaxity is preserved when the values of V i , but not X i , are used in deciding how to bin the observations, and it certainly makes sense to use this information to choose bins J k of unequal lengths, when it seems appropriate from the empirical distribution of V i .
Simulation Study
In this section we carry out a simulation study using the examples of XKB, and compare the performance of our group-linear estimator to the methods proposed in their work. In each example,
various estiamtors are then applied to the data (X i , V i ), 1 ≤ i ≤ n, and the normalized sum of sqrared error is computed (the last example is the only exception, with X i drawn from a different distribution than N (θ i , V i ) given θ i and V i , to assess sensitivity to departures from the basic model). For each value of n in {20, 40, 60, ..., 500}, this process is repeated N = 10, 000 times to obtain a good estimate of the (Bayes) risk for each method. Among the empirical Bayes estimators proposed by XKB we conside the parametric SURE estimator given by
where γ and µ mimimize an unbiased estimator of the risk (SURE) for estimators of the form θ µ,γ i
over µ and γ. We also consider the semiparametric SURE estimator of XKB with shrinkage towards the grand mean, defined by 
The group-linear estimator θ GL of Definition 1 is applied here with the bins J k formed by dividing the range of log(V i ) into n 1/3 equal length intervals, as per the discussion concluding section 4. As benchmarks, in each example we also compute the two oracle risks r(µ * , γ * ) = min µ,γ∈R γ≥0
and
corresponding to the optimal rule in the parametric family of estimators considered in XKB, and to the optimal linear-in-x rule of section 2, respectively. (µ * and γ * are numbers whereas a * and b * are functions; the notation on the left hand sides of (25) and (26) should be understood here simply as the Bayes risk indexed by the appropriate quantities, and not as defined in (11)). In (25) and (26) the expected value is taken over (X, θ, V ) distributed as (X i , θ i , V i ) in each example. Table 1 displays the oracle shrinkage location and shrinkage factors corresponding to (25) and (26): µ * and v/(v + λ * ) for the XKB family of estimators, and a * (v) and b * (v) for the family of estimators linear in X. Figure 1 shows the average loss across the N repetitions for the parametric SURE, semiparametric SURE and the group-linear estimators, plotted against the different values of n. The horizontal line corresponds to r(µ * , γ * ). The general picture arising from the simulation examples is consistent with our expectation that the limiting risk of the group-linear estimator (25)) and to the family of estimators that are linear in X (equation (26)). 
is smaller than that of both the parametric SURE estimator, as r(a * , b * ) ≤ r(µ * , γ * ), and the semiparametric SURE estimator, as r(a * , b * ) ≤ inf{r(a, b) : b(v) monotone increasing in v}. For moderate n, whenever θ and V are independent, the SURE estimators are appropriate and achieve smaller risk, and when θ is furthermore normally distributed, the parametric SURE performs substantially better than the rest due to increased precision in estimating the shrinkage factor and shrinkage location. In contrast, the situations where θ and V are dependent are handled best by the group-linear estimator, and it indeed achieves significantly smaller risk than both SURE estimators.
(a) Example 7.1 of XKB. In this example V ∼ Unif(0.1, 1) and θ ∼ N (0, 1), independently, and X ∼ N (θ, V ). The parametric form of the estimators used in XKB is appropriate here as θ and V are independent and θ is normally distributed, and indeed the parametric SURE estimator performs best among the estimators considered. Still, the grouplinear estimator does at least as good as the semiparametric SURE across values of n, both estimators having some nonparametric aspect to them. As n → ∞, the group-linear and the parametric SURE estimator have the same limiting risk ≈ .3357. The asymptotic performance of the semiparametric SURE estimatoar is comparable.
(b) Example 7.2 of XKB. In this example V ∼ Unif(0.1, 1) and θ ∼ Unif(0, 1), independently, and X ∼ N (θ, V ). Similarly to the pervious example, the parametric SURE estimator has substantially smaller risk than the group-linear estimator because of independence of θ and V . The semiparametric SURE estimator also performs better in this example. Nevertheless, the grouplinear estimator again has the same asymptotic risk≈ .0697 as the the parametric SURE estimator, and the semiparametric SURE estimator performs comparably as n tends to infinity.
(c) Example 7.3 of XKB. This time V ∼ Unif(0.1, 1), θ = V and X ∼ N (θ, V ). θ and V are strongly dependent here, and indeed the gap between the two oracle risks, r(µ * , γ * ) ≈ .0540 and r(a * , b * ) = 0 is material. The advantage of the group-linear estiator over the SURE estimators is seen already for moderate values of n. Although it is hard to tell from the figure, the limiting risk of the semiparametric SURE is slightly smaller than that of the parametric SURE, because of the improved capability of the semiparametric oracle to accommodate the dependence between θ and V .
(d) Example 7.4 of XKB. Here V ∼ Inv-χ 2 10 , θ = V and X ∼ N (θ, V ). θ is still a deterministic function of V , but it takes larger values of n for the group-linear to outperform the SURE estimators; this is not seen before n = 500. This seems to be cuased because of the nonuniform distribution of the V i , and is somewhat mitigated by considering log(V i ) when binning the observations, but not completely. For reference, when we used the (oracle knowledge of the) fact that V ∼ Inv-χ 2 10 and applied the group-linear estimator to the transformed variables F (V i ) where F is the distribution function of a Inv-χ 2 10 random variable, the average loss approached the oracle risk 0 much faster in n. Still, the risk of the group-linear estimator approaches r(a * , b * ) = 0 while the risk of the parametric SURE estimator approaches .0051.
(e) Example 7.5 of XKB. In this example, with probability 0.5 V = 0.1 and with probability 0.5 V = 0.5; θ|(V = 0.1) ∼ N (2, 0.1) and θ|(V = 0.5) ∼ N (0, 0.5); and X ∼ N (θ, V ). In this "twogroups" case, in each variance group, {i : V i = 0.1} and {i : V i = 0.5}, the group-linear estimator reduces to a (positive-part) James-Stein estimator, and performs significantly better than the SURE estimators. While not plotted in the figure, the other semiparametric SURE estimator of XKB, which uses a SURE criterion to choose also the shrinkage location, achieves significantly smaller risk than the SURE estimators we considered here; still, its limiting risk is 0.1739, which is abour 16% than that of the group-linear estimator. The limiting risks of the parametric SURE estimator and of the group-linear estimator are r(µ * , γ * ) = 0.1947 and r(a * , b * ) = 0.15, respectively.
(f) Example 7.6 of XKB. Lastly, V ∼ Unif(0.1, 1), θ = V and X ∼ Unif(θ − √ 3V , θ + √ 3V ), violating the normality assumption for the data. The group-linear estimator is again seen to outperform the SURE estimators starting at relatively small values of n, and its risk still tends to the oracle risk r(a * , b * ) = 0. By contrast, the risk of the parametric SURE estimator approaches r(µ * , γ * ) = 0.054. The semiparametric SURE estimator does just a little better, with its risk approaching ≈ 0.0423.
Real Data Example
We now turn to a real data example to test our group-linear methods. We use the popular baseball data of Brown (2008), which contains batting records for all Major League baseball players in the 2005 season. As in Brown (2008) , the entire season is split into two periods, and the task is to predict the batting averages of individual players in the second half-season based on records from the first half-season only. Denoting by H ji the number of hits and by N ji the number of at-bats for player i in period j of the season, it is assumed that
As suggested in Brown (2008), a variance-stabilizing transformation is first applied,
and {(X 1i , N 1i )} are then used to estimate the means {θ i }. To measure the performance of an estimator θ, we use the Total Squared Error,
suggested by Brown (2008) as an unbiased estimator of the risk of θ. Following Brown (2008), only players with at least 11 at-bats in the first half-season are considered in the estimation process, and only players with at least 11 at-bats in both half-seasons are considered in the validation process, namely, when evaluating the TSE. Table 2 shows TSE for various estimators when applied (i) to all players, (ii) to pitchers only and (iii) to nonpitchers only. The values in the table are fractions of the TSE for the naive estimator, which, in each of the cases (i)-(iii), simply predicts X 2i by X 1i . We included values for various estimators reported in Table 2 of XKB, who surveyed some of the best-performing parametric and nonparametric estimators that had been previously applied to this dataset. In the table, the Grand mean estimator uses the simple average of all X 1i ; the extended positive-part James-Stein estimator is given by
θ M is the parametric empirical Bayes estimator of XKB using the SURE criterion to choose both the shrinkage and the location parameter; θ SG is the semiparametric SURE estimator of XKB that shrinks towards the grand mean; The nonparametric shrinkage methods of Brown and Greenshtein (2009), the weighted least squares and nonparametric maximum likelihood estimators of Zhang (2009, 2010 ) (with and without number of at-bats as covariate) and the binomial mixture estimator of Muralidharan et al. (2010) are also included in the table. As in the simulations, the group-linear estimator is applied to the data using equal length bins on log(
), partitioning the observations into eight groups.
The table shows that the group-linear estimator performs very well in predicting batting averages for all players relative to the other estimators. It has virtually the same prediction error as the nonparametric MLE method, which achieves the minimum error overall, although the two estimators are derived from very different perspectives. As discussed in Brown (2008), nonconformity to the hierarchical normal-normal model, on which most parametric empirical Bayes estimators are based, is evident in the data: First of all, pitchers tend to have better batting averages than non-pitchers, making it more plausible to believe that the θ i come from a mixture of two normal distributions than from a single normal distribution. Second, players with higher batting averages tend to play more, suggesting that there is statistical dependence between the true means, θ i , and the sampling variances of X i . While the nonparametric MLE method handles well non-normality in the "prior" distribution of the θ i , its derivation still assumes statistical independence between the true means and the sampling variances. The group-linear estimator, on the other hand, performs well in this example exactly because it is able to accommodate statistical dependence between the true means and the sampling variances. Figure 2 , a counterpart of Figure 2 in XKB, plots the coefficient of X i (one minus the shrinkage factor) for the parametric SURE estimator θ M and the group-linear estimator when each is applied to all batters; As opposed to the monotone decreasing shrinkage factor (2008): "True" batting average seems to increase with number of at-bats (or decrease with V i ), and the variances are also not independent of N i (otherwise, as long as the binomial model is appropriate, the shrinkage factors are expected to be decreasing across the segments of N i ).
Not surprisingly, the group linear estimator is not doing as well on the separate analyses for pitchers and nonpitchers. The parametric SURE estimator already has substantially smaller prediction error in both cases, and the semiparametric SURE estimator does even better. Intuitively, this again confirms that much of the heterogeneity in the data is accounted for by the type of player, pitcher or nonpitcher; it pays off to presume that independence holds between θ i and N i conditional on player type, when considering a linear versus a group-linear estimator.
Conclusion and Directions for Further Investigation
For a heteroscedastic mean, empirical Bayes estimators that have been suggested, both parametric and nonparametric, usually rely on a hierarchical model in which the parameter θ has a prior distribution unrelated to the observed sampling variance V = Var(X|θ). Representing the heteroscedastic normal mean estimation problem as a compound decision problem, reveals that this model is generally inadequate to achieve risk reduction as compared to the naive estimator, at least asymptotically. Group-linear methods, on the other hand, are capable of capturing dependency between θ and V , and therefore are more appropriate for problems where it exists.
There is certainly room for futher investigation and refinement of the results presented in this paper. We point out a few possible directions for extending Theorems 1 and 2, that are outside the scope of the current paper. (i) When the distribution of the population (X, θ, V ) is allowed to depend on n, the asymptotic optimality criterion (21) should be strengthened to the asymptotic ratio optimality criterion
as n → ∞. As (27) does not hold uniformly for all (X, θ, V ), the aim is to prove this ratio optimality when r n (a * , b * ) ≥ η n for small η n under suitable side conditions on the joint distribution of (X, θ, V ). This theory should include (21) as a special case and still maintain the property (20). (ii) When a * (v) satisfies an order α smoothness condition with α > 1, a higher-order estimate of a * (V i ) needs to be used to achieve the optimal rate n −α/(2α+1) in the nonparametric regression case, r(a * , b * ) = 0, e.g. a(V i ) with an estimated polynomial a(v) for each J k . We speculate that such a group polynomial estimator might still always outperform the naive estimator θ i = X i under a somewhat stronger minimum sample size requirement. For a strict improvement over the naive estimator, if the number of observations in a certain block is n, then the requirement on n may depend on the sequence {V i } in a more complicated way than the condition n > 1 + 2V max /V (i.e., c * n > 0) in Lemma 1.
Appendix: Connection to Efron and Morris (1973b) Efron and Morris (1973b, Section 9) consider empirical linear Bayes estimates for θ = (θ 1 , ..., θ n ) T under the hierarchical model
for i = 1, ..., n where the notation z ∼ (m, σ 2 ) is used to indicate that Z is a random variable with no assumptions on its distribution other than mean equal to m and variance equal to σ 2 . The hyperparameters µ = (µ 1 , ..., µ n )
T , γ = (γ 1 , ..., γ T n are unknown, and V i are not necessarily known either (in fact, in their setup V i is allowed to be a function of θ i , but we assume here that the V i are constant). They consider empirical versions of the "linear Bayes rule"
by plugging into (29) estimates B i (X) and µ i (X).
Our empirical Bayes approach to the heteroscedastic normal mean problem fits the framework (30) in that θ i is allowed to depend on V i , hence according to our model, conditional on V i
for i = 1, ..., n where V i are known. As opposed to (30), we restrict µ i and γ i (and, in fact, the entire distribution of θ i ) to depend on i only through V i , and the V i are also assumed to be known. While these assumptions are not necessary for estimators of the form (29) with smaller Bayes risk than θ i = X i to exist, they make achievable the more ambitious goal that we pursue, namely, mimicking the best rule θ i = t(X i , V i ) that is linear in X i (if µ i = µ j even when V i = V j , this violates the exchaneability assumed between (X i , θ i , V i ) ).
Appendix: Proofs
Notations:
3. All the expectations in this section are conditional on V .
Lemma 2 (Analysis within each interval). Let
be iid vectors from a population satisfying (12). If V 1 , · · · , V n ∈ J for some interval J and min 1≤i≤n b * (V i ) ≥ ε, b * (V ) ≥ ε for some ε > 0. Then the spherically symmetric shrinkage estimator (17) with c n = c * n satisfies 1 n
Proof of Lemma 2 . As in the proof of Lemma 1 with c n = c *
By definition of the oracle rule, r(a * , b
where the last inequality is due to the uniform continuity of b * (v). Then we are going to bound
where the last two inequalities are due to Jensen's inequality.
). Then simple algebra shows that
On the other hand, V ar(X|V = V ) = V + V ar(θ|V = V ) = V + g(V ). Hence,
By uniform continuity of a * (v), |a * (V i )− 
where the last inequality is due to the assumption that min 1≤i≤n b * (V i ) ≥ ε, b * (V ) ≥ ε. Hence,
Finally, we are going to control E V ar(s 2 n |V , θ) . Agin, use the fact that X|V , θ ∼ N (
By the definition that h(v) = V ar(θ 2 |V = v) and the fact that nθ
Combining all the inequalities, we havē and therefore,
Proof of Theorem 1. The first part of Theorem 1 is direct consequence of Lemma 1. For the second part, it suffices to prove that ∀ ε > 0, the risk is O(ε) for large enough n. Noticing that the contribution to the risk for observations outside ∪ m k=1 J k is n i=1 V i I {V i / ∈∪ m k=1 J k } /n = o(1), then we only need to consider the case where ∀1 ≤ i ≤ n, V i ∈ ∪ m k=1 J k . WLOG, we can assume ∀ 1 ≤ k ≤ m, either J k ⊂ [0, ε) or J k ⊂ (ε, +∞) because we can always reduce ε such that this happens. Due to the assumption that lim sup n→∞ n i=1 V i /n < ∞, we can always choose M ε such that n i=1 V i I {V i ≥Mε} /n ≤ ε and ∀ k with J k ⊂ (ε, +∞), either J k ⊂ (ε, M ε ) or J k ⊂ (M ε , +∞).
Then we divide all the observations into four disjoint groups S 1 , S 2 , S 3 , S 4 and now we are going to handle them separately.
Case i) For low variance part, V i ∈ (0, ε), the contribution to the risk is negligible. Because the group linear shrinkage estimator dominate the MLE in each interval, then 1 n k∈S 1 i∈I k
Case ii) For moderate variance with large shrinkage factor, V i ∈ (ε, M ε ) and b * (V i ), b * (V ) ≥ ε, shrinkage is necessary to mimic the performance of the oracle rule. Apply Lemma 2 to each interval J k such that k ∈ S 2 , 1 n k∈S 2 i∈I k
|J k | and notice that max 
