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Resumo
O estudo de modelos para prever distribuições de probabilidade condicionais de uma série
temporal constitui um fator importante para uma gestão de risco mais eficiente referente
a um sistema que depende dessa série, como ocorre, por exemplo, no contexto de séries
financeiras ou séries de vazões de rios. Em vista disso, propomos um modelo que prevê,
com regras lineares do tipo ARMA, os momentos condicionais da série temporal. Além
disso, a distribuição condicional construída pelo modelo é representada por meio de mis-
turas de componentes normais, cujos parâmetros são determinados a fim de assegurar que
a mistura normal possua exatamente os momentos definidos pelas leis ARMA. Para isto,
empregamos o método dos momentos para misturas normais. Finalmente, a estimação
do modelo é realizada pela maximização de sua quasi-verossimilhança com o auxílio de
meta-heurísticas de otimização. Além de estudar a sensibilidade destas meta-heurísticas
em relação aos principais hiperparâmetros, bem como a consistência do estimador de
quasi-verossimilhança para o modelo proposto, foi realizada uma comparação de seu de-
sempenho, expresso em termos de diferentes métricas de avaliação, com aqueles associados
a modelos da literatura, como, por exemplo, o ARMA, o GARCH e o NMGARCH, em
cenários envolvendo séries sintéticas, financeiras e de vazões de rios. Os resultados obtidos
no âmbito das séries sintéticas mostraram que o critério de Kolmogorov-Smirnov foi capaz
de revelar de forma mais consistente o modelo específico que efetivamente gerou a série de
observações. Considerando este critério, verificamos que o modelo proposto deu origem
a aproximações mais adequadas das distribuições de probabilidade condicionais no caso
das séries financeiras BRLUSD, Nikkey225 e Ibovespa. Por fim, no cenário de previsão
de vazões de rios, o modelo proposto forneceu estimativas de menor erro quadrático e
absoluto em relação aos valores verdadeiros para as séries de Água Vermelha e Embor-
cação, representando, portanto, uma opção promissora e flexível para a modelagem de
séries reais.
Palavras-chaves: Análise de séries temporais; Método dos momentos (Estatística); Mis-
turas - Métodos estatísticos; Estimador de máxima verossimilhança; Meta-heurística.
Abstract
The study of models for forecasting conditional probability distributions from a time
series is an important factor for more efficient risk management related to a system
that depends on this series, as occurs, for instance, in the context of financial series or
river flows series. Therefore, we propose a model that forecasts the conditional moments
of the time series by using linear rules of the ARMA type. Moreover, the conditional
distribution constructed by the model is represented by mixtures of normal components
whose parameters are determined so as to ensure that the normal mixture has exactly the
moments defined by the ARMA rules. For this, we use the method of moments for normal
mixtures. Finally, the parameters of the model are estimated by maximizing its quasi-
likelihood with the aid of optimization metaheuristics. Besides studying the sensitivity of
these metaheuristics in regard to the main hyperparameters, as well as the consistency of
the quasi-likelihood estimator for the proposed model, a comparison was made between its
performance, expressed in terms of different evaluation metrics, and those associated with
models found in the literature, such as ARMA, GARCH, and NMGARCH in scenarios
involving synthetic, financial, and river flows series. The results obtained for the synthetic
series showed that the Kolmogorov-Smirnov criterion was able to reveal more consistently
the specific model that actually generated the series of observations. Considering this
criterion, we verified that the proposed model produced more accurate approximations
of the conditional probability distributions in the case of the financial series BRLUSD,
Nikkey225, and Ibovespa. Finally, with regard to predicting river flows, the proposed
model obtained estimates of lowest quadratic and absolute errors compared to the real
values for the Água Vermelha and Emborcação series, thus representing a promising and
flexible alternative for modeling real series.
Keywords: Time-series analysis; Method of moments (Statistics); Mixtures - Statistical
methods; Maximum likelihood estimation; Metaheuristics.
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𝐼𝑏𝑖𝑖 (𝑡), 𝐼 𝑡𝑟𝑖𝑖 (𝑡) variáveis sazonais referente ao 𝑖-ésimo
período de sazonalidade
𝑔𝑘,𝑡 valor da 𝑘-ésima componente normal no instante 𝑡
𝑣𝑡 valor da variância das componentes normais no instante 𝑡
𝜕𝛽𝑖 , 𝜕𝜕𝛽𝑖 derivada parcial em relação ao parâmetros 𝛽𝑖 do modelo
𝛿(𝛽𝑖, 𝜂) índice delta de Kronecker
𝜉𝑡 menor raiz positiva de detQ(3)(𝑣)
Δ𝑖,𝑡 determinantes do 𝑖-ésimo coeficiente do polinômio 𝑆3(𝜇)
Φ𝑖,𝑡 𝑖-ésimo determinante de Cramer para cálculo de 𝜋𝑘,𝑡
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1 Introdução
Tomar decisões em meio a informações permeadas de incertezas, devido a
fenômenos aleatórios envolvidos no sistema, é um desafio constante em vários cenários,
tais como em processamento de sinais, na economia e no gerenciamento de recursos. No
âmbito financeiro, este desafio também envolve um estudo de soluções estatísticas para
lidar com a noção de risco. Com efeito, esta questão possui tamanha importância para a
sustentabilidade financeira de uma instituição que, em 1988, bancos centrais de diversos
países firmaram um acordo para regulamentar um conjunto de recomendações técnicas
acerca da gestão de risco (ABAD et al., 2014).
Outro cenário em que este desafio emerge está ligado ao planejamento energé-
tico de uma região ou país, no qual a análise de variáveis ambientais com comportamento
aleatório, como medidas de vazões de rios, ventos, e temperatura, são relevantes para a
construção de uma estratégia efetiva (SACCHI, 2009; MARINHO, 2005).
Uma das principais abordagens empregadas para lidar com este desafio con-
siste em modelar estatisticamente a aleatoriedade subjacente aos fenômenos sob observa-
ção, fazendo uso da teoria de probabilidade e modelos de séries temporais (BOX; JEN-
KINS, 1970). Cada tipo de modelo define uma evolução teórica da distribuição de pro-
babilidade do fenômeno ao longo do tempo, uma vez que, em aplicações práticas, não
apenas é relevante estimar o valor futuro de um fenômeno aleatório (i.e., realizar sua
previsão), mas também compreender todo o seu perfil de probabilidades. Neste contexto,
examinar modelos baseados em distribuições mais complexas se mostra necessário visando
aprimorar a aproximação das distribuições reais e a eficácia de sua previsão.
De modo geral, a previsão da distribuição de probabilidades ligada a uma série
temporal passa pela construção de um modelo em cinco etapas básicas. Primeiramente,
escolhemos a família de distribuições de probabilidades que o modelo utiliza para gerar
sua aproximação. Em seguida, selecionamos as variáveis ou os dados que serão emprega-
dos para a previsão da distribuição do modelo. Na terceira etapa, definimos um critério
matemático que determina o objetivo a ser alcançado pelo modelo, o qual dá origem a
um problema de otimização com respeitos aos parâmetros livres do modelo. Então, é
necessário escolher um método eficiente que faça a busca pela configuração ótima destes
parâmetros. Por fim, uma vez que o modelo tenha sido ajustado, é possível estabele-
cer uma comparação entre diversas abordagens no tocante à qualidade da previsão do
fenômeno aleatório.
Idealizado em 1951 por Whitle (1951) e popularizado por Box e Jenkins (1970),
o modelo ARMA constitui uma das opções mais clássicas para a representação de séries
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temporais não-estacionárias. Utilizando uma PDF condicional normal de variância cons-
tante, a média condicional é modelada como uma combinação linear dos valores passados
da série e do erro de previsão. Após Box e Jenkins (1970), muitos modelos surgiram a
partir de modificações na regra de evolução linear da média condicional, entre os quais des-
tacamos os modelos ARIMA (BOX; JENKINS, 1970), ARFIMA (GRANGER; JOYEUX,
1980), SARMA (HILLMER; TIAO, 1982) e NARMA (GABR; RAO, 1982).
Porém, a hipótese de possuir apenas a média condicional não-estacionária se
mostrou muito limitada para modelar alguns fenômenos. Por isso, Engle (1982) criou um
modelo com variância condicional não-estacionária denominado ARCH. Em seu trabalho,
Engle estudou o emprego do ARCH na previsão dos valores de inflação monetária no
Reino Unido. Desde então, muitos estudos estenderam essa ideia para outros modelos
com estruturas mais ricas para a previsão de séries temporais. Bollerslev (1986) trouxe
uma generalização da proposta do ARCH, criando um modelo baseado em uma PDF
normal com uma regra parecida com o ARMA para a variância condicional, intitulado
GARCH (BOLLERSLEV, 1986). Uma das aplicações emblemáticas do modelo GARCH
está associada ao cálculo da exposição de um portfólio de investimento ao risco de queda
do mercado financeiro em um cenário dinâmico. Neste contexto, o risco é medido com
base nos quantis da PDF construída dinamicamente pelo GARCH.
Após o trabalho pioneiro de Bollerslev (1986), muitos estudos foram conduzi-
dos a fim de testar a capacidade do GARCH para modelar os quantis (ABAD et al., 2014;
JONDEAU; ROCKINGER, 2003; BALI; THEODOSSIOU, 2007; BROOKS et al., 2005),
por meio dos quais foram identificadas algumas limitações em se modelar a assimetria
e caudas longas presentes na PDF de retornos dos ativos estudados (HANSEN, 1994;
HARVEY; SIDDIQUE, 1999). Por conta disto, surgiram modelos de PDF condicionais
cuja não-estacionariedade passa a englobar assimetria e caudas longas. Em (ABAD et
al., 2014), vários tipos de distribuições foram empregadas na tentativa de capturar estes
comportamentos da PDF, sendo que as opções de melhor desempenho foram aquelas que
exploraram PDFs modeladas através de misturas de componentes normais (ABAD et al.,
2014).
Em um desses estudos, Haas et al. (2004) criou o modelo NMGARCH, no qual
as variâncias condicionais das componentes normais da mistura são atualizadas segundo
regras semelhantes à empregada no GARCH, mantendo-se os demais parâmetros cons-
tantes. Desta forma, o NMGARCH constitui uma opção mais flexível para modelarmos a
não-estacionariedade de uma série temporal, permitindo o tratamento de uma assimetria
e de cauda longa na PDF variante no tempo.
Não obstante, outros modelos foram desenvolvidos a fim de calcular de forma
mais direta essas características não-normais das PDFs condicionais. Tais modelos utili-
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zam momentos estatísticos - obliquidade e curtose - variantes no tempo para modelar a
assimetria e cauda longa de suas PDFs condicionais. Utilizando distribuições que podem
apresentar qualquer valor desejado de obliquidade e curtose1, alguns trabalhos constata-
ram que a incorporação de obliquidade e curtose condicionais variantes no tempo pode
produzir medidas de quantis mais precisas que modelos que mantêm estas estatísticas
constantes no tempo. Por exemplo, Hansen (1994) compara dois modelos com obliquidade
e curtose condicionais com as distribuições t de Student e t de Student com obliquidade
(em inglês, Skewed T Student). Já Harvey e Siddique (1999) utilizam a distribuição t
não-central para modelagem de regras lineares para momentos condicionais até a terceira
ordem. Jondeau e Rockinger (2003) e Ergün e Jun (2010) modelam momentos até quarta
ordem com a distribuição t generalizada de Hansen; Brooks et al. (2005) modela a média,
variância e curtose através da distribuição t de Student. Finalmente, Polanski e Stoja
(2010) cria um modelo linear simplificado para momentos até quarta ordem utilizando a
expansão de Gram-Charlier sem o uso de estimação por quasi-verossimilhança.
Tendo em mente este contexto, propomos neste trabalho um modelo, deno-
minado NM-MM-ARMA, que combina a aplicação de misturas normais para representar
a PDF condicional, com regras do tipo ARMA para expressar a evolução temporal dos
seus momentos condicionais de ordem elevada. Assim, com o objetivo de melhorar a apro-
ximação da PDF condicional real através dos momentos, nosso modelo pode considerar
a evolução de momentos de qualquer ordem, bastando apenas resolver numericamente o
método dos momentos com equações polinomiais de uma variável. Contudo, nos limita-
remos a estudar o resultado da modelagem de momentos até quinta ordem, que podem
ser resolvidos algebricamente. Nossa proposta considera uma equação linear de evolução
temporal para cada momento condicional estudado. Então, explorando o método dos mo-
mentos para misturas normais (LINDSAY, 1989), obtemos os parâmetros da mistura de
componentes normais que fazem com que a PDF tenha exatamente os valores dos momen-
tos estatísticos dados pela regra ARMA. Isto confere ao NM-MM-ARMA capacidade de
representar perfis assimétricos e com caudas longas na PDF em cada instante de tempo.
A estimação do conjunto de parâmetros das equações ARMA de evolução temporal dos
momentos pode ser realizada com base no princípio da quasi-verossimilhança, levando a
um problema de otimização multimodal. Para resolvê-lo, utilizamos neste trabalho meta-
heurísticas de otimização bio-inspiradas Evolução Diferencial (STORN; PRICE, 1997) e
opt-aiNet (CASTRO; TIMMIS, 2002), as quais oferecem um compromisso interessante
entre capacidade de exploração do espaço de busca e refinamento local de soluções nas
regiões que se mostram promissoras.
Esse modelo se diferencia do modelo NMGARCH ao considerar que a evolução
1 É importante lembrar que a distribuição gaussiana possui obliquidade nula e o valor da curtose é
diretamente obtido a partir da definição do valor da variância, daí o fato de não ser capaz de gerar
perfis arbitrários de assimetria e de cauda longa.
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da PDF condicional é feita atráves da evolução de momentos condicionais, em vez de
considerar a evolução das variâncias condicionais, como feito no NMGARCH. Além disso,
a mistura de componentes normais usada no modelo NM-MM-ARMA conta com pesos
e pontos-suporte variantes no tempo, enquanto no modelo NMGARCH tais parâmetros
permanecem constantes.
Enquanto os modelos de Hansen (1994), Jondeau e Rockinger (2003) e Ergün
e Jun (2010) não modelam diretamente os momentos condicionais e baseiam-se em mo-
dificações da distribuição t Student para representar a PDF, nossa proposta modela os
momentos condicionais diretamente por regras lineares, além de utilizar misturas nor-
mais para construir a PDF. Em contraste com o trabalho de Harvey e Siddique (1999),
nossa proposta modela os momentos de ordem superior, até uma dada ordem desejada,
de misturas normais.
Assim como o modelo estudado em (POLANSKI; STOJA, 2010), o NM-MM-
ARMA também considera a evolução temporal dos momentos condicionais. Contudo,
enquanto a abordagem de Polanski e Stoja (2010) está limitada até o momento de quarta
ordem, nossa proposta está habilitada para tratar os momentos até uma ordem arbitrária.
Ademais, a PDF condicional utilizada no modelo de Polanski e Stoja (2010) é baseada
na expansão de Gram-Charlier, a qual, embora aproxime qualquer PDF indefinidamente,
assim como o método dos momentos, não utiliza uma PDF para a aproximação, mas
funções que podem ser negativas e com integral não-unitária. Estas violações das con-
dições básicas de PDF não ocorrem no modelo NM-MM-ARMA, uma vez que misturas
de componentes normais sempre dão origem a PDFs válidas. É importante destacar que
o objetivo do estudo feito em (POLANSKI; STOJA, 2010) foi aproximar os quantis das
caudas de retornos de séries temporais financeiras, tendo sido verificado que a abordagem
proposta era precisa ao prever quantis, apesar de sua simplicidade conceitual e compu-
tacional. Neste sentido, esperamos que o modelo NM-MM-ARMA também possua estas
qualidades, uma vez que tem características semelhantes.
Portanto, iremos avaliar se o modelo proposto, que utiliza momentos con-
dicionais até a quinta ordem através de misturas normais, possui consistência de seu
estimador, e qual o seu desempenho, em comparação aos outros modelos considerados,
quando empregado para modelar séries sintéticas, séries financeiras e séries de vazões de
rios brasileiros.
A presente tese de doutorado está organizada da seguinte maneira. O Capí-
tulo 2 introduz a importância de modelos de misturas normais e de considerar modelos
de PDFs que possibilitem atribuir momentos de ordem superior a dois na modelagem
de séries temporais. Nesse capítulo também é apresentado o método dos momentos para
misturas normais, por meio do qual podemos determinar os parâmetros de uma mistura
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de duas ou três componentes normais para que a distribuição resultante possua valores
pré-estabelecidos para os momentos de primeira a terceira ou quinta ordens, respectiva-
mente. No Capítulo 3, é feita uma breve introdução sobre modelos não-estacionários e
são apresentados formalmente os modelos ARMA, GARCH e NMGARCH e suas carac-
terísticas como modelos. No Capítulo 4, apresentamos a descrição completa do modelo
proposto, designado como NM-MM-ARMA, considerando duas versões. Na primeira ver-
são, a previsão de momentos condicionais é feita até a terceira ordem; além disso, a PDF
condicional construída a cada instante de tempo é dada por uma mistura de duas com-
ponentes normais. A segunda versão estende a previsão dos momentos condicionais até a
quinta ordem, e utiliza uma mistura de três componentes normais como PDF condicio-
nal. Em ambos os casos, o método dos momentos, detalhado no Capítulo 2, é explorado
para se obter os parâmetros das misturas normais. O Capítulo 5 traz a metodologia uti-
lizada para estimar os parâmetros dos modelos por meio da otimização da função de
quasi-verossimilhança. Para esta tarefa, foram empregadas duas meta-heurísticas de oti-
mização, a saber, evolução diferencial (STORN; PRICE, 1997) e opt-aiNet (CASTRO;
TIMMIS, 2002). Este capítulo também traz todo o conjunto de resultados experimen-
tais para a avaliação do modelo proposto. Primeiramente, foi realizada uma análise de
sensibilidade com respeito aos principais hiperparâmetros das meta-heurísticas de oti-
mização. Em seguida, analisamos a consistência dos estimadores do modelo proposto.
Então, a capacidade de previsão dos modelos propostos foi comparada com a de outros
modelos da literatura quando aplicados à modelagem de séries sintéticas e de séries re-
ais, tanto de origem financeira quanto de vazões de rios. Por fim, o Capítulo 6 traz as
principais conclusões e algumas perpectivas de continuidade de pesquisa para trabalhos
futuros. Nos apêndices A.1 e A.2, encontram-se as expressões das derivadas da função de
quasi-verossimilhança para as duas versões do modelo proposto.
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2 Modelos estacionários
Neste capítulo, vamos apresentar os fundamentos dos modelos estacionários
utilizados para a representação de séries temporais. Antes, porém, é pertinente revisar
alguns conceitos de teoria de probabilidade e processos estocásticos, a fim de destacar as
principais definições que servirão de base para toda a exposição teórica no restante desta
tese.
2.1 Noções básicas de probabilidade
Uma série temporal consiste de uma sequência ordenada de medidas de uma
grandeza ou fenômeno aleatório, as quais são observadas em intervalos de tempo regu-
lares. Em cada instante de observação, o valor de uma série temporal pode ser visto
como sendo fruto da amostragem de uma variável aleatória. Para se estudar e modelar
uma determinada série temporal, é necessário caracterizar o perfil estatístico da variável
aleatória subjacente às medidas coletadas.
Uma variável aleatória contínua é definida através dos valores da distribuição
de probabilidades 𝑃 (𝑋 ∈ 𝐴), ou 𝑃 (𝐴), de todos os eventos possíveis 𝐴 ⊂ R. Por exemplo,
podemos defini-la através dos valores da probabilidade 𝑃 (𝑋 ≤ 𝑎) para todos 𝑎 ∈ R. Tal
função 𝑃𝑎𝑐 : R→ [0, 1], 𝑃𝑎𝑐(𝑎) = 𝑃 (𝑋 ≤ 𝑎) é chamada de função de distribuição acumu-
lada. No caso em que 𝑃𝑎𝑐 é diferenciável, sua derivada 𝑝(𝑦) = 𝑑𝑑𝑎𝑃𝑎𝑐(𝑎)|𝑎=𝑦 é denominada
função densidade de probabilidade (PDF, do inglês probability density function). Com
essa função, podemos calcular a probabilidade de qualquer evento 𝐴 ⊂ R da seguinte
maneira:
𝑃 (𝑋 ∈ 𝐴) =
∫︁
𝐴
𝑝(𝑥)𝑑𝑥 . (2.1)
Utilizando a lei matemática da PDF, podemos calcular o valor esperado E𝑝(𝑓(𝑋))
de uma função 𝑓 : R→ R em relação à variável aleatória:
E𝑝(𝑓(𝑋)) =
∫︁
R
𝑓(𝑥)𝑝(𝑥)𝑑𝑥 . (2.2)
Podemos também caracterizar uma variável aleatória através de um conjunto
de valores númericos ligados a sua PDF. Um desses conjuntos é a sequência de momentos
não-centrais 𝑀𝑘 da variável aleatória calculados pela integral das potências 𝑥𝑘:
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𝑀𝑘 =
∫︁ ∞
−∞
𝑥𝑘𝑝(𝑥)𝑑𝑥 , 𝑘 = 1, 2, ... . (2.3)
Analogamente, podemos considerar a sequência de momentos centrais, ou seja,
momentos centralizados pela média 𝑀1:
𝑚𝑘 =
∫︁ ∞
−∞
(𝑥−𝑀1)𝑘𝑝(𝑥)𝑑𝑥 , 𝑘 = 2, 3, ... . (2.4)
Nesse caso, 𝑀1 é a média, 𝑚2 a variância, 𝑚3 a obliquidade, 𝑚4 a curtose e
𝑚5 a hipercurtose. Daqui em diante, também vamos denotar a média pela notação em
minúsculo 𝑚1.
Quando temos dois eventos, 𝐴,𝐵 ⊂ R, podemos considerar a probabilidade de
ocorrer 𝐴 condicionada à ocorrência de 𝐵. Tal valor de probabilidade 𝑃 (𝐴|𝐵) é definida
por:
𝑃 (𝐴|𝐵) = 𝑃 (𝐴 ∩𝐵)
𝑃 (𝐵) . (2.5)
Dizemos que dois eventos são independentes se 𝑃 (𝐴|𝐵) = 𝑃 (𝐴), ou equi-
valentemente 𝑃 (𝐴 ∩ 𝐵) = 𝑃 (𝐴)𝑃 (𝐵), ou seja, a ocorrência do evento 𝐵 não interfere
da probabilidade de ocorrência do evento 𝐴. É possível também definirmos uma PDF a
partir dessa noção de probabilidade condicionada 𝑃 (𝐴|𝐵):
𝑝(𝑦|𝐵) = 𝑑
𝑑𝑎
𝑃 (𝑋 ≤ 𝑎|𝐵)|𝑎=𝑦 e (2.6)
𝑃 (𝐴|𝐵) =
∫︁
𝐴
𝑝(𝑥|𝐵)𝑑𝑥 . (2.7)
Estas definições básicas também podem ser estendidas para o caso de vetores
de variáveis aleatórias, i.e., para o caso multivariado, no qual a PDF conjunta das variáveis
𝑋1, . . . , 𝑋𝑇 é definida com argumentos em R𝑇 , 𝑝 : R𝑇 → R. Da mesma forma, temos a
função de distribuição acumulada que é a integral da PDF:
𝑃 (𝑋1 ≤ 𝑎1, ..., 𝑋𝑇 ≤ 𝑎𝑇 ) =
∫︁ 𝑎𝑇
−∞
· · ·
∫︁ 𝑎1
−∞
𝑝(𝑥1, ..., 𝑥𝑇 )𝑑𝑥1...𝑑𝑥𝑇 . (2.8)
Dentro da teoria de estimação de modelos paramétricos para séries temporais,
a PDF multivariada 𝑝(𝑥1, ..., 𝑥𝑇 ) das variáveis aleatórias (𝑋1, ..., 𝑋𝑇 ) é chamada de veros-
similhança e possui um significado importante para avaliar a qualidade de estimadores.
Contudo, é o logaritmo 𝑙𝑇 dessa função que é mais utilizado nesse contexto:
Capítulo 2. Modelos estacionários 31
𝑙𝑇 (𝑥1, ..., 𝑥𝑇 ) = log (𝑝(𝑥1, ..., 𝑥𝑇 )) . (2.9)
Podemos também definir a PDF marginal de (𝑋𝑡1 , ..., 𝑋𝑡𝑙) como a integral da
PDF conjunta sobre as variáveis restantes:
𝑝𝑥𝑡1 ,...,𝑥𝑡𝑙 (𝑥𝑡1 , ..., 𝑥𝑡𝑙) =
∫︁ ∞
−∞
· · ·
∫︁ ∞
−∞
𝑝(𝑥1, ..., 𝑥𝑇 )𝑑𝑥𝑠1 · · · 𝑑𝑥𝑠𝑇−𝑙 , (2.10)
onde {𝑠1, ..., 𝑠𝑇−𝑙} = {1, ..., 𝑇} − {𝑡1, ..., 𝑡𝑙} . (2.11)
Por exemplo, a marginal de apenas uma variável 𝑥𝑡 é dada por:
𝑝𝑥𝑡(𝑥𝑡) =
∫︁ ∞
−∞
· · ·
∫︁ ∞
−∞
𝑝(𝑥1, ..., 𝑥𝑇 )𝑑𝑥1 · · · 𝑑𝑥𝑡−1𝑑𝑥𝑡+1 · · · 𝑑𝑥𝑇 . (2.12)
Podemos também definir uma PDF condicional à ocorrência de 𝑋𝑡 = 𝑥𝑡 a
partir de sua marginal:
𝑝(𝑥1, ..., 𝑥𝑡−1, 𝑥𝑡+1, ..., 𝑥𝑇 |𝑋𝑡 = 𝑥𝑡) = 𝑝(𝑥1, ..., 𝑥𝑇 )
𝑝𝑥𝑡(𝑥𝑡)
. (2.13)
Uma aplicação do conceito de PDF condicional nos permite escrever a PDF
da variável aleatória a partir de PDF condicionais:
𝑝(𝑥1, ..., 𝑥𝑇 ) =
𝑇∏︁
𝑡=1
𝑝𝑡(𝑥𝑡|𝑥1, ..., 𝑥𝑡−1) , (2.14)
𝑝𝑡(𝑥𝑡|𝑥1, ..., 𝑥𝑡−1) =𝑝(𝑥𝑡|𝑋1 = 𝑥1, ..., 𝑋𝑡−1 = 𝑥𝑡−1) = 𝑝𝑥1,...,𝑥𝑡(𝑥1, ..., 𝑥𝑡)
𝑝𝑥1,...,𝑥𝑡−1(𝑥1, ..., 𝑥𝑡−1)
. (2.15)
Como na Equação (2.4), podemos calcular os momentos centrais das PDFs
condicionais 𝑝𝑡(𝑥𝑖|𝑥1, ..., 𝑥𝑡−1):
𝑚1,𝑡 =
∫︁ ∞
−∞
𝑥𝑡𝑝𝑡(𝑥𝑡|𝑥1, ..., 𝑥𝑡−1)𝑑𝑥𝑡 , (2.16)
𝑚𝑘,𝑡 =
∫︁ ∞
−∞
(𝑥𝑡 −𝑚1,𝑡)𝑘𝑝𝑡(𝑥𝑡|𝑥1, ..., 𝑥𝑡−1)𝑑𝑥𝑡 , 𝑘 = 2, 3, ... . (2.17)
De forma semelhante à definição de independência entre duas variáveis alea-
tórias, podemos considerar a independência no caso multivariado: dizemos que 𝑋1, ..., 𝑋𝑇
são mutualmente independentes se:
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𝑝(𝑥1, ..., 𝑥𝑇 ) =
𝑇∏︁
𝑡=1
𝑝𝑥𝑡(𝑥𝑡) , ∀𝑥1, ..., 𝑥𝑇 ou (2.18)
𝑝(𝑥𝑡|𝑋1 = 𝑥1, ..., 𝑋𝑡−1 = 𝑥𝑡−1) = 𝑝𝑥𝑡(𝑥𝑡) , ∀𝑡 , ∀𝑥1, ..., 𝑥𝑇 . (2.19)
Uma série temporal é modelada por processos estocásticos, que correspondem
uma coleção de variáveis aleatórias {𝑋𝑡}𝑡∈Z indexadas por Z = {...,−2,−1, 0, 1, 2, ...}.
Contudo, estudamos uma série temporal através de suas distribuições marginais de {𝑋𝑡1 ,
..., 𝑋𝑡𝑘} , ou seja, através de amostras finitas {𝑋𝑡1 = 𝑥𝑡1 , ..., 𝑋𝑡𝑘 = 𝑥𝑡𝑘} do processo
{𝑋𝑡}𝑡∈Z 1.
No contexto de processos estocásticos, uma propriedade importante é a es-
tacionariedade forte, na qual se assume que as PDF conjuntas finitas não mudam se
transladadas no tempo. Formalmente, dizemos que um processo estocástico é fortemente
estacionário se temos que:
𝑝(𝑥𝑡1 , ..., 𝑥𝑡𝑘) = 𝑝(𝑥𝑡1+𝑠, ..., 𝑥𝑡𝑘+𝑠) , ∀𝑠 , ∀𝑡1, ..., 𝑡𝑘 , 𝑘 = 1, 2, 3, ... . (2.20)
Estacionariedade forte implica que todas as subvariáveis 𝑋𝑡 são identicamente
distribuídas, mas não garante independência entre elas2. Assim, momentos condicionais
centrais 𝑚𝑘,𝑡 são todos iguais para processos estocásticos fortemente estacionários.
Um processo estocástico é não fortemente estacionário quando não vale a
igualdade (2.20), ou seja,
𝑝(𝑥𝑡1 , ..., 𝑥𝑡𝑘) ̸= 𝑝(𝑥𝑡1+𝑠, ..., 𝑥𝑡𝑘+𝑠) para algum 𝑠 ∈ {1, 2, 3, ...} . (2.21)
Tendo em mente esses conceitos, vamos definir os princípios dos modelos es-
tacionários para série temporais.
2.2 Princípios de modelos estacionários
Algumas vezes há interesse em um fenômeno 𝑥𝑡 cuja evolução no tempo não é
conhecida e se assemelha a uma série de dados aleatória. Uma das tentativas de entender
1 O teorema de Kolmogorov garante que se conhecemos as PDFs marginais finitas 𝑝(𝑥𝑡1 , ..., 𝑥𝑡𝑘) do
processo estocástico para todos os conjuntos de índices 𝑡1, ..., 𝑡𝑘 para cada 𝑘 = 1, 2, 3, ... então o
processo estocástico existe e está bem definido por elas (SHIRYAEV, 1996).
2 Como contraexemplo de um processo estocástico fortemente estacionário mas mutualmente depen-
dente, tome o processo estocástico gerado pela sequência (X,X,X,...) onde X é uma variável aleatória
não-constante.
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seu comportamento baseia-se na hipótese de que a série segue uma distribuição obtida
a partir de uma família de distribuições 𝑝(·;𝜃), sendo necessário determinar o vetor de
parâmetros 𝜃* que melhor caracteriza a série de dados. Esse par de família de distribuições
𝑝(·;𝜃) e escolha do melhor parâmetro 𝜃* definem um modelo paramétrico estacionário de
série temporal:
𝑥𝑡 ∼ 𝑝(·;𝜃*) . (2.22)
Com a hipótese da Equação (2.22), pode-se estudar as proporções das pro-
babilidades do fenômeno 𝑥𝑡 e a incerteza da série em torno da média. Por exemplo, na
Figura 1 mostramos dois modelos de distribuição com uma grande diferença em termos
da concentração de probabilidades em torno da média.
Figura 1 – Duas funções de densidade de probabilidade de média nula, 𝑚1 = 0: a PDF
𝑝1(𝑥) bastante concentrada em torno da média e a PDF 𝑝2(𝑥) pouco concen-
trada em torno da média.
É possível observar na Figura 1 que a PDF 𝑝1(𝑥𝑡) é mais concentrada em
torno do valor médio 𝑚1 = 0 quando comparada à PDF 𝑝2(𝑥𝑡). Supondo que o fenômeno
em estudo é estacionário, a próxima observação, 𝑥𝑡+1, possui a mesma distribuição que
𝑥𝑡. Sendo assim, tendo 𝑝1(𝑥𝑡) como modelo para o fenômeno, há uma maior chance de
a amostra 𝑥𝑡+1 assumir um valor próximo à média, se comparado ao caso em que a
PDF 𝑝2(𝑥𝑡) é utilizada. Em outras palavras, frente à necessidade de tomar uma decisão
a respeito da realização futura 𝑥𝑡+1, tem-se maior segurança em apostar no valor médio
𝑚1 quando a densidade de probabilidades é mais concentrada.
Este simples exemplo indica que o tipo de distribuição de probabilidades es-
colhido para modelar o fenômeno influencia diversas decisões relacionadas a ele (e.g., ao
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tentar prever comportamentos futuros do próprio fenômeno). Um cenário em que isto é
bastante explorado refere-se à gestão de risco citado no Capítulo 1.
Entretanto, na maioria dos casos, não se sabe a priori a distribuição real de
probabilidades do fenômeno em estudo. Neste contexto, como é possível escolher qualquer
família de distribuições bem como qualquer estratégia para determinar o conjunto de
parâmetros que melhor se ajustam a PDF aos dados disponíveis, é necessário comparar
vários modelos diferentes para se descobrir aquele que melhor captura as características
do fenômeno, ou, em outras palavras, que melhor retrata a aleatoriedade inerente ao
fenômeno.
2.3 Família de distribuições normais
Sem dúvida, uma das famílias de distribuições de probabilidade mais explora-
das está associada à distribuição normal ou Gaussiana. A Gaussiana é caracterizada por
dois parâmetros - média e variância -, e sua PDF é dada pela seguinte expressão:
𝒩 (𝑥;𝑚1,𝑚2) = 1√2𝜋𝑚2 𝑒
(𝑥−𝑚1)2
2𝑚2 . (2.23)
A média 𝑚1 determina a posição do ponto de maior concentração de probabi-
lidade3 e a variância 𝑚2 controla o quão distribuídas são as probabilidades em torno da
média. A Figura 2 ilustra como esses parâmetros agem no perfil da PDF.
Figura 2 – Distribuições normais com diferentes médias e variâncias.
Podemos perceber, na Figura 2, que alterar o valor de𝑚1 leva a uma translação
da PDF no eixo x, enquanto o parâmetro 𝑚2 age na concentração das probabilidades em
3 No caso da distribuição gaussiana, a média coincide com o valor de máxima densidade de probabili-
dade, i.e., a moda.
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torno da média: quanto maior seu valor, mais espalhada é a PDF, ou, equivalentemente,
mais largo é o pico em torno da média.
Distribuições normais são muito utilizadas pois facilitam o cálculo de diversas
propriedades de modelos que as empregam em suas hipóteses. Além disso, há o teorema
central do limite afirmando que qualquer soma de variáveis aleatórias independentes e
identicamente distribuídas (i.i.d.), com uma distribuição arbitrária, converge em proba-
bilidade para uma variável aleatória cuja distribuição é normal (SHIRYAEV, 1996).
A fim de se obter modelos mais realistas, duas características precisam ser le-
vadas em consideração na elaboração da PDF: a assimetria e a presença de caudas longas.
Embora seja bastante útil, a distribuição Gaussiana se mostra incapaz de se acomodar a
estas duas características. Ou seja, em cenários em que os dados não apresentam um es-
palhamento simétrico em torno do valor médio, ou quando a probabilidade de se observar
valores bem distantes da média é mais expressiva, ainda que a maior parte das observa-
ções se situe em torno do ponto médio, a distribuição gaussiana não representa a opção
mais apropriada. É preciso, portanto, considerar outros tipos de famílias de distribuições
de probabilidade 𝑝(·; 𝜃).
2.4 Simetria em distribuições
A presença ou ausência de simetria em uma distribuição é um fator impor-
tante nos modelos de séries temporais. Uma distribuição é dita simétrica quando o
valor da função densidade de probabilidade é espelhado em torno da média, ou seja,
𝑝(𝑥+𝑚1) = 𝑝(−𝑥+𝑚1), ∀𝑥 . As Figuras 3 e 4 exibem exemplos de distribuições simé-
tricas e assimétricas, respectivamente, ambas com média nula.
Figura 3 – Distribuição de probabilidade simétrica.
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Figura 4 – Distribuição de probabilidade assimétrica.
Dada uma série temporal de média nula, pode-se inferir que um modelo ade-
quado para sua PDF será simétrico quando existem amostras de valor positivo na mesma
proporção em que ocorrem amostras de valor negativo. Por outro lado, quando existem
várias amostras de pequena magnitude com um determinado sinal (positivo ou negativo)
e poucas amostras de magnitude elevada com o sinal oposto, a PDF subjacente aos dados
é assimétrica, como aquela mostrada na Figura 4. Neste caso, a média se mantém nula
pelo fato de a grande quantidade de amostras de pequena magnitude ser compensada por
uma pequena quantidade de amostras de grande valor com sinal oposto.
Por exemplo, no caso do mercado financeiro, há situações em que as variações
percentuais de ativos do mercado financeiro tem assimetria, a qual, caso desconsiderada,
pode levar a perdas de investimento (HARVEY; SIDDIQUE, 2000).
Considerar um modelo de distribuição de probabilidade com possível assime-
tria melhora a aproximação da distribuição real do fenômeno de interesse caso esta última
também apresente assimetria. Já aproximar uma distribuição assimétrica com um mo-
delo estritamente simétrico poderá causar uma perda de qualidade na aproximação em
comparação ao modelo com possível assimetria. Intuitivamente, espera-se que uma boa
aproximação seja atingida quando houver um casamento entre as características próprias
da distribuição real dos dados e aquelas que o modelo adotado pode exibir.
Vamos fazer distinção de dois tipos de assimetria: a assimetria positiva e ne-
gativa. Chamaremos uma distribuição com assimetria positiva quando a sua moda estiver
à esquerda da média por causa da assimetria, como mostrado, por exemplo, na Figura
5 (curva em azul). Por sua vez, uma distribuição possui assimetria negativa quando sua
moda está à direita da sua média, como é o caso da PDF em vermelho exibida na Figura
5.
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Figura 5 – Distribuições de média nula e com assimetria positiva (em azul) e negativa
(em vermelho).
Uma forma de medir a assimetria de uma distribuição baseia-se no cálculo dos
momentos estatísticos centrais de ordem ímpar maior ou igual a três. O momento central
de ordem 2𝑘 + 1 é definido como a esperança da função (𝑥−𝑚1)2𝑘+1:
𝑚2𝑘+1 =
∫︁ −∞
+∞
(𝑥−𝑚1)2𝑘+1𝑝(𝑥,𝜃)𝑑𝑥 , 𝑘 = 1, 2, 3, ... . (2.24)
Pode-se mostrar que uma distribuição é simétrica se e somente se todos os
momentos centrais de ordem ímpar são nulos. Assim, se a distribuição é assimétrica, en-
tão pelo menos um dos momentos centrais de ordem ímpar não é nulo. Analogamente, se
ao menos um momento central de ordem ímpar não é nulo, então a distribuição necessa-
riamente é assimétrica. Por isso, momentos centrais ímpares são a chave para se estudar
a assimetria de distribuições.
Em especial, o momento central de ordem três é chamado de obliquidade (ou
skewness, em inglês), e muitos estudos de assimetria de distribuições são baseadas nele.
Por exemplo, na Figura 6 mostramos distribuições com diversas obliquidades, com média
e variância fixas. É possível observar que quanto maior o valor da obliquidade, mais
assimétrico é o perfil da PDF.
Também poderíamos analisar a assimetria por meio do quinto momento, cha-
mado de hiperobliquidade (ou hyperskewness, em inglês). Porém, ele não é tão empregado
na prática dado que sua estimação é mais complicada que a da obliquidade. Neste tra-
balho, ambos momentos centrais (𝑚3 e 𝑚5) serão explorados para analisar assimetria de
distribuições.
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Figura 6 – Distribuições com obliquidades crescentes.
2.5 Caudas Longas em distribuições
Outra característica desejável para modelos que buscam aproximar a distri-
buição de probabilidades de fenômenos reais está associada à presença de caudas longas.
Uma distribuição de probabilidade é dita de cauda longa quando, em relação à distribui-
ção normal, sua PDF apresenta maior concentração de probabilidade na região perto da
média, mas há uma parcela maior de probabilidade nas regiões mais afastadas da média,
isto é, em sua cauda (WESTFALL, 2014).
Formalmente se caracteriza a presença de cauda longa de uma distribuição
quando seus momentos centrais pares de ordem maior que dois 𝑚2𝑘 são maiores do que
os respectivos momentos pares da distribuição gaussiana 𝑚2𝑘,𝐺, e ambas as distribuições
têm variâncias iguais (BALANDA; MACGILLIVRAY, 1988). As Equações (2.25) a (2.28)
explicitam as expressões dos momentos 𝑚2𝑘 e 𝑚2𝑘,𝐺, bem como a condição exigida para
o surgimento de uma cauda longa:
𝑚1 =
∫︁ −∞
+∞
𝑥 𝑝(𝑥,𝜃)𝑑𝑥 , (2.25)
𝑚2 =
∫︁ −∞
+∞
(𝑥−𝑚1)2 𝑝(𝑥,𝜃)𝑑𝑥 , (2.26)
𝑚2𝑘 =
∫︁ −∞
+∞
(𝑥−𝑚1)2𝑘 𝑝(𝑥,𝜃)𝑑𝑥 , 𝑘 = 2, 3, 4, ... , (2.27)
𝑚2𝑘,𝐺 =
∫︁ −∞
+∞
(𝑥−𝑚1)2𝑘 𝐺(𝑥;𝑚1,𝑚2)𝑑𝑥 , 𝑘 = 2, 3, 4, ... . (2.28)
Presença de cauda longa: 𝑚2𝑘 > 𝑚2𝑘,𝐺 . (2.29)
Uma maneira relativamente simples de identificarmos a provável presença de
cauda longa em uma distribuição se dá através da comparação do seu quarto momento
central 𝑚4, conhecido como curtose, com o quarto momento central da distribuição nor-
mal, cujo valor teórico é dado por 𝑚4,𝐺 = 3𝑚22. Define-se como o excesso de curtose a
diferença entre os valores do quarto momento central da PDF em análise e de uma dis-
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tribuição gaussiana, dividida pelo quadrado da variância, conforme mostra a Expressão
(2.30):
𝐸𝐶 = 𝑚4
𝑚22
− 3 . (2.30)
Se 𝐸𝐶 > 0, então a distribuição é dita leptocúrtica e tem cauda longa. Com
efeito, quanto maior for 𝐸𝐶, mais longa será a cauda. Em contrapartida, se 𝐸𝐶 = 0,
então a distribuição não tem cauda longa e chama-se mesocúrtica. Finalmente, quando
𝐸𝐶 < 0, então a distribuição tem cauda fina e é chamada de platicúrtica. Por exemplo, na
Figura 7, temos uma distribuição normal (com 𝐸𝐶 = 0), uma distribuição com 𝐸𝐶 = 0, 5
e uma distribuição com 𝐸𝐶 = 2, 0. Nas Figuras 7, 8 e 9, note que a cauda da distribuição
com 𝐸𝐶 = 2, 0 é mais alta do que a cauda da distribuição com 𝐸𝐶 = 0, 5, a qual, por
sua vez, é mais alta do que aquela associada à distribuição com 𝐸𝐶 = 0. Dessa forma,
vemos que o estudo dos momentos de ordem elevada constitui uma parte importante na
representação de dados com distribuições não normais.
Figura 7 – Distribuições com diversas curtoses.
É importante salientar que é possível explorar qualquer momento de ordem
par superior a dois para caracterizar a presença de cauda longa. Contudo, neste trabalho
vamos concentrar nossa análise deste comportamento apenas até o quarto momento.
2.6 Momentos de Ordem Superior
A fim de termos modelos mais flexíveis, o uso de momentos de ordem superior
se mostra necessário por possibilitar a representação de distribuições com assimetria
e/ou com cauda longa, conforme destacado nas seções anteriores. Por isso, precisamos
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Figura 8 – Cauda esquerda das distribuições com diversas curtoses.
Figura 9 – Cauda direita das distribuições com diversas curtoses.
explorar uma família de distribuições diferente daquela baseada na normal (gaussiana),
uma vez que esta não permite a manipulação das estatísticas de ordem maior que dois.
Embora todos os momentos maiores que dois da distribuição normal existam, eles são
determinados a partir dos primeiros dois momentos. A Tabela 1 mostra os momentos da
distribuição normal a partir da média 𝑚1 e da variância 𝑚2.
Com base nesta informação, podemos concluir que não é possível obter uma
distribuição com momento central ímpar não-nulo, ou, em outras palavras, uma distri-
buição assimétrica utilizando apenas a distribuição normal, independente dos valores de
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Momentos da distribuição normal
Valor do
Ordem do momento Valor do momento não-central
momento central
1𝑎 𝑚1 𝑚1
2𝑎 𝑚2 𝑚21 +𝑚2
3𝑎 0 𝑚31 + 3𝑚1𝑚2
4𝑎 3𝑚22 𝑚41 + 6𝑚1𝑚2 + 3𝑚22
5𝑎 0 𝑚51 + 10𝑚31𝑚2 + 15𝑚1𝑚22
6𝑎 15𝑚32 𝑚61 + 15𝑚41𝑚2 + 45𝑚21𝑚22 + 15𝑚32
7𝑎 0 𝑚71 + 21𝑚51𝑚2 + 105𝑚31𝑚22 + 105𝑚1𝑚32
8𝑎 105𝑚42 𝑚81 + 28𝑚61𝑚2 + 210𝑚41𝑚22 + 420𝑚21𝑚32 + 105𝑚42
Tabela 1 – Momentos da distribuição normal.
𝑚1 e 𝑚2. Além disso, um modelo de distribuição normal nunca terá um momento central
de quarta ordem diferente de 3𝑚22, de sorte que ele não apresentará cauda longa.
Estas limitações são destacadas através do seguinte exemplo. Considere a Ta-
bela 2, na qual são indicadas quatro sequências de valores para os momentos centrais
𝑚1 a 𝑚6. Vamos, então, analisar a possibilidade de existir uma distribuição normal que
possua exatamente estes valores para os seis primeiros momentos centrais.
Momento Conjunto 1 Conjunto 2 Conjunto 3 Conjunto 4
𝑚1 0,0 0,0 0,0 0,0
𝑚2 1,0 1,0 1,0 1,0
𝑚3 0,0 0,5 0,0 0,0
𝑚4 3,0 3,0 5,0 3,0
𝑚5 0,0 0,0 0,0 0,0
𝑚6 15,0 15,0 15,0 25,0
Tabela 2 – Conjuntos de valores para os momentos centrais 𝑚1 a 𝑚6.
No conjunto 1, todos os momentos de ordem ímpar são nulos; além disso, o
quarto momento central corresponde a 3𝑚22 = 3, enquanto o sexto momento central vale
15𝑚22 = 15. Logo, todas as condições previstas para a distribuição gaussiana foram aten-
didas. Por outro lado, os conjuntos 2 a 4 não podem ser atingidos com uma distribuição
normal: no caso da sequência 2, o obstáculo é o valor de 𝑚3, que não é nulo; no caso do
conjunto 3, a relação esperada entre os momentos de quarta e segunda ordens não foi
satisfeita (𝑚4 ̸= 3𝑚22); finalmente, no último conjunto, o empecilho refere-se ao valor do
sexto momento, que não equivale a 15𝑚22.
Em vista disso, podemos concluir que a distribuição normal não é compatível
com a maioria das combinações de valores para os momentos de ordem superior. Logo,
surge uma questão fundamental:
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”Dada uma certa sequência de números reais 𝑚1,𝑚2,𝑚3,𝑚4,𝑚5,𝑚6, ..., existe
uma distribuição de probabilidade cujos momentos centrais são exatamente 𝑚1, 𝑚2, 𝑚3,
𝑚4, 𝑚5, 𝑚6, ...?”
Esta questão é conhecida como o problema dos momentos de Hamburger, cuja
solução é dada pelo seguinte teorema (SHOHAT; TAMARKIN, 1943):
Teorema 2.1. Seja M = (𝑀1,𝑀2,𝑀3, ...) uma sequência infinita de momentos não-
centralizados. Se temos que M satisfaz det
(︁
M(𝑖)
)︁
> 0, 𝑖 = 1, 2, 3, ... , onde a matriz M(𝑖)
é definida como:
M(𝑖) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 𝑀1 𝑀2 · · · 𝑀𝑖
𝑀1 𝑀2 𝑀3 · · · 𝑀𝑖+1
𝑀2 𝑀3 𝑀4 · · · 𝑀𝑖+2
... ... ... . . . ...
𝑀𝑖 𝑀𝑖+1 𝑀𝑖+2 · · · 𝑀2𝑖
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (2.31)
Então existe uma distribuição de probabilidade cujos momentos não-centralizados equiva-
lem à sequência M.
Aqui, vamos nos concentrar em sua versão para sequências finitas de momentos
de ordem superior. Neste caso, podemos lançar mão do seguinte teorema:
Teorema 2.2. [Teorema 2A.(b) de (LINDSAY, 1989)]: Dado um conjunto fi-
nito de momentos não-centralizados M = (𝑀1,𝑀2, ...,𝑀2𝑁−1). Se temos que M satisfaz
det
(︁
M(𝑖)
)︁
> 0, 𝑖 = 1, 2, ..., 𝑁 − 1, onde a matriz M(𝑖) é definida como:
M(𝑖) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 𝑀1 𝑀2 · · · 𝑀𝑖
𝑀1 𝑀2 𝑀3 · · · 𝑀𝑖+1
𝑀2 𝑀3 𝑀4 · · · 𝑀𝑖+2
... ... ... . . . ...
𝑀𝑖 𝑀𝑖+1 𝑀𝑖+2 · · · 𝑀2𝑖
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (2.32)
Então existe uma mistura de 𝑁 componentes pontuais cujos momentos não-centralizados
equivalem ao vetor M.
Este teorema sugere a utilização de modelos de misturas para aproximar dis-
tribuições de fenômenos aleatórios com assimetria e/ou cauda longa, sendo que estas
características serão capturadas através da aproximação dos momentos de ordem supe-
rior. Em outras palavras, ao determinarmos os parâmetros corretos da mistura, os quais
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fazem com que ela atinja os valores desejados para seus momentos de ordem superior,
esperamos aproximar a verdadeira assimetria e a cauda da distribuição real do fenômeno
aleatório em estudo. Isto significa que a aproximação dos momentos de uma distribuição
pode ser explorada para aproximar a própria distribuição.
Esta ideia, segundo uma perspectiva um pouco diferente, também se faz pre-
sente no contexto de aproximação de PDFs através de séries de Edgeworth (ou Gram-
Charlier) (WALLACE, 1958). Existem variadas formas de aproximarmos uma mistura
de componentes normais a partir de dados. Uma delas é utilizar o método de EM (do
inglês, Expectation Maximization). Contudo esse método exige uma grande quantidade
de dados para determinar a mistura de componentes normais. Tal limitação nos impele
a utilizar uma metodologia chamada método dos momentos (LINDSAY, 1989), a qual se
baseia diretamente nos teoremas apresentados anteriormente.
Nas próximas seções, vamos estudar como aproximar uma distribuição a partir
de seus momentos de ordem superior, utilizando misturas de componentes normais, com
o auxílio do método dos momentos. Primeiro, iremos estudar o método dos momentos
para misturas pontuais, o qual servirá de base para obtermos o método dos momentos
para misturas de gaussianas.
2.7 Método dos momentos para misturas pontuais
O problema do método dos momentos consiste em definir os parâmetros de
uma distribuição de tal forma que os valores de seus momentos sejam equivalentes a
um vetor pré-estabelecido. Formalmente, dados um conjunto de momentos não-centrais
M = (𝑀1, ...,𝑀𝑟) e uma família de distribuições 𝑝(𝑥;𝜃), queremos calcular 𝜃* tal que
a distribuição 𝑝(𝑥;𝜃*) possua exatamente os valores 𝑀1, ...,𝑀𝑟 em seus momentos não-
centrais:
E𝑝(𝑥;𝜃*) =
∫︁ ∞
−∞
𝑥 𝑝(𝑥;𝜃*) 𝑑𝑥 =𝑀1 , (2.33)
E𝑝(𝑥2;𝜃*) =
∫︁ ∞
−∞
𝑥2 𝑝(𝑥;𝜃*) 𝑑𝑥 =𝑀2 , (2.34)
... (2.35)
E𝑝(𝑥𝑟;𝜃*) =
∫︁ ∞
−∞
𝑥𝑟 𝑝(𝑥;𝜃*) 𝑑𝑥 =𝑀𝑟 . (2.36)
Aqui, o caso que iremos estudar é a aplicação do problema do método dos
momentos para misturas de distribuições. Misturas de distribuições são definidas como
somas ponderadas por uma família de distribuições de algum tipo. Ou seja, uma vez
definida a família de distribuições 𝜑(·, 𝜃) de interesse, uma mistura de distribuições 𝜑(·, 𝜃)
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é definida a partir da soma de 𝑁 distribuições 𝜑(·, 𝜃𝑖) com parâmetros 𝜃𝑖 ponderada por
pesos 𝜋𝑖, como indicado na Equação (2.37):
𝑝𝑁,𝜑(𝑥;𝜋,𝜃) =
𝑁∑︁
𝑖=1
𝜋𝑖𝜑(𝑥, 𝜃𝑖) , 𝜋𝑖 > 0,
𝑁∑︁
𝑖=1
𝜋𝑖 = 1 . (2.37)
O método dos momentos para misturas de distribuições 𝜑 significa determinar
𝜋𝑖, 𝜃𝑖 de forma que as Equações (2.33) a (2.36) sejam satisfeitas.
Primeiramente, vamos considerar o método dos momentos para misturas de
distribuições pontuais. Uma mistura de 𝑁 componentes pontuais é definida a partir dos
seguintes parâmetros: 𝜋 = (𝜋1, ..., 𝜋𝑁), 𝜋𝑖 ≥ 0 e ∑︀𝑁𝑖=1 𝜋𝑖 = 1, e 𝜇 = (𝜇1, ..., 𝜇𝑁) ∈ R𝑁 ,
𝑝𝑁,𝛿(𝑥;𝜋,𝜇) =
𝑁∑︁
𝑖=1
𝜋𝑖𝛿(𝑥− 𝜇𝑖) , (2.38)
onde 𝛿 denota a função delta de Dirac.
Deste modo, os momentos não-centrais da mistura de distribuições pontuais
são calculados da seguinte forma:
𝑄1 = E𝑝𝑁,𝛿 (𝑥) =
𝑁∑︁
𝑖=1
𝜋𝑖𝜇𝑖 , (2.39)
𝑄2 = E𝑝𝑁,𝛿
(︁
𝑥2
)︁
=
𝑁∑︁
𝑖=1
𝜋𝑖𝜇
2
𝑖 , (2.40)
...
𝑄2𝑁−1 = E𝑝𝑁,𝛿
(︁
𝑥2𝑁−1
)︁
=
𝑁∑︁
𝑖=1
𝜋𝑖𝜇
2𝑁−1
𝑖 . (2.41)
Em (LINDSAY, 1989), são determinadas condições sobre o vetor de momentos
Q = (𝑄1, ..., 𝑄2𝑁−1) para garantir a existência de uma solução (𝜋,𝜇) para o método dos
momentos. Essas condições são dadas em termos das chamadas matrizes momentos de
ordem 𝑘, denotadas por Q(𝑘), que são definidas como:
Q(𝑘)(𝑝𝑁,𝛿) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 𝑄1 𝑄2 · · · 𝑄𝑘
𝑄1 𝑄2 𝑄3 · · · 𝑄𝑘+1
𝑄2 𝑄3 𝑄4 · · · 𝑄𝑘+2
... ... ... . . . ...
𝑄𝑘 𝑄𝑘+1 𝑄𝑘+2 · · · 𝑄2𝑘
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (2.42)
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Em (LINDSAY, 1989), encontra-se o seguinte teorema com as condições sobre
Q para a existência de uma solução para o problema do método dos momentos.
Teorema 2.3. [2A.(b) de (LINDSAY, 1989)]:
Se um conjunto de números 𝑄1, 𝑄2, ..., 𝑄2𝑁−2 satisfaz detQ(1) > 0, detQ(2) > 0, ...,
detQ(𝑁−1) > 0 e 𝑄2𝑁−1 é qualquer escalar, então existe uma única mistura de 𝑁 com-
ponentes pontuais com exatamente esses 2𝑁 − 1 momentos.
Uma vez que essas condições sejam satisfeitas, podemos determinar 𝜇 a partir
dos momentos 𝑄1, ..., 𝑄2𝑁−1 através do seguinte teorema (LINDSAY, 1989).
Teorema 2.4. [2C de (LINDSAY, 1989)]:
Supondo as condições do teorema anterior sobre o vetor Q = (𝑄1, 𝑄2, ..., 𝑄2𝑁−1), os
parâmetros 𝜇𝑖 de 𝑝𝑁,𝛿 são iguais às raízes do polinômio 𝑆𝑁(𝜇), onde :
𝑆𝑁(𝜇) = det
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 𝑄1 𝑄2 · · · 𝑄𝑁−1 1
𝑄1 𝑄2 𝑄3 · · · 𝑄𝑁 𝜇
𝑄2 𝑄3 𝑄4 · · · 𝑄𝑁+1 𝜇2
... ... ... . . . ... ...
𝑄𝑁 𝑄𝑁+1 𝑄𝑁+2 · · · 𝑄2𝑁−1 𝜇𝑁
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (2.43)
Segundo (LINDSAY, 1989), o polinômio 𝑆𝑁(𝜇) tem todas as raízes reais e
simples. Além disso, para determinar os pesos 𝜋𝑖, resolve-se o seguinte sistema linear:
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 · · · 1
𝜇1 𝜇2 𝜇3 · · · 𝜇𝑁
𝜇21 𝜇
2
2 𝜇
2
3 · · · 𝜇2𝑁
... ... ... . . . ...
𝜇𝑁−11 𝜇
𝑁−1
2 𝜇
𝑁−1
3 · · · 𝜇𝑁−1𝑁
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝜋1
𝜋2
𝜋3
...
𝜋𝑁
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
𝑄1
𝑄2
...
𝑄𝑁−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (2.44)
Assim, uma vez que Q = (𝑄1, 𝑄2, ..., 𝑄2𝑁−1) satisfaça as desigualdades do
Teorema 2.3, determinamos 𝜇 resolvendo a equação polinomial 𝑆𝑁(𝜇) = 0 em (2.43) e
encontramos 𝜋 pela equação matricial (2.44).
2.8 Método dos momentos para misturas normais
Nessa seção, vamos desenvolver o método dos momentos para misturas de
componentes normais utilizando como base o método dos momentos para misturas de
distribuições pontuais detalhado na seção anterior. A distribuição de misturas de 𝐾
componentes normais de mesma variância é calculada pela soma ponderadas pelos pesos 𝜋𝑖
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de distribuições normais, sendo que cada componente normal tem como média um ponto-
suporte 𝜇𝑖 e como variância 𝜎. Assim, uma mistura de 𝑁 componentes normais tem como
seus parâmetros os pesos 𝜋 = (𝜋1, 𝜋2, ..., 𝜋𝑁), os pontos-suporte 𝜇 = (𝜇1, 𝜇2, ..., 𝜇𝑁) e a
variância 𝜎. As condições sobre os parâmetros são: 𝜋𝑖 ≥ 0,∑︀𝑁𝑖=1 𝜋𝑖 = 1, 𝜇 = (𝜇1, ..., 𝜇𝑁) ∈
R𝑁 e 𝜎 > 0. As Equações (2.45) e (2.46) resumem a PDF construída por uma mistura
de componentes normais:
𝑝𝑁(𝑥;𝜋,𝜇, 𝜎) =
𝑁∑︁
𝑖=1
𝜋𝑖𝒩 (𝑥;𝜇𝑖, 𝜎) , (2.45)
𝒩 (𝑥;𝜇, 𝜎) = 1√
2𝜋𝜎2
exp
(︃−(𝑥− 𝜇)2
2𝜎2
)︃
. (2.46)
O problema do método dos momentos para misturas normais consiste em
determinar, caso existam, os parâmetros (𝜋,𝜇, 𝜎) de tal forma que os momentos da
mistura assumam um conjunto de valores previamente especificado. Ou seja, de posse de
um conjunto de momentos centrais de interesse m^ = (?^?1, ..., ?^?𝑟), queremos determinar
(𝜋,𝜇, 𝜎) de tal forma que 𝑝𝑁(𝑥;𝜋,𝜇, 𝜎) possua tais momentos:
E𝑝𝑁 (𝑥) =
∫︁ ∞
−∞
𝑥 𝑝𝑁(𝑥;𝜋,𝜇, 𝜎) 𝑑𝑥 = ?^?1 , (2.47)
E𝑝𝑁 ((𝑥−𝑚1)2) =
∫︁ ∞
−∞
(𝑥−𝑚1)2 𝑝𝑁(𝑥;𝜋,𝜇, 𝜎) 𝑑𝑥 = ?^?2 , (2.48)
... (2.49)
E𝑝𝑁 ((𝑥−𝑚1)ℎ) =
∫︁ ∞
−∞
(𝑥−𝑚1)ℎ 𝑝𝑁(𝑥;𝜋,𝜇, 𝜎) 𝑑𝑥 = ?^?ℎ . (2.50)
Na seção anterior, definimos a solução para o método dos momentos para dis-
tribuições pontuais. A partir dele, desenvolveremos o método dos momentos para misturas
normais com um conjunto desejado de momentos centralizados m^ = (?^?1, ?^?2, ..., ?^?𝑟). Po-
rém, os resultados até o momento são em termos de momentos não-centralizados 𝑀𝑖,
então transformaremos os momentos ?^?𝑖 em momentos ?^?𝑖.
Conforme destacado na Seção 2.2, os momentos centralizados são definidos
como:
𝑚1 = E𝑝𝑁 (𝑥) e 𝑚𝑘 = E𝑝𝑁 ((𝑥−𝑚1)𝑘), ∀𝑝 ≥ 2 . (2.51)
Por sua vez, os momentos não-centralizados são calculados da seguinte forma:
𝑀𝑘 = E𝑝𝑁 (𝑥𝑘), ∀𝑝 ≥ 1 . (2.52)
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Logo, expandindo momentos não-centralizados em termos de momentos cen-
tralizados, teremos a seguinte relação:
𝑀𝑘 =E𝑝𝑁 (𝑥𝑘) = E𝑝𝑁
(︁
((𝑥−𝑚1) +𝑚1)𝑘
)︁
= (2.53)
E𝑝𝑁
(︃
𝑘∑︁
𝑖=0
(︃
𝑘
𝑖
)︃
(𝑥−𝑚1)𝑖𝑚𝑘−𝑖1
)︃
= (2.54)
𝑘∑︁
𝑖=0
(︃
𝑘
𝑖
)︃
E𝑝𝑁
(︁
(𝑥−𝑚1)𝑖
)︁
𝑚𝑘−𝑖1 = (2.55)
𝑘−1∑︁
𝑖=2
(︃
𝑘
𝑖
)︃
𝑚𝑖𝑚
𝑘−𝑖
1 +𝑚𝑘1 (2.56)
Vamos empregar a expressão em (2.56) para os momentos até a quinta ordem.
Assim, a partir de um conjunto de momentos de interesse m^ = (?^?1, ..., ?^?𝑟) obtemos um
conjunto de momentos não-centrais de interesse M^ = (?^?1, ..., ?^?𝑟):
?^?1 = ?^?1 , (2.57)
?^?2 = ?^?2 + ?^?21 , (2.58)
?^?3 = ?^?3 + 3?^?2?^?1 + ?^?31 , (2.59)
?^?4 = ?^?4 + 4?^?3?^?1 + 6?^?2?^?21 + ?^?41 , (2.60)
?^?5 = ?^?5 + 5?^?4?^?1 + 10?^?3?^?21 + 10?^?2?^?31 + ?^?51 . (2.61)
O objetivo do método dos momentos para misturas normais é determinar
(𝜋,𝜇, 𝜎) de forma que ocorram as igualdades entre o momento estimado e o momento da
distribuição do modelo:
𝑀1(𝜋,𝜇, 𝜎) =?^?1 , (2.62)
𝑀2(𝜋,𝜇, 𝜎) =?^?2 , (2.63)
...
𝑀2𝑁−1(𝜋,𝜇, 𝜎) =?^?2𝑁−1 . (2.64)
Considerando, então, os primeiros cinco momentos, 𝑀1 a 𝑀5, e explorando
a Tabela 1, que traz as expressões dos momentos de ordem superior para uma variável
aleatória gaussiana, podemos calcular os momentos não-centrais de uma mistura normal:
Capítulo 2. Modelos estacionários 48
𝑀𝑘(𝜋,𝜇, 𝜎) =
𝑁∑︁
𝑖=1
𝜋𝑖
∫︁ ∞
−∞
𝑥𝑘
1√
2𝜋𝜎2
exp
(︃−(𝑥− 𝜇𝑖)2
2𝜎2
)︃
𝑑𝑥 , (2.65)
𝑀1(𝜋,𝜇, 𝜎) =
𝑁∑︁
𝑖=1
𝜋𝑖𝜇𝑖 , (2.66)
𝑀2(𝜋,𝜇, 𝜎) =
𝑁∑︁
𝑖=1
𝜋𝑖𝜇
2
𝑖 + 𝜎2 , (2.67)
𝑀3(𝜋,𝜇, 𝜎) =
𝑁∑︁
𝑖=1
𝜋𝑖𝜇
3
𝑖 + 3𝜎2𝑀1(𝜋,𝜇, 𝜎) , (2.68)
𝑀4(𝜋,𝜇, 𝜎) =
𝑁∑︁
𝑖=1
𝜋𝑖𝜇
4
𝑖 + 6𝜎2𝑀2(𝜋,𝜇, 𝜎)− 3𝜎4 , (2.69)
𝑀5(𝜋,𝜇, 𝜎) =
𝑁∑︁
𝑖=1
𝜋𝑖𝜇
5
𝑖 + 10𝜎2𝑀3(𝜋,𝜇, 𝜎)− 15𝜎4𝑀1(𝜋,𝜇, 𝜎) . (2.70)
Vemos que os momentos de misturas pontuais 𝑄𝑘(𝜋,𝜇) =
∑︀𝑁
𝑖=1 𝜋𝑖𝜇
𝑘
𝑖 aparecem
na expressão dos momentos de misturas normais. Reescrevendo as equações acima em
termos desses momentos pontuais 𝑄𝑘, temos as seguinte expressões para 𝑀𝑘(𝜋,𝜇, 𝜎):
𝑀1(𝜋,𝜇, 𝜎) = 𝑄1(𝜋,𝜇) , (2.71)
𝑀2(𝜋,𝜇, 𝜎) = 𝑄2(𝜋,𝜇) + 𝜎2 , (2.72)
𝑀3(𝜋,𝜇, 𝜎) = 𝑄3(𝜋,𝜇) + 3𝜎2𝑀1(𝜋,𝜇, 𝜎) , (2.73)
𝑀4(𝜋,𝜇, 𝜎) = 𝑄4(𝜋,𝜇) + 6𝜎2𝑀2(𝜋,𝜇, 𝜎)− 3𝜎4 , (2.74)
𝑀5(𝜋,𝜇, 𝜎) = 𝑄5(𝜋,𝜇) + 10𝜎2𝑀3(𝜋,𝜇, 𝜎)− 15𝜎4𝑀1(𝜋,𝜇, 𝜎) . (2.75)
Podemos ver que se tivermos o valor de 𝑄1, ..., 𝑄5 então podemos obter o
valor de 𝑀1, ...,𝑀5. Para utilizar o resultado da Seção 2.7, queremos obter o valor das
variáveis 𝑄𝑖 a partir do valor de 𝑀𝑖. Dessa forma, as condições de existência para 𝑄𝑖
gerarão condições de existência para 𝑀𝑖. Contudo, 𝑀𝑖 depende de 𝜎 e essa dependência
é importante numa definição de 𝑄𝑖. Por isso, vamos colocar essa dependência de 𝜎 em
𝜋 = 𝜋(𝜎) e 𝜇 = 𝜇(𝜎), ou seja, para cada valor de 𝜎 teremos um valor de 𝜋(𝜎) e 𝜇(𝜎).
Então, a expressão de cada 𝑄𝑖 será da seguinte forma:
𝑄1(𝜋(𝜎),𝜇(𝜎)) =𝑀1(𝜋,𝜇, 𝜎) , (2.76)
𝑄2(𝜋(𝜎),𝜇(𝜎)) =𝑀2(𝜋,𝜇, 𝜎)− 𝜎2 , (2.77)
𝑄3(𝜋(𝜎),𝜇(𝜎)) =𝑀3(𝜋,𝜇, 𝜎)− 3𝜎2𝑀1(𝜋,𝜇, 𝜎) , (2.78)
𝑄4(𝜋, (𝜎)𝜇(𝜎)) =𝑀4(𝜋,𝜇, 𝜎)− 6𝜎2𝑀2(𝜋,𝜇, 𝜎) + 3𝜎4 , (2.79)
𝑄5(𝜋(𝜎),𝜇(𝜎)) =𝑀5(𝜋,𝜇, 𝜎)− 10𝜎2𝑀3(𝜋,𝜇, 𝜎) + 15𝜎4𝑀1(𝜋,𝜇, 𝜎) . (2.80)
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Adicionalmente, como queremos a igualdade entre 𝑀𝑘(𝜋,𝜇, 𝜎) = ?^?𝑘 e uti-
lizando as expressões de ?^?𝑘 em termos de ?^?𝑘 (Equações (2.57) a (2.61)), chegamos às
seguintes expressões para 𝑄𝑘(𝜋(𝜎),𝜇(𝜎)):
𝑄1(𝜋(𝜎),𝜇(𝜎)) =?^?1 , (2.81)
𝑄2(𝜋(𝜎),𝜇(𝜎)) =?^?2 + ?^?21 − 𝜎2 , (2.82)
𝑄3(𝜋(𝜎),𝜇(𝜎)) =?^?3 + 3?^?2?^?1 + ?^?31 − 3𝜎2?^?1 , (2.83)
𝑄4(𝜋(𝜎),𝜇(𝜎)) =?^?4 + 4?^?3?^?1 + 6?^?2?^?21 + ?^?41 − 6𝜎2(?^?2 + ?^?21) + 3𝜎4 , (2.84)
𝑄5(𝜋(𝜎),𝜇(𝜎)) =?^?5 + 5?^?4?^?1 + 10?^?3?^?21 + 10?^?2?^?31 + ?^?51 (2.85)
− 10𝜎2(?^?3 + 3?^?2?^?1 + ?^?31) + 15?^?1𝜎4 .
Finalmente, pela Seção 2.7, para que exista os conjuntos de parâmetros 𝜇(𝜎) =
(𝜇𝑖(𝜎))𝑁𝑖=1 e 𝜋(𝜎) = (𝜋𝑖(𝜎))𝑁𝑖=1, temos que garantir que os valores de 𝑄𝑖(𝜋(𝜎),𝜇(𝜎))
satisfazem as desigualdades do Teorema 2B(a) de (LINDSAY, 1989). Isso significa que
temos que escolher um 𝜎 tal que os determinantes das matrizes momentais sejam todos
estritamente positivos, i.e., detQ(𝑘)(𝜎) > 0 com 𝑘 = 1, ..., 𝑁 − 1, onde
Q(𝑘) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 𝑄1(𝜎) 𝑄2(𝜎) · · · 𝑄𝑘(𝜎)
𝑄1(𝜎) 𝑄2(𝜎) 𝑄3(𝜎) · · · 𝑄𝑘+1(𝜎)
𝑄2(𝜎) 𝑄3(𝜎) 𝑄4(𝜎) · · · 𝑄𝑘+2(𝜎)
... ... ... . . . ...
𝑄𝑘(𝜎) 𝑄𝑘+1(𝜎) 𝑄𝑘+2(𝜎) · · · 𝑄2𝑘(𝜎)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (2.86)
Assim, obtemos desigualdades polinomiais para os possíveis valores de 𝜎 que
gerariam uma mistura de componentes normais. Então, a partir da escolha de um valor
apropriado de 𝜎, podemos calcular os pontos-suporte 𝜇𝑖(𝜎) e os pesos 𝜋𝑖(𝜎) a partir das
Equações (2.87) e (2.88):
𝑆𝑁(𝜇) =
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒
1 𝑄1 · · · 𝑄𝑁−1 1
𝑄1 𝑄2 · · · 𝑄𝑁 𝜇
𝑄2 𝑄3 · · · 𝑄𝑁+1 𝜇2
... ... ... ... ...
𝑄𝑁 𝑄𝑁+1 · · · 𝑄𝑁−1 𝜇𝑁
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒
= 0 , (2.87)
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 · · · 1
𝜇1 𝜇2 · · · 𝜇𝑁
𝜇21 𝜇
2
2 · · · 𝜇2𝑁
... ... ... ...
𝜇𝑁−11 𝜇
𝑁−1
2 · · · 𝜇𝑁−1𝑁
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝜋1
𝜋2
𝜋3
...
𝜋𝑁
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
𝑄1
𝑄2
...
𝑄𝑁−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (2.88)
Nas próximas subseções, vamos considerar os casos particulares em que 𝑁 = 2
e 𝑁 = 3, para, em seguida, calcular as condições de desigualdade envolvendo o parâmetro
𝜎 e, finalmente, as equações que definem os vetores 𝜇 e 𝜋.
2.8.1 Método dos momentos para misturas normais de duas componentes
Baseado em (LINDSAY, 1989), vamos derivar, nesta seção, o método dos
momentos para mistura de duas componentes normais em termos dos momentos até
terceira ordemm = (?^?1, ?^?2, ?^?3). A mistura de duas componentes normais tem a seguinte
expressão:
𝑝2(𝑥; 𝜋1, 𝜇1, 𝜇2, 𝜎) =
𝜋1√
2𝜋𝜎2
exp
(︃−(𝑥− 𝜇1)2
2𝜎2
)︃
+ (1− 𝜋1)√
2𝜋𝜎2
exp
(︃−(𝑥− 𝜇2)2
2𝜎2
)︃
. (2.89)
Queremos determinar 𝜎, 𝜋1, 𝜇1, 𝜇2 de modo que a mistura de duas compo-
nentes normais possua como momentos centrais os valores indicados em um vetor pré-
estabelecido m = (?^?1, ?^?2, ?^?3). O primeiro passo é calcular os momentos auxiliares 𝑄𝑘
em termos dos momentos centrais ?^?𝑘 para 𝑘 = 1, 2, 3:
𝑄1(𝜎) = ?^?1 , (2.90)
𝑄2(𝜎) = ?^?2 + ?^?21 − 𝜎2 , (2.91)
𝑄3(𝜎) = ?^?3 + 3?^?2?^?1 + ?^?31 − 3𝜎2?^?1 . (2.92)
De posse dos momentos auxiliares, calculamos os determinantes das matrizes
momentais, detQ(𝑖)(𝜎), que geram as seguintes desigualdades para 𝜎:
detQ(1)(𝜎) = 1 > 0 , (2.93)
detQ(2)(𝜎) = 𝑄2(𝜎)−𝑄21(𝜎) = ?^?2 − 𝜎2 > 0 . (2.94)
Logo, qualquer 𝜎2 < ?^?2 é uma escolha possível para a variância das compo-
nentes normais da mistura. Como queremos de alguma forma incluir essa variância no
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processo de estimação da mistura, fixaremos um coeficiente 𝜆 ∈ (0, 1) e estabeleceremos
que 𝜎 = 𝜆
√
?^?2, já que ?^?2 > 0. Assim, garantimos que detQ(1)(𝜎) > 0 e detQ(2)(𝜎) > 0.
Denotaremos por 𝜎𝑀𝑀3 a solução de 𝜎 das distribuições normais para uso futuro nos
capítulos posteriores:
𝜎𝑀𝑀3(?^?1, ?^?2, ?^?3, 𝜆) = 𝜆
√︁
?^?2 . (2.95)
Consequentemente, calculamos os valores de 𝑄𝑘 para prosseguir o cálculo de
𝜇1, 𝜇2, 𝜋1 e 𝜋2:
𝑄1 = ?^?1 , (2.96)
𝑄2 = ?^?2(1− 𝜆2) + ?^?21 , (2.97)
𝑄3 = ?^?3 + ?^?31 + 3?^?1?^?2(1− 𝜆2) . (2.98)
Para calcular 𝜇1 e 𝜇2, a expressão de 𝑆2(𝜇) é dada pela seguinte equação
parabólica:
𝑆2(𝜇) =
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒
1 𝑄1 1
𝑄1 𝑄2 𝜇
𝑄2 𝑄3 𝜇
2
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒ = (𝑄2 −𝑄
2
1)𝜇2 + (𝑄1𝑄2 −𝑄3)𝜇+ (𝑄3𝑄1 −𝑄22) = 0 . (2.99)
Denotaremos os coeficientes da equação parabólica por 𝐴, 𝐵 e 𝐶. Deste modo,
o discriminante da equação parabólica em (2.99) é calculado da seguinte maneira a partir
de ?^?1, ?^?2, ?^?3:
𝐴 = 𝑄2 −𝑄21 = ?^?2(1− 𝜆2) , (2.100)
𝐵 = 𝑄1𝑄2 −𝑄3 = −?^?3 − 2?^?1?^?2(1− 𝜆2) , (2.101)
𝐶 = 𝑄3𝑄1 −𝑄22 = ?^?3?^?1 + ?^?21?^?2(1− 𝜆2)− ?^?22(1− 𝜆2)2 , (2.102)
𝐵2 − 4𝐴𝐶 = ?^?23 + 4?^?32(1− 𝜆2)3 . (2.103)
Resolvendo a igualdade em (2.99), temos as expressões dos pontos-suporte 𝜇1
e 𝜇2 em termos de ?^?1, ?^?2, ?^?3. Para uso futuro dessas fórmulas nos capítulos seguintes,
usaremos a notação 𝜇𝑀𝑀31 , 𝜇𝑀𝑀32 como referência a estas expressões:
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𝜇1 = − 𝐵2𝐴 +
1
2𝐴
√
𝐵2 − 4𝐴𝐶 , (2.104)
𝜇2 = − 𝐵2𝐴 −
1
2𝐴
√
𝐵2 − 4𝐴𝐶 , (2.105)
𝜇𝑀𝑀31 (?^?1, ?^?2, ?^?3, 𝜆) = ?^?1 +
?^?3
2(1− 𝜆2)?^?2 +
√︁
?^?23 + 4(1− 𝜆2)3?^?32
2(1− 𝜆2)?^?2 , (2.106)
𝜇𝑀𝑀32 (?^?1, ?^?2, ?^?3, 𝜆) = ?^?1 +
?^?3
2(1− 𝜆2)?^?2 −
√︁
?^?23 + 4(1− 𝜆2)3?^?32
2(1− 𝜆2)?^?2 . (2.107)
Uma vez determinados os valores de 𝜇1 e 𝜇2, podemos obter os coeficientes
𝜋1 e 𝜋2 a partir do seguinte sistema linear (também utilizaremos a notação 𝜋𝑀𝑀31 , 𝜋𝑀𝑀32
como referência a estas expressões):
⎡⎣ 1 1
𝜇1 𝜇2
⎤⎦⎡⎣𝜋1
𝜋2
⎤⎦ =
⎡⎣ 1
𝑄1
⎤⎦ , (2.108)
𝜋1 =
𝜇2 −𝑄1
𝜇2 − 𝜇1 , (2.109)
𝜋2 = 1− 𝜋1 , (2.110)
𝜋𝑀𝑀31 (?^?1, ?^?2, ?^?3, 𝜆) =
1
2 −
?^?3
2
√︁
?^?23 + 4(1− 𝜆2)3?^?32
, (2.111)
𝜋𝑀𝑀32 (?^?1, ?^?2, ?^?3, 𝜆) =
1
2 +
?^?3
2
√︁
?^?23 + 4(1− 𝜆2)3?^?32
. (2.112)
Nessa seção, vimos como obter a expressão matemática da mistura de duas
componentes normais com o método dos momentos a partir dos momentos de primeira
a terceira ordem. Vamos, então, prosseguir para o caso em que a mistura é formada por
três componentes normais.
2.8.2 Método dos momentos para misturas normais de três componentes
Nessa subseção, vamos desenvolver o método dos momentos para mistura de
três componentes normais a partir dos momentos de primeira a quinta ordem. Logo, para
o caso 𝑁 = 3, a mistura normal tem a seguinte expressão:
𝑝3(𝑥) =𝜋1
1√
2𝜋𝜎2
exp
(︃−(𝑥− 𝜇1)2
2𝜎2
)︃
+ 𝜋2
1√
2𝜋𝜎2
exp
(︃−(𝑥− 𝜇2)2
2𝜎2
)︃
+ (2.113)
𝜋3
1√
2𝜋𝜎2
exp
(︃−(𝑥− 𝜇3)2
2𝜎2
)︃
.
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Da mesma maneira que na seção anterior, precisamos calcular os momentos
auxiliares 𝑄𝑘(𝜎) da seguinte forma:
𝑄1(𝜎) = ?^?1 , (2.114)
𝑄2(𝜎) = ?^?2 + ?^?21 − 𝜎2 , (2.115)
𝑄3(𝜎) = ?^?3 + 3?^?1?^?2 + ?^?31 − 3𝜎2?^?1 , (2.116)
𝑄4(𝜎) = ?^?4 + 4?^?1?^?3 + 6?^?21?^?2 + ?^?41 − 6𝜎2(?^?21 + ?^?2) + 3𝜎4 , (2.117)
𝑄5(𝜎) = ?^?5 + 5?^?4?^?1 + 10?^?3?^?21 + 10?^?2?^?31 + ?^?51 (2.118)
− 10𝜎2(?^?3 + 3?^?1?^?2 + ?^?31) + 15?^?1𝜎4 .
Calculando os determinantes momentais, temos as seguintes desigualdades
polinomiais para 𝜎:
detQ(1)(𝜎) = 1 > 0 , (2.119)
detQ(2)(𝜎) = 𝑄2 −𝑄21 = 𝑚2 − 𝜎2 > 0 , (2.120)
detQ(3)(𝜎) =
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒
1 𝑄1 𝑄2
𝑄1 𝑄2 𝑄3
𝑄2 𝑄3 𝑄4
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒ =
− 2𝜎6 + 6𝑚2𝜎4 + (−3𝑚22 −𝑚4)𝜎2 + (𝑚4𝑚2 −𝑚32 −𝑚23) > 0 . (2.121)
Para determinar 𝜎 da mistura, vamos determinar o intervalo máximo (0, 𝜎0)
tal que detQ(1)(𝜎) > 0, detQ(2)(𝜎) > 0 e detQ(3)(𝜎) > 0 para 𝜎 ∈ (0, 𝜎0), e definir
𝜎 = 𝜆𝜎0 onde 𝜆 ∈ (0, 1). Dessa forma, as raízes do polinômio detQ(3)(𝜎) = 𝑈3(𝜎2)
precisam ser estudadas. Para isso, será considerada a versão simplificada desse polinômio
𝑈3(𝑦), com 𝑦 ∈ R, para podermos determinar suas soluções positivas 𝑦+:
𝑈3(𝑦) = −2𝑦3 + 6𝑚2𝑦2 + (−3𝑚22 −𝑚4)𝑦 + (𝑚4𝑚2 −𝑚32 −𝑚23), com 𝑦 ∈ R . (2.122)
Denotamos por 𝛼, 𝛽, 𝛾 e 𝛿 os coeficientes do polinômio de terceiro grau 𝑈3(𝑦):
𝛼 = −2 , (2.123)
𝛽 = 6𝑚2 , (2.124)
𝛾 = −3𝑚22 −𝑚4 , (2.125)
𝛿 = 𝑚4𝑚2 −𝑚32 −𝑚23 , (2.126)
𝑈3(𝑦) = 𝛼𝑦3 + 𝛽𝑦2 + 𝛾𝑦 + 𝛿 . (2.127)
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De modo a garantir que 𝑈3(𝑦) = 𝛼𝑦3+𝛽𝑦2+𝛾𝑦+𝛿 seja positivo na vizinhança
de 0, precisamos que 𝛿 = 𝑚4𝑚2 −𝑚32 −𝑚23 > 0, o que está assegurado se 𝑚4 > 𝑚22 + 𝑚
2
3
𝑚2
.
Esta desigualdade não se trata de uma condição artificial ad hoc, mas sim de uma pro-
priedade válida para todas as distribuições, conforme demonstrado a partir da unicidade
do problema de Hamburger (SHOHAT; TAMARKIN, 1943) da Seção 2.6 que exige a
seguinte desigualdade:
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒
1 𝑀1 𝑀2
𝑀1 𝑀2 𝑀3
𝑀2 𝑀3 𝑀4
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒ ≥ 0 ⇐⇒ 𝑚4 > 𝑚
2
2 +
𝑚23
𝑚2
. (2.128)
Iremos encontrar o intervalo em que 𝑈3(𝜎2) > 0 resolvendo a equação 𝑈3(𝑦) =
0 e tomando a menor raiz positiva. Logo, calculamos os discriminantes da equação cúbica,
Δ = 18𝛼𝛽𝛾𝛿 − 4𝛽3𝛿 + 𝛽2𝛾2 − 4𝛼𝛾3 − 27𝛼2𝛿2 e Δ0 = 𝛽2 − 3𝛼𝛾. Surgem, então, quatro
casos para a natureza das raízes:
∙ Se Δ = 0 e Δ0 = 0, então há apenas uma raiz tripla;
∙ Se Δ = 0 e Δ0 ̸= 0, então uma raiz é dupla e uma raiz é simples;
∙ Se Δ > 0, então as três raízes são reais;
∙ Se Δ < 0, então uma raiz é real e duas são complexas.
No caso em que Δ = 0 e Δ0 = 0, então a única raiz 𝑦1 é tripla:
𝑦1 =
−𝛽
3𝛼 =
−6𝑚2
3(−2) = 𝑚2 > 0 . (2.129)
Nesse caso, como temos que 𝑦1 > 0, então é válida a seguinte desigualdade de
detQ(3)(𝜎) > 0 em 𝜎 ∈ (0,√𝑚2). Para simplificar algumas definições a seguir definimos
𝑦1 = 𝑦2 = 𝑦3.
No segundo caso, temos que Δ = 0 e Δ0 ̸= 0. Resolvendo 𝑈3(𝑦) = 0, obtemos
uma raiz dupla, denotada por 𝑦1, e uma raiz simples, que corresponde a 𝑦2:
𝑦1 =
9𝛼𝛿 − 𝛽𝛾
2(𝛽2 − 3𝛼𝛾) =
−12𝑚4𝑚2 + 36𝑚32 + 18𝑚23
72𝑚22 + 12(𝑚4𝑚2 −𝑚32 −𝑚23)
, (2.130)
𝑦2 =
4𝛼𝛽𝛾 − 9𝛼2𝛿 − 𝛽3
𝛽2𝛼− 3𝛼2𝛾 =
12𝑚4𝑚2 + 234𝑚32 − 36𝑚23
−36𝑚22 + 12𝑚4
. (2.131)
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Com propósito de simplificar algumas definições a seguir, definimos 𝑦3 = 𝑦1
para esse caso.
No terceiro caso, temos queΔ > 0, e as três raízes simples possuem as seguintes
expressões:
𝑦𝑘 = − 𝛽3𝛼 + 2
√︃
−𝑝
3 cos
(︃
1
3 arccos
(︃
3𝑞
2𝑝
√︃−3
𝑝
)︃
− 2𝜋𝑘3
)︃
, (2.132)
𝑝 = 3𝛼𝛾 − 𝛽
2
3𝛼2 , (2.133)
𝑞 = 2𝛽
3 − 9𝛼𝛽𝛾 + 27𝛼2𝛿
27𝛼3 . (2.134)
No quarto caso onde Δ < 0, há três maneiras de calcular a única raiz real 𝑦1
a partir dos valores de 𝑝 = 3𝛼𝛾−𝛽23𝛼2 e 𝑞 =
2𝛽3−9𝛼𝛽𝛾+27𝛼2𝛿
27𝛼3 .
Se 𝑝 > 0 e −4𝑝3 + 27𝑞2 > 0, então a raiz 𝑦1 tem a seguinte expressão:
𝑦1 = − 𝛽3𝛼 − 2
|𝑞|
𝑞
√︃
−𝑝
3 cosh
(︃
1
3arccosh
(︃−3|𝑞|
2𝑝
√︃−3
𝑝
)︃)︃
. (2.135)
Por outro lado, se temos que 𝑝 < 0, então 𝑦1 é calculada da seguinte forma:
𝑦1 = − 𝛽3𝛼 − 2
√︂
𝑝
3 sinh
(︃
1
3arcsinh
(︃
3𝑞
2𝑝
√︃
3
𝑝
)︃)︃
. (2.136)
Por fim, se tivermos Δ < 0 e 𝑝 = 0, então a única raiz real é dada pela
expressão a seguir:
𝑦1 = − 𝛽3𝛼 + (𝑞)
1
3 . (2.137)
Novamente, para simplificar algumas definições a seguir, definimos 𝑦1 = 𝑦2 =
𝑦3 para esse caso.
Tendo resolvido a equação 𝑈3(𝑦) = 0, precisamos definir o valor de 𝜎 a partir
dos valores das raízes 𝑦1, 𝑦2 e 𝑦3. O polinômio cúbico 𝑈3(𝜎2) é positivo entre 0 e a
menor raiz positiva 𝑦* de 𝑈3(𝑦). Logo, pelas Equações (2.120) e (2.121), qualquer 𝜎2 ∈
(0,min(𝑚2, 𝑦*)) é uma variância válida para as componentes normais, porém queremos
também poder incluí-la de alguma forma no processo de estimação. Assim, definimos
𝜎 = 𝜆
√︁
min(𝑚2, 𝑦*) e incluímos 𝜆 ∈ (0, 1) no processo de estimação.
Sendo assim, vamos empregar as seguintes regras para a definição de 𝜎 a fim
de assegurarmos que as desigualdades (2.120) e (2.121) possam ser válidas:
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𝜎𝑀𝑀5(?^?1, ?^?2, ?^?3, ?^?4, ?^?5, 𝜆) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝜆min
{︁√
𝑚2,
√
𝑦1,
√
𝑦2,
√
𝑦3
}︁
, se 𝑦1 > 0, 𝑦2 > 0, 𝑦3 > 0
𝜆min
{︁√
𝑚2,
√
𝑦1,
√
𝑦2
}︁
, se 𝑦1 > 0, 𝑦2 > 0, 𝑦3 ≤ 0
𝜆min
{︁√
𝑚2,
√
𝑦1,
√
𝑦3
}︁
, se 𝑦1 > 0, 𝑦2 ≤ 0, 𝑦3 > 0
𝜆min
{︁√
𝑚2,
√
𝑦2,
√
𝑦3
}︁
, se 𝑦1 ≤ 0, 𝑦2 > 0, 𝑦3 > 0
𝜆min
{︁√
𝑚2,
√
𝑦1
}︁
, se 𝑦1 > 0, 𝑦2 ≤ 0, 𝑦3 ≤ 0
𝜆min
{︁√
𝑚2,
√
𝑦2
}︁
, se 𝑦1 ≤ 0, 𝑦2 > 0, 𝑦3 ≤ 0
𝜆min
{︁√
𝑚2,
√
𝑦3
}︁
, se 𝑦1 ≤ 0, 𝑦2 ≤ 0, 𝑦3 > 0
𝜆
√
𝑚2 , se 𝑦1 ≤ 0, 𝑦2 ≤ 0, 𝑦3 ≤ 0
(2.138)
De posse do valor de 𝜎, podemos calcular os pontos-suportes 𝜇1, 𝜇2 e 𝜇3 pelo
polinômio de terceiro grau 𝑆3(𝜇):
𝑆3(𝜇) =
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
1 𝑄1 𝑄2 1
𝑄1 𝑄2 𝑄3 𝜇
𝑄2 𝑄3 𝑄4 𝜇
2
𝑄3 𝑄4 𝑄5 𝜇
3
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒ =−
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒
1 𝑄1 𝑄2
𝑄1 𝑄2 𝑄3
𝑄2 𝑄3 𝑄4
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒𝜇
3 +
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒
1 𝑄1 𝑄2
𝑄1 𝑄2 𝑄3
𝑄3 𝑄4 𝑄5
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒𝜇
2 (2.139)
−
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒
1 𝑄1 𝑄2
𝑄2 𝑄3 𝑄4
𝑄3 𝑄4 𝑄5
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒𝜇+
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒
𝑄1 𝑄2 𝑄3
𝑄2 𝑄3 𝑄4
𝑄3 𝑄4 𝑄5
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒ . (2.140)
Denotaremos os coeficientes de 𝑆3(𝜇) por 𝐴,𝐵,𝐶,𝐷:
𝐴 = −
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒
1 𝑄1 𝑄2
𝑄1 𝑄2 𝑄3
𝑄2 𝑄3 𝑄4
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒ , 𝐵 =
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒
1 𝑄1 𝑄2
𝑄1 𝑄2 𝑄3
𝑄3 𝑄4 𝑄5
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒ , (2.141)
𝐶 = −
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒
1 𝑄1 𝑄2
𝑄2 𝑄3 𝑄4
𝑄3 𝑄4 𝑄5
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒ , 𝐷 =
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒
𝑄1 𝑄2 𝑄3
𝑄2 𝑄3 𝑄4
𝑄3 𝑄4 𝑄5
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒ . (2.142)
Sabemos que 𝑆3(𝜇) tem três raízes reais. Portanto, podemos usar a expressão
trigonométrica para essas raízes da equação polinomial cúbica:
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𝜇𝑀𝑀51 (?^?1, ?^?2, ?^?3, ?^?4, ?^?5, 𝜆) = −
𝐵
3𝐴 + 2
√︃
−𝑃
3 cos
⎛⎝1
3 arccos
⎛⎝3𝑄
2𝑃
√︃
−3
𝑃
⎞⎠− 2𝜋3
⎞⎠ ,
(2.143)
𝜇𝑀𝑀52 (?^?1, ?^?2, ?^?3, ?^?4, ?^?5, 𝜆) = −
𝐵
3𝐴 + 2
√︃
−𝑃
3 cos
⎛⎝1
3 arccos
⎛⎝3𝑄
2𝑃
√︃
−3
𝑃
⎞⎠− 4𝜋3
⎞⎠ ,
(2.144)
𝜇𝑀𝑀53 (?^?1, ?^?2, ?^?3, ?^?4, ?^?5, 𝜆) = −
𝐵
3𝐴 + 2
√︃
−𝑃
3 cos
⎛⎝1
3 arccos
⎛⎝3𝑄
2𝑃
√︃
−3
𝑃
⎞⎠⎞⎠ , (2.145)
𝑃 = 3𝐴𝐶 −𝐵
2
3𝐴2 , (2.146)
𝑄 = 2𝐵
3 − 9𝐴𝐵𝐶 + 27𝐴2𝐷
27𝐴3 . (2.147)
Uma vez de posse dos valores de 𝜎 e 𝜇1, 𝜇2, 𝜇3, calculamos 𝜋1, 𝜋2 e 𝜋3 resol-
vendo o seguinte sistema linear:
⎡⎢⎢⎢⎣
1 1 1
𝜇1 𝜇2 𝜇3
𝜇21 𝜇
2
2 𝜇
2
3
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
𝜋1
𝜋2
𝜋3
⎤⎥⎥⎥⎦ =
⎡⎢⎢⎢⎣
1
𝑄1
𝑄2
⎤⎥⎥⎥⎦ . (2.148)
Pela regra de Cramer, temos as expressões explícitas de 𝜋1, 𝜋2, 𝜋3:
𝐷𝑀𝑀5(?^?1, ?^?2, ?^?3, ?^?4, ?^?5, 𝜆) =
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒
1 1 1
𝜇1 𝜇2 𝜇3
𝜇21 𝜇
2
2 𝜇
2
3
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒ , (2.149)
𝜋𝑀𝑀51 (?^?1, ?^?2, ?^?3, ?^?4, ?^?5, 𝜆) =
1
𝐷𝑀𝑀5
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒
1 1 1
𝑄1 𝜇2 𝜇3
𝑄2 𝜇
2
2 𝜇
2
3
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒ , (2.150)
𝜋𝑀𝑀52 (?^?1, ?^?2, ?^?3, ?^?4, ?^?5, 𝜆) =
1
𝐷𝑀𝑀5
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒
1 1 1
𝜇1 𝑄1 𝜇3
𝜇21 𝑄2 𝜇
2
3
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒ , (2.151)
𝜋𝑀𝑀53 (?^?1, ?^?2, ?^?3, ?^?4, ?^?5, 𝜆) =
1
𝐷𝑀𝑀5
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒
1 1 1
𝜇1 𝜇2 𝑄1
𝜇21 𝜇
2
2 𝑄2
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒ . (2.152)
Completada a dedução para o modelo de mistura com três componentes nor-
mais, constatamos que, neste caso, as expressões dos parâmetros são mais complexas e
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não levam a uma forma simples da PDF. Não obstante, seguindo os passos deste proce-
dimento, é possível calcular os parâmetros da PDF da mistura de modo que ela possua
exatamente os valores desejados para os momentos de primeira a quinta ordem.
2.9 Possibilidades de misturas de duas componentes normais
Vamos ilustrar o método dos momentos para duas componentes normais a
partir de diversos exemplos de conjuntos de momentos de primeira a terceira ordem.
Desse modo, poderemos entender os diversos perfis de distribuições que esse método
pode gerar e, assim, estabelecer um contraste com a distribuição normal (sem misturas).
Na Figura 10, mostramos três misturas de duas componentes normais, todas de
média nula e variância unitária, parâmetro 𝜆2 = 0, 6, porém de obliquidades crescentes.
Comparando com a distribuição normal (em preto), podemos ver que quanto maior a
obliquidade, mais positivamente assimétrica e deitada à esquerda é a PDF da mistura.
Figura 10 – Distribuições com obliquidades crescentes, 𝑚1 = 0, 𝑚2 = 1, 𝜆2 = 0, 6.
Na Figura 11, mostramos três misturas de média nula, obliquidade igual a 0, 5,
parâmetro 𝜆2 = 0, 6 e variâncias crescentes. Podemos ver que quanto maior é a variância,
mais espalhada e mais positivamente assimétrica é a PDF da mistura se compararmos
com a distribuição normal (em preto).
Na Figura 12, mostramos três misturas de média nula, variância unitária e
obliquidade igual a 0, 5, com parâmetro 𝜆 crescente. Nessa figura, vemos que, quanto
menor for o parâmetro 𝜆, menor é a dispersão de cada componente e mais salientes e
separadas entre si são as duas componentes normais que compõem a mistura.
As configurações e os comportamentos ilustrados nestes três exemplos repre-
sentam apenas algumas das possibilidades de PDF construídas a partir da mistura de duas
componentes normais, com momentos de primeira a terceira ordem pré-estabelecidos. Em
suma, percebemos com clareza uma variedade mais rica de perfis possíveis para a PDF
do modelo se compararmos com modelos de distribuição normal.
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Figura 11 – Distribuições com variâncias crescente, 𝑚1 = 0, 𝑚3 = 0, 5, 𝜆2 = 0, 6.
Figura 12 – Distribuições com 𝜆 crescente, 𝑚1 = 0, 𝑚2 = 1, 𝑚3 = 0, 5.
2.10 Possibilidades de misturas de três componentes normais
Seguindo o mesmo espírito da Seção 2.9, vamos ilustrar alguns tipos de PDF
que podem ser geradas a partir de misturas de três componentes normais, para diferentes
conjuntos de valores dos momentos de primeira a quinta ordens. Como a média age apenas
como translação da PDF, por simplicidade, vamos considerar em todos os casos que a
média da PDF é nula, e, exceto para a Figura 13, iremos considerar a variância unitária.
Ademais, em todas as figuras, mostramos (em preto) a PDF de uma variável aleatória
gaussiana de média nula e variância unitária para fins de comparação.
Três misturas de variância crescente, obliquidade igual a 0, 5, curtose igual
4, 2, hiperobliquidade nula e parâmetro 𝜆 = 0, 8 são apresentadas na Figura 13. Esse
exemplo evidencia a influência do aumento da variância 𝑚2 no aumento da separação das
componentes normais das misturas.
Na Figura 14, mostramos três misturas de obliquidades crescentes, curtose
igual a 3, 01, hiperobliquidade nula e parâmetro 𝜆2 = 0, 8. Vemos que o aumento da
obliquidade contribui no sentido de ampliar a assimetria da PDF.
Na Figura 15, mostramos três misturas também de obliquidade crescente, hi-
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Figura 13 – Distribuições com 𝑚2 crescente, 𝑚3 = 0, 5, 𝑚4 = 4.20, 𝑚5 = 0, 𝜆2 = 0.8.
Figura 14 – Distribuições com 𝑚3 crescente, 𝑚4 = 3, 01, 𝑚5 = 0, 𝜆2 = 0, 8.
perobliquidade nula, parâmetro 𝜆2 = 0, 8, mas de curtose igual a 6, 0. Agora, percebemos
que o aumento da obliquidade, embora continue ampliando a assimetria, acaba criando
uma maior concentração de probabilidade em relação às PDFs da Figura 14 na região de
valores positivos distantes da média.
Figura 15 – Distribuições com 𝑚3 crescente, 𝑚4 = 6, 0, 𝑚5 = 0, 𝜆2 = 0.8.
Na Figura 16, temos três misturas de obliquidade crescente, curtose igual a
6, 01, hiperobliquidade igual a 20, 0, parâmetro 𝜆2 = 0, 6. Podemos notar que a PDF
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em vermelho (de 𝑚3 = 0) possui assimetria negativa devido à hiperobliquidade. Porém,
quando aumenta-se a obliquidade, vemos que a assimetria tende a ser mais positiva nas
PDFs em verde (de 𝑚3 = 0, 5) e azul (de 𝑚3 = 1, 0).
Figura 16 – Distribuições com 𝑚3 crescente, 𝑚4 = 6, 01, 𝑚5 = 20, 0, 𝜆2 = 0, 8.
Na Figura 17, temos três misturas de curtose crescente, obliquidade e hipe-
robliquidade nulas e 𝜆2 = 0, 4. Como podemos observar, o aumento da curtose faz com
que a concentração de probabilidade em torno da média aumente, assim como as caudas
positiva e negativa.
Figura 17 – Distribuições com 𝑚4 crescente, 𝑚3 = 0, 𝑚5 = 0, 𝜆2 = 0, 4.
Na Figura 18, mostramos três misturas de curtose crescente, obliquidade igual
a 0, 5, hiperobliquidade nula e parâmetro 𝜆2 = 0, 8. Nesse caso, vemos que o aumento da
curtose atenua a assimetria gerada pela obliquidade, tornando a PDF mais simétrica.
Na Figura 19, mostramos três misturas de curtose crescente, obliquidade nula,
hiperobliquidade igual a 20, 0 e parâmetro 𝜆2 = 0, 6. Vemos que o aumento da curtose
também atenua a assimetria causada pela hiperobliquidade, deixando as PDFs mais si-
métricas em torno da média.
Na Figura 20, mostramos três misturas de hiperobliquidade crescente, obliqui-
dade nula, curtose igual a 6, 0 e parâmetro 𝜆2 = 0, 6. Podemos constatar que o aumento
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Figura 18 – Distribuições com 𝑚4 crescente, 𝑚3 = 0, 5, 𝑚5 = 0, 𝜆2 = 0, 8.
Figura 19 – Distribuições com 𝑚4 crescente, 𝑚3 = 0, 𝑚5 = 20, 0, 𝜆2 = 0, 6.
da hiperobliquidade deixa a PDF cada vez mais negativamente assimétrica.
Figura 20 – Distribuições com 𝑚5 crescente, 𝑚3 = 0, 𝑚4 = 6, 0, 𝜆2 = 0, 6.
Na Figuras 21 e 22, mostramos cinco misturas de hiperobliquidade crescente,
obliquidade igual a 0, 5, curtose igual a 6, 0 e parâmetro 𝜆2 = 0, 6. Foram divididas
essas cinco misturas em duas figuras para manter a clareza dos gráficos. Na Figura 21, a
assimetria inicia positiva (na PDF em vermelho) por causa da obliquidade e se desloca
para o lado negativo com o aumento da hiperobliquidade. Na Figura 22, após atingirmos
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o valor de hiperobliquidade igual a 20, 0, a assimetria volta a ser positiva com novos
aumentos na hiperobliquidade.
Figura 21 – Distribuições com 𝑚5 crescente, 𝑚3 = 0, 5, 𝑚4 = 6, 𝜆2 = 0, 6.
Figura 22 – Distribuições com 𝑚5 crescente, 𝑚3 = 0, 5, 𝑚4 = 6, 0, 𝜆2 = 0, 6.
Na Figura 23, mostramos três misturas de hiperobliquidade crescente, obli-
quidade igual a −0, 5, curtose igual a 6, 0 e parâmetro 𝜆2 = 0, 6. Neste caso, a PDF
com hiperobliquidade nula já é negativamente assimétrica e vemos que o aumento da
hiperobliquidade torna a PDF um pouco mais negativamente assimétrica e, além disso,
aumenta a cauda negativa.
Por fim, na Figura 24, mostramos três misturas com parâmetro 𝜆2 crescente,
obliquidade unitária, curtose igual a 6, 0 e hiperobliquidade igual a 15, 0. Como pode-
mos observar, a redução do valor de 𝜆2 diminui a dispersão das componentes normais,
tornando-as mais salientes e mais separadas, de modo que passamos a enxergar mais do
que um pico na PDF.
É pertinente mencionar que não foram considerados os casos com obliquida-
des e hiperobliquidades negativas, uma vez que eles poderiam ser obtidos a partir do
espelhamento das figuras já apresentadas.
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Figura 23 – Distribuições com 𝑚5 crescente, 𝑚3 = −0, 5, 𝑚4 = 6, 0, 𝜆2 = 0, 6.
Figura 24 – Distribuições com 𝜆2 crescente, 𝑚3 = 1, 0, 𝑚4 = 6, 0, 𝑚5 = 15, 0.
Os cenários apresentados nas Figuras 14 a 24 mostram algumas possibilidades
de PDF geradas a partir das misturas de três componentes normais, definidas com base
em seus momentos de primeira a quinta ordem. A riqueza de perfis de distribuições é
claramente maior que no caso de misturas com duas componentes normais, tratado na
Seção 2.9, o que motiva o uso deste tipo de família de distribuição para a modelagem
estatística de fenômenos aleatórios com comportamentos não-normais.
2.11 Comparando o impacto de momentos em modelos estacioná-
rios
Na Seção 2.1, definimos a verossimilhança de um modelo na Equação (2.9) que
representa um critério de desempenho para medir a capacidade do modelo em representar
os dados da série temporal. Por esse motivo, usaremos tal critério para medir o impacto
de incluir momentos nos modelos de PDFs. Além disso, como supomos estacionaridade
e independência no modelo de 𝑥𝑡, podemos escrever o logaritmo da verossimilhança da
seguinte forma:
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𝑙𝑇 =
𝑇∑︁
𝑡=1
log (𝑝(𝑥𝑡, 𝜃)) . (2.153)
Nessa seção, vamos comparar a verossimilhança média ?¯?𝑇 a distribuição normal
com as diversas distribuições obtidas pelo método dos momentos. Com essas compara-
ções, vamos entender a importância de considerarmos distribuições mais complexas que
a distribuição normal de modo quantitativo através da verossimilhança média:
?¯?𝑇 =
1
𝑇
𝑇∑︁
𝑡=1
log (𝑝(𝑥𝑡, 𝜃)) . (2.154)
Em todas as figuras dessa seção, teremos no canto superior esquerdo (identi-
ficado pela letra (A)) o histograma dos dados de cada figura junto da PDF que, de fato,
os originou. No canto superior direito (B), o mesmo histograma é mostrado com a PDF
da distribuição normal de média nula e variância unitária. Nos cantos inferiores (C) e
(D), estão o logaritmo das respectivas PDFs com seus valores de cada dado amostrado.
Além disso, as retas horizontais pretas posicionam-se no valor médio do logaritmo da
verossimilhança.
Na Figura 25, vemos um conjunto de dados claramente com três componentes
normais, de forma que a distribuição normal com mesma média e variância não seria um
bom modelo. De fato, os dados foram amostrados de uma mistura de três componentes
normais de média nula, variância unitária, obliquidade nula, curtose igual a 2, 50, hipe-
robliquidade nula e parâmetro 𝜆2 = 0, 2. O valor médio do logaritmo da verossimilhança
da distribuição normal é ?¯?𝑇 = −1, 51 e da distribuição verdadeira é ?¯?𝑇 = −1, 19. Como
um valor maior de ?¯?𝑇 significa um modelo melhor, concluímos quantitativamente que o
modelo de misturas é mais adequado a esses dados do que a distribuição normal.
Na sequência, vamos examinar o impacto de cada momento nos modelos de
misturas normais e nas suas verossimilhanças.
Na Figura 26, os dados foram amostrados pela distribuição normal de média
unitária e variância unitária. A distribuição de média nula possui logaritmo da verossi-
milhança média ?¯?𝑇 = −1, 92 e a distribuição de média unitária possui valor ?¯?𝑇 = −1, 42.
Assim, comprovamos que o ajuste da média da PDF aos dados contribui para uma melhor
aproximação da distribuição, levando a um valor maior da verossimilhança.
Na Figura 27, vamos avaliar o papel da variância sobre a verossimilhança do
modelo. Os dados foram amostrados de uma distribuição normal de média nula e variância
igual a 2, 0. O modelo de variância unitária possui ?¯?𝑇 = −1, 91 e o modelo de variância
igual a 2, 0 possui ?¯?𝑇 = −1, 76. Podemos notar que o modelo de variância unitária possui
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Figura 25 – Comparação de distribuições com modelos diferentes.
Figura 26 – Comparação de distribuições com médias diferentes.
um ponto de máximo no logaritmo da PDF maior do que o logaritmo da PDF de variância
igual a 2, 0, porém a primeira decresce mais rápido ao se distanciar da média. Isso indica
que, pelo fato de a variância ser maior, é necessário ter um decaimento mais brando do
logaritmo da PDF mesmo às custas de ter um ponto de máximo menor, a fim de atingir
uma verossimilhança média maior.
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Figura 27 – Comparação de distribuições com variâncias diferentes.
Na Figura 28, examinaremos o papel da obliquidade. Os dados desse caso
foram amostrados de uma mistura de três componentes normais de média nula, variância
unitária, obliquidade igual a 0, 25, curtose igual a 3, 01, hiperobliquidade nula e parâmetro
𝜆2 = 0, 8. Na Figura 28 (C), o logaritmo da PDF possui uma atenuação do descréscimo
à esquerda da moda causando um valor maior de 𝑙𝑇 para aquela com assimetria do que
uma PDF normal (D), pois há mais dados à direita da moda do que à esquerda.
Na Figura 29, analisaremos o papel da curtose. Os dados foram amostrados de
uma mistura de três componentes normais de média nula, variância unitária, obliquidade
nula, curtose igual a 6, 0, hiperobliquidade nula, e parâmetro 𝜆2 = 0, 4. Vemos que o ponto
de máximo do logaritmo da PDF é maior que aquele associado à distribuição normal, o
que favorece uma maior concentração de dados em torno da média. As caudas longas são
também compensadas com atenuações no decréscimo do logaritmo da PDF, o que não
ocorre na distribuição normal.
Por fim, o efeito da hiperobliquidade pode ser brevemente percebido na Figura
30. Nesse caso, os dados foram amostrados de uma mistura de três componentes normais
de média nula, variância unitária, obliquidade nula, curtose igual a 6, 0, hiperobliquidade
igual a 100, 0, e parâmetro 𝜆2 = 0, 5. Embora o ponto de máximo da distribuição ver-
dadeira seja menor que o da distribuição normal, há uma atenuação no decréscimo do
logaritmo da PDF para a esquerda, na qual há maior parcela dos dados. Tal compor-
tamento produz um valor médio do logaritmo da verossimilhança maior do que para a
distribuição normal, que não consegue gerar tal atenuação.
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Figura 28 – Comparação de distribuições com obliquidades diferentes.
Figura 29 – Comparação de distribuições com curtoses diferentes.
Todos os cenários ilustrados nesta seção sugerem que utilizar um modelo capaz
de capturar as características existentes na PDF subjacente aos dados melhora sua re-
presentação em termos da verossimilhança, principalmente se o modelo possui os mesmos
momentos que a distribuição verdadeira dos dados. Ademais, ainda que este progresso
na veromissilhança seja reduzido conforme a ordem do momento explorado aumenta, ele
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Figura 30 – Comparação de distribuições com hiperobliquidades diferentes.
ainda pode ser considerado significativo.
2.12 Convergência de momentos em misturas normais
Até agora, consideramos o uso dos momentos para estimar a mistura normal,
porém não analisamos como obter tais momentos. Logo, nesta seção, vamos examinar
estimadores de momentos. Como ocorre com qualquer parâmetro estatístico, existem
diversas maneiras de se estimar os momentos de uma distribuição. A estratégia que vamos
considerar está associada ao estimador baseado na média amostral, o qual simplesmente
computa a média centralizada do valor da amostra elevada a uma potência equivalente
à ordem do momento desejado. As Equações (2.155) e (2.156) trazem a definição deste
estimador para momentos de ordem 𝑟:
?^?1(𝑇 ) =
1
𝑇
𝑇∑︁
𝑡=1
𝑥𝑡 , (2.155)
?^?𝑟(𝑇 ) =
1
𝑇
𝑇∑︁
𝑡=1
(𝑥𝑡 − ?^?1(𝑇 ))𝑟 , (2.156)
A propriedade de consistência desse estimador significa que o estimador ?^?𝑟(𝑇 )
converge para o momento verdadeiro 𝑚𝑟 da distribuição que gerou as amostras {𝑥𝑡}𝑇𝑡=1
no limite em que o número de amostras tende a infinito, ou seja,
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lim
𝑇→∞
?^?𝑟(𝑇 ) = 𝑚𝑟 . (2.157)
No entanto, como possuímos apenas um número finito de amostras, gosta-
ríamos de saber qual é o número mínimo de amostras que nos garante uma estimação
suficientemente precisa de cada momento, i.e., dentro de uma determinada margem acei-
tável de erro. Por isso, vamos realizar um pequeno experimento com o intuito de elucidar
esta questão. Nesse experimento, amostramos vários conjuntos de parâmetros de mistu-
ras normais e também amostramos dados dessas misturas. Tendo em mãos as amostras,
calculamos o erro do estimador (?^?𝑟(𝑇 )−𝑚𝑟) a fim de monitorarmos sua progressão em
função do número de amostras disponíveis.
O experimento para análise da consistência foi realizado de acordo com as
seguintes etapas:
1. Amostramos uniformente 150 conjuntos de parâmetros da mistura (𝜋𝑖𝑘, 𝜇𝑖𝑘, 𝜎𝑖𝑘);
2. Para cada 𝑖 = 1, ..., 150, amostramos uma série de dados com 100000 amostras da
mistura com parâmetros (𝜋𝑖𝑘, 𝜇𝑖𝑘, 𝜎𝑖𝑘);
3. Para cada 𝑖 = 1, ..., 150, calculamos ?^?𝑖𝑟(𝑡) tomando cada valor 𝑡 = 1, ..., 100000
para os momentos de ordem 𝑘 = 1, ..., 5;
4. Calculamos o erro quadrático médio total 𝐸𝑟(𝑡) sobre o conjunto de misturas
{(𝜋𝑖𝑘, 𝜇𝑖𝑘, 𝜎𝑖𝑘)}150𝑖=1 para cada tamanho de amostras 𝑡 = 1, ..., 100000.
O erro quadrático médio total é definido pela média do erro do estimador
(?^?𝑖𝑟(𝑡) − 𝑚𝑖𝑟) sobre todos os 150 conjuntos de parâmetros de misturas amostrados na
etapa 1 do experimento.
𝐸𝑟(𝑡) =
⎯⎸⎸⎷ 1
150
150∑︁
𝑖=1
(?^?𝑖𝑟(𝑡)−𝑚𝑖𝑟)2 . (2.158)
A seguir, plotamos o gráfico do logaritmo do erro 𝐸𝑟(𝑡) para misturas de duas
e três componentes normais.
Na Figura 31, mostramos o erro do experimento para misturas de duas compo-
nentes normais. Vemos que para a média (curva azul), o erro 𝐸1(𝑡) diminui rapidamente
e possui magnitude inferior a 10−3 para conjuntos com 30.000 amostras. Já para outras
ordens de momentos o erro possui decréscimo mais lento: por exemplo, o erro referente
ao quinto momento 𝐸5(𝑡) possui valor inferior a 1 somente com 30.000 amostras, e não
Capítulo 2. Modelos estacionários 71
Figura 31 – Erro quadrático médio 𝐸𝑟(𝑡) para misturas de duas componentes normais.
atinge um erro inferior a 10−1 mesmo com 100.000 amostras. Assim, podemos concluir,
que quanto maior a ordem do momento do estimador, mais lenta é a sua convergência
para o valor verdadeiro do momento.
Figura 32 – Erro quadrático médio 𝐸𝑟(𝑡) para misturas de três componentes normais.
O mesmo fenômeno ocorre com misturas de três componentes normais, porém
com um decaimento ainda mais lento. Comparando as Figuras 31 e 32, podemos perceber
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que, para o mesmo tamanho do conjunto de dados, os erros referentes à mistura de duas
componentes são sempre menores que os erros associados à mistura de três componentes,
para todos os momentos considerados. Por exemplo, o erro do quinto momento 𝐸5(𝑡) de
mistura de três componentes (Figura 32), não chega a ser menor do que 1 mesmo com
100.000 amostras.
Logo, concluímos que o tamanho do conjunto de dados é um fator crucial para
a estimação confiável dos momentos de misturas normais. Com efeito, quanto maior é a
ordem do momento considerado, mais amostras são necessárias para se atingir um erro
dentro de uma tolerância adequada. Esta questão, portanto, deve ser mantida em mente
quando utilizamos modelos que exploram momentos de ordem superior, como será o caso
da proposta deste trabalho.
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3 Modelos não-estacionários
3.1 Introdução a modelos não-estacionários
No capítulo anterior, estudamos modelos de distribuições que não se alteravam
com a sequência das amostras, ou seja, seus parâmetros eram sempre os mesmos em cada
instante de tempo, 𝑥𝑡 ∼ 𝑝(·,𝜃), com 𝜃 ∈ R𝑑 para qualquer 𝑡 = 1, 2, 3, ... . Entretanto, no
contexto de inúmeros fenômenos reais de interesse prático, este tipo de modelo simplifica
demasiadamente sua análise e previsão. Assim, neste capítulo, serão considerados modelos
que podem captar a variação (ou dinâmica) das distribuições e da aleatoriedade implícita
ao fenômeno de interesse. Aqui, a preocupação será apenas acompanhar a variação do
sistema (chamada dinâmica do sistema), não havendo a pretensão de estudar os motivos
ou razões desta variação (o que remete à mecânica do sistema). Pragmaticamente, o
interesse será de compor técnicas para aumentar o desempenho na previsão.
Nesse tipo de modelo não-estacionário, supõe-se que o fenômeno de interesse 𝑥𝑡
possui uma PDF condicional verdadeira 𝑝𝑡(·; x¯𝑡, u¯𝑡) da qual 𝑥𝑡 foi amostrado e que essa
PDF depende do seu passado x¯𝑡 = (𝑥𝑡−1, 𝑥𝑡−2, ..., 𝑥1) e do passado de outras variáveis
externas ao fenômeno u¯𝑡 = (𝑢𝑡−1, 𝑢𝑡−2, ..., 𝑢1). Por definição, 𝑝𝑡(·; x¯𝑡, u¯𝑡) corresponde à
PDF da qual foi amostrado 𝑥𝑡 condicionada ao conhecimento do histórico das observações
passadas (x¯𝑡, u¯𝑡). A hipótese de não-estacionariedade significa que o processo estocástico
possui, em teoria, uma PDF condicional diferente associada a cada instante de observação:
𝑝𝑡(𝑦; x¯𝑡, u¯𝑡) ̸= 𝑝𝑡+𝑠(𝑦; x¯𝑡+𝑠, u¯𝑡+𝑠) . (3.1)
Neste trabalho, iremos supor que o fenômeno aleatório produz no instante 𝑡 a
observação 𝑥𝑡 segundo a função densidade de probabilidade 𝑝𝑡(·; x¯𝑡, u¯𝑡), mas quem observa
o fenômeno tem acesso apenas à realização do passado (x¯𝑡, u¯𝑡) e não tem informação
precisa sobre a PDF verdadeira 𝑝𝑡(·; x¯𝑡, u¯𝑡). Sendo assim, a construção de um modelo não-
estacionário visa tentar prever ou aproximar essa distribuição 𝑝𝑡(·; x¯𝑡, u¯𝑡) com o auxílio
de um modelo de PDF 𝑝(·,𝜃𝑡) e, assim, tentar capturar informações referentes à incerteza
que existe sobre a realização de 𝑥𝑡 a partir do seu passado (x¯𝑡, u¯𝑡). Ademais, devemos
ter uma distribuição que se modifique em função do instante de tempo, acompanhando
as variações da PDF verdadeira 𝑝𝑡(·; x¯𝑡, u¯𝑡) com um modelo 𝑝(·,𝜃𝑡) que deve captar a
dinâmica da aleatoriedade do fenômeno em estudo.
De maneira intuitiva, a PDF aproximada 𝑝(·,𝜃𝑡) pode ser vista como uma
espécie de fotografia da aleatoriedade instantânea da distribuição real, do mesmo modo
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que uma fotografia de um maratonista captura sua posição e expressão em um determi-
nado instante de tempo durante a corrida. Com efeito, em um modelo não-estacionário,
é como se capturássemos uma fotografia da aleatoriedade em cada um dos instantes de
observação do fenômeno de interesse. Em contrapartida, o modelo estacionário faz uma
análise única e média levando em conta todos os instantes de observação, definindo o
perfil médio do maratonista em todo o percurso de sua corrida.
Assim, como no modelo estacionário, deve-se escolher uma família de distri-
buições 𝑝(·,𝜃𝑡) para aproximar a PDF 𝑝𝑡(·; x¯𝑡, u¯𝑡). Dessa forma, realizamos a previsão do
comportamento futuro do fenômeno aleatório com base em uma única família de distri-
buições, mas com um conjunto de parâmetros 𝜃𝑡 que varia com o tempo, em função do
histórico do passado (x¯𝑡, u¯𝑡):
𝑝(·,𝜃𝑡(x¯𝑡, u¯𝑡)) ∼ 𝑝𝑡(·; x¯𝑡, u¯𝑡) . (3.2)
Da mesma forma que nos modelos estacionários, a flexibilidade da família de
distribuições do modelo determina a capacidade de aproximação da distribuição condicio-
nal real 𝑝𝑡(·; x¯𝑡, u¯𝑡). Tal distribuição real pode conter não-normalidades como assimetria e
caudas longas, de modo que considerar somente modelos normais (gaussianos) acaba limi-
tando a capacidade de aproximar tais comportamentos na distribuição condicional. Logo,
aqui serão consideradas famílias de distribuições de misturas de componentes normais
e as compararemos com modelos de distribuições normais. Dessa forma, aumentamos a
complexidade de comportamentos da evolução temporal que o modelo poderá aproximar.
Além disso, a maioria dos trabalhos em previsões de séries temporais preocupa-
se com a previsão da média condicional não-estacionária com um modelo de distribuição
normal. Porém, em alguns casos é importante analisar a não-estacionariedade não apenas
da perspectiva da média condicional, mas de todo o perfil da distribuição condicional ao
longo do tempo. Isso significa aproximar a evolução temporal da incerteza em termos da
média, da variância, da assimetria e da cauda longa da distribuição real 𝑝𝑡(·; x¯𝑡, u¯𝑡) que
gera tal não-estacionariedade. Para realizar essa aproximação devemos ter uma família
de distribuições 𝑝(·,𝜃𝑡) que possa captar todas as nuances não-normais da distribuição e
também toda a complexidade da evolução de 𝜃𝑡 dependendo do passado (x¯𝑡, u¯𝑡). Assim,
conforme já destacado no Capítulo 2.2, uma alternativa consiste no uso de misturas de
componentes normais, as quais podem expressar com maior fidelidade estes detalhes na
distribuição condicional.
Em outras palavras, um modelo não-estacionário deste tipo tenta aproximar
a raiz da própria não-estacionariedade do fenômeno, que está atrelada ao fato de a distri-
buição condicional ter suas características estatísticas próprias a cada instante de tempo.
Este desafio, portanto, nos faz enxergar cada distribuição condicional (i.e., em cada ins-
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tante de tempo) como um problema próprio e distinto das distribuições condicionais de
outros instantes de tempo. Logo, há a necessidade de se empregar tanto uma família de
distribuições 𝑝(·,𝜃𝑡) flexível e adequada para a aproximação da distribuição condicional
real quanto uma estratégia eficiente para determinar as características particulares de
cada distribuição condicional, i.e., seu vetor de parâmetros 𝜃𝑡.
Para determinar os parâmetros 𝜃𝑡(x¯𝑡, u¯𝑡) da distribuição, usaremos o passado
da série e das variáveis externas (x¯𝑡, u¯𝑡) junto com o histórico do vetor de parâmetros
das distribuições passadas ?¯?𝑡 = (𝜃𝑡−1,𝜃𝑡−2, ...,𝜃1). Contudo, deve-se fazer uma escolha
de quais variáveis auxiliam a previsão dentre todas as variáveis disponíveis, uma vez
que algumas exercem influência sobre o futuro do fenômeno, enquanto outras podem
acabar até prejudicando a previsão. Assim, é necessário selecionar as variáveis que são
efetivamente levadas em consideração na previsão, o que pode ser feito com o auxílio de
diferentes técnicas.
Uma forma de se obter um conjunto de variáveis preditoras envolve o uso de
técnicas de seleção de variáveis (GUYON; ELISSEEFF, 2003). Em termos simples, este
tipo de abordagem seleciona um subconjunto de variáveis (𝑧𝑡1, 𝑧𝑡2, ..., 𝑧𝑡𝐿) para constituirem
as entradas do modelo de predição dentre as variáveis candidatas (𝜃𝑡−1, ...,𝜃1, 𝑥𝑡, ..., 𝑥1, 𝑢𝑡,
..., 𝑢1). Tal seleção pode ser baseada no grau de dependência estatística que cada variável
possui em relação à observação futura do fenômeno (o que nos remete ao uso de filtros),
ou, também, considerar o impacto que cada variável tem no desempenho do modelo esco-
lhido para a previsão, tal qual ocorre com o método conhecido como wrapper (GUYON;
ELISSEEFF, 2003).
Outro modo de se obter um conjunto de variáveis preditoras consiste em criar,
a partir das variáveis candidatas (?¯?𝑡, x¯𝑡, u¯𝑡), um conjunto de atributos cuja dependência
estatística com respeito a 𝑥𝑡+1 seja maximizada. Esta abordagem, conhecida como ex-
tração de atributos (em inglês, feature extraction) (KHALID et al., 2014), visa encontrar
um grupo de atributos que seja representativo para caracterizar os dados disponíveis e,
principalmente, para auxiliar a previsão de 𝑥𝑡+1.
Uma vez escolhida a família de distribuições condicionais 𝑝(·,𝜃𝑡) bem como
as variáveis ou atributos preditores - denotados por (?˙?𝑡, x˙𝑡, u˙𝑡) - , temos que determinar
𝜃𝑡. Essa tarefa concentra toda a dificuldade do estudo de modelos de séries temporais. O
sucesso de todas as etapas de construção de um modelo será avaliado pela capacidade de
o modelo alcançar parâmetros 𝜃𝑡 que se mostrem coerentes em relação à aleatoriedade
real de 𝑥𝑡. Considere, por um momento, toda a dificuldade dessa tarefa. Para um número
𝑇 de dados de uma série temporal (por exemplo, 𝑇 = 1000), temos que estimar 𝑇 vetores
de parâmetros 𝜃𝑡 com dimensão 𝑑 (por exemplo, 𝑑 = 10) totalizando 𝑇 × 𝑑 parâmetros
reais (ou seja, 10000 parâmetros no exemplo). Isso significa uma proporção de 𝑇𝑑
𝑇
= 𝑑
Capítulo 3. Modelos não-estacionários 76
parâmetros a estimar por cada dado amostrado gerando um problema subdeterminado
para a estimação.
Um modo de resolver tal problema subdeterminado é criar uma relação de
recorrência entre os parâmetros 𝜃𝑡 com seu passado e o passado dos atributos. Além
disso, utilizando uma família de funções 𝑅(·;𝛽), com 𝛽 ∈ R𝑞, previamente escolhida
determinamos um modelo para realizar essa recorrência. Assim, substituímos o problema
de estimar 𝑇 × 𝑑 parâmetros 𝜃𝑡 por um problema de estimar um conjunto de parâmetros
𝛽 de dimensão baixa 𝑞 da família de funções:
𝜃𝑡 = 𝑅(?˙?𝑡, x˙𝑡, u˙𝑡;𝛽) . (3.3)
Evidentemente, esta simplificação implica em uma perda de precisão na pre-
visão da observação futura. Contudo, ela torna o problema sobredeterminado, o que
viabiliza a estimação do vetor 𝛽 e, consequentemente, do vetor 𝜃𝑡.
Aqui, supomos implicitamente que os parâmetros 𝜃𝑡 do futuro dependem do
seu passado ?˙?𝑡 e do passado das variáveis selecionadas x˙𝑡, u˙𝑡. Ou seja, o futuro do fenô-
meno de interesse depende explicitamente do seu passado e do passado das variáveis
externas. Isso cria uma dependência temporal para as distribuições condicionais do mo-
delo que realiza a tarefa de aproximar a não-estacionariedade do fenômeno aleatório real.
Porém, a escolha da família de funções 𝑅(·;𝛽) para a regra de recorrência traz
à baila um dilema. Por um lado, podemos escolher uma família de funções 𝑅(·;𝛽) que seja
suficientemente flexível para estimar uma relação mais complexa de dependência entre 𝜃𝑡
para diferentes instantes de tempo. Por exemplo, podemos pensar em uma rede neural
artificial como sendo a estrutura desta relação. Entretanto, tal escolha implica em uma
dimensão mais elevada para o vetor de parâmetros 𝛽 que descreve o mapeamento 𝑅(·;𝛽),
o que por sua vez fará com que um grande número de amostras 𝑥𝑡 seja exigido. Caso tal
volume de dados não esteja disponível, poderemos ter uma estimação pouco confiável,
fruto de um efeito ligado à noção de maldição da dimensionalidade (BELLMAN, 1961;
FRIEDMAN et al., 2001).
Por outro lado, pode-se escolher uma família de funções de pouca flexibilidade,
por exemplo, a função linear multivariada. Nesse caso, um número menor de amostras
𝑥𝑡 é necessário, pois serão poucos parâmetros a estimar na relação de recorrência de 𝜃𝑡,
o que reduz a chance de ocorrer sobreajuste e atenua a maldição da dimensionalidade.
Contudo, esse tipo de função deixa de captar dependências mais complexas e podemos
ter uma degradação na qualidade da previsão das distribuições condicionais.
Nesse trabalho, vamos considerar apenas funções lineares para a lei de recor-
rência de 𝜃𝑡 com o objetivo de estudar e entender o comportamento dos modelos mais
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simples, podendo, a partir disto, estender o estudo para considerar também funções mais
complexas.
Surge, então, a necessidade de determinar o estimador 𝛽* da função de recor-
rência. Esta etapa pode ser interpretada como uma tarefa de regressão, a qual requer a
definição de um critério a ser otimizado pela regressão e a adoção de um algoritmo para
realizar esta otimização.
Um dos critérios mais famosos e explorados em regressão baseia-se no erro
quadrático 𝐸(𝛽) (ou quadrados mínimos), cuja função a ser minimizada é dada por:
𝐸(𝛽) =
𝑇∑︁
𝑡=1
(𝑥𝑡 − ?^?1(𝛽))2 . (3.4)
onde ?^?1(𝛽) é a média condicional da distribuição prevista. Todavia, como este critério
leva em consideração apenas a média condicional da distribuição, as outras característi-
cas da PDF, como a variância e a assimetria, são ignoradas. Logo, precisamos trabalhar
com um critério para a regressão que utilize de maneira efetiva a informação de toda a
PDF. A função de quasi-verossimilhança (WEDDERBURN, 1974; BOLLERSLEV, 1986;
NEWEY; STEIGERWALD, 1997) se credencia como uma opção promissora nesta situa-
ção, a qual é dada por:
𝐿𝑇 (𝛽) =
𝑇∏︁
𝑡=1
𝑝(𝑥𝑡,𝜃𝑡(𝛽)) . (3.5)
A função de verossimilhança de uma série temporal é definida como a PDF
conjunta 𝑝𝑇 (𝑥1, ..., 𝑥𝑇 ) do seu processo aleatório multivariado (𝑋𝑡)𝑇𝑡=1 aplicada aos valores
da amostragem {𝑥𝑡}𝑇𝑡=1. Contudo, quando não se conhece a PDF conjunta verdadeira do
processo aleatório e se supõe um modelo simplificado 𝑝𝑇 =
∏︀𝑇
𝑡=1 𝑝(·,𝜃𝑡), ela é chamada
de quasi-verossimilhança. Por exemplo, se há uma dependência complexa entre variáveis
aleatórias 𝑋𝑡 e o modelo simplifica esssa relação, ou se as PDFs condicionais não são
gaussianas e supõe-se gaussianidade delas no modelo, então estimamos uma PDF que
não é a PDF verdadeira da série temporal. Portanto, a consistência do modelo estimado
pela quasi-verossimilhança não é garantida, pois é uma propriedade da verossimilhança
original da série temporal.
A quasi-verossimilhança mede a probabilidade conjunta de o modelo 𝑝(·,𝜃𝑡(𝛽))
considerado produzir a série 𝑥𝑡. Assim, quanto maior essa probabilidade, maior será a
chance desse modelo ser verossímil ao fenômeno real que gerou 𝑥𝑡. Portanto, o critério
𝐿𝑇 (𝛽) deve ser maximizado. Ademais, como 𝐿𝑇 (𝛽) ∈ (0, 1), podemos considerar o seu
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logaritmo e maximizar 𝑙𝑇 (𝛽):
𝑙𝑇 (𝛽) =
𝑇∑︁
𝑡=1
log 𝑝(𝑥𝑡,𝜃𝑡(𝛽)) . (3.6)
No entanto, pode acontecer que alguns parâmetros 𝛽 ∈ R𝑞 da recorrência
resultem em um logaritmo da quasi-verossimilhança 𝑙𝑇 (𝛽) de valor absoluto muito elevado
ou infinito para a capacidade do computador. Algumas vezes, é fácil determinar uma
região Ω ⊂ R𝑞 na qual os parâmetros resultam em 𝑙𝑇 (𝛽) infinitos, porém, em modelos
mais complexos, é difícil descrever tal região. Dessa forma, o processo de estimação de 𝛽
é uma otimização da quase-verossimilhança 𝑙𝑇 (𝛽) restrita a uma região Λ = R𝑞 ∖ Ω:
𝛽*𝑇 = argmax
𝛽∈Λ
𝑙𝑇 (𝛽) . (3.7)
Por causa da possível não-linearidade e não-convexidade do critério de quasi-
verossimilhança, a tarefa de maximizar 𝑙𝑇 (𝛽) envolve uma superfície de otimização po-
tencialmente multimodal. Neste contexto, o uso de métodos de otimização que trabalhem
com uma diversidade de soluções candidatas e que consigam combinar uma boa explora-
ção do espaço de busca (Λ), com um bom refinamento em regiões que se mostrem mais
promissoras, é uma alternativa bastante pertinente. Por exemplo, meta-heurísticas de oti-
mização inspiradas no processo de evolução natural, denominadas algoritmos evolutivos,
apresentam estas características de busca, embora não garantam a obtenção da solução
ótima. Neste trabalho, utilizaremos dois métodos bio-inspirados para a otimização dos
parâmetros do modelo proposto tendo em vista o critério da quasi-verossimilhança:(1):
algoritmo evolutivo denominado Evolução Diferencial (STORN; PRICE, 1997); (2) algo-
ritmo imuno-inspirado conhecido como opt-aiNet(CASTRO; TIMMIS, 2002).
Em virtude do número limitado de observações 𝑥𝑡, com 𝑡 = 1, ..., 𝑇 , podemos
construir um critério que indique a qualidade da aproximação feita por um modelo ape-
nas para os dados disponíveis, como é o caso da Equação (3.5). Contudo, desejamos que
o modelo gerado também seja capaz de fornecer boas estimativas de novas observações,
i.e., de valores de 𝑥𝑡 para instantes que não foram observados. Por isso, durante a oti-
mização dos parâmetros do modelo, embora tenhamos como alvo reduzir ao máximo o
erro em relação aos dados disponíveis, também precisamos evitar que o modelo se adapte
excessivamente a estes dados, causando um sobreajuste do modelo e comprometendo sua
capacidade de generalização.
Se considerarmos a convergência do processo de estimação apenas utilizando
dados de treinamento, há a possibilidade de um sobreajuste no qual o modelo não ge-
neraliza o fenômeno aleatório desejado e que também refleteria numa aproximação po-
bre de um conjunto de dados de validação. Assim, utilizamos o critério de convergência
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Parada Antecipada que finaliza o método de estimação do modelo no máximo da quasi-
verosimilhança de um conjunto de validação previamente escolhido.
Resumidamente esse método consiste em armazenar o candidato de melhor
quasi-verosimilhança de validação e contar por quantas iterações sucessivas do algo-
ritmo de otimização não houve uma melhora no máximo valor já atingido de quasi-
verossimilhança de validação. Assim, a convergência da maximização é atingida se essa
contagem ultrapassa um valor pré-estabelicido 𝑉𝑝𝑎𝑡. Dessa forma, o resultado desse mé-
todo evita um estimador com sobreajuste ao conjunto de dados de treinamento e uma
aproximação pobre do conjunto de validação.
De certo modo, podemos entender o negativo do logaritmo da quasi-verossimi-
lhança como uma medida de erro do modelo. Nesse sentido, vamos compreender o de-
sempenho de vários tipos de modelos em relação a representar a realidade. Cada modelo
é uma simplificação matemática da realidade, porém alguns modelos são mais complexos
a fim de se tornarem mais realistas. Em cada caso, sempre há um modelo que representa
a realidade melhor do que os outros. Porém, mesmo para o modelo com melhor ajuste
à realidade, o erro da aproximação pode não ser nulo, pois as simplificações inerentes
ao modelo impedem que o mesmo consiga abranger todas as características aleatórias
do fenômeno sob observação. Este tipo de erro é conhecido como erro de representação
(KRÖSE; SMAGT, 1993), e é consequência da própria limitação da estrutura do modelo.
A tentativa de aproximar a realidade por um modelo utiliza sempre um crité-
rio de estimação com um número finito de amostras. A aproximação seria perfeita se um
número infinito de dados estivesse disponível no processo de estimação que resultaria no
modelo mais próximo da realidade dentre todo o universo de possibilidades do modelo.
Logo, um segundo tipo de erro ocorre por causa da disponibilidade de um número finito
de dados para a etapa de estimação, e tais dados podem não representar de maneira sufici-
entemente adequada todos os perfis de observações do fenômeno, de maneira que somente
com dados ilimitados teríamos a estimação mais precisa. Este tipo de erro é denominado
erro de generalização e está relacionado à preocupação supracitada de sobreajuste do
modelo.
Um critério é dito consistente quando o erro de estimação tende a zero quando
o número de amostras tende a infinito;
𝛽*∞ = argmax
𝛽∈Λ
𝑙∞(𝛽) , (3.8)
𝛽*𝑇 = argmax
𝛽∈Λ
𝑙𝑇 (𝛽) , (3.9)
lim
𝑇→∞
‖𝛽*𝑇 − 𝛽*∞‖ = 0 . (3.10)
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Conforme já destacado, a maximização de 𝑙𝑇 (𝛽) pode envolver uma superfície
de busca não-linear e não-convexa, o que dificulta a localização do ótimo global. Assim,
há um terceiro erro inerente à realização desta otimização, o qual se refere a possíveis
desvios entre a solução ótima obtida por uma estratégia de otimização e a solução ver-
dadeiramente ideal daquele critério. Este erro é chamado de erro de computação e pode
ser mitigado quando utilizamos diferentes métodos de otimização - com diferentes meto-
dologias de busca no espaço de soluções candidatas - e selecionamos aquele que produz o
maior valor para a quasi-verossimilhança.
Esses três erros presentes na regressão e na estimação de parâmetros ótimos
- erro de representação, erro de generalização e erro de computação - são descritos por
(KRÖSE; SMAGT, 1993) e serão objeto de estudo nos experimentos realizados para
validar os modelos concebidos neste trabalho. A descrição, os resultados e análises destes
experimentos serão apresentados no Capítulo 5.
3.2 Critérios de avaliação de um modelo
Uma vez calculados os parâmetros otimizados 𝛽*𝑇 , é necessário medir quão
boa é a aproximação do modelo ao fenômeno aleatório real para, então, compararmos
os diferentes modelos testados e selecionarmos aquele que atingir a melhor aproximação
segundo um determinado critério.
Existem inúmeras formas de se medir o desempenho de previsão de um modelo.
Pode-se usar critérios para medir a capacidade de previsão da média, da mediana, ou a
capacidade de captar a informação implícita do fenômeno e a capacidade de prever os
quantis de probabilidade. Cada critério de desempenho salienta um tipo de capacidade
relacionada à previsão e escolhe-se o modelo que se apresenta melhor em mais de um
critério, pois indica uma boa flexibilidade geral para a previsão. Assim, executa-se a gestão
do risco com o modelo escolhido, que representa o objetivo dessa metodologia. Vamos,
então, apresentar brevemente algumas medidas de desempenho utilizadas na avaliação
dos modelos estudados e propostos neste trabalho.
Uma das medidas mais utilizadas no problema de previsão é o erro quadrático
médio (em inglês, mean squared error, MSE). Para a previsão de uma série temporal 𝑥𝑡,
é costume usar a média da distribuição condicional 𝑚1,𝑡(𝛽) e calcular o erro de previsão
como (𝑥𝑡 −𝑚1,𝑡(𝛽))2 para cada instante 𝑡. Assim, faz-se a média desse erro sobre todos
os instante de tempo e obtém-se o erro quadrático médio:
𝑀𝑆𝐸(𝛽) = 1
𝑇
𝑇∑︁
𝑡=1
(𝑥𝑡 −𝑚1,𝑡(𝛽))2 . (3.11)
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É possível demonstrar que a média 𝑚1,𝑡(𝛽) é a escolha ótima a ser feita a
partir de uma PDF 𝑝(𝑥,𝜃𝑡(𝛽)) a fim de minimizar o erro quadrático médio (FRIEDMAN
et al., 2001). Isto é:
𝑚1,𝑡(𝛽) = argmin
𝛼∈R
∫︁ +∞
−∞
(𝑥− 𝛼)2𝑝(𝑥,𝜃𝑡(𝛽))𝑑𝑥 . (3.12)
Um critério de desempenho parecido é o erro absoluto médio (em inglês, mean
absolute error, MAE), o qual se baseia no módulo da diferença entre os valores reais
e estimados das observações. Neste caso, embora a média 𝑚1,𝑡(𝛽) pareça ser uma boa
candidata para se atingir umMAE baixo, a melhor escolha de previsão em termos do MAE
é dada pela mediana da distribuição 𝑝(·,𝜃𝑡(𝛽)), conforme mostrado em (FRIEDMAN et
al., 2001). Assim, o MAE é uma alternativa ao MSE se queremos considerar informações
de todos os momentos da distribuição condicional prevista, pois o cálculo da mediana
explora toda a distribuição condicional:
𝑀𝐴𝐸(𝛽) = 1
𝑇
𝑇∑︁
𝑡=1
|𝑥𝑡 −𝑚𝑒𝑑𝑖𝑎𝑛𝑎𝑡(𝛽)| , (3.13)
𝑚𝑒𝑑𝑖𝑎𝑛𝑎𝑡(𝛽) = argmin
𝛼∈R
∫︁ +∞
−∞
|𝑥− 𝛼|𝑝(𝑥,𝜃𝑡(𝛽))𝑑𝑥 . (3.14)
Outro critério para a análise de desempenho é a própria medida de quasi-
verossimilhança, apresentada novamente na Equação (3.15):
𝑙𝑇 (𝛽) =
𝑇∑︁
𝑡=1
log 𝑝(𝑥𝑡,𝜃𝑡(𝛽)) . (3.15)
Quando dois estimadores derivados do mesmo modelo - ou seja, com o mesmo
vetor de parâmetros - são comparados, a quasi-verossimilhança pode ser empregada e
mede capacidade de previsão das características não-normais das PDFs condicionais.
Entretanto, quando temos dois estimadores associados a modelos diferentes, a quasi-
verossimilhança sozinha não é um bom critério de comparação. Isso deve-se ao fato de
que quanto maior a dimensão do parâmetro 𝛽 maior é a flexibilidade do modelo para
aproximar a distribuição condicional real. Contudo, o efeito de sobreajuste pode ocorrer e
acabar gerando uma distribuição estimada irrealmente próxima à distribuição verdadeira
devido a um número de parâmetros possivelmente maior do que o necessário. Por isso,
foram desenvolvidos os critérios de informação de Akaike (em inglês, Akaike Information
Criterion, AIC) e o critério de informação bayesiana (em inglês, Bayesian Information
Criterion, BIC) que levam em conta o número de parâmetros do modelo.
O critério AIC foi criado baseado numa estimativa geral da divergência de
Kullback-Leibler entre a distribuição do modelo estimado e a distribuição do fenômeno
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real. Como essa distribuição real é em geral impossível de ser conhecida, Akaike (AKAIKE,
1974) criou um critério que se baseia apenas na distribuição do modelo estimado e faz
uma penalidade para cada parâmetro existente no modelo. O critério AIC é calculado
com base no logaritmo da quasi-verossimilhança e no número de parâmetros do modelo,
conforme a expressão a seguir:
𝐴𝐼𝐶(𝛽) = 2𝑑𝑖𝑚(𝛽)− 2𝑙𝑇 (𝛽) . (3.16)
O critério BIC (SCHWARZ et al., 1978) foi criado baseando-se numa estima-
tiva da probabilidade bayesiana 𝑝(𝑥𝑡|ℳ) dos dados 𝑥𝑡 condicionada ao modelo estimado
ℳ. Assim como o AIC, ele leva em conta o logaritmo da quasi-verossimilhança e o nú-
mero de parâmetros estimados de 𝛽, porém acrescenta também o logaritmo do número
de amostras no seu cálculo, como mostra a Equação (3.17):
𝐵𝐼𝐶(𝛽) = log(𝑇 )𝑑𝑖𝑚(𝛽)− 2𝑙𝑇 (𝛽) . (3.17)
Por outro lado, pode-se utilizar informações mais completas da própria PDF
𝑝(·,𝜃𝑡(𝛽)) como critério de desempenho. Supondo que 𝑥𝑡 tem 𝑃𝑡 como sua distribuição
acumulada verdadeira (𝑥𝑡 ∼ 𝑃𝑡) então a série de probabilidades acumuladas 𝑢𝑡 = 𝑃𝑡(𝑥𝑡)
segue uma distribuição uniforme 𝑈(0, 1). Porém, se os dados amostrados estão associados
a uma distribuição 𝑃𝑡 desconhecida, e utilizamos um modelo com 𝑃𝑡 (e 𝑃𝑡 ̸= 𝑃𝑡), então
?^?𝑡 = 𝑃𝑡(𝑥𝑡) não segue a distribuição uniforme, i.e., ?^?𝑡  𝑈(0, 1). Não obstante, quanto
mais 𝑃𝑡 se aproximar da distribuição verdadeira 𝑃𝑡, mais semelhante a uma uniforme
𝑈(0, 1) será a distribuição frequencial acumulada de ?^?𝑡.
Assim, no caso de séries temporais, estudamos a diferença da distribuição
frequencial acumulada de ?^?𝑡 = 𝑃 (𝑥𝑡,𝜃𝑡(𝛽)) contra a distribuição uniforme 𝑈(0, 1), onde
𝑃 (·,𝜃𝑡(𝛽)) é a distribuição acumulada da PDF 𝑝(·,𝜃𝑡(𝛽)). Logo, a distribuição frequencial
acumulada ℎ𝑇 (𝛼) de ?^?𝑡 tem a seguinte fórmula:
ℎ𝑇 (𝛼) =
1
𝑇
𝑇∑︁
𝑡=1
𝐼{𝑋≤𝛼}(?^?𝑡) , (3.18)
𝐼{𝑋≤𝛼}(𝑣) =
⎧⎨⎩ 1, if 𝑣 ≤ 𝛼0, if 𝑣 > 𝛼 . (3.19)
Por sua vez, a distribuição acumulada de 𝑈(0, 1) é 𝑖(𝛼) = 𝛼. Assim, a forma
com a qual medimos a distância entre ℎ𝑇 (𝛼) e 𝑖(𝛼) é através do máximo da distância
entre as duas funções:
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𝐾𝑆 = max
𝛼∈(0,1)
|ℎ𝑇 (𝛼)− 𝛼| . (3.20)
O critério definido em (3.20) é conhecido como distância de Kolmogorov-
Smirnov (HOLLANDER et al., 2013), e é particularmente eficiente em detectar casos
em que o modelo se mostra capaz de aproximar a ocorrência de assimetria e caudas lon-
gas nas distribuições condicionais modeladas, algo que veremos ser verdadeiro no Capítulo
5 de resultados empíricos. Assim, o modelo com menor KS representa o melhor modelo
para as PDFs condicionais reais.
A distribuição frequencial acumulada ℎ𝑇 (𝛼) de 𝑣𝑡 também pode ser vista
como a frequência em que 𝑥𝑡 é menor que o quantil 𝑞𝑡(𝛼), que foi estimado pelo mo-
delo 𝑃 (·,𝜃𝑡(𝛽)). Assim, se o valor do quantil está corretamente modelado, devemos ter
que ℎ𝑇 (𝛼) é aproximadamente 𝛼. Por exemplo, ℎ𝑇 (0, 01) é equivalente à frequência em
que amostras 𝑥𝑡 são menores do que o percentil 𝑞𝑡(0, 01) e deve ser aproximadamente
0, 01 se o modelo aproximar corretamente as PDFs condicionais de 𝑥𝑡. A maioria dos
artigos na área de modelos para gestão de risco se preocupa em medir a diferença de
(ℎ𝑇 (0, 01) − 0, 01) e (ℎ𝑇 (0, 05) − 0, 05), pois são os valores mais usados na gestão de
risco. Porém, aqui nos preocupamos em calcular essa diferença para todos os quantis e
utilizar sua distância máxima que equivale a 𝐾𝑆. Portanto, temos que quanto menor for
a distância KS, melhor é a aproximação média dos quantis reais de 𝑥𝑡 com o modelo
𝑝(·,𝜃𝑡(𝛽)).
Figura 33 – Exemplo de distância de Kolmogorov-Smirnov 𝐾𝑆 = 0, 192 no quantil de
𝛼 = 0, 27.
Ilustramos alguns exemplos com histrogramas acumulados ℎ𝑇 (𝛼) de como o
critério KS é calculado e o que ele significa em termos de previsão de quantis. Na Figura
Capítulo 3. Modelos não-estacionários 84
33, o máximo do absoluto da diferença |ℎ𝑇 (𝛼) − 𝛼| ocorre em 𝛼 = 0, 27 com valor
|ℎ𝑇 (0, 27) − 0, 27| = 0, 192. Isso significa que a aproximação dos quantis 𝑞𝑡(0, 27) está
incorreta, em média, 19, 2% dos dados amostrados. Nesse caso, como os quantis 𝑞𝑡(0, 27)
fazem parte da cauda das PDFs condicionais, podemos inferir que o modelo aproxima
incorretamente a cauda da série temporal estudada.
Na Figura 34a, o máximo da diferença |ℎ𝑇 (𝛼) − 𝛼| ocorreu em 𝛼 = 0, 47
que corresponde à região próxima à mediana, significando que o modelo não conseguiu
aproximar adequadamente a assimetria da PDF condicional. Porém, caso o valor de KS
não seja muito significativo, como exemplicado na Figura 34b, então o modelo conseguiu
captar corretamente as distribuições condicionais da série temporal estudada.
(a) Exemplo de distância de Kolmogorov-
Smirnov𝐾𝑆 = 0, 083 no quantil de 𝛼 =
0, 47.
(b) Exemplo de distância de Kolmogorov-
Smirnov𝐾𝑆 = 0, 033 no quantil de 𝛼 =
0, 33.
Figura 34 – Exemplos de medidas da distância de Kolmogorov-Smirnov.
Atráves dessa capacidade de identificar se o modelo estimado conseguiu captar
o comportamento das PDFs condicionais da série temporal, podemos constatar que o
critério𝐾𝑆 se credencia como uma opção adequada para medir o desempenho de previsão
de séries temporais não-estacionárias e não-normais.
3.3 Procedimento de Construção de Modelos Não-Estacionários
Portanto, vimos até o momento as etapas de construção de modelos e as
considerações gerais sobre os vários aspectos da modelagem de séries temporais não-
estacionárias. Na lista a seguir, resumimos as etapas envolvidas na construção de um
modelo para aproximação de PDFs condicionais de séries temporais.
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1𝑎 etapa) Escolha da família de distribuições 𝑝(·,𝜃𝑡) para a aproximação da
distribuição verdadeira;
𝑝(·,𝜃𝑡) ∼ 𝑝𝑡(·; x¯𝑡, u¯𝑡) . (3.21)
2𝑎 etapa) Escolha do método de seleção de variáveis de previsão;
(?˙?𝑡, x˙𝑡, u˙𝑡) = 𝑆(?¯?𝑡, x¯𝑡, u¯𝑡) . (3.22)
3𝑎 etapa) Escolha da função de recorrência dos parâmetros ;
𝜃𝑡 = 𝑅(?˙?𝑡, x˙𝑡, u˙𝑡;𝛽) . (3.23)
4𝑎 etapa) Escolha do método de otimização para a regressão da função de
recorrência;
𝛽*𝑇 = argmax
𝛽∈Λ
𝑙𝑇 (𝛽) . (3.24)
5𝑎 etapa) Avaliação das medidas de desempenho.
Neste trabalho, vamos estudar o tipo de não-estacionariedade que cada modelo
é capaz de aproximar, sendo este aspecto a principal diferença entre eles. Sob uma pers-
pectiva de aprendizado de máquina, podemos ver cada modelo como uma regressão das
características das distribuições condicionais com diversos tipos de não-estacionariedade.
Cada modelo aproxima um tipo de comportamento do conjunto de dados e modelos mais
complexos conseguem capturar comportamentos mais elaborados (e.g., a hiperobliqui-
dade da PDF), porém não existe um modelo que aproxime melhor todos os fenômenos
aleatórios possíveis. De fato, cada modelo tem seu escopo de casos em que atinge a melhor
aproximação, um fato que nos remete ao espírito do teorema no free lunch (WOLPERT,
1996). Salientamos que o tipo de não-estacionariedade de cada modelo encontra-se na
família de distribuições 𝑝(·,𝜃𝑡) - capacitando o modelo a captar nuances das distribui-
ções condicionais -, na lei de recorrência temporal - determinando o cálculo de como a
não-estacionariedade do passado dos atributos influencia na distribuição condicional fu-
tura - e nos atributos usados na previsão - determinando quais fatores influenciarão a
não-estacionariedade futura do modelo. Contudo, no caso do presente trabalho, os atri-
butos selecionados para a previsão são simplesmente os atrasos da série (𝑥𝑡−𝑖)𝑝𝑖=1 e do erro
de previsão do modelo (𝜖𝑡−𝑗)𝑝𝑗=1. Portanto, o tipo de não-estacionariedade dos modelos
considerados é determinado apenas pela família de distribuições e pela lei de recorrência
temporal.
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Como cada modelo tem um escopo de conjunto de dados cuja representação
mais adequada é através do modelo, dessa forma, na perspectiva de séries temporais po-
demos medir essa capacidade analisando os resíduos, calculados por 𝑧𝑡 = 𝑃−1𝑡 (𝑥𝑡), gerados
por cada modelo na previsão do conjunto de dados. Quanto mais independente e identi-
camente distribuída é a série 𝑧𝑡, mais adequada é a representação obtida pelo modelo 𝑃𝑡.
Há casos em que modelos autoregressivos não representam bem a não-estacionariedade de
um conjunto de dados, por exemplo, quando há tendência, ciclos ou sazonalidade na série
temporal. Para compensar esses comportamentos deve-se utilizar uma função temporal
no modelo, e.g., 𝑓(𝑡) = 𝑡 para remover tendência ou 𝑓(𝑡) = 𝑠𝑒𝑛(𝑥) para remover ciclos1.
Assim, nesse estudo analisaremos apenas modelos autoregressivos de séries temporais sem
tendência e ciclos e, na Seção 5.5.2, utilizaremos uma modificação de sazonalidade junto
do método autoregressivo.
3.3.1 Aplicação a gestão de risco de mercado financeiro
Para exemplificar uma aplicação em que há necessidade da previsão de PDFs
condicionais mais precisas, citamos a gestão de risco e alocação de portfólio (MEUCCI,
2009). Nesse caso, o gestor deve decidir qual a alocação 𝛼 = (𝛼1, ..., 𝛼𝐷) em 𝐷 ativos
financeiros previamente escolhidos, em que cada 𝛼𝑖 é a proporção do capital alocado no
𝑖-ésimo ativo. Dada uma previsão da média condicional do retorno x𝑇+1 ∈ R𝐷 da série
de valores dos ativos2 v𝑇 , queremos otimizar o retorno médio 𝛼⊤x𝑇+1 sob a restrição
𝛼⊤v𝑇 = 𝑤𝑇 de quantidade de capital 𝑤𝑇 disponível no tempo 𝑇 e uma restrição de risco
máximo aceito pelo gestor:
𝛼* = arg max
𝛼⊤v𝑇=𝑤𝑇 , 𝑄𝑟(𝛼)≥𝛾𝑤𝑇
𝛼⊤x𝑇+1 (3.25)
Essa restrição de risco é dada a partir do quantil 𝑄𝑟(𝛼) associada a variável
aleatória∑︀𝐷𝑖=1 𝛼𝑖𝑝𝑇+1,𝑖(𝑥𝑡,𝑖) da alocação 𝛼 sujeito a uma PDF condicional ∏︀𝐷𝑖=1 𝑝𝑇+1,𝑖(𝑥𝑡,𝑖)
prevista para a série. Devemos escolhemos ainda qual a probabilidade 𝑟 associada ao
quantil 𝑄𝑟(𝛼) e qual a fração 𝛾 ∈ (0, 1) máxima de perda de capital que mede a tolerância
ao risco do investidor. A restrição de risco máximo é dada por 𝑄𝑟(𝛼) ≥ 𝛾𝑤𝑇 , assegurando
que nos piores (1−𝑟)% dos casos de retornos x𝑇+1 a quantidade de capital obtida 𝛼⊤v𝑇+1
deve ser maior do que uma fração 𝛾 do capital inicial 𝑤𝑇 . Por exemplo, se 𝑟 = 0, 05 e
𝛾 = 0, 8, então em 95% dos casos o portfólio não deve se desvalorizar mais do que 80%.
1 Apresentaremos um método para remover sazonalidade na Seção 5.5.2.
2 Aqui supomos que as séries de retornos 𝑥𝑡,𝑖 são independentes entre si e que são calculdadas a partir
dos preço: 𝑥𝑡,𝑖 = log(𝑣𝑡,𝑖)− log(𝑣𝑡−1,𝑖).
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3.4 Séries sintéticas de modelos
Como descrito na Seção 3.1, quando criamos um modelo de séries temporais
para uma série 𝑥𝑡, obtemos uma sequência de distribuições condicionais 𝑝(·,𝜃𝑡(𝛽)) do
modelo. Nesse caso, a série 𝑥𝑡 não necessariamente foi amostrada por essa sequência de
distribuições condicionais, pois essas são apenas uma aproximação estimada da sequência
de distribuições condicionais reais do fenômeno 𝑥𝑡.
Contudo, podemos gerar séries temporais 𝑥𝛽𝑡 artificialmente a partir de um
modelo 𝑝(·,𝜃𝑡(𝛽)) de forma que essa série tenha, de fato, suas amostradas geradas por
este modelo, i.e., 𝑥𝛽𝑡 ∼ 𝑝(·,𝜃𝑡(𝛽)). Esse tipo de série é chamada de série sintética ou série
artificial.
No capítulo de experimentos, utilizamos séries sintéticas para testar a capaci-
dade de aproximação de diversos modelos da literatura, assim como dos modelos propostos
neste trabalho, uma vez que, neste caso, as distribuições condicionais são perfeitamente
conhecidas. Isso nos permite comparar o modelo estimado com o modelo exato que gerou
a série sintética.
O método utilizado para gerar uma série sintética tem como base um valor
inicial arbitrário para a série sintética 𝑥𝛽0 , um parâmetro da distribuição inicial 𝜃0, da
função distribuição acumulada 𝑃 (·,𝜃𝑡(𝛽)) e um gerador de números aleatórios uniformes
em (0, 1), 𝑢𝑡 ∼ 𝑈(0, 1), 𝑡 = 1, ..., 𝑇 . Assim, a partir de 𝑥0 e 𝜃0, calcula-se 𝜃1(𝛽) do
modelo e resolve-se 𝑃 (𝑥1,𝜃1(𝛽)) = 𝑢1 em termos de 𝑥1, e segue-se da mesma forma para
calcular 𝑥2, 𝑥3, ..., 𝑥𝑇 . Esse método resulta em uma série sintética desejada, pois amostrar
𝑥𝛽𝑡 ∼ 𝑝(·,𝜃𝑡(𝛽)) é o mesmo que amostrar 𝑠𝑢𝑡 ∼ 𝑈(0, 1) e inverter a função distribuição
acumulada 𝑥𝑡 = 𝑃−1(𝑢𝑡,𝜃𝑡(𝛽)). É interessante notar que cada série de números uniformes
𝑢𝑡 gera uma série sintética 𝑥𝛽𝑡 distinta. Abaixo, apresentamos o pseudocódigo do algoritmo
3.1 gerador de séries sintéticas de um modelo conhecido 𝑝(·,𝜃𝑡(𝛽)).
Há casos em que o modelo 𝑝(·,𝜃𝑡(𝛽)) possui alguns parâmetros 𝛽 que resultam
em distribuições condicionais com algum momento estatístico infinito. Nestas situações,
a quasi-verossimilhança da série sintética 𝑙𝑡(𝛽) tende ao infinito e diverge. Por isso, é
necessário colocar um número grande 𝑀 > 0 para realizar a parada do algoritmo caso
|𝑙𝑡(𝛽)| > 𝑀 , senão o algoritmo não convergirá. Quando ocorre essa divergência, normal-
mente excluímos o parâmetro 𝛽 e sua série 𝑥𝛽𝑡 de nossa análise. Aqui, utilizamos como
critério de divergência o número3 𝑀 = 1, 8× 10308. Além disso, para resolver a inversão
da função distribuição acumulada 𝑃 (𝑥𝛽𝑡 ,𝜃𝑡(𝛽)) = 𝑢𝑡 em termos de 𝑥𝛽𝑡 , foi utilizado o
método de busca binária com critério de parada |𝑃 (𝑥𝛽𝑡 ,𝜃𝑡(𝛽))− 𝑢𝑡| < 10−8.
Portanto, discutimos como criar séries sintéticas a partir de modelos de séries
3 Esse valor representa o maior número possível da linguagem Fortran.
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Pseudocódigo 3.1 Construção de uma série sintética com 𝑇 amostras a partir do modelo
𝑥𝛽𝑡 ∼ 𝑝(·,𝜃𝑡(𝛽))
Entrada: 𝑇 - número de amostras desejada, x0 - valor inicial da série, 𝜃0 - valores das
condições iniciais, 𝑀 - valor positivo para o critério de parada de divergência da série;
Inicialização:
1: 𝑡⇐ 1;
2: Calcular 𝜃1(𝛽) = 𝑅(?¯?0, x¯0;𝛽);
3: Gerar número aleatório uniforme 𝑢1 ∼ 𝑈(0, 1);
4: Resolver 𝑃 (𝑥𝛽1 ,𝜃1(𝛽)) = 𝑢1 para 𝑥𝛽1 ;
5: Calcular 𝑙1(𝛽) = log 𝑝(𝑥1,𝜃1(𝛽));
enquanto 𝑡 ≤ 𝑇 e |𝑙𝑡(𝛽)| ≤𝑀 faça
6.1: 𝑡⇐ 𝑡+ 1;
Cálculo da série sintética:
6.2: Calcular 𝜃𝑡(𝛽) = 𝑅(?¯?𝑡−1, x¯𝑡−1;𝛽);
6.3: Gerar número aleatório uniforme 𝑢𝑡 ∼ 𝑈(0, 1);
6.4: Resolver 𝑃 (𝑥𝛽𝑡 ,𝜃𝑡(𝛽)) = 𝑢𝑡 para obter 𝑥𝛽𝑡 ;
6.5: Calcular 𝑙𝑡(𝛽) = 𝑙𝑡−1(𝛽) + log 𝑝(𝑥𝑡,𝜃𝑡(𝛽));
fim enquanto
se 𝑡 = 𝑇 então
Série gerada com sucesso:
7.1: Resultado: {𝑥𝛽𝑡 }𝑇𝑡=1;
senão {𝑡 < 𝑇 }
Série divergiu:
6.2: Resultado: ∅;
fim se
temporais. Tais séries sintéticas serão importantes na discussão, comparação e análise
da estimação dos modelos de não-estacionariedades, pois para essas séries já conhecemos
com exatidão o modelo subjacente às amostras disponíveis.
A seguir, vamos apresentar os principais modelos não-estacionários já bem
estabelecidos na literatura.
3.5 Modelo AR
O modelo autoregressivo (AR) representa o modelo mais simples dentre todos
os modelos não-estacionários (BOX; JENKINS, 1970). Como dito na Seção 3.1, o primeiro
passo na construção de um modelo de séries temporais é a escolha de uma família de
distribuições 𝑝(·,𝜃𝑡) para a aproximação das distribuições condicionais verdadeiras do
fenômeno {𝑥𝑡}𝑇𝑡=1. Para essa escolha, a opção mais simples é a família de distribuições
normais:
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𝑝(𝑥,𝜃𝑡) =
1√︁
2𝜋𝜎2𝑡
exp
(︃
(𝑥−𝑚1,𝑡)2
2𝜎2𝑡
)︃
. (3.26)
𝜃𝑡 = (𝑚1,𝑡, 𝜎𝑡) . (3.27)
A próxima etapa é definir quais variáveis serão selecionadas como parâmetros
variantes no tempo dos quais a amostragem futura 𝑥𝑡 depende. A fim de manter a simpli-
cidade da exposição teórica, não vamos considerar variáveis externas u¯𝑡 à série 𝑥𝑡 e não
será usado nenhum método de seleção de variáveis ou de extração de atributos. Usaremos
o passado da série até o 𝑝-ésimo atraso (𝑥𝑡−1, 𝑥𝑡−2, ..., 𝑥𝑡−𝑝) como variáveis previsoras para
a estimação de 𝜃𝑡 = 𝑅(𝑥𝑡−1, 𝑥𝑡−2, ..., 𝑥𝑡−𝑝,𝛽). Além disso, será utilizada a função linear
como regra de recorrência para modelar a não-estacionariedade da média e a variância
será deixada estacionária. Na Equação (3.28), 𝑎1, 𝑎2 e 𝑏(𝑖)1 são os parâmetros a serem
ajustados de forma a otimizar a representação da série temporal estudada pelo modelo
AR:
𝑚1,𝑡(𝛽) = 𝑎1 + 𝑏(1)1 𝑥𝑡−1 + 𝑏
(2)
1 𝑥𝑡−2 + ...+ 𝑏
(𝑝)
1 𝑥𝑡−𝑝 , (3.28)
𝜎2𝑡 = 𝑎2 , (3.29)
𝛽 = (𝑎1, 𝑏(1)1 , ..., 𝑏
(𝑝)
1 , 𝑎2) . (3.30)
Como no modelo AR, em todos os modelos considerados nesse estudo, o ajuste
de cada modelo concentra-se na estimação dos parâmetros das regras de evolução tem-
poral das variáveis não-estacionárias das PDFs condicionais. De certa forma esse modelo
representa um tipo de regressão dos dados 𝑥𝑡 pela regra linear𝑚1,𝑡(𝛽) = 𝑎1+
∑︀𝑝
𝑖=1 𝑏
(𝑖)
1 𝑥𝑡−𝑖.
Por esse motivo o nome autoregressão é devido à ideia de que a regressão é feita a partir
dos valores da própria série em instantes anteriores. E como na regressão, podemos obter
um estimador de 𝑎1 e 𝑏(𝑖)1 através do método dos quadrados mínimos:
𝛽*𝑇 = arg min
𝑎1,𝑏
(𝑖)
1
𝑇∑︁
𝑡=1
(︁
𝑥𝑡 − 𝑎1 − 𝑏(1)1 𝑥𝑡−1 − · · · − 𝑏(𝑝)1 𝑥𝑡−𝑝
)︁2
. (3.31)
Essa metodologia sugere um modelo de não-estacionariedade apenas para a
média. Os momentos centralizados de ordem maior que um, tais como a variância, a
obliquidade e a curtose são tidos como estacionários ou, mais precisamente, constan-
tes, o que certamente implica em limitações na modelagem de características de não-
estacionariedade da distribuição condicional verdadeira. Com efeito, não será possível
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com este modelo capturar potenciais assimetrias ou a presença de cauda longa nas distri-
buições condicionais, ocasionando uma perda em sua capacidade de previsão do fenômeno.
De fato, os valores dos momentos estatísticos de ordem maior ou igual a dois serão dados
por:
𝑚2,𝑡(𝛽) = 𝑎2 , (3.32)
𝑚3,𝑡(𝛽) = 0 , (3.33)
𝑚4,𝑡(𝛽) = 3𝑎22 , (3.34)
𝑚5,𝑡(𝛽) = 0 . (3.35)
... (3.36)
Além disso, pode-se calcular o momento limite de primeira ordem, chamado
média incondicional:
lim
𝑡→∞𝑚1,𝑡(𝛽) = 𝑚1,∞(𝛽) , 𝑚1,∞(𝛽) =
𝑎1
1− 𝑏(1)1 − ...− 𝑏(𝑝)1
. (3.37)
Se considerarmos o início da evolução da regra linear desse modelo, vemos
que no instante 𝑡 = 1 há a necessidade de incluirmos o valor da média condicional nos
instantes 𝑡 = 0,−1,−2, ...,−𝑝. Chamamos tais variáveis 𝜇0, 𝜇−1, 𝜇−2, ..., 𝜇−𝑝 de condições
iniciais para o modelo e é necessário fazer uma escolha específica para os seus valores. Em
(ŠARIĆ; TURAJLIĆ, 1993), são considerados duas opções de escolha para tais valores
de 𝜇0, 𝜇−1, 𝜇−2, ..., 𝜇−𝑝. A primeira opção baseia-se no fato que 𝑚1,𝑡(𝛽)→ 𝑚1,∞(𝛽), logo
a escolha natural para tais condições iniciais seria 𝑚1,∞(𝛽):
𝑚
(1)
1,0(𝛽) = 𝑚
(1)
1,−1(𝛽) = 𝑚
(1)
1,−2(𝛽) = ... = 𝑚
(1)
1,−𝑝(𝛽) = 𝑚
(1)
1,∞(𝛽) =
𝑎1
1− 𝑏(1)1 − ...− 𝑏(𝑝)1
.
(3.38)
Tal escolha é muito sensível a casos em que ∑︀𝑝𝑖=1 𝑏(𝑖)1 ≈ 1, gerando valores
muito grandes para essas condições iniciais. Logo, uma segunda escolha seria utilizar o
coeficiente independente 𝑎1 da regra linear como condição inicial, pois seria como se o
modelo fosse estacionário com valores de 𝑏(𝑖)1 = 0 até o instante 𝑡 = 0 e inicia-se a sua
não-estacionariedade após 𝑡 = 1. Dessa forma, as condições iniciais são robustas aos casos
em que ∑︀𝑝𝑖=1 𝑏(𝑖)1 ≈ 1, pois não os incluem em seu cálculo:
𝑚
(2)
1,0(𝛽) = 𝑚
(2)
1,−1(𝛽) = 𝑚
(2)
1,−2(𝛽) = ... = 𝑚
(2)
1,−𝑝(𝛽) = 𝑎1 . (3.39)
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Além disso, vemos que só podemos garantir a finitude desse momento se
|𝑏(1)1 | + ... + |𝑏(𝑝)1 | < 1, logo essa desigualdade é utilizada como região na qual o pro-
cesso de estimação estará confinado. Tal restrição evita uma média incondicional infinita,
(𝑚1,𝑡(𝛽)→∞), impossibilitando o processo de estimação do modelo. Assim, iremos res-
tringir a estimação do conjunto de parâmetros 𝛽 a um conjunto Λ com tais restrições:
Λ =
{︁(︁
𝑎1, 𝑏
(1)
1 , ..., 𝑏
(𝑝)
1 , 𝑎2
)︁
∈ R× (−1, 1)𝑝 × (0,∞) : |𝑏(1)1 |+ ...+ |𝑏(𝑝)1 | < 1
}︁
. (3.40)
Desse modo, será utilizado o logaritmo da quasi-verossimilhança como critério
de otimização para a estimação do modelo:
𝑙𝑇 (𝛽) = −𝑇2 log(2𝜋)−
𝑇
2 log(𝑎2)−
1
2𝑎2
𝑇∑︁
𝑡=1
(𝑥𝑡 −𝑚1,𝑡(𝛽))2 . (3.41)
Portanto, o estimador para 𝛽 é obtido maximizando 𝑙𝑇 (𝛽):
𝛽*𝑇 = argmax
𝛽∈Λ
𝑙𝑇 (𝛽) . (3.42)
Como a simplicidade foi mantida em toda a definição do modelo AR, há uma
solução explícita de 𝛽 para o máximo de 𝑙𝑇 (𝛽). Tal solução é conhecida como solução de
Yule-Walker (GREENE, 2011). A partir das autocovariâncias definidas por 𝛼 = 1
𝑇
∑︀𝑇
𝑡=1 𝑥𝑡
e 𝛾𝑖 = 1𝑇
∑︀𝑇
𝑡=1 𝑥𝑡𝑥𝑡−𝑖, 𝑖 = 0, 1, ..., 𝑝, podemos calcular a solução exata pelas equações de
Yule-Walker:
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝑎1
𝑏
(1)
1
𝑏
(2)
1
...
𝑏
(𝑝)
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 𝛼 𝛼 · · · 𝛼
𝛼 𝛾0 𝛾1 · · · 𝛾𝑝−1
𝛼 𝛾1 𝛾0 · · · 𝛾𝑝−2
... ... ... . . . ...
𝛼 𝛾𝑝−1 𝛾𝑝−2 · · · 𝛾0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
−1 ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝛼
𝛾1
𝛾2
...
𝛾𝑝
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (3.43)
Além disso, há uma solução exata para a variância 𝑎2:
𝑎2 =
1
𝑇
𝑇∑︁
𝑡=1
(𝑥𝑡 −𝑚1,𝑡(𝛽))2 . (3.44)
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Para esse modelo, temos que as condições de derivadas parciais nulas da otima-
lidade da maximização da quasi-verossimilhança para os parâmetros de 𝑚1,𝑡(𝛽), exibidas
na Equação (3.45), são idênticas às condições para minimização de mínimos quadrados.
Assim, temos que estimar os parâmetros 𝑎1 e 𝑏(𝑖)1 por quasi-verosimilhança é equivalente
a estimar por mínimos quadrados:
𝑇∑︁
𝑡=1
(𝑥𝑡 −𝑚1,𝑡(𝛽)) 𝜕
𝜕𝛽𝑖
𝑚1,𝑡(𝛽) = 0 . (3.45)
Deste modo, o modelo AR constitui um primeiro modelo de séries temporais
não-estacionárias, sendo que a não-estacionariedade é considerada apenas na média con-
dicional, a qual é calculada com base em uma regra linear dos atrasos da série temporal.
3.6 Modelo ARMA
O modelo autoregressivo de médias móveis (em inglês, auto-regressive moving
average, ARMA) é outro exemplo de modelo com média condicional não-estacionária,
porém mais complexo que o modelo AR considerando a inclusão dos erros de previsão
𝜖𝑡(𝛽) na lei de evolução da média condicional. O modelo ARMA também é construído
com base na família de distribuições normais para representar a PDF condicional 𝑝(𝑥,𝜃𝑡):
𝑝(𝑥,𝜃𝑡) =
1√
2𝜋𝜎2
exp
(︃
(𝑥−𝑚1,𝑡)2
2𝜎2
)︃
, (3.46)
𝜃𝑡 = (𝑚1,𝑡, 𝜎) . (3.47)
Nesse modelo, a função de recorrência linear para a média condicional leva em
consideração o passado da série 𝑥𝑡−𝑖 até o 𝑝-ésimo atraso além do passado dos erros de
previsão 𝜖𝑡−𝑗(𝛽) até o 𝑞-ésimo atraso, como pode ser visto na Equação (3.48):
𝑚1,𝑡(𝛽) = 𝑎1 +
𝑝∑︁
𝑖=1
𝑏
(𝑖)
1 𝑥𝑡−𝑖 +
𝑞∑︁
𝑗=1
𝑐
(𝑗)
1 𝜖𝑡−𝑗(𝛽) , (3.48)
𝜖𝑡(𝛽) = 𝑥𝑡 −𝑚1,𝑡(𝛽) , (3.49)
𝜎2 = 𝑎2 . (3.50)
Então, o conjunto de parâmetros do modelo ARMA é composto pelos coefici-
entes da regra linear junto com o valor da variância da distribuição normal 𝑎2:
𝛽 = (𝑎1, (𝑏(𝑖)1 )𝑝𝑖=1, (𝑐
(𝑗)
1 )𝑞𝑗=1, 𝑎2) . (3.51)
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Analogamente ao modelo AR, os momentos centrais de ordem maior que um
para o modelo ARMA são constantes, limitando novamente sua capacidade de capturar
aspectos de assimetria e cauda longa:
𝑚2,𝑡(𝛽) = 𝑎2 , (3.52)
𝑚3,𝑡(𝛽) = 0 , (3.53)
𝑚4,𝑡(𝛽) = 3𝑎22 , (3.54)
𝑚5,𝑡(𝛽) = 0 . (3.55)
... (3.56)
O momento incondicional de primeira ordem - a média incondicional - apre-
senta uma expressão semelhante àquela associada ao modelo AR:
𝑚1,∞(𝛽) =
𝑎1
1−∑︀𝑝𝑖=1 𝑏(𝑖)1 −∑︀𝑞𝑗=1 𝑐(𝑗)1 . (3.57)
Há duas opções para as condições iniciais da regra linear de 𝑚1,𝑡(𝛽) do modelo
ARMA - a média incondicional ou o coeficiente independente:
𝑚
(1)
1,0(𝛽) =
𝑎1
1−∑︀𝑝𝑖=1 𝑏(𝑖)1 −∑︀𝑞𝑗=1 𝑐(𝑗)1 , ou 𝑚
(2)
1,0(𝛽) = 𝑎1 . (3.58)
Tal qual o modelo AR, a variância da distribuição normal é estimada pela
média amostral, conforme a Equação (3.44). Este resultado advém do cálculo do ponto
de mínimo da quasi-verossimilhança, através da equação de ponto crítico, em que sua
derivada parcial se anula 𝜕𝑙𝑇
𝜕𝑎2
(𝛽) = 0. Dessa forma, o conjunto de parâmetros é reduzido
aos coeficientes da lei linear da média condicional:
𝑎2 =
1
𝑇
𝑇∑︁
𝑡=1
(𝑥𝑡 −𝑚1,𝑡(𝛽))2 , (3.59)
𝛽 =
(︁
𝑎1, (𝑏(𝑖)1 )𝑝𝑖=1, (𝑐
(𝑗)
1 )𝑞𝑗=1
)︁
. (3.60)
A estimação do parâmetro 𝛽 será restringida à região Λ para evitar mode-
los com momentos incondicionais infinitos que resultariam numa quasi-verossimilhança
infinita:
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Λ =
⎧⎨⎩(︁𝑎1, (𝑏(𝑖)1 )𝑝𝑖=1, (𝑐(𝑗)1 )𝑞𝑗=1)︁ ∈ R× (−1, 1)𝑝+𝑞 :
⎛⎝ 𝑝∑︁
𝑖=1
|𝑏(𝑖)1 |+
𝑞∑︁
𝑗=1
|𝑐(𝑗)1 |
⎞⎠ ∈ (0, 1)
⎫⎬⎭ .
(3.61)
A estimação do parâmetro ótimo é obtida maximizando a quasi-verossimilhança.
Contudo, diferentemente do que ocorre no caso do modelo AR, agora não há uma solução
fechada para 𝛽, pois na média condicional 𝑚1,𝑡(𝛽), há uma recorrência com todos os
atrasos da série e, consequentemente, com todo o histórico de valores da média condi-
cional, tornando o problema não-convexo, de modo que um método iterativo de otimi-
zação passa a ser necessário para resolvê-lo. É interessante destacar que, assim como
acontece com o modelo AR, os critérios de estimação de quasi-verossimilhança e de
quadrados mínimos são equivalentes para o ARMA, pois a PDF escolhida é normal e
apresenta não-estacionariedade somente na média. A Equação (3.62) traz a função de
quasi-verossimilhança para o modelo ARMA. Note que o último termo equivale ao MSE
e, sendo negativo, deve ser minimizado para que 𝑙𝑇 (𝛽) seja maximizado, comprovando a
conexão entre os referidos critérios:
𝑙𝑇 (𝛽) =
−𝑇
2 log(2𝜋)−
𝑇
2 log(𝑎2)−
1
2𝑎2
𝑇∑︁
𝑡=1
(𝑥𝑡 −𝑚1,𝑡(𝛽))2 , (3.62)
𝛽*𝑇 = argmax
𝛽∈Λ
𝑙𝑇 (𝛽) . (3.63)
Neste trabalho, vamos considerar apenas modelos ARMA com um atraso da
série 𝑥𝑡−1 e um atraso do erro 𝜖𝑡−1 nas equações de 𝑚1,𝑡(𝛽), o que significa que 𝑝 = 𝑞 = 1:
𝑚1,𝑡(𝛽) = 𝑎1 + 𝑏1𝑥𝑡−1 + 𝑐1𝜖𝑡−1(𝛽) ,𝛽 = (𝑎1, 𝑏1, 𝑐1) . (3.64)
Uma restrição semelhante a esta também será imposta aos demais modelos, inclusive
aos modelos baseados em momentos de ordem superior aqui propostos. A seguir, vamos
mostrar alguns exemplos de séries sintéticas do modelo ARMA geradas por conjuntos
específicos de parâmetros do modelo que ilustraram propriedades relevantes dessa classe
de série temporais.
Na Figura 35a, mostramos os primeiros 200 instantes de tempo da série sin-
tética e das médias condicionais do modelo ARMA cujos parâmetros são indicados na
Equação (3.65). A série de valores da média condicional apresenta um perfil bastante
irregular. Isso se deve aos parâmetros 𝑏1 e 𝑐1, cuja soma é 0, 87. Uma soma de 𝑏1 e 𝑐1
resultando em 1, 0 gera uma série divergente, |𝑥𝑡| → ∞. Como a soma em questão equi-
vale a 0, 87, isso contribui para a geração de uma série com média condicional com alta
variabilidade, mas que não diverge.
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(a) Série sintética do modelo ARMA ge-
rada pela Equação (3.65) e série da mé-
dia condicional 𝑚1,𝑡(𝛽).
(b) Série sintética do modelo ARMA ge-
rada pela Equação (3.66) e série da mé-
dia condicional 𝑚1,𝑡(𝛽).
Figura 35 – Séries sintéticas do modelo ARMA.
𝑚1,𝑡(𝛽) = −0, 566 + 0, 569 𝑥𝑡−1 + 0, 313 𝜖𝑡−1(𝛽) , 𝜎2 = 3, 640 . (3.65)
Na Figura 35b, mostramos uma série sintética amostrada e as médias con-
dicionais obtidas a partir da Equação (3.66) do modelo ARMA. Os parâmetros 𝑏1 e 𝑐1
dessa equação são de valor muito baixo (menor que 0,1), de maneira que essas séries se
aproximam muito de um ruído branco de média nula, pois tal escolha para 𝑏1 e 𝑐1 quase
anula a não-estacionariedade da média condicional.
𝑚1,𝑡(𝛽) = 1, 581 + 0, 037 𝑥𝑡−1 + 0, 050 𝜖𝑡−1(𝛽) , 𝜎2 = 4, 960 . (3.66)
Nas Figuras 36a, 36b e 37, mostramos séries que possuem valores negativos
em pelo menos um dos parâmetros 𝑏1 e 𝑐1. As Equações (3.67), (3.68), (3.69) apresentam
as equações ARMA dos três casos tratados.
𝑚1,𝑡(𝛽) = 1, 821− 0, 383 𝑥𝑡−1 + 0, 392 𝜖𝑡−1(𝛽) , 𝜎2 = 4, 896 , (3.67)
𝑚1,𝑡(𝛽) = 1, 027 + 0, 506 𝑥𝑡−1 − 0, 276 𝜖𝑡−1(𝛽) , 𝜎2 = 4, 893 , (3.68)
𝑚1,𝑡(𝛽) = −0, 999− 0, 801 𝑥𝑡−1 − 0, 128 𝜖𝑡−1(𝛽) , 𝜎2 = 4, 527 . (3.69)
O modelo relacionado à Figura 36a possui um valor negativo para o parâmetro
𝑏1. Isto contribui para que a série no instante 𝑡 sempre tenda a ir na direção oposta em
relação ao instante de tempo anterior. Já no caso da Figura 36b, o modelo possui 𝑐1
negativo, o que acaba gerando uma tendência de a série ir na direção contrário do erro do
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instante anterior, promovendo oscilações na série. Este tipo de oscilação fica ainda mais
evidente na Figura 37, na qual o modelo possui ambos os parâmetros 𝑏1 e 𝑐1 com valores
negativos.
(a) Série sintética do modelo ARMA ge-
rada pela Equação (3.67) e série da mé-
dia condicional 𝑚1,𝑡(𝛽).
(b) Série sintética do modelo ARMA ge-
rada pela Equação (3.68) e série da mé-
dia condicional 𝑚1,𝑡(𝛽).
Figura 36 – Séries sintéticas do modelo ARMA.
Figura 37 – Série sintética do modelo ARMA gerada pela Equação (3.69) e série da média
condicional 𝑚1,𝑡(𝛽).
Diante do exposto, podemos afirmar que o modelo ARMA pode aproximar
séries temporais com não-estacionariedade mais abrangente que o modelo AR, possibili-
tando a captura de comportamentos um pouco mais sofisticados em sua média condicio-
nal.
3.7 Modelo GARCH
O modelo GARCH (BOLLERSLEV, 1986) (em inglês, generalized auto-regres-
sive conditional heteroskedastic model) foi o primeiro tipo de modelo a considerar uma
Capítulo 3. Modelos não-estacionários 97
variância não-estacionária além da média4, e constitui o primeiro tipo de modelo para
gestão de risco no qual há uma atenção dedicada à totalidade da PDF, e não apenas
à sua média. Este modelo, assim como o AR e o ARMA, também adota a família de
distribuições normais para construir a PDF em cada instante de tempo:
𝑝(𝑥,𝜃𝑡) =
1√︁
2𝜋𝜎2𝑡
exp
(︃
(𝑥−𝑚1,𝑡)2
2𝜎2𝑡
)︃
, (3.70)
𝜃𝑡 = (𝑚1,𝑡, 𝜎2𝑡 ) . (3.71)
Porém, como já destacado, tanto a média 𝑚1,𝑡(𝛽) quanto a variância 𝜎2𝑡 (𝛽)
são não-estacionárias, i.e., podem variar ao longo dos instantes de observação. Esta não-
estacionariedade é modelada por meio de uma regra de recorrência linear cujos argu-
mentos são o histórico de valores da série até o 𝑝1-ésimo atraso, o histórico de valores
da variância até o 𝑝2-ésimo atraso e o conjunto de valores passados do erro 𝜖𝑡(𝛽) até o
𝑞𝑖-ésimo atraso. As Equações (3.72) a (3.75) descrevem o modelo GARCH determinado
por um conjunto de parâmetros 𝑎𝑘, 𝑏(𝑖)𝑘 e 𝑐
(𝑗)
𝑘 :
𝑚1,𝑡(𝛽) = 𝑎1 +
𝑝1∑︁
𝑖=1
𝑏
(𝑖)
1 𝑥𝑡−𝑖 +
𝑞1∑︁
𝑗=1
𝑐
(𝑗)
1 𝜖𝑡−𝑗(𝛽) , (3.72)
𝜎2𝑡 (𝛽) = 𝑎2 +
𝑝2∑︁
𝑖=1
𝑏
(𝑖)
2 𝜎
2
𝑡−𝑖(𝛽) +
𝑞2∑︁
𝑗=1
𝑐
(𝑗)
2 𝜖
2
𝑡−𝑗(𝛽) , (3.73)
𝜖𝑡(𝛽) = 𝑥𝑡 −𝑚1,𝑡(𝛽) , (3.74)
𝛽 = (𝑎1, (𝑏(𝑖)1 )𝑝𝑖=1, (𝑐
(𝑗)
1 )𝑞𝑗=1, 𝑎2, (𝑏
(𝑖)
2 )𝑝2𝑖=1, (𝑐
(𝑗)
2 )𝑞2𝑗=1) . (3.75)
Uma vez que a variância 𝜎2𝑡 não é mais estacionária, os momentos centrais
pares maiores que dois da PDF também passam a variar com o tempo. No entanto, por
serem automaticamente determinados em função do valor da variância - já que a PDF é
gaussiana -, e os momentos centrais ímpares são todos nulos, o modelo não gera assimetria
ou cauda longa:
𝑚2,𝑡(𝛽) = 𝜎2𝑡 , (3.76)
𝑚3,𝑡(𝛽) = 0 , (3.77)
𝑚4,𝑡(𝛽) = 3𝜎4𝑡 , (3.78)
𝑚5,𝑡(𝛽) = 0 . (3.79)
... (3.80)
4 O modelo GARCH faz parte dos modelos tipo ARCH, que foi introduzido por Engle (1982), inaugu-
rando a modelagem de variâncias condicionais para séries temporais.
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O momento incondicional de primeira ordem é calculado da mesma forma que
no modelo ARMA, como mostra a Equação (3.81). Por sua vez, o momento incondicional
de segunda ordem obedece uma relação matemática bastante parecida, como podemos
observar na Equação (3.82):
𝑚1,∞(𝛽) =
𝑎1
1−∑︀𝑝1𝑖=1 𝑏(𝑖)1 −∑︀𝑞1𝑗=1 𝑐(𝑗)1 , (3.81)
𝜎2∞(𝛽) =
𝑎2
1−∑︀𝑝2𝑖=1 𝑏(𝑖)2 −∑︀𝑞2𝑗=1 𝑐(𝑗)2 . (3.82)
Conforme as Equações (3.83) e (3.84), É possível escolher entre duas opções
para as condições iniciais de 𝑚1,0(𝛽) e 𝜎20(𝛽): ou o seu momento incondicional ou o seu
coeficiente independente (𝑎1 e 𝑎2, respectivamente). Para o erro, a condição inicial é nula.
𝑚
(1)
1,0(𝛽) =
𝑎1
1−∑︀𝑝1𝑖=1 𝑏(𝑖)1 −∑︀𝑞1𝑗=1 𝑐(𝑗)1 ou 𝑚
(2)
1,0(𝛽) = 𝑎1 , (3.83)
(𝜎(1)0 (𝛽))2 =
𝑎2
1−∑︀𝑝2𝑖=1 𝑏(𝑖)2 −∑︀𝑞2𝑗=1 𝑐(𝑗)2 ou (𝜎
(2)
0 (𝛽))2 = 𝑎2 , (3.84)
𝜖0(𝛽) = 0 . (3.85)
Assim, a estimação dos parâmetros 𝛽 será feita com restrições de modo a
evitar momentos incondicionais de primeira e segunda ordem infinitos:
Restrições Λ do modelo GARCH:
𝑎1 ∈ R, 𝑏(𝑖)1 , 𝑐(𝑗)1 ∈ (−1, 1) :
⎛⎝ 𝑝1∑︁
𝑖=1
|𝑏(𝑖)1 |+
𝑞1∑︁
𝑗=1
|𝑐(𝑗)1 |
⎞⎠ ∈ (0, 1) , (3.86)
𝑎2 ∈ (0,+∞), 𝑏(𝑖)2 , 𝑐(𝑗)2 ∈ (0, 1) :
⎛⎝ 𝑝2∑︁
𝑖=1
𝑏
(𝑖)
2 +
𝑞2∑︁
𝑗=1
𝑐
(𝑗)
2
⎞⎠ ∈ (0, 1) . (3.87)
Para o modelo GARCH, a função de quasi-verossimilhança modifica-se um
pouco em relação ao ARMA e incorpora a não-estacionariedade da variância em seu
cálculo, como mostra a Equação (3.88). O problema de maximização de 𝑙𝑇 (𝛽) também é
não-convexo e sujeito à existência de múltiplos ótimos.
𝑙𝑇 (𝛽) =
−𝑇
2 log(2𝜋)−
1
2
𝑇∑︁
𝑡=1
log(𝜎2𝑡 )−
𝑇∑︁
𝑡=1
(𝑥𝑡 −𝑚1,𝑡(𝛽))2
2𝜎2𝑡
, (3.88)
𝛽*𝑇 = argmax
𝛽∈Λ
𝑙𝑇 (𝛽) . (3.89)
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No caso do modelo GARCH, pode-se ver claramente que se estabelecermos
o critério de mínimos quadrados 𝐸𝑇 (𝛽) =
∑︀𝑇
𝑡=1(𝑥𝑡 −𝑚1,𝑡(𝛽))2 como a informação base
para estimar 𝛽, então a variância 𝜎2𝑡 (𝛽) não tem influência no cálculo do critério 𝐸𝑇 (𝛽)
e o problema de estimação se resume a estimar a média condicional 𝑚1,𝑡(𝛽).
Originalmente, o modelo GARCH foi definido em (BOLLERSLEV, 1986) com
média estacionária, ou seja, 𝑚1,𝑡(𝛽) = 1𝑇
∑︀𝑇
𝑡=1 𝑥𝑡. Neste trabalho, porém, consideramos
a versão do GARCH com média não-estacionária para evitar que o modelo sofra uma
perda de desempenho por causa disto. Além disso, aqui vamos considerar apenas mode-
los GARCH com um atraso da série, do erro e da variância nas equações de evolução
temporal:
𝑚1,𝑡(𝛽) = 𝑎1 + 𝑏1𝑥𝑡−1 + 𝑐1𝜖𝑡−1(𝛽) , (3.90)
𝜎2𝑡 (𝛽) = 𝑎2 + 𝑎2𝜎2𝑡−1(𝛽) + 𝑐2𝜖2𝑡−1(𝛽) , (3.91)
𝜖𝑡(𝛽) = 𝑥𝑡 −𝑚1,𝑡(𝛽) , (3.92)
𝛽 = (𝑎1, 𝑏1, 𝑐1, 𝑎2, 𝑏2, 𝑐2) . (3.93)
Tal simplificação foi considerada para facilitar o processo de estimação e evitar
um número grande de modelos para a análise comparativa. Vamos ilustrar possíveis séries
sintéticas construídas com um modelo GARCH, mostrando, também, o comportamento
da média e da variância condicionais.
Na Figura 38, mostramos uma série sintética cuja equações de evolução do
modelo são apresentadas em (3.94) e (3.95). Adicionalmente, exibimos na Figura 38 a
série sintética 𝑥𝑡 juntamente com os valores da média condicional 𝑚1,𝑡(𝛽) e da variância
condicional 𝜎2𝑡 (𝛽). Podemos perceber que a variância dessa série tem picos nos instantes
de tempo perto de 𝑡 = 70 e perto de 𝑡 = 160 e uma variância de menor valor nos instantes
perto de 𝑡 = 40 e 𝑡 = 130. Estes instantes específicos de tempo estão relacionados a
mudanças na oscilação da série 𝑥𝑡.
𝑚1,𝑡(𝛽) = −0, 733− 0, 129𝑥𝑡−1 − 0, 391𝜖𝑡−1(𝛽) , (3.94)
𝜎2𝑡 (𝛽) = 0, 986 + 0, 356𝜎2𝑡−1(𝛽) + 0, 256𝜖2𝑡−1(𝛽) , (3.95)
𝑚1,𝑡(𝛽) = −1, 997 + 0, 160𝑥𝑡−1 − 0, 642𝜖𝑡−1(𝛽) , (3.96)
𝜎2𝑡 (𝛽) = 1, 271 + 0, 455𝜎2𝑡−1(𝛽) + 0, 460𝜖2𝑡−1(𝛽) . (3.97)
Na Figura 39a, apresentamos a série sintética com base nas Equações (3.96)
e (3.97). Os valores da média condicional e da variância condicional são apresentados na
Figura 39a em função do tempo. Neste caso, a variação de 𝜎2𝑡 é mais evidente nos picos
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próximos aos instantes 𝑡 = 100 e 𝑡 = 150. Este comportamento se deve ao fato de a soma
dos coeficientes 𝑏2 + 𝑐2 = 0, 915 ser próxima de 1,00, deixando a variância mais perto da
condição de divergência.
Figura 38 – Série sintética do modelo GARCH gerada pelas Equações (3.94) e (3.95), e
série da média e variância condicionais 𝑚1,𝑡(𝛽), 𝜎2𝑡 (𝛽).
(a) Série sintética do modelo GARCH ge-
rada pelas Equações (3.96) e (3.97), e
série da média e variância condicionais
𝑚1,𝑡(𝛽), 𝜎2𝑡 (𝛽).
(b) Série sintética do modelo GARCH ge-
rada pelas Equações (3.98) e (3.99), e
série da média e variância condicionais
𝑚1,𝑡(𝛽), 𝜎2𝑡 (𝛽).
Figura 39 – Séries sintéticas do modelo GARCH.
Como último exemplo, mostramos na Figura 39b uma série sintética gerada
pelo modelo GARCH com parâmetros definidos nas Equações (3.98) e (3.99). A Figura
39b complementa a exposição trazendo os valores da média e da variância condicionais.
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Uma vez que os parâmetros 𝑏2 = 0, 115 e 𝑐2 = 0, 012 assumem valores peque-
nos, a variância 𝜎2𝑡 (𝛽) é quase constante, o que faz com que haja uma certa constância
na volatilidade da série, bem parecida com aquela apresentada pela série associada ao
modelo ARMA, na Figura 36b.
𝑚1,𝑡(𝛽) = −1, 997 + 0, 160𝑥𝑡−1 − 0, 642𝜖𝑡−1(𝛽) , (3.98)
𝜎2𝑡 (𝛽) = 1, 271 + 0, 455𝜎2𝑡−1(𝛽) + 0, 460𝜖2𝑡−1(𝛽) . (3.99)
Nessa seção, vimos que o modelo GARCH possibilita modelar séries com mu-
danças dinâmicas na variância condicional. Tal modelagem representa um aumento na
capacidade de aproximação de séries temporais em relação ao modelo ARMA, o qual
não comporta tal perfil em sua construção. Esse modelo com média e variâncias condi-
cionais não-estacionárias seria o terceiro modelo mais simples na aproximação da não-
estacionariedade de um fenômeno, sendo capaz de prever mudanças em ambos os mo-
mentos condicionais.
3.8 Modelo NMGARCH
O modelo NMGARCH (em inglês, normal mixture generalized autoregressive
conditional heteroskedastic model) foi proposto por Haas et al. (2004) e estudado em-
piricamente por Alexander e Lazar (2006) e é um modelo de não-estacionariedade mais
complexo que os modelos AR, ARMA e GARCH, os quais são baseados em distribuições
condicionais normais. No NMGARCH, tendo em vista que distribuições reais podem ter
perfis não-normais, com assimetrias e/ou caudas longas, adota-se uma mistura de com-
ponentes normais para representar a PDF da observação. Além disso, o modelo considera
que a média condicional e a variância condicional de cada componente podem ser não-
estacionárias, enquanto os pontos-suporte e os pesos da mistura permanecem fixos. Desta
forma, é possível obter aproximações mais ricas e com características diversificadas nas
distribuições condicionais se comparado às abordagens AR, ARMA e GARCH.
Conforme já destacado, o NMGARCH trabalha com uma PDF condicional
que é formada por uma mistura de 𝑁 componentes normais:
𝑝(𝑥,𝜃𝑡(𝛽)) =
𝑁∑︁
𝑘=1
𝜋𝑘√︁
2𝜋𝜎2𝑘,𝑡(𝛽)
exp
(︃−(𝑥−𝑚1,𝑡(𝛽)− 𝜇𝑘)2
2𝜎2𝑘,𝑡(𝛽)
)︃
. (3.100)
A não-estacionariedade desse modelo encontra-se na média condicional e nas
variâncias condicionais de cada componente normal da mistura:
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𝑚1,𝑡(𝛽) = 𝑎1 +
𝑝1∑︁
𝑖=1
𝑏
(𝑖)
1 𝑥𝑡−𝑖 +
𝑞1∑︁
𝑗=1
𝑐
(𝑗)
1 𝜖𝑡−𝑗(𝛽) , (3.101)
𝜎2𝑘,𝑡(𝛽) = 𝑎2,𝑘 +
𝑝2∑︁
𝑖=1
𝑏
(𝑖)
2,𝑘𝜎
2
𝑘,𝑡−𝑖(𝛽) +
𝑞2∑︁
𝑗=1
𝑐
(𝑗)
2,𝑘𝜖𝑡−𝑖(𝛽)2 , (3.102)
𝜖𝑡(𝛽) = 𝑥𝑡 − 𝜖𝑡−𝑖(𝛽) . (3.103)
Porém, os pesos 𝜋𝑘 e os pontos-suporte 𝜇𝑘 de cada componente normal são os
mesmos em todos os instantes de tempo, além de terem de obedecer às mesmas condições
impostas para misturas normais estacionárias:
𝜋𝑘 ∈ (0,+∞),
𝑁∑︁
𝑘=1
𝜋𝑘 = 1 , (3.104)
𝜇𝑘 ∈ R,
𝑁∑︁
𝑘=1
𝜋𝑘𝜇𝑘 = 0 . (3.105)
Deste modo, o conjunto de parâmetros do modelo NMGARCH tem dimensão
(𝑝1 + 𝑞1) + (𝑝2 + 𝑞2)𝑁 + 3𝑁 + 1, e é dado por:
𝛽 =
(︁
𝑎1, (𝑏(𝑖)1 )𝑝1𝑖=1, (𝑐
(𝑗)
1 )𝑞1𝑗=1, (𝑎2,𝑘)𝑁𝑘=1, ((𝑏
(𝑖)
2,𝑘)
𝑝2
𝑖=1)𝑁𝑘=1, ((𝑐
(𝑗)
2,𝑘)
𝑝2
𝑗=1)𝑁𝑘=1, (𝜋𝑘)𝑁𝑘=1, (𝜇𝑘)𝑁𝑘=1
)︁
.
(3.106)
Semelhantemente ao que foi apresentado para o modelo GARCH, há duas
possibilidades para as condições iniciais da média e da variância condicionais: o respectivo
valor incondicional ou o coeficiente independente (𝑎1 e 𝑎2,𝑘):
𝑚
(1)
1,0(𝛽) =
𝑎1
1−∑︀𝑝1𝑖=1 𝑏(𝑖)1 −∑︀𝑞1𝑗=1 𝑐(𝑗)1 ou 𝑚
(2)
1,0(𝛽) = 𝑎1 , (3.107)
(𝜎(1)𝑘,0(𝛽))2 =
𝑎2,𝑘
1−∑︀𝑝2𝑖=1 𝑏(𝑖)2,𝑘 −∑︀𝑞2𝑗=1 𝑐(𝑗)2,𝑘 ou (𝜎
(2)
𝑘,0(𝛽))2 = 𝑎2,𝑘 , (3.108)
𝜖0(𝛽) = 0 . (3.109)
Em (ALEXANDER; LAZAR, 2006), são definidas algumas condições para
que o segundo, o terceiro e o quarto momento incondicional sejam sempre finitos. Neste
trabalho, porém, vamos nos restringir ao tratamento de modelos em que (∑︀𝑝2𝑖=1 𝑏(𝑖)2,𝑘 +∑︀𝑞2
𝑗=1 𝑐
(𝑗)
2,𝑘) ∈ (0, 1) . Abaixo encontra-se a lista de restrições Λ para a otimização de 𝑙𝑇 (𝛽):
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Restrições Λ do modelo NMGARCH-N:
𝑎1 ∈ R, 𝑏(𝑖)1 , 𝑐(𝑗)1 ∈ (−1, 1) :
⎛⎝ 𝑝1∑︁
𝑖=1
|𝑏(𝑖)1 |+
𝑞1∑︁
𝑗=1
|𝑐(𝑗)1 |
⎞⎠ ∈ (0, 1) , (3.110)
𝑎2,𝑘 ∈ (0,+∞), 𝑏(𝑖)2,𝑘, 𝑐(𝑗)2,𝑘 ∈ (0, 1) :
⎛⎝ 𝑝2∑︁
𝑖=1
𝑏
(𝑖)
2,𝑘 +
𝑞2∑︁
𝑗=1
𝑐
(𝑗)
2,𝑘
⎞⎠ ∈ (0, 1) , (3.111)
𝜇𝑘 ∈ R , 𝜋𝑘 ∈ (0,+∞) :
𝑁∑︁
𝑘=1
𝜋𝑘 = 1,
𝑁∑︁
𝑘=1
𝜋𝑘𝜇𝑘 = 0 . (3.112)
Como lidamos com misturas de distribuições normais, não há uma expressão
mais simplificada para a função de quasi-verossimilhança 𝑙𝑇 (𝛽). Na verdade, vamos tra-
balhar diretamente com a soma dos logaritmos das PDFs associadas a cada instante de
observação. Esta função deverá ser maximizada em função de 𝛽 restrita à região Λ:
𝑙𝑇 (𝛽) =
𝑇∑︁
𝑡=1
log
⎛⎝ 𝑁∑︁
𝑘=1
𝜋𝑘√︁
2𝜋𝜎2𝑘,𝑡(𝛽)
exp
(︃−(𝑥−𝑚1,𝑡(𝛽)− 𝜇𝑘)2
2𝜎2𝑘,𝑡(𝛽)
)︃⎞⎠ , (3.113)
𝛽*𝑇 = argmax
𝛽∈Λ
𝑙𝑇 (𝛽) . (3.114)
Em (ALEXANDER; LAZAR, 2006), o modelo NMGARCH é desenvolvido
com média estacionária, de modo análogo ao modelo GARCH. Aqui, porém, vamos con-
siderar este modelo com média não-estacionária a fim de possibilitar possíveis variações da
média no fenômeno aleatório. Além disto, vamos tratar apenas de modelos NMGARCH
com um atraso para valores da série, do erro e das variâncias condicionais de cada com-
ponente, de maneira que as equações de recorrência dos momentos condicionais são dadas
por:
𝑚1,𝑡(𝛽) = 𝑎1 + 𝑏1𝑥𝑡−1 + 𝑐1𝜖𝑡−1(𝛽) , (3.115)
𝜎2𝑘,𝑡(𝛽) = 𝑎2,𝑘 + 𝑏2,𝑘𝜎2𝑘,𝑡−1(𝛽) + 𝑐2,𝑘𝜖𝑡−1(𝛽)2 , para 𝑘 = 1, ..., 𝑁 , (3.116)
𝛽 = (𝑎1, 𝑏1, 𝑐1, (𝑎2,𝑘)𝑁𝑘=1, (𝑏2,𝑘)𝑁𝑘=1, (𝑐2,𝑘)𝑁𝑘=1, (𝜋𝑘)𝑁𝑘=1, (𝜇𝑘)𝑁𝑘=1) . (3.117)
Sendo assim, apresentamos a seguir as expressões da evolução temporal dos
momentos condicionais e os conjuntos de parâmetros envolvidos na otimização para as
versões do modelo NMGARCH com duas (Equações (3.118) a (3.122)), três (Equações
(3.123) a (3.128)) e quatro (Equações (3.129) a (3.136)) componentes normais. A abrevi-
ação NMGARCH-𝑁 será utilizada para indicar o número (𝑁) de componentes normais
consideradas.
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Modelo NMGARCH-2:
𝑚1,𝑡(𝛽) = 𝑎1 + 𝑏1𝑥𝑡−1 + 𝑐1𝜖𝑡−1(𝛽) , (3.118)
𝜎21,𝑡(𝛽) = 𝑎2,1 + 𝑏2,1𝜎21,𝑡−1(𝛽) + 𝑐2,1𝜖𝑡−1(𝛽)2 , (3.119)
𝜎22,𝑡(𝛽) = 𝑎2,2 + 𝑏2,2𝜎22,𝑡−1(𝛽) + 𝑐2,2𝜖𝑡−1(𝛽)2 , (3.120)
𝜇1, 𝜇2 ∈ R, 𝜋1, 𝜋2 ∈ (0, 1), 𝜋1 + 𝜋2 = 1, 𝜋1𝜇1 + 𝜋2𝜇2 = 0 , (3.121)
𝛽 = (𝑎1, 𝑏1, 𝑐1, 𝑎2,1, 𝑏2,1, 𝑐2,1, 𝑎2,2, 𝑏2,2, 𝑐2,2, 𝜇1, 𝜇2, 𝜋1, 𝜋2) . (3.122)
Modelo NMGARCH-3:
𝑚1,𝑡(𝛽) = 𝑎1 + 𝑏1𝑥𝑡−1 + 𝑐1𝜖𝑡−1(𝛽) , (3.123)
𝜎21,𝑡(𝛽) = 𝑎2,1 + 𝑏2,1𝜎21,𝑡−1(𝛽) + 𝑐2,1𝜖𝑡−1(𝛽)2 , (3.124)
𝜎22,𝑡(𝛽) = 𝑎2,2 + 𝑏2,2𝜎22,𝑡−1(𝛽) + 𝑐2,2𝜖𝑡−1(𝛽)2 , (3.125)
𝜎23,𝑡(𝛽) = 𝑎2,3 + 𝑏2,3𝜎23,𝑡−1(𝛽) + 𝑐2,3𝜖𝑡−1(𝛽)2 , (3.126)
𝜇1, 𝜇2, 𝜇3 ∈ R, 𝜋1, 𝜋2, 𝜋3 ∈ (0, 1), 𝜋1 + 𝜋2 + 𝜋3 = 1, 𝜋1𝜇1 + 𝜋2𝜇2 + 𝜋3𝜇3 = 0 , (3.127)
𝛽 = (𝑎1, 𝑏1, 𝑐1,𝑎2,1, 𝑏2,1, 𝑐2,1, 𝑎2,2, 𝑏2,2, 𝑐2,2, 𝑎2,3, 𝑏2,3, 𝑐2,3, 𝜇1, 𝜇3, 𝜇2, 𝜋1, 𝜋2, 𝜋3) . (3.128)
Modelo NMGARCH-4:
𝑚1,𝑡(𝛽) = 𝑎1 + 𝑏1𝑥𝑡−1 + 𝑐1𝜖𝑡−1(𝛽) , (3.129)
𝜎21,𝑡(𝛽) = 𝑎2,1 + 𝑏2,1𝜎21,𝑡−1(𝛽) + 𝑐2,1𝜖𝑡−1(𝛽)2 , (3.130)
𝜎22,𝑡(𝛽) = 𝑎2,2 + 𝑏2,2𝜎22,𝑡−1(𝛽) + 𝑐2,2𝜖𝑡−1(𝛽)2 , (3.131)
𝜎23,𝑡(𝛽) = 𝑎2,3 + 𝑏2,3𝜎23,𝑡−1(𝛽) + 𝑐2,3𝜖𝑡−1(𝛽)2 , (3.132)
𝜎24,𝑡(𝛽) = 𝑎2,4 + 𝑏2,4𝜎24,𝑡−1(𝛽) + 𝑐2,4𝜖𝑡−1(𝛽)2 , (3.133)
𝜇1, 𝜇2,𝜇3, 𝜇4 ∈ R, 𝜋1, 𝜋2, 𝜋3, 𝜋4 ∈ (0, 1), (3.134)
𝜋1 + 𝜋2 + 𝜋3 + 𝜋4 = 1, 𝜋1𝜇1 + 𝜋2𝜇2 + 𝜋3𝜇3 + 𝜋4𝜇4 = 0 , (3.135)
𝛽 = (𝑎1, 𝑏1, 𝑐1, 𝑎2,1, 𝑏2,1, 𝑐2,1, 𝑎2,2, 𝑏2,2, 𝑐2,2, 𝑎2,3, 𝑏2,3, 𝑐2,3, (3.136)
𝑎2,4, 𝑏2,4, 𝑐2,4, 𝜇1, 𝜇2, 𝜇3, 𝜇4, 𝜋1, 𝜋2, 𝜋3, 𝜋4) .
Uma vez estabelecida a formulação matemática do NMGARCH, é pertinente
observarmos alguns exemplos de séries sintéticas que podem ser construídos com este
modelo.
Na Figura 40, mostramos uma série sintética gerada pelo modelo NMGARCH-
2 cujos parâmetros estão listados nas Equações (3.137) a (3.140). A Figura 40 também
traz os valores instantâneos da média condicional e das variâncias condicionais de cada
componente. Podemos ver grande variação na variância total e também na série no inter-
valo entre os instantes 0 e 50. Além disso, vemos assimetria em todos os instantes nos quais
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podemos ver a maior parte das amostras ocorrendo acima da média. Tal fato é explicado
pelo ponto-suporte positivo 𝜇1 = 0, 992 ser o de maior probabilidade 𝜋1 = 0, 678.
𝑚1,𝑡(𝛽) = 2, 402− 0, 289𝑥𝑡−1 − 0, 046𝜖𝑡−1(𝛽) , (3.137)
𝜎21,𝑡(𝛽) = 0, 682 + 0, 169𝜎21,𝑡−1(𝛽) + 0, 236𝜖2𝑡−1(𝛽) , (3.138)
𝜎22,𝑡(𝛽) = 1, 473 + 0, 073𝜎22,𝑡−1(𝛽) + 0, 416𝜖2𝑡−1(𝛽) , (3.139)
𝜇1 = 0, 992 , 𝜇2 = −2, 09 , 𝜋1 = 0, 678 , 𝜋2 = 0, 321 . (3.140)
Figura 40 – Série sintética do modelo NMGARCH-2 gerada pelas Equações (3.137) a
(3.140) e série das médias e variâncias condicionais 𝑚1,𝑡, 𝜎21,𝑡, 𝜎22,𝑡.
Na Figura 41a, apresentamos a série sintética gerada pelo modelo NMGARCH-
3 com parâmetros dados nas Equações (3.141) a (3.146). Como complemento, mostramos
também a evolução temporal da média condicional e das variâncias condicionais das três
componentes normais.
Podemos perceber que, semelhantemente ao que ocorreu na Figura 41a, há
uma variação expressiva na variância da série, o que é fruto da variação das variâncias
de cada componente 𝜎21,𝑡, 𝜎22,𝑡, 𝜎23,𝑡 principalmente entre os instantes 𝑡 = 150 a 𝑡 = 200.
Ademais, é possível notar um perfil assimétrico da série de observações 𝑥𝑡, na qual há
muitas amostras com valor acima da média.
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𝑚1,𝑡(𝛽) = −0, 279 + 0, 287𝑥𝑡−1 − 0, 208𝜖𝑡−1(𝛽) , (3.141)
𝜎21,𝑡(𝛽) = 0, 450 + 0, 060𝜎21,𝑡−1(𝛽) + 0, 178𝜖2𝑡−1(𝛽) , (3.142)
𝜎22,𝑡(𝛽) = 2, 597 + 0, 103𝜎22,𝑡−1(𝛽) + 0, 019𝜖2𝑡−1(𝛽) , (3.143)
𝜎23,𝑡(𝛽) = 4, 367 + 0, 316𝜎23,𝑡−1(𝛽) + 0, 362𝜖2𝑡−1(𝛽) , (3.144)
𝜇1 = −0, 939 , 𝜇2 = 1, 828 , 𝜇3 = −1, 01 , (3.145)
𝜋1 = 0, 123 , 𝜋2 = 0, 354 , 𝜋3 = 0, 522 . (3.146)
(a) Série sintética do modelo NMGARCH-
3 gerada pelas Equações (3.141) a
(3.146) e série das médias e variâncias
condicionais 𝑚1,𝑡, 𝜎21,𝑡, 𝜎22,𝑡, 𝜎23,𝑡.
(b) Série sintética do modelo NMGARCH-
4 gerada pelas Equações (3.147) a
(3.153) e série das médias e variâncias
condicionais 𝑚1,𝑡, 𝜎21,𝑡, 𝜎22,𝑡, 𝜎23,𝑡, 𝜎24,𝑡.
Figura 41 – Séries sintéticas dos modelos NMGARCH-3 e NMGARCH-4.
Por fim, consideramos um exemplo de série sintética construída a partir do
modelo NMGARCH-4. A Figura 41b mostra a série de observações, a média condicional
e as variâncias condicionais das quatro componentes normais, considerando os valores
definidos nas Equações (3.147) a (3.153) para os parâmetros do modelo.
Observando a Figura 41b, podemos perceber uma grande variação de assi-
metria durante todos os instantes de tempo: nos primeiros 25 instantes de tempo, a
assimetria se dá por termos amostras com valor acima da média; por sua vez, entre os
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instantes 𝑡 = 40 e 𝑡 = 75, as amostras passam a ter majoritariamente valores abaixo da
média.
𝑚1,𝑡(𝛽) = −1, 102− 0, 063𝑥𝑡−1 + 0, 103𝜖𝑡−1(𝛽) , (3.147)
𝜎21,𝑡(𝛽) = 2, 607 + 0, 077𝜎21,𝑡−1(𝛽) + 0, 427𝜖2𝑡−1(𝛽) , (3.148)
𝜎22,𝑡(𝛽) = 0, 903 + 0, 210𝜎22,𝑡−1(𝛽) + 0, 082𝜖2𝑡−1(𝛽) , (3.149)
𝜎23,𝑡(𝛽) = 1, 869 + 0, 073𝜎23,𝑡−1(𝛽) + 0, 113𝜖2𝑡−1(𝛽) , (3.150)
𝜎24,𝑡(𝛽) = 2, 588 + 0, 541𝜎24,𝑡−1(𝛽) + 0, 080𝜖2𝑡−1(𝛽) , (3.151)
𝜇1 = −1, 490 , 𝜇2 = 2, 539 , 𝜇3 = −0, 150 , 𝜇4 = −2, 004 , (3.152)
𝜋1 = 0, 249 , 𝜋2 = 0, 359 , 𝜋3 = 0, 130 , 𝜋4 = 0, 260 . (3.153)
Chegamos, finalmente, no momento adequado para a formalização do modelo
proposto neste trabalho, que partilha de algumas características do NMGARCH, como o
emprego de uma mistura de componentes normais para definir a PDF de cada observação.
A exposição detalhada do modelo proposto é feita no próximo capítulo.
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4 Modelo multimomental autoregressivo de
médias móveis baseado em misturas nor-
mais
Neste capítulo, vamos apresentar um novo tipo de modelo não-estacionário
para a aproximação de fenômenos aleatórios, denominado modelo Multimomental Auto-
regressivo de Médias Móveis baseado em Misturas Normais (em inglês, Normal Mixture
Multimomental ARMA model, NM-MM-ARMA). A proposta segue uma linha de pensa-
mento parecida com a do modelo NMGARCH, adotando também misturas normais como
a base para representar a PDF da observação em cada instante de tempo a fim de alcançar
uma melhor estimação, aproximação e caracterização das distribuições condicionais.
A não-estacionariedade do fenômeno aleatório em estudo é capturada no mo-
delo NM-MM-ARMA através da variação temporal dos momentos condicionais da distri-
buição até uma determinada ordem, e estes momentos definem, com o auxílio do métodos
dos momentos, apresentado nas Seções 2.8.1 e 2.8.2, os parâmetros da mistura de gaus-
sianas que determina a PDF condicional do modelo.
Desta maneira, enquanto no modelo NMGARCH os parâmetros da mistura
(e.g., as variâncias condicionais de cada componente) são diretamente definidos, no mo-
delo NM-MM-ARMA seus valores são obtidos indiretamente a partir dos momentos con-
dicionais. Outro aspecto que distingue a proposta é que no NM-MM-ARMA, todos os
parâmetros das componentes da mistura - os pesos, os pontos-suporte e as variâncias -
são variantes com o tempo (não-estacionários), enquanto no NMGARCH os dois primei-
ros tipos de parâmetros são mantidos fixos. Para auxiliar a percepção destas diferenças
entre os modelos, apresentamos na Tabela 4 um quadro comparativo das característi-
cas do NMGARCH e do NM-MM-ARMA com respeito à não-estacionariedade de cada
parâmetro da mistura.
Modelo Pesos 𝜋𝑘,𝑡 Pontos-suporte 𝜇𝑘,𝑡 Variâncias 𝜎2𝑘,𝑡
NM-MM-ARMA Não-estacionários Não-estacionários Não-estacionários,
porém 𝜎2𝑘,𝑡 = 𝜎2𝑡
NMGARCH Estacionários Estacionários Não-estacionários
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No NM-MM-ARMA, cada momento condicional central 𝑚𝑝,𝑡 possui uma evo-
lução temporal modelada por uma regra linear do tipo ARMA, o que define o tipo de não-
estacionariedade do modelo. Assim, podemos vê-lo como uma generalização do GARCH,
que trabalha com regras lineares ARMA para os dois primeiros momentos da distribuição.
Contudo, o modelo proposto se distingue do NMGARCH na medida em que as regras
ARMA são definidas pelos momentos centrais, e não por regras lineares relacionadas aos
parâmetros da mistura normal. Além disto, como o NM-MM-ARMA explora momentos
não-estacionários segundo uma regra linear, é possível estudar e compreender a variação
autoregressiva de cada momento condicional central do conjunto de dados empregado na
construção do modelo.
Neste trabalho, elaboramos duas versões do modelo NM-MM-ARMA: a pri-
meira considera os momentos centrais de primeira a terceira ordens, utilizando uma mis-
tura de duas componentes normais para a montagem da PDF; a segunda amplia a mo-
delagem para os momentos até a quinta ordem e, para isto, explora uma mistura de três
componentes normais. Nas Seções 4.1 e 4.2, as duas versões supracitadas do NM-MM-
ARMA são apresentadas de maneira detalhada, respectivamente.
4.1 Modelo NM-MM-ARMA de terceira ordem
Para que o modelo proposto consiga capturar variações dos momentos até a
terceira ordem, a família de distribuições explorada está ligada a misturas de duas com-
ponentes normais cujas variâncias condicionais têm o mesmo valor numérico. A Equação
(4.1) traz a expressão da PDF subjacente ao NM-MM-ARMA de terceira ordem, en-
quanto a Equação (4.2) destaca os parâmetros não-estacionários do modelo. Conforme
discutido na Seção 2.9, este tipo de PDF é capaz de assimilar comportamentos aleatórios
com assimetria (ligada ao terceiro momento).
𝑝(𝑥,𝜃𝑡(𝛽)) =
𝜋1,𝑡(𝛽)√︁
2𝜋𝜎𝑡(𝛽)2
exp
(︃−(𝑥− 𝜇1,𝑡(𝛽))2
2𝜎𝑡(𝛽)2
)︃
+ 𝜋2,𝑡(𝛽)√︁
2𝜋𝜎𝑡(𝛽)2
exp
(︃−(𝑥− 𝜇2,𝑡(𝛽))2
2𝜎𝑡(𝛽)2
)︃
,
(4.1)
𝜃𝑡(𝛽) = (𝜋1,𝑡(𝛽), 𝜇1,𝑡(𝛽), 𝜋2,𝑡(𝛽), 𝜇2,𝑡(𝛽), 𝜎𝑡(𝛽)) . (4.2)
Os parâmetros indicados no vetor 𝜃𝑡(𝛽) são determinados de forma que a
distribuição condicional 𝑝(·,𝜃𝑡(𝛽)) possua exatamente 𝑚1,𝑡(𝛽) como primeiro momento,
𝑚2,𝑡(𝛽) como segundo momento e 𝑚3,𝑡(𝛽) como terceiro momento central:
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E𝑝(·,𝜃𝑡(𝛽)) [𝑥] = 𝑚1,𝑡(𝛽) , (4.3)
E𝑝(·,𝜃𝑡(𝛽))
[︁
(𝑥−𝑚1,𝑡(𝛽))2
]︁
= 𝑚2,𝑡(𝛽) , (4.4)
E𝑝(·,𝜃𝑡(𝛽))
[︁
(𝑥−𝑚1,𝑡(𝛽))3
]︁
= 𝑚3,𝑡(𝛽) . (4.5)
Para calcular estes parâmetros da mistura normal, utilizamos o método dos
momentos para duas componentes normais, cuja descrição pode ser encontrada na Seção
2.8.1. Vamos utilizar a notação 𝜋𝑀𝑀1 , 𝜇𝑀𝑀31 , 𝜋𝑀𝑀32 , 𝜇𝑀𝑀32 , 𝜎𝑀𝑀3 para representar os
parâmetros da mistura normal gerados pelo método dos momentos para duas compo-
nentes normais. Logo, para cada instante de tempo 𝑡, usamos os valores dos momentos
condicionais 𝑚1,𝑡(𝛽), 𝑚2,𝑡(𝛽), 𝑚3,𝑡(𝛽), além do parâmetro 𝜆 da definição de 𝜎𝑀𝑀3, como
entradas do método dos momentos, que devolverá os valores dos parâmetros da mistura
normais:
𝜋1,𝑡(𝛽) = 𝜋𝑀𝑀31 (𝑚1,𝑡(𝛽),𝑚2,𝑡(𝛽),𝑚3,𝑡(𝛽), 𝜆) , (4.6)
𝜇1,𝑡(𝛽) = 𝜇𝑀𝑀31 (𝑚1,𝑡(𝛽),𝑚2,𝑡(𝛽),𝑚3,𝑡(𝛽), 𝜆) , (4.7)
𝜋2,𝑡(𝛽) = 𝜋𝑀𝑀32 (𝑚1,𝑡(𝛽),𝑚2,𝑡(𝛽),𝑚3,𝑡(𝛽), 𝜆) , (4.8)
𝜇2,𝑡(𝛽) = 𝜇𝑀𝑀32 (𝑚1,𝑡(𝛽),𝑚2,𝑡(𝛽),𝑚3,𝑡(𝛽), 𝜆) , (4.9)
𝜎𝑡(𝛽) = 𝜎𝑀𝑀3(𝑚1,𝑡(𝛽),𝑚2,𝑡(𝛽),𝑚3,𝑡(𝛽), 𝜆) . (4.10)
O modelo matemático proposto para representar a não-estacionariedade dos
momentos condicionais corresponde a uma relação de recorrência linear envolvendo atra-
sos dos próprios momentos𝑚𝑘,𝑡−𝑖(𝛽) e dos erros 𝜖𝑡−𝑗(𝛽), conforme mostrado nas Equações
(4.11) a (4.13):
𝑚1,𝑡(𝛽) = 𝑎1 +
𝑝1∑︁
𝑖=1
𝑏
(𝑖)
1 𝑥𝑡−𝑖 +
𝑞1∑︁
𝑗=1
𝑐
(𝑗)
1 𝜖𝑡−𝑗(𝛽) , (4.11)
𝑚2,𝑡(𝛽) = 𝑎2 +
𝑝2∑︁
𝑖=1
𝑏
(𝑖)
2 𝑚2,𝑡−𝑖(𝛽) +
𝑞2∑︁
𝑗=1
𝑐
(𝑗)
2 𝜖𝑡−𝑗(𝛽)2 , (4.12)
𝑚3,𝑡(𝛽) = 𝑎3 +
𝑝3∑︁
𝑖=1
𝑏
(𝑖)
3 𝑚3,𝑡−𝑖(𝛽) +
𝑞3∑︁
𝑗=1
𝑐
(𝑗)
3 𝜖𝑡−𝑗(𝛽)3 , (4.13)
𝜖𝑡(𝛽) = 𝑥𝑡 −𝑚1,𝑡(𝛽) . (4.14)
Com isto, os parâmetros que precisam ser estimados no NM-MM-ARMA são
os coeficientes das funções de recorrência linear:
Capítulo 4. Modelo ARMA multimomental baseado em misturas normais 111
𝛽 = (𝑎1, (𝑏(𝑖)1 )𝑝1𝑖=1, (𝑐
(𝑗)
1 )𝑞1𝑗=1, 𝑎2, (𝑏
(𝑖)
2 )𝑝2𝑖=1, (𝑐
(𝑗)
2 )𝑞2𝑗=1, 𝑎3, (𝑏
(𝑖)
3 )𝑝3𝑖=1, (𝑐
(𝑗)
3 )𝑞3𝑗=1, 𝜆) . (4.15)
Uma vez que 𝑚𝑘,𝑡(𝛽) é dado por uma regra linear em função de seus atrasos,
os momentos incondicionais são calculados da mesma forma que no modelo GARCH,
como podemos ver nas expressões abaixo:
𝑚1,∞(𝛽) =
𝑎1
1−∑︀𝑝1𝑖=1 𝑏(𝑖)1 −∑︀𝑞1𝑗=1 𝑐(𝑗)1 , (4.16)
𝑚2,∞(𝛽) =
𝑎2
1−∑︀𝑝2𝑖=1 𝑏(𝑖)2 −∑︀𝑞2𝑗=1 𝑐(𝑗)2 , (4.17)
𝑚3,∞(𝛽) =
𝑎3
1−∑︀𝑝3𝑖=1 𝑏(𝑖)3 −∑︀𝑞3𝑗=1 𝑐(𝑗)3 . (4.18)
Como condições iniciais para 𝑚𝑘,𝑡(𝛽), temos duas opções: utilizar o momento
incondicional 𝑚𝑘,∞(𝛽) ou o coeficiente independente 𝑎𝑘:
𝑚
(1)
1,0(𝛽) =
𝑎1
1−∑︀𝑝1𝑖=1 𝑏(𝑖)1 −∑︀𝑞1𝑗=1 𝑐(𝑗)1 ou 𝑚
(2)
1,0(𝛽) = 𝑎1 , (4.19)
𝑚
(1)
2,0(𝛽) =
𝑎2
1−∑︀𝑝2𝑖=1 𝑏(𝑖)2 −∑︀𝑞2𝑗=1 𝑐(𝑗)2 ou 𝑚
(2)
2,0(𝛽) = 𝑎2 , (4.20)
𝑚
(1)
3,0(𝛽) =
𝑎3
1−∑︀𝑝3𝑖=1 𝑏(𝑖)3 −∑︀𝑞3𝑗=1 𝑐(𝑗)3 ou 𝑚
(2)
3,0(𝛽) = 𝑎3 , (4.21)
𝜖0(𝛽) = 0 . (4.22)
Da mesma forma que para os modelos não-estacionários apresentados no Ca-
pítulo 3, vamos utilizar as seguintes desigualdades para definir a região Λ na qual a
maximização da função de quasi-verossimilhança ocorrerá, o que evitará a aparição de
conjuntos de parâmetros 𝛽 que produzam momentos incondicionais infinitos:
Restrições Λ do modelo NM-MM-ARMA-3:
𝑎1 ∈ R, 𝑏(𝑖)1 , 𝑐(𝑗)1 ∈ (−1, 1) :
⎛⎝ 𝑝1∑︁
𝑖=1
|𝑏(𝑖)1 |+
𝑞1∑︁
𝑗=1
|𝑐(𝑗)1 |
⎞⎠ ∈ (0, 1) , (4.23)
𝑎2 ∈ (0,+∞), 𝑏(𝑖)2 , 𝑐(𝑗)2 ∈ (0, 1) :
⎛⎝ 𝑝2∑︁
𝑖=1
𝑏
(𝑖)
2 +
𝑞2∑︁
𝑗=1
𝑐
(𝑗)
2
⎞⎠ ∈ (0, 1) , (4.24)
𝑎3 ∈ R, 𝑏(𝑖)3 , 𝑐(𝑗)3 ∈ (−1, 1) :
⎛⎝ 𝑝3∑︁
𝑖=1
|𝑏(𝑖)3 |+
𝑞3∑︁
𝑗=1
|𝑐(𝑗)3 |
⎞⎠ ∈ (0, 1) , (4.25)
𝜆 ∈ (0, 1) . (4.26)
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Com isto, a função de quasi-verossimilhança 𝑙𝑇 (𝛽) é calculada utilizando na
mistura de componentes normais os parâmetros fornecidos pelo método dos momentos, o
qual levou em consideração os momentos condicionais dados pelas equações ARMA em
(4.11) a (4.13). A estimação do conjunto ótimo de parâmetros é feita maximizando 𝑙𝑇 (𝛽)
dentro da região Λ:
𝑙𝑇 (𝛽) =
𝑇∑︁
𝑡=1
log
(︃
𝜋1,𝑡(𝛽)√︀
2𝜋𝜎𝑡(𝛽)2
exp
(︂
−(𝑥𝑡 − 𝜇1,𝑡(𝛽))2
2𝜎𝑡(𝛽)2
)︂
+ 𝜋2,𝑡(𝛽)√︀
2𝜋𝜎𝑡(𝛽)2
exp
(︂
−(𝑥𝑡 − 𝜇2,𝑡(𝛽))2
2𝜎𝑡(𝛽)2
)︂)︃
, (4.27)
𝛽*𝑇 = argmax
𝛽∈Λ
𝑙𝑇 (𝛽) . (4.28)
Neste trabalho, vamos enfocar o modelo NM-MM-ARMA de terceira ordem
em sua forma mais simples, que utiliza somente um atraso da série de observações, do
erro e de cada momento condicional nas equações ARMA de evolução temporal de 𝑚1,𝑡,
𝑚2,𝑡, 𝑚3,𝑡, as quais são, então, dadas por:
𝑚1,𝑡(𝛽) = 𝑎1 + 𝑏1𝑥𝑡−1 + 𝑐1𝜖𝑡−1(𝛽) , (4.29)
𝑚2,𝑡(𝛽) = 𝑎2 + 𝑏2𝑚2,𝑡−1 + 𝑐2𝜖2𝑡−1(𝛽) , (4.30)
𝑚3,𝑡(𝛽) = 𝑎3 + 𝑏3𝑚3,𝑡−1 + 𝑐3𝜖3𝑡−1(𝛽) , (4.31)
𝜖𝑡(𝛽) = 𝑥𝑡 −𝑚1,𝑡(𝛽) , (4.32)
𝛽 = (𝑎1, 𝑏1, 𝑐1, 𝑎2, 𝑏2, 𝑐2, 𝑎3, 𝑏3, 𝑐3, 𝜆) . (4.33)
O Pseudocódigo 4.1 exibe os passos de como é feito o cálculo da quasi-
verossimilhança para o modelo NM-MM-ARMA-3.
Pseudocódigo 4.1 Cálculo da quasi-verossimilhança do modelo NM-MM-ARMA-3
Entrada: Série temporal {𝑥𝑡}𝑇𝑡=1, conjunto de parâmetros 𝛽 e condições iniciais
𝑚𝑘,0(𝛽);
1.1: Defina 𝑙0 = 0, 𝜖0 = 0;
para 𝑡 ∈ {1, ..., 𝑇} faça
2.1: Calcule os momentos condicionais 𝑚𝑘,𝑡(𝛽) pelas Equações (4.11) a (4.13);
2.2: Com os valores de 𝑚𝑘,𝑡(𝛽), calcule 𝜎𝑡(𝛽) pela Equação (2.95);
2.3: Com os valores de 𝑚𝑘,𝑡(𝛽), calcule 𝜇𝑖,𝑡(𝛽) com as Equações (2.106) e (2.107);
2.4: Com os valores de 𝑚𝑘,𝑡(𝛽), calcule 𝜋𝑖,𝑡(𝛽) com as Equações (2.111) e (2.112);
2.5: Com os valores de 𝜎𝑡, 𝜇𝑖,𝑡 e 𝜋𝑖,𝑡, calcule 𝑝(𝑥𝑡,𝜃𝑡(𝛽)) pela Equação (4.1);
2.6: Atualize o valor da quasi-verossimilhança: 𝑙𝑡 = 𝑙𝑡−1 + log(𝑝(𝑥𝑡,𝜃𝑡(𝛽))) ;
fim para
Resultado: Valor da quasi-verossimilhança 𝑙𝑇 (𝛽) do modelo NM-MM-ARMA-3 para
o conjunto de parâmetros 𝛽.
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Também podemos considerar uma versão do modelo NM-MM-ARMA de ter-
ceira ordem com média estacionária 𝜇𝑡(𝛽) = 1𝑇
∑︀𝑇
𝑡=1 𝑥𝑡 como nos modelos GARCH e NM-
GARCH. Desse modo, diminui-se o número de parâmetros a ser estimados de 𝑑𝑖𝑚(𝛽) = 10
para 𝑑𝑖𝑚(𝛽) = 7, facilitando a tarefa de otimização da verossimilhança.
Com o intuito de ilustrarmos algumas das possíveis características de uma série
temporal que o NM-MM-ARMA de terceira ordem consegue modelar, vamos considerar
alguns exemplos de sequências de observações 𝑥𝑡 geradas por este modelo a partir de
diferentes configurações de seus parâmetros. Esses exemplos foram escolhidos com base
numa análise qualitativa da evolução temporal das amostras da série 𝑥𝑡 e da variação dos
seus momentos condicionais 𝑚𝑘,𝑡(𝛽).
Na Figura 42, exibimos a série sintética construída com o NM-MM-ARMA de
terceira ordem considerando os parâmetros indicados nas Equações (4.34) a (4.37). Essa
figura também mostra a sequência de valores da média, da variância e da obliquidade
condicional.
Neste cenário, podemos observar que a média condicional 𝑚1,𝑡 não varia muito
ao longo do tempo, de maneira que a alteração da distribuição das amostras decorre das
modificações sofridas pela variância e pela obliquidade. Na Figura 42, percebemos que
a variância apresenta vários picos, o que explica um aumento na volatilidade da série.
Por sua vez, as oscilações da obliquidade podem ser notadas pela variação da assimetria
das amostras 𝑥𝑡 em torno da média. Com efeito, a assimetria acompanha o valor da
obliquidade: quando 𝑚3,𝑡 é negativo, como entre os instantes 𝑡 = 30 e 𝑡 = 80, as amostras
assumem mais valores abaixo da média; quando a obliquidade é positiva, como entre os
instantes 𝑡 = 120 e 𝑡 = 170, os valores da série tendem a ficar acima da média.
𝑚1,𝑡(𝛽) = −0, 312− 0, 058𝑥𝑡−1 + 0, 059𝜖𝑡−1(𝛽) , (4.34)
𝑚2,𝑡(𝛽) = 2, 147 + 0, 065𝑚2,𝑡−1 + 0, 011𝜖2𝑡−1(𝛽) , (4.35)
𝑚3,𝑡(𝛽) = 0, 219 + 0, 500𝑚3,𝑡−1 + 0, 317𝜖3𝑡−1(𝛽) , (4.36)
𝜆2 = 0, 517 , (4.37)
𝑚1,𝑡(𝛽) = −0, 586− 0, 085𝑥𝑡−1 − 0, 027𝜖𝑡−1(𝛽) , (4.38)
𝑚2,𝑡(𝛽) = 1, 214 + 0, 233𝑚2,𝑡−1 + 0, 315𝜖2𝑡−1(𝛽) , (4.39)
𝑚3,𝑡(𝛽) = 1, 274− 0, 426𝑚3,𝑡−1 − 0, 198𝜖3𝑡−1(𝛽) , (4.40)
𝜆2 = 0, 267 . (4.41)
Esta conexão entre a variação temporal da obliquidade e o comportamento da
série 𝑥𝑡 também pode ser constatada no exemplo apresentado nas Figuras 43, cuja série
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Figura 42 – Série sintética do modelo NM-MM-ARMA-3 gerada pelas Equações (4.34)
a (4.37) e série das médias, variâncias e obliquidades condicionais
𝑚1,𝑡,𝑚2,𝑡,𝑚3,𝑡.
foi gerada com base nas Equações (4.38) a (4.41).
Porém, no presente cenário, a obliquidade apresenta uma oscilação mais in-
tensa, contribuindo para um aumento da oscilação nos valores da própria série. Este
comportamento também causa variações do tipo degrau na média condicional, o que não
se vê nos modelos ARMA e GARCH.
Estes dois exemplos de séries sintéticas servem para ilustrar como a inclusão
de uma não-estacionariedade da obliquidade influencia o comportamento de um fenômeno
aleatório que o modelo NM-MM-ARMA de terceira ordem tem capacidade de modelar.
Assim, o modelo proposto se insere em um nível diferente na hierarquia de modelos com
não-estacionariedade nos momentos centrais, apresentando uma flexibilidade superior ao
ARMA e ao GARCH.
Capítulo 4. Modelo ARMA multimomental baseado em misturas normais 115
Figura 43 – Série sintética do modelo NM-MM-ARMA-3 gerada pelas Equações (4.38)
a (4.41) e série das médias, variâncias e obliquidades condicionais
𝑚1,𝑡,𝑚2,𝑡,𝑚3,𝑡.
4.2 Modelo NM-MM-ARMA de quinta ordem
Nesta seção, vamos detalhar o modelo multimomental autoregressivo de mé-
dias móveis baseado em misturas normais até o momento de quinta ordem (NM-MM-
ARMA-5). Esse modelo considera não-estacionariedade na média, variância, obliquidade,
curtose e hiperobliquidade condicionais. O modelo NM-MM-ARMA de quinta ordem ex-
plora a informação desses momentos através do uso de misturas de três componentes
normais.
A PDF condicional do NM-MM-ARMA de quinta ordem, portanto, é dada
pela expressão em (4.42). O vetor de parâmetros da mistura 𝜃𝑡(𝛽) inclui todos os pesos,
os pontos-suporte de cada componente e a variância 𝜎𝑡(𝛽), que é comum a todas as
componentes, como destaca a Equação (4.43).
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𝑝(𝑥,𝜃𝑡(𝛽)) =
𝜋1,𝑡(𝛽)√︁
2𝜋𝜎𝑡(𝛽)2
exp
(︃−(𝑥− 𝜇1,𝑡(𝛽))2
2𝜎𝑡(𝛽)2
)︃
(4.42)
+ 𝜋2,𝑡(𝛽)√︁
2𝜋𝜎𝑡(𝛽)2
exp
(︃−(𝑥− 𝜇2,𝑡(𝛽))2
2𝜎𝑡(𝛽)2
)︃
+ 𝜋3,𝑡(𝛽)√︁
2𝜋𝜎𝑡(𝛽)2
exp
(︃−(𝑥− 𝜇3,𝑡(𝛽))2
2𝜎𝑡(𝛽)2
)︃
,
𝜃𝑡(𝛽) =(𝜋1,𝑡(𝛽), 𝜇1,𝑡(𝛽), 𝜋2,𝑡(𝛽), 𝜇2,𝑡(𝛽), 𝜋3,𝑡(𝛽), 𝜇3,𝑡(𝛽), 𝜎𝑡(𝛽)) . (4.43)
Os parâmetros da mistura 𝜃𝑡(𝛽) serão determinados através dos momentos
condicionais 𝑚𝑘,𝑡(𝛽) de primeira a quinta ordem com o auxílio do método dos momen-
tos para três componentes normais, cuja exposição se encontra na Seção 2.8.2. Assim,
seguindo a mesma notação adotada para o NM-MM-ARMA de terceira ordem, podemos
calcular os parâmetros da mistura da seguinte forma:
𝜋1,𝑡(𝛽) = 𝜋𝑀𝑀51 (𝑚1,𝑡(𝛽),𝑚2,𝑡(𝛽),𝑚3,𝑡(𝛽),𝑚4,𝑡(𝛽),𝑚5,𝑡(𝛽), 𝜆) , (4.44)
𝜇1,𝑡(𝛽) = 𝜇𝑀𝑀51 (𝑚1,𝑡(𝛽),𝑚2,𝑡(𝛽),𝑚3,𝑡(𝛽),𝑚4,𝑡(𝛽),𝑚5,𝑡(𝛽), 𝜆) , (4.45)
𝜋2,𝑡(𝛽) = 𝜋𝑀𝑀52 (𝑚1,𝑡(𝛽),𝑚2,𝑡(𝛽),𝑚3,𝑡(𝛽),𝑚4,𝑡(𝛽),𝑚5,𝑡(𝛽), 𝜆) , (4.46)
𝜇2,𝑡(𝛽) = 𝜇𝑀𝑀52 (𝑚1,𝑡(𝛽),𝑚2,𝑡(𝛽),𝑚3,𝑡(𝛽),𝑚4,𝑡(𝛽),𝑚5,𝑡(𝛽), 𝜆) , (4.47)
𝜋3,𝑡(𝛽) = 𝜋𝑀𝑀53 (𝑚1,𝑡(𝛽),𝑚2,𝑡(𝛽),𝑚3,𝑡(𝛽),𝑚4,𝑡(𝛽),𝑚5,𝑡(𝛽), 𝜆) , (4.48)
𝜇3,𝑡(𝛽) = 𝜇𝑀𝑀53 (𝑚1,𝑡(𝛽),𝑚2,𝑡(𝛽),𝑚3,𝑡(𝛽),𝑚4,𝑡(𝛽),𝑚5,𝑡(𝛽), 𝜆) , (4.49)
𝜎𝑡(𝛽) = 𝜎𝑀𝑀5(𝑚1,𝑡(𝛽),𝑚2,𝑡(𝛽),𝑚3,𝑡(𝛽),𝑚4,𝑡(𝛽),𝑚5,𝑡(𝛽), 𝜆) . (4.50)
Para definir o tipo de não-estacionariedade de𝑚𝑘,𝑡(𝛽), utilizaremos ummodelo
linear de recorrência entre os atrasos dos momentos condicionais 𝑚𝑘,𝑡−𝑖(𝛽), da própria
série de observações 𝑥𝑡−𝑖 e dos erros 𝜖𝑡−𝑗(𝛽) conforme as Equações (4.52) a (4.57) . Além
disso, como visto na Seção 2.8.2, é necessário impor a seguinte condição sobre a curtose
condicional:
𝑚4,𝑡(𝛽) > 𝑚2,𝑡(𝛽)2 +
𝑚3,𝑡(𝛽)2
𝑚2,𝑡(𝛽)
. (4.51)
Dessa forma, incluimos o termo 𝑚2,𝑡(𝛽)2+ 𝑚3,𝑡(𝛽)
2
𝑚2,𝑡(𝛽) na Equação (4.55) junto ao
termo ARMA para a curtose condicional de modo que a desigualdade da Equação (4.51)
seja sempre satisfeita. Essa modificação é essencial uma vez que não há PDF que não
satisfaça essa desigualdade.
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𝑚1,𝑡(𝛽) = 𝑎1 +
𝑝1∑︁
𝑖=1
𝑏
(𝑖)
1 𝑥𝑡−𝑖 +
𝑞1∑︁
𝑗=1
𝑐
(𝑗)
1 𝜖𝑡−𝑗(𝛽) , (4.52)
𝑚2,𝑡(𝛽) = 𝑎2 +
𝑝2∑︁
𝑖=1
𝑏
(𝑖)
2 𝑚2,𝑡−𝑖(𝛽) +
𝑞2∑︁
𝑗=1
𝑐
(𝑗)
2 𝜖𝑡−𝑗(𝛽)2 , (4.53)
𝑚3,𝑡(𝛽) = 𝑎3 +
𝑝3∑︁
𝑖=1
𝑏
(𝑖)
3 𝑚3,𝑡−𝑖(𝛽) +
𝑞3∑︁
𝑗=1
𝑐
(𝑗)
3 𝜖𝑡−𝑗(𝛽)3 , (4.54)
𝑚4,𝑡(𝛽) = 𝑚2,𝑡(𝛽)2 +
𝑚3,𝑡(𝛽)2
𝑚2,𝑡(𝛽)
+ 𝑎4 +
𝑝4∑︁
𝑖=1
𝑏
(𝑖)
4 𝑚4,𝑡−𝑖(𝛽) +
𝑞4∑︁
𝑗=1
𝑐
(𝑗)
4 𝜖𝑡−𝑗(𝛽)4 , (4.55)
𝑚5,𝑡(𝛽) = 𝑎5 +
𝑝5∑︁
𝑖=1
𝑏
(𝑖)
5 𝑚5,𝑡−𝑖(𝛽) +
𝑞5∑︁
𝑗=1
𝑐
(𝑗)
5 𝜖𝑡−𝑗(𝛽)5 , (4.56)
𝜖𝑡(𝛽) = 𝑥𝑡 −𝑚1,𝑡(𝛽) . (4.57)
Assim, em analogia com o NM-MM-ARMA de terceira ordem, o conjunto
completo de parâmetros do NM-MM-ARMA-5 é formado pelos coeficientes destas regras
de recorrência:
𝛽 =
(︁
𝑎1, (𝑏(𝑖)1 )𝑝1𝑖=1, (𝑐
(𝑗)
1 )𝑞1𝑗=1, 𝑎2, (𝑏
(𝑖)
2 )𝑝2𝑖=1, (𝑐
(𝑗)
2 )𝑞2𝑗=1, 𝑎3, (𝑏
(𝑖)
3 )𝑝3𝑖=1, (𝑐
(𝑗)
3 )𝑞3𝑗=1, (4.58)
𝑎4, (𝑏(𝑖)4 )𝑝4𝑖=1, (𝑐
(𝑗)
4 )𝑞4𝑗=1, 𝑎5, (𝑏
(𝑖)
5 )𝑝5𝑖=1, (𝑐
(𝑗)
5 )𝑞5𝑗=1, 𝜆
)︁
.
Por serem definidos segundo uma regra linear, os momentos incondicionais
desse modelo são calculados de modo semelhante a todos os modelos não-estacionários
vistos neste trabalho:
𝑚1,∞(𝛽) =
𝑎1
1−∑︀𝑝1𝑖=1 𝑏(𝑖)1 −∑︀𝑞1𝑗=1 𝑐(𝑗)1 , (4.59)
𝑚2,∞(𝛽) =
𝑎2
1−∑︀𝑝2𝑖=1 𝑏(𝑖)2 −∑︀𝑞2𝑗=1 𝑐(𝑗)2 , (4.60)
𝑚3,∞(𝛽) =
𝑎3
1−∑︀𝑝3𝑖=1 𝑏(𝑖)3 −∑︀𝑞3𝑗=1 𝑐(𝑗)3 , (4.61)
𝑚4,∞(𝛽) =
𝑚2,∞(𝛽)2 + 𝑚3,∞(𝛽)
2
𝑚2,∞(𝛽) + 𝑎4
1−∑︀𝑝4𝑖=1 𝑏(𝑖)4 −∑︀𝑞4𝑗=1 𝑐(𝑗)4 , (4.62)
𝑚5,∞(𝛽) =
𝑎5
1−∑︀𝑝5𝑖=1 𝑏(𝑖)5 −∑︀𝑞5𝑗=1 𝑐(𝑗)5 . (4.63)
Adicionalmente, também temos que definir condições iniciais para as regras
ARMA dos momentos condicionais. Mais uma vez, apontamos duas estratégias como
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candidatas: (i) utilizar os valores dos momentos incondicionais, e (ii) usar o próprio
coeficiente independente (𝑎𝑘):
𝑚
(1)
1,0(𝛽) =
𝑎1
1−∑︀𝑝1𝑖=1 𝑏(𝑖)1 −∑︀𝑞1𝑗=1 𝑐(𝑗)1 ou 𝑚
(2)
1,0(𝛽) = 𝑎1 , (4.64)
𝑚
(1)
2,0(𝛽) =
𝑎2
1−∑︀𝑝2𝑖=1 𝑏(𝑖)2 −∑︀𝑞2𝑗=1 𝑐(𝑗)2 ou 𝑚
(2)
2,0(𝛽) = 𝑎2 , (4.65)
𝑚
(1)
3,0(𝛽) =
𝑎3
1−∑︀𝑝3𝑖=1 𝑏(𝑖)3 −∑︀𝑞3𝑗=1 𝑐(𝑗)3 ou 𝑚
(2)
3,0(𝛽) = 𝑎3 , (4.66)
𝑚
(1)
4,0(𝛽) =
𝑚
(1)
2,0(𝛽)2 +
𝑚
(1)
3,0(𝛽)2
𝑚
(1)
2,0(𝛽)
+ 𝑎4
1−∑︀𝑝4𝑖=1 𝑏(𝑖)4 −∑︀𝑞4𝑗=1 𝑐(𝑗)4 (4.67)
ou 𝑚(2)4,0(𝛽) = 𝑚
(2)
2,0(𝛽)2 +
𝑚
(2)
3,0(𝛽)2
𝑚
(2)
2,0(𝛽)
+ 𝑎4 ,
𝑚
(1)
5,0(𝛽) =
𝑎5
1−∑︀𝑝5𝑖=1 𝑏(𝑖)5 −∑︀𝑞5𝑗=1 𝑐(𝑗)5 ou 𝑚
(2)
5,0(𝛽) = 𝑎5 . (4.68)
A fim de evitar configurações do vetor 𝛽 que acabem gerando momentos in-
condicionais infinitos, a busca pelo vetor ótimo, no sentido da quasi-verossimilhança, será
feita dentro da região Λ em que as restrições indicadas nas Equações (4.69) a (4.73) são
satisfeitas:
Restrições Λ do modelo NM-MM-ARMA-5 :
𝑎1 ∈ R, 𝑏(𝑖)1 , 𝑐(𝑗)1 ∈ (−1, 1) :
⎛⎝ 𝑝1∑︁
𝑖=1
|𝑏(𝑖)1 |+
𝑞1∑︁
𝑗=1
|𝑐(𝑗)1 |
⎞⎠ ∈ (0, 1) , (4.69)
𝑎2 ∈ (0,+∞), 𝑏(𝑖)2 , 𝑐(𝑗)2 ∈ (0, 1) :
⎛⎝ 𝑝2∑︁
𝑖=1
𝑏
(𝑖)
2 +
𝑞2∑︁
𝑗=1
𝑐
(𝑗)
2
⎞⎠ ∈ (0, 1) , (4.70)
𝑎3 ∈ R, 𝑏(𝑖)3 , 𝑐(𝑗)3 ∈ (−1, 1) :
⎛⎝ 𝑝3∑︁
𝑖=1
|𝑏(𝑖)3 |+
𝑞3∑︁
𝑗=1
|𝑐(𝑗)3 |
⎞⎠ ∈ (0, 1) , (4.71)
𝑎4 ∈ (0,+∞), 𝑏(𝑖)4 , 𝑐(𝑗)4 ∈ (0, 1) :
⎛⎝ 𝑝4∑︁
𝑖=1
𝑏
(𝑖)
4 +
𝑞4∑︁
𝑗=1
𝑐
(𝑗)
4
⎞⎠ ∈ (0, 1) , (4.72)
𝑎5 ∈ R, 𝑏(𝑖)5 , 𝑐(𝑗)5 ∈ (−1, 1) :
⎛⎝ 𝑝5∑︁
𝑖=1
|𝑏(𝑖)5 |+
𝑞5∑︁
𝑗=1
|𝑐(𝑗)5 |
⎞⎠ ∈ (0, 1) , (4.73)
𝜆 ∈ (0, 1) . (4.74)
Portanto, a estimação do conjunto ótimo de parâmetros 𝛽* será feita através
da maximização do logaritmo da função de quasi-verossimilhança, cuja expressão é dada
na Equação (4.75), com 𝛽 restrito à região Λ:
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𝑙𝑇 (𝛽) =
𝑇∑︁
𝑡=1
log
(︃ 3∑︁
𝑘=1
𝜋𝑘(𝑡,𝛽)√
2𝜋𝜎(𝑡,𝛽)
exp
(︃−(𝑥− 𝜇𝑘(𝑡,𝛽))2
2𝜎(𝑡,𝛽)2
)︃)︃
, (4.75)
𝛽* = argmax
𝛽∈Λ
𝑙𝑇 (𝛽) . (4.76)
O passo a passo de como é calculada a quasi-verossimilhança do modelo NM-
MM-ARMA-5 está descrito no Pseudocódigo 4.2 apresentado a seguir:
Pseudocódigo 4.2 Cálculo da quasi-verossimilhança do modelo NM-MM-ARMA-5
Entrada: Série temporal {𝑥𝑡}𝑇𝑡=1, conjunto de parâmetros 𝛽 e condições iniciais
𝑚𝑘,0(𝛽);
1.1: Defina 𝑙0 = 0, 𝜖0 = 0;
para 𝑡 ∈ {1, ..., 𝑇} faça
2.1: Calcule os momentos condicionais 𝑚𝑘,𝑡(𝛽) pelas Equações (4.52) a (4.56);
2.2: Com os valores dos momentos condicionais𝑚𝑘,𝑡(𝛽), calcule 𝜎𝑡(𝛽) com a Equação
(2.138);
2.3: Com os valores dos momentos condicionais 𝑚𝑘,𝑡(𝛽) e 𝜎𝑡(𝛽), calcule as variáveis
auxiliares 𝑄𝑘,𝑡(𝛽) pelas Equações (2.114) a (2.118);
2.4: Com os valores das variáveis auxiliares 𝑄𝑘,𝑡(𝛽), resolva o polinômio 𝑆𝑁(𝜇) = 0
da Equação (2.140) para obter os valores de 𝜇𝑖,𝑡(𝛽);
2.5: Com os valores das variáveis auxiliares 𝑄𝑘,𝑡(𝛽) e dos pontos suporte 𝜇𝑖,𝑡(𝛽),
resolva o sistema linear da Equação (2.148) para obter os valores de 𝜋𝑖,𝑡(𝛽),;
2.6: Com os valores de 𝜎𝑡, 𝜇𝑖,𝑡 e 𝜋𝑖,𝑡, calcule 𝑝(𝑥𝑡,𝜃𝑡(𝛽)) pela Equação (4.42);
2.7: Atualize o valor da quasi-verossimilhança: 𝑙𝑡 = 𝑙𝑡−1 + log(𝑝(𝑥𝑡,𝜃𝑡(𝛽))) ;
fim para
Resultado: Valor da quasi-verossimilhança 𝑙𝑇 (𝛽) do modelo NM-MM-ARMA-5 para
o conjunto de parâmetros 𝛽.
Neste trabalho, vamos realizar uma análise detalhada do modelo NM-MM-
ARMA de quinta ordem considerando apenas um único atraso nos momentos condicio-
nais, nas amostras da série e no erro, i.e., 𝑝𝑖 = 𝑞𝑖 = 1, 𝑖 = 1, ..., 5 nas Equações (4.52) a
(4.57). Esta simplificação nos leva às seguintes regras de evolução temporal dos momentos
condicionais:
𝑚1,𝑡(𝛽) = 𝑎1 + 𝑏1𝑥𝑡−1 + 𝑐1𝜖𝑡−1(𝛽) , (4.77)
𝑚2,𝑡(𝛽) = 𝑎2 + 𝑏2𝑚2,𝑡−1(𝛽) + 𝑐2𝜖𝑡−1(𝛽)2 , (4.78)
𝑚3,𝑡(𝛽) = 𝑎3 + 𝑏3𝑚3,𝑡−1(𝛽) + 𝑐3𝜖𝑡−1(𝛽)3 , (4.79)
𝑚4,𝑡(𝛽) = 𝑚2,𝑡(𝛽)2 +
𝑚3,𝑡(𝛽)2
𝑚2,𝑡(𝛽)
+ 𝑎4 + 𝑏4𝑚4,𝑡−1(𝛽) + 𝑐4𝜖𝑡−1(𝛽)4 , (4.80)
𝑚5,𝑡(𝛽) = 𝑎5 + 𝑏5𝑚5,𝑡−1(𝛽) + 𝑐5𝜖𝑡−1(𝛽)5 . (4.81)
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Para finalizarmos a exposição do modelo NM-MM-ARMA de quinta ordem,
vamos analisar dois exemplos de séries sintéticas geradas por ele, dadas duas configurações
específicas de seus parâmetros. Estes exemplos são úteis para percebermos de forma
antecipada o tipo de comportamento que séries ligadas a este tipo de modelo podem ter,
ou, equivalentemente, quais características o modelo se mostra capaz de aproximar.
Na Figura 44, apresentamos uma série sintética gerada pelo modelo NM-MM-
ARMA-5 cujos parâmetros são definidos nas Equações (4.82) a (4.87). Seguindo o mesmo
padrão dos exemplos anteriores, também exibimos a progressão temporal dos momentos
condicionais na mesma figura.
Figura 44 – Série sintética do modelo NM-MM-ARMA-5 gerada pelas Equações (4.82) a
(4.87) e série das médias, variâncias e obliquidades, curtoses e hiperobliqui-
dades condicionais 𝑚1,𝑡,𝑚2,𝑡,𝑚3,𝑡,𝑚4,𝑡,𝑚5,𝑡.
A partir da Figura 44, podemos inferir que os momentos de segunda a quinta
ordem exercem maior influência sobre o comportamento da série quando comparados com
Capítulo 4. Modelo ARMA multimomental baseado em misturas normais 121
a média condicional, que assume valores muito parecidos em todos os instantes de tempo.
Porém, é bem mais complexo explicar os movimentos da série a partir das variações dos
momentos condicionais neste caso. Não obstante, podemos observar assimetrias na série
nos intervalos em que as amostras se concentram em regiões abaixo da média (entre os
instantes 𝑡 = 40 e 𝑡 = 80) ou acima da média (entre os instantes 𝑡 = 170 e 𝑡 = 200),
bem como podemos ver o efeito de cauda longa quando surgem amostras bem distantes
da média e, ao mesmo tempo, há uma quantidade considerável de amostras próximas da
média, o que ocorre entre os instantes 𝑡 = 130 e 𝑡 = 160.
𝑚1,𝑡(𝛽) = −0, 117 + 0, 172𝑥𝑡−1 − 0, 116𝜖𝑡−1(𝛽) , (4.82)
𝑚2,𝑡(𝛽) = 4, 627 + 0, 190𝑚2,𝑡−1 + 0, 037𝜖2𝑡−1(𝛽) , (4.83)
𝑚3,𝑡(𝛽) = 1, 098 + 0, 263𝑚3,𝑡−1 + 0, 202𝜖3𝑡−1(𝛽) , (4.84)
𝑚4,𝑡(𝛽) = 𝑚2,𝑡(𝛽)2 +
𝑚3,𝑡(𝛽)2
𝑚2,𝑡(𝛽)
+ 2, 481 + 0, 345𝑚4,𝑡−1 + 0, 407𝜖4𝑡−1(𝛽) , (4.85)
𝑚5,𝑡(𝛽) = −1, 520− 0, 422𝑚5,𝑡−1 − 0, 293𝜖5𝑡−1(𝛽) , (4.86)
𝜆2 = 0, 269 . (4.87)
O segundo exemplo de série sintética relacionada ao NM-MM-ARMA-5 é apre-
sentado na Figura 45, a qual foi gerada utilizando os parâmetros dados nas Equações
(4.88) a (4.93), junto de seus valores instantâneos dos cinco momentos condicionais.
Semelhante ao que observamos na Figura 44, a série gerada neste caso também
possui comportamentos com variação de assimetria e caudas longas, mas de uma forma
mais complexa que a anterior.
𝑚1,𝑡(𝛽) = −0, 888 + 0, 102𝑥𝑡−1 + 0, 081𝜖𝑡−1(𝛽) , (4.88)
𝑚2,𝑡(𝛽) = 1, 870 + 0, 624𝑚2,𝑡−1 + 0, 196𝜖2𝑡−1(𝛽) , (4.89)
𝑚3,𝑡(𝛽) = −1, 194− 0, 326𝑚3,𝑡−1 − 0, 323𝜖3𝑡−1(𝛽) , (4.90)
𝑚4,𝑡(𝛽) = 𝑚2,𝑡(𝛽)2 +
𝑚3,𝑡(𝛽)2
𝑚2,𝑡(𝛽)
+ 1, 604 + 0, 387𝑚4,𝑡−1 + 0, 475𝜖4𝑡−1(𝛽) , (4.91)
𝑚5,𝑡(𝛽) = −0, 581 + 0, 290𝑚5,𝑡−1 + 0, 585𝜖5𝑡−1(𝛽) , (4.92)
𝜆2 = 0, 382 . (4.93)
Através dos exemplos apresentados, vemos que novos comportamentos de
séries temporais podem ser modelados considerando não-estacionariedades de momen-
tos até a quinta ordem. Assim, esse modelo localiza-se acima dos modelos ARMA,
GARCH e NM-MM-ARMA-3 na hierarquia da capacidade de representação e aproxi-
mação de não-estacionariedades de fenômenos aleatórios. Tendo capacidade de captar
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não-estacionariedades em momentos até a quinta ordem da distribuição condicional, o
NM-MM-ARMA-5 pode ser considerado como o modelo com maior flexibilidade, em nosso
estudo, na aprendizagem de tais comportamentos dos momentos condicionais de séries
temporais. Seguindo este raciocínio, quanto maior a ordem do maior momento condicio-
nal não-estacionário de um modelo, mais condições ele possuirá de aproximar detalhes e
pequenas sutilezas da não-estacionariedade inerente ao fenômeno aleatório real.
Figura 45 – Série sintética do modelo NM-MM-ARMA-5 gerada pelas Equações (4.88) a
(4.93) e série das médias, variâncias e obliquidades, curtoses e hiperobliqui-
dades condicionais 𝑚1,𝑡,𝑚2,𝑡,𝑚3,𝑡,𝑚4,𝑡,𝑚5,𝑡.
4.3 Considerações finais
Neste capítulo, apresentamos um modelo original que concilia previsão de
momentos condicionais até a terceira ou quinta ordem com misturas normais como modelo
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para as PDFs condicionais. A previsão dos momentos condicionais é realizada com uma
regra linear, embora regras mais gerais pudessem ser consideradas. A partir dos momentos
condicionais previstos, geramos as PDFs condicionais com misturas normais utilizando o
método dos momentos, cuja descrição encontra-se nas Seções 2.8.1 e 2.8.2. Esse método
permite que todos os parâmetros da mistura sejam variantes no tempo, possibilitando
uma modelagem mais flexível para a estimação das séries temporais desejadas. A Figura
46 resume como calcular a quasi-verossimilhança do modelo proposto a partir do conjunto
de dados e um conjunto de parâmetros para o modelo.
Figura 46 – Fluxograma apresentando como realizar o cálculo da quasi-veorssimilhança
dos modelos propostos NM-MM-ARMA.
Embora a realidade dos fenômenos aleatórios não siga uma classificação tão
simples de tipos de não-estacionariedade de séries temporais, esse método constitui uma
tentativa de representar um fenômeno aleatório real por um modelo que seja capaz de
aproximar, através de misturas normais, os momentos estatísticos das PDF condicionais
desse fenômeno.
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No capítulo seguinte, estudaremos empiricamente o comportamento dos mo-
delos propostos. Será analisado o comportamento do otimizador que realizará a estimação
tentando decidir qual o conjunto de hiperparâmetros mais adequados na estimação dos
modelos propostos. Além disso, investigaremos a consistência do estimador para cada mo-
delo e tentaremos compreeender a capacidade dos modelos em aproximar séries sintéticas.
Por fim, examinaremos a previsão realizada pelas versões do modelo NM-MM-ARMA
proposto no âmbito de séries relacionadas a fenômenos reais, tanto de origem financeira
quanto de vazões diárias de rios, de modo a certificar que a abordagem proposta é capaz
de gerar previsões mais precisas do que os modelos ARMA, GARCH e NMGARCH nesses
cenários reais.
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5 Metodologia dos experimentos e resultados
No Capítulo 3, foram apresentados os principais modelos não-estacionários
disponíveis para a aproximação de séries temporais, como, por exemplo, o ARMA e o
GARCH. Em seguida, no Capítulo 4, fizemos a exposição detalhada do modelo proposto,
denominado NM-MM-ARMA, que explora uma PDF caracterizada por uma mistura de
componentes normais cujos momentos estatísticos até uma dada ordem variam com o
tempo segundo regras do tipo ARMA.
Agora, vamos prosseguir para a análise dos modelos estudados, especialmente
da proposta deste trabalho, quando empregados na modelagem de séries temporais, tanto
sintéticas quanto reais.
Conforme destacado no Capítulo 3, os parâmetros de cada modelo serão de-
terminados através da otimização da função de quasi-verossimilhança. Além disso, uma
vez que esta função apresenta uma dependência não-linear com respeito aos parâmetros,
o processo de busca precisa lidar com a presença de múltiplos ótimos na superfície de
otimização. Sendo assim, o emprego de meta-heurísticas populacionais desponta como
uma opção interessante para realizar a busca pelo conjunto ótimo de parâmetros, uma
abordagem similar de previsão de séries temporais utilizando algoritmos genéticos foi re-
alizada em (AGAPITOS et al., 2012; GRAFF et al., 2017; ONG et al., 2005; MINERVA;
POLI, 2001; IBA; NIKOLAEV, 2000).
Neste trabalho, duas meta-heurísticas de otimização foram escolhidas para
esta tarefa: (1) Evolução Diferencial (STORN; PRICE, 1997), e (2) opt-aiNet (CASTRO;
TIMMIS, 2002). Por isso, antes de avançarmos para a análise dos resultados obtidos pelos
modelos nos diversos cenários tratados, vamos apresentar uma descrição dos fundamentos
desses algoritmos, a qual se encontra na Seção 5.1. Neste contexto, também vamos discutir
maneiras de evitar o sobreajuste (overfitting) na estimação dos modelos.
Após a apresentação dos otimizadores, estudaremos a sensibilidade da capaci-
dade de aproximação dos otimizadores em relação aos seus principais hiperparâmetros, de
modo a determinar os valores ótimos para cada otimizador quando empregado no ajuste
dos modelos NM-MM-ARMA de terceira e de quinta ordem. Fixados os hiperparâme-
tros dos otimizadores, testaremos e validaremos a hipótese de consistência do estimador
de quasi-verossimilhança para estes dois modelos através do comportamento do erro de
generalização.
Finalizada esta análise inicial da sensibilidade paramétrica e da consistência,
vamos comparar o modelo NM-MM-ARMA, nas duas versões propostas (3𝑎 e 5𝑎 ordens),
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com os modelos da literatura com base nos erros de generalização observados no âmbito de
séries sintéticas construídas a partir de modelos pré-definidos. Estes erros serão medidos
em termos dos critérios AIC, BIC, KS, MAE e MSE, definidos na Seção 3.2, e esta
comparação nos permitirá identificar uma hierarquia entre os modelos em cada cenário
considerado.
Por fim, analisaremos o comportamento do modelo proposto em cenários rela-
cionados a dois tipos de séries reais: (1) séries financeiras e (2) séries diárias de vazões de
rios no Brasil. A Seção 5.5.1 traz os resultados obtidos pelos modelos estudados na apro-
ximação de séries financeiras, sendo que foram considerados os modelos com média con-
dicional estacionária juntamente com os modelos de média condicional não-estacionária.
Por sua vez, a Seção 5.5.2 é dedicada ao tratamento das séries diárias de vazões. Neste
contexto, foram introduzidas modificações nos modelos propostos para lidar de forma
mais adequada com o caráter sazonal destas séries, decorrente das peculiaridades de cada
estação do ano. O objetivo, assim como no caso anterior, é determinar qual modelo se
mostra mais competente em aproximar cada série considerada.
5.1 Meta-Heurísticas de Otimização
Em virtude do caráter não-linear e não-convexo da função de quasi-verossimi-
lhança associada aos modelos estudados no Capítulo 3 e ao modelo NM-MM-ARMA,
vamos lançar mão de algoritmos de otimização classificados como meta-heurísticas popu-
lacionais para realizar a busca pelos parâmetros ótimos dos modelos.
Embora as meta-heurísticas não garantam a obtenção da solução ótima (i.e.,
do ótimo global), elas são dotadas de mecanismos que tornam possível escapar de pontos
localmente ótimos. Além disso, ao explorarem uma população de soluções candidatas em
cada instante da busca, as meta-heurísticas têm condições de conciliar uma boa exploração
do espaço de todas as soluções factíveis com uma capacidade de refinamento local quando
soluções promissoras são encontradas.
Neste trabalho, duas meta-heurísticas de otimização serão utilizadas. A pri-
meira, denominada Evolução Diferencial (em inglês, Differential Evolution, DE), pertence
à área conhecida como computação evolutiva, tendo, portanto, uma inspiração ligada ao
processo de evolução natural. O segundo algoritmo escolhido, conhecido como opt-aiNet,
é um sistema imunológico artificial adaptado a problemas de otimização real e multimo-
dal. Ambos os métodos foram implementados em Fortran com o intuito de acelerar sua
execução, se comparada, por exemplo, a uma implementação em Python, devido à grande
quantidade de avaliações da função de quasi-verossimilhança em cada iteração.
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5.1.1 Evolução Diferencial
Originalmente proposto em 1995, por J. Storn e K. Price, o algoritmo de
Evolução Diferencial (DE) traz como marca distintiva o fato de realizar perturbações
aleatórias na população por meio do deslocamento de uma solução candidata na di-
reção definida pelo vetor diferença entre duas outras soluções candidatas (daí o nome
diferencial) (STORN; PRICE, 1997). Esta operação caracteriza a etapa de mutação do
algoritmo, o qual, à semelhança dos demais algoritmos evolutivos, também realiza uma
etapa de crossover, combinando as informações presentes na codificação de duas solução
candidatas, e uma etapa de seleção, na qual somente as soluções de maior qualidade (i.e.,
cuja avaliação da função objetivo seja maior, pensando em um problema de maximização)
permanecem na população para a próxima iteração.
O algoritmo inicia com uma população {𝛽𝑘,0}𝑃𝑘=1 de 𝑃 soluções candidatas
geradas aleatoriamente dentro da região factível. Note que 𝛽𝑘,𝑖 ∈ R𝑑 representa o 𝑘-
ésimo indivíduo da população na iteração 𝑖, onde 𝑑 denote o número de parâmetros sendo
otimizados. Dessa forma, é necessária a definição prévia do tamanho 𝑃 da população
antes de inicializar o algoritmo. Conforme o pseudocódigo 5.1, em cada iteração 𝑖 é
realizada uma sequência de operações de mutação, crossover e seleção até que o critério de
convergência seja atingido. Aqui, utilizaremos o critério Parada Antecipada (apresentado
na Seção 5.1.3) como critério de convergência para o término do algoritmo.
Neste trabalho, a função de avaliação das soluções candidatas é justamente a
função de quasi-verossimilhança associada ao modelo considerado. Neste contexto, caso
durante a execução do algoritmo um indivíduo gerado por mutação ou crossover apre-
sente uma quasi-verossimilhança infinita (ou maior que 𝑀), então ele é descartado e
geramos um novo indivíduo em seu lugar. Este descarte é motivado pelo fato de o indi-
víduo com quasi-verossimilhança infinita provavelmente pertencer a uma região onde os
momentos incondicionais são infinitos e cujas restrições de desigualdade não puderam ser
determinadas matematicamente.
Na proposta original (STORN; PRICE, 1997), os parâmetros de mutação (𝐹 )
e crossover (𝐶𝑅) eram previamente escolhidos e permaneciam fixos. Aqui, porém, ex-
ploramos uma versão modificada do DE, similar à proposta em (OMRAN et al., 2005),
na qual estes dois parâmetros são acrescentados à codificação de cada indivíduo e expe-
rimentam os efeitos do processo evolutivo. Em outras palavras, o algoritmo irá evoluir,
junto com os parâmetros do problema, os próprios parâmetros que regulam a mutação
e o crossover. Nessa proposta, 𝛽𝑘,𝑖𝑑+1 e 𝛽
𝑘,𝑖
𝑑+2 substituem 𝐶𝑅 e 𝐹 respectivamente. Através
desta ideia, conhecida como auto-evolução (BACK, 1996), somos liberados de escolher
valores adequados para estes dois parâmetros e os consideramos parte do processo de
otimização.
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Pseudocódigo 5.1 Algoritmo da meta-heurística de otimização Evolução Diferencial
Entrada: Defina 𝑃 , o tamanho da população de candidatos, e o 𝑀 , o valor de maior
valor de fitness aceito;
Amostragem da população inicial:
1: Amostre aleatoriamente uma população {𝛽𝑘,0} ⊂ R𝑑 de 𝑃 candidatos;
2: Calcule o valor da função fitness para toda a população 𝑓(𝛽𝑘,0) para 𝑘 = 1, ..., 𝑃 ;
3: 𝑖 = 0 ;
enquanto Critério de convergência não é atingido faça
4.0: 𝑖← 𝑖+ 1;
para 𝑘 ∈ {1, 2, ..., 𝑃} faça
Mutação:
4.1.1: Escolha aleatoriamente três candidatos a𝑘,b𝑘, c𝑘 ∈ {𝛽𝑙,𝑖}𝑃𝑙=1, todos diferen-
tes entre si e diferentes de 𝛽𝑘,𝑖;
4.1.2: Gere o filho y𝑘 = (𝑦𝑘1 , 𝑦𝑘2 , ..., 𝑦𝑘𝑑+2) segundo a regra 𝑦𝑘𝑗 = 𝑎𝑘𝑗 + 𝛽
𝑘,𝑖
𝑑+2(𝑏𝑘𝑗 − 𝑐𝑘𝑗 )
para 𝑗 = 1, ..., 𝑑+ 2;
Crossover dos indivíduos mutados:
4.1.3: Escolha aleatoriamente um número 𝑅 ∈ {1, 2, ..., 𝑑+ 2};
para 𝑗 ∈ {1, 2, ..., 𝑑+ 2} faça
4.1.3.1: Sorteie uniformemente 𝑟𝑗 ∼ 𝑈(0, 1);
4.1.3.2: Se 𝑟𝑗 ≥ 𝛽𝑘,𝑖𝑑+1 e 𝑗 ̸= 𝑅, então redefina 𝑦𝑘𝑗 = 𝛽𝑘,𝑖𝑗 ;
fim para
4.1.4: Calcule o valor da função fitness 𝑓(y𝑘) da solução gerada y𝑘;
4.1.5: Se |𝑓(y𝑘)| > 𝑀 , desconsidere esse indivíduo e retorne ao passo 4.1.1 ;
fim para
Seleção dos indivíduos de maior valor da função fitness:
4.2: Una a população de 𝛽𝑘,𝑖 com as soluções geradas y𝑘 no passo 4.1 : {z𝑘}2𝑃𝑘=1 =
{𝛽𝑘,𝑖}𝑃𝑘=1 ∪ {y𝑘}𝑃𝑘=1
4.3: Reordene {z𝑘}2𝑃𝑘=1 decrescentemente em relação aos valores de fitness 𝑓(z𝑘) de
seus elementos;
4.4: Tome os primeiros 𝑃 elementos de {z𝑘}2𝑃𝑘=1 como a nova população: 𝛽𝑘,𝑖+1 = z𝑘
para 𝑘 = 1, ..., 𝑃 ;
fim enquanto
Resultado: Após critério de convergência atingido na iteração 𝑖𝑓 , obtemos como re-
sultado o candidato de maior fitness 𝛽1,𝑖𝑓 .
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Como qualquer método de busca por um ótimo global, o resultado depende
muito da inicialização ou amostragem da população inicial. Dessa forma, serão realizadas
10 execuções do algoritmo com populações iniciais diferentes para estimação dos modelos
para cada série, e tomamos os candidatos de maior valor na quasi-verossimilhança de cada
execução. Assim, avaliamos os critérios de desempenho com cada um desses candidatos e
consideramos o menor valor de tal critério como o resultado do modelo para série temporal
estudada.
Em muitas situações, o algoritmo DE exibe um comportamento de rápida
convergência da população ao ótimo global. Contudo, ele não possui mecanismos espe-
cíficos para preservar a diversidade da população, o que pode levar a uma convergência
prematura a pontos localmente ótimos.
5.1.2 Algoritmo opt-aiNet
Embora o método de Evolução Diferencial apresente em muitas situações uma
convergência da população ao candidato ao máximo global, há a necessidade de conside-
rar métodos que consigam expandir a abrangência da busca por todos os ótimos locais a
fim de aumentar a chance de encontrar o ótimo global e apresentá-lo como resultado do
algoritmo. Por isso, consideramos também neste trabalho um algoritmo imuno-inspirado,
denominado opt-aiNet (CASTRO; TIMMIS, 2002), que apresenta uma capacidade ine-
rente de manter diversidade na população de soluções candidatas, além de conseguir
preservar múltiplas soluções localmente ótimas ao mesmo tempo na população. Tal me-
todologia se inspira na teoria de seleção clonal e maturação da afinidade presentes no
sistema imunológico para realizar essa busca pelo ótimo global da função objetivo.
Quando o organismo é invadido por um patógeno, o sistema imunológico uti-
liza esses dois mecanismos para aumentar a capacidade das células imunológicas em re-
conhecer e eliminar tais patógenos. A seleção clonal serve como um mecanismo para a
expansão do número de células imunológicas clonando apenas aquelas que reconhecem
o patógeno. Contudo, esse processo de clonagem inclui uma mutação que possivelmente
melhora a capacidade de eliminar o patógeno. O segundo mecanismo de evolução das
células imunológicas chama-se maturação da afinidade, segundo o qual as células sofrem
mutações somáticas maiores se a capacidade de combater o patógeno é menor e as células
que possuem maior capacidade são selecionadas para sobreviverem como células-memória
das quais novos clones serão produzidos. Assim, o algoritmo de maximização opt-aiNet é
inspirado nesses princípios imunológicos para efetuar a busca de máximos globais para a
função de fitness (ou afinidade) desejada.
A partir de uma população de soluções candidatas geradas aleatoriamente,
a qual corresponde ao conjunto de células da rede imunológica, clones serão gerados e
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sofrerão mutações com taxa inversamente proporcional ao fitness. Então, considerando a
célula original e seus clones mutados, seleciona-se a célula-candidato que possui o maior
valor de fitness. Após essa seleção dentre os clones, sempre que o processo de maturação
atingir um critério de estabilidade, um processo de supressão é aplicado ao repertório
de células, por meio do qual células com nível de similaridade elevado são identificadas e
somente aquela que tiver o maior valor de fitness permanece na população. A similaridade
é computada com base em uma métrica de distância entre as células. No caso, utilizamos
a distância Euclidiana no espaço R𝑑. É pertinente destacar que esta etapa de supressão
se inspira na teoria da rede imunológica, proposta por Jerne (1974). Esta sequência de
operações se repete até que um critério de convergência seja atingido. O Pseudocódigo
5.2 resume o algoritmo opt-aiNet.
Como podemos ver no Pseudocódigo 5.2, o algoritmo opt-aiNet requer a de-
finição de seis hiperparâmetros. Os primeiros dois são o tamanho 𝑃 da população de
candidatos e a quantidade 𝑄 de clones por célula-candidato. O terceiro parâmetro define
o tamanho padrão 𝛼𝑚𝑢𝑡 da mutação presente em cada clone e o quarto define o limiar 𝜏 a
partir da qual a supressão é feita. O quinto parâmetro determina o período 𝜌 de iterações
entre uma etapa de supressão e a próxima, e o sexto parâmetro define uma condição de
estabilidade 𝛾 da população entre uma iteração e a próxima que a população de clones
necessita satisfazer para que a supressão ocorra.
A população de células-candidato é representada pelos vetores a serem maxi-
mizados 𝛽𝑘,𝑖 = (𝛽𝑘,𝑖1 , ..., 𝛽𝑘,𝑖𝑑 ), 𝑖 = 1, ..., 𝑃 e geramos a população inicial aleatoriamente
respeitando as restrições de desigualdade do problema de otimização. Além disso, na
amostragem das células-candidato deve haver o cuidado de checar se o valor da função
fitness 𝑓(𝛽𝑘,𝑖) é finito e descartar aqueles que geram valores infinitos. Após a criação da
população inicial, ocorre a sequência de iteração dos passos 5.1 a 5.5 enquanto o critério
de convergência da otimização não for satisifeito. Foi utilizado o critério de convergência
Parada Antecipada para evitar sobreajuste na estimação dos modelos, cuja descrição será
feita na Seção 5.1.3.
O primeiro passo dentro do laço principal do algoritmo corresponde ao cálculo
do valor da função de fitness para cada elemento da população. Em seguida, reordenamos
as células-candidato em ordem decrescente de fitness. O passo seguinte consiste em gerar
𝑄 clones de cada célula-candidato aleatoriamente através de uma regra de hipermutação
que leva em conta a ordenação da população e o valor da função fitness de cada célula-
candidato: quanto maior o valor da função fitness da célula-candidato, menor será a
mutação de seus clones. Assim, cada célula-candidato 𝛽𝑘,𝑖 gerará 𝑄 clones {y𝑘,𝑖,𝑞}𝑄𝑞=1
através da seguinte lei de mutação:
Capítulo 5. Metodologia dos experimentos e resultados 131
Pseudocódigo 5.2 Algoritmo da meta-heurística de otimização opt-aiNet
Entrada: Defina os hiperparâmetros necessários 𝑃,𝑄, 𝛼𝑚𝑢𝑡, 𝜏, 𝜌, 𝛾 ;
Geração da população inicial:
1: 𝑖 = 0;
2: Amostre aleatoriamente uma população {𝛽𝑘,0} ⊂ R𝑑 de 𝑃 células-candidatos;
3: Calcule o valor da função fitness para toda a população 𝑓(𝛽𝑘,0) para 𝑘 = 1, ..., 𝑃 ;
4: Calcule o fitness médio 𝑓0 = 1𝑃
∑︀𝑃
𝑘=1 𝑓(𝛽𝑘,0);
enquanto Critério de convergência não é atingido faça
5.0: 𝑖← 𝑖+ 1;
5.1: Calcule o valor da função fitness 𝑓(𝛽𝑘,𝑖) para toda a população 𝑘 = 1, ..., 𝑃 ;
5.2: Reordene a população de cálulas-candidato de modo decrescente: 𝑓(𝛽𝑘,1) >
𝑓(𝛽𝑘,2) > ... > 𝑓(𝛽𝑘,𝑃 );
para 𝑘 ∈ {1, 2, ..., 𝑃} faça
Hipermutação das células-candidato:
5.3.1: Gere 𝑄 clones y𝑘,𝑖,𝑞 de cada célula-candidato 𝛽𝑘,𝑖 com a regra de hipermu-
tação da Equação (5.1) e calculamos seu valor da função de fitness 𝑓(y𝑘,𝑖,𝑞). Se
|𝑓(y𝑘,𝑖,𝑞)| > 𝑀 , descartamos esse indivíduo e geramos outro indíviduo y𝑘,𝑖,𝑞 até
que |𝑓(y𝑘,𝑖,𝑞)| ≤𝑀 ;
Seleção dos clones de maior valor da função fitness:
5.3.2: Selecione o clone y𝑘,𝑖,𝑞* que possui maior fitness;
se 𝑓(𝛽𝑘,𝑖) < 𝑓(y𝑘,𝑖,𝑞*) então
5.3.3.1: Substitua a célula-candidato pelo clone 𝑞*: 𝛽𝑘,𝑖+1 = y𝑘,𝑖,𝑞* ;
senão
5.3.3.2: Permaneça com a célula-candidato anterior: 𝛽𝑘,𝑖+1 = 𝛽𝑘,𝑖;
fim se
fim para
Supressão de células-candidato por afinidade:
5.4: Calcule o fitness médio 𝑓𝑖+1 = 1𝑃
∑︀𝑃
𝑘=1 𝑓(𝛽𝑘,𝑖+1);
se |𝑓𝑖+1 − 𝑓𝑖| < 𝛾 e 𝑖 ≡ 0 (mod 𝜌) então
5.5.1: Calcule a distância 𝑑𝑘,𝑘′ = ‖𝛽𝑘,𝑖+1 − 𝛽𝑘′,𝑖+1‖ entre cada par das células-
candidato 𝑘, 𝑘′ = 1, ..., 𝑃 ;
5.5.2: Se 𝑑𝑘,𝑘′ < 𝜏 e 𝑘 ̸= 𝑘′, então suprima a célula-candidato, 𝛽𝑘,𝑖+1 ou 𝛽𝑘′,𝑖+1, de
menor função fitness;
5.5.3: Introduza novas células-candidato 𝛽𝑘,𝑖+1 geradas aleatoriamente em mesmo
número de células-candidato suprimidas no passo anterior e calcule seu valor da
função de fitness 𝑓(𝛽𝑘,𝑖+1). Se |𝑓(𝛽𝑘,𝑖+1)| > 𝑀 , desconsideramos esse indivíduo e
geramos outro indíviduo 𝛽𝑘,𝑖+1 até que |𝑓(𝛽𝑘,𝑖+1)| ≤𝑀 ;
fim se
fim enquanto
Resultado: Após critério de convergência atingido na iteração 𝑖𝑓 , obtemos como re-
sultado os candidatos {𝛽𝑘,𝑖𝑓} dos ótimos locais de maior fitness encontrados.
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𝑦𝑘,𝑖,𝑞𝑗 = 𝛽
𝑘,𝑖
𝑗 + 𝛼𝑚𝑢𝑡 exp
(︃
−|𝑓(𝛽
𝑃,𝑖)− 𝑓(𝛽𝑘,𝑖)|
|𝑓(𝛽𝑃,𝑖)− 𝑓(𝛽1,𝑖)|
)︃
𝑟𝑗, 𝑟𝑗 ∼ 𝒩 (0, 1), ∀𝑗 = 1, 2, ..., 𝑑 (5.1)
Na Equação (5.1) acima, uma amostra 𝑟𝑗 da distribuição normal de mé-
dia nula e variância unitária é incluída na mutação de cada célula-candidato. O termo
exp
(︁
− |𝑓(𝛽𝑃,𝑖)−𝑓(𝛽𝑘,𝑖)||𝑓(𝛽𝑃,𝑖)−𝑓(𝛽1,𝑖)|
)︁
cria uma distinção no tamanho da hipermutação dos clones gerados
a partir de cada célula-candidato 𝛽𝑘,𝑖. Essa amplitude da hipermutação é controlada pe-
los valores normalizados da função de fitness. Assim, quanto menor for o valor de 𝑓(𝛽𝑘,𝑖),
maior será a mutação presente nos seus clones {y𝑘,𝑖,𝑞}𝑄𝑞=1. A célula de maior fitness recebe
valor 0, 367 para esse termo, a célula de menor fitness recebe valor 1, 0 para esse termo,
e para as células intermediárias o valor varia entre 0, 367 e 1, 0 conforme a proximidade
a um extremo ou a outro. Além disso, há o parâmetro 𝛼𝑚𝑢𝑡 escolhido previamente que
pode aumentar ou diminuir a amplitude da hipermutação juntamente ao termo citado.
Ele possibilita adaptar a busca aleatória a cada tipo de função de fitness. Contudo, essa
escolha deve ser feita testando experimentalmente várias alternativas de 𝛼𝑚𝑢𝑡 diferentes.
Por fim, durante a geração dos clones com hipermutação, se acontecer de a
função de fitness 𝑓(y𝑘,𝑖,𝑞) de um clone gerado resultar em um valor infinito, esse clone
será descartado e geramos um novo clone com uma hipermutação aleatória diferente até
obtermos um valor de fitness finito.
Após a etapa de hipermutação, computamos os valores de fitness de todos os
clones. Então, para cada célula-candidato, selecionamos o clone de maior fitness. Se este
clone possui fitness superior ao da célula original, a nova célula-candidato da próxima
geração será o próprio clone. Caso contrário, mantemos a célula original para a próxima
geração.
O passo seguinte do algoritmo opt-aiNet refere-se à etapa de supressão, a qual
ocorre a cada 𝜌 iterações somente se for detectada uma estagnação da população, no
sentido de o fitness médio da população em iterações sucessivas apresentar uma variação
muito pequena ( 1
𝑇
|∑︀𝑃𝑘=1 𝑓(𝛽𝑘,𝑖)−𝑓(𝛽𝑘,𝑖−1)| < 𝛾). Na supressão, calculamos a similaridade
entre todas as células presentes na população, por meio da distância Euclidiana 𝑑𝑘,𝑘′ =
‖𝛽𝑘,𝑖 −𝛽𝑘′,𝑖‖. Caso 𝑑𝑘,𝑘′ < 𝜏 e 𝑘 ̸= 𝑘′, então suprimimos a célula que tiver o menor valor
de fitness.
Assim, eliminamos células-candidato redundantes e para buscar máximos glo-
bais em regiões não-exploradas, geramos novas células que substituirão as células supri-
midas. Nessa etapa, o algoritmo original de (CASTRO; TIMMIS, 2002) propõe gerar ale-
atoriamente um número de células novas proporcional à quantidade de células-candidato
que não foram suprimidas e permaneceram na população. Ou seja, a quantidade de novas
células é uma porcentagem (𝑑%) do tamanho da população não-suprimida. Contudo, se
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a função de fitness possui muitos ótimos locais, poucas células são eliminadas na etapa
de supressão e o número de células-candidato pode aumentar indefinidamente, compro-
metendo uma convergência do algoritmo ao máximo global. Observamos que tal efeito
ocorre no nosso caso de estimação de séries temporais.
Em vista disso, modificamos o método original fixando o tamanho da popula-
ção de células-candidato. Após a etapa de supressão, amostramos aleatoriamente células
novas na mesma quantidade das células suprimidas. Assim, o tamanho da população per-
manece sempre o mesmo, evitando o crescimento indefinido da população de candidatos
e acelerando a execução do algoritmo. Dessa forma, a sequência de iterações incluindo
criação de clones com hipermutação, seleção clonal e supressão ocorre até que o critério de
convergência é satisfeito. Assim, um máximo local é identificado como possível máximo
global e o algoritmo é finalizado.
Nos experimentos envolvendo a metaheurística opt-aiNet, foram realizadas
três repetições independentes do algoritmo com inicializações diferentes para cada série
estudada. Então, para cada repetição, selecionamos os cinco indivíduos de maior quasi-
verossimilhança e avaliamos as métricas de desempenho. Ao final, o menor valor deste
conjunto é apontado como o resultado final do modelo em relação a cada critério de
desempenho para cada série temporal estudada.
Uma das vantagens do algoritmo opt-aiNet sobre outras meta-heurísticas de
otimização é que cada indivíduo explora independentemente os ótimos locais da função
através do mecanimos seleção clonal, ou seja, por meio dos seus clones mutados. A única
interação entre diferentes indivíduos da população se dá na etapa de supressão. Assim,
não há uma convergência da população como um todo para um único ótimo local. Con-
sequentemente, a diversidade da população é preservada e a capacidade de exploração do
espaço de parâmetros em busca do ótimo global é ampliada.
5.1.3 Critério de convergência Parada Antecipada
Ao construirmos um modelo para a aproximação de um fenômeno aleatório,
desejamos que ele capture ao máximo a real aleatoriedade subjacente aos dados disponí-
veis. Entretanto, como o número de amostras exploradas durante a construção do modelo
é limitado, pode ocorrer de o modelo acabar se ajustando demasiadamente a estes dados.
Se dividirmos o conjunto de dados em um conjunto de treinamento e um
conjunto de validação, iremos observar um comportamento diferente do valor da função
de quasi-verossimilhança associada ao melhor indivíduo em relação a cada conjunto com
o passar das iterações do método de otimização. Nessa abordagem, apenas o conjunto
de dados de treinamento será utilizado na função objetivo que desejamos otimizar. Ou
seja, os dados de treinamento são explorados no cálculo do valor da função de quasi-
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verossimilhança para cada indivíduo (i.e., para cada conjunto de valores dos parâmetros
do modelo) e, consequentemente, afetam todo o processo de busca feito pelo algoritmo.
O conjunto de dados de validação não entrará na seleção dos candidatos a cada iteração
da busca para otimizar a função e encontrar o ótimo global, porém podemos medir a
evolução do valor da função aplicada ao candidato ótimo de cada iteração utilizando o
conjunto de validação.
Em suma, enquanto o algoritmo realiza a busca pelo indivíduo que apresente
o máximo valor para a função de quasi-verossimilhança calculada para os dados de trei-
namento, também podemos monitorar para o melhor indivíduo em cada iteração como
evolui o valor da função de quasi-verossimilhança com respeito aos dados de validação. A
Figura 47 apresenta um perfil simbólico tipicamente observado para os valores da quasi-
verossimilhança de treinamento e de validação relacionados ao melhor indivíduo durante
a busca.
Como podemos observar, há um crescimento consistente do valor da quasi-
verossimilhança de treinamento ao longo das iterações. Ao mesmo tempo, a quasi-verossi-
milhança de validação pode experimentar oscilações, ou seja, crescimentos alternados com
quedas. Porém, o aspecto mais importante destacado na Figura 47 é que quando a busca
perdura por muitas iterações, temos um indivíduo cada vez melhor em relação à quasi-
verossimilhança de treinamento, mas que já experimenta uma queda contínua em seu
desempenho junto aos dados de validação. Isto indica que o modelo treinado consegue
aproximar bem os dados de treinamento, mas está se tornando cada vez menos competente
em aproximar os dados de validação.
Figura 47 – Evolução típica do valor da quasi-verossimilhança de treinamento e de vali-
dação ao longo das iterações do processo de otimização.
Em vista desse comportamento do desempenho junto ao conjunto de validação,
um novo critério de parada foi concebido de forma a terminar o algoritmo no máximo da
quasi-verossimilhança no conjunto de validação em vez de no ponto com máximo valor
junto ao conjunto de treinamento.
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Entretanto, identificar esse máximo da função calculada com o conjunto de
validação pode ser difícil devido às oscilações do valor da quasi-verossimilhança de vali-
dação. Dessa forma, em cada iteração, todos os indivíduos da população serão avaliados
também com relação aos dados de validação e o melhor deles (para estes dados) é salvo
se ele superar o melhor desempenho de validação atingido até o momento. Caso uma
queda seja observada, passamos a acompanhar por quantas iterações sucessivas o melhor
desempenho de validação é inferior ao melhor já atingido até o momento. Se o número
de iterações com perda de desempenho de validação ultrapassar um valor 𝑉𝑝𝑎𝑡, então
interrompemos o treinamento e a solução candidata que atingiu o maior valor de quasi-
verossimilhança de validação constitui a solução a ser adotada para o modelo. Assim,
evitamos obter uma solução com sobreajuste ao conjunto de dados de treinamento, e
uma aproximação pobre dos dados de validação.
Este critério de parada nos remete ao conceito de Parada Antecipada (PRE-
CHELT, 1998; HAYKIN et al., 2009), pois o algoritmo de otimização é encerrado de
forma prematura, antes que atinja a convergência para o ótimo global em relação aos
dados de treinamento. Este método requer, portanto, a escolha do tamanho da paciência
𝑉𝑝𝑎𝑡. Assim, um parâmetro a mais deve ser considerado para a execução do otimizador
Evolução Diferencial. Porém, no otimizador opt-aiNet há ainda mais um parâmetro a
considerar além do tamanho da paciência. Nesse otimizador, o objetivo é encontrar os
melhores ótimos locais possíveis da função a otimizar, logo o critério de Parada Anteci-
pada deve considerar mais de um máximo do conjunto de validação. Assim, escolhemos
uma quantidade 𝜈 de máximos do conjunto de validação, e quando um desses 𝜈 máximos
for atualizado recomeça a contagem da paciência do critério de parada. Sendo assim, o
otimizador opt-aiNet necessita considerar o tamanho da paciência 𝑉𝑝𝑎𝑡 e a quantidade 𝜈
de máximos do conjunto de validação do critério de parada. Então, será com esse crité-
rio de parada que os dois algoritmos de otimização serão executados para encontrar o
máximo da função de quasi-verossimilhança dos modelos.
5.1.4 Lidando com restrições na otimização
Em todos os modelos não-estacionários estudados neste trabalho, há restrições
de desigualdade ou de igualdade no conjunto de parâmetros do modelo que devem ser
atendidas a fim de evitar momentos incondicionais infinitos, os quais levam a valores
indeterminados de quasi-verossimilhança.
Alguns parâmetros, como os coeficientes independentes, são, em princípio,
irrestritos. Entretanto, verificamos ser vantajoso para o processo de busca definir inter-
valos para a otimização destes valores1. Aqui, os coeficientes independentes 𝑎𝑘 das leis
1 Ao executarmos os métodos de otimização com tais parâmetros sem restrições, notamos que alguns
parâmetros aumentaram indefinidamente com o avanço das iterações impossibilitando a convergência
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de evolução temporal e os pontos-suporte 𝜇𝑘 dos modelos NMGARCH foram restritos a
intervalos.
Nessa subseção, desenvolveremos métodos para transformar as variáveis com
restrições em variáveis sem restrições utilizando funções sigmoides. Assim, transforma-
mos o problema de maximização restrita a intervalos em uma maximização irrestrita.
Ademais, utilizaremos essas transformações para amostrar conjuntos de parâmetros ale-
atórios durante a inicialização da população nos algoritmos de otimização apresentados
nas Seções 5.1.1 e 5.1.2.
No modelo ARMA, há três parâmetros (𝑎1, 𝑏1, 𝑐1) a estimar. O coeficiente
independente 𝑎1 será limitado ao intervalo (−𝐴1,+𝐴1) e sua transformação sigmoide
ℎ(𝑎1)(𝑢) transforma a variável irrestrita 𝑢 ∈ R na variável 𝑎1 restrita (−𝐴1,+𝐴1):
𝑎1 = ℎ(𝑎1)(𝑢) = 𝐴1
(︂ 2
1 + 𝑒−𝑢 − 1
)︂
. (5.2)
Com isto, o algoritmo de otimização atuará na busca do valor 𝑢, o que, indi-
retamente, implica numa busca pelo valor de 𝑎1 limitado ao intervalo (−𝐴1, 𝐴1).
Já os coeficientes 𝑏1 e 𝑐1 são restritos a (−1, 1) e |𝑏1| + |𝑐1| ∈ (0, 1). Assim,
as funções sigmoides de 𝑏1 e 𝑐1 são definidas conjuntamente por ℎ(𝑏1)(𝑢, 𝑣) e ℎ(𝑐1)(𝑢, 𝑣),
conforme indicado na Equação (5.3), e a busca será em termos de 𝑢, 𝑣 que resultará numa
busca por 𝑎1, 𝑏1 restritos às desigualdades mencionadas. Vemos que as funções ℎ(𝑏1)(𝑢, 𝑣) e
ℎ(𝑐1)(𝑢, 𝑣) tem a soma dos absolutos menor que 1, |ℎ(𝑏1)(𝑢, 𝑣)|+ |ℎ(𝑐1)(𝑢, 𝑣)| < 1, ∀(𝑢, 𝑣) ∈
R2:
(𝑏1, 𝑐1) = (ℎ(𝑏1)(𝑢, 𝑣), ℎ(𝑐1)(𝑢, 𝑣)) =
(︂ 2
1 + 𝑒−𝑢 − 1,
(︂ 2
1 + 𝑒−𝑣 − 1
)︂(︂
1−
⃒⃒⃒⃒ 2
1 + 𝑒−𝑢 − 1
⃒⃒⃒⃒)︂)︂
.
(5.3)
O modelo GARCH utiliza as mesmas transformações sigmoides do modelo
ARMA para seus coeficientes (𝑎1, 𝑏1, 𝑐1) da lei das médias condicionais de 𝜇𝑡(𝛽). Já os
parâmetros (𝑎2, 𝑏2, 𝑐2) possuem transformações similares, mas preservando a positividade
desses parâmetros. Nesse caso, restrigimos 𝑎2 ∈ (0, 𝐴2), 𝑏2, 𝑐2 ∈ (0, 1) e 𝑏2 + 𝑐2 ∈ (0, 1).
Sendo assim, as respectivas funções sigmoides ℎ(𝑎2)(𝑥), ℎ(𝑏2)(𝑥, 𝑦), ℎ(𝑐2)(𝑥, 𝑦) são dadas
por:
𝑎2 = ℎ(𝑎2)(𝑢) = 𝐴2
(︂ 1
1 + 𝑒−𝑢
)︂
, (5.4)
(𝑏2, 𝑐2) = (ℎ(𝑏2)(𝑢, 𝑣), ℎ(𝑐2)(𝑢, 𝑣)) =
(︂ 1
1 + 𝑒−𝑢 ,
(︂
1− 11 + 𝑒−𝑣
)︂(︂ 1
1 + 𝑒−𝑢
)︂)︂
. (5.5)
do algoritmo.
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O modelo NMGARCH de 𝑁 componentes normais também possui os pesos
𝜋𝑘 e pontos-suporte 𝜇𝑘 com restrições além dos parâmetros 𝑎1, 𝑏1 e 𝑐1 das médias condi-
cionais e 𝑎2,𝑘, 𝑏2,𝑘 e 𝑐2,𝑘, 𝑘 = 1, 2, ..., 𝑁 , das variâncias condicionais de cada componente
normal. Os coeficientes 𝑎1, 𝑏1 e 𝑐1 seguirão as mesmas transformações do modelo ARMA
e os coeficientes 𝑎2,𝑘, 𝑏2,𝑘 e 𝑐2,𝑘 seguirão as mesmas tranformações de 𝑎2, 𝑏2 e 𝑐2 do modelo
GARCH. Porém, os pontos-suporte 𝜇𝑘 serão restritos ao intervalo (−𝐴3,+𝐴3) e à igual-
dade ∑︀𝑁𝑘=1 𝜋𝑘𝜇𝑘 = 0, enquanto os pesos 𝜋𝑘 são restritos ao intervalo (0, 1) e à igualdade∑︀𝑁
𝑘=1 𝜋𝑘 = 1. Assim, foram desenvolvidas transformações sigmoides para cada um dos
modelos de duas, três e quatro componentes normais, as quais são indicadas a seguir:
Modelo NMGARCH2:
𝜇1 =ℎ(𝜇1)(𝑢) = −𝐴3
(︂ 1
1 + 𝑒−𝑢
)︂
, (5.6)
𝜇2 =ℎ(𝜇2)(𝑣) = 𝐴3
(︂ 1
1 + 𝑒−𝑣
)︂
, (5.7)
𝜋1 =
𝜇2
𝜇2 − 𝜇1 , (5.8)
𝜋2 =
𝜇1
𝜇1 − 𝜇2 . (5.9)
Modelo NMGARCH3:
𝜇1 =ℎ(𝜇1)(𝑢) , 𝜇2 = ℎ(𝜇2)(𝑣) , (5.10)
(𝜋1, 𝜋2, 𝜋3) =
(︁
ℎ(𝜋1)(𝑢, 𝑣, 𝑤), ℎ(𝜋2)(𝑢, 𝑣, 𝑤), ℎ(𝜋3)(𝑢, 𝑣, 𝑤)
)︁
= (5.11)(︃
𝑢𝜋3 (𝑢, 𝑣, 𝑤)
1 + 𝑒−𝑢 ,
𝑢𝜋3 (𝑢, 𝑣, 𝑤)
1 + 𝑒−𝑣 ,
𝑢𝜋3 (𝑢, 𝑣, 𝑤)
1 + 𝑒−𝑤
)︃
,
𝑢𝜋3 (𝑢, 𝑣, 𝑤) =
(︃
1
1
1+𝑒−𝑢 +
1
1+𝑒−𝑣 +
1
1+𝑒−𝑤
)︃
, (5.12)
𝜇3 =
−1
𝜋3
(𝜋1𝜇1 + 𝜋2𝜇2) . (5.13)
Modelo NMGARCH4:
𝜇1 =ℎ(𝜇1)(𝑢) , 𝜇2 = ℎ(𝜇2)(𝑣), 𝜇3 = ℎ(𝜇3)(𝑤) = 2𝐴3
(︂ 2
1 + 𝑒−𝑤 − 1
)︂
, (5.14)
(𝜋1, 𝜋2, 𝜋3, 𝜋4) =
(︁
ℎ(𝜋1)(𝑢, 𝑣, 𝑤, 𝑧), ℎ(𝜋2)(𝑢, 𝑣, 𝑤, 𝑧), ℎ(𝜋3)(𝑢, 𝑣, 𝑤, 𝑧), ℎ(𝜋4)(𝑢, 𝑣, 𝑤, 𝑧)
)︁
=(︃
𝑢𝜋4 (𝑢, 𝑣, 𝑤, 𝑧)
1 + 𝑒−𝑢 ,
𝑢𝜋4 (𝑢, 𝑣, 𝑤, 𝑧)
1 + 𝑒−𝑣 ,
𝑢𝜋4 (𝑢, 𝑣, 𝑤, 𝑧)
1 + 𝑒−𝑤 ,
𝑢𝜋4 (𝑢, 𝑣, 𝑤, 𝑧)
1 + 𝑒−𝑧
)︃
, (5.15)
𝑢𝜋4 (𝑢, 𝑣, 𝑤, 𝑧) =
(︃
1
1
1+𝑒−𝑢 +
1
1+𝑒𝑣𝑦 +
1
1+𝑒−𝑤 +
1
1+𝑒−𝑧
)︃
, (5.16)
𝜇4 =
−1
𝜋4
(𝜋1𝜇1 + 𝜋2𝜇2 + 𝜋3𝜇3) . (5.17)
No modelo NM-MM-ARMA-3, os parâmetros 𝑎1, 𝑏1 e 𝑐1 das médias condi-
cionais seguirão as mesmas tranformações sigmoides do modelo ARMA. Os parâmetros
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𝑎2, 𝑏2 e 𝑐2 das variâncias condicionais serão determinadas pelas mesmas tranformações
sigmoides do modelo GARCH. E como as restrições de desigualdade sobre 𝑎3, 𝑏3 e 𝑐3
da lei das obliquidades condicionais são exatamente iguais às restrições sobre os parâ-
metros 𝑎1, 𝑏1 e 𝑐1, usaremos o mesmo tipo de transformação sigmoide para 𝑎3, 𝑏3 e 𝑐3.
Ademais, o parâmetro 𝜆 da definição de 𝜎𝑡(𝛽) deve ser restrito ao intervalo (0, 1), logo
sua transformação sigmoide ℎ(𝜆)(𝑥) é a seguinte:
𝜆 = ℎ(𝜆)(𝑢) =
1
1 + 𝑒−𝑢 . (5.18)
Para o modelo NM-MM-ARMA-5, os parâmetros das leis de evolução do mo-
mentos condicionais ímpares (𝑎1, 𝑏1, 𝑐1), (𝑎3, 𝑏3, 𝑐3) e (𝑎5, 𝑏5, 𝑐5) possuem restrições idên-
ticas às restrições do modelo ARMA. Logo utilizaremos, para esses parâmetros, as trans-
formações sigmoides de (𝑎1, 𝑏1, 𝑐1) do modelo ARMA. Analogamente, os parâmetros das
leis de evolução dos momentos condicionais pares (𝑎2, 𝑏2, 𝑐2) e (𝑎4, 𝑏4, 𝑐4) seguirão as tran-
formações sigmoides dos parâmetros (𝑎2, 𝑏2, 𝑐2) do modelo GARCH, pois as restrições de
desigualdade desses três conjuntos de parâmetros são idênticas. Além disso, o parâmetro
𝜆, que é restrito ao intervalo (0, 1), também seguirá a transformação sigmoide 𝜆 = ℎ(𝜆)(𝑢)
apresentada na Equação (5.18) do modelo NM-MM-ARMA-3.
Dessa forma, podemos transformar um problema de otimização com restrições
em um problema de otimização sem restrições. Contudo, é necessária uma escolha do
tamanho 𝐴1, 𝐴2 e 𝐴3 dos intervalos dos coeficientes independentes 𝑎𝑘 e dos pontos-suporte
𝜇𝑘 do modelo NMGARCH a fim de limitar a busca por seus valores ótimos dentro de um
intervalo. Aqui, foram escolhidos 𝐴1 = 2, 5, 𝐴2 = 5, 0 e 𝐴3 = 2, 5, porém um estudo mais
detalhado deve ser feito de modo a determiná-los de uma forma menos arbitrária e que
dependa do caso ao qual cada modelo é aplicado. Também pode-se utilizar um tamanho
de intervalo diferente para cada coeficiente 𝑎𝑘, contudo esses tamanhos também devem
ser escolhidos conforme cada tipo de série temporal estudada.
Conhecendo essas transformações sigmoides, as quais asseguram que as res-
trições impostas aos conjuntos de parâmetros de cada modelo sejam satisfeitas, podemos
realizar uma amostragem aleatória no espaço irrestrito de modo a criarmos uma popu-
lação de soluções candidatas factíveis para cada algoritmo de otimização. Por exemplo,
amostrando as variáveis irrestritas 𝑢 ou 𝑣 de acordo com uma distribuição normal 𝑁(0, 𝜎),
ou mesmo segundo uma distribuição uniforme 𝑈(−𝛿, 𝛿), podemos empregar as transfor-
mações sigmoidais de cada parâmetro para obter um conjunto de parâmetros para cada
modelo. Além disso, podemos também obter conjunto de parâmetros factíveis amostrados
uniformemente ao substituir cada transformação sigmoide do tipo 11+𝑒−𝑢 por um número
real uniformemente amostrado. Iremos utilizar essa forma de amostragem uniforme para
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criar conjuntos de parâmetros, a partir dos quais serão amostradas séries sintéticas para
os experimentos das Seções 5.2, 5.3 e 5.4.
Não obstante, é possível que certos conjuntos de parâmetros 𝛽 resultem em
uma quasi-verossimilhança infinita. Nestes casos, eles são substituídos por novos conjuntos
gerados pelo mesmo processo de amostragem, mas que levem a valores de 𝑙𝑇 (𝛽) finitos.
5.2 Análise de sensibilidade dos otimizadores
A fim de realizarmos a busca pelos parâmetros ótimos de cada modelo não-
estacionário de forma bem-sucedida, é preciso escolher valores apropriados para os hi-
perparâmetros dos algoritmos de otimização. No caso do algoritmo DE, há apenas dois
hiperparâmetros: 𝑃 e 𝑉𝑝𝑎𝑡. Já no caso do opt-aiNet, temos ao todo oito parâmetros: 𝑃 ,
𝑄, 𝛼𝑚𝑢𝑡, 𝜏 , 𝑉𝑝𝑎𝑡, 𝜌, 𝛾 e 𝜈, conforme descrito na Seção 5.1.
𝜑Evolução Diferencial = (𝑃, 𝑉𝑝𝑎𝑡) , (5.19)
𝜑opt-aiNet = (𝑃,𝑄, 𝛼𝑚𝑢𝑡, 𝜏, 𝑉𝑝𝑎𝑡, 𝜌, 𝛾, 𝜈) . (5.20)
De modo geral, não existem recomendações específicas sobre quais valores são
os mais adequados e em quais situações os mesmos devem ser adotados. Por isso, é preciso
escolhê-los de maneira particular e, muitas vezes, heurística. Por conta disto, a fim de
identificar algumas diretrizes que auxiliem o ajuste dos principais hiperparâmetros dos
algoritmos DE e opt-aiNet, foram realizados testes de sensibilidade por meio dos quais
tentamos perceber isoladamente o impacto de cada hiperparâmetro no desempenho.
Nos testes de sensibilidade, vamos nos restringir à análise para o modelo pro-
posto em suas duas versões: NM-MM-ARMA-3 e NM-MM-ARMA-5.
O cenário abordado envolve séries sintéticas geradas a partir do próprio modelo
NM-MM-ARMA com vetores de parâmetros 𝛽 uniformemente distribuídos dentro da
região onde as restrições do modelo são satisfeitas. Foram separadas 𝑇 = 8000 amostras
para o treinamento dos modelos e 𝑇𝑣𝑎𝑙 = 2000 amostras para validação.
As condições iniciais para as equações ARMA de evolução temporal dos mo-
mentos foram definidas a partir dos valores dos momentos incondicionais 𝑚(1)𝑘,0 = 𝑚𝑘,∞,
pois há uma chance pequena de o processo de otimização fornecer parâmetros próximos
de violar a restrição 𝑏𝑘 + 𝑐𝑘 ≈ 1 pela construção das séries sintéticas.
Para cada algoritmo, os testes de sensibilidade referentes a cada hiperparâ-
metro 𝜑𝑖 foram realizados da seguinte forma: à medida que o valor de 𝜑𝑖 é modificado,
considerando um conjunto de valores possíveis, monitora-se o desempenho deste algo-
ritmo, enquanto os demais hiperparâmetros permanecem inalterados.
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Parâmetro a otimizar Conjuntos de parâmetros utilizados
(𝑃, 𝑉𝑝𝑎𝑡)
𝑃
( 10, 100)
( 50, 100)
(100, 100)
(150, 100)
(200, 100)
𝑉𝑝𝑎𝑡
(100, 10)
(100, 50)
(100, 100)
(100, 200)
Tabela 3 – Conjuntos de parâmetros do algoritmo Evolução Diferencial usados para de-
terminar sua otimalidade.
Uma vez que conhecemos o vetor 𝛽 que efetivamente faz parte do modelo
NM-MM-ARMA que gerou a série sintética, calculamos o erro do conjunto estimado pelo
algoritmo, denotado por 𝛽*𝑇 , em relação a 𝛽, i.e., ‖𝛽*𝑇 − 𝛽‖. Com base nos histogramas
destes erros e em suas medianas, vamos inferir quais valores se mostram mais adequados
para cada hiperparâmetro.
Nas Tabelas 3 e 4, apresentamos os conjuntos de valores testados para os
hiperparâmetros dos algoritmos DE e opt-aiNet respectivamente. No caso da opt-aiNet,
três parâmetros - 𝜌, 𝛾 e 𝜈 - permaneceram fixos em todos os testes, com os valores 𝜌 = 10,
𝛾 = 50 e 𝜈 = 3. Podemos resumir o procedimento empregado para a condução dos testes
de sensibilidade nos seguintes passos:
1. Amostramos aleatoriamente 100 conjuntos de parâmetros 𝛽(𝑖) para séries sintéticas,
sendo que cada parâmetro foi amostrado uniformemente na sua região de restrições
Λ;
2. Amostramos uma série sintética
{︁
𝑥
𝛽(𝑖)
𝑡
}︁8000
𝑡=1
com 𝑇 = 8000 amostras de treinamento
e uma série sintética
{︁
𝑥
𝛽(𝑖)
𝑡
}︁2000
𝑡=1
com 𝑇 = 2000 amostras de validação para cada um
dos 100 conjuntos de parâmetros 𝛽(𝑖);
3. Estimamos os conjuntos de parâmetros ótimos 𝛽*𝑇 (𝑖, 𝑗) de cada série
{︁
𝑥
𝛽(𝑖)
𝑡
}︁
com
os conjuntos de parâmetros do otimizador 𝜑(𝑗) das Tabelas 3 e 4;
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4. Calculamos as distâncias 𝑑𝜑(𝑗)(𝑖) = ‖𝛽*𝑇 (𝑖, 𝑗)−𝛽(𝑖)‖ entre os conjuntos de parâme-
tros estimados 𝛽*𝑇 (𝑖, 𝑗) e verdadeiros 𝛽(𝑖) gerados com o conjunto de parâmetros
𝜑(𝑗).
Parâmetro a otimizar Conjuntos de parâmetros utilizados
(𝑃,𝑄, 𝛼𝑚𝑢𝑡, 𝜏, 𝑉𝑝𝑎𝑡)
𝑃
( 5, 15, 0.021, 0.10, 100)
(10, 15, 0.021, 0.10, 100)
(15, 15, 0.021, 0.10, 100)
(20, 15, 0.021, 0.10, 100)
(25, 15, 0.021, 0.10, 100)
𝑄
(15, 5, 0.021, 0.10, 100)
(15, 10, 0.021, 0.10, 100)
(15, 15, 0.021, 0.10, 100)
(15, 20, 0.021, 0.10, 100)
(15, 25, 0.021, 0.10, 100)
𝛼𝑚𝑢𝑡
(15, 15, 0.010, 0.10, 100)
(15, 15, 0.021, 0.10, 100)
(15, 15, 0.048, 0.10, 100)
(15, 15, 0.104, 0.10, 100)
(15, 15, 0.228, 0.10, 100)
(15, 15, 0.500, 0.10, 100)
𝜏
(15, 15, 0.021, 0.01, 100)
(15, 15, 0.021, 0.10, 100)
(15, 15, 0.021, 0.50, 100)
(15, 15, 0.021, 1.00, 100)
(15, 15, 0.021, 5.00, 100)
𝑉𝑝𝑎𝑡
(15, 15, 0.021, 0.10, 10)
(15, 15, 0.021, 0.10, 50)
(15, 15, 0.021, 0.10, 100)
(15, 15, 0.021, 0.10, 200)
Tabela 4 – Conjuntos de parâmetros do algoritmo opt-aiNet usados para determinar sua
otimalidade.
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Para analisar a sensibilidade de cada otimizador do modelo NM-MM-ARMA,
plotamos os diagramas tipo boxplot dos erros 𝑑𝜑(𝑗)(𝑖) dos modelos estimados 𝛽*𝑇 (𝑖, 𝑗) de
cada série
{︁
𝑥
𝛽(𝑖)
𝑡
}︁
usando o conjunto de parâmetros do otimizador 𝜑(𝑗) das Tabelas 3
e 4. Com isto, daremos preferência ao uso do conjunto de parâmetros do algoritmo de
otimização que produziu mediana para o menor erro 𝑑𝜑(𝑗)(𝑖).
Os limites do diagrama boxplot apresentam de modo simplificado apenas al-
guns quantis ao invés de todo o histograma amostral. O primeiro limite inferior mostra o
valor do quantil de 10% do histograma; o segundo mostra o valor de 25% do histograma,
enquanto que em vermelho temos a mediana (50% do histograma). Acima da mediana,
são mostrados os valores dos quantis de 75% do histograma e, por fim, de 90% do his-
tograma (limite superior). Os pontos em cruz (+) representam valores obtidos acima ou
abaixo dos quantis de 90% ou 10%, respectivamente.
As Figuras 48a e 48b mostram os diagramas boxplot associados ao algoritmo
DE para o modelo NM-MM-ARMA-3 em função do parâmetro 𝑃 - tamanho da popu-
lação - e do parâmetro 𝑉𝑝𝑎𝑡 - paciência considerada no critério Parada Antecipada -,
respectivamente.
(a) Erros de estimação 𝑑𝑃 (𝑖) do estima-
dor do modelo NM-MM-ARMA-3 com
𝑉𝑝𝑎𝑡 = 100 em função do tamanho da
população (𝑃 ) para o algoritmo DE.
(b) Erros de estimação 𝑑𝑉𝑝𝑎𝑡(𝑖) do estima-
dor do modelo NM-MM-ARMA-3 com
𝑃 = 100 em função da paciência (𝑉𝑝𝑎𝑡)
para o algoritmo DE.
Figura 48 – Erros de estimação do modelo NM-MM-ARMA-3 em relação aos hiperparâ-
metros 𝑃 , 𝑉𝑝𝑎𝑡 do algoritmo DE.
Analisando os diagramas da Figura 48a, é possível inferir que o valor 𝑃 = 100
se mostra uma opção adequada para o algoritmo DE quando este realiza a otimização dos
parâmetros do modelo NM-MM-ARMA-3, uma vez que a mediana do diagrama quase
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não se altera quando aumentamos 𝑃 além deste valor, e os quantis não se modificam de
forma claramente vantajosa para valores maiores de 𝑃 .
Por sua vez, a partir dos diagramas apresentados na Figura 48b, percebemos
que o comportamento do erro não é muito afetado pelo valor de 𝑉𝑝𝑎𝑡 após 𝑉𝑝𝑎𝑡 = 50,
apesar de algumas diferenças geradas pela aleatoriedade das séries sintéticas. Por isso,
escolhemos 𝑉𝑝𝑎𝑡 = 100 como o valor a ser utilizado nos demais experimentos envolvendo
o algoritmo DE e o modelo NM-MM-ARMA-3.
As Figuras 49a e 49b mostram os diagramas boxplot de sensibilidade paramé-
trica do algoritmo DE no contexto do modelo NM-MM-ARMA5.
(a) Erros de estimação 𝑑𝑃 (𝑖) do estima-
dor do modelo NM-MM-ARMA-5 com
𝑉𝑝𝑎𝑡 = 100 em função do tamanho da
população (𝑃 ) para o algoritmo DE.
(b) Erros de estimação 𝑑𝑉𝑝𝑎𝑡(𝑖) do estima-
dor do modelo NM-MM-ARMA-5 com
𝑃 = 150 em função da paciência (𝑉𝑝𝑎𝑡)
para o algoritmo DE.
Figura 49 – Erros de estimação do modelo NM-MM-ARMA-5 em relação aos hiperparâ-
metros 𝑃 , 𝑉𝑝𝑎𝑡 do algoritmo DE.
Analisando os diagramas da Figura 49a para a sensibilidade do estimador
de NM-MM-ARMA-5 com Evolução Diferencial em relação ao parâmetro 𝑃 , podemos
considerar que o parâmetro 𝑃 = 150 é o mais adequado para este estimador, pois o
diagrama de 𝑃 = 150 apresenta-se abaixo de todos os outros diagramas, exceto para
𝑃 = 200, em relação a todos os limites do boxplot. Porém, como é pequena a diferença
entre os diagramas de 𝑃 = 150 e 𝑃 = 200, escolhemos o parâmetro 𝑃 = 150 dada a
maior simplicidade e rapidez de execução do algoritmo neste caso.
Com respeito ao parâmetro 𝑉𝑝𝑎𝑡, percebemos na Figura 49b que o compor-
tamento dos diagramas é semelhante àquele verificado na Figura 48b para o modelo
NM-MM-ARMA-3: não há uma diferença significativa das medianas e, de modo geral,
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(a) Erros de estimação 𝑑𝑃 (𝑖) do estima-
dor do modelo NM-MM-ARMA-3 com
𝑄 = 15, 𝛼𝑚𝑢𝑡 = 0.021, 𝜏 =
0.10, 𝑉𝑝𝑎𝑡 = 100 em função do tama-
nho da população (𝑃 ) para o algoritmo
opt-aiNet.
(b) Erros de estimação 𝑑𝑄(𝑖) do estimador
do modelo NM-MM-ARMA-3 com 𝑃 =
15, 𝛼𝑚𝑢𝑡 = 0.021, 𝜏 = 0.10, 𝑉𝑝𝑎𝑡 = 100
em função da quantidade de filhos por
clone (𝑄) para o algoritmo opt-aiNet.
(c) Erros de estimação 𝑑𝛼𝑚𝑢𝑡(𝑖) do estima-
dor do modelo NM-MM-ARMA-3 com
𝑃 = 15, 𝑄 = 15, 𝜏 = 0.10, 𝑉𝑝𝑎𝑡 =
100 em função do tamanho da mutação
(𝛼𝑚𝑢𝑡) para o algoritmo opt-aiNet.
(d) Erros de estimação 𝑑𝜏 (𝑖) do estimador
do modelo NM-MM-ARMA-3 com 𝑃 =
15, 𝑄 = 15, 𝛼𝑚𝑢𝑡 = 0.021, 𝑉𝑝𝑎𝑡 = 100
em função do tamanho do limiar de su-
pressão (𝜏) para o algoritmo opt-aiNet.
Figura 50 – Erros de estimação do modelo NM-MM-ARMA-3 em relação aos hiperparâ-
metros 𝑃 , 𝑄, 𝛼𝑚𝑢𝑡 e 𝜏 do algoritmo opt-aiNet.
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dos quantis, quando 𝑉𝑝𝑎𝑡 é aumentado. Sendo assim, optamos pelo uso do valor 𝑉𝑝𝑎𝑡 = 100
nos experimentos com o NM-MM-ARMA-5 e DE.
Finalizados os testes de sensibilidade envolvendo o algoritmo DE, passamos,
então, à análise dos resultados referentes ao algoritmo opt-aiNet. As Figuras 50a a 51
apresentam os diagramas boxplot associados ao algoritmo opt-aiNet e ao modelo NM-
MM-ARMA-3 em função dos parâmetros 𝑃 , 𝑄, 𝛼𝑚𝑢𝑡, 𝜏 e 𝑉𝑝𝑎𝑡, respectivamente.
Figura 51 – Erros de estimação 𝑑𝑉𝑝𝑎𝑡(𝑖) do estimador do modelo NM-MM-ARMA-3 com
𝑃 = 15, 𝑄 = 15, 𝛼𝑚𝑢𝑡 = 0.021, 𝜏 = 0.10 em função da paiciência (𝑉𝑝𝑎𝑡)
para o algoritmo opt-aiNet.
Com base nos diagramas boxplot mostrados na Figura 50a, percebemos que
o valor 𝑃 = 15 é bastante adequado. Apesar de os valores 𝑃 = 20 e 𝑃 = 25 terem
produzido alguns limites de erro com valor inferior nos diagramas, tais vantagens não são
expressivas a ponto de justificar a adoção de populações maiores, o que acarretaria um
custo computacional maior.
De modo análogo, a partir dos resultados expostos na Figura 50b, adotamos
𝑄 = 15 por conta da pequena variação dos diagramas, especialmente da mediana, quando
𝑄 cresce além deste valor.
Os diagramas boxplot mostrados na Figura 50c indicam que o menor erro de
computação é obtido quando 𝛼𝑚𝑢𝑡 = 0, 010. Esta constatação era esperada, já que quanto
menor a taxa de mutação, mais refinada é a busca pelo ótimo em torno de cada solução
candidata. Entretanto, o diagrama para 𝛼𝑚𝑢𝑡 = 0, 021 apresenta um comportamento
muito parecido e o uso de uma taxa um pouco maior contribui para acelerar o progresso
do algoritmo. Por este motivo, optamos por empregar 𝛼𝑚𝑢𝑡 = 0, 021 nos experimentos com
o NM-MM-ARMA-3 e opt-aiNet. Os demais valores de 𝛼𝑚𝑢𝑡 levam a erros de computação
consideravelmente maiores.
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(a) Erros de estimação 𝑑𝑃 (𝑖) do estima-
dor do modelo NM-MM-ARMA-5 com
𝑄 = 15, 𝛼𝑚𝑢𝑡 = 0.021, 𝜏 =
0.10, 𝑉𝑝𝑎𝑡 = 100 em função do tama-
nho da população (𝑃 ) para o algoritmo
opt-aiNet.
(b) Erros de estimação 𝑑𝑄(𝑖) do estimador
do modelo NM-MM-ARMA-5 com 𝑃 =
15, 𝛼𝑚𝑢𝑡 = 0.021, 𝜏 = 0.10, 𝑉𝑝𝑎𝑡 = 100
em função da quantidade de filhos por
clone (𝑄) para o algoritmo opt-aiNet.
(c) Erros de estimação 𝑑𝛼𝑚𝑢𝑡(𝑖) do estima-
dor do modelo NM-MM-ARMA-5 com
𝑃 = 15, 𝑄 = 15, 𝜏 = 0.10, 𝑉𝑝𝑎𝑡 =
100 em função do tamanho da mutação
(𝛼𝑚𝑢𝑡) para o algoritmo opt-aiNet.
(d) Erros de estimação 𝑑𝜏 (𝑖) do estimador
do modelo NM-MM-ARMA-5 com 𝑃 =
15, 𝑄 = 15, 𝛼𝑚𝑢𝑡 = 0.021, 𝑉𝑝𝑎𝑡 = 100
em função do tamanho do limiar de su-
pressão (𝜏) para o algoritmo opt-aiNet.
Figura 52 – Erros de estimação do modelo NM-MM-ARMA-5 em relação aos hiperparâ-
metros 𝑃 , 𝑄, 𝛼𝑚𝑢𝑡 e 𝜏 do algoritmo opt-aiNet.
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Figura 53 – Erros de estimação 𝑑𝑉𝑝𝑎𝑡(𝑖) do estimador do modelo NM-MM-ARMA-5 com
𝑃 = 15, 𝑄 = 15, 𝛼𝑚𝑢𝑡 = 0.021, 𝜏 = 0.10 em função da paciência (𝑉𝑝𝑎𝑡) para
o algoritmo opt-aiNet.
Com respeito ao parâmetro 𝜏 , decidimos utilizar 𝜏 = 0, 10 pelo fato de o
diagrama ter os menores valores para os limites superior e inferior (quantis de 10% e
90%) neste caso, como é possível ver na Figura 50d, com uma mediana bem próxima da
mínima.
Por fim, é possível observar na Figura 51 que 𝑉𝑝𝑎𝑡 = 200 gera o menor erro
de computação. Apesar disto, dado que a diferença em relação ao caso 𝑉𝑝𝑎𝑡 = 100 não
é tão grande, e que o algoritmo opt-aiNet encerra sua execução com menos iterações
quando um valor menor de 𝑉𝑝𝑎𝑡 é utilizado, decidimos utilizar nos experimentos o valor
𝑉𝑝𝑎𝑡 = 100.
O último grupo de testes de sensibilidade envolveu o algoritmo opt-aiNet apli-
cado à otimização dos parâmetros do modelo NM-MM-ARMA-5. Os diagramas boxplot
dos erros em função dos cinco parâmetros ajustáveis deste algoritmo são apresentados
nas Figuras 52a a 53.
É possível perceber com clareza nas Figuras 52a e 52b que os valores 𝑃 = 15
e 𝑄 = 15 despontam como os mais adequados para o algoritmo opt-aiNet no contexto do
modelo NM-MM-ARMA-5.
Em oposição ao que foi observado para o modelo NM-MM-ARMA-3, o menor
erro é atingido quando 𝛼𝑚𝑢𝑡 = 0, 021 conforme a Figura 52c. Como a otimização com
𝛼𝑚𝑢𝑡 = 0, 010 gera um busca mais refinada, o processo de busca do estimador de NM-
MM-ARMA-5 não finaliza devido a maior complexidade dessa busca. Isso acaba gerando
conjuntos de parâmetros longe do ótimo e aumentando o erro de computação. Assim,
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preferimos utilizar 𝛼𝑚𝑢𝑡 = 0, 021 que possui menor erro dentre as escolhas consideradas.
Na Figura 52d, vemos que os diagramas em função do limiar de supressão 𝜏 não
apresentam grande variação para os valores 𝜏 = 0.01, 0.10, 0.50, 1.00. Assim, escolhemos
𝜏 = 0.5 como um valor intermediário entre 𝜏 = 0.01 e 𝜏 = 1.00.
Por fim, é possível perceber na Figura 53 que a evolução dos diagramas em
função de 𝑉𝑝𝑎𝑡 é semelhante àquela observada para o modelo NM-MM-ARMA-3. Sendo
assim, pelas mesmas razões apontadas anteriormente, optamos em usar o valor 𝑉𝑝𝑎𝑡 = 100.
A fim de resumir todas as escolhas feitas com base nos testes de sensibilidade,
apresentamos nas Tabelas 5 e 6 os valores selecionados para os hiperparâmetros dos algo-
ritmos DE e opt-aiNet, quando aplicados ao treinamento dos modelos NM-MM-ARMA-3
e NM-MM-ARMA-5.
Modelo 𝑃 𝑉𝑝𝑎𝑡
NM-MM-ARMA-3 100 100
NM-MM-ARMA-5 150 100
Tabela 5 – Hiperparâmetros ótimos para Evolução Diferencial.
Modelo 𝑃 𝑄 𝛼𝑚𝑢𝑡 𝜏 𝑉𝑝𝑎𝑡
NM-MM-ARMA-3 15 15 0.021 0.10 100
NM-MM-ARMA-5 15 15 0.021 0.50 100
Tabela 6 – Hiperparâmetros ótimos para opt-aiNet.
5.3 Análise de consistência
Na modelagem de séries temporais, usamos um número finito de amostras do
fenômeno aleatório sob observação para realizar um processo de estimação do conjunto
de parâmetros do modelo escolhido, tendo em vista alcançar a melhor aproximação se-
gundo um critério pré-estabelecido. No contexto deste trabalho, buscamos para o modelo
proposto o conjunto 𝛽*𝑇 que maximize a função de quasi-verossimilhança:
𝛽*𝑇 = argmax
𝛽∈Λ
𝑙𝑇 (𝛽) . (5.21)
Contudo, um número infinito de amostras é necessário para que o processo
de estimação resulte no conjunto de parâmetros que, de fato, melhor aproxima a série
temporal com aquela estrutura:
𝛽*∞ = argmax
𝛽∈Λ
𝑙∞(𝛽) . (5.22)
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Assim, espera-se que o estimador 𝛽*𝑇 resultante de um número finito 𝑇 de
amostras se aproxime do estimador verdadeiro 𝛽*∞ se aumentarmos o número de amostras.
Matematicamente, essa propriedade do estimador é traduzida em termos do limite de 𝛽*𝑇
quando 𝑇 tende a infinito:
lim
𝑇→∞
𝛽*𝑇 = 𝛽*∞ . (5.23)
Dito de outra forma, a distância entre 𝛽*𝑇 e 𝛽*∞ tende a zero quando 𝑇 tende
a infinito:
lim
𝑇→∞
‖𝛽*𝑇 − 𝛽*∞‖ = 0 . (5.24)
Se esse limite ocorre para o modelo em questão, então dizemos que o estima-
dor do modelo é consistente, ou que possui consistência, e a distância de ‖𝛽*𝑇 − 𝛽*∞‖
corresponde ao erro de generalização (KRÖSE; SMAGT, 1993).
Tendo em vista tal propriedade, Newey e Steigerwald (1997) questiona se o
critério de quasi-verossimilhança produz um estimador consistente quando consideramos
modelos não-normais para séries temporais. No trabalho (NEWEY; STEIGERWALD,
1997), um exemplo de estimador não-consistente, baseado em um modelo não-normal e
ligado ao critério da quasi-verossimilhança é fornecido. Entretanto, a existência de um
exemplo de estimador não-consistente não prova que todos os estimadores de modelos
de séries temporais não-normais que explorem o critério da quasi-verossimilhança são
inconsistentes.
Motivado por essa questão, criamos um experimento para testar se o estimador
𝛽*𝑇 é consistente via quasi-verossimilhança para os modelos NM-MM-ARMA de terceira
e de quinta ordem. Para isso, utilizamos várias séries sintéticas produzidas com conjuntos
de parâmetros conhecidos 𝛽(𝑖) e analisamos se o estimador resultante 𝛽*𝑇 (𝑖) se aproxima
de 𝛽(𝑖) se aumentarmos o número de amostras 𝑇 . Tais conjuntos de parâmetros 𝛽(𝑖)
foram amostrados uniformemente segundo mencionado na Seção 5.1.4. Ademais, utiliza-
mos na análise de consistência o otimizador de evolução diferencial com hiperparâmetros
escolhidos conforme a Tabela 5.
Para cada valor de 𝑇 , separamos 75% dos dados (na ordem em que ocorrem a
partir da primeira) para treinamento, enquanto os últimos 25% ficaram para validação.
Como condição inicial para as equações de evolução temporal, foram utilizadas as con-
dições de momentos incondicionais 𝑚(2)𝑘,0 = 𝑎𝑘1−𝑏𝑘−𝑐𝑘 , já que há pouca chance de obtermos
parâmetros 𝑏𝑘+𝑐𝑘 ≈ 1, uma vez que as próprias séries foram geradas evitando este perigo.
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Procedimento para verificação da consistência do estimador do modelo
NM-MM-ARMA:
1. Amostramos aleatoriamente 100 conjuntos de parâmetros 𝛽(𝑖) para séries sintéticas,
nos quais cada parâmetro foi amostrado uniformemente na sua região de restrições
Λ;
2. Amostramos uma série sintética
{︁
𝑥
𝛽(𝑖)
𝑡
}︁20000
𝑡=1
com 𝑇 = 20000 amostras para cada
um dos 100 conjuntos de parâmetros 𝛽(𝑖);
3. Criamos novas séries sintéticas de treinamento
{︁
𝑥
𝛽(𝑖)
𝑡
}︁1000
𝑡=1
,
{︁
𝑥
𝛽(𝑖)
𝑡
}︁2000
𝑡=1
,
{︁
𝑥
𝛽(𝑖)
𝑡
}︁4000
𝑡=1
,{︁
𝑥
𝛽(𝑖)
𝑡
}︁8000
𝑡=1
,
{︁
𝑥
𝛽(𝑖)
𝑡
}︁16000
𝑡=1
, tomando as primeiras 1000, 2000, 4000, 8000 e 16000 amos-
tras da série original
{︁
𝑥
𝛽(𝑖)
𝑡
}︁20000
𝑡=1
para cada um dos 100 conjuntos de parâmetros
𝛽(𝑖);
4. Criamos novas séries sintéticas de validação
{︁
𝑥
𝛽(𝑖)
𝑡
}︁250
𝑡=1
,
{︁
𝑥
𝛽(𝑖)
𝑡
}︁500
𝑡=1
,
{︁
𝑥
𝛽(𝑖)
𝑡
}︁1000
𝑡=1
,{︁
𝑥
𝛽(𝑖)
𝑡
}︁2000
𝑡=1
,
{︁
𝑥
𝛽(𝑖)
𝑡
}︁4000
𝑡=1
, tomando as amostras seguintes após os primeiros 1000, 2000,
4000, 8000 e 16000 de treinamento a partir da série original
{︁
𝑥
𝛽(𝑖)
𝑡
}︁20000
𝑡=1
para cada
um dos 100 conjuntos de parâmetros 𝛽(𝑖);
5. Estimamos os conjuntos de parâmetros ótimos 𝛽*𝑇 (𝑖) de cada série
{︁
𝑥
𝛽(𝑖)
𝑡
}︁𝑇
𝑡=1
com
o algoritmo Evolução Diferencial:
a) Estimamos 𝛽*1000(𝑖) das séries
{︁
𝑥
𝛽(𝑖)
𝑡
}︁1000
𝑡=1
de treinamento usando
{︁
𝑥
𝛽(𝑖)
𝑡
}︁250
𝑡=1
como validação para cada 𝑖 = 1, 2, ..., 100;
b) Estimamos 𝛽*2000(𝑖) das séries
{︁
𝑥
𝛽(𝑖)
𝑡
}︁2000
𝑡=1
de treinamento usando
{︁
𝑥
𝛽(𝑖)
𝑡
}︁500
𝑡=1
como validação para cada 𝑖 = 1, 2, ..., 100;
c) Estimamos 𝛽*4000(𝑖) das séries
{︁
𝑥
𝛽(𝑖)
𝑡
}︁4000
𝑡=1
de treinamento utilizando
{︁
𝑥
𝛽(𝑖)
𝑡
}︁1000
𝑡=1
como validação para cada 𝑖 = 1, 2, ..., 100;
d) Estimamos 𝛽*8000(𝑖) das séries
{︁
𝑥
𝛽(𝑖)
𝑡
}︁8000
𝑡=1
de treinamento usando
{︁
𝑥
𝛽(𝑖)
𝑡
}︁2000
𝑡=1
como validação para cada 𝑖 = 1, 2, ..., 100;
e) Estimamos 𝛽*16000(𝑖) das séries
{︁
𝑥
𝛽(𝑖)
𝑡
}︁16000
𝑡=1
de treinamento utilizando
{︁
𝑥
𝛽(𝑖)
𝑡
}︁4000
𝑡=1
como validação para cada 𝑖 = 1, 2, ..., 100;
6. Calculamos as distâncias entre os conjuntos de parâmetros estimados 𝛽*𝑇 (𝑖) e ver-
dadeiros 𝛽(𝑖):
a) Calculamos 𝑑1000(𝑖) = 1𝑁𝑑𝑖𝑚‖𝛽
*
1000(𝑖)− 𝛽(𝑖)‖ para 𝑖 = 1, 2, ..., 100 ;
b) Calculamos 𝑑2000(𝑖) = 1𝑁𝑑𝑖𝑚‖𝛽
*
2000(𝑖)− 𝛽(𝑖)‖ para 𝑖 = 1, 2, ..., 100 ;
c) Calculamos 𝑑4000(𝑖) = 1𝑁𝑑𝑖𝑚‖𝛽
*
4000(𝑖)− 𝛽(𝑖)‖ para 𝑖 = 1, 2, ..., 100 ;
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d) Calculamos 𝑑8000(𝑖) = 1𝑁𝑑𝑖𝑚‖𝛽
*
8000(𝑖)− 𝛽(𝑖)‖ para 𝑖 = 1, 2, ..., 100 ;
e) Calculamos 𝑑16000(𝑖) = 1𝑁𝑑𝑖𝑚‖𝛽
*
16000(𝑖)− 𝛽(𝑖)‖ para 𝑖 = 1, 2, ..., 100 ;
Para que o estimador 𝛽*𝑇 apresente-se como consistente, devemos ter que o
erro 𝑑𝑇 (𝑖) diminua com o aumento de 𝑇 . Nesse experimento, esperamos observar que, na
média, 𝑑1000(𝑖) < ... < 𝑑16000(𝑖), embora seja possível que em algumas realizações estas
desigualdades não sejam satisfeitas. Desse modo, mostramos os diagramas tipo boxplot
dos erros 𝑑𝑇 (𝑖) em função do valor de 𝑇 para o estimador de quasi-verossimilhança dos
modelos NM-MM-ARMA-3 e NM-MM-ARMA-5 nas Figuras 54a e 54b, respectivamente.
(a) Erros de estimação 𝑑𝑇 (𝑖) do estimador
do modelo NM-MM-ARMA-3 em rela-
ção a quantidade de amostras 𝑇 .
(b) Erros de estimação 𝑑𝑇 (𝑖) do estimador
do modelo NM-MM-ARMA-5 em rela-
ção a quantidade de amostras 𝑇 .
Figura 54 – Erros de estimação dos modelos NM-MM-ARMA em relação a quantidade
de amostras 𝑇 .
É possível perceber nas Figuras 54a e 54b que o erro de generalização diminui
pouco com o aumento do número de dados no treinamento e validação. O procedimento
de parada Parada Antecipada deve causar uma melhora na estimação dos modelos com
poucas amostras para treinamento, fazendo com que o erro de generalização fique pró-
ximo àqueles alcançados pelos estimadores com mais amostras, embora ocorra um leve
descréscimo do erro mediano com o aumento do número de amostras. Contudo, vemos
nos limites inferiores dos diagramas boxplot que há casos onde o erro é menor do que
0, 001, indicando que os estimadores são potencialmente consistentes.
A consistência dos estimadores de quasi-verossimilhança para o modelo NM-
MM-ARMA só pode ser assegurada através de uma demonstração matemática formal.
Entretanto, a dificuldade de se obter tal prova é bastante significativa, já que para o
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modelo GARCH foram necessários alguns anos até que se chegasse a esta demonstração
(FRANCQ; ZAKOIAN, 2011). Assim, com base nos resultados apresentados, decidimos
empregar 𝑇 = 8000 amostras para treinamento e 𝑇 = 2000 amostras para validação, para
os quais podemos esperar uma consistência aceitável.
5.4 Análise do modelo proposto no contexto de séries sintéticas
Nos Capítulos 3 e 4, foram apresentados sete modelos não-estacionários para
representação de séries temporais: ARMA, GARCH, NMGARCH-2, NMGARCH-3, NM-
GARCH-4, NM-MM-ARMA-3 e NM-MM-ARMA-5. Cada modelo explora um tipo de
representação da não-estacionariedade de uma série temporal, ou, em outras palavras,
representa o fenômeno aleatório real e não-estacionário de uma maneira diferente. Por
isso, cada modelo estimado acaba atingindo um erro de representação para cada fenômeno
não-estacionário diferente. Sendo assim, diante de um conjunto diversificado de séries
temporais, surge a questão acerca de qual modelo é o mais competente na tarefa de
aproximar a não-estacionariedade do fenômeno em estudo.
Nesta seção, vamos avaliar os erros de representação atingidos pelos modelos
no âmbito de séries sintéticas geradas por cada deles. A vantagem de se considerar este
tipo de cenário é que nele temos pleno conhecimento do verdadeiro modelo por trás da
série de amostras, bem como do conjunto exato de valores para os seus parâmetros.
Após estimados os parâmetros de cada modelo para uma dada série sintética,
medimos o erro de representação através dos critérios AIC, BIC, KS, MAE e MSE, de-
finidos na Seção 3.2. Desta vez, não é possível analisar a distância entre os conjuntos
de parâmetros estimados e verdadeiros devido à diferença conceitual entre os diferentes
modelos.
A divisão do conjunto total de amostras geradas em cada série sintética foi
de 8000 amostras para treinamento, 2000 para validação e 1000 para teste, sendo que
as medidas de desempenho supracitadas são calculadas para cada modelo justamente
quando o mesmo tenta aproximar os dados referentes ao conjunto de teste.
Em todos os experimentos envolvendo os modelos propostos NM-MM-ARMA-
3 e NM-MM-ARMA-5, os parâmetros ótimos foram obtidos com o auxílio dos algoritmos
DE e opt-aiNet, cujos hiperparâmetros foram configurados segundo os valores estipulados
nas Tabelas 5 e 6.
Para os demais modelos, a saber, ARMA, GARCH, NMGARCH-2, NMGAR-
CH-3 e NMGARCH-4, os dois algoritmos de otimização seguiram a configuração adotada
para o NM-MM-ARMA-3.
Com isto, temos, ao todo, 14 candidatos para a análise comparativa com base
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no erro de representação: sete modelos diferentes ajustados por dois algoritmos de otimiza-
ção distintos. Em todos os casos, utilizamos a condição inicial de coeficiente independente
𝑚𝑘,0 = 𝑎𝑘 para todas as equações de evolução temporal a fim de evitar condições iniciais
infinitas caso 𝑏𝑘 + 𝑐𝑘 ≈ 1 durante o processo de estimação.
Assim, obtendo os erros de representação para os modelos expostos, podemos
ter uma ideia de quais modelos representam melhor ou pior cada série sintética e, assim,
avaliar como cada modelo lida com os diferentes tipos de não-estacionariedade previa-
mente conhecidos. Além disso, além de compararmos o erro de representação, poderemos
também analisar a validade e o comportamento dos critérios de desempenho neste cenário
téorico bem controlado.
Tendo em mente todos estes aspectos, definimos um procedimento para sis-
tematizar o estudo do erro de representação associado a cada um dos modelos quando
utilizados para aproximar uma série sintética gerada por um modelo específico.
Procedimento para a análise comparativa do erro de representação
entre os modelos considerados:
1. Amostramos aleatoriamente 50 conjuntos de parâmetros
{︁
{𝛽(𝑖, 𝑗)}50𝑖=1
}︁7
𝑗=1
para sé-
ries sintéticas de cada um dos 7 modelos. Cada parâmetro foi amostrado uniforme-
mente no seu intervalo de validade de Λ (o modo como foram amostrados 𝛽(𝑖, 𝑗) é
apresentado na Seção 5.1.4);
2. Amostramos uma série sintética
{︁
𝑥
𝛽(𝑖,𝑗)
𝑡
}︁8000
𝑡=1
com 𝑇 = 8000 amostras para trei-
namento, uma de
{︁
𝑥
𝛽(𝑖,𝑗)
𝑡
}︁2000
𝑡=1
com 𝑇 = 2000 amostras para validação e outra{︁
𝑥
𝛽(𝑖,𝑗)
𝑡
}︁1000
𝑡=1
de 𝑇 = 1000 para teste a partir de cada um dos 50 conjuntos de
parâmetros 𝛽(𝑖, 𝑗) de cada um dos 7 modelos;
3. Estimamos os conjuntos de parâmetros ótimos 𝛽*𝑇 (𝑖, 𝑗, 𝑘) de cada um dos 𝑘 =
1, ..., 14 estimadores para cada um das 𝑖 = 1, ..., 50 séries
{︁
𝑥
𝛽(𝑖,𝑗)
𝑡
}︁𝑇
𝑡=1
de cada um
dos 𝑗 = 1, ..., 7 modelos de séries sintéticas;
4. Calculamos os valores das cinco métricas de desempenho - AIC, BIC, KS, MAE,
MSE - para cada um dos 50 conjuntos de parâmetros estimados considerando todos
os modelos;
5. Ordenamos os 14 modelos estimados em termos de cada um dos cinco critérios para
as 50 séries sintéticas dos 7 modelos.
Ao final deste procedimento, tendo os resultados obtidos por cada modelo
quando utilizado para a aproximação de cada uma das 50 realizações de uma série refe-
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rentes aos sete modelos geradores, computamos o ranking médio de cada modelo a fim de
ordená-los. Supondo que um modelo fique em primeiro lugar (i.e., seja aquele a atingir
o melhor valor para uma dada métrica de desempenho) em 40% dos casos, em segundo
lugar em 30% dos casos e em terceiro lugar nos 30% restantes, então o seu ranking médio
é dado por 𝑅 = 0, 4× 1 + 0, 3× 2 + 0, 3× 3 = 1, 9.
As Tabelas 7 a 13 apresentam os rankings médios associados a cada modelo
em relação a cada critério de desempenho e para cada tipo de modelo gerador da série
sintética. Vamos, então, analisar estas tabelas a fim de identificar uma possível hierarquia
entre os modelos em termos da capacidade de aproximação das séries sintéticas, bem como
discutir a capacidade de cada critério em caracterizar esta hierarquia.
Intuitivamente, é de se esperar que cada modelo estudado seja o mais adequado
para a aproximação de séries sintéticas geradas por ele próprio. Em outras palavras, se o
modeloℳ foi utilizado para gerar a série sintética, então quem provavelmente apresentará
o melhor casamento com as características da série não-estacionária é justamente o modelo
ℳ. Apesar disto, pelo fato de termos um número limitado de amostras, pode ser que outro
modelo diferente deℳ atinja o melhor desempenho para uma determinada realização de
série temporal.
Observando os resultados mostrados na Tabela 7, podemos perceber que o
modelo NM-MM-ARMA-3 é o mais indicado - conforme quatro métricas de desempenho
- para aproximar séries sintéticas geradas justamente por uma estrutura similar, i.e., por
um modelo NM-MM-ARMA-3. E pela métrica MAE, o modelo NM-MM-ARMA-3 é o
segundo melhor indicado embora a diferença entre o melhor colocado, o modelo NM-MM-
ARMA-5, seja pequena (diferença que possivelmente não é estatisticamente significativa).
Como segunda opção, o NM-MM-ARMA-5 aparece com maior frequência, seguido pelos
modelos NMGARCH, provavelmente por também serem modelos de misturas normais.
Os modelos ARMA e GARCH não se destacam em termos das métricas AIC, BIC, KS e
MAE por captarem apenas não-estacionariedades normais em uma série temporal. Mesmo
assim, para a métrica MSE, eles fornecem valores melhores (na média) que aqueles obtidos
pelos modelos NMGARCH.
É pertinente destacar dois aspectos revelados por esta primeira análise: (1) a
expectativa com relação ao modelo que melhor aproximaria as séries sintéticas foi confir-
mada; porém, (2) as métricas de desempenho podem apresentar uma ordenação diferente
para os modelos, uma vez que implicitamente exploram particularidades diferentes da
PDF subjacente a cada amostra.
Para as séries sintéticas associadas ao modelo NM-MM-ARMA-5, podemos
perceber na Tabela 8 que quatro critérios AIC, BIC, KS e MAE indicam exatamente o
NM-MM-ARMA-5 como o mais adequado e para o critério MSE, os modelos NM-MM-
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KS AIC BIC MAE MSE
1𝑜 3Mde 3Mopt 3Mopt 5Mopt 3Mopt
3,54 1,76 1,96 2,78 2,52
2𝑜 5Mopt 3Mde 3Mde 3Mopt 3Mde
4,18 2,38 2,46 2,94 3,88
3𝑜 3Mopt 5Mopt 5Mopt 3Mde AMopt
4,72 4,70 4,88 4,42 4,76
4𝑜 5Mde 5Mde 5Mde 5Mde 5Mopt
5,28 5,62 5,68 4,66 4,88
5𝑜 NM4de NM2de NM2de NM4opt GCHopt
5,36 6,36 5,88 6,34 5,22
6𝑜 NM3de NM2opt NM2opt NM4de GCHde
5,60 6,42 6,06 7,48 5,30
7𝑜 NM2de NM3opt NM3opt NM3opt 5Mde
6,60 6,90 7,46 7,68 5,46
8𝑜 NM3opt NM3de NM3de NM3de AMde
6,76 7,30 7,78 7,72 7,88
9𝑜 NM4opt NM4opt NM4opt GCHde NM2de
6,88 9,02 9,62 9,72 7,92
10𝑜 NM2opt NM4de NM4de AMopt NM2opt
8,32 9,32 9,88 9,78 8,2
11𝑜 AMopt AMopt AMopt GCHopt NM3de
11,42 10,94 9,98 10,00 8,32
12𝑜 GCHde GCHopt AMde NM2de NM4de
11,68 11,14 10,70 10,24 8,76
13𝑜 AMde GCHde GCHopt AMde NM3opt
12,10 11,48 11,16 10,60 8,94
14𝑜 GCHopt AMde GCHde NM2opt NM4opt
12,56 11,66 11,50 10,64 8,96
Tabela 7 – Resultados dos rankings médios dos modelos estimados para a série sintética
gerada pelo modelo NM-MM-ARMA-3. Legenda de abreviações: NM-MM-
ARMA-3 (3M), NM-MM-ARMA-5 (5M), ARMA (AM), GARCH (GCH),
NMGARCH-2 (NM2), NMGARCH-3 (NM3), NMGARCH-4 (NM4), Evolu-
ção Diferencial (de), opt-aiNet (opt).
ARMA-3 e ARMA apresentam os menores rankings médios antes do modelo gerador
da série. Na sequência, aparecem os modelos NMGARCH-3 e NMGARCH-4 como os
mais apropriados para KS, AIC e BIC. Porém, para a métrica MAE, o modelo NM-MM-
ARMA3 e NMGARCH-4 alcançam os melhores rankings respectivamente após o modelo
original NM-MM-ARMA-5.
Quando consideramos as séries sintéticas do tipo ARMA, os resultados mos-
trados na Tabela 9 revelam alguns aspectos interessantes. Primeiramente, para os crité-
rios AIC e BIC, os modelos normais ARMA e GARCH são os de melhor aproximação;
após eles, seguem os modelos mais simples NM-MM-ARMA-3, NMGARCH-2, NM-MM-
ARMA-5, NMGARCH-3 e NMGARCH-4, pois a flexibilidade adicional deste modelos
pode dar margem a um sobreajuste, mesmo que tais modelos generalizem o comporta-
mento dos primeiros. Em segundo lugar, para a métrica KS, o modelo de maior capacidade
de aproximação é o NMGARCH-4, porém com pouca vantagem sobre o modelo original
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KS AIC BIC MAE MSE
1𝑜 5Mopt 5Mopt 5Mopt 5Mopt 3Mopt
2,98 1,40 1,56 1,50 2,52
2𝑜 5Mde 5Mde 5Mde 5Mde 3Mde
gold 2,42 2,54 2,12 3,88
3𝑜 NM3de NM3opt NM3opt 3Mopt AMopt
4,56 4,90 4,64 3,96 4,76
4𝑜 NM4de NM4opt NM3de 3Mde 5Mopt
4,88 5,08 5,50 4,82 4,88
5𝑜 NM4opt NM4de 3Mopt NM4opt GCHopt
5,02 5,62 6,38 6,94 5,22
6𝑜 NM3opt NM3de NM4opt NM4de GCHde
5,14 5,90 6,42 8,08 5,30
7𝑜 NM2de 3Mopt NM4de NM3opt 5Mde
7,36 6,72 6,92 8,22 5,46
8𝑜 3Mde 3Mde 3Mde NM3de AMde
7,38 7,12 6,98 8,48 7,88
9𝑜 3Mopt NM2opt NM2opt AMopt NM2de
7,88 8,18 8,00 8,60 7,92
10𝑜 NM2opt NM2de NM2de GCHde NM2opt
7,92 8,26 8,14 9,12 8,20
11𝑜 AMopt GCHopt GCHopt GCHopt NM3de
11,52 11,68 11,28 9,64 8,32
12𝑜 GCHde GCHde GCHde AMde NM4de
11,62 11,76 11,50 9,66 8,76
13𝑜 AMde AMopt AMopt NM2de NM3opt
12,04 12,76 12,36 11,86 8,94
14𝑜 GCHopt AMde AMde NM2opt NM4opt
12,56 13,2 12,78 12,00 8,96
Tabela 8 – Resultados dos rankings médios dos modelos estimados para a série sintética
gerada pelo modelo NM-MM-ARMA-5. Legenda de abreviações: NM-MM-
ARMA-3 (3M), NM-MM-ARMA-5 (5M), ARMA (AM), GARCH (GCH),
NMGARCH-2 (NM2), NMGARCH-3 (NM3), NMGARCH-4 (NM4), Evolu-
ção Diferencial (de), opt-aiNet (opt).
ARMA. Por sua vez, os melhores modelos segundo o critério MAE são o NM-MM-ARMA-
3 e o NM-MM-ARMA-5, seguidos pelo ARMA, GARCH, NMGARCH-4, NMGARCH-3
e NMGARCH-2, nesta ordem. Este resultado sugere que os modelos NM-MM-ARMA
aproximam bem a mediana da série sintética, com uma pequena vantagem sobre os mo-
delos ARMA e GARCH, enquanto os modelos NMGARCH não conseguem um ajuste
adequado de sua complexidade em relação a esta característica da PDF. Por fim, para
o critério MSE, observamos que o modelo NM-MM-ARMA-3 possue o melhor aproxi-
mador da média com grande vantagem seguido pelos modelos ARMA, NMGARCH-2,
NM-MM-ARMA-5, NMGARCH-4 e GARCH.
A Tabela 10 traz os rankings médios para as séries sintéticas geradas pelo mo-
delo GARCH. Nela, percebemos que os modelos GARCH, ARMA e NM-MM-ARMA-3
são os mais adequados segundo as métricas AIC e BIC, sendo seguidos pelos mode-
los NMGARCH-2, NM-MM-ARMA-5, NMGARCH-3 e NMGARCH-4, respectivamente.
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KS AIC BIC MAE MSE
1𝑜 NM4de AMopt AMopt 3Mde 3Mopt
5,42 4,24 4,22 4,80 2,30
2𝑜 AMde AMde AMde 5Mopt 3Mde
5,52 4,68 4,54 4,96 3,56
3𝑜 GCHde GCHopt GCHopt AMopt AMopt
5,80 5,26 5,26 5,02 6,04
4𝑜 3Mde GCHde GCHde 3Mopt NM2de
5,80 5,72 5,62 5,04 6,28
5𝑜 5Mde 3Mopt 3Mopt GCHde 5Mopt
6,12 6,34 6,28 5,58 6,36
6𝑜 AMopt 3Mde 3Mde 5Mde NM4de
6,14 6,82 6,70 5,64 6,38
7𝑜 NM3de NM2opt NM2opt GCHopt NM3de
6,22 7,32 7,32 6,52 6,56
8𝑜 NM2de NM2de NM2de AMde GCHde
6,32 7,72 7,72 6,70 6,78
9𝑜 3Mopt 5Mopt 5Mopt NM4opt 5Mde
8,94 8,52 8,44 7,98 7,18
10𝑜 5Mopt 5Mde 5Mde NM4de NM4opt
9,12 8,68 8,62 9,70 7,42
11𝑜 NM2opt NM3opt NM3opt NM3opt NM2opt
9,58 9,12 9,30 9,84 7,52
12𝑜 GCHopt NM3de NM3de NM3de NM3opt
9,62 9,48 9,72 10,74 7,6
13𝑜 NM3opt NM4opt NM4opt NM2opt GCHopt
10,02 10,36 10,48 10,94 7,62
14𝑜 NM4opt NM4de NM4de NM2de AMde
10,38 10,74 10,78 11,54 9,40
Tabela 9 – Resultados dos rankings médios dos modelos estimados para a série sinté-
tica gerada pelo modelo ARMA. Legenda de abreviações: NM-MM-ARMA-3
(3M), NM-MM-ARMA-5 (5M), ARMA (AM), GARCH (GCH), NMGARCH-
2 (NM2), NMGARCH-3 (NM3), NMGARCH-4 (NM4), Evolução Diferencial
(de), opt-aiNet (opt).
Isto sugere que os modelos com menor complexidade tendem a atingir um melhor ca-
samento em relação ao comportamento da série, que, neste caso, não é tão complexo.
Sob a perspectiva do critério KS, os modelos NM-MM-ARMA-5, NMGARCH-3 e NM-
MM-ARMA-3 se sobressaem em relação ao modelo original GARCH, embora a vanta-
gem seja relativamente pequena. O critério MAE indica os modelos NM-MM-ARMA-5 e
NM-MM-ARMA-3 como os melhores antes do GARCH, enquanto o MSE aponta o NM-
MM-ARMA-3, NMGARCH-3, NM-MM-ARMA-5 e o NMGARCH-4 antes do modelo
GARCH.
Diante destas observações, notamos que os critérios AIC e BIC parecem ser
os mais verdadeiros no sentido de favorecer exatamente o modelo que está por trás das
séries sintéticas. O critério KS também fica próximo desta condição.
Analisando agora os resultados da Tabela 11, constatamos que o critério AIC
acerta o modelo NMGARCH-2 como o mais adequado no cenário de séries sintéticas
Capítulo 5. Metodologia dos experimentos e resultados 158
KS AIC BIC MAE MSE
1𝑜 5Mde GCHopt GCHopt 5Mopt 3Mde
5,18 3,50 3,46 3,94 4,12
2𝑜 NM3de 3Mo0ai AMopt 5Mde 3Mopt
5,80 4,86 4,3 4,66 4,88
3𝑜 3Mde GCHde 3Mopt 3Mde NM3de
5,86 5,46 5,20 5,18 5,56
4𝑜 GCHde NM2opt GCHde 3Mopt 5Mde
6,42 5,86 5,56 5,20 5,62
5𝑜 NM2de AMopt NM2opt GCHopt NM4de
6,46 6,26 6,22 5,62 6,04
6𝑜 NM4de 3Mde 3Mde AMopt GCHopt
6,72 6,62 6,92 5,66 6,14
7𝑜 5Mopt 5Mopt 5Mopt GCHde NM2de
7,94 7,30 7,48 6,18 6,34
8𝑜 NM2opt NM2de NM2de AMde AMopt
8,14 7,66 8,04 7,72 6,48
9𝑜 3Mopt NM3opt AMde NM4opt NM2opt
8,24 8,06 8,26 8,40 6,70
10𝑜 AMopt 5Mde NM3opt NM3opt NM3opt
8,66 9,18 8,44 9,54 6,72
11𝑜 GCHopt NM4opt 5Mde NM4de GCHde
8,78 9,42 9,46 9,80 7,28
12𝑜 NM3opt NM3de NM4opt NM2opt 5Mopt
8,90 9,50 9,62 10,42 7,82
13𝑜 NM4opt AMde NM3de NM3de NM4opt
8,92 10,22 10,34 10,74 7,96
14𝑜 AMde NM4de NM4de NM2de AMde
8,98 11,10 11,70 11,94 9,34
Tabela 10 – Resultados dos rankings médios dos modelos estimados para a série sin-
tética gerada pelo modelo GARCH. Legenda de abreviações: NM-MM-
ARMA-3 (3M), NM-MM-ARMA-5 (5M), ARMA (AM), GARCH (GCH),
NMGARCH-2 (NM2), NMGARCH-3 (NM3), NMGARCH-4 (NM4), Evolu-
ção Diferencial (de), opt-aiNet (opt).
geradas por ele próprio. Em segundo lugar, aparece o modelo NM-MM-ARMA-3 - que
também trabalha com uma PDF composta por duas componentes normais -, e logo após
vêm os modelos NMGARCH-3, GARCH, NM-MM-ARMA-5, NMGARCH-4 e ARMA. O
critério BIC dá leve preferência ao modelo NM-MM-ARMA-3 em relação ao modelo ori-
ginal NMGARCH-2, mas, no fundo, mantém os modelos baseados em duas componentes
normais nas primeiras posições. O critério KS também apresenta o NMGARCH-2 como o
mais fiel à série sintética. Em contrapartida, o critério MAE posiciona todos os modelos
à frente do modelo original, o que é um indicativo de que este critério polariza a atenção
para um aspecto particular da PDF - a mediana - e, neste sentido, despreza outras ca-
racterísticas que revelam a real natureza da série sintética. Por fim, a métrica MSE traz
os modelos NM-MM-ARMA-3, NM-MM-ARMA-5, NMGARCH-3, ARMA como opções
mais adequadas antes do modelo original NMGARCH-2.
No âmbito das séries sintéticas geradas pelo modelo NMGARCH-3, pode-
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KS AIC BIC MAE MSE
1𝑜 NM2de NM2opt 3Mopt 3Mde 3Mde
4,48 3,36 4,08 4,26 3,56
2𝑜 NM3de NM2de 3Mde 3Mopt 5Mde
4,56 3,38 4,26 4,64 5,36
3𝑜 3Mde 3Mopt NM2opt 5Mopt NM3de
5,38 4,56 4,88 4,70 5,42
4𝑜 NM4de 3Mde NM2de 5Mde 3Mopt
5,42 4,90 4,96 5,28 5,42
5𝑜 3Mopt NM3opt GCHopt GCHde AMopt
6,70 6,18 5,08 7,16 5,64
6𝑜 NM2opt NM3de GCHde AMopt NM2de
6,98 6,40 5,14 7,22 6,28
7𝑜 NM3opt GCHopt AMopt AMde NM4de
7,00 6,60 7,56 7,46 6,38
8𝑜 5Mde GCHde AMde NM4opt GCHde
7,32 6,78 7,80 7,76 6,66
9𝑜 NM4opt 5Mopt NM3opt NM4de 5Mopt
7,66 9,58 8,60 7,94 7,38
10𝑜 5Mopt NM4opt NM3de GCHopt GCHopt
7,84 9,62 8,86 8,02 7,42
11𝑜 GCHde NM4de 5Mopt NM3opt NM4opt
9,90 9,66 9,48 8,40 7,42
12𝑜 AMopt 5Mde 5Mde NM3de NM2opt
10,20 10,58 10,36 9,52 7,86
13𝑜 AMde AMopt NM4opt NM2de AMde
10,50 11,54 11,94 11,30 7,98
14𝑜 GCHopt AMde NM4de NM2opt NM3opt
11,06 11,86 12,00 11,34 8,22
Tabela 11 – Resultados dos rankings médios dos modelos estimados para a série sinté-
tica gerada pelo modelo NMGARCH-2. Legenda de abreviações: NM-MM-
ARMA-3 (3M), NM-MM-ARMA-5 (5M), ARMA (AM), GARCH (GCH),
NMGARCH-2 (NM2), NMGARCH-3 (NM3), NMGARCH-4 (NM4), Evolu-
ção Diferencial (de), opt-aiNet (opt).
mos observar na Tabela 12 que somente a métrica KS indica este modelo como o mais
adequado; para o critério AIC, os modelos NMGARCH-2 - com certa folga - e NM-MM-
ARMA-3 são colocados antes do NMGARCH-3. Isto talvez se deva ao fato de que quando
algum dos pesos 𝜋𝑘 é próximo de zero, o NMGARCH-3 se reduz a um modelo de duas
componentes normais, que é o tipo de PDF explorado pelo NMGARCH-2 e pelo NM-MM-
ARMA-3. Os critérios MAE e MSE apontam o NMGARCH-3 entre os modelos de pior
desempenho. Neste sentido, como já destacado anteriormente, por focalizarem em aspec-
tos específicos da PDF, esses critérios podem dar preferência a modelos completamente
distintos do original.
O último cenário tratado refere-se a séries sintéticas geradas pelo modelo
NMGARCH-4. Neste caso, como mostra a Tabela 13, nenhuma das métricas de desem-
penho aponta o NMGARCH-4 como o melhor. O critério KS é o que mais se aproxima
da identificação correta do modelo original, pois o NMGARCH-4 fica atrás somente do
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KS AIC BIC MAE MSE
1𝑜 NM3de NM2opt GCHopt 3Mopt 3Mde
3,80 2,66 3,82 4,50 4,60
2𝑜 NM4de NM2de 3Mopt 5Mopt 3Mopt
4,34 3,14 4,16 4,78 4,74
3𝑜 NM2de 3Mopt NM2opt 3Mde NM2de
4,36 5,20 4,22 4,86 5,40
4𝑜 NM4opt NM3opt 3Mde 5Mde NM4de
5,90 5,38 4,34 6,42 5,52
5𝑜 3Mde 3Mde GCHde NM4opt 5Mde
5,96 5,54 4,36 7,06 5,68
6𝑜 NM3opt NM3de NM2de AMopt 5Mopt
5,96 5,72 4,54 7,10 6,32
7𝑜 NM2opt GCHopt NM3opt GCHde AMopt
6,08 6,88 8,34 7,12 6,38
8𝑜 5Mopt GCHde AMopt GCHopt GCHopt
7,54 7,44 8,38 7,16 6,42
9𝑜 3Mopt NM4opt NM3de NM4de NM3de
7,64 8,44 8,58 8,18 6,44
10𝑜 5Mde NM4de AMde NM3opt GCHde
8,14 8,74 8,86 8,28 6,82
11𝑜 GCHde 5Mopt 5Mopt AMde NM2opt
10,34 9,84 10,22 8,66 7,08
12𝑜 GCHopt 5Mde 5Mde NM3de NM4opt
11,22 10,70 10,88 9,16 7,82
13𝑜 AMopt AMopt NM4opt NM2de NM3opt
11,76 12,40 12,02 10,58 8,22
14𝑜 AMde AMde NM4de NM2opt AMde
11,96 12,92 12,28 11,14 9,56
Tabela 12 – Resultados dos rankings médios dos modelos estimados para a série sinté-
tica gerada pelo modelo NMGARCH-3. Legenda de abreviações: NM-MM-
ARMA-3 (3M), NM-MM-ARMA-5 (5M), ARMA (AM), GARCH (GCH),
NMGARCH-2 (NM2), NMGARCH-3 (NM3), NMGARCH-4 (NM4), Evolu-
ção Diferencial (de), opt-aiNet (opt).
NMGARCH-3 por pouco, o que pode estar ligado ao fato de o NMGARCH-3 ser uma
boa aproximação do NMGARCH-4 quando algum dos pesos 𝜋𝑘 é próximo de zero. É
interessante notar também que para as métricas MAE e MSE, o modelo proposto NM-
MM-ARMA-3 é o que atinge o melhor desempenho.
De modo geral, podemos avaliar a capacidade dos critérios de desempenho
a partir de como os modelos originais foram eleitos os melhores em cada cenário de
série sintética. Para o critério AIC, cinco modelos foram eleitos como os melhores em
seus cenários utilizando o otimizador opt-aiNet. Entretanto, os modelos NMGARCH-3
e NMGARCH-4 não foram identificados como os mais adequados em seus cenários (i.e.,
quando a série temporal foi gerada por eles) com uma diferença significativa no valor de
AIC quando comparado com o modelo de melhor desempenho. Isso indica que o AIC não
é adequado para uma comparação geral entre modelos. Um comportamento similar foi
verificado para o critério BIC: embora quatro modelos foram corretamente identificados
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KS AIC BIC MAE MSE
1𝑜 NM3de NM2opt 3Mopt 3Mopt 3Mopt
3,64 4,34 4,84 4,32 4,66
2𝑜 NM4de NM3opt NM2opt 3Mde 3Mde
3,78 5,12 5,02 4,36 4,88
3𝑜 NM2de 3Mopt GCHopt 5Mopt NM3de
4,36 5,46 5,42 4,64 5,08
4𝑜 NM3opt NM2de NM2de 5Mde NM4de
5,76 5,84 6,46 5,68 5,68
5𝑜 NM4opt NM4opt GCHde AMopt NM2de
5,78 6,88 6,56 6,78 6,14
6𝑜 3Mde NM3de 3Mde NM4opt AMopt
6,06 7,00 6,64 7,06 6,24
7𝑜 NM2opt GCHopt NM3opt AMde 5Mopt
6,24 7,12 7,02 7,78 6,60
8𝑜 3Mopt 3Mde AMopt NM3opt 5Mde
7,26 7,28 7,06 7,86 6,74
9𝑜 5Mopt GCHde 5Mopt GCHde GCHde
8,36 8,44 8,54 7,88 6,74
10𝑜 5Mde 5Mopt NM3de GCHopt GCHopt
8,46 8,54 8,58 8,18 6,80
11𝑜 AMopt NM4de AMde NM4de NM3opt
10,66 8,60 8,70 8,42 7,14
12𝑜 GCHde AMopt NM4opt NM3de NM4opt
10,88 9,56 9,28 9,18 7,40
13𝑜 AMde 5Mde 5Mde NM2de NM2opt
11,68 9,82 10,14 11,42 8,26
14𝑜 GCHopt AMde NM4de NM2opt AMde
12,08 11,00 10,74 11,44 8,64
Tabela 13 – Resultados dos rankings médios dos modelos estimados para a série sinté-
tica gerada pelo modelo NMGARCH-4. Legenda de abreviações: NM-MM-
ARMA-3 (3M), NM-MM-ARMA-5 (5M), ARMA (AM), GARCH (GCH),
NMGARCH-2 (NM2), NMGARCH-3 (NM3), NMGARCH-4 (NM4), Evolu-
ção Diferencial (de), opt-aiNet (opt).
com o otimizador opt-aiNet, os modelos NMGARCH não foram identificados, e novamente
com uma diferença pronunciada com respeito aos modelos de melhor desempenho nesse
critério.
Quando analisado o desempenho baseado no critério KS, observamos que qua-
tro modelos foram apontados como os melhores em seus próprios cenários, enquanto os
modelos NMGARCH-4, ARMA, GARCH ficaram em segundo, terceiro e quarto lugar res-
pectivamente com pequena desvantagem sobre os melhores. Finalmente, os critérios MAE
e MSE identificaram corretamente apenas o modelo NM-MM-ARMA-3, e em geral deram
preferência às duas versões do modelo proposto: NM-MM-ARMA-3 e NM-MM-ARMA-5.
Assim, podemos dizer que o critério de performance KS é o que melhor identi-
fica a capacidade de aproximação da não-estacionariedade de um modelo aplicado a uma
série temporal, pois ele é capaz de capturar uma modelagem mais refinada das PDFs
condicionais. Além disso, também podemos concluir que o algoritmo opt-aiNet tende a
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Modelo KS AIC BIC MAE MSE
NM-MM-ARMA-5 (orig) 0,015 3258,84 3337,36 1,2743 3,1808
NM-MM-ARMA-3-oai 0,055 3991,41 4040,49 1,3431 3,1748
NM-MM-ARMA-3-ed 0,060 3992,68 4041,75 1,3338 3,1765
NM-MM-ARMA-5-oai 0,015 3258,84 3337,36 1,2743 3,1808
NM-MM-ARMA-5-ed 0,064 4007,96 4086,49 1,3317 3,1749
ARMA-oai 0,063 3995,41 4010,13 1,3262 3,1743
ARMA-ed 0,060 3997,54 4012,26 1,3338 3,1811
GARCH-oai 0,065 3986,52 4015,97 1,3335 3,1795
GARCH-ed 0,063 3990,25 4019,70 1,3399 3,1910
NMGARCH-2-oai 0,029 3825,98 3884,88 1,6563 3,3517
NMGARCH-2-ed 0,032 3847,13 3906,03 1,6487 3,3371
NMGARCH-3-oai 0,020 4590,36 4673,80 1,3044 3,3646
NMGARCH-3-ed 0,027 3740,14 3823,58 1,3095 3,3588
NMGARCH-4-oai 0,021 3737,74 3845,71 1,3043 3,3580
NMGARCH-4-ed 0,024 3809,64 3917,61 1,3192 3,2999
Tabela 14 – Valores dos critérios de desempenho obtidos com os modelos estimados para
a série escolhida gerada pelo modelo NM-MM-ARMA-5.
gerar modelos com resultados mais consistentes em termos das métricas AIC e BIC. Por
esta razão, este será o algoritmo padrão utilizado para o ajuste dos modelos no contexto
das séries temporais reais.
A fim de ilustrar os resultados obtidos, apresentamos nas Figuras 55a a 58b a
evolução temporal dos momentos condicionais associados a cada modelo estudado no con-
texto de uma série sintética gerada segundo o NM-MM-ARMA-5. Além disso, na Tabela
14, apresentamos os valores das métricas de desempenho alcançados por cada modelo na
aproximação desta série sintética. Por fim, na Tabela 15, apresentamos as equações que
caracterizam cada modelo estimado. Podemos perceber que a não-estacionariedade pre-
sente em cada momento condicional desta série é significativa, e que cada modelo tenta
aproximar este comportamento segundo a sua capacidade.
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Modelo 𝑚1,𝑡(𝛽) = −1, 4691− 0, 4006𝑥𝑡−1 + 0, 5208𝜖𝑡−1(𝛽) ,
NM-MM-ARMA-3 𝑚2,𝑡(𝛽) = 2, 1467 + 0, 1756𝑚2,𝑡−1 + 0, 1928𝜖2𝑡−1(𝛽) ,
𝑚3,𝑡(𝛽) = 0, 0670 + 0, 5422𝑚3,𝑡−1 − 0, 1388𝜖3𝑡−1(𝛽) ,
𝜆2 = 0, 9051 .
Modelo 𝑚1,𝑡(𝛽) = −1, 2698− 0, 2073𝑥𝑡−1 + 0, 3503𝜖𝑡−1(𝛽) ,
NM-MM-ARMA-5 𝑚2,𝑡(𝛽) = 2, 1126 + 0, 1678𝑚2,𝑡−1 + 0, 2116𝜖2𝑡−1(𝛽) ,
𝑚3,𝑡(𝛽) = 0, 3703− 0, 7314𝑚3,𝑡−1 − 0, 0037𝜖3𝑡−1(𝛽) ,
𝑚4,𝑡(𝛽) = 𝑚2,𝑡(𝛽)2 + 𝑚3,𝑡(𝛽)
2
𝑚2,𝑡(𝛽) + 4, 5912 + 0, 3641𝑚4,𝑡−1 + 0, 3634𝜖
4
𝑡−1(𝛽) ,
𝑚5,𝑡(𝛽) = 2, 3471 + 0, 4111𝑚5,𝑡−1 − 0, 5442𝜖5𝑡−1(𝛽) ,
𝜆2 = 0, 3552 .
Modelo 𝑚1,𝑡(𝛽) = −1, 2816− 0, 1926 𝑥𝑡−1 + 0, 3311 𝜖𝑡−1(𝛽) .
ARMA
Modelo 𝑚1,𝑡(𝛽) = −1, 0986− 0, 0400𝑥𝑡−1 + 0, 1800𝜖𝑡−1(𝛽)
GARCH 𝜎2𝑡 (𝛽) = 2, 1399 + 0, 1921𝜎2𝑡−1(𝛽) + 0, 1614𝜖2𝑡−1(𝛽) .
Modelo 𝑚1,𝑡(𝛽) = −0, 5712 + 0, 4355𝑥𝑡−1 − 0, 5436𝜖𝑡−1(𝛽) ,
NMGARCH-2 𝜎21,𝑡(𝛽) = 0, 0230 + 0, 7739𝜎21,𝑡−1(𝛽) + 0, 0103𝜖2𝑡−1(𝛽) ,
𝜎22,𝑡(𝛽) = 4, 4181 + 0, 0224𝜎22,𝑡−1(𝛽) + 0, 3544𝜖2𝑡−1(𝛽) ,
𝜇1 = −0, 0352 , 𝜇2 = 0, 0227 , 𝜋1 = 0, 3918 , 𝜋2 = 0, 6081 .
Modelo 𝑚1,𝑡(𝛽) = −0, 5996 + 0, 4373𝑥𝑡−1 − 0, 5517𝜖𝑡−1(𝛽) ,
NMGARCH-3 𝜎21,𝑡(𝛽) = 0, 0270 + 0, 5021𝜎21,𝑡−1(𝛽) + 0, 2318𝜖2𝑡−1(𝛽) ,
𝜎22,𝑡(𝛽) = 0, 0474 + 0, 7719𝜎22,𝑡−1(𝛽) + 0, 0115𝜖2𝑡−1(𝛽) ,
𝜎23,𝑡(𝛽) = 0, 0669 + 0, 4825𝜎23,𝑡−1(𝛽) + 0, 1955𝜖2𝑡−1(𝛽) ,
𝜇1 = −2, 4488 , 𝜇2 = 0, 0459 , 𝜇3 = 2, 6096 ,
𝜋1 = 0, 2073 , 𝜋2 = 0, 6087 , 𝜋3 = 0, 1838 .
Modelo 𝑚1,𝑡(𝛽) = −0, 5537 + 0, 4414𝑥𝑡−1 − 0, 5527𝜖𝑡−1(𝛽) ,
NMGARCH-4 𝜎21,𝑡(𝛽) = 0, 0335 + 0, 8030𝜎21,𝑡−1(𝛽) + 0, 0117𝜖2𝑡−1(𝛽) ,
𝜎22,𝑡(𝛽) = 0, 0325 + 0, 5297𝜎22,𝑡−1(𝛽) + 0, 2045𝜖2𝑡−1(𝛽) ,
𝜎23,𝑡(𝛽) = 0, 0527 + 0, 4844𝜎23,𝑡−1(𝛽) + 0, 2522𝜖2𝑡−1(𝛽) ,
𝜎24,𝑡(𝛽) = 4, 9193 + 0, 1269𝜎24,𝑡−1(𝛽) + 0, 2588𝜖2𝑡−1(𝛽) ,
𝜇1 = −0, 0527 , 𝜇2 = 2, 4596 , 𝜇3 = −2, 4501 , 𝜇4 = 211, 1783 ,
𝜋1 = 0, 5964 , 𝜋2 = 0, 1935 , 𝜋3 = 0, 2096 , 𝜋4 = 0, 000326 .
Tabela 15 – Equações de evolução temporal de cada modelo estimando a série escolhida
gerada pelo modelo NM-MM-ARMA-5.
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(a) Gráfico dos momentos condicionais
𝑚1,𝑡(𝛽), 𝑚2,𝑡(𝛽), 𝑚3,𝑡(𝛽) do modelo
NM-MM-ARMA-3 estimado pela série
gerada pelo modelo NM-MM-ARMA-5.
(b) Gráfico dos momentos condicionais
𝑚1,𝑡(𝛽), 𝑚2,𝑡(𝛽), 𝑚3,𝑡(𝛽), 𝑚4,𝑡(𝛽),
𝑚5,𝑡(𝛽) do modelo NM-MM-ARMA-5
estimado pela série gerada pelo modelo
NM-MM-ARMA-5.
Figura 55 – Gráfico dos momentos centrais dos modelos NM-MM-ARMA-3 e NM-MM-
ARMA-5 para a série sintética escolhida.
Figura 56 – Gráfico dos momentos condicionais 𝑚1,𝑡(𝛽) do modelo ARMA estimado pela
série gerada pelo modelo NM-MM-ARMA-5.
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(a) Gráfico dos momentos condicionais
𝑚1,𝑡(𝛽), 𝜎2𝑡 (𝛽) do modelo GARCH es-
timado pela série gerada pelo modelo
NM-MM-ARMA-5.
(b) Gráfico dos momentos condicio-
nais 𝑚1,𝑡(𝛽), 𝜎2𝑖,𝑡(𝛽) do modelo
NMGARCH-2 estimado pela série ge-
rada pelo modelo NM-MM-ARMA-5.
Figura 57 – Gráfico dos momentos centrais dos modelos ARMA e GARCH para a série
sintética escolhida.
(a) Gráfico dos momentos condicio-
nais 𝑚1,𝑡(𝛽), 𝜎2𝑖,𝑡(𝛽) do modelo
NMGARCH-3 estimado pela série ge-
rada pelo modelo NM-MM-ARMA-5. (b) Gráfico dos momentos condicio-nais 𝑚1,𝑡(𝛽), 𝜎2𝑖,𝑡(𝛽) do modelo
NMGARCH-4 estimado pela série ge-
rada pelo modelo NM-MM-ARMA-5.
Figura 58 – Gráfico dos momentos centrais dos modelos NMGARCH-2 e NMGARCH-4
para a série sintética escolhida.
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5.4.1 Análise para um ruído branco
Na Seção 5.4, analisamos o desempenho dos modelos considerados no cenário
de séries sintéticas geradas por esses. Consideraremos agora o mesmo experimento porém
para um série do tipo ruído branco. Uma série 𝑥𝑡 é um ruído branco se 𝑥𝑡 for inden-
pendente e identicamente distribuída de média nula e variância unitária, dessa forma,
escolheremos a distribuição normal para amostrar 𝑥𝑡 ∼ 𝒩 (0, 1). O objetivo desse experi-
mento é analisar qual o comportamento dos modelos ao representar as PDFs normais e
independentes desse ruído e o quanto se aproximam os conjuntos de parâmetros estimados
de um modelo estacionário e normal.
Dessa forma, amostramos uma série síntética a partir do modelo 𝑥𝑡 ∼ 𝒩 (0, 1)
de 8000 dados para treinamento, 2000 dados para validação e 1000 dados para teste. A
Tabela 16 mostra o resultado dos valores dos critérios de desempenho obtidos pelos mo-
delos estimados para essa série e a Tabela 17 apresenta as equações de evolução temporal
de cada modelo estimado e o tempo médio para realização da maximização de sua quasi-
verossimilhança. A máquina utilizada possui processador Intel(R) Core(TM) i7-6800K
CPU @ 3.40GHz e 32 GB de mémoria RAM. As Figuras 60a a 62 exibem os valores dos
parâmetros das PDFs condicionais para cada um dos modelos estimados.
Ranking KS AIC BIC MAE MSE
1𝑜 AM AM AM 5M 5M
0,0230 2761,574 2776,297 0,7578659 0,9222217
2𝑜 GCH GCH GCH AM NM3
0,0327 2771,867 2801,313 0,7578952 0,9225657
3𝑜 NM3 3M 3M NM2 NM2
0,0336 2779,893 2828,971 0,7579508 0,9225928
4𝑜 5M NM2 NM2 3M 3M
0,0338 2784,062 2842,955 0,7579858 0,922599
5𝑜 3M 5M 5M NM3 AM
0,0339 2790,965 2869,489 0,7580591 0,9226128
6𝑜 NM4 NM3 NM3 GCH GCH
0,0340 2794,42 2877,852 0,7580858 0,9227009
7𝑜 NM2 NM4 NM4 NM4 NM4
0,0345 2804,514 2912,484 0,7581046 0,9227634
Tabela 16 – Resultados dos critérios de desempenho dos modelos estimados para a sé-
rie de ruído branco. Legenda de abreviações: NM-MM-ARMA-3 (3M), NM-
MM-ARMA-5 (5M), ARMA (AM), GARCH (GCH), NMGARCH-2 (NM2),
NMGARCH-3 (NM3), NMGARCH-4 (NM4).
Pela Tabela 16, vemos que os modelos ARMA e GARCH, que possuem menos
parâmetros, obtiveram os menores valores de AIC e BIC, e para KS o modelo ARMA
obteve o menor valor com boa vantagem sobre o GARCH e os outros modelos. Já os
modelos de maior quantidade de parâmetros a determinar estiveram entre os piores co-
locados para KS, AIC, BIC. Novamente, os critérios de desempenho MAE e MSE não
reconheceram os modelos corretos para a série analisada.
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Observando as Figuras 59a, 59b dos modelos ARMA e GARCH, vemos que
a média é praticamente estacionária e no caso do GARCH a variância condicional varia
perto do valor 1, 0 que é o valor verdadeiro do ruído branco, contudo para ambos modelos
as equações temporais diferem bastante do conjunto de parâmetros do ruído branco 𝑏1 =
𝑐1 = 𝑏2 = 𝑐2 = 0. O mesmo ocorre para os três modelos NMGARCH conforme as Figuras
61a, 61b e 62, as séries de parâmetros das PDFs condicionais tem aproximadamente média
nula e variância unitária, embora as equações temporais não se assemelham de um ruído
branco. Podemos ver também algumas variâncias condicionais bem distintas de 1, 0, mas
são sempre associadas a componentes normais de peso muito pequeno menor do que
0, 01. Conforme as Figuras 60a e 60b dos modelos propostos NM-MM-ARMA, as médias
e variâncias condicionais se assemelham a um ruído branco mas os momentos de ordem
maior que dois mostram valores distantes do ruído branco, o que mostra um sobreajuste
severo para os parâmetros das leis ARMA de terceira ordem ou mais do modelo proposto
ao representar essa série.
Por tanto, observamos que mesmo que o conjunto de parâmetros das equações
de evolução temporal não se assemelhem às equações do ruído branco, o que importa na
representação da série é que as PDFs condicionais obtidas se assemelhem à PDF do ruído
branco, e isso pode ser obtido mesmo com equações temporais distintas das equações do
ruído branco.
(a) Gráfico dos momentos condicionais
𝑚1,𝑡(𝛽) do modelo ARMA estimado
para a série de ruído branco.
(b) Gráfico dos momentos condicionais
𝑚1,𝑡(𝛽), 𝜎2𝑡 (𝛽) do modelo GARCH es-
timado para a série de ruído branco.
Figura 59 – Gráfico dos momentos centrais dos modelos ARMA e GARCH para a série
de ruído branco.
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Modelo 𝑚1,𝑡(𝛽) = −0, 0101− 0, 4063𝑥𝑡−1 + 0, 4057𝜖𝑡−1(𝛽) ,
NM-MM-ARMA-3 𝑚2,𝑡(𝛽) = 0, 9674 + 0, 1347𝑚2,𝑡−1 + 0, 0203𝜖2𝑡−1(𝛽) ,
𝑇𝑜𝑝𝑡 = 538, 1𝑠 𝑚3,𝑡(𝛽) = 2, 1472 + 0, 5893𝑚3,𝑡−1 + 0, 3975𝜖3𝑡−1(𝛽) ,
𝜆2 = 0, 9469 .
Modelo 𝑚1,𝑡(𝛽) = −0, 0013− 0, 3779𝑥𝑡−1 + 0, 3795𝜖𝑡−1(𝛽) ,
NM-MM-ARMA-5 𝑚2,𝑡(𝛽) = 1, 3653 + 0, 0649𝑚2,𝑡−1 + 0, 0443𝜖2𝑡−1(𝛽) ,
𝑇𝑜𝑝𝑡 = 1162, 6𝑠 𝑚3,𝑡(𝛽) = 2, 4071 + 0, 8585𝑚3,𝑡−1 − 0, 1330𝜖3𝑡−1(𝛽) ,
𝑚4,𝑡(𝛽) = 𝑚2,𝑡(𝛽)2 + 𝑚3,𝑡(𝛽)
2
𝑚2,𝑡(𝛽) + 3, 6520 + 0, 8783𝑚4,𝑡−1 + 0, 0200𝜖
4
𝑡−1(𝛽) ,
𝑚5,𝑡(𝛽) = 1, 4956− 0, 9466𝑚5,𝑡−1 − 0, 0511𝜖5𝑡−1(𝛽) ,
𝜆2 = 0, 8791 .
Modelo ARMA 𝑚1,𝑡(𝛽) = −0, 0115− 0, 2988 𝑥𝑡−1 + 0, 2945 𝜖𝑡−1(𝛽) ,
𝑇𝑜𝑝𝑡 = 110, 3𝑠 𝜎2 = 0, 9229 .
Modelo GARCH 𝑚1,𝑡(𝛽) = −0, 0135− 0, 4370𝑥𝑡−1 + 0, 4334𝜖𝑡−1(𝛽)
𝑇𝑜𝑝𝑡 = 210, 6 𝑠 𝜎2𝑡 (𝛽) = 0, 3097 + 0, 6769𝜎2𝑡−1(𝛽) + 0, 0202𝜖2𝑡−1(𝛽) ,
Modelo 𝑚1,𝑡(𝛽) = −0, 0134− 0, 2135𝑥𝑡−1 + 0, 2086𝜖𝑡−1(𝛽) ,
NMGARCH-2 𝜎21,𝑡(𝛽) = 0, 1277 + 0, 8315𝜎21,𝑡−1(𝛽) + 0, 1579𝜖2𝑡−1(𝛽) ,
𝑇𝑜𝑝𝑡 = 571, 4𝑠 𝜎22,𝑡(𝛽) = 0, 7239 + 0, 2757𝜎22,𝑡−1(𝛽) + 0, 0101𝜖2𝑡−1(𝛽) ,
𝜇1 = −0, 6978 , 𝜇2 = 0, 0082 , 𝜋1 = 0, 0116 , 𝜋2 = 0, 9883 .
Modelo 𝑚1,𝑡(𝛽) = −0, 0078 + 0, 1227𝑥𝑡−1 − 0, 1355𝜖𝑡−1(𝛽) ,
NMGARCH-3 𝜎21,𝑡(𝛽) = 4, 3266 + 0, 0623𝜎21,𝑡−1(𝛽) + 0, 5030𝜖2𝑡−1(𝛽) ,
𝑇𝑜𝑝𝑡 = 673, 6𝑠 𝜎22,𝑡(𝛽) = 1, 0450 + 0, 0227𝜎22,𝑡−1(𝛽) + 0, 0240𝜖2𝑡−1(𝛽) ,
𝜎23,𝑡(𝛽) = 0, 0895 + 0, 9095𝜎23,𝑡−1(𝛽) + 0, 0019𝜖2𝑡−1(𝛽) ,
𝜇1 = −2, 1671 , 𝜇2 = 0, 2403 , 𝜇3 = −0, 0136 ,
𝜋1 = 0, 0010 , 𝜋2 = 0, 0626 , 𝜋3 = 0, 9363 .
Modelo 𝑚1,𝑡(𝛽) = −0, 0062 + 0, 3943𝑥𝑡−1 − 0, 4061𝜖𝑡−1(𝛽) ,
NMGARCH-4 𝜎21,𝑡(𝛽) = 0, 0422 + 0, 9405𝜎21,𝑡−1(𝛽) + 0, 0143𝜖2𝑡−1(𝛽) ,
𝑇𝑜𝑝𝑡 = 695, 1𝑠 𝜎22,𝑡(𝛽) = 0, 5705 + 0, 4194𝜎22,𝑡−1(𝛽) + 0, 0050𝜖2𝑡−1(𝛽) ,
𝜎23,𝑡(𝛽) = 0, 6005 + 0, 7609𝜎23,𝑡−1(𝛽) + 0, 1000𝜖2𝑡−1(𝛽) ,
𝜎24,𝑡(𝛽) = 0, 8923 + 0, 0307𝜎24,𝑡−1(𝛽) + 0, 0325𝜖2𝑡−1(𝛽) ,
𝜇1 = −0, 2774 , 𝜇2 = 0, 2931 , 𝜇3 = −2, 3064 , 𝜇4 = −0, 0435 ,
𝜋1 = 0, 2992 , 𝜋2 = 0, 3474 , 𝜋3 = 0, 0015 , 𝜋4 = 0, 3517 .
Tabela 17 – Equações de evolução temporal de cada modelo estimando uma série do tipo
ruído branco.
Capítulo 5. Metodologia dos experimentos e resultados 169
(a) Gráfico dos momentos condicionais
𝑚1,𝑡(𝛽), 𝑚2,𝑡(𝛽), 𝑚3,𝑡(𝛽) do modelo
NM-MM-ARMA-3 estimado para a sé-
rie de ruído branco. (b) Gráfico dos momentos condicionais
𝑚1,𝑡(𝛽), 𝑚2,𝑡(𝛽), 𝑚3,𝑡(𝛽), 𝑚4,𝑡(𝛽),
𝑚5,𝑡(𝛽) do modelo NM-MM-ARMA-5
estimado para a série de ruído branco.
Figura 60 – Gráfico dos momentos centrais dos modelos NM-MM-ARMA-3 e NM-MM-
ARMA-5 para a série de ruído branco.
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(a) Gráfico dos momentos condicio-
nais 𝑚1,𝑡(𝛽), 𝜎2𝑖,𝑡(𝛽) do modelo
NMGARCH-2 estimado para a série de
ruído branco.
(b) Gráfico dos momentos condicio-
nais 𝑚1,𝑡(𝛽), 𝜎2𝑖,𝑡(𝛽) do modelo
NMGARCH-3 estimado para a série
de ruído branco.
Figura 61 – Gráfico dos momentos centrais dos modelos NMGARCH-2 e NMGARCH-4
para a série de ruído branco.
Figura 62 – Gráfico dos momentos condicionais 𝑚1,𝑡(𝛽), 𝜎2𝑖,𝑡(𝛽) do modelo NMGARCH-4
estimado para a série de ruído branco.
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5.5 Aplicações a séries reais
Um dos objetivos principais do estudo de séries temporais é a previsão de fenô-
menos aleatórios provenientes de observações de sistemas presentes na realidade. Realizar
uma gestão de risco baseada nesses fenômenos reais requer a previsão de suas distribuições
condicionais futuras, o que envolve a construção de algum modelo. Dessa forma, vários
modelos são estimados para obter uma previsão mais adequada e escolhemos o modelo
com melhor desempenho no passado segundo um ou mais critérios. Neste trabalho, vamos
considerar séries reais provenientes de taxas de câmbios financeiras, indíces de mercado
financeiros e vazões diárias de rios brasileiros.
No caso de séries financeiras, uma das informações mais relevantes é a proba-
bilidade de o valor da grandeza em estudo cair num intervalo específico, principalmente
valores muito afastados da média, o que nos remete à ideia de quantil. Neste sentido, mais
do que propriamente ter uma previsão do valor médio futuro, é imprescindível ter bons
modelos da PDF. Por outro lado, no caso de séries de vazões de rios, embora também seja
importante esta análise de intervalos (quantis), usualmente concentra-se mais a atenção
para a estimativa do valor médio (diário, mensal) da vazão em si para uma gestão mais
eficiente da operação das usinas hidroelétricas.
5.5.1 Séries financeiras
Uma das aplicações de modelos de séries temporais mais estudadas refere-se
a séries financeiras. Com efeito, foi a partir do estudo deste tipo de série que o modelo
GARCH foi criado (BOLLERSLEV, 1986). Existem vários tipos de séries financeiras,
representando diferentes aspectos financeiros ou econômicos, além de poderem ter varia-
dos períodos de amostragem (hora, dia, mês, etc.). Aqui serão considerados dois tipos de
séries financeiras: a série diária de taxas de câmbio e a série diária de índices de bolsas
de valores. Uma série diária de taxas de câmbio mede o preço negociado entre pares para
troca de uma moeda por outra de outro país. Já uma série de índices de bolsas de valores
mede o grau de valorização ou desvalorização média de um conjunto de ações principais
negociado na bolsa de valores em questão. Essas séries possuem grande volume de amos-
tras durante todo um dia de pregão. Porém para fixar uma amostragem diária dessas
séries escolhemos utilizar o último valor em cada dia, chamado de valor de fechamento
da série. Na Tabela 18, exibimos a lista das séries financeiras empregadas neste trabalho
e os respectivos períodos temporais considerados, bem como a quantidade de amostras
destinada aos conjuntos de treinamento, validação e teste. Os dados das séries financeiras
foram obtidos do site Yahoo!Finance2.
2 https://finance.yahoo.com/
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Nome da Descrição Período 𝑇𝑡𝑟𝑒𝑖𝑛 𝑇𝑣𝑎𝑙 𝑇𝑡𝑒𝑠𝑡𝑒
série da série histórico
Série diária do valor
GBPUSD de fechamento da taxa 02/01/1990 a 4895 1398 701
de câmbio entre libra 31/12/2016
esterlina e dólar americano
Série diária do valor
BRLUSD de fechamento da taxa 02/01/1996 a 3628 1036 519
de câmbio entre real 31/12/2016
brasileiro e dólar americano
Série diária do valor
SP500 de fechamento do índice 02/01/1990 a 4760 1360 680
da bolsa de valores americana 31/12/2016
Standard & Poor’s 500
Série diária do valor
Nikkey225 de fechamento do índice 04/01/1980 a 3115 890 445
da bolsa de valores 31/12/1997
japonesa
Série diária do valor
IBOVESPA de fechamento do índice 02/01/1995 a 3802 1086 554
da bolsa de valores brasileira 31/12/2016
BOVESPA
Tabela 18 – Séries financeiras de taxa de câmbio e de índices de bolsas de valores que
serão analisadas nessa seção.
Contudo, iremos modelar as variações logarítmicas anualizadas das séries em
vez de modelar o valor da série em si. Assim sendo, tomamos o logaritmo do valor da
série 𝑣𝑡 no tempo 𝑡 e disto subtraímos o logaritmo do valor da série 𝑣𝑡−1 no tempo 𝑡− 1.
Esta diferença é, então, multiplicada por um fator médio baseado na quantidade de anos
de dias de pregão da série. Essa série 𝑥𝑡 representa a variação logarítmica anualizada da
série 𝑣𝑡. Eliminamos as amostras que apresentavam variação 𝑥𝑡 = 0 por frequentemente
indicarem dados perdidos da série que distorcem o valor final da quasi-verossimilhança
(ALEXANDER; LAZAR, 2006).
𝑥𝑡 = (log(𝑣𝑡)− log(𝑣𝑡−1))
(︂
𝑇𝑡𝑟𝑒𝑖𝑛 + 𝑇𝑣𝑎𝑙 + 𝑇𝑡𝑒𝑠𝑡𝑒
252
)︂
. (5.25)
Dessa forma, vamos analisar o comportamento dos modelos estimados para
cada série financeira, de modo a identificar quais modelos representam melhor a não-
estacionariedade de cada série. Para esse fim, utilizaremos os critérios de desempenho
AIC, BIC, KS, MAE e MSE apresentados na Seção 3.2 calculados com base no conjunto
de dados de teste. A divisão do conjunto total de amostras foi de 70% para treinamento,
20% para validação e 10% para teste. Motivados pelos resultados apresentados na Seção
5.4, realizamos a estimação dos modelos NM-MM-ARMA-3, NM-MM-ARMA-5, ARMA,
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GARCH e NMGARCH por meio do algoritmo opt-aiNet, cujos parâmetros foram defi-
nidos segundo os valores indicados na Tabela 6. Nessa seção, serão utilizadas a condição
inicial de coeficiente independente 𝑚(2)𝑘,0(𝛽) na estimação de todos os modelos conside-
rados. Porém, a condição inicial de momento incondicional 𝑚(1)𝑘,0(𝛽) será utilizada na
mensuração da quasi-verossimilhança do conjunto de teste.
Um dos objetivos principais dessa seção é verificar se em alguma série o mo-
delo proposto NM-MM-ARMA melhora a representação e a previsão em relação aos
modelos ARMA, GARCH e NMGARCH já estabelecidos. Na literatura, os modelos
GARCH e NMGARCH são considerados com média condicional estacionária, ou seja,
𝑚1,𝑡(𝛽) = 1𝑇
∑︀𝑇
𝑡=1 𝑥𝑡. Logo, o conjunto de parâmetros a estimar nesses modelos são os pa-
râmetros originais excluindo os parâmetros 𝑎1, 𝑏1, 𝑐1 da média condicional. Assim, nessa
seção vamos considerar duas abordagens para cada modelo: os modelos com média con-
dicional não-estacionária NM-MM-ARMA, ARMA, GARCH e NMGARCH e os modelos
com média condicional estacionária NM-MM-ARMA, GARCH e NMGARCH3. Denota-
remos a abordagem com média condicional estacionária adicionando o sufixo "m" após o
nome do modelo: por exemplo, o modelo GARCH de média condicional estacionária será
denotado por GARCHm.
Sendo assim, apresentamos nas Tabelas 19 a 23 os resultados dos critérios de
desempenho obtidos pelos modelos estimados segundo cada série financeira considerada.
As Tabelas 25 mostram as equações dos melhores modelos estimados segundo o critério
de performance KS calculado no conjunto de dados de teste para cada série estudada.
Analisando o resultado da série GBPUSD na Tabela 19, os modelos NM-MM-
ARMA-3 e NM-MM-ARMA-5 aparecem entre os piores modelos para os critérios AIC,
BIC e KS com grande distância em relação aos melhores modelos nesses critérios. Em
relação a MAE, o modelo NM-MM-ARMA-5 de média estacionária apresentou-se como o
melhor e o NM-MM-ARMA-3 de média estacionária está em terceiro lugar, embora a di-
ferença entre os desempenhos dos modelos seja pequena para este critério. O critério MSE
também diferenciou pouco o desempenho dos modelos, sendo que o NM-MM-ARMA-3
e o NM-MM-ARMA-5 aparecem entre os três piores modelos. Na Figura 63a mostra-
mos a série real junto da previsão do modelo NMGARCH4m que apresentou-se o melhor
sob o critério KS. Além disso, mostramos também a evolução temporal dos momentos
condicionais do modelo NM-MM-ARMA-3. Podemos ver que as variâncias condicionais
do modelo NMGARCH-4 não variam muito com exceção do dia 23 de junho de 2016
(data do referendo do Brexit) no qual há variação nelas, ainda que pequena. Na Figura
63b, vemos alguma variação da variância condicional e pequana oscilação da obliquidade
condicional, havendo uma brusca mudança em ambos os momentos condicionais após a
data de 23 de Junho de 2016 (VASILOPOULOU, ; MCGEEVER, 2016).
3 Não faz sentido considerar o modelo ARMA de média condicional estacionária.
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KS AIC BIC MAE MSE
1𝑜 NM4m NM3m NM2m 5Mm NM4
0,02752 -704,274 -647,476 0,115247 0,030749
2𝑜 NM3m NM4m NM3m NM4m AM
0,0318 -699,815 -640,539 0,115325 0,030784
3𝑜 NM2m NM2m NM2 3Mm NM2
0,03466 -688,448 -620,224 0,115330 0,030874
4𝑜 NM4 NM3 NM4m NM3m NM3
0,05204 -688,271 -613,318 0,115334 0,030906
5𝑜 NM3 NM4 NM3 NM2m 3M
0,06031 -682,232 -610,878 0,115336 0,030938
6𝑜 NM2 NM2 NM4 GCHm GCH
0,06175 -674,854 -582,077 0,115341 0,030940
7𝑜 GCHm GCH GCH AM 5M
0,06321 -604,325 -577,009 0,115623 0,030952
8𝑜 3Mm 3M GCHm NM2
0,06464 -597,083 -574,750 0,115844
9𝑜 5Mm GCHm 3M NM4
0,06749 -588,408 -551,558 0,115876
10𝑜 5M 5Mm 3Mm NM3
0,07177 -581,622 -538,762 0,115922
11𝑜 GCH 3Mm 5Mm 5M
0,0732 -570,630 -522,439 0,115992
12𝑜 3M 5M 5M GCH
0,07458 -569,806 -496,966 0,116031
13𝑜 AM AM AM 3M
0,0889 -443,028 -429,371 0,116080
Tabela 19 – Resultados dos modelos estimados para a série de taxa de câmbio GB-
PUSD. Legenda de abreviações: NM-MM-ARMA-3 (3M), NM-MM-ARMA-5
(5M), ARMA (AM), GARCH (GCH), NMGARCH-2 (NM2), NMGARCH-3
(NM3), NMGARCH-4 (NM4), modelo com média condicional estacionária
(m).
Algumas observações interessantes podem ser extraídas da Tabela 20, referente
à serie BRLUSD. Para os critérios AIC e BIC, os modelos normais ARMA e GARCH,
seguidos pelo NMGARCH-2 de média estacionária, o qual possui uma mistura de apenas
duas componentes normais, são os mais adequados. Contudo, na perspectiva do critério
KS, o modelo NM-MM-ARMA-5 de média estacionária apresentou-se como o melhor, um
pouco à frente dos modelos NM-MM-ARMA-5 de média não-estacionária e o NMGARCH-
4 de média estacionária. Isto sugere que a maior complexidade destes modelos foi benéfica
para aproximar a não-estacionariedade desta série.
Em relação ao MAE e ao MSE, o modelo NM-MM-ARMA-5 obteve o terceiro
e o quarto melhor desempenho. Porém, estes critérios diferenciam pouco os modelos entre
si, dada a semelhança dos valores obtidos pelos vários modelos. Na Figura 64a, apresenta-
mos os momentos condicionais de primeira a quinta ordem do modelo NM-MM-ARMA-5
de média estacionária, que foi o melhor para a série BRLUSD sob o critério KS. É pos-
sível perceber grandes variações nos momentos condicionais de segunda a quarta ordem,
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(a) Gráfico dos momentos condicio-
nais 𝑚1,𝑡(𝛽), 𝜎2𝑖,𝑡(𝛽) do modelo
NMGARCH-4 de média estacionária
estimado para a série GBPUSD.
(b) Gráfico dos momentos condicionais
𝑚1,𝑡(𝛽), 𝑚2,𝑡(𝛽), 𝑚3,𝑡(𝛽) do modelo
NM-MM-ARMA-3 de média estacioná-
ria estimado pela série gerada para a
série GBPUSD.
Figura 63 – Gráfico dos momentos centrais dos modelos NMGARCH-4 e NM-MM-
ARMA-3 para a série financeira GBPUSD.
mostrando que a série BRLUSD requer um modelo que acomode estas características em
momentos condicionais de ordem elevada.
Os resultados para a série Nikkey225 encontram-se na Tabela 21. Para o crité-
rio KS, o modelo NM-MM-ARMA-5 de média estacionária lidera o ranking com uma boa
diferença para os modelos seguintes, NM-MM-ARMA-3 e NMGARCH2 ambos de média
estacionária. O modelo NM-MM-ARMA-3 de média estacionária obteve bom desempe-
nho sob os critérios BIC e AIC estando em terceiro e quarto lugar, respectivamente. Já
os modelos NM-MM-ARMA-5 e NM-MM-ARMA-3 possuem os melhores desempenhos
para os critérios MAE e MSE.
De modo geral, portanto, o modelo proposto se mostrou bastante adequado
para a representação desta série. A fim de compreendermos melhor este bom desempenho
do NM-MM-ARMA-5, apresentamos na Figura 64b a evolução temporal dos momentos
condicionais. É possível perceber a presença de picos de variação na variância e na hi-
perobloquidade, próximos aos instantes 𝑡 = 210 e 𝑡 = 420. Além disso, observamos uma
expressiva não-estacionariedade da curtose condicional, algo que também foi observado na
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Ranking KS AIC BIC MAE MSE
1𝑜 5Mm AM AM NM4 NM4
0,02867 29,282 42,037 0,192393 0,061002
2𝑜 5M GCHm GCHm NM2 AM
0,03222 32,042 44,798 0,192656 0,061124
3𝑜 NM4m GCH GCH 5M NM2
0,03222 34,854 60,365 0,192794 0,061141
4𝑜 AM NM2m 3Mm NM3 5M
0,03247 36,260 69,680 0,192822 0,061183
5𝑜 NM2m 3Mm NM2m AM NM3
0,03414 39,917 74,527 0,192992 0,061185
6𝑜 NM4 3M 3M GCH 3M
0,03555 44,988 87,507 0,193014 0,061249
7𝑜 3Mm 5Mm 5Mm 3M GCH
0,03726 49,382 104,656 0,193045 0,061257
8𝑜 GCHm 5M NM3m 5Mm
0,03726 57,391 120,685 0,193095
9𝑜 3M NM3m 5M NM3m
0,03836 61,158 125,422 0,193160
10𝑜 GCH NM4m NM2 NM2m
0,03892 65,349 125,963 0,193232
11𝑜 NM3 NM3 NM3 3Mm
0,04378 66,100 138,382 0,193234
12𝑜 NM3m NM4 NM4m GCHm
0,05351 70,837 146,135 0,193234
13𝑜 NM2 NM2 NM4 NM4m
0,05726 74,940 164,379 0,193237
Tabela 20 – Resultados dos modelos estimados para a série de taxa de câmbio BR-
LUSD. Legenda de abreviações: NM-MM-ARMA-3 (3M), NM-MM-ARMA-5
(5M), ARMA (AM), GARCH (GCH), NMGARCH-2 (NM2), NMGARCH-3
(NM3), NMGARCH-4 (NM4), modelo com média condicional estacionária
(m).
série BRLUSD. Em vista disso, tais comportamentos dos momentos condicionais justifi-
cam a necessidade de um modelo que consiga incorporar este tipo de não-estacionariedade
na previsão das PDFs condicionais.
Para a série S&P500, na Tabela 22, vemos os modelos NM-MM-ARMA ti-
veram um desempenho pobre na sua previsão. Em relação aos critérios AIC e KS, os
modelos NM-MM-ARMA-3 e NM-MM-ARMA-5 aparecem entre os seis piores modelos.
E para o critério BIC, o modelo NM-MM-ARMA-3 obteve o quinto lugar no ranking.
O modelo NMGARCH3 e média estacionária aparece como o melhor modelo estimado
para o critério KS. Em relação aos critérios MAE e MSE, há pouca diferença entre o
desempenho de todos os modelos, porém o modelo NM-MM-ARMA-5 está em quarto lu-
gar no ranking de MAE. Vemos na Figura 65a que o modelo NMGARCH3m tem grande
não-estacionariedade entre os instantes 300 e 500 o que justifica um modelo de mistu-
ras normais para captar tais variações das distribuições condicionais desses instantes de
tempo. E, na Figura 65b, vemos a evolução dos momentos condicionais estimados do
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(a) Gráfico dos momentos condicionais
𝑚1,𝑡(𝛽), 𝑚2,𝑡(𝛽), 𝑚3,𝑡(𝛽), 𝑚4,𝑡(𝛽),
𝑚5,𝑡(𝛽) do modelo NM-MM-ARMA-5
de média estacionária estimado para a
série BRLUSD.
(b) Gráfico dos momentos condicionais
𝑚1,𝑡(𝛽), 𝑚2,𝑡(𝛽), 𝑚3,𝑡(𝛽), 𝑚4,𝑡(𝛽),
𝑚5,𝑡(𝛽) do modelo NM-MM-ARMA-5
de média estacionária estimado para a
série Nikkey225.
Figura 64 – Gráfico dos momentos centrais do modelo NM-MM-ARMA-5 para as séries
financeiras BRLUSD e Nikkey225.
modelo NM-MM-ARMA-3 de média não-estacionária que obteve o oitavo ranking no cri-
tério KS. Nessa série, vemos grande não-estacionariedade das variâncias e obliquidades
condicionais, porém pouca variação da média mesmo sendo não-estacionária.
Por fim, observamos na Tabela 23, referente à série Ibovespa, que o modelo
NM-MM-ARMA-5 de média estacionária obteve o melhor desempenho em termos do cri-
tério KS, apresentando boa capacidade de aproximação dos quantis. No caso dos critérios
AIC e BIC, o NM-MM-ARMA-3 de média estacionária ficou em segundo e terceiro lugar,
respectivamente. Para as métricas MSE e MAE, os modelos que se destacaram foram o
NM-MM-ARMA-5 de média estacionária e o NM-MM-ARMA-3, respectivamente.
Interessantemente, o modelo GARCH de média estacionária ficou em primeiro
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Ranking KS AIC BIC MAE MSE
1𝑜 5Mm NM2m GCHm 5M 5M
0,02753 -50,172 -16,323 0,178747 0,061036
2𝑜 3Mm NM3m NM2m 3M 3M
0,03202 -39,133 -13,289 0,178929 0,061409
3𝑜 NM2m NM4m 3Mm GCH AM
0,03225 -31,163 -1,636 0,179230 0,061696
4𝑜 NM4m 3Mm GCH NM2 GCH
0,03225 -30,322 -0,396 0,179500 0,061942
5𝑜 GCHm GCHm NM3m NM4m NM2
0,03427 -28,617 18,239 0,180272 0,062718
6𝑜 NM2 GCH AM NM3m NM4
0,03506 -24,984 42,114 0,180332 0,063372
7𝑜 NM3m NM3 NM4m 5Mm NM3
0,03517 -19,656 46,699 0,180352 0,063773
8𝑜 5M NM4 5Mm 3Mm
0,04258 -9,282 49,597 0,180362
9𝑜 GCH 5Mm NM3 AM
0,04955 -3,677 50,010 0,180442
10𝑜 NM4 3M 3M NM2m
0,0518 10,872 51,853 0,180495
11𝑜 NM3 AM NM4 GCHm
0,05281 29,820 80,875 0,180657
12𝑜 3M NM2 NM2 NM3
0,05427 43,445 92,622 0,183983
13𝑜 AM 5M 5M NM4
0,07101 46,796 112,365 0,184094
Tabela 21 – Resultados dos modelos estimados para a série do índice financeiro Nik-
key225. Legenda de abreviações: NM-MM-ARMA-3 (3M), NM-MM-ARMA-
5 (5M), ARMA (AM), GARCH (GCH), NMGARCH-2 (NM2), NMGARCH-
3 (NM3), NMGARCH-4 (NM4), modelo com média condicional estacionária
(m).
lugar nos critérios BIC e AIC. Ademais, o modelo ARMA ficou em segundo lugar para o
critério BIC. Isto sugere uma preferência a modelos normais para a representação da série
Ibovespa segundo os critérios AIC e BIC. Podemos observar na Figura 66 que há uma
grande variação de todos momentos condicionais de ordem maior que um, evidenciando
uma característica claramente não-normal para as PDFs condicionais, o que, segundo a
métrica KS, é importante para uma boa aproximação desta série.
Em suma, considerando o panorama geral das séries financeiras analisadas
neste trabalho, constatamos que os critérios AIC e BIC não mostraram preferência aos
modelos NM-MM-ARMA. Para todas as séries, exceto Nikkey225, os valores de MSE são
muito semelhantes, não havendo clara preferência por algum modelo. No caso específico
de Nikkey225, o NM-MM-ARMA-5 obteve o melhor desempenho com boa vantagem sobre
os demais modelos. Com respeito ao critério MAE, os modelos considerados também não
se diferenciaram muito para as séries consideradas.
Conforme destacado na Seção 5.4, o critério KS se mostra o mais adequado
Capítulo 5. Metodologia dos experimentos e resultados 179
Ranking KS AIC BIC MAE MSE
1𝑜 NM3m NM2m NM2m AM NM2
0,03441 -260,693 -219,994 0,157596 0,049028
2𝑜 NM4m NM3 GCHm NM3 NM4
0,03735 -256,715 -213,218 0,157652 0,049036
3𝑜 NM3 NM3m GCH NM4 GCH
0,04265 -252,575 -205,484 0,157717 0,049057
4𝑜 NM4 NM4 NM3m 5M 5M
0,04588 -244,588 -189,266 0,157774 0,049061
5𝑜 NM2m NM2 3Mm 3M 3M
0,04706 -233,801 -185,615 157,7779 0,049071
6𝑜 NM2 GCH NM3 GCH NM3
0,05206 -232,616 -179,840 0,157793 0,049113
7𝑜 GCH NM4m NM2 5Mm AM
0,05559 -231,420 -179,535 0,157806 0,049120
8𝑜 3M GCHm 3M NM3m
0,05882 -226,784 -176,716 0,157816
9𝑜 5M 3M NM4m 3Mm
0,06147 -221,937 -145,500 0,157816
10𝑜 3Mm 3Mm NM4 NM2
0,06294 -217,270 -145,101 0,157828
11𝑜 5Mm 5M 5Mm GCHm
0,06294 -202,892 -137,562 0,157840
12𝑜 GCHm 5Mm 5M NM4m
0,06441 -196,349 -130,539 0,157856
13𝑜 AM AM AM NM2m
0,07618 -112,304 -98,7381 0,157903
Tabela 22 – Resultados dos modelos estimados para a série do índice financeiro SP&500.
Legenda de abreviações: NM-MM-ARMA-3 (3M), NM-MM-ARMA-5 (5M),
ARMA (AM), GARCH (GCH), NMGARCH-2 (NM2), NMGARCH-3
(NM3), NMGARCH-4 (NM4), modelo com média condicional estacionária
(m).
para a gestão de risco e para a análise da representação da não-estacionariedade de uma
série. Nesta perspectiva, o modelo NM-MM-ARMA-3 de média estacionária representa o
melhor modelo para o cenário da série IBOVESPA, o modelo NM-MM-ARMA-5 de média
estacionária representa o melhor modelo para as séries EURUSD, BRLUSD e Nikkey225.
Os modelos NMGARCH-3 e NMGARCH-4 de média estacionária se mostram as melhores
opções para as séries SP&500 e GBPUSD respectivamente.
É interessante notar que todos os melhores modelos para o critério KS são de
média estacionária. Tal constatação experimental serve como evidência de que considerar
não-estacionariedade nas médias condicionais não constitui um benefício na modelagem
de séries financeiras. De fato, outros trabalhos da literatura explorando este tipo de
série também avaliaram os modelos com médias condicionais estacionárias (HARVEY;
SIDDIQUE, 1999; ALEXANDER, 2001; ALEXANDER; LAZAR, 2006).
Além disso, criamos a Tabela 24 para ressaltar as diferenças do critério KS para
os modelos ARMA e GARCH de média estacionária que são comumente aplicados para
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(a) Gráfico dos momentos condicio-
nais 𝑚1,𝑡(𝛽), 𝜎2𝑖,𝑡(𝛽) do modelo
NMGARCH-3 de média estacionária
estimado para a série S&P500.
(b) Gráfico dos momentos condicionais
𝑚1,𝑡(𝛽), 𝑚2,𝑡(𝛽), 𝑚3,𝑡(𝛽) do modelo
NM-MM-ARMA-3 de média estacioná-
ria estimado pela série gerada para a
série S&P500.
Figura 65 – Gráfico dos momentos centrais dos modelos NMGARCH-3 e NM-MM-
ARMA-3 para a série financeira S&P500.
gestão de risco. Para a série Ibovespa, há uma melhora do modelo NM-MM-ARMA-5 em
0, 01448 em relação ao modelo GARCH e, para a série Nikkey225, a diferença do NM-MM-
ARMA-5 para o ARMA chega a 0, 04348. Supondo que essa melhora da mensuração dos
quantis do risco pode ser aditiva com o número de dias, vemos nesses casos que considerar
os modelos NM-MM-ARMA gera uma vantagem significativa na gestão de risco para o
cenário dessas séries. Vemos que os modelos NMGARCH de média estacionária também
resultam em melhoras significativas de 0, 04177 do modelo NMGARCH-3 em relação ao
modelo GARCH na série GBPUSD e de 0, 06138 do modelo NMGARCH-4 em relação
ao modelo GARCH na série S&P500. Tais resultados justificam o uso de modelos mais
complexos como NM-MM-ARMA e NMGARCH para a estimação de quantis e gestão de
risco com base em séries financeiras.
Ressaltamos que o intevalo histórico considerados para a série tem grande
influência no seu tipo de não-estacionariedade, de maneira que diferentes modelos podem
se mostrar como os mais adequados para tratar diferentes intervalos da mesma série.
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Ranking KS AIC BIC MAE MSE
1𝑜 5Mm GCHm GCHm 5Mm 3M
0,02853 367,711 380,608 0,263691 0,117569
2𝑜 3Mm 3Mm AM 3Mm GCH
0,02912 373,541 397,565 0,263771 0,117574
3𝑜 NM2m GCH 3Mm NM2m NM3
0,03162 378,614 403,634 0,263787 0,117685
4𝑜 NM4m NM2m GCH GCHm 5M
0,03316 379,377 404,408 0,263802 0,117853
5𝑜 AM 3M NM2m NM3m AM
0,03500 384,501 418,068 0,263831 0,117919
6𝑜 NM3m AM 3M NM4m NM4
0,03934 384,669 427,491 0,263880 0,118447
7𝑜 GCHm 5Mm 5Mm NM2 NM2
0,04301 386,375 442,262 0,264122 0,119338
8𝑜 NM4 NM2 NM2 NM3
0,05588 391,102 442,689 0,264211
9𝑜 NM3 NM3m NM3m AM
0,06015 391,886 452,071 0,264213
10𝑜 NM2 5M 5M 3M
0,06404 396,532 465,316 0,264587
11𝑜 3M NM3 NM3 GCH
0,06934 400,341 473,423 0,264602
12𝑜 5M NM4m NM4m NM4
0,06934 402,314 483,994 0,264684
13𝑜 GCH NM4 NM4 5M
0,07199 415,344 509,921 0,265080
Tabela 23 – Resultados dos modelos estimados para a série do índice financeiro IBO-
VESPA. Legenda de abreviações: NM-MM-ARMA-3 (3M), NM-MM-ARMA-
5 (5M), ARMA (AM), GARCH (GCH), NMGARCH-2 (NM2), NMGARCH-
3 (NM3), NMGARCH-4 (NM4), modelo com média condicional estacionária
(m).
Série 𝐾𝑆𝑀𝑜𝑑𝑒𝑙𝑜 𝐾𝑆𝐴𝑅𝑀𝐴 𝐾𝑆𝐺𝐴𝑅𝐶𝐻 𝐾𝑆𝑀𝑜𝑑𝑒𝑙𝑜− 𝐾𝑆𝑚𝑜𝑑𝑒𝑙𝑜−
𝐾𝑆𝐴𝑅𝑀𝐴 𝐾𝑆𝐺𝐴𝑅𝐶𝐻
NM-MM-ARMA-5m
BRLUSD 0, 02867 0, 03247 0, 03726 −0, 00380 −0, 00859
Nikkey225 0, 02753 0, 07101 0, 03427 −0, 04348 −0, 00674
Ibovespa 0, 02853 0, 03500 0, 04301 −0, 00647 −0, 01448
NMGARCH4m
GBPUSD 0, 02752 0, 08890 0, 06321 −0, 06138 −0, 03569
NMGARCH3m
SP&500 0, 03441 0, 07618 0, 05559 −0, 04177 −0, 02118
Tabela 24 – Principais resultados dos melhores modelos em relação aos modelos ARMA
e GARCH sob o critério KS.
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Figura 66 – Gráfico dos momentos condicionais 𝑚1,𝑡(𝛽), 𝑚2,𝑡(𝛽), 𝑚3,𝑡(𝛽), 𝑚4,𝑡(𝛽),
𝑚5,𝑡(𝛽) do modelo NM-MM-ARMA-5 de média estacionária estimado para
a série Ibovespa.
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Modelo 𝑚1,𝑡(𝛽) = −0, 0119 ,
NMGARCH-4 𝜎21,𝑡(𝛽) = 1, 2387 + 0, 4346𝜎21,𝑡−1(𝛽) + 0, 5524𝜖2𝑡−1(𝛽) ,
Série 𝜎22,𝑡(𝛽) = 0, 000024 + 0, 9586𝜎22,𝑡−1(𝛽) + 0, 02581𝜖2𝑡−1(𝛽) ,
GBPUSD 𝜎23,𝑡(𝛽) = 2, 8428 + 0, 7955𝜎23,𝑡−1(𝛽) + 0, 1736𝜖2𝑡−1(𝛽) ,
𝜎24,𝑡(𝛽) = 0, 0031 + 0, 8699𝜎24,𝑡−1(𝛽) + 0, 1066𝜖2𝑡−1(𝛽) ,
𝜇1 = −0, 4500 , 𝜇2 = 0, 0023 , 𝜇3 = −0, 0646 , 𝜇4 = −0, 0046 ,
𝜋1 = 0, 00084 , 𝜋2 = 0, 7193 , 𝜋3 = 0, 00038 , 𝜋4 = 0, 2793 .
Modelo 𝑚1,𝑡(𝛽) = −0, 0119 ,
NM-MM-ARMA-3 𝑚2,𝑡(𝛽) = 0, 00020 + 0, 9542𝑚2,𝑡−1 + 0, 0405𝜖2𝑡−1(𝛽) ,
Série 𝑚3,𝑡(𝛽) = −2, 1710− 0, 9709𝑚3,𝑡−1 + 0, 0060𝜖3𝑡−1(𝛽) ,
GBPUSD 𝜆2 = 0, 9693 .
Modelo 𝑚1,𝑡(𝛽) = −0, 0077 ,
NM-MM-ARMA-5 𝑚2,𝑡(𝛽) = 0, 00097 + 0, 8589𝑚2,𝑡−1 + 0, 1393𝜖2𝑡−1(𝛽) ,
Série 𝑚3,𝑡(𝛽) = 0, 2401− 0, 9401𝑚3,𝑡−1 + 0, 0475𝜖3𝑡−1(𝛽) ,
BRLUSD 𝑚4,𝑡(𝛽) = 𝑚2,𝑡(𝛽)2 + 𝑚3,𝑡(𝛽)
2
𝑚2,𝑡(𝛽) + 4, 4638 + 0, 0291𝑚4,𝑡−1 + 0, 5680𝜖
4
𝑡−1(𝛽) ,
𝑚5,𝑡(𝛽) = −2, 0411− 0, 4130𝑚5,𝑡−1 − 0, 3919𝜖5𝑡−1(𝛽) ,
𝜆2 = 0, 9806 .
Modelo 𝑚1,𝑡(𝛽) = −0, 0098 ,
NM-MM-ARMA-5 𝑚2,𝑡(𝛽) = 0, 0326 + 0, 4100𝑚2,𝑡−1 + 0, 1258𝜖2𝑡−1(𝛽) ,
Série 𝑚3,𝑡(𝛽) = 2, 1130− 0, 4238𝑚3,𝑡−1 − 0, 4487𝜖3𝑡−1(𝛽) ,
Nikkey225 𝑚4,𝑡(𝛽) = 𝑚2,𝑡(𝛽)2 + 𝑚3,𝑡(𝛽)
2
𝑚2,𝑡(𝛽) + 4, 1027 + 0, 9232𝑚4,𝑡−1 + 0, 0048𝜖
4
𝑡−1(𝛽) ,
𝑚5,𝑡(𝛽) = 1, 8984 + 0, 7687𝑚5,𝑡−1 − 0, 1426𝜖5𝑡−1(𝛽) ,
𝜆2 = 0, 8476 .
Modelo 𝑚1,𝑡(𝛽) = 0, 0066 ,
NMGARCH-3 𝜎21,𝑡(𝛽) = 0, 0323 + 0, 5847𝜎21,𝑡−1(𝛽) + 0, 3882𝜖2𝑡−1(𝛽) ,
Série 𝜎22,𝑡(𝛽) = 0, 0036 + 0, 0591𝜎22,𝑡−1(𝛽) + 0, 0129𝜖2𝑡−1(𝛽) ,
SP&500 𝜎23,𝑡(𝛽) = 0, 00011 + 0, 9386𝜎23,𝑡−1(𝛽) + 0, 0585𝜖2𝑡−1(𝛽) ,
𝜇1 = −0, 1796 , 𝜇2 = 0, 0015 , 𝜇3 = 0, 0142 ,
𝜋1 = 0, 0683 , 𝜋2 = 0, 0769 , 𝜋3 = 0, 8546 .
Modelo 𝑚1,𝑡(𝛽) = 0, 0149− 0, 1498𝑥𝑡−1 + 0, 1398𝜖𝑡−1(𝛽) ,
NM-MM-ARMA-3 𝑚2,𝑡(𝛽) = 0, 0018 + 0, 8934𝑚2,𝑡−1 + 0, 0957𝜖2𝑡−1(𝛽) ,
Série 𝑚3,𝑡(𝛽) = −1, 9975 + 0, 3769𝑚3,𝑡−1 − 0, 5034𝜖3𝑡−1(𝛽) ,
SP&500 𝜆2 = 0, 9155 .
Modelo 𝑚1,𝑡(𝛽) = −0, 0098 ,
NM-MM-ARMA-5 𝑚2,𝑡(𝛽) = 0, 1064 + 0, 0231𝑚2,𝑡−1 + 0, 0203𝜖2𝑡−1(𝛽) ,
Série 𝑚3,𝑡(𝛽) = −2, 2897− 0, 7705𝑚3,𝑡−1 − 0, 1698𝜖3𝑡−1(𝛽) ,
Ibovespa 𝑚4,𝑡(𝛽) = 𝑚2,𝑡(𝛽)2 + 𝑚3,𝑡(𝛽)
2
𝑚2,𝑡(𝛽) + 0, 8595 + 0, 9772𝑚4,𝑡−1 + 0, 0222𝜖
4
𝑡−1(𝛽) ,
𝑚5,𝑡(𝛽) = 1, 1302− 0, 4469𝑚5,𝑡−1 − 0, 4716𝜖5𝑡−1(𝛽) ,
𝜆2 = 0, 9771 .
Tabela 25 – Equações da evolução temporal dos modelos que melhor aproximaram as
séries financeiras analisadas.
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5.5.2 Séries de vazões de rios
Outro tipo de série temporal que iremos analisar está associado a séries de va-
zões de rios brasileiros que abastecem os reservatórios de usinas hidroelétricas. No Brasil,
otimizar a geração e distribuição de energia elétrica proveniente de usinas hidroelétricas
envolve a gestão do uso da reserva hídrica de cada usina para geração de energia. Essa
gestão depende, em parte, da previsão diária dessas séries de vazões de rios que desaguam
na represa de cada usina. Assim, selecionamos quatro séries de vazões de rios de algumas
das usinas mais importantes do Brasil: Água Vermelha, Emborcação, Furnas e Sobradi-
nho. Essas séries foram obtidas do site do Operador Nacional do Sistema Elétrico (ONS)4.
O período analisado para composição das séries diárias de vazões de cada usina foi de 1𝑜
de Janeiro de 1990 a 31 de dezembro de 2010, sendo 5478 amostras para treinamento,
1461 para validação e 730 para teste. A Tabela 26 apresenta uma descrição resumida de
cada série considerada neste estudo.
Série 𝑚1(×103) √𝑚2(×106)
Água Vermelha 2,094 18,394
Emborcação 0,450 1,448
Furnas 0,865 4,512
Sobradinho 2,276 34,785
Tabela 26 – Momentos da série como um todo para séries das vazões dos rios das usinas
analisadas na medida original em 𝑚3/𝑠 .
À semelhança do que foi feito com as séries financeiras, cada modelo é cons-
truído com base na variação logarítmica anualizada da série, a qual é obtida conforme
a expressão (5.26). A série 𝑥𝑡 quantifica como se deu a variação da vazão: se a vazão 𝑣𝑡
aumenta de um dia para o outro, 𝑥𝑡 > 0; caso contrário, 𝑥𝑡 < 0.
𝑥𝑡 = (log(𝑣𝑡)− log(𝑣𝑡−1)) 𝑇365 . (5.26)
A Tabela 27 apresenta os momentos amostrais (𝑚𝑘 = 1𝑇
∑︀𝑇
𝑡=1(𝑥𝑡 −𝑚1)𝑘, 𝑘 =
2, 3, 4, 5) dessas variações logarítmicas anualizadas para as vazões analisadas.
Em virtude da alta sazonalidade das vazões de rios conforme as estações do
ano e os ciclos de chuvas de cada região, modificamos os modelos de forma a incluir de
forma mais clara esta característica das séries. Podemos ver nas Figuras 67 a 70 que o
comportamento de cada uma das séries de vazões é diferente em cada estação do ano. Para
facilitar a percepção, as amostras das séries foram coloridas de acordo com as estações
do ano: o trecho referente aos meses de verão é ilustrado em vermelho; por sua vez, os
4 http://ons.org.br/
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Série 𝑚1(×10−3) √𝑚2 𝑚3√
𝑚32
𝑚4
𝑚22
𝑚5√
𝑚52
Água Vermelha 0,295 0,988 0,948 6,582 21,190
Emborcação -0,826 1,945 1,571 11,866 53,792
Furnas 1,491 1,929 1,273 14,758 56,063
Sobradinho 2,705 0,597 1,122 13,408 -31,167
Tabela 27 – Momentos da série como um todo para séries das variações logarítmicas
anualizadas para as vazões dos rios das usinas analisadas.
dados referentes aos meses do outono, do inverno e da primavera são indicados pelas cores
amarela, azul e verde, respectivamente.
Analisando essas figuras é possível perceber que a sazonalidade da variância
dessas séries coincide com as mudanças no regime de chuvas em cada estação do ano.
É possível perceber que o início da primavera coincide com o aumento da variância da
série 𝑥𝑡 de variação logarítmica causada pelo início da temporada com grande ocorrência
de chuvas, enquanto no final do verão inicia-se a diminuição da variância por causa do
final dessa temporada. Por sua vez, tanto durante o inverno quanto durante o outono, a
variação da série 𝑥𝑡 é relativamente pequena, sugerindo uma baixa variância neste período
devido a pouca ocorrência de chuvas durante essas estações do ano nas regiões das usinas
analisadas.
Figura 67 – Gráfico da série de variações logarítmicas anulizadas das vazões de Água
Vermelha do período de 01/01/2009 a 31/12/2010. Em vermelho encontra-se
o primeiro trimestre, em amarelo o segundo, em azul o terceiro e em verde o
quarto.
Desta forma, constatamos que as séries de vazões são afetadas diretamente
pela mudança das estações do ano. Por causa disto, vamos incluir parâmetros sazonais
nas leis das médias e variâncias condicionais dos modelos estudados, os quais vão ser
dependentes do mês em que a série se encontra. Esta compensação da sazonalidade será
feita inserindo variáveis fictícias de duas formas: com frequência bimestral e trimestral.
O conjunto de variáveis trimestrais, descrito nas Equações (5.27) a (5.30), indicará em
qual trimestre a série se encontra, enquanto o conjunto bimestral - vide Equações (5.31)
a (5.36) - apontará para o bimestre do ano em que a série se encontra.
Capítulo 5. Metodologia dos experimentos e resultados 186
Figura 68 – Gráfico da série de variações logarítmicas anulizadas das vazões de Embor-
cação do período de 01/01/2009 a 31/12/2010. Em vermelho encontra-se o
primeiro trimestre, em amarelo o segundo, em azul o terceiro e em verde o
quarto.
Figura 69 – Gráfico da série de variações logarítmicas anulizadas das vazões de Furnas do
período de 01/01/2009 a 31/12/2010. Em vermelho encontra-se o primeiro
trimestre, em amarelo o segundo, em azul o terceiro e em verde o quarto.
Figura 70 – Gráfico da série de variações logarítmicas anulizadas das vazões de Sobra-
dinho do período de 01/01/2009 a 31/12/2010. Em vermelho encontra-se o
primeiro trimestre, em amarelo o segundo, em azul o terceiro e em verde o
quarto.
𝐼𝑡𝑟𝑖1 (𝑡) =
⎧⎪⎨⎪⎩1, se 𝑡 ∈ {Janeiro, Fevereiro, Março}0, caso contrário. , (5.27)
𝐼𝑡𝑟𝑖2 (𝑡) =
⎧⎪⎨⎪⎩1, se 𝑡 ∈ {Abril, Maio, Junho}0, caso contrário. . (5.28)
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𝐼 𝑡𝑟𝑖3 (𝑡) =
⎧⎪⎨⎪⎩1, se 𝑡 ∈ {Julho, Agosto, Setembro}0, caso contrário. , (5.29)
𝐼 𝑡𝑟𝑖4 (𝑡) =
⎧⎪⎨⎪⎩1, se 𝑡 ∈ {Outubro, Novembro, Dezembro}0, caso contrário. , (5.30)
𝐼𝑏𝑖1 (𝑡) =
⎧⎪⎨⎪⎩1, se 𝑡 ∈ {Janeiro, Fevereiro}0, caso contrário. , (5.31)
𝐼𝑏𝑖2 (𝑡) =
⎧⎪⎨⎪⎩1, se 𝑡 ∈ {Março, Abril}0, caso contrário. , (5.32)
𝐼𝑏𝑖3 (𝑡) =
⎧⎪⎨⎪⎩1, se 𝑡 ∈ {Maio, Junho}0, caso contrário. , (5.33)
𝐼𝑏𝑖4 (𝑡) =
⎧⎪⎨⎪⎩1, se 𝑡 ∈ {Julho, Agosto}0, caso contrário. , (5.34)
𝐼𝑏𝑖5 (𝑡) =
⎧⎪⎨⎪⎩1, se 𝑡 ∈ {Setembro, Outubro}0, caso contrário. , (5.35)
𝐼𝑏𝑖6 (𝑡) =
⎧⎪⎨⎪⎩1, se 𝑡 ∈ Novembro, Dezembro;0, caso contrário. . (5.36)
Utilizaremos essas variáveis fictícias nas leis de evolução das médias e variân-
cias condicionais nos modelos GARCH, NMGARCH e NM-MM-ARMA. Essa alteração
sazonal nos modelos faz com que eles apresentem comportamentos diferentes em cada
período do ano conforme a frequência bimestral ou trimestral. Como o modelo ARMA
não possui variação da variância iremos incluir as variáveis fictícias somente na lei da
média condicional. A seguir, apresentamos as modificações sazonais nos modelos ARMA,
GARCH, NMGARCH e NM-MM-ARMA.
No modelo ARMA, as variáveis fictícias sazonais foram incluídas na lei de
evolução das médias condicionais, conforme mostram as Equações (5.37) e (5.38). Deste
modo, o modelo ARMA trimestral passa a ter seis parâmetros a estimar, e o modelo
ARMA bimestral tem oito parâmetros a estimar.
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Modelo ARMA trimestral:
𝑚1,𝑡(𝛽) = 𝑎(1)1 𝐼 𝑡𝑟𝑖1 (𝑡) + 𝑎
(2)
1 𝐼
𝑡𝑟𝑖
2 (𝑡) + 𝑎
(3)
1 𝐼
𝑡𝑟𝑖
3 (𝑡) + 𝑎
(4)
1 𝐼
𝑡𝑟𝑖
4 (𝑡) + 𝑏1𝑥𝑡−1 + 𝑐1𝜖𝑡−1(𝛽) . (5.37)
Modelo ARMA bimestral:
𝑚1,𝑡(𝛽) = 𝑎(1)1 𝐼𝑏𝑖1 (𝑡) + 𝑎
(2)
1 𝐼
𝑏𝑖
2 (𝑡) + 𝑎
(3)
1 𝐼
𝑏𝑖
3 (𝑡) + 𝑎
(4)
1 𝐼
𝑏𝑖
4 (𝑡) (5.38)
+ 𝑎(5)1 𝐼𝑏𝑖5 (𝑡) + 𝑎
(6)
1 𝐼
𝑏𝑖
6 (𝑡) + 𝑏1𝑥𝑡−1 + 𝑐1𝜖𝑡−1(𝛽) .
No modelo GARCH, as variáveis fictícias sazonais foram incluídas na lei de
evolução das médias e variâncias condicionais, que, agora, são dadas pelas Equações (5.39)
a (5.42). Dessa forma, os modelos para a evolução das médias e variâncias condicionais
comportam variação pela sazonalidade anual da série. Assim, o modelo GARCH trimestral
passa a ter 12 parâmetros a estimar, enquanto o modelo bimestral contém 16 parâmetros
a serem estimados.
Modelo GARCH trimestral:
𝑚1,𝑡(𝛽) = 𝑎(1)1 𝐼 𝑡𝑟𝑖1 (𝑡) + 𝑎
(2)
1 𝐼
𝑡𝑟𝑖
2 (𝑡) + 𝑎
(3)
1 𝐼
𝑡𝑟𝑖
3 (𝑡) + 𝑎
(4)
1 𝐼
𝑡𝑟𝑖
4 (𝑡) + 𝑏1𝑥𝑡−1 + 𝑐1𝜖𝑡−1(𝛽) , (5.39)
𝜎2𝑡 (𝛽) = 𝑎
(1)
2 𝐼
𝑡𝑟𝑖
1 (𝑡) + 𝑎
(2)
2 𝐼
𝑡𝑟𝑖
2 (𝑡) + 𝑎
(3)
2 𝐼
𝑡𝑟𝑖
3 (𝑡) + 𝑎
(4)
2 𝐼
𝑡𝑟𝑖
4 (𝑡) + 𝑏2𝜎2𝑡−1(𝛽) + 𝑐2𝜖𝑡−1(𝛽)2 .
(5.40)
Modelo GARCH bimestral:
𝑚1,𝑡(𝛽) = 𝑎(1)1 𝐼𝑏𝑖1 (𝑡) + 𝑎
(2)
1 𝐼
𝑏𝑖
2 (𝑡) + 𝑎
(3)
1 𝐼
𝑏𝑖
3 (𝑡) + 𝑎
(4)
1 𝐼
𝑏𝑖
4 (𝑡) (5.41)
+ 𝑎(5)1 𝐼𝑏𝑖5 (𝑡) + 𝑎
(6)
1 𝐼
𝑏𝑖
6 (𝑡) + 𝑏1𝑥𝑡−1 + 𝑐1𝜖𝑡−1(𝛽) ,
𝜎2𝑡 (𝛽) = 𝑎
(1)
2 𝐼
𝑏𝑖
1 (𝑡) + 𝑎
(2)
2 𝐼
𝑏𝑖
2 (𝑡) + 𝑎
(3)
2 𝐼
𝑏𝑖
3 (𝑡) + 𝑎
(4)
2 𝐼
𝑏𝑖
4 (𝑡) (5.42)
+ 𝑎(5)2 𝐼𝑏𝑖5 (𝑡) + 𝑎
(6)
2 𝐼
𝑏𝑖
6 (𝑡) + 𝑏2𝜎2𝑡−1(𝛽) + 𝑐2𝜖𝑡−1(𝛽)2 .
No caso do modelo NMGARCH, as variáveis fictícias são inseridas nas leis
de evolução das médias condicionais e das variâncias condicionais de cada componente
normal da mistura. Um ponto importante a ser mencionado é que a parte sazonal é
comum a todas as componentes, enquanto a parte da lei de autoregressão é específica,
i.e., contém parâmetros particulares a cada componente normal, conforme podemos ver
nas Equações (5.43) a (5.47). Ao todo, o número de parâmetros do modelo NMGARCH
com 𝑁 componentes normais e sazonalidade trimestral é 5𝑁 + 10, enquanto existem
5𝑁 + 14 parâmetros quando a sazonalidade é bimestral.
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Modelo NMGARCH trimestral:
𝑚1,𝑡(𝛽) = 𝑎(1)1 𝐼 𝑡𝑟𝑖1 (𝑡) + 𝑎
(2)
1 𝐼
𝑡𝑟𝑖
2 (𝑡) + 𝑎
(3)
1 𝐼
𝑡𝑟𝑖
3 (𝑡) + 𝑎
(4)
1 𝐼
𝑡𝑟𝑖
4 (𝑡) + 𝑏1𝑥𝑡−1 + 𝑐1𝜖𝑡−1(𝛽) , (5.43)
𝜎2𝑘,𝑡 = 𝑎
(1)
2 𝐼
𝑡𝑟𝑖
1 (𝑡) + 𝑎
(2)
2 𝐼
𝑡𝑟𝑖
2 (𝑡) + 𝑎
(3)
2 𝐼
𝑡𝑟𝑖
3 (𝑡) + 𝑎
(4)
2 𝐼
𝑡𝑟𝑖
4 (𝑡) (5.44)
+ 𝑎2,𝑘 + 𝑏2,𝑘𝜎2𝑘,𝑡−1 + 𝑐2,𝑘𝜖𝑡−1(𝛽)2 , 𝑘 = 1, 2, ..., 𝑁 . (5.45)
Modelo NMGARCH bimestral:
𝑚1,𝑡(𝛽) = 𝑎(1)1 𝐼𝑏𝑖1 (𝑡) + 𝑎
(2)
1 𝐼
𝑏𝑖
2 (𝑡) + 𝑎
(3)
1 𝐼
𝑏𝑖
3 (𝑡) + 𝑎
(4)
1 𝐼
𝑏𝑖
4 (𝑡) (5.46)
+ 𝑎(5)1 𝐼𝑏𝑖5 (𝑡) + 𝑎
(6)
1 𝐼
𝑏𝑖
6 (𝑡) + 𝑏1𝑥𝑡−1 + 𝑐1𝜖𝑡−1(𝛽) ,
𝜎2𝑘,𝑡 = 𝑎
(1)
2 𝐼
𝑏𝑖
1 (𝑡) + 𝑎
(2)
2 𝐼
𝑏𝑖
2 (𝑡) + 𝑎
(3)
2 𝐼
𝑏𝑖
3 (𝑡) + 𝑎
(4)
2 𝐼
𝑏𝑖
4 (𝑡) (5.47)
+ 𝑎(5)2 𝐼𝑏𝑖5 (𝑡) + 𝑎
(6)
2 𝐼
𝑏𝑖
6 (𝑡) + 𝑎2,𝑘 + 𝑏2,𝑘𝜎2𝑘,𝑡−1 + 𝑐2,𝑘𝜖𝑡−1(𝛽)2 , 𝑘 = 1, 2, ..., 𝑁 .
Finalmente, no caso do modelo NM-MM-ARMA proposto neste trabalho, as
variáveis fictícias são inseridas nas leis de evolução das médias e variâncias condicionais
para compensar a sazonalidade. As demais leis - por exemplo, aquela referente à obliqui-
dade -, permanecem idênticas à versão original apresentada no Capítulo 4.
As Equações (5.48) a (5.63) apresentam as expressões completas das leis de
evolução dos momentos considerados nas versões NM-MM-ARMA-3 e NM-MM-ARMA-5,
tanto para o caso de sazonalidade trimestral quanto bimestral. Sendo assim, as dimensões
dos conjuntos de parâmetros do modelo NM-MM-ARMA-3 são iguais a 16 e 20 nos casos
trimestral e bimestral, respectivamente. Por sua vez, temos 22 parâmetros ajustáveis no
modelo NM-MM-ARMA-5 trimestral, e 26 parâmetros no NM-MM-ARMA-5 bimestral.
Modelo NM-MM-ARMA3 trimestral:
𝑚1,𝑡(𝛽) = 𝑎(1)1 𝐼 𝑡𝑟𝑖1 (𝑡) + 𝑎
(2)
1 𝐼
𝑡𝑟𝑖
2 (𝑡) + 𝑎
(3)
1 𝐼
𝑡𝑟𝑖
3 (𝑡) + 𝑎
(4)
1 𝐼
𝑡𝑟𝑖
4 (𝑡) + 𝑏1𝑥𝑡−1 + 𝑐1𝜖𝑡−1(𝛽) , (5.48)
𝑚2,𝑡(𝛽) = 𝑎(1)2 𝐼 𝑡𝑟𝑖1 (𝑡) + 𝑎
(2)
2 𝐼
𝑡𝑟𝑖
2 (𝑡) + 𝑎
(3)
2 𝐼
𝑡𝑟𝑖
3 (𝑡) + 𝑎
(4)
2 𝐼
𝑡𝑟𝑖
4 (𝑡) (5.49)
+ 𝑏2𝑚2,𝑡−1(𝛽) + 𝑐2𝜖𝑡−1(𝛽)2 ,
𝑚3,𝑡(𝛽) = 𝑎3 + 𝑏3𝑚3,𝑡−1(𝛽) + 𝑐3𝜖𝑡−1(𝛽)3 . (5.50)
Modelo NM-MM-ARMA3 bimestral:
𝑚1,𝑡(𝛽) = 𝑎(1)1 𝐼𝑏𝑖1 (𝑡) + 𝑎
(2)
1 𝐼
𝑏𝑖
2 (𝑡) + 𝑎
(3)
1 𝐼
𝑏𝑖
3 (𝑡) + 𝑎
(4)
1 𝐼
𝑏𝑖
4 (𝑡) (5.51)
+ 𝑎(5)1 𝐼𝑏𝑖5 (𝑡) + 𝑎
(6)
1 𝐼
𝑏𝑖
6 (𝑡) + 𝑏1𝑥𝑡−1 + 𝑐1𝜖𝑡−1(𝛽) ,
𝑚2,𝑡(𝛽) = 𝑎(1)2 𝐼𝑏𝑖1 (𝑡) + 𝑎
(2)
2 𝐼
𝑏𝑖
2 (𝑡) + 𝑎
(3)
2 𝐼
𝑏𝑖
3 (𝑡) + 𝑎
(4)
2 𝐼
𝑏𝑖
4 (𝑡) (5.52)
+ 𝑎(5)1 𝐼𝑏𝑖5 (𝑡) + 𝑎
(6)
2 𝐼
𝑏𝑖
6 (𝑡) + 𝑏2𝑚2,𝑡−1(𝛽) + 𝑐2𝜖𝑡−1(𝛽)2 ,
𝑚3,𝑡(𝛽) = 𝑎3 + 𝑏3𝑚3,𝑡−1(𝛽) + 𝑐3𝜖𝑡−1(𝛽)3 . (5.53)
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Modelo NM-MM-ARMA5 trimestral:
𝑚1,𝑡(𝛽) = 𝑎(1)1 𝐼 𝑡𝑟𝑖1 (𝑡) + 𝑎
(2)
1 𝐼
𝑡𝑟𝑖
2 (𝑡) + 𝑎
(3)
1 𝐼
𝑡𝑟𝑖
3 (𝑡) + 𝑎
(4)
1 𝐼
𝑡𝑟𝑖
4 (𝑡) + 𝑏1𝑥𝑡−1 + 𝑐1𝜖𝑡−1(𝛽) , (5.54)
𝑚2,𝑡(𝛽) = 𝑎(1)2 𝐼 𝑡𝑟𝑖1 (𝑡) + 𝑎
(2)
2 𝐼
𝑡𝑟𝑖
2 (𝑡) + 𝑎
(3)
2 𝐼
𝑡𝑟𝑖
3 (𝑡) + 𝑎
(4)
2 𝐼
𝑡𝑟𝑖
4 (𝑡) (5.55)
+ 𝑏2𝑚2,𝑡−1(𝛽) + 𝑐2𝜖𝑡−1(𝛽)2 ,
𝑚3,𝑡(𝛽) = 𝑎3 + 𝑏3𝑚3,𝑡−1(𝛽) + 𝑐3𝜖𝑡−1(𝛽)3 , (5.56)
𝑚4,𝑡(𝛽) = 𝑚2,𝑡(𝛽)2 +
𝑚3,𝑡(𝛽)2
𝑚2,𝑡(𝛽)
+ 𝑎4 + 𝑏4𝑚3,𝑡−1(𝛽) + 𝑐4𝜖𝑡−1(𝛽)4 , (5.57)
𝑚5,𝑡(𝛽) = 𝑎5 + 𝑏5𝑚3,𝑡−1(𝛽) + 𝑐5𝜖𝑡−1(𝛽)5 . (5.58)
Modelo NM-MM-ARMA5 bimestral:
𝑚1,𝑡(𝛽) = 𝑎(1)1 𝐼𝑏𝑖1 (𝑡) + 𝑎
(2)
1 𝐼
𝑏𝑖
2 (𝑡) + 𝑎
(3)
1 𝐼
𝑏𝑖
3 (𝑡) + 𝑎
(4)
1 𝐼
𝑏𝑖
4 (𝑡) (5.59)
+ 𝑎(5)1 𝐼𝑏𝑖5 (𝑡) + 𝑎
(6)
1 𝐼
𝑏𝑖
6 (𝑡) + 𝑏1𝑥𝑡−1 + 𝑐1𝜖𝑡−1(𝛽) ,
𝑚2,𝑡(𝛽) = 𝑎(1)2 𝐼𝑏𝑖1 (𝑡) + 𝑎
(2)
2 𝐼
𝑏𝑖
2 (𝑡) + 𝑎
(3)
2 𝐼
𝑏𝑖
3 (𝑡) + 𝑎
(4)
2 𝐼
𝑏𝑖
4 (𝑡) (5.60)
+ 𝑎(5)2 𝐼𝑏𝑖5 (𝑡) + 𝑎
(6)
2 𝐼
𝑏𝑖
6 (𝑡) + 𝑏2𝑚2,𝑡−1(𝛽) + 𝑐2𝜖𝑡−1(𝛽)2 ,
𝑚3,𝑡(𝛽) = 𝑎3 + 𝑏3𝑚3,𝑡−1(𝛽) + 𝑐3𝜖𝑡−1(𝛽)3 (5.61)
𝑚4,𝑡(𝛽) = 𝑚2,𝑡(𝛽)2 +
𝑚3,𝑡(𝛽)2
𝑚2,𝑡(𝛽)
+ 𝑎4 + 𝑏4𝑚3,𝑡−1(𝛽) + 𝑐4𝜖𝑡−1(𝛽)4 , (5.62)
𝑚5,𝑡(𝛽) = 𝑎5 + 𝑏5𝑚3,𝑡−1(𝛽) + 𝑐5𝜖𝑡−1(𝛽)5 . (5.63)
Seria possível considerar sazonalidade em todos os coeficientes, ou, então, con-
siderar diferentes perfis sazonais, como mensal ou quinzenal. Contudo, isto acabaria au-
mentando ainda mais a dimensão do conjunto de parâmetros e poderia também criar
sobreajuste no modelo.
Assim, estimamos todos os modelos trimestrais e bimestrais acima para as
quatro séries de vazões de rios. Da mesma forma que estimamos e estudamos os mo-
delos não-estacionários para séries financeiras na Seção 5.5.1, vamos aplicar a mesma
metodologia para séries de vazões de rios.
Nessa seção, escolhemos a condição inicial de momento incondicional, i.e.
𝑚
(1)
𝑘,0(𝛽) e 𝜎
(1)
𝑘,0(𝛽), para treinamento, validação e teste. Dessa forma, nas Tabelas 28 a
31, encontram-se os resultados dos critérios de desempenho obtidos pelos modelos sa-
zonais estimados. Nas Figuras 71a a 74b encontram-se os gráficos dos parâmetros não-
estacionários das misturas de cada modelo NMGARCH e NM-MM-ARMA sazonal que
aproximou melhor as séries sob o critério KS. Além disso, nas Tabelas 32 e 33, mostramos
as equações com os parâmetros ótimos de cada um desses modelos.
No cenário de Água Vermelha apresentado na Tabela 28, o modelo NM-MM-
ARMA-3 atingiu um desempenho melhor que o NM-MM-ARMA-5 em todos os critérios.
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Para os critérios AIC e BIC o modelo NM-MM-ARMA-3 bimestral ocupou a terceira
posição, embora tenha um ranking apenas intermediário em termos de KS. Neste caso,
o NMGARCH-4 bimestral foi o modelo com melhor desempenho para a KS. Já para o
MAE, os modelos de terceiro momento obtiveram os menores valores com boa vantagem
sobre a maioria dos modelos. Em relação ao MSE, os modelos NM-MM-ARMA-3 tiveram
desempenho intermediário. Por outro lado, os modelos NM-MM-ARMA-5 apresentaram
desempenho pobre estando sempre entre os 7 piores modelos em todos os critérios.
Ranking KS AIC BIC MAE MSE
1𝑜 NM4bi NM3bi NM3bi 3Mbi GCHbi
0,03082 698,709 758,418 0,32919 0,30065
2𝑜 NM3bi GCHbi GCHbi 3Mtri AMbi
0,04603 712,328 767,445 0,32967 0,30142
3𝑜 NM2bi 3Mbi 3Mbi GCHtri AMtri
0,04685 717,385 790,874 0,33018 0,30166
4𝑜 NM4tri NM2bi NM2bi GCHbi 3Mbi
0,05288 723,925 806,599 0,33054 0,30235
5𝑜 NM2tri 3Mtri 3Mtri NM4tri GCHtri
0,0626 748,043 839,904 0,33697 0,30265
6𝑜 NM3tri NM3tri GCHtri AMtri NM3tri
0,06521 749,205 863,386 0,34083 0,30355
7𝑜 3Mbi NM2tri NM3tri AMbi 3Mtri
0,06836 778,449 873,217 0,34231 0,3043
8𝑜 GCHbi GCHtri NM2tri 5Mtri NM3bi
0,07658 789,897 879,496 0,37401 0,30441
9𝑜 3Mtri NM4tri NM4tri NM4bi NM2bi
0,07795 821,801 968,778 0,37924 0,30583
10𝑜 5Mbi NM4bi NM4bi NM3bi NM2tri
0,07877 855,936 984,542 0,41029 0,30593
11𝑜 5Mtri AMbi AMbi 5Mbi NM4tri
0,08452 1210,83 1252,17 0,43835 0,31507
12𝑜 GCHtri AMtri AMtri NM3tri NM4bi
0,08836 1219,84 1279,55 0,45042 0,32427
13𝑜 AMbi 5Mbi 5Mbi NM2tri 5Mtri
0,0963 1528,23 1629,27 0,45262 0,32882
14𝑜 AMtri 5Mtri 5Mtri NM2bi 5Mbi
0,10192 1644,66 1764,08 0,45831 0,39489
Tabela 28 – Resultados dos modelos estimados para a série de vazões de Água Verme-
lha. Legenda de abreviações: NM-MM-ARMA-3 (3M), NM-MM-ARMA-5
(5M), ARMA (AM), GARCH (GCH), NMGARCH-2 (NM2), NMGARCH-
3 (NM3), NMGARCH-4 (NM4), sazonalidade trimestral (tri), sazonalidade
bimestral (bi).
Exibimos, na Figura 71a, a evolução das variâncias condicionais do modelo
NMGARCH4 bimestral de menor critério KS que manifesta vários picos nas variâncias
condicionais. Por outro lado, na Figura 71b, vemos a evolução dos três primeiros mo-
mentos condicionais do modelo NM-MM-ARMA-3 bimestral de menor MSE e também
pode-se ver picos na variância condicional, porém as obliquidades apresentam um de-
caimento exponencial. Além disso, nesse modelo, as variações sazonais na evolução das
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variâncias condicionais são claramente percebidas.
(a) Gráfico dos momentos condicio-
nais 𝑚1,𝑡(𝛽), 𝜎2𝑖,𝑡(𝛽) do modelo
NMGARCH-4 bimestral estimado para
a série Água Vermelha.
(b) Gráfico dos momentos condicionais
𝑚1,𝑡(𝛽), 𝑚2,𝑡(𝛽), 𝑚3,𝑡(𝛽) do modelo
NM-MM-ARMA-3 bimestral estimado
para a série Água Vermelha.
Figura 71 – Gráfico dos momentos centrais dos modelos NMGARCH-4 e NM-MM-
ARMA-3 para a série Água Vermelha.
Para a série de Emborcação, na Tabela 29, os modelos NM-MM-ARMA-3 e
NM-MM-ARMA-5 de ambas sazonalidades foram os modelos de menor MSE com grande
vantagem sobre os outros modelos. Ademais, em termos de MAE, o modelo NM-MM-
ARMA-5 trimestral obteve o menor erro aboluto seguido pelos outros modelos NM-MM-
ARMA. Em relação a KS, os modelos NM-MM-ARMA-3 tiveram posições intermediárias
e o modelo NMGARCH-3 bimestral obteve o menor valor para KS. Em termos das métri-
cas AIC e BIC, o modelo NM-MM-ARMA-3 bimestral apareceu como o segundo melhor
modelo. Por fim, o modelo NM-MM-ARMA-5 esteve entre as piores colocações em relação
a AIC, BIC, e KS.
Na Figura 72a, o mais interessante a notar é que o modelo NMGARCH-4
bimestral apresenta um regime diferente em suas variâncias condicionais além da sazo-
nalidade incluída que é comum a elas. Mas, na Figura 72b do modelo NM-MM-ARMA-5
trimestral de menor MSE, temos que todos os momentos condicionais de ordem maior
que um possuem um regime quase constante com picos em alguns instantes de tempo.
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Ranking KS AIC BIC MAE MSE
1𝑜 NM3bi NM2bi NM2bi 5Mtri 5Mtri
0,03795 2036,67 2119,35 0,79598 1,34546
2𝑜 NM2tri 3Mbi 3Mbi 5Mbi 5Mbi
0,04452 2054,95 2128,43 0,81001 1,38724
3𝑜 NM2bi NM2tri NM3bi 3Mtri 3Mtri
0,04521 2057,12 2147,07 0,83434 1,54052
4𝑜 NM4bi 3Mtri NM2tri GCHtri 3Mbi
0,05685 2071,16 2158,17 0,8367 1,55121
5𝑜 3Mbi NM3bi 3Mtri 3Mbi GCHtri
0,06055 2087,36 2163,03 0,84759 1,5685
6𝑜 3Mtri GCHtri GCHbi GCHbi GCHbi
0,0689 2106,22 2163,16 0,85206 1,58183
7𝑜 GCHbi GCHbi GCHtri NM3bi NM3bi
0,07726 2108,04 2179,71 0,87739 1,60744
8𝑜 GCHtri NM3tri NM3tri NM3tri NM2bi
0,08904 2149,34 2273,35 0,91012 1,62159
9𝑜 NM3tri NM4tri NM4tri AMtri NM2tri
0,09068 2196,66 2343,64 0,91889 1,62519
10𝑜 AMbi NM4bi NM4bi AMbi NM3tri
0,0911 2262,38 2390,98 0,92108 1,64779
11𝑜 AMtri AMbi AMbi NM4tri NM4tri
0,09932 2527,50 2568,84 0,92393 1,75558
12𝑜 5Mbi AMtri AMtri NM4bi AMtri
0,09959 2533,90 2593,61 0,94267 1,83036
13𝑜 NM4tri 5Mbi 5Mbi NM2bi AMbi
0,10247 2669,16 2770,21 0,96167 1,83461
14𝑜 5Mtri 5Mtri 5Mtri NM2tri NM4bi
0,23479 3632,85 3752,27 0,96915 1,89200
Tabela 29 – Resultados dos modelos estimados para a série de vazões de Emborca-
ção. Legenda de abreviações: NM-MM-ARMA-3 (3M), NM-MM-ARMA-5
(5M), ARMA (AM), GARCH (GCH), NMGARCH-2 (NM2), NMGARCH-
3 (NM3), NMGARCH-4 (NM4), sazonalidade trimestral (tri), sazonalidade
bimestral (bi).
Na Tabela 30, a série de Furnas mostra que o modelo NM-MM-ARMA-3 está
entre os três primeiros modelos em termos de MAE e MSE com boa vantagem sobre a
maioria dos modelos. Em AIC e BIC, o NM-MM-ARMA-3 bimestral está em terceiro
lugar com pouca diferença sobre os primeiros no ranking. Porém em relação ao critério
KS, o modelo NM-MM-ARMA-3 trimestral obteve ranking intermediário. O modelo de
melhor KS foi o NMGARCH-2 bimestral com um valor baixo de 𝐾𝑆 = 0, 0289.
Como visto na Figura 73a, temos que o modelo NMGARCH-2 bimestral de
menor KS apresenta regimes bem diferentes em suas duas variâncias condicionais, evi-
denciando uma não-estacionariedade não-normal na aproximação das PDFs condicionais
da série de Furnas. Já o modelo NM-MM-ARMA-3 trimestral de menor MSE apresenta,
na Figura 73b, variâncias condicionais com vários picos e grande sazonalidade, mas uma
série de obliquidades condicionais quase constante.
Por fim, os resultados obtidos pelo modelo NM-MM-ARMA não foram muito
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(a) Gráfico dos momentos condicio-
nais 𝑚1,𝑡(𝛽), 𝜎2𝑖,𝑡(𝛽) do modelo
NMGARCH-3 bimestral estimado para
a série Emborcação.
(b) Gráfico dos momentos condicionais
𝑚1,𝑡(𝛽), 𝑚2,𝑡(𝛽), 𝑚3,𝑡(𝛽), 𝑚4,𝑡(𝛽),
𝑚5,𝑡(𝛽) do modelo NM-MM-ARMA-5
trimestral estimado para a série Em-
borcação.
Figura 72 – Gráfico dos momentos centrais dos modelos NMGARCH-3 e NM-MM-
ARMA-5 para a série Emborcação.
promissores para a série de Sobradinho, conforme mostra a Tabela 31. Porém, o modelo
NMGARCH-4 trimestral obteve o menor valor de KS, quase a metade do modelo NM-
MM-ARMA-5 trimestral.
Na Figura 74a, as variâncias condicionais do modelo NMGARCH-4 trimestral
apresentam regimes semelhantes entre si. Além disso, a Figura 74b mostra os resultados
para o NM-MM-ARMA-3 trimestral, na qual percebemos uma série de variâncias con-
dicionais bem semelhante às variâncias do modelo NMGARCH-4, mas as obliquidades
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condicionais oscilam, evidenciando mudanças bruscas na aproximação da assimetria das
PDFs condicionais da série.
Ranking KS AIC BIC MAE MSE
1𝑜 NM2bi NM2tri NM2bi GCHbi GCHbi
0,0289 1810,35 1905,24 0,7342 1,33523
2𝑜 NM4bi NM2bi NM2tri 3Mbi GCHtri
0,0363 1822,57 1911,40 0,73421 1,33984
3𝑜 NM2tri 3Mbi 3Mbi 3Mtri 3Mtri
0,03986 1853,25 1926,74 0,73525 1,34137
4𝑜 NM3tri NM4bi GCHbi GCHtri NM2bi
0,05438 1896,97 1962,20 0,73838 1,34173
5𝑜 GCHbi GCHbi GCHtri NM4bi NM2tri
0,08466 1907,08 1983,62 0,75433 1,34219
6𝑜 3Mtri 3Mtri NM3bi AMbi NM3tri
0,08658 1909,23 1987,31 0,77654 1,34502
7𝑜 3Mbi GCHtri 3Mtri AMtri 3Mbi
0,08822 1910,13 2001,09 0,77714 1,34607
8𝑜 GCHtri NM3bi NM4bi NM3tri NM4bi
0,09658 1927,60 2025,57 0,80396 1,3538
9𝑜 NM3bi NM3tri NM3tri 5Mtri NM3bi
0,10219 1927,83 2051,84 0,84131 1,36027
10𝑜 AMtri NM4tri AMbi 5Mbi AMtri
0,10685 2249,15 2375,60 0,8726 1,40206
11𝑜 AMbi AMbi NM4tri NM2bi AMbi
0,10973 2334,27 2396,13 0,91797 1,40311
12𝑜 5Mbi AMtri AMtri NM4tri NM4tri
0,1511 2341,87 2401,58 0,92049 1,48528
13𝑜 NM4tri 5Mbi 5Mbi NM2tri 5Mtri
0,15219 2522,86 2623,91 0,97293 1,5341
14𝑜 5Mtri 5Mtri 5Mtri NM3bi 5Mbi
0,17904 2579,60 2699,02 0,97934 1,7147
Tabela 30 – Resultados dos modelos estimados para a série de vazões de Furnas. Legenda
de abreviações: NM-MM-ARMA-3 (3M), NM-MM-ARMA-5 (5M), ARMA
(AM), GARCH (GCH), NMGARCH-2 (NM2), NMGARCH-3 (NM3),
NMGARCH-4 (NM4), sazonalidade trimestral (tri), sazonalidade bimestral
(bi).
Tendo em vista os quatro cenários testados de vazões testados neste trabalho,
percebemos que o modelo proposto não conseguiu atingir o melhor desempenho em termos
da métrica KS, obtendo, em geral, resultados intermediários, assim como ocorreu para
os critérios AIC e BIC. Contudo, para as métricas MAE e MSE, as diferentes versões do
NM-MM-ARMA alcançaram bons resultados, estando entre os melhores para as séries de
Água Vermelha, Emborcação e Furnas. No caso de Emborcação, o NM-MM-ARMA foi o
melhor com alguma folga em relação aos demais modelos. Além disso, as figuras indicam,
em geral, que parece haver boa aproximação do valor da série pelas médias condicionais
estimadas pelos modelos propostos.
Conforme já destacado no início da Seção 5.5, no âmbito das séries de vazões,
ainda que a aproximação dos quantis - aferida pela KS - seja relevante, obter estimativas
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precisas, i.e., com baixo erro, para as amostras da série é bastante importante. Neste
sentido, o fato de o NM-MM-ARMA ter sido capaz de atingir bons resultados encoraja a
sua aplicação para o tratamento destas séries.
(a) Gráfico dos momentos condicio-
nais 𝑚1,𝑡(𝛽), 𝜎2𝑖,𝑡(𝛽) do modelo
NMGARCH-2 bimestral estimado para
a série Furnas.
(b) Gráfico dos momentos condicionais
𝑚1,𝑡(𝛽), 𝑚2,𝑡(𝛽), 𝑚3,𝑡(𝛽) do modelo
NM-MM-ARMA-3 trimestral estimado
para a série Furnas.
Figura 73 – Gráfico dos momentos centrais dos modelos NMGARCH-2 e NM-MM-
ARMA-3 para a série Furnas.
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Ranking KS AIC BIC MAE MSE
1𝑜 NM4tri NM2tri NM3bi AMtri NM2tri
0,02452 785,454 851,214 0,31804 0,25941
2𝑜 NM2bi NM3bi NM2tri AMbi NM3tri
0,03411 791,504 886,501 0,31887 0,25984
3𝑜 NM4bi NM2bi NM2bi GCHbi NM3bi
0,03945 804,643 887,317 0,32051 0,25991
4𝑜 NM3bi NM3tri NM3tri NM3bi NM2bi
0,04288 828,405 952,417 0,32087 0,2605
5𝑜 GCHtri NM4tri NM4tri 3Mtri AMbi
0,04329 836,191 983,168 0,32164 0,26051
6𝑜 NM2tri NM4bi NM4bi GCHtri AMtri
0,04452 856,722 985,327 0,32182 0,26083
7𝑜 NM3tri GCHtri GCHtri NM4bi NM4bi
0,04575 923,450 996,939 0,32772 0,26274
8𝑜 5Mbi AMbi AMbi 3Mbi GCHbi
0,05151 1105,23 1146,56 0,32928 0,26309
9𝑜 3Mtri AMtri AMtri 5Mtri 3Mtri
0,06055 1112,05 1171,76 0,34415 0,26839
10𝑜 3Mbi 3Mtri 3Mbi NM4tri NM4tri
0,06137 1160,18 1238,94 0,35203 0,27238
11𝑜 GCHbi 3Mbi GCHbi 5Mbi 5Mtri
0,07795 1165,45 1240,98 0,37266 0,27404
12𝑜 5Mtri GCHbi 3Mtri NM3tri 3Mbi
0,09589 1185,86 1252,04 0,43621 0,27454
13𝑜 AMtri 5Mbi 5Mbi NM2bi GCHtri
0,10685 1346,58 1447,63 0,44165 0,27621
14𝑜 AMbi 5Mtri 5Mtri NM2tri 5Mbi
0,11096 1462,97 1582,39 0,44323 0,3264
Tabela 31 – Resultados dos modelos estimados para a série de vazões de Sobradi-
nho. Legenda de abreviações: NM-MM-ARMA-3 (3M), NM-MM-ARMA-5
(5M), ARMA (AM), GARCH (GCH), NMGARCH-2 (NM2), NMGARCH-
3 (NM3), NMGARCH-4 (NM4), sazonalidade trimestral (tri), sazonalidade
bimestral (bi).
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(a) Gráfico dos momentos condicio-
nais 𝑚1,𝑡(𝛽), 𝜎2𝑖,𝑡(𝛽) do modelo
NMGARCH-4 trimestral estimado
para a série Sobradinho.
(b) Gráfico dos momentos condicionais
𝑚1,𝑡(𝛽), 𝑚2,𝑡(𝛽), 𝑚3,𝑡(𝛽) do modelo
NM-MM-ARMA-3 trimestral estimado
para a série Sobradinho.
Figura 74 – Gráfico dos momentos centrais dos modelos NMGARCH-4 e NM-MM-
ARMA-3 para a série Sobradinho.
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Modelo 𝑚1,𝑡(𝛽) = 𝑆𝑚1(𝑡) + 0, 0162 + 0, 4157𝑥𝑡−1 + 0, 2966𝜖𝑡−1(𝛽) ,
NMGARCH-4 𝜎21,𝑡(𝛽) = 𝑆𝑚2(𝑡) + 0, 1403 + 0, 0940𝜎21,𝑡−1(𝛽) + 0, 1792𝜖2𝑡−1(𝛽) ,
bimestral 𝜎22,𝑡(𝛽) = 𝑆𝑚2(𝑡) + 0, 1189 + 0, 1653𝜎22,𝑡−1(𝛽) + 0, 8130𝜖2𝑡−1(𝛽) ,
Série 𝜎23,𝑡(𝛽) = 𝑆𝑚2(𝑡) + 0, 4437 + 0, 5028𝜎23,𝑡−1(𝛽) + 0, 4485𝜖2𝑡−1(𝛽) ,
Água 𝜎24,𝑡(𝛽) = 𝑆𝑚2(𝑡) + 0, 1176 + 0, 1496𝜎24,𝑡−1(𝛽) + 0, 1767𝜖2𝑡−1(𝛽) ,
Vermelha 𝜇1 = −0, 1112 , 𝜇2 = 0, 0229 , 𝜇3 = 0, 2009 , 𝜇4 = 9, 8738 ,
𝜋1 = 0, 5214 , 𝜋2 = 0, 3830 , 𝜋3 = 0, 0923 , 𝜋4 = 0, 0031 ,
𝑆𝑚1(𝑡) = −0, 0479𝐼𝑏𝑖2 (𝑡)− 0, 0232𝐼𝑏𝑖3 (𝑡)− 0, 0209𝐼𝑏𝑖4 (𝑡)− 0, 0088𝐼𝑏𝑖5 (𝑡) + 0, 0270𝐼𝑏𝑖6 (𝑡) ,
𝑆𝑚2(𝑡) = −0, 0844𝐼𝑏𝑖2 (𝑡)− 0, 1125𝐼𝑏𝑖3 (𝑡)− 0, 1112𝐼𝑏𝑖4 (𝑡)− 0, 0351𝐼𝑏𝑖5 (𝑡) + 0, 0285𝐼𝑏𝑖6 (𝑡) .
Modelo 𝑚1,𝑡(𝛽) = 0, 0613− 0, 7068𝑥𝑡−1 + 0, 1533𝜖𝑡−1(𝛽) ,
NM-MM-ARMA-3 𝑚2,𝑡(𝛽) = 4, 7498 + 0, 0680𝑚2,𝑡−1 + 0, 9001𝜖2𝑡−1(𝛽) ,
bimestral 𝑚3,𝑡(𝛽) = 2, 1033 + 0, 9952𝑚3,𝑡−1 + 0, 0040𝜖3𝑡−1(𝛽) ,
Série 𝜆2 = 0, 3444 ,
Água 𝑆𝑚1(𝑡) = −0, 0677𝐼𝑏𝑖2 (𝑡)− 0, 0477𝐼𝑏𝑖3 (𝑡)− 0, 0365𝐼𝑏𝑖4 (𝑡) + 0, 0591𝐼𝑏𝑖5 (𝑡) + 0, 1143𝐼𝑏𝑖6 (𝑡) ,
Vermelha 𝑆𝑚2(𝑡) = 1, 2872𝐼𝑏𝑖2 (𝑡) + 1, 0000𝐼𝑏𝑖3 (𝑡) + 0, 9013𝐼𝑏𝑖4 (𝑡) + 3, 6021𝐼𝑏𝑖5 (𝑡) + 4, 3502𝐼𝑏𝑖6 (𝑡) .
Modelo 𝑚1,𝑡(𝛽) = 𝑆𝑚1(𝑡)− 0, 0255 + 0, 3084𝑥𝑡−1 + 0, 0280𝜖𝑡−1(𝛽) ,
NMGARCH-3 𝜎21,𝑡(𝛽) = 𝑆𝑚2(𝑡) + 1, 4278 + 0, 0268𝜎21,𝑡−1(𝛽) + 0, 3811𝜖2𝑡−1(𝛽) ,
bimestral 𝜎22,𝑡(𝛽) = 𝑆𝑚2(𝑡) + 4, 7942 + 0, 5300𝜎22,𝑡−1(𝛽) + 0, 0120𝜖2𝑡−1(𝛽) ,
Série 𝜎23,𝑡(𝛽) = 𝑆𝑚2(𝑡) + 3, 8240 + 0, 9099𝜎23,𝑡−1(𝛽) + 0, 0886𝜖2𝑡−1(𝛽) ,
Emborcação 𝜇1 = −0, 0973 , 𝜇2 = 0, 7993 , 𝜇3 = −0, 0597 ,
𝜋1 = 0, 8706 , 𝜋2 = 0, 1076 , 𝜋3 = 0, 0216 ,
𝑆𝑚1(𝑡) = −0, 2356𝐼𝑏𝑖2 (𝑡)− 0, 0408𝐼𝑏𝑖3 (𝑡)− 0, 0043𝐼𝑏𝑖4 (𝑡)− 0, 0474𝐼𝑏𝑖5 (𝑡) + 0, 0347𝐼𝑏𝑖6 (𝑡) ,
𝑆𝑚2(𝑡) = −1, 0624𝐼𝑏𝑖2 (𝑡)− 1, 3462𝐼𝑏𝑖3 (𝑡)− 1, 3445𝐼𝑏𝑖4 (𝑡)− 1, 208𝐼𝑏𝑖5 (𝑡) + 2, 6432𝐼𝑏𝑖6 (𝑡) .
Modelo 𝑚1,𝑡(𝛽) = 0, 0083 + 0, 9276𝑥𝑡−1 + 0, 0340𝜖𝑡−1(𝛽) ,
NM-MM-ARMA-5 𝑚2,𝑡(𝛽) = 4, 8102 + 0, 4731𝑚2,𝑡−1 + 0, 4494𝜖2𝑡−1(𝛽) ,
trimestral 𝑚3,𝑡(𝛽) = 2, 2446 + 0, 7239𝑚3,𝑡−1 − 0, 0069𝜖3𝑡−1(𝛽) ,
Série 𝑚4,𝑡(𝛽) = 𝑚2,𝑡(𝛽)2 + 𝑚3,𝑡(𝛽)
2
𝑚2,𝑡(𝛽) + 1, 3225 + 0, 3105𝑚4,𝑡−1 + 0, 6791𝜖
4
𝑡−1(𝛽) ,
Emborcação 𝑚5,𝑡(𝛽) = 1, 6516 + 0, 3389𝑚5,𝑡−1 − 0, 6026𝜖5𝑡−1(𝛽) ,
𝜆2 = 0, 9924 ,
𝑆𝑚1(𝑡) = 0, 0319𝐼𝑡𝑟𝑖2 (𝑡) + 0, 1897𝐼𝑡𝑟𝑖3 (𝑡) + 0, 0973𝐼𝑡𝑟𝑖4 (𝑡) ,
𝑆𝑚2(𝑡) = 2, 204𝐼𝑡𝑟𝑖2 (𝑡) + 2, 3439𝐼𝑡𝑟𝑖3 (𝑡) + 4, 9808𝐼𝑡𝑟𝑖4 (𝑡) .
Tabela 32 – Equações dos melhores modelos sazonais para as séries de vazões Água Ver-
melha e Emborcação sob o critério KS.
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Modelo 𝑚1,𝑡(𝛽) = 𝑆𝑚1(𝑡)− 0, 3560 + 0, 5655𝑥𝑡−1 + 0, 3994𝜖𝑡−1(𝛽) ,
NMGARCH-2 𝜎21,𝑡(𝛽) = 𝑆𝑚2(𝑡) + 4, 4096 + 0, 8001𝜎21,𝑡−1(𝛽) + 0, 0085𝜖2𝑡−1(𝛽) ,
bimestral 𝜎22,𝑡(𝛽) = 𝑆𝑚2(𝑡) + 0, 0049 + 0, 3555𝜎22,𝑡−1(𝛽) + 0, 5647𝜖2𝑡−1(𝛽) ,
Série 𝜇1 = −2, 4113 , 𝜇2 = 0, 0947 , 𝜋1 = 0, 0378 , 𝜋2 = 0, 9621 ,
Furnas 𝑆𝑚1(𝑡) = −0, 2641𝐼𝑏𝑖2 (𝑡)− 0, 1492𝐼𝑏𝑖3 (𝑡)− 0, 1576𝐼𝑏𝑖4 (𝑡)− 0, 1518𝐼𝑏𝑖5 (𝑡)− 0, 1067𝐼𝑏𝑖6 (𝑡) ,
𝑆𝑚2(𝑡) = 0, 0922𝐼𝑏𝑖2 (𝑡) + 0, 0074𝐼𝑏𝑖3 (𝑡) + 0, 0046𝐼𝑏𝑖4 (𝑡) + 0, 0575𝐼𝑏𝑖5 (𝑡) + 0, 5203𝐼𝑏𝑖6 (𝑡) .
Modelo 𝑚1,𝑡(𝛽) = −0, 0417 + 0, 5425𝑥𝑡−1 + 0, 3588𝜖𝑡−1(𝛽) ,
NM-MM-ARMA-3 𝑚2,𝑡(𝛽) = 4, 4377 + 0, 9583𝑚2,𝑡−1 + 0, 0402𝜖2𝑡−1(𝛽) ,
trimestral 𝑚3,𝑡(𝛽) = −1, 2658 + 0, 3769𝑚3,𝑡−1 − 0, 5034𝜖3𝑡−1(𝛽) ,
Série 𝜆2 = 0, 9125 ,
Furnas 𝑆𝑚1(𝑡) = −0, 0823𝐼𝑡𝑟𝑖2 (𝑡)− 0, 0621𝐼𝑡𝑟𝑖3 (𝑡) + 0, 0188𝐼𝑡𝑟𝑖4 (𝑡) ,
𝑆𝑚2(𝑡) = 0, 1784𝐼𝑡𝑟𝑖2 (𝑡) + 0, 2051𝐼𝑡𝑟𝑖3 (𝑡) + 1, 3631𝐼𝑡𝑟𝑖4 (𝑡) .
Modelo 𝑚1,𝑡(𝛽) = 𝑆𝑚1(𝑡)− 0, 0155 + 0, 5444𝑥𝑡−1 + 0, 3371𝜖𝑡−1(𝛽) ,
NMGARCH-4 𝜎21,𝑡(𝛽) = 𝑆𝑚2(𝑡) + 0, 0725 + 0, 0551𝜎21,𝑡−1(𝛽) + 0, 0679𝜖2𝑡−1(𝛽) ,
trimestral 𝜎22,𝑡(𝛽) = 𝑆𝑚2(𝑡) + 0, 0290 + 0, 1329𝜎22,𝑡−1(𝛽) + 0, 7588𝜖2𝑡−1(𝛽) ,
Série 𝜎23,𝑡(𝛽) = 𝑆𝑚2(𝑡) + 4, 8191 + 0, 0872𝜎23,𝑡−1(𝛽) + 0, 2768𝜖2𝑡−1(𝛽) ,
Sobradinho 𝜎24,𝑡(𝛽) = 𝑆𝑚2(𝑡) + 0, 0263 + 0, 1117𝜎24,𝑡−1(𝛽) + 0, 8732𝜖2𝑡−1(𝛽) ,
𝜇1 = −0, 0863 , 𝜇2 = 0, 0269 , 𝜇3 = −0, 1859 , 𝜇4 = 2, 9305 ,
𝜋1 = 0, 4991 , 𝜋2 = 0, 4573 , 𝜋3 = 0, 0310 , 𝜋4 = 0, 0124 ,
𝑆𝑚1(𝑡) = 0, 0153𝐼𝑡𝑟𝑖2 (𝑡) + 0, 0229𝐼𝑡𝑟𝑖3 (𝑡) + 0, 0500𝐼𝑡𝑟𝑖4 (𝑡) ,
𝑆𝑚2(𝑡) = −0, 0237𝐼𝑡𝑟𝑖2 (𝑡) + 0, 0513𝐼𝑡𝑟𝑖3 (𝑡)− 0, 0163𝐼𝑡𝑟𝑖4 (𝑡) .
Modelo 𝑚1,𝑡(𝛽) = −0, 1006 + 0, 7153𝑥𝑡−1 + 0, 2290𝜖𝑡−1(𝛽) ,
NM-MM-ARMA-3 𝑚2,𝑡(𝛽) = 0, 2729 + 0, 0274𝑚2,𝑡−1 + 0, 8131𝜖2𝑡−1(𝛽) ,
trimestral 𝑚3,𝑡(𝛽) = −2, 1586− 0, 7399𝑚3,𝑡−1 − 0, 2326𝜖3𝑡−1(𝛽) ,
Série 𝜆2 = 0, 5090 ,
Sobradinho 𝑆𝑚1(𝑡) = −0, 3290𝐼𝑡𝑟𝑖2 (𝑡)− 0, 0291𝐼𝑡𝑟𝑖3 (𝑡)− 0, 1398𝐼𝑡𝑟𝑖4 (𝑡) ,
𝑆𝑚2(𝑡) = 0, 6516𝐼𝑡𝑟𝑖2 (𝑡) + 0, 1628𝐼𝑡𝑟𝑖3 (𝑡) + 0, 4986𝐼𝑡𝑟𝑖4 (𝑡) .
Tabela 33 – Equações dos melhores modelos sazonais para as séries de vazões Furnas e
Sobradinho sob o critério KS.
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6 Conclusão e perspectivas futuras
A análise de séries temporais ligadas a fenômenos aleatórios reais envolve a
construção de modelos matemáticos que se adaptem ao tipo de não-estacionariedade
natural da série, e que aproximem as características da PDF condicional. Desse modo,
modelar PDFs com o uso de misturas de componentes normais apresenta-se com uma
alternativa à modelagem por distribuições normais. Além disso, caracteristícas importan-
tes, e.g. assimetria e caudas longas, da PDF podem ser descritas através dos momentos
estatísticos da PDF, viz. a obliquidadde e a curtose. Aliar misturas normais e momentos
estatísiticos é concretizado com o método dos momentos que determina os seus parâme-
tros em função dos momentos desejados para a PDF. Esse método concebido por Lindsay
(1989), descrito na Seção 2.8, é utilizado para modelar com maior flexibilidade as PDFs
condicionais da série não-estacionária.
Neste trabalho, foi proposto um novo modelo, denotado por NM-MM-ARMA,
que considera a evolução temporal dos momentos condicionais até uma determinada or-
dem segundo regras lineares do tipo ARMA. Além disso, a PDF condicional construída
por este modelo é representada por uma mistura de componentes normais, cujos pa-
râmetros são determinados com o método dos momentos de modo a assegurar que a
PDF possua exatamente os momentos previstos pelas leis de evolução temporal. Tal mé-
todo fornece uma solução algébrica para os parâmetros quando momentos até a quinta
ordem são considerados. Por esta razão, neste trabalho analisamos duas versões do mo-
delo proposto: (i) NM-MM-ARMA-3, que considera os momentos até a terceira ordem,
e (ii) NM-MM-ARMA-5, que também inclui em sua modelagem os momentos de quarta
e quinta ordens. A fim de avaliar a capacidade de aproximação de séries temporais com
os modelos NM-MM-ARMA criados, fizemos uma comparação de desempenho com os
modelos ARMA, GARCH e NMGARCH da literatura, cuja modelagem dos dados da
série é semelhante ao modelo proposto.
À semelhança desses modelos de séries temporais, os coeficientes das leis de
evolução temporal dos momentos são estimados por meio da maximização da quasi-
verossimilhança. Neste contexto, dadas as características do problema de otimização,
recorremos a duas meta-heurísticas de otimização - o método de evolução diferencial
(STORN; PRICE, 1997) e o algoritmo imuno-inspirado opt-aiNet (CASTRO; TIMMIS,
2002) para realizar o ajuste dos modelos. Ademais, também exploramos um procedimento
de Parada Antecipada de validação para evitar sobreajuste.
A análise do modelo proposto se deu, inicialmente, por um estudo de sen-
sibilidade, com o intuito de encontrarmos um conjunto adequado de valores para os
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hiperparâmetros dos algoritmos de otimização, e por uma avaliação da consistência do
estimador de quasi-verossimilhança. Em seguida, comparamos o desempenho dos mode-
los propostos com modelos da literatura na aproximação de séries sintéticas geradas por
estes mesmos modelos. De modo geral, verificamos que o modelo que melhor representa
uma série sintética é justamente aquele que gerou a série, pois possui o tipo exato de não-
estacionariedade que se faz presente nos dados. Ainda que alguns modelos sejam mais
flexíveis e gerais em relação a outros, não obtemos resultados melhores usando-os devido
a um possível excesso de flexibilidade que causa sobreajuste. Essa ideia reflete o princípio
de no-free-lunch (WOLPERT, 1996), que anuncia não existir modelos que sempre são
melhores que outros em todos os casos possíveis. Ademais, nesta análise, o critério de
Kolmogorov-Smirnov (KS) se mostrou o mais apropriado para indicar a capacidade de
representação e previsão das PDFs condicionais das séries estudadas.
Em seguida, estudamos a capacidade dos modelos propostos em representar
séries reais financeiras e de vazões diárias de rios. No âmbito das séries financeiras, um dos
aspectos mais relevantes é a correta aproximação dos quantis. Neste sentido, verificamos
que o modelo proposto, indo até o quinto momento, conseguiu representar bem as séries
BRLUSD, Nikkey225 e Ibovespa, tendo em vista o critério KS.
Por outro lado, no caso de séries de vazões, a previsão do valor futuro da série
é a informação mais importante. Assim, métricas de erro como o MSE e o MAE exercem
um papel decisivo na análise comparativa. Neste contexto, constatamos que os modelos
NM-MM-ARMA-3 e NM-MM-ARMA-5 produziram boas previsões para a série de Água
Vermelha e, especialmente, para a série de Emborcação.
Portanto, a modelagem das PDFs condicionais das séries temporais utilizando
misturas normais definidas por momentos até quinta ordem mostrou-se eficaz na represen-
tação da não-estacionaridade de algumas séries sintéticas e séries reais tanto em termos
de quantis quanto na previsão dos valores futuros mais prováveis da série.
Como perspectivas futuras, pretendemos investigar a possibilidade de se ex-
plorar regras de evolução temporal dos momentos condicionais mais complexas, seja por
meio do aumento do número de termos (i.e., por considerar mais atrasos) ou pela inserção
de não-linearidade. Além disso, também podemos generalizar a proposta ao considerar
misturas de distribuições mais complexas na construção da PDF condicional. Outra pers-
pectiva interessante seria a extensão da presente proposta para a modelagem de séries
temporais multivariadas. Finalmente, do ponto de vista teórico, também há necessidade
de aprofundarmos o estudo a respeito de como definir a região na qual a busca dos parâ-
metros deve ser feita, ou, analogamente, a respeito da região de restrições para o modelo
proposto, o que requer o cálculo exato de todos os momentos incondicionais. Como uma
possível aplicação em processamento de sinais, pode-se pensar numa modelagem de fontes
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não-estacionárias onde o modelo prosposto constitui um representante geral de técnicas
que buscam aproximar a não-estacionariedade de momentos estatísticos de ordem supe-
rior.
6.1 Artigos Publicados
No período de doutoramento do aluno Thomas Michael Bartlett, foram pro-
duzidos dois artigos científicos. O primeiro deles foi publicado nos anais do congresso
COMPSTAT2016 em Oviedo, Espanha, apresentando resultados preliminares do modelo
NM-MM-ARMA-3 obtidos até então. Esse artigo foi homenageado como melhor artigo de
jovens pesquisadores apresentado no congresso. O segundo artigo foi submetido à revista
Applied Soft Computing, e apresentou as considerações e resultados presentes nesta tese.
Artigos produzidos:
∙ Bartlett, T. M. , Boccato, L. "A multimomental ARMA model: Initial formulation
and a case study."22nd conference on Computational Statistics (COMPSTAT 2016).
pp. 349-360. 2016.
∙ Bartlett, T. M. , Boccato, L. "Modeling non-stationary time series with a normal
mixture multimomental ARMA model."Submetido à revista Applied Soft Compu-
ting em 19 de outubro de 2018.
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A.1 Gradiente do modelo NM-MM-ARMA-3
O modelo NM-MM-ARMA-3 aproxima a não-estacionaridade de séries tem-
porais com a previsão dos três primeiros momentos condicionais incorporando-os nas
PDFs condicionais através de misturas normais e seu método dos momentos. Utilizamos
uma regra de evolução linear do tipo ARMA para realizar a previsão de cada momento
condicional e encontramos o modelo que melhor descreve os dados da série temporal ma-
ximizando a quasi-verosimilhança em relação aos parâmetros dessas regras. Ao obtermos
um conjunto de parâmetros 𝛽, o valor do gradiente da quasi-verossimilhança nesse ponto
representa uma informação importante da otimalidade desse conjunto de parâmetros em
relação a sua vizinhança no espação de parâmetros. Nessa seção, apresentaremos o proce-
dimento do cálculo do gradiente da quasi-verossimilhança de um conjunto de parâmetros
arbitrário do modelo NM-MM-ARMA-3.
A quasi-verossimilhança 𝑙𝑇 (𝛽) é calculada pela soma dos logaritmo das PDFs
condicionais 𝑝(𝑥𝑡,𝛽) estimadas pelo conjunto de parâmetros 𝛽. E cada PDF condicional
é calculada por uma mistura de duas componentes normais, i.e., a soma de duas PDFs
normais 𝑔𝑘,𝑡(𝛽) de centro 𝜇𝑘,𝑡(𝛽) e variância1 𝑣𝑡(𝛽) ponderadas por pesos 𝜋𝑘,𝑡(𝛽):
𝛽 = (𝑎1, 𝑏1, 𝑐1, 𝑎2, 𝑏2, 𝑐2, 𝑎3, 𝑏3, 𝑐3, 𝜆) , (A.1)
𝑙𝑇 (𝛽) =
𝑇∑︁
𝑡=1
log 𝑝(𝑥𝑡,𝜃𝑡(𝛽)) , (A.2)
𝑝(𝑥𝑡,𝜃𝑡(𝛽)) =
2∑︁
𝑘=1
𝜋𝑘,𝑡(𝛽)𝑔𝑘,𝑡(𝛽) , (A.3)
𝑔𝑘,𝑡(𝛽) =
1√︁
2𝜋𝑣𝑡(𝛽)
exp
(︃
(𝑥𝑡 − 𝜇𝑘,𝑡(𝛽))2
2𝑣𝑡(𝛽)
)︃
. (A.4)
Assim, a derivada parcial da quasi-verossimilhança 𝜕𝛽𝑖𝑙𝑇 (𝛽) em relação a cada
parâmetro 𝛽𝑖 é calculada pela soma das derivadas parciais dos logaritmos das misturas
normais. E essas são calculadas a partir das derivadas parciais dos pesos 𝜋𝑘,𝑡(𝛽) e das
componentes normais 𝑔𝑘,𝑡(𝛽):
𝜕𝛽𝑖 =
𝜕
𝜕𝛽𝑖
, (A.5)
𝜕𝛽𝑖𝑙𝑇 (𝛽) =
𝑇∑︁
𝑡=1
𝜕𝛽𝑖 (log 𝑝(𝑥𝑡,𝜃𝑡(𝛽))) , (A.6)
1 Nessa seção utilizaremos a notação 𝑣𝑡 para o quadrado do desvio padrão 𝜎𝑡 presente no Capítulo 4,
i.e., 𝑣𝑡 = 𝜎2𝑡 .
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𝜕𝛽𝑖 (log 𝑝(𝑥𝑡,𝛽)) =
1
𝑝(𝑥𝑡,𝜃𝑡(𝛽))
2∑︁
𝑘=1
((𝜕𝛽𝑖𝜋𝑘,𝑡(𝛽)) 𝑔𝑘,𝑡(𝛽) + 𝜋𝑘,𝑡(𝛽) (𝜕𝛽𝑖𝑔𝑘,𝑡(𝛽))) . (A.7)
O cálculo dessas derivadas parciais, e por consequência do gradiente, depende
não apenas dos valores das derivadas das variáveis internas relevantes ao cálculo da
quasi-verossimilhança como também dos próprios valores dessas variáveis internas. As-
sim, o cálculo desse gradiente deve ser realizado simultaneamente ao cálculo da quasi-
verossimilhança e utilizando os valores das variáveis internas a cada instante de tempo 𝑡
da série temporal.
Vamos, então, proceder ao cálculo das derivadas de 𝜋𝑘,𝑡(𝛽) e 𝑔𝑘,𝑡(𝛽). Para
evitar notações extensas e carregadas, iremos omitir a dependência ao conjunto de parâ-
metros 𝛽. As derivadas das componentes normais 𝑔𝑘,𝑡 são calculadas a partir das derivadas
dos pontos-suporte 𝜇𝑘,𝑡 e da variância 𝑣𝑡:
𝜕𝛽𝑖𝑔𝑘,𝑡 = 𝑔𝑘,𝑡
[︃
− 12𝑣𝑡 +
(𝑥𝑡 − 𝜇1,𝑡)2
2𝑣𝑡
]︃
𝜕𝛽𝑖𝑣𝑡 + 𝑔𝑘,𝑡
(𝑥𝑡 − 𝜇1,𝑡)2
𝑣𝑡
𝜕𝛽𝑖𝜇𝑘,𝑡 . (A.8)
Por sua vez, a derivada parcial da variância 𝑣𝑡 depende da derivada parcial
do segundo momento condicional 𝑚2,𝑡. Utilizamos a notação 𝛿(𝛽𝑖, 𝜂) para especificar a
dependência da derivada parcial em relação a cada parâmetro 𝛽𝑖 em uma notação única
para todos os parâmetros possíveis:
𝜕𝛽𝑖𝑣𝑡 = 𝛿(𝛽𝑖, 𝜆)2𝜆𝑚2,𝑡 + 𝜆𝜕𝛽𝑖𝑚2,𝑡 , (A.9)
𝛿(𝛽𝑖, 𝜂) =
⎧⎪⎨⎪⎩1, se 𝛽𝑖 = 𝜂0, se 𝛽𝑖 ̸= 𝜂 . (A.10)
Já as derivadas parciais dos pesos 𝜋𝑘,𝑡 são obtidas a partir do valor das deri-
vadas parciais do momento de primeira ordem 𝑚1,𝑡 e dos pontos-suporte 𝜇𝑘,𝑡:
𝜕𝛽𝑖𝜋1,𝑡 =
𝜕𝛽𝑖𝜇2,𝑡 − 𝜕𝛽𝑖𝑚1,𝑡
𝜇2,𝑡 − 𝜇1,𝑡 −
(𝜇2,𝑡 −𝑚1,𝑡)
(𝜇2,𝑡 − 𝜇1,𝑡) (𝜕𝛽𝑖𝜇2,𝑡 − 𝜕𝛽𝑖𝜇1,𝑡) , (A.11)
𝜕𝛽𝑖𝜋2,𝑡 = −𝜕𝛽𝑖𝜋1,𝑡 . (A.12)
A derivada parcial dos pontos-suporte 𝜇𝑘,𝑡 depende das derivadas parciais
de variáveis auxiliares 𝐴𝑡, 𝐵𝑡, 𝐶𝑡 que, por sua vez, depende das derivadas parciais dos
momentos condicionais 𝑚𝑘,𝑡 previstos:
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𝜕𝛽𝑖𝜇𝑘,𝑡 =
1
2𝐴𝑡𝜇𝑘,𝑡 +𝐵𝑡
(︁
−𝜇2𝑘,𝑡𝜕𝛽𝑖𝐴𝑡 − 𝜇𝑘,𝑡𝜕𝛽𝑖𝐵𝑡 − 𝜕𝛽𝑖𝐶𝑡
)︁
, (A.13)
𝐴𝑡 =(1− 𝜆2)𝑚2,𝑡 , 𝐵𝑡 = −𝑚3,𝑡 − 2(1− 𝜆2)𝑚1,𝑡𝑚2,𝑡 , (A.14)
𝐶𝑡 =𝑚3,𝑡𝑚1,𝑡 + (1− 𝜆2)𝑚2,𝑡𝑚21,𝑡 − (1− 𝜆2)2𝑚22,𝑡 (A.15)
𝜕𝛽𝑖𝐴𝑡 =− 2𝛿(𝛽𝑖, 𝜆)𝜆𝑚2,𝑡 + (1− 𝜆2)𝜕𝛽𝑖𝑚2,𝑡 , (A.16)
𝜕𝛽𝑖𝐵𝑡 =− 𝜕𝛽𝑖𝑚3,𝑡 − 2(1− 𝜆2)𝑚2,𝑡𝜕𝛽𝑖𝑚1,𝑡 − 2(1− 𝜆2)𝑚1,𝑡𝜕𝛽𝑖𝑚2,𝑡 + 4𝛿(𝛽𝑖, 𝜆)𝜆𝑚1,𝑡𝑚2,𝑡 ,
(A.17)
𝜕𝛽𝑖𝐶𝑡 = 𝑚1,𝑡𝜕𝛽𝑖𝑚3,𝑡 +𝑚3,𝑡𝜕𝛽𝑖𝑚1,𝑡 − 𝛿(𝛽𝑖, 𝜆)2𝜆𝑚21,𝑡𝑚2,𝑡 + (1− 𝜆2)𝑚21,𝑡𝜕𝛽𝑖𝑚2,𝑡 (A.18)
+ 2(1− 𝜆2)𝑚2,𝑡𝑚1,𝑡𝜕𝛽𝑖𝑚1,𝑡 + 𝛿(𝛽𝑖, 𝜆)4𝜆(1− 𝜆2)𝑚22,𝑡 − 2(1− 𝜆2)2𝑚2,𝑡𝜕𝛽𝑖𝑚2,𝑡 .
Por fim, calculamos as derivadas parciais dos momentos condicionais 𝑚𝑘,𝑡 que
dependem explicitamente dos parâmetros 𝛽𝑖, com os quais o modelo é especificado. Para
os casos das Equações (A.19), (A.20) e (A.21), as derivadas parciais dos momentos se
anulam.
𝜕𝛽𝑖𝑚1,𝑡 = 0, se 𝛽𝑖 ∈ {𝑎2, 𝑏2, 𝑐2, 𝑎3, 𝑏3, 𝑐3, 𝜆} , (A.19)
𝜕𝛽𝑖𝑚2,𝑡 = 0, se 𝛽𝑖 ∈ {𝑎3, 𝑏3, 𝑐3, 𝜆} , (A.20)
𝜕𝛽𝑖𝑚3,𝑡 = 0, se 𝛽𝑖 ∈ {𝑎2, 𝑏2, 𝑐2, 𝜆} . (A.21)
Porém para os casos das Equações (A.22), (A.23) e (A.24), as derivadas par-
ciais dos momentos condicionais são dadas pelas seguintes fórmulas:
𝜕𝛽𝑖𝑚1,𝑡 =(−𝑐1)𝜕𝛽𝑖𝑚1,𝑡−1 + 𝛿(𝛽𝑖, 𝑎1) + 𝛿(𝛽𝑖, 𝑏1)𝑥𝑡−1 + 𝛿(𝛽𝑖, 𝑐1)𝜖𝑡−1, para 𝛽𝑖 ∈ {𝑎1, 𝑏1, 𝑐1} ,
(A.22)
𝜕𝛽𝑖𝑚2,𝑡 = 𝑏2𝜕𝛽𝑖𝑚2,𝑡−1 + [𝛿(𝛽𝑖, 𝑎1) + 𝛿(𝛽𝑖, 𝑏1) + 𝛿(𝛽𝑖, 𝑐1)] (−2𝑐2𝜖𝑡−1𝜕𝛽𝑖𝑚1,𝑡−1) (A.23)
+ 𝛿(𝛽𝑖, 𝑎2) + 𝛿(𝛽𝑖, 𝑏2)𝑚2,𝑡−1 + 𝛿(𝛽𝑖, 𝑐1)𝜖2𝑡−1, para 𝛽𝑖 ∈ {𝑎1, 𝑏1, 𝑐1, 𝑎2, 𝑏2, 𝑐2} ,
𝜕𝛽𝑖𝑚3,𝑡 = 𝑏3𝜕𝛽𝑖𝑚3,𝑡−1 + [𝛿(𝛽𝑖, 𝑎1) + 𝛿(𝛽𝑖, 𝑏1) + 𝛿(𝛽𝑖, 𝑐1)]
(︁
−3𝑐3𝜖2𝑡−1𝜕𝛽𝑖𝑚3,𝑡−1
)︁
(A.24)
+ 𝛿(𝛽𝑖, 𝑎3) + 𝛿(𝛽𝑖, 𝑏3)𝑚3,𝑡−1 + 𝛿(𝛽𝑖, 𝑐3)𝜖3𝑡−1, para 𝛽𝑖 ∈ {𝑎1, 𝑏1, 𝑐1, 𝑎3, 𝑏3, 𝑐3} ,
Contudo, para o instante 𝑡 = 1, o cálculo das derivadas parciais depende do
valor dos momentos condicionais em instante de 𝑡 = 0 que são definidos por uma escolha
de condições iniciais para tais momentos. Dessa forma, suas derivadas parciais são dadas
conforme a escolha selecionada 𝑚(1)𝑘,0 ou 𝑚
(2)
𝑘,0:
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𝑚
(1)
𝑘,0 =
𝑎𝑘
1− 𝑏𝑘 − 𝑐𝑘 , 𝜕𝛽𝑖𝑚
(1)
𝑘,0 = 0 se 𝛽𝑖 ̸∈ {𝑎𝑘, 𝑏𝑘, 𝑐𝑘} , e (A.25)
𝜕𝑎𝑘𝑚
(1)
𝑘,0 =
1
1− 𝑏𝑘 − 𝑐𝑘 , 𝜕𝑏𝑘𝑚
(1)
𝑘,0 =
𝑎𝑘
(1− 𝑏𝑘 − 𝑐𝑘)2
, 𝜕𝑐𝑘𝑚
(1)
𝑘,0 =
𝑎𝑘
(1− 𝑏𝑘 − 𝑐𝑘)2
, (A.26)
𝑚
(2)
𝑘,0 = 𝑎𝑘 , 𝜕𝛽𝑖𝑚
(2)
𝑘,0 = 0 se 𝛽𝑖 ̸= 𝑎𝑘 , e 𝜕𝑎𝑘𝑚(2)𝑘,0 = 1 . (A.27)
Por tanto, pode-se efetuar o cálculo do gradiente do modelo NM-MM-ARMA-
3 seguindo as dependências entre as derivadas parciais das variáveis internas utilizadas
para avaliação do modelo à uma série temporal.
A.2 Gradiente do modelo NM-MM-ARMA-5
De forma semelhante a que calculamos o gradiente do modelo NM-MM-ARMA
de terceira ordem, pode-se calcular o gradiente do modelo NM-MM-ARMA de quinta
ordem em relação a conjunto de parâmetros 𝛽:
𝛽 = (𝑎1, 𝑏1, 𝑐1, 𝑎2, 𝑏2, 𝑐2, 𝑎3, 𝑏3, 𝑐3, 𝑎4, 𝑏4, 𝑐4, 𝑎5, 𝑏5, 𝑐5, 𝜆) . (A.28)
As equações para as derivadas parciais da quasi-verossimilhança 𝑙𝑇 (𝛽) e das
componentes 𝑔𝑘,𝑡(𝛽) normais do modelo de quinta ordem são idênticas às Equações (A.2)
a (A.8) das mesmas funções para o modelo de terceira ordem, exceto que são três com-
ponentes na mistura para as Equações (A.3) e (A.7). Seguiremos, então, para o cálculo
das derivadas parciais 𝜕𝛽𝑖𝑣𝑡, 𝜕𝛽𝑖𝜇𝑘,𝑡 e 𝜋𝑘,𝑡.
Como visto na Seção 2.8.2, há duas formas de cálculo da variância 𝑣𝑡 das
componentes normais da mistura:
𝑣𝑡 = 𝜆
⎧⎪⎨⎪⎩𝑚2,𝑡, se 𝑚2,𝑡 ≤ 𝜉𝑡, (caso 1)𝜉𝑡, se 𝑚2,𝑡 > 𝜉𝑡, (caso 2) . (A.29)
No primeiro caso, a variância é dada em termos do segundo momento condi-
cional 𝑚2,𝑡. Assim, obtemos a derivada parcial de 𝑣𝑡 a partir da derivada parcial desse
momento:
𝜕𝛽𝑖𝑣𝑡 = 𝛿(𝛽𝑖, 𝜆)𝑚2,𝑡 + 𝜆𝜕𝛽𝑖𝑚2,𝑡 . (A.30)
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No segundo caso, a variância é determinada em termos de 𝜉𝑡, que corresponde
à menor raiz real positiva de detQ(3)(𝑣) = −2𝑣3+6𝑚2,𝑡𝑣2+(−3𝑚2,𝑡−𝑚4,𝑡)𝑣+(𝑚4,𝑡𝑚2,𝑡−
𝑚32,𝑡 −𝑚23,𝑡). Assim, sua derivada parcial é baseada nas derivadas parciais dos momentos
condicionais presente nesse polinômio:
𝜕𝛽𝑖𝑣𝑡 =𝛿(𝛽𝑖, 𝜆)𝜉𝑡 + 𝜆
𝑉1
𝑉2
, (A.31)
𝑉1 =3𝜉2𝑡 𝜕𝛽𝑖𝑚2,𝑡 − 3𝑚2,𝑡𝜉𝑡𝜕𝛽𝑖𝑚2,𝑡 −
1
2𝜉𝑡𝜕𝛽𝑖𝑚4,𝑡 +
1
2𝑚2,𝑡𝜕𝛽𝑖𝑚4,𝑡 (A.32)
+ 12𝑚4,𝑡𝜕𝛽𝑖𝑚2,𝑡 − 3𝑚2,𝑡𝜕𝛽𝑖𝑚2,𝑡 − 2𝑚3,𝑡𝜕𝛽𝑖𝑚3,𝑡 ,
𝑉2 =3𝜉2𝑡 − 6𝑚2,𝑡𝜉𝑡 +
3
2𝑚
2
2,𝑡 +
1
2𝑚4,𝑡 . (A.33)
As derivadas parciais dos pontos suporte 𝜕𝛽𝑖𝜇𝑘,𝑡 são dadas pelas derivadas
dos determinantes Δ3,𝑡, Δ2,𝑡, Δ1,𝑡 e Δ0,𝑡. Esses determinantes por sua vez dependem das
derivadas dos momentos auxiliares 𝑄𝑖,𝑡 dadas em equações mais a seguir:
𝜕𝛽𝑖𝜇𝑘,𝑡 =
Ψ1
Ψ2
, (A.34)
Ψ1 = −𝜇3𝑘,𝑡𝜕𝛽𝑖Δ3,𝑡 − 𝜇2𝑘,𝑡𝜕𝛽𝑖Δ2,𝑡 − 𝜇𝑘,𝑡𝜕𝛽𝑖Δ1,𝑡 − 𝜕𝛽𝑖Δ0,𝑡 , (A.35)
Ψ2 = 3𝜇2𝑘,𝑡Δ3,𝑡 + 2𝜇𝑘,𝑡Δ2,𝑡 +Δ1,𝑡 , (A.36)
Δ3,𝑡 = (−1)
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒
1 𝑄1,𝑡 𝑄2,𝑡
𝑄1,𝑡 𝑄2,𝑡 𝑄3,𝑡
𝑄2,𝑡 𝑄3,𝑡 𝑄4,𝑡
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒ ,Δ2,𝑡 =
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒
1 𝑄1,𝑡 𝑄2,𝑡
𝑄1,𝑡 𝑄2,𝑡 𝑄3,𝑡
𝑄3,𝑡 𝑄4,𝑡 𝑄5,𝑡
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒ , (A.37)
Δ1,𝑡 = (−1)
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒
1 𝑄1,𝑡 𝑄2,𝑡
𝑄2,𝑡 𝑄3,𝑡 𝑄4,𝑡
𝑄3,𝑡 𝑄4,𝑡 𝑄5,𝑡
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒ ,Δ0,𝑡 =
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒
𝑄1,𝑡 𝑄2,𝑡 𝑄3,𝑡
𝑄2,𝑡 𝑄3,𝑡 𝑄4,𝑡
𝑄3,𝑡 𝑄4,𝑡 𝑄5,𝑡
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒ , (A.38)
𝜕𝛽𝑖Δ3,𝑡 = 𝜕𝛽𝑖𝑄0,𝑡𝑄2,𝑡𝑄4,𝑡 +𝑄0,𝑡𝜕𝛽𝑖𝑄2,𝑡𝑄4,𝑡 +𝑄0,𝑡𝑄2,𝑡𝜕𝛽𝑖𝑄4,𝑡 (A.39)
+ 𝜕𝛽𝑖𝑄1,𝑡𝑄3,𝑡𝑄2,𝑡 +𝑄1,𝑡𝜕𝛽𝑖𝑄3,𝑡𝑄2,𝑡 +𝑄1,𝑡𝑄3,𝑡𝜕𝛽𝑖𝑄2,𝑡
+ 𝜕𝛽𝑖𝑄2,𝑡𝑄1,𝑡𝑄3,𝑡 +𝑄2,𝑡𝜕𝛽𝑖𝑄1,𝑡𝑄3,𝑡 +𝑄2,𝑡𝑄1,𝑡𝜕𝛽𝑖𝑄3,𝑡
− 𝜕𝛽𝑖𝑄0,𝑡𝑄3,𝑡𝑄3,𝑡 −𝑄0,𝑡𝜕𝛽𝑖𝑄3,𝑡𝑄3,𝑡 −𝑄0,𝑡𝑄3,𝑡𝜕𝛽𝑖𝑄3,𝑡
− 𝜕𝛽𝑖𝑄1,𝑡𝑄1,𝑡𝑄4,𝑡 −𝑄1,𝑡𝜕𝛽𝑖𝑄1,𝑡𝑄4,𝑡 −𝑄1,𝑡𝑄1,𝑡𝜕𝛽𝑖𝑄4,𝑡
− 𝜕𝛽𝑖𝑄2,𝑡𝑄2,𝑡𝑄2,𝑡 −𝑄2,𝑡𝜕𝛽𝑖𝑄2,𝑡𝑄2,𝑡 −𝑄2,𝑡𝑄2,𝑡𝜕𝛽𝑖𝑄2,𝑡 ,
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𝜕𝛽𝑖Δ2,𝑡 = 𝜕𝛽𝑖𝑄0,𝑡𝑄2,𝑡𝑄5,𝑡 +𝑄0,𝑡𝜕𝛽𝑖𝑄2,𝑡𝑄5,𝑡 +𝑄0,𝑡𝑄2,𝑡𝜕𝛽𝑖𝑄5,𝑡 (A.40)
+ 𝜕𝛽𝑖𝑄1,𝑡𝑄4,𝑡𝑄2,𝑡 +𝑄1,𝑡𝜕𝛽𝑖𝑄4,𝑡𝑄2,𝑡 +𝑄1,𝑡𝑄4,𝑡𝜕𝛽𝑖𝑄2,𝑡
+ 𝜕𝛽𝑖𝑄3,𝑡𝑄1,𝑡𝑄3,𝑡 +𝑄3,𝑡𝜕𝛽𝑖𝑄1,𝑡𝑄3,𝑡 +𝑄3,𝑡𝑄1,𝑡𝜕𝛽𝑖𝑄3,𝑡
− 𝜕𝛽𝑖𝑄0,𝑡𝑄4,𝑡𝑄3,𝑡 −𝑄0,𝑡𝜕𝛽𝑖𝑄4,𝑡𝑄3,𝑡 −𝑄0,𝑡𝑄4,𝑡𝜕𝛽𝑖𝑄3,𝑡
− 𝜕𝛽𝑖𝑄1,𝑡𝑄1,𝑡𝑄5,𝑡 −𝑄1,𝑡𝜕𝛽𝑖𝑄1,𝑡𝑄5,𝑡 −𝑄1,𝑡𝑄1,𝑡𝜕𝛽𝑖𝑄5,𝑡
− 𝜕𝛽𝑖𝑄3,𝑡𝑄2,𝑡𝑄2,𝑡 −𝑄3,𝑡𝜕𝛽𝑖𝑄2,𝑡𝑄2,𝑡 −𝑄3,𝑡𝑄2,𝑡𝜕𝛽𝑖𝑄2,𝑡 ,
𝜕𝛽𝑖Δ1,𝑡 = 𝜕𝛽𝑖𝑄0,𝑡𝑄3,𝑡𝑄5,𝑡 +𝑄0,𝑡𝜕𝛽𝑖𝑄3,𝑡𝑄5,𝑡 +𝑄0,𝑡𝑄3,𝑡𝜕𝛽𝑖𝑄5,𝑡 (A.41)
+ 𝜕𝛽𝑖𝑄2,𝑡𝑄4,𝑡𝑄2,𝑡 +𝑄2,𝑡𝜕𝛽𝑖𝑄4,𝑡𝑄2,𝑡 +𝑄2,𝑡𝑄4,𝑡𝜕𝛽𝑖𝑄2,𝑡
+ 𝜕𝛽𝑖𝑄3,𝑡𝑄1,𝑡𝑄4,𝑡 +𝑄3,𝑡𝜕𝛽𝑖𝑄1,𝑡𝑄4,𝑡 +𝑄3,𝑡𝑄1,𝑡𝜕𝛽𝑖𝑄4,𝑡
− 𝜕𝛽𝑖𝑄0,𝑡𝑄4,𝑡𝑄4,𝑡 −𝑄0,𝑡𝜕𝛽𝑖𝑄4,𝑡𝑄4,𝑡 −𝑄0,𝑡𝑄4,𝑡𝜕𝛽𝑖𝑄4,𝑡
− 𝜕𝛽𝑖𝑄2,𝑡𝑄1,𝑡𝑄5,𝑡 −𝑄2,𝑡𝜕𝛽𝑖𝑄1,𝑡𝑄5,𝑡 −𝑄2,𝑡𝑄1,𝑡𝜕𝛽𝑖𝑄5,𝑡
− 𝜕𝛽𝑖𝑄3,𝑡𝑄3,𝑡𝑄2,𝑡 −𝑄3,𝑡𝜕𝛽𝑖𝑄3,𝑡𝑄2,𝑡 −𝑄3,𝑡𝑄3,𝑡𝜕𝛽𝑖𝑄2,𝑡 ,
𝜕𝛽𝑖Δ0,𝑡 = 𝜕𝛽𝑖𝑄1,𝑡𝑄3,𝑡𝑄5,𝑡 +𝑄1,𝑡𝜕𝛽𝑖𝑄3,𝑡𝑄5,𝑡 +𝑄1,𝑡𝑄3,𝑡𝜕𝛽𝑖𝑄5,𝑡 (A.42)
+ 𝜕𝛽𝑖𝑄2,𝑡𝑄4,𝑡𝑄3,𝑡 +𝑄2,𝑡𝜕𝛽𝑖𝑄4,𝑡𝑄3,𝑡 +𝑄2,𝑡𝑄4,𝑡𝜕𝛽𝑖𝑄3,𝑡
+ 𝜕𝛽𝑖𝑄3,𝑡𝑄2,𝑡𝑄4,𝑡 +𝑄3,𝑡𝜕𝛽𝑖𝑄2,𝑡𝑄4,𝑡 +𝑄3,𝑡𝑄2,𝑡𝜕𝛽𝑖𝑄4,𝑡
− 𝜕𝛽𝑖𝑄1,𝑡𝑄4,𝑡𝑄4,𝑡 −𝑄1,𝑡𝜕𝛽𝑖𝑄4,𝑡𝑄4,𝑡 −𝑄1,𝑡𝑄4,𝑡𝜕𝛽𝑖𝑄4,𝑡
− 𝜕𝛽𝑖𝑄2,𝑡𝑄2,𝑡𝑄5,𝑡 −𝑄2,𝑡𝜕𝛽𝑖𝑄2,𝑡𝑄5,𝑡 −𝑄2,𝑡𝑄2,𝑡𝜕𝛽𝑖𝑄5,𝑡
− 𝜕𝛽𝑖𝑄3,𝑡𝑄3,𝑡𝑄3,𝑡 −𝑄3,𝑡𝜕𝛽𝑖𝑄3,𝑡𝑄3,𝑡 −𝑄3,𝑡𝑄3,𝑡𝜕𝛽𝑖𝑄3,𝑡 ,
As derivadas dos pesos das componentes normais, que também são dados por
determinantes, que são definidos a partir das derivadas de 𝜇𝑘,𝑡, 𝑄1,𝑡 e 𝑄2,𝑡:
𝜋𝑘,𝑡 =
Φ𝑘,𝑡
Φ0,𝑡
(A.43)
Φ1,𝑡 =
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒
1 1 1
𝑄1,𝑡 𝜇2,𝑡 𝜇3,𝑡
𝑄2,𝑡 𝜇
2
2,𝑡 𝜇
2
3,𝑡
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒ ,Φ2,𝑡 =
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒
1 1 1
𝜇1,𝑡 𝑄1,𝑡 𝜇3,𝑡
𝜇21,𝑡 𝑄2,𝑡 𝜇
2
3,𝑡
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒ , (A.44)
APÊNDICE A. Gradiente dos modelos NM-MM-ARMA 215
Φ3,𝑡 =
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒
1 1 1
𝜇1,𝑡 𝜇2,𝑡 𝑄1,𝑡
𝜇21,𝑡 𝜇
2
2,𝑡 𝑄2,𝑡
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒ ,Φ0,𝑡 =
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒
1 1 1
𝜇1,𝑡 𝜇2,𝑡 𝜇3,𝑡
𝜇21,𝑡 𝜇
2
2,𝑡 𝜇
2
3,𝑡
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒ , (A.45)
𝜕𝛽𝑖Φ1,𝑡 = 𝜇23,𝑡𝜕𝛽𝑖𝜇2,𝑡 + 2𝜇2,𝑡𝜇3,𝑡𝜕𝛽𝑖𝜇3,𝑡 + 𝜇22,𝑡𝜕𝛽𝑖𝑄1,𝑡 + 2𝑄1,𝑡𝜇2,𝑡𝜕𝛽𝑖𝜇2,𝑡 (A.46)
+ 𝜇3,𝑡𝜕𝛽𝑖𝑄2,𝑡 +𝑄2,𝑡𝜕𝛽𝑖𝜇3,𝑡 − 𝜇22,𝑡𝜕𝛽𝑖𝜇3,𝑡 − 2𝜇2,𝑡𝜇3,𝑡𝜕𝛽𝑖𝜇2,𝑡
− 𝜇2,𝑡𝜕𝛽𝑖𝑄2,𝑡 −𝑄2,𝑡𝜕𝛽𝑖𝜇2,𝑡 − 𝜇23,𝑡𝜕𝛽𝑖𝑄1,𝑡 − 2𝑄1,𝑡𝜇3,𝑡𝜕𝛽𝑖𝜇3,𝑡 ,
𝜕𝛽𝑖Φ2,𝑡 = 𝜇21,𝑡𝜕𝛽𝑖𝜇3,𝑡 + 2𝜇1,𝑡𝜇3,𝑡𝜕𝛽𝑖𝜇1,𝑡 + 𝜇23,𝑡𝜕𝛽𝑖𝑄1,𝑡 + 2𝑄1,𝑡𝜇3,𝑡𝜕𝛽𝑖𝜇3,𝑡 (A.47)
+ 𝜇1,𝑡𝜕𝛽𝑖𝑄2,𝑡 +𝑄2,𝑡𝜕𝛽𝑖𝜇1,𝑡 − 𝜇23,𝑡𝜕𝛽𝑖𝜇1,𝑡 − 2𝜇1,𝑡𝜇3,𝑡𝜕𝛽𝑖𝜇3,𝑡
− 𝜇21,𝑡𝜕𝛽𝑖𝑄1,𝑡 − 2𝑄1,𝑡𝜇1,𝑡𝜕𝛽𝑖𝜇1,𝑡 − 𝜇3,𝑡𝜕𝛽𝑖𝑄2,𝑡 −𝑄2,𝑡𝜕𝛽𝑖𝜇3,𝑡 ,
𝜕𝛽𝑖Φ3,𝑡 = 𝜇22,𝑡𝜕𝛽𝑖𝜇1,𝑡 + 2𝜇1,𝑡𝜇2,𝑡𝜕𝛽𝑖𝜇2,𝑡 + 𝜇21,𝑡𝜕𝛽𝑖𝑄1,𝑡 + 2𝜇1,𝑡𝑄1,𝑡𝜕𝛽𝑖𝜇1,𝑡 (A.48)
+ 𝜇2,𝑡𝜕𝛽𝑖𝑄2,𝑡 +𝑄2,𝑡𝜕𝛽𝑖𝜇2,𝑡 − 𝜇21,𝑡𝜕𝛽𝑖𝜇2,𝑡 − 2𝜇1,𝑡𝜇2,𝑡𝜕𝛽𝑖𝜇1,𝑡
− 𝜇1,𝑡𝜕𝛽𝑖𝑄2,𝑡 −𝑄2,𝑡𝜕𝛽𝑖𝜇1,𝑡 − 𝜇22,𝑡𝜕𝛽𝑖𝑄1,𝑡 − 2𝑄1,𝑡𝜇2,𝑡𝜕𝛽𝑖𝜇2,𝑡 ,
𝜕𝛽𝑖Φ0,𝑡 = 𝜇23,𝑡𝜕𝛽𝑖𝜇2,𝑡 + 2𝜇2,𝑡𝜇3,𝑡𝜕𝛽𝑖𝜇3,𝑡 + 𝜇21,𝑡𝜕𝛽𝑖𝜇3,𝑡 + 2𝜇1,𝑡𝜇3,𝑡𝜕𝛽𝑖𝜇1,𝑡 (A.49)
+ 𝜇22,𝑡𝜕𝛽𝑖𝜇1,𝑡 + 2𝜇1,𝑡𝜇2,𝑡𝜕𝛽𝑖𝜇2,𝑡 − 𝜇21,𝑡𝜕𝛽𝑖𝜇2,𝑡 − 2𝜇1,𝑡𝜇2,𝑡𝜕𝛽𝑖𝜇1,𝑡
− 𝜇22,𝑡𝜕𝛽𝑖𝜇3,𝑡 − 2𝜇2,𝑡𝜇3,𝑡𝜕𝛽𝑖𝜇2,𝑡 − 𝜇23,𝑡𝜕𝛽𝑖𝜇1,𝑡 − 2𝜇1,𝑡𝜇3,𝑡𝜕𝛽𝑖𝜇3,𝑡 .
Ademais, as derivadas parciais dos momentos auxiliares 𝑄𝑘,𝑡 são determinadas
pelas derivadas parciais dos momentos condicionais até quinta ordem:
𝜕𝛽𝑖𝑄0,𝑡 =0, e 𝑄0,𝑡 = 1 , (A.50)
𝜕𝛽𝑖𝑄1,𝑡 =𝜕𝛽𝑖𝑚1,𝑡 , (A.51)
𝜕𝛽𝑖𝑄2,𝑡 =𝜕𝛽𝑖𝑚2,𝑡 + 2𝑚1,𝑡𝜕𝛽𝑖𝑚1,𝑡 − 𝜕𝛽𝑖𝑣𝑡 , (A.52)
𝜕𝛽𝑖𝑄3,𝑡 =𝜕𝛽𝑖𝑚3,𝑡 + 3𝑚1,𝑡𝜕𝛽𝑖𝑚2,𝑡 + 3𝑚1,𝑡𝜕𝛽𝑖𝑚2,𝑡 (A.53)
+ 3𝑚21,𝑡𝜕𝛽𝑖𝑚1,𝑡 − 3𝑣𝑡𝜕𝛽𝑖𝑚1,𝑡 − 3𝑚1,𝑡𝜕𝛽𝑖𝑣𝑡 , (A.54)
𝜕𝛽𝑖𝑄4,𝑡 =𝜕𝛽𝑖𝑚4,𝑡 + 4𝑚3,𝑡𝜕𝛽𝑖𝑚1,𝑡 + 12𝑚1,𝑡𝑚2,𝑡𝜕𝛽𝑖𝑚1,𝑡 + 6𝑚21,𝑡𝜕𝛽𝑖𝑚2,𝑡 (A.55)
+ 4𝑚31,𝑡𝜕𝛽𝑖𝑚1,𝑡 − 6(𝑚21,𝑡 +𝑚2,𝑡)𝜕𝛽𝑖𝑣𝑡 − 12𝑣𝑡𝑚,𝑡𝜕𝛽𝑖𝑚1,𝑡
− 6𝑣𝑡𝜕𝛽𝑖𝑚2,𝑡 + 6𝑣𝑡𝜕𝛽𝑖𝑣𝑡 ,
𝜕𝛽𝑖𝑄5,𝑡 =𝜕𝛽𝑖𝑚5,𝑡 + 5𝑚4,𝑡𝜕𝛽𝑖𝑚1,𝑡 + 5𝑚1,𝑡𝜕𝛽𝑖𝑚4,𝑡 + 10𝑚21,𝑡𝜕𝛽𝑖𝑚3,𝑡 (A.56)
+ 20𝑚1,𝑡𝑚3,𝑡𝜕𝛽𝑖𝑚1,𝑡 + 10𝑚31,𝑡𝜕𝛽𝑖𝑚2,𝑡 + 30𝑚2,𝑡𝑚21,𝑡𝜕𝛽𝑖𝑚1,𝑡 + 5𝑚41,𝑡𝜕𝛽𝑖𝑚1,𝑡
− 10(𝑚3,𝑡 + 3𝑚1,𝑡𝑚2,𝑡 +𝑚1,𝑡)3𝜕𝛽𝑖𝑣𝑡 − 10𝑣𝑡𝜕𝛽𝑖𝑚3,𝑡 − 30𝑣𝑡𝑚2,𝑡𝜕𝛽𝑖𝑚1,𝑡
− 30𝑣𝑡𝑚1,𝑡𝜕𝛽𝑖𝑚2,𝑡 − 30𝑣𝑡𝑚21,𝑡𝜕𝛽𝑖𝑚1,𝑡 + 15𝑣2𝑡 𝜕𝛽𝑖𝑚1,𝑡 + 30𝑚1,𝑡𝑣𝑡𝜕𝛽𝑖𝑣𝑡 .
Contudo, as derivadas parciais para os momentos condicionais 𝑚𝑘,𝑡 anulam-se
em relação a alguns parâmetros:
APÊNDICE A. Gradiente dos modelos NM-MM-ARMA 216
𝜕𝛽𝑖𝑚1,𝑡 = 0, se 𝛽𝑖 = 𝜆 ou 𝛽𝑖 ∈ {𝑎𝑘, 𝑏𝑘, 𝑐𝑘} , para 𝑘 = 2, 3, 4, 5 , (A.57)
𝜕𝛽𝑖𝑚2,𝑡 = 0, se 𝛽𝑖 = 𝜆 ou 𝛽𝑖 ∈ {𝑎𝑘, 𝑏𝑘, 𝑐𝑘} , para 𝑘 = 3, 4, 5 , (A.58)
𝜕𝛽𝑖𝑚3,𝑡 = 0, se 𝛽𝑖 = 𝜆 ou 𝛽𝑖 ∈ {𝑎𝑘, 𝑏𝑘, 𝑐𝑘} , para 𝑘 = 2, 4, 5 , (A.59)
𝜕𝛽𝑖𝑚4,𝑡 = 0, se 𝛽𝑖 = 𝜆 ou 𝛽𝑖 ∈ {𝑎𝑘, 𝑏𝑘, 𝑐𝑘} , para 𝑘 = 2, 3, 5 , (A.60)
𝜕𝛽𝑖𝑚5,𝑡 = 0, se 𝛽𝑖 = 𝜆 ou 𝛽𝑖 ∈ {𝑎𝑘, 𝑏𝑘, 𝑐𝑘} , para 𝑘 = 2, 3, 4 . (A.61)
Finalmente, as derivadas parciais dos momentos condicionais podem ser cal-
culadas parcialmente a cada parâmetro 𝛽𝑖 do modelo:
𝜕𝛽𝑖𝑚1,𝑡 =(−𝑐1)𝜕𝛽𝑖𝑚1,𝑡−1 + 𝛿(𝛽𝑖, 𝑎1) + 𝛿(𝛽𝑖, 𝑏1)𝑥𝑡−1 + 𝛿(𝛽𝑖, 𝑐1)𝜖𝑡−1, para 𝛽𝑖 ∈ {𝑎1, 𝑏1, 𝑐1} ,
(A.62)
𝜕𝛽𝑖𝑚2,𝑡 = 𝑏2𝜕𝛽𝑖𝑚2,𝑡−1 + [𝛿(𝛽𝑖, 𝑎1) + 𝛿(𝛽𝑖, 𝑏1) + 𝛿(𝛽𝑖, 𝑐1)] (−2𝑐2𝜖𝑡−1𝜕𝛽𝑖𝑚1,𝑡−1) (A.63)
+ 𝛿(𝛽𝑖, 𝑎2) + 𝛿(𝛽𝑖, 𝑏2)𝑚2,𝑡−1 + 𝛿(𝛽𝑖, 𝑐1)𝜖2𝑡−1, para 𝛽𝑖 ∈ {𝑎1, 𝑏1, 𝑐1, 𝑎2, 𝑏2, 𝑐2} ,
𝜕𝛽𝑖𝑚3,𝑡 = 𝑏3𝜕𝛽𝑖𝑚3,𝑡−1 + [𝛿(𝛽𝑖, 𝑎1) + 𝛿(𝛽𝑖, 𝑏1) + 𝛿(𝛽𝑖, 𝑐1)]
(︁
−3𝑐3𝜖2𝑡−1𝜕𝛽𝑖𝑚3,𝑡−1
)︁
(A.64)
+ 𝛿(𝛽𝑖, 𝑎3) + 𝛿(𝛽𝑖, 𝑏3)𝑚3,𝑡−1 + 𝛿(𝛽𝑖, 𝑐3)𝜖3𝑡−1, para 𝛽𝑖 ∈ {𝑎1, 𝑏1, 𝑐1, 𝑎3, 𝑏3, 𝑐3} ,
𝜕𝛽𝑖𝑚4,𝑡 =𝑏4𝜕𝛽𝑖𝑚4,𝑡−1 − 4 (𝛿(𝛽𝑖, 𝑎1) + 𝛿(𝛽𝑖, 𝑏1) + 𝛿(𝛽𝑖, 𝑐1)) 𝑐4𝜖3𝑡−1𝜕𝛽𝑖𝑚1,𝑡−1 (A.65)
+ 𝛿(𝛽𝑖, 𝑎4) + 𝛿(𝛽𝑖, 𝑏4)𝑚4,𝑡−1 + 𝛿(𝛽𝑖, 𝑐4)𝜖4𝑡−1, para 𝛽𝑖 ∈ {𝑎1, 𝑏1, 𝑐1, 𝑎4, 𝑏4, 𝑐4} ,
𝜕𝛽𝑖𝑚5,𝑡 =𝑏5𝜕𝛽𝑖𝑚5,𝑡−1 − 5 (𝛿(𝛽𝑖, 𝑎1) + 𝛿(𝛽𝑖, 𝑏1) + 𝛿(𝛽𝑖, 𝑐1)) 𝑐5𝜖4𝑡−1𝜕𝛽𝑖𝑚1,𝑡−1 (A.66)
+ 𝛿(𝛽𝑖, 𝑎5) + 𝛿(𝛽𝑖, 𝑏5)𝑚5,𝑡−1 + 𝛿(𝛽𝑖, 𝑐5)𝜖5𝑡−1, para 𝛽𝑖 ∈ {𝑎1, 𝑏1, 𝑐1, 𝑎5, 𝑏5, 𝑐5} .
(A.67)
As derivadas das condições iniciais 𝑚(1)𝑘,0 ou 𝑚
(2)
𝑘,0 das condições iniciais dos
momentos são calculadas da mesma forma que para o modelo NM-MM-ARMA-3 com
excessão às derivadas de 𝑚(1)4,0 ou 𝑚
(2)
4,0 que são dadas por:
𝑚
(1)
4,0 =
1
1− 𝑏4 − 𝑐4
⎛⎝𝑎4 + (𝑚(1)2,0)2 + (𝑚(1)3,0)2
𝑚
(1)
2,0
⎞⎠ , (A.68)
𝜕𝛽𝑖𝑚
(1)
4,0 =
1
(1− 𝑏4 − 𝑐4)
⎛⎝𝛿(𝛽𝑖, 𝑎4) + 2𝑚(1)2,0𝜕𝛽𝑖𝑚(1)2,0 + 2𝑚(1)2,0𝑚(1)3,0𝜕𝛽𝑖𝑚(1)3,0 − (𝑚(1)3,0)2𝜕𝛽𝑖𝑚(1)2,0(𝑚(1)2,0)2
⎞⎠
+
𝑚
(1)
4,0 (𝛿(𝛽𝑖, 𝑏4) + 𝛿(𝛽𝑖, 𝑐4))
(1− 𝑏4 − 𝑐4)2
, (A.69)
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𝑚
(2)
4,0 = 𝑎4 + (𝑚
(2)
2,0)2 +
(𝑚(2)3,0)2
𝑚
(2)
2,0
, (A.70)
𝜕𝛽𝑖𝑚
(2)
4,0 = 𝛿(𝛽𝑖, 𝑎4) + 2𝑚
(2)
2,0𝜕𝛽𝑖𝑚
(2)
2,0 +
2𝑚(2)2,0𝑚
(2)
3,0𝜕𝛽𝑖𝑚
(2)
3,0 − (𝑚(2)3,0)2𝜕𝛽𝑖𝑚(2)2,0
(𝑚(2)2,0)2
. (A.71)
Assim, podemos calcular o gradiente da verossimilhança do modelo NM-MM-
ARMA-5 seguindo as dependências das derivadas parciais das variáveis internas do mo-
delo.
