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ABSTRACT
As a label-free, non-destructive, high-resolution, and quantitative imaging technique,
optical diffraction tomography (ODT) has been widely used to image biological samples and
microstructures, such as cells, tissues, and optical fibers. The refractive-index (RI) distribution of
an object is reconstructed from multi-view measurements of diffracted fields emerging from the
object. Typical ODT setups include the object rotating configuration (ORC) and the illumination
scanning configuration (ISC). One major limitation of ODT is that it is only applicable to weaklyscattering objects. In this dissertation, novel methods have been developed to overcome the
reconstruction difficulty caused by multiple scattering, so as to extend ODT applications.
First, an iterative ODT (iODT) algorithm has been developed by iteratively reducing the
differences between the forward and backward propagation fields through the scattering area. The
perturbative correction to the reconstructed object is computed from the field discrepancies by use
of the Rytov-based inversion. iODT as originally designed for ORC, can also be applied to ISC
with an appropriate coherent transfer function normalization. Both simulation and experimental
results demonstrate that iODT provides accurate and efficient reconstructions of multiplyscattering phase objects with high RI contrasts, large optical path-length differences (OPDs),
and/or complicated structures. Furthermore, with the same prior knowledge, iODT also
outperforms ODT in resolving the missing-angle problem, in terms of convergence and
reconstruction quality.
For imaging multiply-scattering objects with complex RI distributions, iODT is prone to
crosstalk-like artifacts between the real and imaginary parts. An error subtraction (ES) method has
been developed, serving as an add-on module to iODT, to simultaneously reconstruct the RI and
iii

the absorption/gain distributions of multiply-scattering objects, even from noisy measurements
with signal-to-noise ratio of 20 dB.
Finally, we have explored the complementarity of iODT and optimization-based ODT in
terms of their advantages and disadvantages, and proposed a combined strategy — iODT
initialization for optimization-based ODT. Because the perturbative correction in iODT relies on
the Rytov-based inversion instead of a generic gradient method, iODT has a physics-based
component that alleviates the trapping in local minima. Numerical results demonstrate that
reconstruction only under this combined strategy can accurately converge to the global minimum,
especially for multiply-scattering objects with large OPDs.
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CHAPTER ONE: INTRODUCTION
Optical imaging has been a principal tool for visualizing biological samples, mainly
because it is a non-destructive technique with sub-wavelength resolution. Biological samples, such
as living cell, micro-organisms, and thin soft tissue, are typically transparent, implying the lack of
imaging contrast. Therefore, a contrast enhancement mechanism needs to be introduced to
successfully visualize such samples or even observe the biological dynamics. Depending on
interactions between the probing light and the sample, there exist many contrast mechanisms —
florescence, absorption, scattering, phase, polarization, and refraction/reflection.
Florescence microscopy has been widely used to image cellular structures, analyze
expression, modification, and localization of proteins, and observe molecular interaction [1-3].
Many florescent stains are designed to bind the specific molecule of interest, for example, the blueflorescent stain DAPI for the DNA imaging [4]. Some florescent protein itself, such as green
florescent protein, will florescence after absorbing specific probing wave, and work as a reporter
molecule to help observe biodynamics [5, 6]. Therefore, florescence microscopic imaging has
advantages in high molecular specificity, high sensitivity, high contrast, and quantitative analysis
[7, 8]. However, it also has disadvantages of photobleaching, photo-blinking, photo-toxicity, and
photo-damage [8, 9]. For example, exposing amoebae to blue excitation from mercury lamp for
few seconds may result in death. In addition, some exogenous florescent stains may change the
normal behavior and physiology of living cells, implying that staining may result in image artifacts
or false information that is introduced by the sample preparation and not a true feature of the
sample.
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Due to the potential limitations of florescence imaging, label-free imaging is becoming
increasingly popular, being complementary to florescence imaging in biological applications.
Brightfield microscopy, based on the absorption contrast mechanism, was developed to visualize
an unstained sample that has an intrinsic color, such as algae and Chloroplasts. However, it has
limitations of low resolution caused by limited depth-of-focus, and low image contrast for weaklyabsorbing sample. The image contrast can be improved by use of darkfield microscopy in which
the non-diffracted field is blocked by a condenser annulus [10]. However, the intensity of
illumination needs to be increased significantly, which may cause damage to the sample. In 1873,
Abbe established the theory of image formation for optical microscopy — the microscope image
is the interference effect of a diffraction phenomenon [11]. Based on Abbe’s imaging theory, in
early 1930s, Zernike developed phase contrast (PC) microscopy [12-14], which encoded the
optical phase delay induced by the sample into the intensity image by the interference of the
surrounding field and diffracted field. However, PC microscopic imaging typically has halo
artifacts around edges of specimen, such as nucleus or membrane, which also exacerbates the PC
imaging of a thick object. To overcome this difficulty, differential interference contrast (DIC)
microscopy was developed by Nomarski in 1952 [15, 16] based on a polarization dual-beam
interferometer. Both PC and DIC microscopies have been widely used to observe the cellular
structures of transparent samples without staining or florescent tagging. In 1947, Gabor
demonstrated a new microscopic principle — holography [17]. The phase distribution of the
sample can be extracted from the recorded interferograms by use of phase-shifting or off-axis
holography [18-21]. With the rapid development of digital camera, the combination of microscopy
and holography led to a new research area — quantitative phase imaging (QPI) [22-24]. Over the
2

past two decades, QPI obtained tremendous progresses in biological and biomedical applications,
due to the advantages of being label-free, non-invasive, quantitative, and high resolution. The
representative QPI techniques include Fourier phase microscopy [25], Hilbert phase microscopy
[26], digital holographic microscopy [27], diffraction phase microscopy [28], spatial light
interference microscopy [29], and gradient light interference microscopy [30].
Three-dimensional (3D) imaging of thick biological samples is very useful to reveal and
understand the inner structures and biodynamics of the samples. Tomographic QPI has become an
emerging approach for 3D RI imaging of a sample from multi-view measurements. Tomographic
phase microscopy (TPM) [31, 32] was developed to reconstruct the RI distribution of the object
by use of phase computed tomography (CT) that is based on multi-angle and line-integrated phase
delay measurements. Unlike the ray-optics model in TPM, optical diffraction tomography (ODT),
fist proposed by Wolf in 1969 [33] and experimentally demonstrated by Fercher in 1979 [34],
takes the wave-nature of light into consideration and it works for the reconstruction of weaklyscattering objects. Since 2000, ODT has obtained considerable progresses both in the theory and
experiment. The scalar ODT theory was extended to the vectorial model by the first Born
approximation [35]. Also, ODT based on partial spatial and temporal coherence were respectively
developed to improve the resolution, optical sectioning capability, and suppression of speckle
noise [36, 37]. Hyperspectral ODT was developed by sweeping the wavelength of the probing
wave, to provide not only spatial distributions, but dispersion information [38, 39]. For example,
the reconstructed dispersive absorption can be used to distinguish oxygenated and deoxygenated
red blood cells [39, 40]. The originally developed ODT was based on the object rotating
configuration (ORC), which may not be easy for biological samples. More advance techniques
3

based on, for example, optical tweezer [41], nature tumbling of the sample in a microfluidic
channel [42], and acoustofluidic pressure [43] were respectively developed to demonstrate the
rotation of biological samples. In addition, due to the stability and high-speed data acquisition,
ODT based on the illumination scanning configuration (ISC) was developed and widely used in
the investigation of biological samples [35, 44-46]. More recently, a novel ODT setup combining
ORC and ISC was developed to obtain the isotropic resolution below 200 nm, which was used to
image the fiber tip, microcrystal, and pollen [47]. A reflective ODT was demonstrated by placing
the sample in front of a perfect mirror, from which the isotropic resolution can also be obtained
[48]. More recently, polarization contrast ODT, as a dual-imaging technique, was proposed and
experimentally demonstrated by imaging zebrafish larva tails that cannot be shown in conventional
phase contrast ODT [49]. So far, ODT has been widely used in imaging biological samples such
as red blood cells and neuron cells [50-53], and micro-structures such as polystyrene microspheres
and optical fibers [45, 54, 55].
One major limitation of ODT is that it is only applicable for weakly-scattering objects,
requiring the scattered field by the object to be much smaller than the background field. This is
formulated as the first order Born approximation [56], which is based on the small perturbation
theory. Although the first order Rytov approximation [57], based on the smooth perturbation
theory, was shown to be superior to the Born approximation, it only relaxed the validity regime
slightly [58]. However, multiple scattering effect is common in thick biological samples. For
example, embryos or organoids themselves can be multiply-scattering, a cluster of cells can
produce multiple scattering even if each cell is a weak scatterer [59], or the object to be imaged is
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surrounded by turbid media. In such scenarios, both TPM and ODT become ineffective and the
inversion problem becomes very challenging.
In this dissertation, the main focus is on tackling the multiple scattering challenge in ODT
to reconstruct multiply-scattering objects with high contrasts, large OPDs, and complicated
structures. In chapter 2, iODT is developed based on reducing the discrepancies between the
forward and backward propagation fields through the scattering region. Numerical and
experimental results demonstrate that iODT is capable of providing an accurate and efficient
reconstruction of multiply-scattering phase objects. In chapter 3, an error subtraction method,
working as an add-on module to iODT, is developed to reconstruct multiply-scattering objects
with complex RI distributions. In chapter 4, iODT as originally designed for ORC is extended for
ISC by use of the tilted beam propagation and appropriate coherent transfer function normalization.
In chapter 5, the complementarity of iODT and optimization-based ODT in advantages and
disadvantages is explored, followed by demonstrations that optimization-based ODT only
initialized by iODT can converge to the global minimum accurately and robustly. Chapter 6
summarizes this dissertation.
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CHAPTER TWO: ITERATIVE OPTICAL DIFFRACTION
TOMOGRAPHY
2.1 Introduction
Quantitative refractive-index profiling is highly desired in the design and manufacturing
of optical fibers and fiber devices [60-63]. While topographic techniques require cleaving at the
plane of measurement and careful etching and calibration [64], optical tomographic methods are
non-destructive and do not required sample cleaving. If diffraction effects are negligible, as in the
short-wavelength case, imaging of optical fibers can be assumed to follow a ray-optics model and
reconstruction methods based on CT [65, 66], such as optical phase tomography [31, 67], can
readily be used. However, when the wavelength of illumination is on a scale similar to the sample
feature size, the wave nature of light must be accounted for. ODT [33] was developed for this
purpose. So far, ODT has been used for imaging a large-mode-area photonic-crystal fiber in the
visible and near-infrared regimes [54] and also for applications in label-free biological imaging
[45, 53, 68, 69] with sub-wavelength resolution.
In ODT, the object to be imaged is transversely illuminated at each angle, and the diffracted
field is measured. Under the weakly-scattering condition, the diffracted fields are linearly related
to the RI distribution of the object, through the use of the first-Born [56] or Rytov [57]
approximation. Unfortunately, these linear inversion algorithms fail when the weakly-scattering
condition is not satisfied, as is the case for samples with high RI contrast, complicated structures,
and/or large OPDs against the background, which cause multiple scattering [59, 70-72]. In these
scenarios, the inversion problem becomes very challenging.
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In this chapter, iODT algorithm is proposed and tested for the reconstruction of optical
fiber RI profiles beyond the weakly-weak. This iterative algorithm seeks to improve reconstruction
quality by iteratively minimizing the error between the field diffracted by the reconstructed object
and the field measured experimentally or obtained through simulations of phantoms. Based on the
error calculated from a previous estimate of the RI profile, a perturbative correction to the RI
profile is computed, forming a new estimate for the next iteration. Both simulation and
experimental results demonstrate that the proposed iODT algorithm can provide robust and
accurate reconstruction of optical fiber profiles with high RI contrasts, large OPDs, and
complicated structures.

2.2 Theory: Perturbative Correction via Deep Field Matching
A reconstruction algorithm aims at the inversion of a forward model relating the diffracted
field to the object RI distribution. Reasonable assumptions are usually adopted to make the
inversion feasible and efficient. In this section, we first discuss the standard ODT inversion that is
based on the Born or Rytov approximation, which linearizes the relation between the diffracted
field and the object function. We then introduce the framework of iODT, which is based on
iterative successive perturbation for which the relation between the perturbative diffracted fields
and the perturbative object function is linearized in each iteration, though ultimately the
reconstructed object is nonlinearly related to measured diffracted fields.

7

Figure 2.1: Schematic of the tomographic imaging configuration.

The tomographic imaging configuration is shown in Figure 2.1. For simplicity, twodimensional (2D) phase objects are considered in this chapter, but extending the analysis to threedimensional objects is straightforward. The phase object to be reconstructed (e.g., an optical fiber
cross-section) has a RI profile n( x, y) = nb + n( x, y), where nb is the RI of the background and
n( x, y )

nb . The contrast of the object is defined by the ratio max n( x, y ) / nb . The object is

illuminated by a set of plane waves with propagation constant k b directed at different angles and
the diffracted field is measured at each angle to form a sinogram. For an rotation angle θ, the
incident and diffracted fields u0 ( , ) and u ( , ,  ) are expressed in the rotated “local”
coordinates (ξ, η) which are related to the fixed “global” coordinates (x, y) by the relations:
x =  cos  −  sin  and y =  sin  +  cos  . Both ODT and iODT rely on Fourier transform

operations. Throughout this paper, we use the same symbol to designate a function and its Fourier
transform; for example,  (k ,  ) is the one-dimensional (1D) Fourier transform of  ( ,  ) with
respect to η.
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Conventional CT is applicable to low-contrast phase objects with feature sizes much
greater than the wavelength of the probe light so that diffraction is negligible. With a ray-optics
forward model, measurement at each angle produces a projection of the object function, which can
be used to obtain a slice of the Fourier transform of the object function in accordance with the
projection-slice theorem. The measurements constitute a Radon transform, which may be inverted
by means of filtered backprojection (FBPJ) [73].
When the feature size of a low-contrast phase object is comparable with the wavelength,
the effects of diffraction cannot be ignored. Under the condition of weak scattering, the Born or
Rytov approximation is used to linearly relate the measured fields to the object function
f ( x, y ) = (2 k0 ) 2 [n 2 ( x, y) − nb2 ]. ODT reconstruction relies on the diffraction-slice theorem [74]

whose inversion is commonly performed by filtered backpropagation (FBPP) [75]. In this
dissertation, we will adopt the Rytov approximation, which has been shown to be typically superior
to the Born approximation [58].
When reconstructing an off-axis object, the defocused optical field may fluctuate rapidly
and the validity of the Rytov approximation then breaks down. A modified FBPP algorithm, called
the extended-depth-of-focus (EDOF) FBPP, offers considerable improvements in the
reconstruction of features at locations offset from the center of rotation [55]. The Rytov-based
EDOF-FBPP algorithm involves the following steps: i) The measured field is backpropagated
through the background medium to obtain the field u ( , ,  ) from which the Rytov complex phase
is computed

 R ( , , ) = ln

9

u ( , ,  )
.
u0 ( , )

(2.1)

ii) The complex phase is unwrapped and filtered in the spectral domain,
 EDOF ( , k , ) = R ( , k , ) | k |.

(2.2)

iii) The inverse Fourier transform of  EDOF ( , k ,  ) is summed over all rotation angles to
reconstruct the object function
2

f ( x, y ) = − j 2 kb   EDOF ( , ,  ) d .

(2.3)

0

For phase objects having high RI contrast, large OPDs against the background, and
complicated structures, multiple scattering occurs and introduces nonlinearities between the
measured field and the object function will render the linear reconstruction methods (including CT
and ODT) ineffective. To reduce the reconstruction errors caused by multiple scattering, we
propose an iODT algorithm, summarized in Algorithm 2.1 and schematically shown in Figure 2.2.
This method aims at improving the reconstruction quality by iteratively reducing the error between
the fields that are diffracted by the reconstructed object, and the true fields that are measured
experimentally or obtained through simulations of phantoms, for all rotation angles. The true field

ut ( = d , , ) is obtained by measuring the complex field in the plane of the charge-coupled
device (CCD) camera and backpropagating it to the ξ = d plane through free space and any
intervening optical elements (This may also be accomplished by forward propagating the field
from the plane conjugate to the camera plane to the ξ = d plane through background medium).
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Figure 2.2: Block diagram of the iODT algorithm.
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The iterative algorithm is based on successive improvements on estimates of the object
function. If in the mth iteration f ( m ) ( x, y ) is a known imperfect estimate of the true object function
f ( x, y ), and if the field generated by forward propagating the known incident field u0 ( , )

through

(m)
( , , ), then the associated complex phase is
f ( m ) ( x, y) at angle  is ufwd

 ( m ) ( , , ) = ln
R

( m)
ufwd
( , , )
. The perturbative complex phase is then
u0 ( , )

Δ R( m ) ( , , ) = ln

(m)
ufwd
( , , )
u ( , , )
u ( m ) ( , , )
− ln t
= ln fwd
,
u0 ( , )
u0 ( , )
ut ( , , )

(2.4)

where ut ( , , ) is the true, but unknown, field throughout the scattering area/volume. In
conventional ODT, ut ( , , ) is estimated by backpropagating the true field ut ( = d , , )
through the background medium, but since we now have a known estimate f ( m ) ( x, y ) of the object,
we heuristically use instead the measured field backpropagated through the estimated object,
(m)
( , , ). It follows that
which we denote ubwd

Δ R( m) ( , , )  ln

( m)
ufwd
( , , )
.
( m)
ubwd ( , , )

(2.5)

( m)
( m)
( , , ) = ubwd
( , , )
If the estimated object f ( m ) ( x, y ) equals the true object f ( x, y ), then ufwd

for all angles, and the perturbation R( m ) ( , , ) = 0. This is the perfect solution consistent with
both input and output boundary conditions. Since this condition is not generally satisfied, we use
this perturbation Δ R( m ) ( , ,  ) to calculate the corresponding correction to the reconstructed
object function, f ( m) ( x, y) = f ( m) ( x, y) − f ( x, y), by means of formulae derived from Equations
(2.2) and (2.3):
12

m)
 (EDOF
( , k ,  ) =  R( m ) ( , k ,  ) | k |,

(2.6)

2

m)
f ( m ) ( x, y ) = − j 2 kb   (EDOF
( , ,  ) d .

(2.7)

0

We now use the correction f ( m) ( x, y) to determine a new estimate for the true object function,

f ( m+1) ( x, y) = f ( m) ( x, y) − f ( m) ( x, y), where m = 0, 1, … is the iteration number. If the initial guess
f (0) ( x, y) = 0, then the first iteration of the iODT generates a reconstructed object function
f (1) ( x, y) identical to that of conventional ODT. Prior information on the true object function
f ( x, y ) may be used to apply constraints, such as non-negativity or reality, on the estimated object

function f ( m ) ( x, y ) at each iteration. The algorithm is then described by the iterative relation

f ( m+1) ( x, y) = C[ f ( m) ( x, y) − f ( m) ( x, y)],

(2.8)

where C is a constraint operator. To implement the iODT algorithm, it is necessary to solve the
forward and backward propagation problems at each angle for each iteration. An accurate and
efficient

forward

solver

S

is

used

to

calculate

the

forward-propagated

field

( m)
ufwd
( , , ) = S[ u0 , f ( m ) ( x, y ),  ], which is generated by the incident wave u 0 as it propagates

through the object f ( m ) ( x, y ) at each angle θ. The same solver is used in the reverse direction to
( m)
( , , ) = S−1[ ut (d , , ), f ( m) ( x, y),  ], which
calculate the backward propagated field ubwd

results from backpropagating the true field ut (d , , ) through the estimated object at each angle
θ.
The proposed iODT algorithm also needs a proper convergence criterion. Furthermore, it
is desirable to institute a stopping criterion independent of the object. When the error between the
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( m)
estimated sinogram ufwd
(d , , ) and the true sinogram ut (d , , ) converges, the correction to the

object function will be negligible in comparison with the object function itself. To characterize the
deviation between the estimated sinogram and the true sinogram in each iteration, we define the
normalized root-mean-square (nRMS) error between these two sinograms in both amplitude and
phase

 | u ( , ) | − | u
t

A ( m) =



( m) =

(m)
fwd

( ,  ) |

2

N pix

range | ut ( , ) |

 W Arg u ( , ) − Arg u
t

(m)
fwd



( ,  ) 

range W[Arg ut ( ,  )]

(2.9)

,

2

N pix

,

(2.10)

where N pix is the number of pixels in the sinogram, W is a phase-wrapping operator, Arg returns
the principal value of phase, and the argument ξ = d is ignored for brevity. When convergence is
achieved, the variation of the nRMS errors

A

and



will be vanishingly small for successive Q

iterations. If these errors fail to converge before a predefined maximum number of iterations, the
iterative reconstruction will be terminated at this predefined number. Therefore, we select the stop
conditions as follows
A

(m) −

A

(m − q) 

tol

,

or m  mmax
where

tol



(m) −  (m − q) 

tol

,

(2.11)

is predefined tolerance level, parameter q = 1, 2,...Q, and mmax is the predefined

maximum number of iterations.
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2.3 Results and Discussions
We have verified the effectiveness of the iODT algorithm for objects with high RI contrasts,
large OPDs, and complicated structures by both simulations and experiments. In simulation
verifications, the true sinograms are obtained from phantoms using the finite difference time
domain (FDTD) method [76], which is considered the most accurate. In experimental verifications,
the interferograms are measured using a Mach-Zehnder interferometer (see Figure 2.11) and the
true sinograms are extracted from the interferograms. In the iterative reconstruction process, an
accurate and efficient numerical solver is highly desirable in order to calculate the forward and
backward fields in Equation (2.5). for all rotation angles. In this chapter, we use the wide-angle
beam propagation method (BPM) [77], instead of FDTD which is also the most time-consuming,
as the numerical solver for each iteration. The L2-norm method [78, 79] is used to unwrap the
complex phase. To suppress high-frequency noise, the ramp filter in Equation (2.6) can be replaced
by a Shepp-Logan-Gaussian filter, which is a product of a Shepp-Logan filter [74] and a Gaussian
filter. For constraints, non-positivity or non-negativity will be applied to the real part of
reconstructed RI distribution if it is a priori known that the background medium has, respectively,
the largest or smallest RI. Since we are more interested in phase objects, a non-imaginary
constraint will also be applied to the reconstructed object function. For the stop condition, the
sinogram errors are compared for the successive Q = 10 iterations and the error tolerance level

tol

is chosen to be 10 −3 . The iODT algorithm is implemented in MATLAB 2016a and the simulation
is conducted in a computer equipped with an Intel(R) Core(TM) i7-5820K 3.3GHz CPU and a
32GB RAM.
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True sinograms from phantoms with high contrast, complicated structures, and/or large
OPDs, consisting of diffracted fields corresponding to rotation angles from 0°to 355°with an
increment of 5°, are calculated using the FDTD method. If the phantom or the reconstructed object
in each iteration has rotational symmetry of order α, only the fields corresponding to the angles
from 0°to 360°/α need to be calculated. The wavelength of the probe light 0 is 650 nm and the
RI of the background medium nb is 1.4584 so that the wavelength in this medium b is 445.7 nm
For the following examples, we will use these wavelengths and background RI, unless otherwise
specified.

2.3.1 Two-core Phantom
In this example, the phantom is a two-core fiber with core diameters of 20 μm separated
by 30 μm, and a core-cladding/background RI contrast of 10%. This phantom is used to validate
the effectiveness of iODT in reconstructing objects with high RI contrast and large OPD ( 7.60 )
in this case). The computational domain is sampled with grid size Δx = Δy = b / 2. The data
processing time of iODT reconstruction is approximately 0.4 minutes per iteration. The RI
distribution of the phantom and the reconstructed object using three different algorithms, CT, ODT
and iODT (m = 21), are shown in Figure 2.3, and their horizontal cross sections are plotted in
Figure 2.4. In the CT reconstruction, there are many artifacts between the two cores as well as
around the background because the phase unwrapping, applied on the sinogram, undergoes
significant failures which contaminate the reconstruction. In the ODT reconstruction, EDOF-FBPP
propagates the field in the background medium, thus can model the defocused field to some extent.
The modelling of the defocused field is more accurate for rotation angles at which the two cores
16

are approximately aligned in the transverse direction so that the probe beam is diffracted by each
core independently. The phase unwrapping, applied locally on the back-propagated fields,
performs well for these angles. Therefore, the artifact in the reconstructed RI distribution in the
transverse direction is suppressed. However, for the remaining rotation angles where the two cores
are aligned approximately along the wave propagation direction, the defocused field cannot be
accurately modelled by EDOF-FBPP because of multiple scattering. As a result, the phase
differences against the background are still large and have phase vortices, causing phaseunwrapping failures, which introduce errors into the reconstructed RI. To consider the multiplescattering effect in the iODT reconstruction, plane waves and true fields are forward and backward
propagated, respectively, for each rotation angle, through an estimate of RI distribution instead of
the background medium. The perturbative complex phase remains small and therefore can be
successfully unwrapped. The RI distribution reconstructed by iODT (see Figure 2.3) is the more
accurate in terms of shape, RI values and artifact suppression, as quantified below.
(a) Phantom

(b) CT

(c) ODT

(d) iODT
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Figure 2.3: (a) RI distribution of the phantom of a two-core fiber. Reconstructions using (b) CT, (c) ODT, and (d)
iODT (m = 21).

Figure 2.4: 1D cross sections of the phantom and reconstructions using CT, ODT and iODT (m = 21).

The nRMS errors in the amplitude and phase of the sinograms as functions of the iteration
number are shown in Figure 2.5(a) and (b), respectively. Since the 2 phase ambiguities are
gradually removed by phase unwrapping in each iteration, the nRMS error in the phase of
sinograms, which is defined by the wrapped phase difference [see Equation (2.10)], may diverge
temporarily, after which the iteration converges quickly. The iterative reconstruction converges by
21 iterations, at which the sinogram errors approach the floors corresponding to the discrepancy
between BPM and FDTD (indicated by the dashed lines), which indicates that the object can be
accurately reconstructed using the iODT method. After 21 iterations, the amplitude and phase of
the field diffracted by the phantom and by the reconstructed object for the rotation angle of 0°are
displayed in Figure 2.5(c) and (d), respectively.
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Iteration Number 𝑚

Iteration Number 𝑚

(c)
Phase
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(d)

Figure 2.5: The nRMS errors in the amplitude (a) and the phase (b) of the sinograms as functions of the iteration
number m. The dashed lines in (a) and (b) indicate the floors corresponding to the discrepancy between BPM and
FDTD. The amplitude (c) and phase (d) of the field diffracted by the phantom (blue) and by the reconstructed object
(red) after 21 iterations for the rotation angle of 0°.

In order to assess upper limits on the contrast of objects that may be successfully
reconstructed using iODT, we have tested the two-core fiber phantoms at various contrast levels
(higher than the 10% example shown above). We find that the maximum RI contrast that iODT
can adequately reconstruct is about 12% (Δn = 0.175). If the contrast is 14%, then the value of the
reconstructed RI is about 0.023 smaller than that of the phantom. However, the fields diffracted
by the phantom and the reconstructed object match well, indicating that iODT reconstruction is
trapped in a local minimum.

2.3.2 19-core Fiber Phantom
In this test, we create a phantom with a complicated structure and large OPD ( 2.70 ) to
demonstrate the effectiveness of iODT against multiple scattering. The phantom is a 19-core fiber
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with a cladding RI of 1.453 and cladding diameter of 180 μm. Each core has a RI of 1.458 and
diameter of 9.2 μm surrounded by a trench with a width of 4.6 μm and RI of 1.444. The core-tocore distance is 32 μm. The largest RI variation Δn = 0.014 is between the trench and the core, so
that the RI contrast is about 0.96%. The grid size used in the reconstruction is Δx = Δy = b / 2. The
data processing time of iODT reconstruction is about 1.6 minutes per iteration. The RI distributions
of the phantom and the reconstructed object using the CT, ODT and iODT (m = 34), are shown in
Figure 2.6. In the CT reconstruction, the phase-unwrapping failures, attributed to the presence of
phase vortices, introduce severe artifacts around the central region of the reconstruction. EDOFFBPP, propagating the true field through the background medium, however, fails to model the
defocused fields correctly because the multiple-scattering effect caused by this multi-core fiber is
not negligible for all rotation angles. Ironically, the phase differences against the background field
remain large and contain complex distributions, caused by phase vortices, which exacerbate the
phase-unwrapping failures. Consequently, the ODT reconstruction contains more artifacts.
Compared with CT and ODT, the reconstruction using iODT is more accurate in terms of RI
distribution and artifact suppression.
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(a) Phantom

(b) CT

(c) ODT

(d) iODT

Figure 2.6: (a) RI distribution of a 19-core fiber phantom. Reconstructions using (b) CT, (c) ODT, and (d) iODT (m
= 34).

The nRMS errors in the amplitude and phase of the sinograms as functions of the iteration
number are shown in Figure 2.7(a) and (b), respectively. The sinogram errors converge by 34
iterations, reducing the nRMS error in amplitude from 4.7% to 2.5% and the error in phase from
7.3% to 2.2%, respectively. The nRMS errors do not reach the floors corresponding to the
discrepancy between BPM and FDTD (indicated by the dashed lines). After 34 iterations, the
amplitude and phase of the field diffracted by the phantom and by the reconstructed object for the
rotation angle of 0°, are shown in Figure 2.7(c) and (d), respectively. We believe the reason why
the nRMS errors do not reach the BPM-FDTD floors is not due to the iODT method itself. We
have verified that by increasing the angular resolution of the sinogram from 5°to 1°, the nRMS
errors do reach the BPM-FDTD floors. This is reasonable because the reduced periodicity between
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cores, from 180°in the previous case of the two-core fiber to 60°for the current 19-core fiber,
necessitates a finer angular step size.
(b)

Sinogram

Sinogram

(a)
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Iteration Number 𝑚

(c)

Phase
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(d)

Figure 2.7: The nRMS errors in the amplitude (a) and the phase (b) of the sinograms as functions of the iteration
number m. The dashed lines in (a) and (b) indicate the floors corresponding to the discrepancy between BPM and
FDTD. The amplitude (c) and phase (d) of the field diffracted by the phantom (blue) and by the reconstructed object
(red) after 34 iterations for the rotation angle of 0°.

2.3.3 Shepp-Logan Phantom
In this example, the capability of iODT will be further demonstrated by reconstructing the
well-known Shepp-Logan phantom whose parameters are labeled in Figure 2.8(a) [71]. The
wavelength used in this test is 406 nm and the background RI is 1.333, so that the wavelength in
the background medium b is 304.6 nm. The largest RI variation Δn = 0.124 is between the
phantom edge and the background, therefore the RI contrast is about 9.3%. To accurately represent
the small features of this phantom, a small grid size Δx = Δy = b / 35 is used. The data processing
time of iODT reconstruction is about 3 minutes per iteration. The RI distributions of the phantom
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and the reconstructed object using the CT, ODT and iODT (m = 14), are shown in Figure 2.8, and
their horizontal and vertical cross sections are displayed in Figure 2.9(a) and (b), respectively.
(a) Phantom

(b) CT

1.457

1.437
1.407

1.39
1.333

(c) ODT

(d) iODT

Figure 2.8: (a) RI distribution of the Shepp-Logan phantom. Reconstructions using (b) CT, (c) ODT, and (d) iODT
(m = 14).

(a)

(b)

Figure 2.9: Horizontal (a) and vertical (b) cross sections of the phantom and reconstructions using CT, ODT and
iODT (m = 14).
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Because this phantom has feature sizes smaller than or comparable to the wavelength in
the background medium and a RI contrast as high as 9.3%, the multiple-scattering effect cannot
be neglected. As a result, small features in this phantom can only be resolved by iODT. In this
reconstruction, a Shepp-Logan filter is employed to balance spatial resolution and artifact
suppression. The three features at the bottom of the phantom are only visible in the iODT
reconstruction. Since ODT and iODT have resolution of b / 2 in the transmission configuration,
the three features at the bottom of the phantom, which are smaller than b / 2 , cannot be
completely resolved, even with iODT.
The nRMS errors of the sinograms are presented in Figure 2.10(a) and (b). The error in the
amplitude of the sinogram decreases from 7.2% to 4.2% and the error in the phase decreases from
5.4% to 2.5%. Sinogram errors converge by 14 iterations and approximately approach the floors
corresponding to the discrepancy between BPM and FDTD (indicated by the dashed lines). The
amplitude and phase of the field diffracted by the phantom and the reconstructed object for the
illumination angle of 0°are shown in Figure 2.10(c) and (d), respectively.
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Figure 2.10: The nRMS errors in the amplitude (a) and the phase (b) of the sinograms as functions of the iteration
number m. The dashed lines in (a) and (b) indicate the floors corresponding to the discrepancy between BPM and
FDTD. The amplitude (c) and phase (d) of the field diffracted by the phantom (blue) and by the reconstructed object
(red) after 14 iterations for the rotation angle of 0°.

To evaluate the proposed iODT algorithm using experimental data, a commercial optical
fiber profiler IFA-100 [80] is used to collect the data. As displayed in Figure 2.11, the setup is
based on off-axis Mach-Zehnder phase-shifting interferometry in an object-rotating configuration.
Light coming from an incandescent lamp, passing through a narrow-band filter and polarizer, is
split into a reference beam and an object beam, both of which are rendered to be plane waves after
the condensers. The sample to be imaged is held transverse to the rotation and controlled by a
rotation motor. The interference between the object and reference arms are captured through an
imaging system consisting of high numerical aperture (NA), oil-immersion objectives (25x,
NA=1.4) and a tube lens by a CCD camera to create a digital hologram. The complex fields are
extracted from the measured interferograms by the Fourier transform method [18] or the Hilbert
transform method [26]. The true fields ut are obtained by forward propagating the field from the
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plane conjugate to the camera plane to the ξ = d plane through the background medium. The data
acquisition time is about one minute for each rotation angle.
lamp

filter

P

BS

MO

CL

M

TPW

RM

CCD

M
CL fiber MO

BS

TL

Figure 2.11: Schematic setup of the commercial profiler IFA-100. P: polarizer; BS: beam splitter; M: mirror; TPW:
translating phase wedge; CL: condenser lens; RM: rotation motor; MO: microscope objective; TL: tube lens.

2.3.4 19-core Single-mode Fiber
In this experiment, we choose a 19-core single-mode fiber, modeled earlier by the 19-core
fiber phantom, designed for spatial-division multiplexing [81, 82] as a test sample. The central
wavelength of the narrow-band filter used in the experiment is 650 nm, at which the RI of the
matching oil is 1.4584. Since the sample to be imaged, unlike the phantom shown in the previous
examples, does not have rotational symmetry, interferograms corresponding to rotation angles
extending from 0°to 355°, with an increment of 5°, are recorded using the profiler.
The grid size in the reconstruction is Δx = Δy = 4.6/25 = 0.184 μm, which equals the pixel
size of the CCD camera divided by the magnification of the objective. The data processing time
of iODT reconstruction is 10.2 minutes per iteration. The true sample, unlike the phantom of 19core fiber shown in the previous case, does not have rotational symmetry of order 6, so that the
reconstruction processing time is approximately scaled by a factor of 6. The microscopic image of
the sample and the reconstructed RI distributions, using CT, ODT and iODT (m = 13) algorithms
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are shown in Figure 2.12. In the CT reconstruction, the inability of modelling the defocused field
accentuates the phase-unwrapping failures, resulting in large errors in the middle of the
reconstruction. ODT, even when combined with extended depth of focus, also fails to model the
defocused field correctly for all rotation angles, due to the fields only being backpropagated
through the background medium. The phase differences against the background are not only large
but complicated in their distributions, due to phase vortices. Therefore, more drastic failures in
phase unwrapping are introduced, which results in reconstruction artifacts. The smearing effect in
the iODT reconstruction may be related to the uncertainty of the rotation angles in the experiment,
due to the fiber not rotating as a rigid object, with respect to the rotational mount.
(b) CT

(a) Microscopic Image

(c) ODT

(d) iODT

Figure 2.12: (a) Microscopic image of the 19-core single-mode fiber. Reconstructions using (b) CT, (c) ODT, and
(d) iODT (m = 13).

The dependence of the nRMS errors in the amplitude and phase of the sinograms versus
the iteration number are presented in Figure 2.13(a) and (b), respectively. The sinogram errors
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decrease from 7.0% to 6.0% in the amplitude, and from 7.5% to 3.9% in the phase. Sinogram
errors converge by 13 iterations. The amplitude and phase of the experimental field and the
simulated field, which is diffracted by the reconstructed object, for the rotation angle of 0°are
shown in Figure 2.13(c) and (d), respectively.
(b)
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Sinogram

(a)

Iteration Number 𝑚

Iteration Number 𝑚

(c)
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Figure 2.13: The nRMS errors in the amplitude (a) and the phase (b) of the sinograms as functions of the iteration
number m. The amplitude (c) and phase (d) of the experimental field (blue) and the simulated field diffracted by the
reconstructed object (red) after 13 iterations for the rotation angle of 0°.

2.3.5 Leakage Channel Fiber
To further verify the effectiveness of iODT for the RI profiling of optical fibers, we provide
another example of reconstructing the resonantly enhanced leakage channel fiber [83, 84], whose
cladding is tapered down to 160 μm. The two rings of fluorine-doped silica rods have lower
refractive indices than that of the cladding silica. The middle core is also made of silica. The grid
size used in the reconstruction is Δx = Δy = 4.6/25 = 0.184 μm. The data processing time of iODT
reconstruction is about 8 minutes per iteration. The microscopic image of this fiber and the
reconstructed RI profiles using CT, ODT and iODT (m = 12) are demonstrated in Figure 2.14. The
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artifacts, shown in the central and cladding region in the CT and ODT reconstructions, respectively,
are suppressed in the iODT reconstruction.
(a) Microscopic Image

(b) CT

(c) ODT

(d) iODT

Figure 2.14: (a) Microscopic image of the leakage channel fiber. Reconstructions using (b) CT, (c) ODT, and (d)
iODT (m = 12).

The nRMS errors of the sinograms are presented in Figure 2.15(a) and (b). The sinogram
error decreases from 7.0% to 5.1% in the amplitude, and from 5.3% to 3.1% in the phase. Sinogram
errors converge by 12 iterations. The experimental field and the simulated field, which is diffracted
by the reconstructed object, for the rotation angle of 0°are shown in Figure 2.15(c) and (d).
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(b)

Sinogram

Sinogram

(a)

Iteration Number 𝑚

Iteration Number 𝑚

(d)
Phase

Amplitude

(c)

Figure 2.15: The nRMS errors in the amplitude (a) and the phase (b) of the sinograms as functions of the iteration
number m. The amplitude (c) and phase (d) of the experimental field (blue) and the simulated field diffracted by the
reconstructed object (red) after 12 iterations for the rotation angle of 0°.
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CHAPTER THREE: ITERATIVE OPTICAL DIFFRACTION
TOMOGRAPHY WITH ERROR SUBTRACTION
3.1 Introduction
As a label-free, non-destructive, and quantitative imaging technique, ODT has been widely
used to reconstruct the RI distribution of phase objects, such as biological cells and tissues, and
optical fibers [33, 45, 46, 54, 85]. ODT reconstructs the RI distributions of transparent samples by
interferometrically measuring diffracted fields over multiple angles and solving the inverse
scattering problem, typically by adopting the weakly-scattering approximation [56, 57, 74]. When
such an assumption does not hold, e.g., when the object has a high contrast, large OPD and
complicated structure, conventional ODT inversion becomes ineffective [58, 86]. To extend the
application of ODT reconstruction to the multiply-scattering regime, inversion algorithms based
on the beam propagation method [87-89] or the Lippmann-Schwinger equation were developed
[71, 72, 90, 91]; however, such techniques can be time-consuming or trapped in a local minimum,
especially for the object with large OPD. Recently, the computationally efficient iODT algorithm
was proposed for the reconstruction of RI distributions of phase objects beyond the weaklyscattering regime [86].
While the reconstruction of RI distributions of transparent samples is useful for biological
imaging, the absorption properties of tissues provide insight about light penetration and biological
functions such as delineation of oxygenated and deoxygenated blood [40]. It was demonstrated
that ODT can reconstruct objects with complex RI under the weakly-scattering assumption [51,
92-95]. Since multiple scattering is common in biological samples, e.g., a cluster of cells can
produce multiple scattering even if each cell is a weak scatterer [59], simultaneous reconstruction
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of the distributions of the refractive index and the absorption coefficient of multiply-scattering
objects is highly desirable, albeit a hitherto unexplored topic, to the best of our knowledge.
In this chapter, we will first explore the efficacy of iODT for reconstruction of objects with
both multiple scattering and loss, i.e., complex RI. We have observed that for samples of higher
RI contrast, or complicated structure, iODT reconstructions are susceptible to complex-valued
artifacts, which may introduce “crosstalk” between the real and imaginary portions of
reconstructions. To help mitigate the crosstalk error, we propose an ES method to serve as an
“add-on” module to iODT that extends the effectiveness of iODT, without changing the main
skeleton of the algorithm. This new technique is hereafter referred to as iODT-ES.

3.2 Theory: Error Subtraction
The recently-proposed iODT algorithm (without the ES module) is described in Algorithm
2.1 and Figure 3.1. The object function (i.e., the scattering potential) is proportional to the
permittivity difference between the object to be imaged and the background medium, i.e., 𝑓 =
2𝜋𝑘0

⋅(

−

) where 𝑘0 = 1

wave in free space, and

0

is the wavenumber,

0

is the wavelength of the probe

is the background RI. iODT reconstructs the object function iteratively

until the errors between the measured and computed fields are minimized. The true diffracted fields
are measured experimentally [80] or obtained through simulation of phantoms using techniques
such as the FDTD method [76]. The global and local coordinates are related by
sin𝜃

= 𝜉cos𝜃 −

= 𝜉sin𝜃 + cos𝜃 where 𝜃 is the rotation angle. The same symbol is used to represent

both the function and its Fourier transform, with the argument specifying the domain. With the
initial guess of the object function set to 𝑓

0

= , iODT reconstruction in the first iteration is
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identical to conventional ODT. Subsequently, the known incident field
fields

0

and the true diffracted

, shown in Figure 3.1(a), are respectively forward and backward propagated through an

estimate of the object using an efficient and accurate propagation solver 𝓢. As demonstrated in
Figure 3.1(b), the difference between these propagated fields within the entire reconstruction area
produces the perturbative complex phase that forms a correction yielding the next estimate of the
object function. The constraint 𝓒 e.g., non-negativity, can be applied to the reconstructed object
if prior knowledge is available. nRMS errors between the simulated and true sinograms by
Equations (2.9) and (2.10). The stopping condition is defined by Equation (2.11). For experiments
where the “true” fields are generated from phantom samples (whose distributions are known), the
reconstruction quality is quantified directly by the signal-to-noise ratios,

SNRr =10 log10

SNRi =10 log10

where

Re(nt − nb )
Re(nt − n)

Im(nt − nb )
Im(nt − n)

2
l2
2

(3.1)

l2

2
l2
2

(3.2)

l2

and ̂ are the complex RI distributions of the true object and the reconstructed object,

respectively.
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Figure 3.1: Illustration of iODT.

The true diffracted fields are either measured experimentally or computed through
simulations of phantoms using FDTD method, which is well-known for its accuracy. As shown in
Figure 3.1(a), the modular nature of iODT allows the user to define the propagation solver 𝒮, as
computational accuracy and efficiency considerations deem appropriate. To model the effects of
multiple-scattering, we elect to use the wide-angle BPM [77], for its computational efficiency and
reasonable accuracy; however, it is less accurate than FDTD.
The discrepancy between the propagation solver 𝒮 and the solver producing the true
diffracted fields, especially for samples of high-contrast or complicated structure, can result in
errors in the forward-backward fields, and by extension the perturbative Rytov phase ∆𝜑R .
According to the Rytov-based filtered backpropagation algorithm, as described in Algorithm 2.1,
errors in the real and imaginary parts of 𝜑𝑅 result in complex-valued errors in the perturbative
object function correction, ∆𝑓. Consequently, the solver discrepancy (e.g., between BPM and
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FDTD) can cause complex-valued artifacts in reconstructions, which in turn may introduce
crosstalk artifacts between the real and imaginary parts of the reconstruction.
One way to suppress such crosstalk artifacts is to reduce the solver discrepancy, for
example, by selecting a more accurate forward-backwards solver which more accurately models
the true fields, computed from FDTD, or measured in experiment. To demonstrate this, we create
a complex-valued phantom whose real and imaginary parts are spatially separated, as shown in
Figure 3.2(a). Figure 3.2(b), the iODT reconstruction, where BPM is used as the propagation solver
𝒮, is noticeably contaminated by real-to-imaginary crosstalk. We then repeat the experiment by
changing the solver 𝒮 to FDTD, as plotted in Figure 3.2(c), and observe a significant reduction in
crosstalk contamination. Although the iODT reconstruction, using FDTD, is more accurate, FDTD
is very time-consuming (about 200 times slower than iODT, using BPM), which suggests such an
approach to reduce solver error to be less practical – especially for larger samples.

Figure 3.2: Distributions of the real (upper row) and imaginary (lower row) parts of the object function of (a) a
phantom, (b) reconstruction using iODT with BPM, (c) reconstruction using iODT with FDTD.
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An alternative approach to reduce crosstalk artifacts is to calibrate the error in iODT and
then subtract it out. Since many samples, like soft tissue and optical fiber, are mostly transparent
in the optical regime, the imaginary parts of the object functions of such samples are usually
negligible, compared to the real parts. For this reason, the imaginary-to-real crosstalk is considered
negligible compared to the real part of the object function itself. Exploring the reconstructed real
part of the object function that is less sensitive to the crosstalk artifacts, we propose an ES method,
serving as an add-on module to iODT, to help suppress the real-to-imaginary crosstalk artifacts
caused by the solver discrepancy. This way, accurate reconstructions can be obtained without
scarifying computational efficiency on a more accurate but slower solver. The main idea of ES is
that once a good estimate of the real part of the object function is obtained, as an approximation,
the real-to-imaginary crosstalk induced by the real part can be subtracted out, as described in
Algorithm 3.1 and Figure 3.3.
When iODT reconstruction (without the ES module) converges at the 𝑝
assume that the real part of the reconstructed object Re[𝑓
object Re[𝑓 ]. However, the imaginary part Im[𝑓

𝑝

𝑝

h

iteration, we

] approximates the real part of the true

] contains loss/gain artifacts. These artifacts

occur because even if the object function is purely real, both ODT and iODT reconstructions
produce an erroneous imaginary component in the object function, which is manifested as an
artifact in the loss or gain of the object. In the ES module, the estimated phase object Re[𝑓

𝑝

]

without any loss/gain is plugged into iODT to compute the corresponding loss/gain artifact 𝑔
which is then subtracted out for all subsequent iODT-ES iterations starting from 𝑓
fields

′

diffracted by Re[𝑓

𝑝

𝑝+

. To do so,

] are first calculated using FDTD for all rotation angles, and then

iODT is employed to estimate the corresponding artifact 𝑔. In all subsequent iODT iterations (𝑚 >
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𝑝), artifact 𝑔 is subtracted from the imaginary component of the current estimate of the object
function, and the real part of the reconstruction is reset to Re[𝑓

𝑝

] in each iODT-ES iteration until

the stopping condition is satisfied again.

Figure 3.3: Illustration of the iODT-ES algorithm.

3.3 Results and Discussions
To test the effectiveness of the proposed iODT-ES method, we created multiply-scattering
phantoms with complex RI distributions. The fields
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, diffracted by the phantom over all rotation

angles from

to 355 with an increment of 5 , are calculated by the FDTD method. If the

phantom to be imaged or the reconstructed object in each iteration has a rotational symmetry of
order 𝛼 , only the diffracted fields corresponding to the angles from 0 to 36

/𝛼 need to be

computed. BPM is employed as the propagation solver in iterative reconstruction. For
conventional ODT reconstruction, we will adopt the Rytov approximation, which has been shown
to be superior to the Born approximation [58]. L2-norm phase unwrapping [78] is used to remove
the phase ambiguities in the imaginary part of the perturbative complex phase ∆𝜑R𝑚 shown in
Algorithm 2.1. We believe that the complex RI is more intuitive; therefore in the following
numerical validations, we define the phantom and render the reconstruction based on the complex
RI, though the error subtraction is applied in the object function as shown in Algorithm 3.1 or
Figure 3.3. We choose the parameters 𝑄 = 1 and the error threshold

l

=1

−

, respectively.

All simulations are implemented in MATLAB 2018a using a computer equipped with an Intel(R)
Core(TM) i7-5820K 3.3 GHz CPU and a 32GB RAM.

3.3.1 Shepp-Logan Phantom
In the first example, a Shepp-Logan phantom with complex RI distribution is created as
shown in Figure 3.4(a). Although the real and imaginary parts of the RI distributions of physical
objects usually have similar boundaries or orientations, we purposely make them different so that
we can evaluate the reconstruction fidelity individually. The wavelength of the probe light is 0 =
4 6 nm. The RI of the background medium is
background medium is  = 0

= 1.333 , so that the wavelength in the

= 3 4.6 nm. The real part of the RI has a contrast 1.4 7 −

≈ 5.6%, and the imaginary part introduces approximately an average of 13.5% energy
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loss of the diffracted fields over all rotation angles. The reconstruction dimension is 2  × 2 
with a grid size  =  =  2 . As shown in Figure 3.4(b), conventional ODT reconstruction
produces both real and imaginary parts with values smaller than the phantom as a result of the
weakly-scattering assumption. Also, the crosstalk artifacts are apparent in the imaginary part. By
contrast, the iODT result (𝑚 = 28) shown in Figure 3.4(c) is superior to the ODT result in terms
of the reconstructed values, shape, and artifact suppression. The data processing time of iODT
reconstruction is about two minutes per iteration.
(a) phantom

(b) ODT

(c) iODT

Real

1.407
1.347

1.387

1.36

1.333

0

12.8 dB

16.2 dB

14.1 dB

18.3 dB

0.01

Imag

0.02
0.012

0.005 0.015

5

Figure 3.4: Distributions of the real (upper row) and imaginary (lower row) parts of the complex RI of (a) SheppLogan phantom with an index contrast of 5.6%, (b) conventional ODT reconstruction, (c) iODT reconstruction (m =
28). The SNRs of the real and the imaginary parts of the reconstruction are indicated in the subfigures.

As plotted in Figure 3.5(a) and (b) respectively, SNRs of the real and imaginary parts of
the reconstructed complex RI as functions of iteration number show the superiority of iODT to
ODT. The nRMS errors in the amplitude and phase of the sinograms as functions of the iteration
number are shown in Figure 3.5(c) and (d), respectively, and they approximately converge to the
floors corresponding to the solver discrepancy between FDTD and BPM. After 28 iterations, the
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amplitude and phase of the field diffracted by the phantom and by the reconstructed object for the
rotation angle of 0°are displayed in Figure 3.5(e) and (f), respectively.
(c)

(b)

(d)

(e)

Amplitude

(a)

Phase

(f)

Iteration Number 𝑚

Iteration Number 𝑚

Figure 3.5: SNRs of the real (a) and imaginary (b) parts of the reconstructed complex RI as functions of iteration
number 𝑚. nRMS errors in the amplitude (c) and phase (d) of sinograms as functions of the iteration number 𝑚. The
dashed lines in (c) and (d) indicate the error floors corresponding to the solver discrepancy between FDTD and
BPM. The amplitude (e) and phase (f) of the field diffracted by the phantom (blue) and by the reconstructed object
(red) after 28 iterations for the rotation angle of 0°.

In the second example, we create a Shepp-Logan phantom with a higher RI contrast, as
shown in Figure 3.6(a). The real part of RI has a contrast of 1.427 −

≈ 7%, and the

imaginary part is identical to that in the previous example. Now, as shown in Figure 3.6(b),
conventional ODT reconstruction severely underestimates both the real and imaginary parts of
complex RI. Furthermore, the crosstalk artifacts become much more pronounced in the imaginary
part. The iODT reconstruction converges after 𝑝 = 27 iterations. As shown in Figure 3.6(c),
Re[

7

] is a good estimate of Re[ ] but Im[

7

] still has severe crosstalk artifacts. To

suppress such artifacts, the proposed ES method is enabled for iteration numbers 𝑚 > 27. iODT
with ES converges again at 𝑚 = 4 , where Re[
reconstruction quality of Im[

0

0

] is very similar to Re[

7

] , and the

] is improved as displayed in Fig. 6(d). Note that when
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implementing iODT-ES, the real part of reconstructed object function will be reset to the real part
of the convergent iODT reconstruction, as shown in Algorithm 3.1 or Figure 3.3. Since the
imaginary part of object function is much smaller than the real part, the real parts of reconstructed
RI using iODT and iODT-ES respectively shown in the upper row of Figure 3.6(c) and (d) are
almost identical.
(b) ODT

(a) phantom

(c) iODT

(d) iODT-ES

1.427
1.407

Real

1.357

1.38

1.333
0

14.0 dB

18.8 dB

18.8 dB

11.9 dB

17.3 dB

17.5 dB

0.01

Imag

0.02
0.012

0.005 0.015
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Figure 3.6: Distributions of the real (upper row) and imaginary (lower row) parts of the complex RI of (a) SheppLogan phantom with an index contrast of 7%, (b) ODT reconstruction, (c) iODT reconstruction (m = 27), and (d)
iODT-ES reconstruction (m = 40), with ES module enabled for 𝑚 > 27. The SNRs of the real and the imaginary
parts of the reconstruction are indicated in the subfigures.

SNRs of the real and imaginary parts of the reconstructed complex RI as functions of
iteration number, as plotted in Figure 3.7(a) and (b) respectively, show that iODT-ES provides the
most accurate reconstruction compared to ODT or iODT. The nRMS errors in the amplitude and
phase of the sinograms as functions of the iteration number are shown in Figure 3.7(c) and (d),
respectively. The reason why the sinogram errors (especially the amplitude error) suddenly
increase at the 28th iteration is that the initial guess for the iODT with the ES module is a phase
object only, i.e., Re[𝑓

7

], which produces non-absorptive diffracted fields. This is the same

reason why SNR in the imaginary part as shown in Figure 3.7(b) suddenly increases at the 28th
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iteration. The error curves in Figure 3.7(c) and (d) approximately converge to the levels set by the
solver discrepancy between FDTD and BPM After 40 iterations, the amplitude and phase of the
field diffracted by the phantom and by the reconstructed object for the rotation angle of 0°are
displayed in Figure 3.7(e) and (f), respectively.
(a)

(e)

Amplitude

(c)

(f)

(d)

Phase

(b)

0

𝑝

0

𝑝

Iteration Number 𝑚

Iteration Number 𝑚

Figure 3.7: SNRs of the real (a) and imaginary (b) parts of the reconstructed complex RI as functions of iteration
number 𝑚. nRMS errors in the amplitude (c) and phase (d) of sinograms as functions of the iteration number 𝑚. The
ES module is enabled at iteration 𝑚 > 27. The dashed lines in (c) and (d) indicate the error floors set by the
discrepancy between FDTD and BPM simulations. The amplitude (e) and phase (f) of the field diffracted by the
phantom (blue) and by the reconstructed object (red) after 40 iterations for the rotation angle of 0°.

3.3.2 Phantom with Photonic-crystal Structure
To further assess the efficacy of iODT-ES, we use a phantom of a photonic-crystal fiber
with 91 cores each of diameter 2.3 µm separated by 4.42 µm as shown in Figure 3.8(a). The RI of
the background medium is

= 1.454, which is perfectly matched with the RI of the cladding.

The wavelength of the probe wave is 0 = 532 nm. The wavelength in the background medium
is  = 0

= 365.9 nm. The real part of the RI has a contrast 1.469 −

≈ 1% and

the imaginary part introduces an average energy loss of about 6% for the diffracted fields. The
reconstruction dimension is 17  × 17  with a grid size  =  =  5. Although each
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core has a relatively low contrast, an array of cores can still produce multiple-scattering effects.
The object with the complex RI reconstructed by conventional ODT is shown in Figure 3.8(b), in
which the real part has incorrect values and the imaginary part contains severe artifacts. The iODT
reconstruction (without the ES module) converges at the 35th iteration as plotted in Figure 3.8(c).
Although the artifacts in the imaginary part become smaller compared with the ODT result
(especially in the background region), it still has incorrect shapes and values for the lossy cores.
To correct such artifacts, the proposed ES module is enabled for iterations 𝑚 > 35 and converges
again at 𝑚 = 47. As demonstrated in Figure 3.8(d), iODT-ES subtracts out the error caused by the
solver discrepancy, and therefore provides a more accurate reconstruction of the imaginary part.
The data processing time is about one minute per iteration.
(a) phantom

(b) ODT

(d) iODT-ES

(c) iODT
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1.454
1.469
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14.2 dB
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-1.5 dB
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10.0 dB

Imag

0
0.001

42

Figure 3.8: Distributions of the real (upper row) and imaginary (lower row) parts of the complex RI of (a) phantom
with photonic-crystal structure with an index contrast of 1%, (b) ODT reconstruction, (c) iODT reconstruction at
iteration (m = 35), and (d) iODT-ES reconstruction (m = 47) with the ES module enabled for m > 35. The SNRs of
the real and the imaginary parts of the reconstruction are indicated in the subfigures.

SNRs of the real and imaginary parts of the reconstructed complex RI as functions of
iteration number, as shown in Figure 3.9(a) and (b) respectively, show that the reconstruction using
iODT-ES is the most accurate compared to ODT or iODT. The nRMS errors in the amplitude and
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phase of the sinograms as functions of the iteration number are plotted in Figure 3.9(c) and (d),
respectively. As expected, the errors (especially in the amplitude) increase once the ES module is
turned on at the 36th iteration. The error curves in Fig. 9(c) and 9(d) do not approach to the levels
set by the solver discrepancy between FDTD and BPM, partially because of the structure
complexity of the object. Comparisons of the fields diffracted by the phantom and by the
reconstructed object at the 47th iteration for the rotation angle of 0°are shown in Figure 3.9(e) and
(f).
(a)

(c)

Amplitude

(e)

(b)

(f)

Phase

(d)

7

𝑝

𝑝

Iteration Number 𝑚

7

Iteration Number 𝑚

Figure 3.9: SNRs of the real (a) and imaginary (b) parts of the reconstructed complex RI as functions of iteration
number m. nRMS errors in the amplitude (c) and phase (d) of sinograms as functions of the iteration number m. The
ES module is enabled at iteration m > 35. The dashed lines in (c) and (d) indicate the error floors set by the
discrepancy between FDTD and BPM. The amplitude (e) and phase (f) of the fields diffracted by the phantom (blue)
and by the reconstructed object (red) after 47 iterations for the rotation angle of 0°.

3.3.3 Noise Tolerance
To test the efficacy of iODT-ES against noises, a Gaussian white noise with a signal-tonoise ratio (SNR) of 20 dB is added to the simulated true fields diffracted by the photonic-crystal
phantom shown in Figure 3.8(a) and reproduced in Figure 3.10(a). iODT reconstruction converges
after 27 iterations. As shown in Figure 3.10(b), the existence of noise does not degrade the
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reconstruction of the real part; however, there exist more severe artifacts in the imaginary part,
from which the structure information can barely be identified. The ES module is then enabled after
the 27th iteration, and the reconstruction converges again at the 40th iteration as displayed in Figure
3.10(c). The reconstruction quality of the imaginary part improves in terms of artifact suppression,
shape, and value.
(a) phantom

(b) iODT

(c) iODT-ES
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Figure 3.10: Distributions of the real (upper row) and imaginary (lower row) parts of the complex RI of (a) phantom
with photonic-crystal structure that are identical to Figure 3.8(a), (b) iODT reconstruction (m = 27), and (c) iODTES reconstruction (m = 40) with the ES module enabled for m > 27. The SNRs of the real and the imaginary parts of
the reconstruction are indicated in the subfigures.

We tested the efficacy of the ES module against different noise levels with SNRs ranging
from 17 dB to 30 dB, along with the noise-free one as a reference. The nRMS errors in amplitude
and phase increase as the noise level grows, as shown in Figure 3.11. The phase error changes
more slowly than the amplitude error, implying that the real-part reconstruction is less sensitive to
noise or artifacts. The insets in Figure 3.11 compare reconstructions of the imaginary part using
iODT and iODT-ES for different noise levels, and demonstrate that the proposed ES module
remains effective for SNR above 20 dB.
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Figure 3.11: nRMS errors in the amplitude and phase as functions of SNR. Insets are the imaginary part
reconstructions using iODT and iODT-ES for different SNRs. The SNRs of the real and the imaginary parts of the
reconstruction are indicated in the subfigures.
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CHAPTER FOUR: ITERATIVE OPTICAL DIFFRACTION
TOMOGRAPHY FOR ILLUMINATION SCANNING CONFIGURATION
4.1 Introduction
As a label-free and non-invasive imaging technique, ODT has been widely used in imaging
biological samples with sub-wavelength resolution [24, 45, 51, 87, 96-98]. Conventional ODT
reconstructs the RI distribution of the sample based on the diffracted fields over multiple projection
views. The diffracted fields are holographically measured by use of phase-shifting or off-axis
interferometry [18, 19, 21]. To obtain the fields diffracted by the sample over many angles, two
configurations are used: the ORC [54, 55, 80, 99, 100] and the ISC [45, 87, 98].
Originally, ODT was developed for ORC where the sample is rotated, while the probing
wave and camera are fixed. Since this configuration is relatively simple and inexpensive, it has
been widely employed in imaging stationary samples, such as optical fibers [54]. The sample is
typically rotated by a motorized rotation stage, which may introduce mechanical instability. To
apply ORC for bio-imaging, several alternative rotation configurations were recently invented
based on optical tweezers [41], dielectrophoretic cell rotation [101], natural flow of cells [42], and
acoustic pressure [43]; however, the complexity or cost of the setup can be increased. By contrast,
the ISC rotates the probing wave by use of a beam steering device (e.g., galvanometer, digital
micromirror device, or spatial light modulator) [45, 98, 102, 103], while keeping the sample and
the camera fixed. ODT based on ISC has good transverse resolution, but poor axial resolution
caused by inadequate filling of the spectrum along the axial direction [104]. Because of its stability
and high speed data acquisition, ISC has been frequently used in commercial bio-imaging
instruments (e.g., by Nanolive, ltd., and Tomocube, Inc.).
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Conventional ODT relies on the Fourier diffraction theorem, which is applicable under
conditions of weak scattering [33]. However, many biological samples, such as clusters of cancer
cells, have high contrasts and large OPDs and therefore tend to produce multiple scattering. When
the object produces multiply-scattering or is surrounded by multiply-scattering media, ODT
becomes ineffective and the inversion problem becomes more challenging. To extend ODT
application to multiply-scattering samples, optimization-based ODT methods were developed in
which multiple scattering can be modelled by beam propagation method [87, 88, 105], wave
propagation method [70, 106], or Lippmann-Schwinger equation [71, 91]; however, the
optimization methods can be time consuming and may be trapped in local minima, especially for
objects introducing large OPDs. More recently, a more computationally efficient iODT was
proposed for the reconstruction beyond the weakly-scattering regime [86, 107].
The frequency domain mappings for ORC and ISC are based on the rotation and shifting
of the Ewald spheres, respectively. This results in different shapes and densities of the frequency
supports, implying that the over-representation of the Ewald spheres at the same frequency
component needs to be handled differently. Therefore, iODT as originally developed for ORC, has
artifacts if directly applied for reconstruction from ISC measurements. Therefore, a method to
extend iODT for ISC is desired. In this paper, we propose a new iODT algorithm for ISC-based
measurements (hereafter referred to as iODT-ISC) that deals with the configuration mismatch.
In iODT-ISC reconstruction, the incident and measured fields are respectively forwardbackward propagated through an estimate of the object for each of the titled illumination angles.
The perturbative Rytov phases computed from the resultant propagated fields are summed in the
spatial domain and normalized in the frequency domain by the appropriate coherent transfer
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function, to form a perturbative correction to the current estimate of the object. Numerical results
demonstrate that the proposed iODT-ISC technique provides accurate and efficient reconstructions
of multiply-scattering objects from ISC-based measurements.

4.2 Theory: ISC-update for iODT
For simplicity, two-dimensional (2D) samples, such as cross sections of optical fibers, are
considered in this chapter. The sample to be imaged has a RI distribution n(r ) = nb + n(r ) , where

nb is the RI of the background medium and r = ( x, y ) is the spatial coordinate. The object function
(viz. scattering potential) is proportional to the permittivity difference between the sample and
background medium, i.e., f (r ) = (2 k0 ) 2  [n 2 (r ) − nb2 ] , where k0 = 1/ 0 is the wavenumber, 0 is
the wavelength of the probing wave in free-space. A probing wave passing through the sample
produces a diffracted field which is collected by the imaging system and interferometrically
detected by a camera using phase-shifting or off-axis holography. The diffracted fields
corresponding to different angles of incidence on the sample form a sinogram u ( y;ill ) .
The ORC and ISC configurations for ODT are illustrated in Figure 4.1. This paper develops
iODT reconstruction algorithms for ISC, which is more suitable for bioimaging. We first discuss
two weakly-scattering reconstruction methods, respectively implemented in the frequency and
spatial domains, and then introduce iODT-ISC reconstruction, which is applicable to multiplyscattering objects.
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Figure 4.1: Configurations for ODT (a) object rotating configuration (ORC) and (b) illumination scanning
configuration (ISC).

Figure 4.2 illustrates the direct Fourier interpolation (DFI) method, which is implemented
in the frequency domain. Since the relay imaging system conjugates the plane of the camera to the
plane of best focus in the object, the sinogram interferometrically measured by the camera is the
focused sinogram. We employ the Rytov approximation which has been shown to be superior to
the Born approximation [58]. For a given illumination angle, a sliced spectrum of the object
function is proportional to the Fourier transform of the quantity related to the refocused diffracted
field by the Fourier diffraction theorem,


u ( y;ill ) 
F (k − k inc ;ill ) = − j 4 k x  F  ubgd ( y;ill ) ln
 ,

u
(
y
;

)
bgd
ill



(4.1)

where F is the spectrum of the reconstructed object function, k inc and k are the wavevectors of
the incident and scattered fields, respectively, kx = kb2 − k y2 is the axial component of the
scattered wavevector, F is the Fourier transform operator, u ( y;ill ) and ubgd ( y;ill ) are the
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refocused diffracted field and background field, respectively. Once all the sliced spectra are
mapped to the Ewald spheres specified by the illumination angles and averaged in the overlapped
regions, the reconstructed object function can be obtained by use of the inverse Fourier transform.

Figure 4.2: Illustration of direct Fourier interpolation (DFI) for ISC.

ISC-FBPP is a spatial domain implementation of DFI, while ISC-EDOF-FBPP [46]
introduces EDOF feature on top of ISC-FBPP. The over-representations of the same frequency
components in the overlapping regions of the Ewald spheres are normalized by coherent transfer
function (CTF) [108]. The relay imaging system conjugates the camera plane with the plane of
best focus, and the depth of focus is very limited. To extend the depth of focus, the measured fields

u( x = 0, y;ill ) are forward-backward propagated, in the background medium along the
illumination direction, to form the sinogram with EDOF u ( x, y;ill ) . Then the complex Rytov
phase

R (r;ill ) = ln

u (r;ill )
,
ubgd (r;ill )
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(4.2)

is calculated and summed in the special domain over all the illumination angles to form an “objectlike” function
f '(r ) =

1
− j 4 kb



ill

R (r;ill ) ill .

(4.3)

The function f '( r ) shows geometric features of the object approximately, such as the shape and
location. The sum of Rytov phases in the spatial domain is associated with the sum of the Ewald
spheres in the frequency domain, which results in an over-representation of the spectrum,
especially in the vicinity of low frequency components. Therefore, the “object-like” function
f '( r ) needs to be normalized in the frequency domain by CTF, so as to obtain a more accurate

reconstruction,
f (r ) = F

−1

F ( f '(r )) / CTF(k )  .



(4.4)

Since both DFI and ISC-EDOF-FBPP assume weak scattering, they are prone to failure
when reconstructing an object with high contrast, large OPD, and complicated structures. Although
our previously proposed iODT method can extend ODT to the multiply-scattering regime, it is not
directly applicable to the ISC configuration. We have therefore developed a new algorithm iODTISC, summarized in Algorithm 4.1. The iteration process of iODT-ISC is similar to the ORC-based
iODT algorithm, but it differs in two aspects: tilted beam propagation and computation of the
perturbative correction of the object function from the field discrepancies. The tilted BPM
simulates the optical field propagation slice by slice, in which the refraction and diffraction steps
are modelled separately. The refraction step is formulated as a phase modulation

exp[ j 2 k0 n( y)  x / cosill ] , where n( y ) and ill are the RI variation at the current slice and
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the illumination angle, respectively. The tilted diffraction step is formulated by the modified
shifted angular spectrum method [109] or the translated angular spectrum method [110]. The
computation of the perturbative correction in iODT-ISC will be explained as follows, with the
emphasis on its difference from that in the original iODT.
The inputs of the iODT-ISC algorithm are the known incident fields u0 ( x = −d , y;ill ) and
the true diffracted fields ut ( x = d , y;ill ) at the boundaries of simulation dimensions for each
illumination angles ill , the initial guess of the object function f (0) (typically zero), and the predefined maximum number of iterations mmax . If prior information exists, then the constraint C
can be applied to the object function. The known incident fields and the true diffracted fields are
respectively forward and backward propagated through the current estimate of the object function,
to form the forward and backward fields for all the illumination angles. These forward and
backward propagated fields produce perturbative Rytov phases. In the original iODT (for ORC),
the perturbative Rytov phases are high-pass filtered in frequency domain, then summed in spatial
domain over the rotation angles, to produce the perturbative correction to the current estimate of
the object function. By contrast, in iODT-ISC, the perturbative Rytov phases are summed in the
spatial domain over illumination angles, and then normalized in the frequency domain by the CTF,
to produce the perturbative correction. Once the current estimate and its perturbative correction
are available, the new estimate of the object function can be obtained for the next iteration. The
algorithm produces the reconstructed object function iteratively, until the stopping condition is
satisfied. Note that the first iteration of iODT-ISC will be the same as ISC-EDOF-FBPP, if the
initial guess of the object function is zero (i.e., equal to the background medium). The nRMS errors
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between the simulated and true sinograms are defined in Equations (2.9) and (2.10). The stopping
condition is defined by Equation (2.11).

A requirement for iODT-ISC is that the transverse dimension of the simulation window for
tilted beam propagation should increase with the illumination angle, leading to an increase in the
simulation time in comparison with ORC. The transverse dimension in ORC is independent of the
rotation angle, whereas the dimension in ISC needs to be extended to capture the fields from tilted
propagation. The simulation time for titled propagation will thus be scaled proportionally. The
remaining modules in iODT-ISC are approximately as efficient as those in iODT for ORC. If the
object has rotational symmetry, the data processing time can be reduced.
Although iODT-ISC, shown in Algorithm 4.1, is formulated in the 2D case, it can also
work for three-dimensional (3D) reconstruction. The tilted beam propagation, CTF normalization,
and phase unwrapping are all feasible in 3D. However, the computational time and memory
requirement for 3D will increase significantly. We may improve the efficiency by use of advanced
computational techniques, such as parallel programing and GPU acceleration, in the future. iODT54

ISC for 2D reconstruction can be still useful, for example, for index profiling of an optical fiber
based on ISC measurements, which can be more stable and faster in data acquisition. Therefore,
in this chapter we will focus on the 2D reconstruction by use of iODT-ISC.

4.3 Results and Discussions
To validate the efficacy of the proposed iODT-ISC, a numerical phantom is used as the
object to be imaged. The reconstruction quality is quantified by the SNR,
SNR = 10 log10

nt − nb
nt − n

2
l2
2

,

(4.5)

l2

where nt and n are the RI distributions of the true object and the reconstructed object,
respectively. In the examples shown in this section, the wavelength of the probing wave is

0 = 650 nm, and the background RI is nb = 1.4584 , so that the wavelength in the background
medium is b  446 nm. We will use this wavelength and background RI, unless otherwise
specified. The phantom is sequentially illuminated by a plane wave from -60o to 60o with an
increment of 1o. The true diffracted fields are computed by use of the FDTD method. In the
following simulations, no constraints will be applied on the real and imaginary parts of the
reconstructed object function, unless prior knowledge is specified. The field propagation solver in
iODT-ISC is selected to be the tilted BPM, to achieve a balance between accuracy and efficiency.
L2-norm phase unwrapping [78, 79] is used to remove the phase ambiguity in the imaginary part
of the perturbative Rytov phase. For the stopping condition, the parameters Q and the error
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tolerance are chosen to be 5 and 1e-3, respectively. The simulation is implemented in MATLAB
2018a using a computer equipped with an Intel Core i7-5820K 3.3 GHz CPU and a 32GB RAM.

4.3.1 Two-core Phantom
The object is chosen to verify the efficacy of the proposed iODT-ISC for an object with
large OPD. As shown in Figure 4.3 (a), a two-core phantom with diameter of 40b and separation
of 50b is created. The RI difference is n = 0.04 . The largest OPD induced by the phantom is
about 2.20 . The grid size in the reconstruction is x = y = b / 5 .
Figure 4.3(b-d) shows the reconstructed RI distributions using DFI, ISC-EDOF-FBPP, and
iODT-ISC (m=18), respectively. Compared with the phantom RI, the SNRs of the reconstructed
refractive-indices are also computed and labelled. The DFI reconstruction, which is based on the
focused ISC-sinogram without EDOF, has severe asymmetric features and ringing artifacts beyond
the plane of best focus, as shown in Figure 4.3(b). Unlike DFI, the ISC-EDOF-FBPP method or
iODT-ISC (m=1) backpropagates the sinogram through the background medium, thus the depth of
focus of the sinogram is extended through the object, especially for illumination angles at which
two disks scatter the probing wave more independently. This is why the reconstruction in Figure
4.3(c) outperforms that in Figure 4.3(b), in terms of the shape. However, when the sinogram is
backpropagated beyond the two-core region, the focused fields become defocused again for the
remaining depth, which results in more artifacts at the edge of the reconstruction area. Furthermore,
for the illumination angles at which two disks are aligned with the propagation direction (e.g., zero
degree), the defocused sinogram cannot be correctly modelled by EDOF because of multiple
scattering. Phase unwrapping of the complex Rytov phase is then prone to failure, which results in
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an underestimate of the object function. Both reasons explain why the SNR of Figure 4.3(c) is
compromised. To model multiple scattering, iODT-ISC forward-backward propagates the incident
and measured sinograms respectively through the current estimate of the object function, instead
of the background medium. The discrepancies between the forward and backward sinograms
produce a more accurate perturbative Rytov phase where the 2 phase ambiguity is suppressed by
phase unwrapping, and then reconstruct the perturbative object function more accurately.
Therefore, compared with DFI and ISC-EDOF-FBPP, iODT-ISC (m=18) can provide the most
accurate reconstruction in terms of shape, value, and artifact suppression.
The nRMS errors in the amplitude and phase of sinograms as functions of the iteration
number m are plotted in Figure 4.4(a) and (b), respectively. The nRMS error in amplitude is
reduced from 7.3% to 1.8%, and the error in phase is decreased from 7.8% to 2.6%. Figure 4.4(c)
and (d) show a comparison of the complex fields diffracted by the phantom (blue) and by the
reconstructed object (red) after 18 iterations for the illumination angle of -40°. The size of
simulation dimension is 3601×675 pixels, and the data processing time is about 10 minutes per
iteration. Moreover, we have tested the two-core phantom at various contrast levels, and found
that the maximum contrast iODT-ISC can adequately reconstruct is about 3.4% (n=0.05,
OPD=2.750). If the contrast continues to increase, the reconstruction will have artifacts between
the two cores. However, the fields diffracted by the reconstructed object and the phantom match
well, which implies the reconstruction is trapped in a local minimum. Further increase in the
contrast may result in phase-unwrapping errors and severe artifacts in the reconstruction.
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51.89 dB

Figure 4.3: (a) RI distribution of a two-core phantom. Reconstructions using (b) DFI, (c) ISC-EDOF-FBPP and (d)
iODT-ISC (m = 18), with SNRs labelled.
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Figure 4.4: The nRMS errors in the amplitude (a) and phase (b) of sinograms as functions of the iteration number m.
The amplitude (c) and phase (d) of the field diffracted by the phantom (blue) and by the reconstructed object (red)
after 18 iterations for the illumination angle of -40°.

4.3.2 Shepp-Logan Phantom
The Shepp-Logan phantom is used to verify the efficacy of the proposed iODT-ISC in
terms of resolving complicated features. Here, the wavelength of the probing wave is 406 nm, and
the background RI is 1.333, so that the wavelength in the background medium is 304.5 nm. The
phantom shown in Figure 4.5(a) has a contrast of 9.3% and OPD of 0.80 . The grid size in the
reconstruction is x = y = b / 20 . The reconstructed RI distributions using DFI, ISC-EDOF-
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FBPP, iODT-ISC (m=22) are shown in Figure 4.5(b-d). Based on the SNR, iODT-ISC provides
the best reconstruction in terms of the shape, value, and artifact suppression.
The nRMS errors in the amplitude and phase of the sinograms as functions of the iteration
number m are plotted in Figure 4.6(a) and (b). The nRMS error in amplitude is decreased from
9.4% to 1.5%, and the error in phase is reduced from 14.3% to 0.7%. The comparisons of complex
fields diffracted by the phantom (blue) and by the reconstructed object (red) after 22 iterations for
the illumination angle of -40°are shown in Figure 4.6(c) and (d). The size of simulation dimension
is 2561×481 pixels, and the data processing time is about 5.9 minutes per iteration.
Phantom
(a)

ISC-EDOF-FBPP

DFI

(c)

(b)

5

(d)

3.6 dB

8.2 dB

iODT-ISC (𝑚 = 22)

11.1 dB

51.89 dB

Figure 4.5: (a) RI distribution of the Shepp-Logan phantom. Reconstructions using (a) DFI, (b) ISC-EDOF-FBPP,
(c) iODT-ISC (m = 22), with SNRs labelled.
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Figure 4.6: The nRMS errors in the amplitude (a) and phase (b) of sinograms as functions of the iteration number m.
The amplitude (c) and phase (d) of the field diffracted by the phantom (blue) and by the reconstructed object (red)
after 22 iterations for the illumination angle of -40°.

4.3.3 Seven-core Phantom
The third example is chosen to verify the efficacy of the proposed iODT-ISC for an object
with large OPD and complicated structures. As shown in Figure 4.7(a), we employ a seven-core
phantom with a contrast of 4% and OPD of 2.150 . The grid size in the reconstruction is

x = y = b / 4. The reconstructed RI distributions using DFI, ISC-EDOF-FBPP, iODT-ISC
(m=39) are shown in Figure 4.7(b-d). The SNRs indicate that iODT-ISC provides the best
reconstruction. This is also confirmed by inspection of the shape, value, and artifact suppression.
The nRMS errors in the amplitude and phase of sinograms as functions of the iteration
number m are plotted in Figure 4.8(a) and (b), respectively. The nRMS error in amplitude is
lowered from 7.8% to 5.5%, and the error in phase is reduced from 11.1% to 4.7%. Figure 4.8(c)
and (d) show comparisons of the complex fields diffracted by the phantom (blue) and by the
reconstructed object (red) after 39 iterations for the illumination angle of -40°. The size of
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simulation dimension is 2873×539 pixels, and the data processing time is about 4.5 minutes per
iteration.
Phantom
(a)

ISC-EDOF-FBPP

DFI
(b)

33

iODT-ISC (𝑚 = 39)
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3.3 dB

4.1 dB

6.9 dB

51.89 dB

Figure 4.7: (a) RI distribution of the Shepp-Logan phantom. Reconstructions using (b) DFI, (c) ISC-EDOF-FBPP,
(d) iODT-ISC (m = 39), with SNRs labelled.
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Figure 4.8: The nRMS errors in the amplitude (a) and phase (b) of sinograms as functions of the iteration number m.
The amplitude (c) and phase (d) of the field diffracted by the phantom (blue) and by the reconstructed object (red)
after 39 iterations for the illumination angle of -40°.

As known in DFI theory, overlapping Ewald spheres are assembled in the frequency
domain to form the spatial spectrum of the reconstructed object function. In ISC, the spectrum is
poorly represented along the axial direction, leading to the missing-angle problem. For example,
in the case of the seven-core phantom, the spectrum (base-10 log scale) shown in Figure 4.9(a), is
missing areas along the axial direction. This results in poor axial resolution as shown in Figure
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4.7(b). Prior knowledge, such as non-negativity constraint, can be iteratively employed to alleviate
this missing-angle problem. If the non-negativity constraint is applied to the reconstructed object
function, then the spectrum of the constrained object function can fill the missing part of the
spectrum shown in Figure 4.9(a). Iteratively applying the constraint in spatial domain and filling
missing information in frequency domain 30 times will form a more isotropic spectrum, as shown
in Figure 4.9(b). When the resultant spectrum is inverse Fourier transformed, it produces the
constrained DFI result plotted in Figure 4.9(c), which has higher axial resolution and increased
SNR of 6.2 dB, and is superior to the unconstrained one shown in Figure 4.7(b).
(a)

(b)

𝑘

𝑘

(c)

6.2 dB

Figure 4.9: (a) Spatial spectrum of unconstrained DFI result shown in Figure 4.7(b), (b) Spatial spectrum with the
missing-angle problem alleviated by use of non-negativity constraint (30 iterations), (c) refractive index distribution
of constrained DFI result, with SNR labelled.

The iODT-ISC results, shown in Figure 4.7(d) and Figure 4.8, do not rely on non-negativity
constraint to the real part of the reconstruction. We have applied a non-negativity constraint to the
real part in each iteration, to further test how this constraint will help improve reconstruction. With
the non-negativity constraint enabled, iODT-ISC reconstruction converges at the 33rd iteration,
which is 6 iterations faster than the unconstrained one. The SNR of the reconstruction shown in
Figure 4.10(a) is increased by 3.9 dB, compared with Fig. 7(d). The shape and value of each core
become more accurate, while the artifact in the background region is further suppressed. As shown
in Figure 4.10(b) and (c), the nRMS error in amplitude decreases from 7.8% to 4.9%, and the error
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in phase reduces from 11.1% to 5.4%. The FDTD method is used to compute the true fields, while
BPM is chosen as the propagation solver in the reconstruction for the balance of accuracy and
efficiency. Therefore, the nRMS error floors are determined not only by the reconstruction, but the
solver discrepancy. If the solvers are matched, the error floors in the constrained reconstruction
will be lower than those in the unconstrained case. It is numerically demonstrated that prior
knowledge, such as the non-negativity constraint, can improve the SNR of the reconstruction and
accelerate iterative reconstruction.
%

(b)

Constrained iODT-ISC (𝑚 = 33)
(a)

%
(c)

10.8 dB

51.89 dB

Iteration Number 𝑚
Figure 4.10: (a) Reconstruction using iODT-ISC (m = 30) with non-negativity constraint applied; SNR is labelled.
The nRMS errors in the amplitude (b) and phase (c) of sinograms as functions of the iteration number m.

In DFI, the missing-angle problem is alleviated by applying a constraint to the
reconstructed object function and filling missing components in the frequency domain. However,
iODT-ISC with the same constraint also resolves the missing-angle problem, but in a different
mechanism that compares the forward-backward propagated fields through the current
reconstructed object. With the same constraint, the SNRs of the reconstructions using DFI and
iODT-ISC are increased by 2.1 dB and 3.9 dB, respectively, which indicates that iODT-ISC is also
better than DFI in resolving the missing-angle problem for multiply-scattering objects. Also, we
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have tested reconstructions from limited measurements by use of DFI and iODT-ISC for a weaklyscattering object, taking the two-core phantom as an example. All the simulation parameters are
kept the same, except that the RI difference is decreased from 0.04 to 0.004. With the same nonnegativity constraint, the SNRs of the reconstruction using DFI and iODT-ISC are increased by
3.5 dB and 6.3 dB, respectively. This comparison indicates that iODT-ISC also outperforms DFI
in resolving the missing-angle problem for a weakly-scattering object.
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CHAPTER FIVE: ITERATIVE OPTICAL DIFFRACTION
TOMOGRAPHY INITIALIZATION FOR OPTIMIZATION
5.1 Introduction
As a label-free, non-invasive, high-resolution, and quantitative technique, optical
diffraction tomography (ODT) has been widely used in imaging biological samples and
microstructures, such as cells, soft tissues, and optical fibers [45, 50, 53, 54, 68, 73, 96]. By
adopting ODT inversion, the RI distribution of an object can be reconstructed from multi-view
measurements of the diffracted fields emerging from the object. Different from tomographic phase
microscopy [31, 32] where the diffraction effect is completely ignored, ODT, originally proposed
by Wolf [33], takes the wave nature of light into consideration. ODT inversion relies on diffraction
slice theorem or Wolf transform, in which the spectrum of the object function along curve slices
(viz. Ewald spheres) are proportional to the spectrum of the measured fields [73, 74]. Once the
spectrum at Ewald spheres for many angles are assembled and properly averaged for the
overlapped region, the reconstructed object function can then be obtained by use of inverse Fourier
transform. This is the DFI method for ODT inversion [111]. A filtered backpropagation (FBPP)
method in spatial domain was developed by Devaney to improve the interpolation accuracy [75].
Later, a hybrid-FBPP was developed to improve the quality of on-axis reconstruction by
propagating the measured field to the center of rotation axis before applying the Rytov
approximation and FBP. Recently, an extended-depth-of-focus (EDOF) FBPP was proposed to
show the superiority for the reconstruction of off-axis objects [55]. Conventional ODT assumes
the linearity between the object function and the measured fields, which is only applicable for a
weakly-scattering object [33]. However, when the object, such as embryo, organoid, or a cluster
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of weak scatterers [59], produces multiple scattering, or is embedded in multiply-scattering media,
ODT will typically fail due to multiple scattering.
To extend ODT to multiply-scattering regime, several advanced inversion methods were
developed, such as Iterative Born method [112, 113], modified gradient method [114, 115], and
contrast-source method [116, 117]. These methods resolve the nonlinear inversion by minimizing
the deviations between the simulated fields diffracted by the reconstructed object function and the
measured fields diffracted by the true object., while enforcing the field matching inside the
scattering object. However, these methods may diverge for strong scattering objects.
Optimization-based ODT (Opti-ODT) [87, 88, 105] aims at reducing the difference
between the simulated and measured fields, along with an appropriate regularization, such as
smoothness or small variation. BPM [77] has been widely used in Opti-ODT to model the multiple
scattering effect. Regularization, as a priori knowledge, can effectively avoid over-fitting,
especially for the reconstruction from limited-angle measurements. However, Opti-ODT may be
trapped in local minima, especially for objects with large OPDs.
The recently developed method iODT resolved the nonlinear inversion based on an
iterative perturbative correction to the reconstructed object function [86]. The perturbative update
in each iteration is computed by use of the Rytov-based inversion instead of a generic gradient
method, which implies the physics-based nature of iODT. To do so, the known input probing fields
and the measured output fields are respectively forward and backward propagated through the
current estimate of the object function over many angles. Such field discrepancies are then
translated into errors in the associated perturbative Rytov phases, from which a correction to the
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current reconstructed object function is computed. Once the current estimate and its perturbative
correction are obtained, a new estimate is ready for the next iteration.
In this chapter, we explore the complementarity of iODT and Opti-ODT in terms of
advantages and disadvantages. Then, we propose to combine them sequentially — iODT
initialization for Opti-ODT, to improve the reconstruction quality for multiply-scattering objects
with high contrasts, large OPDs, and/or complicated structures.

5.2 Theory: Optimization-based ODT
In this section, Opti-ODT that extends ODT to multiply-scattering regime will be briefly
explained. For simplicity, we discuss the tomographic reconstruction of a two-dimensional object
under ORC where the object is rotated while the probing wave and the camera are fixed. OptiODT was proposed and demonstrated by minimizing the discrepancy between the simulated and
measured fields (i.e., data fidelity) at the measurement plane, along with an advanced
regularization. The inverse problem can be formulated as an optimization problem that minimizes
the cost function consisting of data fidelity and regularization as follows,

 1 L
f = arg min f    y l − Sl ( f )
 2 L l =1

2
l2

N

+    [D( f )]n
n =1

l2





(5.1)

where L is the number of rotation angles, y and S(f) are the measured and simulated diffracted
fields at the exit plane for the 𝑙

h

rotation angle, respectively; S is the field propagation solver that

maps the object function to the diffracted field; D is finite difference operator along spatial
directions, N is the number of pixels of the simulation dimension. Here, the total variation (TV)
regularization with weight τ, introduced by Rudin et al. [118], is utilized to preserve the sharp edge
features while suppressing artifacts or noise.
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The fast iterative shrinkage/thresholding algorithm (FISTA) [119], summarized in
Algorithm 5.1, is used to find the optimal reconstructed object function by minimizing the cost
function consisting of smooth data fidelity and non-smooth TV regularization. The optimization
firstly searches for the gradient direction of data fidelity item with respect to the reconstructed
object function, which can be computed by use of a time-reversal scheme [88]. The gradient of
data fidelity can be evaluated using the diffracted fields corresponding to randomly selected 𝐿̃
angles, which can be typically much smaller than the total number of angles L. This can
significantly reduce the data processing time while roughly maintaining the accurate searching
direction, especially for the object with a high degree of rotational symmetry. Then it continues to
update along the proximal-gradient of the regularization by using the fast gradient projection (FGP)
method [120]. The Nesterov’s momentum update [121] is employed to accelerate convergence.
The optimization will be iteratively implemented until satisfying the stop condition. In FISTA,
several important hyper-parameters, such as the regularization weight τ, the initial step size  and
the damping factor β for the step size, need to be properly chosen by trial and error.
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5.3 Results and Discussions
In this section, we first explore the complementarity of iODT and Opti-ODT in their
advantages and disadvantages. Then three numerical validations of the proposed combined
strategy — iODT initialization for Opti-ODT are demonstrated. Since the RI distributions of
phantoms are known, the reconstruction quality can be quantified directly by the SNR as defined
in Eq. (4.5). Also, the nRMS errors in sinograms, as defined in Eqs. (2.9) and (2.10), can be used
to evaluate the accuracy of the reconstruction. The true diffracted fields for many rotation angles
are simulated by the FDTD method. We select wide-angle BPM as the field propagation solver for
both iODT and Opti-ODT for two reasons: (i) a fair comparison of iODT and Opti-ODT; (ii) a
decent trade-off between accuracy and efficiency. The L2-norm method [78, 79] is used to unwrap
the perturbative Rytov phase shown in Algorithm 2.1. In the following tests, we randomly select
8 angles to estimate the gradient of data fidelity efficiently. The numerical simulation is
implemented in MATLAB 2018a and conducted in a computer equipped with an Intel(R) Core(TM)
i7-5820K 3.3 GHz CPU and a 32GB RAM.
As shown in Figure 5.1(a-c), for reconstructing weakly-scattering object with a full-span
of rotation angles, both iODT and Opti-ODT produce comparable good results, though iODT result
has slight ring artifacts. However, as plotted in Figure 5.1(d-f), when the rotation angles is limited
to a small range, e.g., -30°to 30°, Opti-ODT, benefiting from the TV regularization, tends to
outperform iODT in preserving sharp edge features. As the index contrast and the OPD of the
object increase, the reconstruction becomes more challenging because of multiple scattering effect.
Although both Opti-ODT and iODT can model multiple scattering by use of the same field
propagation method, their reconstruction results are different. Due to the TV regularization, Opti-
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ODT is better at preserving sharp edge feature and noise suppression, but it may be trapped in a
local minimum because of the principal-phase ambiguity in the field-based fidelity. The
determination of hyperparameters by trial and error can be time-consuming. Furthermore, some
local minima can be too deep to be avoided by tunning the hyperparameters. By contrast, in iODT,
the incident and measured fields are respectively forward and backward propagated through the
current estimate of the object, to produce and the perturbative Rytov phase that suppresses phase
ambiguities by phase unwrapping. Consequently, iODT tends to provide more accurate
reconstructions than Opti-ODT for objects with high contrasts and large OPDs, as shown in Figure
5.1(g-i). As analyzed above, Opti-ODT and iODT have their own advantages and disadvantages.
More importantly, they are potentially complementary, which motivates the combined strategy —
iODT initialization for Opti-ODT.
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Figure 5.1: RI distributions of phantoms with different OPDs and rotation angles, as shown in (a), (d), and (g). iODT
results, as shown in (b), (e), and (h). Opti-ODT results, as plotted in (c), (f), and (i).
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5.3.1 Two-core Phantom with a Full-span of Angles
A two-core phantom with a high contrast and large OPD is created to test Opti-ODT
initialized by iODT, under the condition of a full-span of rotation angles. The wavelength of the
probing light 0 is 650 nm and the RI of the background medium nb is 1.4584, so that the
wavelength in this medium b is 445.7 nm. As shown in Figure 5.2, the phantom has two cores
separated by 50b . Each core has a diameter of 40b and RI difference of 0.08. The phantom has
a high contrast of 5.5% and the largest OPD of 4.40 . 18 rotation angles are equally distributed
from 0°to 360°. Figure 5.3(a-c) shows the RI distributions of the background medium, ODT, and
iODT results, respectively. The reconstructions of Opti-ODT initialized by nb , ODT, and iODT
are plotted in Figure 5.3(d-f), and the corresponding horizontal cross-sections along with the
ground truth are depicted in Figure 5.3(g-i). The SNRs of the reconstructions are also computed
and labelled. To quantify the reconstruction quality, the SNRs of the reconstructions and the nRMS
errors in sinograms are provided in Table 5.1, along with the hyperparameters and data processing
time.
As shown in Figure 5.3(b) and (c), iODT outperforms ODT in the reconstructed RI value,
due to the modelling of multiple scattering via the iterative forward-backward propagations
through the reconstructed object function. However, there still exists artifacts inside and between
the cores, which can be further improved by regularized Opti-ODT, as shown in Figure 5.3(f). The
comparison of Figure 5.3(d-f) shows that the more accurate the initialization, the more accurate
the Opti-ODT reconstruction will be. On one hand, the comparison of Figure 5.3(b) and (e) or
Figure 5.3(c) and (f) demonstrates that Opti-ODT can preserve sharp edge features and suppress
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noise or artifacts. On the other hand, since iODT helps avoid many local minima, iODT
initialization, compared with ODT, is better at guiding Opti-ODT to the global minimum. Under
the proposed combined strategy, iODT and Opti-ODT are assisting each other to overcome their
disadvantages, so as to converge to the global minimum. In summary, Opti-ODT initialized by
iODT produces the most accurate reconstruction in terms of the shape and the RI value, which can
be also confirmed by the SNRs of the reconstructions and the nRMS errors in sinograms, as
summarized in Table 5.1.
1.4584

36

1.5384

4

Figure 5.2: RI distribution of the two-core phantom, with 18 rotation angles equally distributed from 0°to 360°.
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Figure 5.3: RI distributions of (a) the background medium, (b) ODT result, (c) iODT result. RI distributions of (d-f)
Opti-ODT results initialized by the background medium, ODT, and iODT, respectively. The horizontal crosssections of (d-f) along with the ground truth, as respectively shown in (g-i).

Table 5.1: SNRs of reconstructions, nRMS errors in sinograms, hyperparameters and data processing time for the
two-core phantom with a full-span of angles.
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5.3.2 Two-core Phantom with a Limited-span of Angles
As shown in Figure 5.4, the two-core phantom has the same geometric parameters and RI
distribution as the previous one does. Other simulation parameters remain the same, except that 18
rotation angles are now equally distributed from -60°to 60°. Figure 5.4 displays three types of
initializations (background medium, ODT, and iODT), the resultant Opti-ODT reconstructions,
and the associated horizontal cross-sections along with the ground truth. The SNRs of the
reconstructions and the nRMS errors in sinograms listed in Table 5.2 are used to evaluate the
quality. Hyperparameters and data processing time are also provided in Table 5.2.
As shown in Figure 5.5(b) and (c), iODT result is more accurate than ODT in the
reconstructed RI value, because of the forward-backward field matching. However, there exist
severe artifacts between cores and near the boundaries, which can then be suppressed by the
regularized Opti-ODT shown in Figure 5.5(f). Figure 5.5(d-f) shows that the more reliable
initialization will guide Opti-ODT to produce the more accurate reconstruction. To summarize,
Opti-ODT initialized by iODT produces the most accurate reconstruction, which is also confirmed
by the SNRs and nRMS errors in Table 5.2. To further suppress the artifacts near the boundaries,
albeit slightly, a larger span of angles or a priori knowledge may be needed.
6
−6

1.4584

1.5384

4

Figure 5.4: RI distribution of the two-core phantom, with 18 rotation angles equally distributed from -60°to 60°.
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Figure 5.5: RI distributions of (a) the background medium, (b) ODT result, (c) iODT result. RI distributions of (d-f)
Opti-ODT results initialized by the background medium, ODT, and iODT, respectively. The horizontal crosssections of (d-f) along with the ground truth, as respectively shown in (g-i).

Table 5.2: SNRs of reconstructions, nRMS errors in sinograms, hyperparameters and data processing time for the
two-core phantom with a limited-span of angles.

ODT

iODT

+Opti.

ODT+Opti.

iODT+Opti.

5.2

13.4

0.7

5.6

23.2

%

7.6

5.3

8.8

4.4

1.7

%

17.7

7.5

9.7

6.3

3.0

𝜏

/

/

0.1

0.1

1

𝛾0

/

/

0.01

0.005

0.002

𝛽

/

/

0.985

0.975

0.985

T (min)

0.17

4.5

8.3

8.5

12.8

SNR (dB)

75

5.3.3 Seven-core Fiber Phantom
We continue to test Opti-ODT initialized by iODT for an object with a high contrast, large
OPD and complicated structure. As shown in Figure 5.6, the phantom presents a seven-core fiber
with cladding and core diameters of 35 µm and 5 µm, respectively. Cores are separated by 10 µm.
The refractive indices of the core, cladding, and background medium are 1.33, 1.46, and 1.454,
respectively. The wavelength of the probing wave is 532 nm. The phantom has a high contrast of
8.9% and largest OPD of 3.30 . The rotation angles are from 0°to 360°with an increment of 5°.
Three types of initializations (background medium, ODT and iODT), the resultant OptiODT reconstructions, and the corresponding horizontal cross-sections are plotted in Figure 5.7,
with the SNRs labelled. As shown in Figure 5.7(b) and (c), strong artifacts appear among the cores,
and the cladding can barely be observed for both ODT and iODT results, but iODT still
outperforms ODT in the reconstructed RI of the core. Figure 5.7(d-f) indicates that only initialized
by iODT result, Opti-ODT can converge to the global minimum and produce the most accurate
reconstruction that is very close to the phantom. The SNRs of the reconstructions and nRMS errors
in sinograms are listed in Table 5.3, along with the hyperparameters and data processing time.
1.454

36

1.46
1

m

1.33

Figure 5.6: RI distribution of the phantom of a seven-core fiber with rotation angles from 0°to 360°with an
increment of 5°.
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Table 5.3: SNRs of reconstructions, nRMS errors in sinograms, hyperparameters and data processing time for the
seven-core fiber phantom.
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CHAPTER SIX: CONCLUSION
Conventional ODT relies on the Born or Rytov approximation, which is a first-order
perturbation/ linearization method valid for weakly-scattering objects satisfying certain
smoothness conditions on the RI distribution and limits on the OPD. When these conditions are
not met, the approximation no longer holds and the reconstruction fails. The inversion problem is
also compounded by the emergence of many phase vortices in the fields diffracted by these objects.
In this dissertation, we present novel methods, iODT, iODT-ES, iODT-ISC, and iODT
initialization for Opti-ODT, to overcome the reconstruction difficulty caused by multiple
scattering, which are summarized as follows.
1. iODT iteratively improve the reconstruction by applying a perturbative correction based
on differences between the fields diffracted by the imperfectly reconstructed object and the
measured fields diffracted by the true object. This error is translated into an error in the associated
complex phase, from which a correction to the reconstructed object function is computed. The
Rytov approximation is used in every iteration as it is more applicable to the perturbative function,
as opposed to the original function. Further, as expected, the number of phase vortices in the
perturbative complex phase is gradually reduced in a self-healing process as the iterations converge.
Through numerical simulations and experimental tests applied to various optical fiber RI profiles,
we have verified that iODT provides both better accuracy and fast convergence, as well as subwavelength resolution. One added benefit is that the method tends to suppress errors resulting from
phase-unwrapping failures, which typically occur in such field-based inverse problems. We
therefore maintain that iODT offers a reliable alternative to conventional ODT for reconstructing
RI distributions of objects with higher contrasts, large OPDs and complicated structures.
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2. Optical imaging of phase objects beyond the weakly-scattering regime is challenging,
and the challenge is compounded by the presence of loss. While iODT enables successful
reconstruction of non-lossy objects of higher contrast, compared to ODT, it is prone to artifacts in
the presence of loss. We observed that for samples of high contrast, or complicated structure,
inaccuracies in the forward-backwards solver (e.g., BPM) produce field errors in the simulation
volume, which are spatially localized in the filtered backpropagation algorithm as apparent
crosstalk between the real and imaginary parts of the reconstruction. To help suppress these
artifacts in samples whose object function is predominantly real, we assume that the magnitude of
the error in the reconstructed object function, after iODT converges, is much smaller than the
magnitude of the true object function. Under this premise, we may assume that the error in the real
part of the object function is approximately negligible, while the error in the imaginary part (e.g.,
real-to-imaginary crosstalk) is not. We have exploited this differential property of the crosstalk
effect by developing an error subtraction technique and designing an add-on module that reduces
the artifacts of iODT. We have numerically demonstrated that iODT-ES is capable of
simultaneously reconstructing complex RI objects exhibiting multiple scattering. iODT-ES is
efficient and more accurate than iODT, and is robust in the presence of noise for SNR above 20
dB.
3. ODT has been used to reconstruct the RI distribution of an object from multi-view
measurements in ORC or ISC. Due to its stability and fast data acquisition, ISC-based ODT has
been widely used in imaging biological samples, such as cells and tissues. However, iODT was
originally developed for ORC and it cannot work directly for ISC-based measurements. We
presented iODT-ISC, an update to iODT that resolved the configuration mismatch while
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maintaining the advantages of iODT. Compared with iODT, the update in iODT-ISC involves two
aspects: tilted forward-backward beam propagation, and inversion from field discrepancies to
perturbative corrections of the object function, along with the coherent transfer function
normalization. Numerical simulations demonstrated that iODT-ISC can work directly in ISC and
provides accurate reconstruction of samples with high contrasts, large OPDs and complicated
structures. For example, a seven-core phantom with the contrast of 4% and OPD of 2.150 was
accurately reconstructed. A further increase in the contrast and OPD of the object is possible, as
the range of illumination angles increases. Moreover, we have shown that under the same
constraint, (e.g., non-negativity), iODT-ISC, benefited from the forward-backward field matching,
can outperform the standard ODT in resolving the missing-angle problem, in terms of convergence
and reconstruction quality.
4. The application of ODT is limited to the weakly-scattering objects. More advance
inversion algorithms, such as Opti-ODT and iODT, have been developed to circumvent the
multiply-scattering difficulty. Opti-ODT is used to reconstruct objects by minimizing the fieldbased fidelity along with the regularization penalty. The regularization, working as a prior
knowledge such as smoothness, is capable of preserving the sharp edge feature and suppressing
artifacts or noise simultaneously. When the object to be imaged has a high contrast or large OPD,
the field-based fidelity may have phase-ambiguity that leads Opti-ODT to local minima. Therefore,
the generic gradient-based optimization may lack an effective and robust mechanism to guide it to
the global minimum. By contrast, iODT has been developed based on the deep matching of the
forward-backward propagation fields through the reconstructed object function in the scattering
area. Unlike the generic gradient-based update, the perturbative correction to the reconstructed
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object in iODT is computed from the field discrepancies by use of the Rytov approximation where
the phase ambiguity is suppressed by phase unwrapping. This is the physics-based mechanism that
helps iODT to avoid many local minima. However, iODT reconstruction may have ringing or
noise-like artifacts due to the lack of advanced regularization such as smoothness. We have
explored the complementarity of Opti-ODT and iODT in their advantages and disadvantages,
which motivated the combined strategy — iODT initialization for Opti-ODT. By taking the
advantage of iODT in avoiding many local minima, Opti-ODT initialized by iODT can now
converge to the global minimum accurately under the help of regularization. It has been
numerically demonstrated that Opti-ODT initialized by iODT, instead of the background medium
or ODT, can accurately reconstruct multiply-scattering objects with high contrasts, large OPDs,
and complicated structures. For example, a two-phantom with the contrast of 5.5% and OPD of
4.40 can only be accurately reconstructed by the proposed combined strategy. This is also
confirmed in the case of reconstruction from limited-angle measurements.
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