Abstract. We investigate the inteplay between the algebraic structure of a group G and arithmetic properties of its spectrum σ(G) which consists of the eigenvalues of all the inner automorphisms of G. A complex number λ is called an eigenvalue of a group automorphism A :
Introduction
In this paper we study the interplay between the algebraic structure of a group G and arithmetric properties of its spectrum σ(G). By definition, the spectrum σ(G) of a group G is the subset of the complex plane C, consisting of the eigenvalues of the inner automorphisms of G. A complex number λ ∈ C is defined to be an eigenvalue of an automorphism A : G → G of a group G is there is a non-trivial homomorphism ϕ : H → C from an A-invariant subgroup H of G such that ϕ • A|H = λ · ϕ. The homomorphism ϕ can be thought as an eigenvector corresponding to the eigenvalue λ (for a more deep analysis of the nature of eigenvalues of group automorphisms see Section 6). The set σ(A) ⊂ C of all eigenvalues of the automorphism A : G → G is called the spectrum of A. As we said, the spectrum of a group G is the union of the spectra of all inner automorphisms i g : G → G, g ∈ G, of G (here i g : x → gxg −1 ). It should be mentioned that in case of an automorphism A : G → G of an abelian torsion-free group G of finite rank our notion of an eigenvalue agrees with the classical one: λ ∈ C is an eigenvalue of A if and only if λ is an eigenvalue of the matrix M of A in any basis of G (that is, λ is a root of the characteristic polynomial det(zE − M ) of the matrix M ).
This fact allows us to reduce the problem of determining the spectrum of a group automorphism to calculating the roots of the characteristic polynomials of certain induced automorphisms of some torsion-free abelian groups. Such a reduction is described in the second section of the paper. It turns out that the algebraic structure of a group G imposes some restrictions onto the spectra of automorphisms of G. In particular, if G has finite rank r (in the sense that every finitely generated subgroup of G is generated by ≤ r elements), then the spectrum σ(A) of any automorphism A of G lies in the set A * (r) of non-zero algebraic numbers of degree ≤ r. If G is a solvable group with finite Hirsch rank h(G), then the cardinality of the spectrum σ(A) does not exceed h(G). If G is a polycyclic group, then σ(A) lies in the set A * 1 of units of the ring of integer algebraic numbers. In the third section these results on spectra of group automorphisms are applied to studying the interplay between the structure of a group G and the properties of its spectrum σ(G). It is shown that the spectrum σ(G) of a group G of finite rank r lies in the set A * (r) while the spectrum of a polycyclic group lies in the set A * 1 . Moreover, the inclusion σ(G) ⊂ A * 1 characterizes polycyclic groups in the class of solvable groups of finite rank. The condition σ(G) ⊂ ∞ √ 1 where ∞ √ 1 = {z ∈ C : z n = 1 for some n ∈ N} characterizes virtually nilpotent groups in the class of polycyclic groups while the inclusion σ(G) ⊂ {1} characterizes so-called periodically Engelian groups in the class of locally solvable groups. Finally, the condition σ(G) = ∅ characterizes periodic groups G. On the other hand, a group G has the maximal possible spectrum σ(G) = C * if and only if σ(G) contains a transcendental number (in this case the group G must have infinite rank). In the third section we also study the algebraic structure of the spectrum of a solvable group G of finite rank. Using the Kolchinov-Malcev Theorem on triangulable matrix groups, we show that each solvable group G of finite rank contains a subgroup H of finite index whose spectrum σ(H) is finitely splittable in the sense that there is a family Φ of homomorphisms ϕ : H → C, whose size |Φ| does not exceed the Hirsch rank of H, such that σ(H) = ϕ∈Φ ϕ(H). In this case, σ(H) ⊂ σ(G) ⊂ n σ(H) for some n ∈ N. In light of the last result it should be mentioned that the spectrum behaves nicely with respect to many operations over groups. In particular, σ(G × H) = σ(G) ∪ σ(H) for any groups G, H. If H is a (normal) subgroup of G, then σ(H) ⊂ σ(G) (and σ(G/H) ⊂ σ(G)). If H has finite index [G : H] in G, then σ(H) ⊂ σ(G) ⊂ n σ(H) for some n ∈ N depending only on [G : H] . By its nature, the spectrum belongs to local properties of a groups. Namely, σ(G) = ∪{σ(H) : H is a 2-generated subgroup of G}.
In the forth section we show that the spectrum σ(G) of a group G is completely determined by the relation between G and the so-called test groups Aff λ (C), λ ∈ C * . By definition, Aff λ (C) = z + 1, λz is the abelian-by-cyclic subgroup of the "az + b" group Aff(C) of affine transformations of the complex plane C, generated by two tarnsformations: w = z + 1 and w = λz. It should be mentioned that the groups Aff λ (C), λ ∈ C * , have been appeared in Combinatorial Group Theory [MKS, §3.4 ] (see also [FM] for their asymptotic properties). The algebraic structure of a group Aff λ (C) depends essentially on the arithmetic properties of the complex number λ. In particular, for a transcendental λ the group Aff λ (C) has infinite rank and satisfies σ(Aff λ (C)) = C * . On the other hand, for an algebraic number λ the spectrum of Aff λ (C) consists of the numbers {λ n 1 , . . . , λ n d : n ∈ Z} where λ 1 , . . . , λ d are the roots of the minimal polynomial of λ. In fact, the spectrum completely determines the algebraic structure of the groups Aff λ (C): two groups Aff λ (C) and Aff µ (C) are isomorphic if and only if σ(Aff λ (C)) = σ(Aff µ (C)). The groups Aff λ (C) determine the spectrum of an arbitrary group G in the sense that σ(G) = {λ ∈ C * : Aff λ (C) is isomorphic to a quotient group of some subgroup of G}. This fact allows us to make an upper estimation for the spectrum of a group pessessing certain group property P, hereditary in the sense that each subgroup and each quotient group of a group possessing the property P have that property. More precisely, the spectrum σ(G) of a group G possessing a hereditary property P lies in the set {λ ∈ C * : Aff λ (C) has the property P}.
One of such hereditary properties, namely, the (n, m)-reversivity is studied in the fifth section. This property is defined as follows. Given a subset A of a group G define its n-th oscillators (±A) n and (∓A) n by induction: (±A) 0 = (∓A) 0 = {e} while (±A) n+1 = A · (∓A) n and (∓A) n+1 = A −1 · (±A) n for n ≥ 0. Given m ∈ N we put A m = {a 1 · · · a m : a 1 , . . . , a m ∈ A} ⊂ G and A ∞ = m∈N A m . A group G is defined to be (n, m)-reversive for some n ∈ N and m ∈ N ∪ {∞} if (∓A) n ⊂ (±A m ) n for any subset A ⊂ G containing the unit of the group G. The notion of an (n, m)-reversive group, which came from topological algebra (see [BR] ), generalizes the more familiar concepts of a collapsing group and a group containing no free semigroup with two generators. Namely, a group G is (2, ∞)-reversive (resp. (2, m)-reversive for some m ∈ N) if and only if G contains no free semigroup with two generators (resp. is collapsing in the sense of [SS] , [Sh] ). The main result of the fifth section asserts that σ(G) ⊂ {z ∈ C : |z| = 1} for any (n, ∞)-reversive group G. Moreover, if G is (n, m)-reversive for some n, m ∈ N, then σ(G) ⊂ k √ 1 for some k ∈ N depending only on n and m. This result implies that for a polycyclic group G the following conditions are equivalent: (i) G is virtually nilpotent; (ii) G is collapsing; (iii) G contains no free semigroup with two generators; (iv) G has polynomial growth,
1 for some k. It should be mentioned that some of the above equivalence are well-known. In particular, (i)⇔(iv) follows from the famous Gromov Theorem [Gr] on the equivalence of the virtual nilpotence and the polynomial growth in the class of finitely generated groups, while (i)⇔(iii) was proven by J. Rosenblatt in [Ro] .
In the final sixth section we make some comments on the nature of eigenvalues of group automorphisms and pose several open problems related to group spectra.
Notation and terminology
As usual, by C, R, Q, Z, and N we denote sets of complex, real, rational, integer, and positive integer numbers, respectively; T = {z ∈ C : |z| = 1} will stand for the unit circle in the complex plane, C * = C \ {0} for the multiplicative group of non-zero complex numbers, and ω = {0} ∪ N for the first infinite ordinal. By Card(A) we denote the cardinality of a set A; "iff" is an abbreviation for "if and only if".
Algebraic numbers.
A complex number λ ∈ C is algebraic if λ is a root of a polynomial P (z) with rational coefficients. The smallest degree of such a polynomial is called the degree of an algebraic number λ and is denoted by deg(λ). For any algebraic number λ there is a unique polynomial with rational coefficients
such that a d = 1 and P (λ) = 0. This polynomial is called the minimal polynomial of λ. Two algebraic numbers are called algebraically conjugated if their minimal polynomials coincide. It is well known (and can be easily shown) that a complex number λ is algebraically conjugated to an algebraic number µ if and only if λ is a root of the minimal polynomial of µ.
Algebraic numbers form an algebraically closed subfield of C denoted by A. Complex numbers λ ∈ C \A are called transcendental . By A * = A\{0} we denote the multiplicative group of non-zero algebraic numbers. For a positive integer r let A(r) ⊂ A be the set of algebraic numbers of degree ≤ r and A * (r) = A * ∩ A(r). Let also A(∞) = A and A * (∞) = A * . An algebraic number λ ∈ A is called an integer algebraic number if its minimal polynomial has integer coefficients. The set A Z of integer algebraic numbers form a subring in the field A of algebraic numbers. The multiplicative group of units (that is invertible elements) of this ring is denoted by A *
1 . An algebraic number λ belongs to A * 1 if and only if the minimal polynomial P (z) = d i=0 a i z i of λ has integer coefficients and |a 0 | = 1. For a positive integer r let A * (r) = A ∩ A(r) and A *
For n ∈ N let n √ 1 = {z ∈ C : z n = 1} and ∞ √ 1 = n∈N n √ 1 be the multiplicative group of roots from the unit. According to a well-known Kronecher Theorem (see [?, 3.2] , Theorem 2 of [BoS, §II.3.4] or Remark in [Ro, p.49] ) an algebraic integer is a root of 1 if and only if all of its algebraically conjugates have absolute value 1.
1.2. Group Theory. Given a group G by e we denote the neutral element of G. For a subset A of a group G let A denote the subgroup of G generated by A, n √ A = {g ∈ A : g n ∈ A} and ∞ √ A = {g ∈ G : g n ∈ A for some n ∈ N}. The subset ∞ √ e is called the periodic part of the group G while elements of ∞ √ e are called periodic elements of G. A group is periodic if it coincides with its periodic part. A group G is called torsion-free if ∞ √ e = {e}. In general, the periodic part needs not be a subgroup of a group. However, for any abelian (more generally, nilpotent) group G the periodic part of G is a subgroup of G, see [KM, 16.2.7] .
A group G is defined to have finite rank r if every finitely generated subgroup of G is generated by ≤ r elements. The smallest number r with this property is called the rank of G and is denoted by r(G). For groups G which are not of finite rank we put r(G) = ∞. Under a p-rank r p (G) of an abelian group G where p is a prime number we understand the rank r(G p ) of the maximal p-subgroup G p = {x ∈ G : x p k = e for some k ∈ N} of G. The free rank r 0 (G) of an abelian group G is equal to the rank r(G/ ∞ √ e) of the quotient group of G by its periodic part.
We write
It is well known that for every n ≥ 0 the subgroup G (n) , called the n-th commutator group of G, is characteristic in G. A group G is defined to be solvable if G (s) = {e} for some s ∈ N. The smallest number s with G (s) = {e} is called the solvability degree of G. The descreasing normal series
· · · G (s) = {e} is called the commutator series of G while the quotient groups G (k) /G (k+1) , k < s, are referred to as factors of this series. Observe that these factors are abelian groups. For a solvable group G the number h(G) = k∈N r 0 (G (k−1) /G (k) ) is called the Hirsch rank of G. Under a polycyclic group we understand a solvable group whose any subgroup is finitely generated; a metabelian group is a solvable group of solvability degree ≤ 2. A group G is called locally solvable if any finitely generated subgroup of G is solvable.
Following A.I. Malcev [Mal] (see also [Ku, §D.24 .1]) under a solvable A 1 -group we understand a solvable group G whose commutator series has factors of finite free rank. Observe that each solvable group of finite rank is a solvable A 1 -group.
Next, let γ 1 G = G and γ n+1 G = [γ n G, G] for n ≥ 0. It is well-known that each subgroup γ n G, n ≥ 0, is characteristic in G. A group G is called nilpotent if γ n G = {e} for some n ∈ N. A group G is called virtually nilpotent if G contains a nilpotent subgroup H of finite index. The subgroup H always can be chosen to be normal, so virtually nilpotent groups are referred to as nilpotent-by-finite groups. A group G is called abelian-by-cyclic if G contains a normal abelian subgroup H with cyclic quotient G/H.
According to the Gromov Theorem [Gr] , a finitely generated group G is virtually nilpotent if and only if it has polynomial growth. A group G is defined to have polynomial growth if for every finite subset A ⊂ G there is a real polynomial p(x) such that Card(A n ) ≤ p(n) for every n ∈ N; G is exponentially bounded if lim n→∞ n Card(A n ) = 1 for any finite subset A ⊂ G. Here A n = {a 1 · · · a n : a 1 , . . . , a n ∈ A} ⊂ G for A ⊂ G. A group is said to have exponential growth if it is not exponentially bounded. Each group containing a free semigroup with two generators has exponential growth. For solvable groups the converse is also true, see [Ro] .
A group G is the semidirect product H K of a normal subgroup H ⊂ G and a subgroup K ⊂ G if H ∩ K = {e} and H · K = G. If, in addition, ab = ba for any a ∈ H, b ∈ K, then G is called the direct product of H and K and is denoted by G = H × K. For a group G and a set A let G A 0 = {(g a ) a∈A ∈ G A : the set {a ∈ A : g a = e} is finite} be the direct product of A copies of the group G. Under the wreath product G H of two groups G, H we understand the product G H 0 × H endowed with the group operation [Sk, p.83] .
Finally we remind some information concerning abelian groups (saying about such groups we shall use the additive form for denoting the group operation).
A subset X of an abelian group G is linearly independent if for any pairwise distinct elements x 1 , . . . , x k ∈ X and any integers n 1 , . . . , n k the equality k i=1 n i x i = 0 holds if and only if n 1 = · · · = n k = 0. Under a basis of an abelian torsion-free group G we understand any maximal linearly independent subset of G. Let us observe that the size of any basis of G is equal to the (free) rank of G.
If X = {x 1 , . . . , x k } is a basis of an abelian torsion-free group of finite free rank k, then each element x ∈ G can be uniquely written as x = k i=1 r i x i for some rational numbers r 1 , . . . , r k (called the coordinates of x in the basis x 1 , . . . , x k ). Here the equality
where m is an integer such that mr i is integer for all i ≤ k. If the basis {x 1 , . . . , x k } generates the group G, then the coordinates r 1 , . . . , r k of any element x ∈ G are integer numbers. It is well-known that each finitely-generated abelian torsion-free group admits a basis generating the group.
Let A : G → G be an automorphism of an abelian torsion-free group G. Under the matrix of the automorphism A in a basis x 1 , . . . , x k of G we understand the k × k-matrix M = (a ij ) k i,j=1 with rational coefficients such that A(x j ) = k i=1 a ij x i for every j ≤ k. If the elements x 1 , . . . , x k generate the group G, then the matrix M has integer coefficients as well as its inverse matrix M −1 (which is the matrix of the inverse automorphism A −1 of G). In this case det(M ) = ±1 and the eigenvalues of the matrix M belong to the set A * 1 of units of the ring of integer algebraic numbers. As usual, under an eigenvalue of a matrix M we understand a complex root λ of the characteristic polynomial det(zE − M ) of M where E stands for the identity matrix.
It is well-known that the characteristic polynomial det(zE − M ) of the matrix M of an automorphism A does not depend on the choice of the basis for G, so we can say about the characteristic polynomial P A (z) of the automorphism A (which is equal to the characteristic polynomial det(zE − M ) of the matrix M of A in any basis of G). Observe that the characteristic polynomial P A (z) of A has rational coefficients and has degree equal to the free rank r 0 (G) of G. Moreover, if the group G is finitely generated, then P A (z) has integer coefficients and the free member equal to ±1.
Let A : G → G be an automorphism of an arbitrary (not necessarily abelian) group
n (x) : n ∈ Z . Finally, let us remind some information concerning finitely presented groups. A group G is finitely presented if it can be defined using a finite number of relations over a finite set of generators, see [Sk, p.112] . According to [BiS] a torsion-free abelian-by-cyclic group G is finitely presented if and only if G is generated by elements t, a 1 , . . . , a n such that (i) a 1 , . . . , a n is a basis of a torsion-free abelian normal subgroup A ⊂ G with cyclic quotient G/A generated by the coset tA and (ii) the matrix M of the automorphism i t : A → A, i g : a → tat −1 , in the basis a 1 , . . . , a n has integer entries. In this case G has a finite presentation 
Group automorphisms and their spectra
In this section we study the spectrum of a single automorphism A : G → G on a group and reduce the problem of its description to calculating the roots of characteristic polynomials of some induced automorphisms of abelian torsion-free groups of finite rank.
Let us remind that the spectrum σ(A) of an automorphism A : G → G of a group G consists of all the eigenvalues of A. A complex number λ ∈ C is an eigenvalue of A if there are an A-invariant subgroup H ⊂ G and a non-trivial homomorphism ϕ : H → C into the additive group of complex numbers such that ϕ
At first we remark an obvious interplay between the spectrum of an automorphism A : G → G and the spectra of some induced automorphisms. Given an A-invariant subgroup H of G and a normal A-invariant subgroup N of H let A H = A|H : H → H be the restriction of A onto H and A H/N : H/N → H/N be a unique automorphism of the quotient group H/N such that π • A H = A H/N • π where π : H → H/N stands for the quotient homomorphism.
Proof. If λ ∈ σ(A), then there is an A-invariant subgroup K ⊂ G and a non-trivial homomorphism ϕ : K → C such that ϕ • A|K = λ · ϕ. Take any point y ∈ K with ϕ(y) = 0 and find x ∈ K such that y = A(x) (such a point x exists since A K is an automorphism of K). Then 0 = ϕ(y) = ϕ • A(x) = λ · ϕ(x) which yields λ = 0 and hence
Denote by π : H → H/N the quotient homomorphism and consider the subgroup
Now let us consider automorphisms of abelian torsion-free groups.
Theorem 2.2. Let A : G → G be an automorphism of an abelian torsion-free group G.
(1) If G has finite free rank r, then the spectrum σ(A) of A consists of the roots of the characteristic polynomial P A (z) of A. Consequently, Card(σ(A)) ≤ r and
A -generated subgroup of G}. A -generated subgroup of G is finitely generated.
Proof.
(1) Suppose that G has a finite free rank r and let M = (a ij ) r i,j=1 be the matrix of the automorphism A in a basis x 1 , . . . , x r of G.
, where P A (z) stands for the characteristic polynomial of A and M * for the transposed matrix to M . If λ is a root of P A (z), then λ is an eigenvalue of the matrix M * . Consequently, there is an eigenvector c = (c 1 , . . . , c r ) ∈ C k of M * corresponding to λ. The latter means that c is a non-zero vector such that
Then for each element x ∈ G with the coordinates q 1 , . . . , q r in the basis
. This means that λ is an eigenvalue of the automorphism A. Assume conversely, that λ is an eigenvalue of the automorphism A. This means that for some A-invariant subgroup H ⊂ G and a non-trivial homomorphism ϕ :
Pick any basis x 1 , . . . , x r for the group G so that for some k ≤ r the elements x 1 , . . . , x k form a basis of the subgroup H.
be the matrix of the automorphism A in the basis x 1 , . . . , x r . Since A(H) = H, we get that a ij = 0 for any i, j ∈ {1, . . . , r} with j ≤ k < i. Then N = (a ij ) k i,j=1 is the matrix of the automorphism A|H of the group H in the basis x 1 , . . . , x k . Let c = (c 1 , . . . , c k ) ∈ C k be the vector with coordinates c i = ϕ(x i ) for i ≤ k. Note that for every i ∈ {1, . . . , k} we have
In the matrix form this means that N * c = λ c, i.e., λ is the eigenvalue of the transposed matrix N * to the matrix N . This yields that λ is a root of the characteristic polynomial P A|H (z) = det(zE −N * ) = det(zE −N ) of the matrices N and N * . Since N is a submatrix of the matrix M and a ij = 0 for any j ≤ k < i, we get that the characteristic polynomial det(zE − N ) of the matrix N divides the characteristic polynomial det(zE − M ) of M . This yields that det(λE − M ) = 0 and thus λ is a root of the characteristic polynomial
(2) It follows from Proposition 2.1 that σ(A H ) ⊂ σ(A) for any A-invariant subgroup H of G. Hence, to prove the second statement of Theorem 2.2 it suffices for each eigenvalue of A to find a 1
It is clear that H is an Ainvariant subgroup of G and ϕ|H : H → C is a nontrivial homomorphism such that ϕ•A(x) = λ·ϕ(x) for any x ∈ H. This means that λ is an eigenvalue of the automorphism A H : H → H.
(3) It follows from the previous two statements that σ(A) ⊂ A * and thus σ(A) = C * provided each 1 A -generated subgroup of G has finite free rank. It rests to show that σ(A) = C * provided G contains a 1 A -generated subgroup H = A n (x) : n ∈ Z of infinite free rank. It follows that the system A n (x), n ∈ Z, of generators of H is linearly independent (otherwise the group H would have finite rank). Consequently, for each nonzero complex number λ ∈ C * we can define a non-trivial homomorphism ϕ : H → C letting ϕ(A n (x)) = λ n for n ∈ Z. It can be easily shown that ϕ • A(y) = λ · ϕ(y) for each y ∈ H. This yields that λ ∈ σ(A) and hence σ(A) = C * . (4) Assume that each 1
A -generated subgroup of G is finitely generated and fix any λ ∈ σ(A). Find an A-invariant subgroup H ⊂ G and a non-trivial homomorphism ϕ : H → C such that ϕ • A|H = λ · ϕ. Without loss of generality, the subgroup H is 1 A -generated and thus finitely generated. Then H, being an abelian finitely generated torsion-free group, admits a basis x 1 , . . . , x r generating H. The matrix M of A in the basis x 1 , . . . , x r is an invertible element in the ring of r × r-matrices with integer coefficients. Consequently, det(M ) = ±1 and the characteristic polynomial det(zE − M ) = r i=0 a i z i of M has integer coefficients with |a 0 | = a r = 1. By (1), the eigenvalue λ is a root of this characteristic polynomial, which means that λ ∈ A * 1 . Now assume conversely, that G contains a 1 A -generated subgroup H = A n (x) : n ∈ Z which is not finitely-generated. We have to verify that σ(A) ⊂ A * 1 . If the group H has infinite free rank, then σ(A) = C * ⊂ A * 1 and we are done. So assume that the group H has finite free rank r.
We claim that σ(A H ) ⊂ A * 1 . Assuming the converse and applying the statement (1) of this theorem, we get that the roots of the characteristic polynomial of the automorphism A H belong to the set A * 1 . We can think of H as a subgroup of the linear r-dimensional complex space C r such that the automorphism A H extends to a linear automorphism B of C r . We can assume that the matrix of the automorphism B has a normal Jordan form and thus the space C r is decomposed into the direct sum C r = C r 1 ⊕ · · · ⊕ C r l of B-invariant linear subspaces corresponding to the Jordan cells. Let pr i : C r → C r i , i ≤ l, denote the natural projections. Since the group H ⊂ C r is infinitely generated, the projection
rs is infinitely generated for some s ≤ l. Observe that the subgroup H s is 1 B -generated: it is generated by the vectors B n (y), n ∈ Z, where y = pr s (x). Since the matrix of the automorphism B|C rs is a Jordan cell, B|C rs = λ · E + N where λ ∈ A * 1 is the eigenvalue of B|C rs , E is the identity operator on C rs and N : C rs → C rs is a nilpotent linear operator, which means that N rs = 0. Analogously, B −1 |C rs = 1 λ E +Ñ whereÑ is another nilpotent linear operator on C rs . It follows from λ ∈ A * 1 that the complex numbers λ 0 , . . . , λ d−1 , where d is the degree of the algebraic number λ, generate the group λ n : n ∈ Z ⊂ C. Then the group H s lies in the finitely generated subgroup
Consequently, H s is finitely generated, which is a contradiction.
(5) Finally, given any n ∈ Z, we prove the equality σ(
n is easy: take any λ ∈ σ(A) and find an A-invariant subgroup H ⊂ G and a non-trivial homomorphism ϕ :
In particular, for any y ∈ H and x = A −1 (y) we get
n , fix any λ ∈ σ(A n ) and using the statement (2) of this theorem, find a 1 A n -generated subgroup H ⊂ G with λ ∈ σ(A n H ). Write H = A ni (x) : i ∈ Z for some x ∈ G and consider the 1 A -generated subgroupH = A i (x) : i ∈ Z . If the groupH has infinite free rank, then by the third statement, σ(A) = C * and hence λ ∈ σ(A) n = C * . So we assume thatH has finite free rank r. Let x 1 , . . . , x r by any basis for the groupH and let M be the matrix of the automorphism AH in the basis x 1 , . . . , x r . Since M n is the matrix of the automorphism A n H in the basis x 1 , . . . , x r , we
Next, we study the spectrum of an automorphism of an arbitrary abelian group. We remind that ∞ √ e stands for the periodic part of a group G. It is known that for an abelian group G the periodic part
e is abelian and torsion-free. Moreover,
e is the quotient homomorphism. Under the characteristic polynomial P A (z) of an automorphism A : G → G of an abelian group G of finite free rank we shall understand the characteristic polynomial of the automorphism A G/ ∞ √ e of the abelian torsion-free group G/ ∞ √ e (which has rational coefficients and has degree equal to the free rank r 0 (G) of G).
Given a homomorphism ϕ :
This simple observation allows us to reduce the study of the spectrum of an automorphism A : G → G of an abelian group G to studying the spectrum of the automorphism
More precisely, the following corollary of Theorem 2.2 holds.
2) If G has finite free rank r, then the spectrum σ(A) of A consists of the roots of the characteristic polynomial P A (z) of A which yields Card(σ(A)) ≤ r and
A -generated subgroup of G}. A -generated subgroup H of G the group H/ ∞ √ e is finitely generated.
Using Corollary 2.3 we are able to describe the spectrum of an automorphism of arbitrary group.
(1) has finite free rank;
(1) It follows from Proposition 2.1 that σ(A) ⊃ ∪{σ(A H/H (1) ) : H is a 1 A -generated subgroup of G}. To prove the inverse inclusion, assume that λ ∈ σ(A) and find an Ainvariant subgroup H ⊂ G and a non-trivial homomorphism ϕ : H → C with ϕ • A|H = λ · ϕ. Fix any x ∈ H with ϕ(x) = 0. Without loss of generality, H = A n (x) : n ∈ Z and hence H is 1 A -generated. Since C is abelian, the kernel Ker(ϕ) = {y ∈ H : ϕ(y) = 0} of ϕ contains the commutator subgroup H (1) of H. Consequently, there is a homomorphism 
Two next statements of Theorem 2.4 follows from the first statement of this theorem and the corresponding statements of Corollary 2.3. The forth statement of Theorem 2.4 follows from the third one, while the final fifth statement can be proven by the argument of Theorem 2.2(5).
Next, we show that the spectrum of an automorphism A of a solvable group G is determined by the action of A on the factors
(3) If for every ordinal β < α the factor G β+1 /G β is abelian and the group G β+1 / ∞ G β is finitely generated, then σ(A) ⊂ A * 1 . Proof. The inclusion σ(A) ⊃ β<α σ(A G β+1 /G β ) follows from Proposition 2.1. To prove the reverse inclusion, fix any λ ∈ σ(A) and find an A-invariant subgroup H ⊂ G and a nontrivial homomorphism ϕ : H → C with ϕ•A|H = λ·ϕ. Let Ker(ϕ) = {x ∈ H : ϕ(x) = 0} and let β ≤ α be the smallest ordinal such that H ∩ G β ⊂ Ker(ϕ). It follows that β is not limit, i.e., β = γ+1 for some ordinal γ with H ∩G γ ⊂ Ker(ϕ). Let π :
(2) Suppose that σ(A) = C * and the factors G β+1 /G β are abelian for all ordinals β < α. Let r = sup β<α r 0 (G β+1 /G β ). Fix arbitrary ordinal β < α. By the first statement of this theorem, σ(A G β+1 /G β ) = C * . Applying Corollary 2.3(2), we conclude that
Assume that for each ordinal β < α the factor G β+1 /G β is abelian and the group G β+1 / ∞ G β is finitely generated. It follows from Corollary 2.
Under the characteristic polynomial of an automorphism A : G → G of a solvable A 1 -group G we understand the product P A (z) = s k=1 P k (z), where s is the solvability degree of G and P k (z) is the characteristic polynomial of the induced automorphism
Observe that the characteristic polynomial P A (z) has rational coefficients and degree equal to the Hirsch rank of G. Moreover, if the group G is polycyclic, then P A (z) has integer coefficients and the free member equal to ±1.
The spectrum of a group
For an element g of a group G let i g : G → G, i g : x → gxg −1 , denote the inner automorphism generated by the element g. We recall the definition of our principal concept in this paper -the spectrum σ(G) of a group G. Definition 1. The spectrum of a group G is the subset σ(G) = g∈G σ(i g ) of the complex plane C consisting of the eigenvalues of all inner automorphisms of G.
The spectrum of a group G carries a non-trivial information only in the non-commutative case: for any abelian group G we get σ(G) ⊂ {1}. As we shall see later the same is true for a much wider class of all periodically Engelian groups.
We remind that a group G is Engelian if for any elements a, b ∈ G there is n ∈ N such that [a, nb] = e where the multiple commutators [a, nb] are defined inductively:
It is known that the class of Engelian groups contains all nilpotent groups while latter class contains all abelian groups, see [Ku, §D.26] . We define a group G to be periodically Engelian if for any elements a, b ∈ G there is a finite sequence n 1 , . . . , n k ∈ N such that a k+1 = e where the elements a 0 , . . . , a k+1 are defined recursively: a 0 = e and a i+1 = [a i , b] n i for i ≤ k. Observe that the class of periodically Engelian groups contains all Engelian groups and all periodic groups.
The following theorem describes elementary properties of group spectra.
(1) The inclusion σ(G) ⊂ C * follows from Proposition 2.1. (2) If G periodic, then any homomorphism ϕ : H → C from any subgroup H of G is trivial. This yields σ(G) = ∅. Now assume that G is not periodic. Then G contains an infinite cyclic subgroup H = g generated by some element g ∈ G. Let ϕ : H → C be the homomorphism such that ϕ(g) = 1. Then the restriction i g | g of the inner automorphism i g onto g is the identity automorphism with
Suppose the group G is periodically Engelian, but σ(G) contains a complex number λ = 1. Then there are an element g ∈ G, a subgroup H ⊂ G with gHg −1 = H, and a non-trivial homomorphism ϕ : H → C such that ϕ(gxg −1 ) = λ · ϕ(x) for all x ∈ H. Fix any point x 0 ∈ H with ϕ(x 0 ) = 0. Since G is periodically Engelian, there is a finite number sequence n 1 , . . . , n k ∈ N such that x k+1 = e where
Since ϕ(x k+1 ) = ϕ(e) = 0, by finite induction, we get ϕ(x 0 ) = 0, which is a contradiction.
(4) The inclusion σ(H) ⊂ σ(G) for any subgroup H of G follows from Proposition 2.1.
H is a 2-generated subgroup of G} follows from the previous item. To prove the inverse inclusion, fix any eigenvalue λ ∈ σ(G) and find an element g ∈ G, a subgroup K ⊂ G with gKg −1 = K and a non-trivial homomorphism ϕ : H → C such that ϕ(gxg −1 ) = λϕ(x) for each x ∈ K. Fix any element x ∈ K with ϕ(x) = 0 and consider the 2-generated subgroup
follows from Proposition 2.1. To prove the inverse inclusion, fix any eigenvalue λ ∈ σ(G) and find an element g ∈ G with λ ∈ σ(i g ). According to Corollary 2.6,
(7) Suppose G = H K is the semidirect product of a normal abelian subgroup H ⊂ G and a subgroup K ⊂ G. It follows that the quotient group G/H is isomorphic to K and thus σ(G/H) = σ(K). Observe that each element g ∈ G can be uniquely written as g = kh for some k ∈ K and h ∈ H. Then for each x ∈ H we get i
Fix any eigenvalue λ ∈ σ(G) and find an element g ∈ G, a subgroup K ⊂ G with gKg −1 = K, and a non-trivial homomorphism ϕ : K → C such that ϕ(gxg −1 ) = λϕ(x) for each x ∈ K. Fix any x ∈ K with ϕ(x) = 0. It follows that g r , x q ∈ H for some 1 ≤ r, q ≤ [G : H]. Let a = g r and y = x q and consider the subgroup L = a n ya −n : n ∈ Z ⊂ K ∩ H. It is easy to verify that aLa −1 = L, ϕ(y) = qϕ(x) = 0 and ϕ(aza −1 ) = ϕ(g r zg −r ) = λ r ϕ(z) for each z ∈ L. This means that λ r ∈ σ(H) and hence λ ∈ r σ(H) ⊂
[G:H] k=1
k σ(H). (10,11) The last two statements of Theorem 3.1 follow from Corollary 2.7.
According to Theorem 3.1, σ(G) ⊂ {1} for any periodically Engelian group G. For locally solvable groups the inverse statement is also true.
Theorem 3.2. A locally solvable group G is periodically Engelian if and only if σ(G) ⊂ {1}.
Proof. In light of Theorem 3.1(3) it suffices to prove that a locally solvable group G is periodically Engelian provided σ(G) ⊂ {1}. For this we need an auxiliary result.
We define an endomorphism A : G → G of an abelian group G to be periodically nilpotent if for any x ∈ G there is n ∈ N such that the element A n (x) is periodic.
Claim. For any automorphism A : G → G of an abelian group G with σ(A) ⊂ {1} the endomorphism A − Id : x → A(x) − x of G is periodically nilpotent.
Proof. Fix an arbitrary x ∈ G. Since σ(A) ⊂ {1} ⊂ A * , the 1 A -generated subgroup H = A n (x) : n ∈ Z of G has finite free rank r, see Corolary 2.3(4). Let P be the periodic part of H and b 1 , . . . , b r be a basis of the torsion-free group H/P . Let M be the matrix of the automorphism A H/P in the basis b 1 , . . . , b r . Since σ(A H/P ) ⊂ σ(A) ⊂ {1}, all the eigenvalues of the matrix M are equal to 1. This implies that the matrix M − Id of the endomorphism (A − Id) H/P is nilpotent in the sense that (M − Id) r = 0. This yields that (A − Id)
r (x) ∈ P which just means that the endomorphism A − Id is periodically nilpotent. Now we are able to finish the proof of the theorem. Fix any elements x 0 , g ∈ G. Without loss of generality we can assume that the group G is generated by x 0 and g and thus is solvable. Consider the commutator series
, it is legal to apply the above Claim to conclude that for every k ≤ s + 1 the endomorphism Id − h k of the group G (k−1) /G (k) is periodically nilpotent. This allows us to construct inductively two sequences m 1 , . . . , m s and p 1 , . . . , p s of positive integers such that x s+1 = e where
m i and define a number sequence n 1 , . . . , n l letting n i = p j if i = j + j k=1 m k for some j ≤ s and n i = 1 otherwise. Observe that y l+1 = x s+1 = e where y 0 = x 0 and y k+1 = [y k , g] n k for 0 ≤ k ≤ l. This means that the group G is periodically Engelian.
Next, we consider some group properties which can be characterized by the spectrum. Theorem 3.3. Let G be a finitely-generated solvable group such that for every k ≥ 0 the the factor G (k) /G (k+1) has finite p-rank for every prime p. Then (1) If G has finite rank, then for every k ≥ 0 the group G (k) /G (k+1) has finite free rank and hence σ(G) ⊂ A * according to Theorem 3.1(11). (2) If G is polycyclic, then σ(G) ⊂ A * 1 according to Theorem 3.1(10). The proof of the inverse statement will be done by induction on the solvability degree of G. To fulfill the inductive step we need the following fact proven in [Ro, Lemma 4 .10].
Lemma 3.1. Let A be an abelian normal subgroup of a finitely generated group B with polycyclic quotient B/A. If for any a ∈ A and b ∈ B the group b n ab −n : n ∈ Z is finitely generated, then the group B is polycyclic. Now we are able to finish the proof of the second statement of Theorem 3.3. For abelian groups (i.e., groups of solvability degree 1) this statement is trivial. Assume that it has been proved for groups G whose solvability degree does not exceed some number s ≥ 1. Suppose that the group G has the solvability degree s+1. Consider the commutator series
Assuming that σ(G) ⊂ A * 1 and applying Corollary 2.3(5), we get that for any a ∈ G (s) and b ∈ G the quotient group H/T of the subgroup H = b n ab −n : n ∈ Z ⊂ G (s) by its periodic part T is finitely generated. We claim that the group T is finite. Observe that H/T is a free abelian group of finite rank. This implies that H is a direct product T × F of its periodic part T and some subgroup F ⊂ H isomorphic to H/T . Write a = t · v where t ∈ T and v ∈ F . Let m be the exponent of t (i.e., the minimal m such that t m = e). The periodic part T of H is a characteristic subgroup of H which yields that bT b −1 = T . Moreover, it can be shown that T = b n tb −n : n ∈ Z . Consequently, the subgroup T has finite exponent m. By Prüfer-Baer Theorem (see [Fu, 17 .2]), T is a direct product of cyclic groups. Taking into account that T has finite exponent and the p-rank r p (T ) of T is finite for every prime p, we conclude that the group T is finite. Then the group H = b n ab −n : n ∈ Z , being a direct sum of a finite group T and a finitely generated group F , is finitely generated.
The quotient group G/G (s) has solvability rank ≤ s and satisfies σ(G/G (s) ) ⊂ σ(G) ⊂ A * 1 according to Theorem 3.1 (6) . Then the inductive hypothesis implies that the group G/G (s) is polycyclic. Applying finally Lemma 3.1, we conclude that the group G is polycyclic too.
(3) The second equivalence of the third statement follows from Theorems 4.7 and 4.12 of [Ro] (stating that a finitely generated solvable group is virtually nilpotent if and only if it contains no free semigroup with two generators).
If the group G is virtually nilpotent, then by Theorem 3.1(3 and 9), σ(G) ⊂ n √ 1 for some n ∈ N.
If, conversely, σ(G) ⊂ ∞ √ 1, then G is polycyclic according to the previous item. Now we can apply Theorem 4.12 of [Ro] or Proposition 4.2 of [Alp] (asserting that a polycyclic group H with σ(H) ⊂ T is virtually nilpotent) to conclude that the group G is virtually nilpotent.
(4) The fourth statement follows from Theorem 3.2. (5) Finally, the last statement follows from Theorem 3.1(2) and the well-known fact asserting that a periodic polycyclic group is finite. Remark 3.1. The restriction on the p-ranks of the factors of the commutator series in Theorem 3.3 is essential. Indeed, given any positive integer p consider the wreath product (Z/pZ) Z. It is a 2-generated metabelian group which is not polycyclic. By [Ro] it contains a free semigroup with two generators. On the other hand, by Theorem 3.1(6), σ((Z/pZ) Z) = σ(Z) = {1} which implies that the group (Z/pZ) Z is periodically Engelian.
Next, we study the algebraic structure of the spectrum σ(G) of a group G. Observe that together with each complex number λ ∈ σ(G) (which is an eigenvalue of some inner automorphism i g ) the set σ(G) contains all its integer powers λ n (which are eigenvalues of the inner automorphisms i g n ). This yields that σ(G) is a union of subgroups of C * . In some cases, σ(G) is a finite union of subgroups of C * .
We shall say that a group G has (finitely) splittable spectrum if σ(G) = ϕ∈Φ ϕ(G) for some (finite) family Φ of homomorphisms ϕ : G → C * of G into the multiplicative group C * of complex numbers.
Theorem 3.4. Each solvable A 1 -group G contains a subgroup H of finite index [G : H] depending only on the ranks r 0 (G (k) /G (k+1) ), k ≥ 0, whose spectrum σ(H) is finitely splittable. More precisely, σ(H) = ϕ∈Φ ϕ(H) for some family Φ of homomorphisms ϕ : H → C * of size Card(Φ) = h(G) such that for every g ∈ H the product ϕ∈Φ (z−ϕ(g)) coincides with the characteristic polynomial of the inner automorphism i g of H.
Proof. In the proof we shall use the Kolchinov-Malcev Theorem [KM, 21.1.5] concerning the structure of solvable subgroups of the group GL(n, C) of invertible n × n-matrices over the field C. This theorem states that each solvable subgroup of GL(n, C) contains a triangulable subgroup of finite index depending only on n. A subgroup G ⊂ GL(n, C) is triangulable if W GW −1 ⊂ T (n, C) for some W ∈ GL(n, C) where T (n, C) is the subgroup of GL(n, C) consisting of upper-triangular matrices. Observe that the function ϕ i : T (n, C) → C * , i ∈ {1, . . . , n}, assigning to an upper-triangular matrix A = (a ij )
its i-th diagonal element a ii is a group homomorphism. Moreover, for each A ∈ T (n, C) the product
) coincides with the characteristic polynomial of the matrix A, which yields that {ϕ i (A) : 1 ≤ i ≤ n} is the set of eigenvalues of the matrix A. This observation implies that for a triangulable subgroup G ⊂ GL(n, C) Given a solvable A 1 -group G, for every k ∈ N consider the abelian torsion-free group
. Fixing any basis in the abelian torsion-free group
) with a subgroup of the matrix group GL(n k , C). According to the Kolchinov-Malcev Theorem, the group π k (G), being a solvable subgroup of GL(n k , C), contains a triangulable subgroup H k ⊂ π k (G) of finite index depending only on n k . The subgroup H k ⊂ GL(n k , C), being triangulable, admits homomorphisms ϕ 
. It follows from Corollary 2.7(2) that for any g ∈ H the product ϕ∈Φ (z − ϕ(g)) coincides with the characteristic polynomial of the inner automorphism i 
The test groups Aff λ (C)
In this section we introduce and study so-called test groups Aff λ (C), λ ∈ C * , which are of crucial importance for determining the spectrum σ(G) of a group G. We shall show that a complex number λ ∈ C * belongs to the spectrum σ(G) if and only if the group Aff λ (C) is a quotient group of some subgroup of C.
As expected, Aff(C) is the group of affine transformations of C of the form w = az + b where a ∈ C * and b ∈ C. The group Aff(C) is isomorphic to the multiplicative matrix group a b 0 1 : a ∈ C * , b ∈ C . The group Aff(C) has the structure of the semi-direct product C C * with the group operation defined by (b, a) * (b , a ) = (b + ab , aa ). The group C can be identified with the normal subgroup T (C) = {(b, 1) ∈ Aff(C) : b ∈ C} consisting all translations of C while C * is isomorphic to the subgroup GL(C) = {(0, a) : a ∈ C * } consisting of linear tranformations of C. By χ : Aff(C) → C * , (b, a) → a, we denote the natural homomorphism whose kernel coincides with the subgroup T (C).
Observe that an element (0, λ) ∈ GL(C) ⊂ Aff(C) acts on the subgroup T (C) ⊂ Aff(C) by conjugations as (0, λ)(b, 1)(0, λ) −1 = (λb, 1), i.e., as the linear operator multiplying each b ∈ C by λ.
Given a complex number λ ∈ C * let Aff λ (C) be the subgroup of Aff(C) generated by two elements: (1, 1) ∈ T (C) and (0, λ) ∈ GL(C). Note that χ(Aff λ (C)) = {λ n :
is the additive subgroup of T (C) ∼ = C generated by the set {(λ n , 1) : n ∈ Z}. Thus each element (z, 1) ∈ T λ (C) can be written as z = n i=−n z i λ i for some n ∈ N and integers z i , |i| ≤ n. Observe that the group Aff λ (C) is a semi-direct product of T λ (C) and the cyclic group {(0, λ n ) : n ∈ Z} ⊂ GL(C). The algebraic structure of the group Aff λ (C) depends essentially on the arithmetic properties of the number λ. (1) Aff λ (C) is metabelian (more precisely, abelian-by-cyclic).
(2) λ is an algebraic number of degree r if and only if the group T λ (C) has the free rank r. (3) σ(Aff λ (C)) = {z n : n ∈ Z, P λ (z) = 0} if λ is an algebraic number with minimal polynomial P λ (z). (4) The number λ is transcendental if and only if σ(Aff λ (C)) = C * if and only if the group T λ (C) has infinite free rank if and only if T λ (C) is a free abelian group of infinite rank. Proof.
(1) The first statement of Theorem 4.1 is obvious and follows from the definition of Aff λ (C).
(2) To prove the second statement, assume that λ is an algebraic number of degree r. It follows that the numbers 1, λ, . . . , λ r−1 ∈ C are linearly independent over Q while λ r is a Q-linear combination of λ 0 , . . . , λ r−1 and so does any power λ n , n ∈ Z, Consequently, the group T λ (C) = (λ n , 1) : n ∈ Z has free rank r. Assume conversely that the group T λ (C) has finite free rank r. Then the elements (λ 0 , 1), . . . , (λ r−1 , 1) form a basis of the group T λ (C) which implies that λ is an algebraic number of degree r.
(3) Now assume that λ is an algebraic number with the minimal polynomial
we denote the inner automorphism generated by the element (0, λ) ∈ Aff λ (C). For any (b, 1) ∈ T λ (C) we get i λ (b, 1) = (0, λ)(b, 1)(0, λ −1 ) = (λb, 1). It follows from the previous assertion that the group T λ (C) has finite free rank equal d and the elements (λ 0 , 1), . . . , (λ d−1 , 1) form a basis for T λ (C). For this basis we get i i=0 a i λ i , 1) . Thus the matrix of the automorphism i λ |T λ (C) in this basis has the Frobenius normal form, while the characteristic polynomial of this automorphism is equal to P λ (z), see [War, §38] . By Theorem 2.2(1), σ(i λ |T λ (C)) = {λ 1 , . . . , λ d } where λ 1 , . . . , λ d are the roots of the polynomial P λ (z). By Theorem 2.2(5) for every n ∈ Z, we get
(4) If λ is transcendental, then the numbers λ n , n ∈ Z, are linearly independent over Q. Consequently, T λ (C) = (λ n , 1) : n ∈ Z is a free abelian group of infinite rank. Observe that the subgroup T λ (C) of Aff λ (C) is 1 i λ -generated. Applying Theorem 2.2(3), we get
If λ is an algebraic number, then by the previous item we get σ(Aff λ (C)) ⊂ A * = C * and T λ (C) has finite free rank. This proves the fourth statement of Theorem 4.1. (5) The fifth statement follows from the third statement of this theorem and Theorem 3.3(2) . (6) The sixth statement follows from the third statement of this theorem and Theorem 3.3(3) . (7) Finally, the seventh statement follows from the characterization of finitely presented torsion-free abelian-by-cyclic groups given in [BiS] (and mentioned in the first section).
It is interesting to notice that the algebraic structure of the groups Aff λ (C) is completely determined by their spectra. Proof. The "only if" part is trivial. To prove the "if" part, suppose that σ(Aff λ (C)) = σ(Aff µ (C)). Depending on the arithmetic properties of the number λ we consider three cases.
(1) λ is transcendental. Then σ(Aff λ (C)) = C * and hence σ(Aff µ (C)) = C * which yields that µ is transcendental too, see Theorem 4.1(4) . In this case the groups Aff λ (C) and Aff µ (C) are isomorphic to the wreath product Z Z.
(2) λ is a root of the unit. Then σ(Aff λ (C)) = k √ 1 where k ∈ N is the minimal number such that λ k = 1. It follows that σ(Aff µ (C)) = k √ 1 and hence µ is a root of the unit with µ k = 1 and µ i = 1 for 0 < i < k, see Theorem 4.1(3). Observe that
Since the numbers λ and µ are generators of the cyclic group k √ 1, there are numbers 1 ≤ p, q < k such that λ p = µ and µ q = λ. Then the groups Aff λ (C) and Aff µ (C) are isomorphic via the isomorphism h : (b,
Then the spectrum σ(Aff λ (C)) ⊂ A * is countable and the same is true for the spectrum σ(Aff µ (C)) which yields that µ ∈ A * \ ∞ √ 1. Let P λ (z) and P µ (z) be the minimal polynomials of the algebraic numbers λ and µ, respectively.
To detect the number λ from the spectrum σ(Aff λ (C)), we introduce a notion of an extremal point. Given a subset A ⊂ C, define a point a ∈ A to be extremal if a = b n for any b ∈ A and n ≥ 2. By ext(A) we denote the set of all extremal points of A ⊂ C. Now consider the set ext(σ(Aff λ (C))) = ext(σ(Aff µ (C))) and observe that it is not empty and lies in the intersection {z, z −1 : P λ (z) = 0} ∩ {z, z −1 : P µ (z) = 0}. Pick any extremal point ν of the spectrum σ(Aff λ (C)). Then P µ (ν ε ) = 0 and P λ (ν ε ) = 0 for some ε, ε ∈ {−1, 1}. Replacing, if necessary, ν by ν −1 we can assume that ε = 1, i.e., P λ (ν) = 0. This means that ν is algebraically conjugated to λ. Similarly, P µ (ν) = 0 or P µ (ν −1 ) = 0 implies that ν is algebraically conjugated to µ or µ −1 . Therefore λ is algebraically conjugated to µ or µ −1 . In the first case the groups Aff λ (C) and Aff µ (C) are isomorphic via the isomorphism
In the second case, these groups are isomorphic via the isomorphism sending (
The following theorem which is the main result of this section displays the role of the groups Aff λ (C) for determining the spectrum of a group. Theorem 4.3. A complex number λ ∈ C * belongs to the spectrum σ(G) of a group G if and only if the group Aff λ (C) is isomorphic to a quotient group of some subgroup of G.
Proof. If Aff λ (C) is isomorphic to a qutient group of some subgroup of G, then λ ∈ σ(Aff λ (C)) ⊂ σ(G) according to Proposition 2.1 and Theorem 4.1(3). This proves the "if" part of the theorem.
To prove the "only if" part, fix any λ ∈ σ(G) and find an element g ∈ G, a subgroup H ⊂ G with gHg −1 = H, and a non-trivial homomorphism ϕ : H → C such that ϕ(gxg −1 ) = λ · ϕ(x) for each x ∈ H. Fix any x 0 ∈ H with ϕ(x 0 ) = 0. Multiplying ϕ by a suitable constant, we may assume that ϕ(x 0 ) = 1. Without loss of generality, H = g n x 0 g −n : n ∈ Z . If λ = 1, then the element x 0 generates an infinite cyclic subgroup of G isomorphic to Z ∼ = Aff 1 (C). So we can assume that λ = 1. Consider the 2-generated subgroup g, x 0 and observe that each element x ∈ g, x 0 can be written as x = hg n for some h ∈ H and n ∈ Z.
We claim that the map π : g, x 0 → Aff λ (C) defined by π(hg n ) = (ϕ(h), λ n ) for h ∈ H, n ∈ Z, is a homomorphism of g, x 0 onto Aff λ (C). If g ∩H = {e}, then h is well-defined since each element x ∈ g, x 0 can be uniquely written as x = hg n for h ∈ H, n ∈ Z. If g ∩H = {e}, find the smallest positive integer k with g k ∈ H \{e}. We claim that λ k = 1 and ϕ(g
and use the fact that λ = 1. Now we are ready to show that the map π is well defined. Assuming that h 1 g n = h 2 g m for some h 1 , h 2 ∈ H and integer n ≤ m we get g m−n = h −1 2 h 1 ∈ H and thus m−n = k·l for some l ∈ Z.
shows that π is well defined.
To see that π is a group homomorphism, observe that for any h 1 , h 2 ∈ H and n, m ∈ Z we have π(
Theorem 4.3 allows us to estimate the spectrum of groups possessing some hereditary property P. We shall say that a group property P is hereditary if for any group G possessing the property P each isomorphic copy of G, each subgroup of G, and each quotient group of G has that property.
Corollary 4.4. If a group G possesses a hereditary property P, then σ(G) ⊂ {λ ∈ C * : Aff λ (C) has the property P}.
Interplay between reversive properties of a group and its spectrum
In this section we study so-called reversive properties of groups. The motivation to such kind of research came from the theory of paratopological groups, see [BR] .
Given a subset A of a group G define its n-th oscillators (±A) n and (∓A) n by induction:
m we denote the m-fold product of A in the group G and let A ∞ = m∈N A m be the semigroup generated by the subset A in G.
Let n ∈ N and m ∈ N ∪ {∞}. A group G is defined to be (n, m)-reversive if for any subset A ⊂ G containing the neutral element e of G we have (∓A) n ⊂ (±A m ) n . It is easy to show that each (n, m)-reversive group G is (n + 1, q)-reversive for any n ∈ N and m < q ≤ ∞.
Observe that a group G is (1, ∞)-reversive (resp. (1, m)-reversive for some m ∈ N) if and only if G is periodic (G is of finite exponent).
Let us note that the property of a group to be (n, m)-reversive is hereditary, which allows us to apply Theorem 4.3 to studying the spectrum of (n, m)-reversive groups. Our principal result in this direction is Theorem 5.1. Let G be a group.
1 for some k ∈ N depending only on n and m.
Proof. 1) Assume that a group G is (n, ∞)-reversive for some n ∈ N but σ(G) ⊂ A ∩ T. Replacing n by n + 1, if necessary, we can assume that n is an odd number. Applying Theorems 4.1(3) and 4.3 we conclude that the spectrum σ(G) of G is unbounded and thus contains an eigenvalue λ ∈ σ(G) with |λ| > n + 1. By Theorem 4.3, Aff λ (C) is a quotient group of a subgroup of G. Taking into account that the (n, ∞)-reversibility is a hereditary property, we conclude that the group Aff λ (C) is (n, ∞)-reversive.
To derive a contradiction, let us make some remarks concerning the group operation in Aff λ (C).
Given an element (b,
To prove that Aff λ (C) is not (n, ∞)-reversive, consider the elements g i = (δ i , λ i ) ∈ Aff λ (C), i ≥ 0, where δ i = (i mod 2). Note that g 0 is the neutral element of Aff λ (C).
We claim that
n where S ⊂ Aff λ (C) is the semigroup generated by the elements g 0 , g n , g n+1 , . . . , g 2n−1 . Assuming that this is not so we would find finite sequences m 1 , . . . , m l ∈ {n, . . . , 2n − 1} and ε 1 , . . . , ε l ∈ {−1, 1} for some l ∈ N such that
and the sequence ε 1 , . . . , ε l is n-oscillating in the sense that there are numbers 0 = l 0 ≤ l 1 ≤ · · · ≤ l n = l such that for any i ∈ {1, . . . , n} and j ∈ (l i−1 , l i ] we get ε j = 1 if i is odd and ε j = −1 if i is even.
Observe that
The equality
i=n (−1) i i and P (λ) = 0 where
for some integers p < q and some integer coefficients a i with |a i | ≤ n for p ≤ i ≤ q (the upper bound |a i | ≤ n follows from the n-oscillation nature of the sequence (ε i ) and the strict positivity of the numbers m i ). We claim that all the coefficients a i are zero. Assuming the converse we could suppose that a q = 0. Multiplying P (λ) by λ −p we would get 0 = λ
which is a contradiction. Thus all the coefficients a i are zero. This implies that for every odd number r ∈ {n, . . . , 2n − 1} there is a number i r ∈ {1, . . . , l} such that ε ir = −1 and −r + r−1
It follows that i r = i s if r, s ∈ {n, . . . , 2n − 1} are two distinct odd numbers. Since n is odd, be the Dirichlet principle there are two distinct odd numbers r, s ∈ {n, . . . , 2n − 1} such that i r < i s and i r , i s ∈ (l p−1 , l p ] for some even p ∈ {1, . . . , n}. Then ε j = −1 for any j ∈ [i r , i s ] and thus
To prove that Aff λ (C) fails to be (n, m)-reversive, we shall show that (∓A)
Assuming the converse, we would find number sequences m 1 , . . . , m q ∈ {k 1 , . . . , k n } and ε 1 , . . . , ε q ∈ {−1, 1} for some q ≤ nm such that
and the sequence ε 1 , . . . , ε q is n-oscillating in the sense that there are numbers 0 = q 0 ≤ q 1 ≤ · · · ≤ q n = l such that for any i ∈ {1, . . . , n} and j ∈ (q i−1 , q i ] we get ε j = 1 if i is odd and
It follows that
By the choice of the vector x, we get
The last equality and the choice of the vector k imply that for every odd number r ∈ {1, . . . , n} there is a number i r ∈ {1, . . . , q} such that m ir = k r , ε ir = −1, and
follows from the choice of the vector k that r j=1 (−1) j k j = s j=1 (−1) j k j for distinct numbers r, s ∈ {1, . . . , n}. Since n is odd by the Dirichlet principle there are two distinct odd numbers r, s ∈ {1, . . . , n} such that i r < i s and i r , i s ∈ (q p−1 , q p ] for some even p ∈ {1, . . . , n}. Then ε j = −1 for any j ∈ [i r , i s ] and thus
This implies that min{r,s}<j≤max{r,s} (−1) j k j = ± ir<j≤is m j which is not possible according to the choice of the vector k. This contradiction finishes the proof of the second statement of Theorem 5.1.
It is interesting to notice that (3, ∞)-and (2, ∞)-reversive groups can be characterized as groups containing no free semigroup with two generators. Proof. 1) Suppose that G contains no free semigroup with two generators. To show that G is (2, ∞)-reversive we have to verify that A −1 A ⊂ A ∞ · (A ∞ ) −1 for any subset A ⊂ G containing the unit of G. Fix any two distinct elements x, y ∈ A. Since the semigroup S ⊂ A ∞ generated by {x, y} is not free, there are two different words w, v in the alphabet {x, y} such that w = v in G. After the left cancellation, we can assume that w and v begin with different letters, say w = xw 1 and v = yv 1 (where the words w 1 , v 1 can be empty). Then xw 1 = yv 1 and thus
, G is (2, ∞)-reversive. 2) Next, assume that the group G is (2, ∞)-reversive. To show that G is (3, ∞)-reversive, fix any three points x, y, z ∈ G. We have to verify that x −1 yz −1 ∈ SS −1 S where S is the semigroup generated by the set {e, x, y, z}. Since the group G is (2, ∞)-reversive, x −1 y = wv −1 ∈ SS −1 , where w, v are two words in the alphabet {x, y}. Then
Assume finally that a group G is (3, ∞)-reversive. We shall show that G contains no free semigroup with two generators. Fix arbitrary two points x, z ∈ G. Without loss of generality, the elements x and z are distinct and differ from the unit e of G. Take any element y ∈ G \ {e, x, z} and consider the set A = {e, x, y, z}. It follows from the (3, ∞)-reversivity of G that x −1 yz −1 = u(x, y, z)v −1 (x, y, z)w(x, y, z) in G for some (possibly empty) words u(x, y, z), v(x, y, z), w(x, y, z) in the alphabet {x, y, z}. After inversion, we get zy −1 x = w −1 (x, y, z)v(x, y, z)u −1 (x, y, z) and w(x, y, z)zy −1 xu(x, y, z) = v(x, y, z). It can be shown that either the word w(x, x, z)zu(x, x, z) differs from v(x, x, z) or the word w(x, z, z)xu(x, z, z) differs from v(x, z, z). In any case we find two different words in the alphabet {x, z} which yield equal elements in G. This implies that the semigroup generated by the elements x, z in G is not free.
Using the previous characterization we shall show that for (3, ∞)-reversive groups Theorem 5.1(1) holds in a more strong form, which is close to Theorem 5.1(2).
Proof. Assume that G is a (3, ∞)-reversive group and fix any λ ∈ σ(G). By Theorem 4.3, the group Aff λ (C) is isomorphisc to a quotient group of a subgroup of G. Taking into account that the (3, ∞)-reversivity is a hereditary property, we conclude that the group Aff λ (C) is (3, ∞)-reversive and thus contains no free semigroup with two generators according to Theorem 5.2. Applying finally Theorem 4.1(6), we get
Next, we characterize (3, m)-and (2, m)-reversive groups. Following [Sh] , [SS] we define a group G to be (n, m)-collapsing if Card(A m ) < (Card(A)) m for any n-element subset A ⊂ G. A group G is collapsing if it is (n, m)-collapsing for some n, m ∈ N. It is easy to see that each (n, m)-collapsing group is (p, q)-collapsing for each n ≤ p < ∞, m ≤ q < ∞. Conversely, for every n, m ∈ N there is l ∈ N such that each (n, m)-collapsing group is (2, l)-collapsing, see [Mac] . The class of collapsing groups is quite wide: it contains all groups with positive laws, in particular, all virtually nilpotent groups, see [SS] , [Sh] or [Mac] . Proof. 1) First, assume that G is a (2, m)-collapsing group for some m ∈ N. To prove that G is (2, m)-reversive, it suffices to show that x −1 y ∈ A m · A −m for each three element subset A = {x, y, e} of G. Since the group G is (2, m)-collapsing, Card({x, y} m ) < 2 m which yields that there are two different m-letter words w, v in the alphabet {x, y} such that w = v in G. After left cancellation, we can assume that w and v begin with different letters, say w = xw 1 , v = yv 1 and have length ≤ m. Then xw 1 = yv 1 and thus
Next, assume that a group G is (2, m)-reversive. To prove that G is (3, m + 1)-reversive, it suffices given three elements x, y, z ∈ G to find three words u, v, w of length ≤ m + 1 in the alphabet {x, y, z} such that x −1 yz −1 = uv −1 w in G. Since G is (2, m)-reversive there are two words a, b of length ≤ m in the alphabet {x, y} such that x −1 y = ab −1 in G. Let u = a, v = zb and w = ∅. Then u, w, v are words of length ≤ m + 1 in the alphabet {x, y, z} such that x −1 yz −1 = ab −1 z −1 = uv −1 w which yields that the group G is (3, m + 1)-reversive.
3) Finally, assume that the group G is (3, m)-reversive. We shall show that G is (2, 4m + 2)-collapsing. Fix arbitrary two points x, z ∈ G. Using the (3, m)-reversivity of G and repeating the argument of Theorem 5.2, we could find two diferent words w, v of lenght ≤ 2m + 1 in the alphabet {x, z} such that w = v in G. After the left cancellation we can assume that the words w, v begin with different letters. Then wv and vw are two different word of the same lenght ≤ 4m + 2 which are equal in G. This implies that the group G is (2, 4m + 2)-reversive. 1 for some l ∈ N depending only on m.
Finally, using Theorem 5.1 we characterize (n, m)-reversive polycyclic groups.
Corollary 5.6. For a polycyclic group G the following conditions are equivalent:
(1) G is virtually nilpotent; (2) σ(G) ⊂ n √ 1 for some n;
Now we see that a complex number λ ∈ C is an eigenvalue of a group automorphism A : G → G if and only if λ is an eigenvalue of the induced linear operator A : PHom(G, K) → PHom(G, K). This observation allows us to generalize the notion of an eigenvalue of a group automorphism as follows.
An element λ of a ring K is called a K-eigenvalue of a group automorphism A : G → G if λ is an eigenvalue of the induced linear operator A : PHom(G, K) → PHom(G, K) (the latter means that there is a non-zero homomorphism ϕ : H → K defined an A-invariant subgroup H ⊂ G such that ϕ • A|H = λ · ϕ). The set of all K-eigenvalues of A is called the K-spectrum of A and is denoted by σ K (A).
Under the K-spectrum of a group G we understand the union σ K (G) = g∈G σ K (i g ) of the K-spectra of all the inner automorphisms of G. It is clear that σ K (G) = σ K (G ) for any isomorphic groups G, G .
In this terminology the spectra considered in the previous sections are nothing else but C-spectra. As we saw, the C-spectrum carries no information on the structure of a periodic group. It may happen that the situation in more fortunate for K-spectra where K is a field of finite characteristic. Problem 6.2. What can be said about the K-spectrum of a (periodic) group for a field K of finite characteristic.
According to Theorem 4.2 the spectrum completely determines the algebraic structure of the groups Aff λ (C). It may happen that the spectrum characterizes these groups in the class of torsion-free solvable groups with spectrally minimal Hirsch rank. We shall say that a solvable group G has spectrally minimal Hirsch rank if h(G) = min{h(H) : H is a solvable group with σ(H) = σ(G)}. Question 6.3. Suppose that G is a solvable torsion-free group with spectrally minimal Hirsch rank. Is G isomorphic to Aff λ (C) if σ(G) = σ(Aff λ (C))?
As we saw in Theorem 4.1, the condition λ ∈ A * Z ∪ (A * Z ) −1 is responsible for the finite presentability of the group Aff λ (C). Another open problem concerns the interplay between the spectrum and the asymptotic geometry of a finitely generated group G. The asymptotic geometry studies the properties of groups preserved by quasi-isometries, see [Gro] and [Har] . Under a quasi-isometry between metric spaces (X, d X ) and (Y, d Y ) we understand a map f : X → Y satisfying the following two conditions for some constant C ≥ 1: (i)
, f (x )) ≤ Cd X (x, x ) + C for any x, x ∈ X and (ii) d Y (y, f (X)) < C for any y ∈ Y .
Any group G generated by a finite set X is endowed with the word metric d X (a, b) = min{n ∈ ω : a −1 b ∈ (X ∪ {e} ∪ X −1 ) n }. It is known that for any finite generating subsets X, Y ⊂ G the identity map (G, d X ) → (G, d Y ) is a quasi-isometry. Hence we can say about asymptotic properties of a group with no referring to a particular finite generating set of G. In [FM] the reader can find conditions on integer algebraic numbers λ, µ ∈ A * Z under which the (finitely presented) test groups Aff λ (C) and Aff µ (C) are quasi-isometric.
Problem 6.5. To which extent the spectrum determines the asymptotic geometry of a finitely generated group G? In particular, are two polycyclic groups G and H quasiisometric if they have spectrally minimal Hirsch ranks and σ(G) = σ(H)?
Another open problem concerns the algebraic structure of the spectrum of a solvable group. According to Theorem 3.4, each (finitely generated) solvable A 1 -group G contains a subgroup H of finite index whose spectrum σ(H) is a finite union of (finitely generated) subgroup of C * .
Question 6.6. Is the spectrum σ(G) of a (finitely generated) solvable A 1 -group G a finite union of (finitely generated) subgroups of C * ?
Finally let us discuss (n, ∞)-reversive groups. Theorem 5.1 shows that σ(G) ⊂ A ∩ T for any such a group G. On the other hand, for any ( In fact, except for the case n = 1 we know no example distinguishing between the (n, ∞)-reversive and (n + 1, ∞)-reversive groups. Theorem 5.2 shows that no such an example exists for n = 2. Problem 6.8. Is there an (m, ∞)-reversive group which is not (n, ∞)-reversive for some m > n ≥ 2. In particular, is the wreath product (Z/pZ) Z (n, ∞)-reversive for some n, p ≥ 2? Is a test group Aff λ (C) (n, ∞)-reversive for some n ∈ N and λ / ∈ ∞ √ 1?
In fact the very term "(n, m)-reversive group" was suggested by the notion of a left (right) reversive semigroup, well-known in the Theory of Semigroups, see [CP] . We remind that a semigroup S is left (resp. right) reversive if for any elements a, b ∈ S the intersection aS ∩ bS (resp. Sa ∩ Sb) is not empty. If S is a subsemigroup of a group, then the latter condition is equivalent to S −1 S ⊂ SS −1 (resp. SS −1 ⊂ S −1 S). Hence a group G is (2, ∞)-reversive if and only if any subsemigroup S of G is left reversive. An example of a left reversive semigroup which is not right reversive can be found in [CP, Ex.1 to §1.10] . This is the semigroup generated by the transformations w = 2z and w = z + 1 in the test group Aff 2 (C).
Problem 6.9. Is it true that for every n ∈ N there is a subsemigroup S of a group G such that (∓S) n ⊂ (±S) n but (±S) n ⊂ (∓S) n ?
A positive answer to this problem would imply a positive solution of Problem 1(4) from [BR] concerning n-oscillating paratopological groups.
The spectrum σ(G) of a group G consists of eigenvalues of all the inner automorphisms of G and thus can be referred to as the inner spectrum of G. Besides this inner spectrum it is reasonable to consider also the full spectrum Σ(G) consisting of eigenvalues of all the automorphisms of G. The inner and full spectra are related as follows:
where Hol(G) is the holomorph of the group G. Observe that the sets σ(G), Σ(G) and σ(Hol(G)) can differ substantially. For example, σ(Z 2 ) = {1}, Σ(Z 2 ) = A * 1 ∩ A(2), while σ(Hol(Z 2 )) = C * (because the automorphism group of Z 2 contains a free group with two generators, see [Sk, p.98] ). Problem 6.10. Invesigate the interplay between properties of a group G and properties of its full spectrum Σ(G).
It seems that unlike to the inner spectrum the full spectrum can shed some light on the structure of abelian or nilpotent groups.
Acknowledgement
The author express his thanks to Orest Artemovych, Rostyslav Hryniv, Rostyslav Grigorchuk, Mykola Komarnytskyi, Igor Protasov, and Sasha Ravsky for valuable and stimulating discussions concerning the subject of the paper.
