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Resumen
Tradicionalmente la Teoría de Códigos se ocupó de construir y analizar códigos sobre cuerpos
finitos. Con el tiempo, también comenzaron a considerarse códigos sobre estructuras algebraicas más
generales, como anillos, módulos y grupos. Esto llevó a la necesidad de considerar nuevas métricas,
además de la clásica métrica de Hamming, más adecuadas para cada una de esas estructuras.
En este trabajo, estudiaremos el espacio de métricas sobre grupos y anillos, en base a equivalen-
cias, de las cuales podremos obtener propiedades generales de métricas especificas de interés para
la Teoría de Códigos. Además estudiaremos los grupos de simetrías de métricas, los cuales nos per-
mitirán decidir la existencia o no de isometrías entre espacios con estructuras distintas, obteniendo
generalizaciones del conocido mapa de Gray. En particular, estudiaremos las métricas poset; y en
el caso de posets jerárquicos, daremos una descripción de su grupo de simetrías, sus identidades de
MacWilliams respectivas y describiremos algunas nuevas isometrías obtenidas.
Palabras clave: Códigos, Métricas, Distancias, Grupos, Anillos, Isometrías, Esquemas de asociación,
Anillos de Schur.
2010 Mathematics subject Classification:: 11T71, 05E30, 05E18.

Abstract
Traditionally, Coding Theory was occupied with building and analyzing codes over finite fields.
Over time, they also began to be considered codes on more general algebraic structures, such as rings,
modules and groups. This led to the need to consider new metrics, in addition to the classic Hamming
metric, more suitable for each of those structures.
In this paper, we will study the space of metrics on groups and rings, based on equivalences, from
which we can obtain properties of specific metrics of interest for Coding Theory. In addition, we
will study the symmetry groups of metrics, which will allow us to decide the existence or not of
isometries between spaces with different structures, obtaining generalizations of the familiar map
of Gray. In particular, we will study the poset metrics; and in the case of hierarchical posets, we will
give a description of their group of symmetries, their respectives MacWilliams Identities and we will
describe some new isometries obtained.
Palabras clave: Codes, Metrics, Distances, Groups, Rings, Isometries, Association Schemes, Schur
Rings.
2010 Mathematics subject Classification:: 11T71, 05E30, 05E18.
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Introducción
El estudio de códigos sobre anillos y grupos finitos tomó gran importancia luego de que, Nechaev,
en [44], y más tarde Hammons et al. en [22], demostraran que tanto los códigos de Kerdock y los
códigos Preparata son imágenes bajo cierta isometría (el mapa de Gray) de algunos códigos lineales
sobre Z4 que son duales entre sí. Mas aún, gracias a este último trabajo, las descripciones de estos
códigos se vuelven más simples utilizando las propiedades de los correspondientes códigos lineales
sobre Z4 y lograron dar una explicación para la dualidad entre estas dos familias. Tal fue su impor-
tancia, que desde entonces se ha abierto la puerta al estudio de muchos códigos lineales sobre Z4 y,
en general, ha llevado a analizar códigos sobre Zps , y luego sobre anillos en general.
Intentando generalizar esta idea y teniendo en cuenta la utilidad de la métrica de Lee, se consideró
también la idea de utilizar métricas distintas a la de Hamming, más adecuadas para cada anillo. De esta
manera surgieron muchos tipos de métricas, como la métrica homogénea, la métrica rango, métricas
de Lee generalizadas; cada una para un uso específico, generalmente relacionado con isometrías sobre
el espacio de Hamming para determinar códigos no lineales con mejores parámetros como en el caso
de las familias de Kerdock y Preparata.
En [49], Delsarte se percató de que las relaciones de distancia en el espacio de Hamming (Fnq,dHam)
daban origen a un esquema de asociación, ahora conocido como el esquema de Hamming, y que
muchos de los resultados obtenidos en la teoría de códigos provenían de la teoría de esquemas de
asociación, en particular, la identidad de MacWilliams.
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Estructura de trabajo
La idea principal será tratar de determinar una clasificación de métricas sobre grupos y anillos,
relacionada con la teoría de esquemas de asociación para el uso en la teoría de códigos. Tal clasifi-
cación nos permitirá determinar la existencia o no de isometrías entre distintos espacios, permitiendo
generalizar los conceptos previos de las isometrías de Gray, además de permitir determinar que tipos
de métricas serán más adecuadas para usos específicos.
A continuación se describirá la estructura de este trabajo para facilitar su lectura y comprensión.
1. Preliminares. Se darán definiciones básicas de la Teoría de Códigos, que servirán como in-
troducción al tema, así como resultados conocidos en las áreas de grafos, esquemas de asociación,
anillos de Schur y grupos de permutaciones, que se usarán en los siguientes capítulos.
2. Métricas En este capítulo se comenzará con el estudio de métricas sobre grupos y anillos,
introduciendo el concepto de grupo de simetrías de una distancia, que sera fundamental para la clasifi-
cación de métricas. Además, se analizará la relación entre métricas y otros conceptos como esquemas
de asociación, grafos, grupos de permutaciones y anillos de Schur.
3. Métricas poset. Aplicaremos los conceptos de los capítulos anteriores al estudio de las de-
nominadas métricas poset. En el caso de que el poset sea jerárquico calcularemos explícitamente el
grupo de simetrías de la métrica.
4. Dualidad e identidades de MacWilliams. Definiremos el concepto de dualidad de una métrica
y consideraremos la existencia de una identidad de MacWilliams para las distintas clases de métricas,
que relacione el enumerador de peso de un código con el enumerador de su código dual. En particu-
lar, daremos una descripción recursiva para obtener tales identidades para métricas que provienen de
posets jerárquicos.
5. Isometrías. En este capítulo se estudiará la existencia de isometrías entre distintos grupos y
anillos, tratando el problema de generalizar la famosa isometría de Gray. También analizaremos los
casos conocidos de generalizaciones de los mapas de Gray. En particular obtendremos una forma de
generar nuevas isometrías.
6. Conclusión. Se dará un breve resumen de los resultados más importantes del trabajo, así como
un comentario sobre los posibles usos y aplicaciones dentro de la Teoría de Códigos, llevando a nue-
vas investigaciones.
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La idea central de este trabajo es estudiar métricas invariantes sobre grupos y anillos. Para esto,
en el capítulo 2 comenzamos definiendo el espacioM(G) de métricas invariantes de un grupo G. Las
métricas más utilizadas y que tienen mejores propiedades, suelen están relacionadas con esquemas de
asociación; por esta razón seria de gran importancia saber cuales son las métricas que son de este tipo.
Para ello, definimos un tipo de equivalencia de métricas enM(G), en base a su grupo de simetrías,
que en el caso que G sea abeliano, nos permite identificar cada una de esas clases con un esquema
de asociación. De esta forma, obteniendo una correspondencia entre métricas sobre G y esquemas de
asociación de Cayley (o equivalentemente S-anillos simétricos schurianos sobre G)
{Γ-clases de métricas} {Particiones schurianas simétricas}
{Grupos de simetrías} {S-anillos simétricos schurianos}
Para algunos grupos G estas relaciones nos permite determinar todos los tipos de métricas que inducen
un esquema de asociación. En particular, en el caso G = Zp los Teoremas 2.3.15 y 2.3.16, obtenemos
la clasificación de métricas schurianas de Zp. Además, para el caso G = Zn, vemos que toda métrica
de Schur se obtiene en base a construcciones de métricas de Schur descriptas anteriormente. Esto
puede verse en la sección de Apéndices.
Luego utilizamos todo este marco, para estudiar un tipo de métricas de gran relevancia en los últimos
tiempos, las métricas poset. En particular, para el caso de posets jerárquicos logramos determinar el
grupo de simetrías (Teorema 3.3.3):
Sea P =H(n;n1, . . . ,nk) un poset jerárquico, entonces se tiene que
Γ(Fnq,dP)' ((Sq oSn1) o · · · o (Sq oSnk)).
En el capítulo 4, utilizando la conexión entre métricas y esquemas de asociación visto en el capítu-
lo 2, analizamos la dualidad entre métricas, definiendo así, para cada métrica d ∈M(G) una métrica
dual d∗. Para las construcciones de métricas vistas, damos las correspondientes métricas duales en el
Teorema 4.1.11. Este concepto de dualidad nos permite utilizar las identidades de MacWilliams de
la teoría de esquemas de asociación para obtener una relación entre los enumeradores de peso de un
código con respecto a la métrica d y su código dual con respecto a d∗. En particular, para el caso de
las métricas posets, logramos dar una descripción alternativa a las ya conocidas, de las identidades de
MacWilliams correspondientes (Teorema 4.2.13).
Finalmente, en el capítulo 5 vemos la relación entre isometrías y grupos de simetrías. En este caso,
el estudio del espacioM(G) nos permite determinar en que casos existen isometrías entre espacios
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métricos. Por ejemplo, obtenemos otra prueba de los resultados ya conocidos sobre la no existencia
de isometrías del espacio de Hamming (Fnq ,dHam) con algún espacio de la forma (Zqn,d) (Teoremas
5.2.3 y 5.2.5). También obtenemos resultados sobre la existencia de isometrías de Zpk en espacios
de Hamming, para k < n (Teoremas 5.3.5 y 5.3.7). Por último, en el Teorema 5.5.3, construimos una
isometría entre el espacio (Fnq ,dRT ) y (Zqn,dq).
IV
Capítulo 1
Preliminares
En este capítulo daremos las nociones básicas de la teoría de códigos clásica, sobre Fq . Luego
veremos definiciones y resultados sobre grafos de Cayley, esquemas de asociación, álgebras de grupo
y anillos de Schur. También veremos algunas relaciones entre estos conceptos, que luego utilizaremos
durante todo este trabajo.
1.1. Teoría de Códigos
En esta sección se verán algunos conceptos básicos de la Teoría de Códigos, tales como defi-
niciones que servirán de lenguaje para los siguientes capítulos, notaciones, conceptos elementales,
los cuales pueden encontrarse en la mayoría de libros relacionados al tema. Para la teoría clásica de
códigos sobre cuerpos finitos pueden verse [38] y [57] y para el caso de códigos sobre anillos, se
recomienda el trabajo de Jay Wood [66].
Definición 1.1.1. SeaA= {a1,a2, . . . ,aq} un conjunto finito, denotado como el alfabeto del código.
Una palabra de longitud n ó n-cadena es una sucesión de n símbolos de A, que serán denotados de
la forma
ai1ai2 · · ·ain , ó (ai1,ai2, . . . ,ain), con aik ∈ A.
Denotaremos por An al conjunto de todas las palabras de longitud n, y sea
A∗ =
⋃
n∈N
An
Cualquier subconjunto C ⊂ A∗ será llamado un código, además si C ⊂ An diremos que es un código
de bloque q-ario, y cada palabra en C será llamada una palabra-código. Si C ⊂ An contiene M
palabras-código se dirá que C tiene longitud n y tamaño M, o que es un (n,M)-código.
En general, los códigos mas estudiados son los códigos de bloque q-arios, a los cuales nos refe-
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riremos siempre en este trabajo. Por simplicidad, nos referiremos a las palabras-código simplemente
por palabras.
Definición 1.1.2. Sean a y b palabras de la misma longitud n, sobre el mismo alfabeto A. La distan-
cia de Hamming entre a y b se define como
d(a,b) = |{i ∈ [1,n] : ai 6= bi}|,
es decir el número de coordenadas en que difieren a y b.
Si el alfabeto A contiene un símbolo 0 (por ejemplo si A es un cuerpo finito o un anillo), el peso
de Hamming de una palabra c ∈ C, denotado wt(c), se define por
w(c) = d(c,0),
donde 0 denota la palabra con todos sus símbolos iguales a 0.
Proposición 1.1.3. Sea An el conjunto de todas las palabras de longitud n sobre el alfabeto A.
Entonces la distancia de Hamming d :An×An −→ N0 satisface las siguientes propiedades:
(i) d(a,b)≥ 0, y d(a,b) = 0 ⇐⇒ a = b,
(ii) d(a,b) = d(b,a),
(iii) d(a,b)≤ d(a,c)+d(c,b),
para todo a,b,c ∈ An. Por lo tanto (An,d) es un espacio métrico.
Definición 1.1.4. La distancia mínima de un código C se define como:
d(C) = mı´n
c,d∈C
c6=d
d(c,d).
Un (n,M,d)-código será un código de longitud n, tamaño M y distancia mínima d.
El peso mínimo de Hamming de un código C, denotado wt(C), será
w(C) = mı´n
c∈C
c6=0
w(c)
Imaginemos que queremos enviar un mensaje por un canal de comunicación, cuyas características
dependen de la naturaleza del mensaje a ser enviado (i.e. sonido, imagen, datos). En general, hay que
hacer una traducción entre el mensaje original (o palabra fuente) x y el tipo de mensaje c que el canal
está capacitado para enviar (palabras código). Este proceso se llama codificación. Una vez codificado
el mensaje, lo enviamos a través del canal y nuestro intermediario (el receptor) recibe un mensaje co-
dificado (palabra recibida) posiblemente erróneo, ya que en todo proceso de comunicación hay ruido
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e interferencias. El mensaje recibido c′ es traducido nuevamente a términos originales como x′, es
decir, es decodificado.
Sea C ∈An. Supongamos que la palabra c∈ C es enviada a través del canal, y la palabra c′ ∈An es
recibida, la decodificación por distancia mínima consiste en elegir una palabra c∗ ∈ C cuya distancia
d(c∗,c′) sea mínima (i.e. que el mensaje recibido sea lo mas fiel posible a la palabra enviada).
Definición 1.1.5. Sea C un (n,M)-código. Denotaremos por Ai al número de palabras de peso i en C
para 0≤ i≤ n. La distribución de peso de C serán los números A0, . . . ,An y el polinomio
WC(x) =
n
∑
k=0
Akxk
se denominará enumerador de peso de C.
También en muchas ocasiones será más útil pensar en el enumerador de peso como un polinomio
homogéneo de grado n de la forma:
WC(x,y) =
n
∑
k=0
Akxn−kyk.
Códigos lineales
Para el estudio de códigos es útil dotar al alfabeto de cierta estructura algebraica. Es común con-
siderar el alfabeto A como Fq, el cuerpo finito de q elementos. Recordemos que Fq es único salvo
isomorfismos y que q= pr para algún primo p y r ∈N. Por lo tanto, el conjuntoAn puede identificarse
naturalmente con el espacio vectorial Fnq mediante la asignación
An←→ Fnq
a1a2 . . .an←→ (a1,a2, . . . ,an).
Definición 1.1.6. Un código C ⊂ Fnq es un código lineal si es un subespacio de Fnq. Si C tiene dimen-
sión k sobre Fq, diremos que es un [n,k]-código, y si C tiene distancia mínima d, decimos que es un
[n,k,d]-código.
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Dualidad
En esta sección se tratará la Identidad de MacWilliams, una herramienta fundamental en la Teoría
de Códigos, que permite relacionar el enumerador de peso de un código lineal C con el enumerador
de su código dual C⊥.
El espacio vectorial Fnq posee un producto interno natural, dados a = a1 . . .an y b = b1 . . .bn el
producto escalar de a y b es
a ·b = a1b1+ · · ·+anbn.
Definición 1.1.7. Sea C un [n,k]-código. El subespacio
C⊥ = {a ∈ Fnq : a · c = 0 ∀c ∈ C}
será llamado el código dual de C.
Algunas de las propiedades que cumple el código dual, son las siguientes.
Proposición 1.1.8. Sea C un [n,k]-código sobre Fq, entonces C⊥ cumple
(i) C⊥ ⊆ Fq,
(ii) C⊥ es un código lineal de longitud n,
(iii) (C⊥)⊥ = C.
(iv) dim(C⊥) = n−dim(C) (ó |C||C⊥|= |Fnq|= qn).
Teorema 1.1.9 (MacWilliams). Sea C es un código lineal sobre Fq, C⊥ su dual y sean
WC(x) =
n
∑
k=0
Akxk y WC⊥(x) =
n
∑
k=0
A⊥k x
k
los enumeradores de peso de C y C⊥ respectivamente, entonces
WC⊥(x) =
1
|C|(1+(q−1)x)
nWC
(
1− x
1+(q−1)x
)
. (1.1)
Equivalentemente
A⊥k =
1
|C|
n
∑
i=0
Ai Knk (i), (1.2)
donde Knk (x) es el polinomio de Krawtchouk de orden n y grado k.
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Además si consideramos el enumerador de peso, como un polinomio homogéneo de grado n en
las variables x,y tenemos la siguiente relación
WC(x,y) =
1
|C⊥|WC⊥(x+(q−1)y,x− y), (1.3)
en particular, en el caso binario se tiene la relación
WC(x,y) =
1
|C⊥|WC⊥(y+ x,y− x), (1.4)
1.2. Grafos de Cayley
En esta sección daremos las nociones básicas sobre grafos de Cayley, que usaremos mas adelante.
Si G es un grupo, denotaremos por e a su elemento identidad. Un subconjunto S de G se dice simétrico
si S = S−1 = {s−1 : s ∈ S}.
Definición 1.2.1. Sea G un grupo y S un subconjunto simétrico de G tal que e 6∈ S. El grafo de Cayley
de G relativo a S, denotado por Cay(G,S), es el grafo con conjunto de vértices G, tal que {x,y} es una
arista si y sólo si xy−1 ∈ S.
A continuación damos algunos resultados sobre las propiedades y estructura de los grafos de
Cayley. Recordamos que si G = (V,E) es un grafo con conjunto de vértices V y de lados E, el grupo
Aut(G) de automorfismos de G es el conjunto de permutaciones de V que preservan E.
Teorema 1.2.2. Sea Cay(G,S) el grafo de Cayley de G relativo al conjunto S. Entonces, la represen-
tación regular a derecha Gright de G es un subgrupo de Aut(Cay(G,S)).
Todos los grafos de Cayley son vértices-transitivos.
Corolario 1.2.3. Sea Cay(G,S) un grafo de Cayley con conjunto de vértices V . Dados v,w ∈V existe
un automorfismo f = fv,w : V →V tal que f (v) = w.
Teorema 1.2.4. Sea G= {g1, . . . ,gn} un grupo abeliano, S⊂G un subconjunto simétrico y χ : G→C
un carácter de G. Sea A la matriz de adyacencia de Cay(G,S) y x = (x1, . . . ,xn) ∈Cn con xi = χ(gi).
Entonces, x es un autovector de A con autovalor λ = ∑
s∈S
χ(s). Más aún, todos los autovalores de A
son de la forma ∑s∈Sψ(s), con ψ un carácter de G.
Recordemos que un grafo con pesos es un par (G,w) donde G = (V,E) es un grafo no dirigido
y w es una función w : E → S, donde S es un conjunto, que asigna a cada arista un elemento de S.
También se suele decir que (G,w) es un grafo coloreado o un grafo con etiquetas. Ahora definimos
los grafos de Cayley con pesos.
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Definición 1.2.5. Sea G un grupo y P = {Pi}mi=0 una partición simétrica de G, es decir P0 = {e} y
Pi = P−1i para i = 1, . . . ,m. El grafo de Cayley con pesos de G relativo a P , Cay(G,P), es el grafo
con vértices G, tal que {x,y} es una arista de peso i si y sólo si xy−1 ∈ Pi.
Notar que dado un grafo de Cayley coloreado Cay(G,P), cada Cay(G,Pi) es un subgrafo. Mas
aún, Cay(G,P) es la unión de todos sus subgrafos de Cayley:
Cay(G,P) =Cay(G,P1)∪·· ·∪Cay(G,Pm). (1.5)
1.3. Esquemas de asociación
La teoría de esquemas de asociación es de gran importancia en la combinatoria algebraica. El
concepto de esquemas de asociación fue introducido por Bose y Shimamoto en [6] y la estructura al-
gebraica correspondiente fue desarrollada por Bose y Mesner ([5]). Pero fue Delsarte quien demostró
la importancia de los esquemas de asociación en el contexto de la teoría de códigos, en su monumen-
tal tesis ([14]). Más recientemente, en [15] se realiza una consideración más actual sobre el papel de
los esquemas de asociación en el estudio de códigos aditivos y otros aspectos relevantes a la teoría de
códigos.
Definición 1.3.1. Un esquema de asociación de orden n con s clases es un par X = (X ,R) donde
X es un conjunto finito de n elementos y R = {R0,R1, . . . ,Rs} es un conjunto de relaciones (clases)
en X que cumplen:
(i) R0 = {(x,x) : x ∈ X} es la relación identidad.
(ii) Para cada x,y ∈ X , (x,y) ∈ Ri para exactamente un único i, es decir
X×X = R0∪·· ·∪Rs y Ri∩R j =∅ para todo i 6= j.
(iii) R−1i = {(x,y) : (y,x) ∈ Ri} ∈ R para todo Ri ∈R.
(iv) Si (x,y) ∈ Rk, entonces la cantidad de elementos z ∈ X tales que (x,z) ∈ Ri y (z,y) ∈ R j es una
constante cki j que depende sólo de i, j,k pero no de la elección de x e y. Es decir,
|{z ∈ X : (x,z) ∈ Ri y (z,y) ∈ R j}|= cki j.
Además, X se llama simétrico si cada Ri es simétrico, es decir
(v) (x,y) ∈ Ri⇔ (y,x) ∈ Ri, para todo Ri ∈R.
Las constantes cki j se llaman los parámetros del esquema o constantes estructurales. Un esquema
de asociación que cumple que cki j = c
k
ji se dice conmutativo.
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Notar que, en particular, si un esquema es simétrico, entonces es conmutativo.
Ejemplo 1.3.2 (Esquema de Hamming). En este esquema, que se denota por H(n,q), el conjunto X
es el conjunto de vectores binarios de longitud n, es decir X = Fnq. Las relaciones están dadas por
(x,y) ∈ Ri si la distancia de Hamming entre x e y es i, es decir si
dHam(x,y) = |{k ∈ [1,n] : xk 6= yk}|= i.
Claramente, las condiciones (i) a (iv) de la Definición 1.3.1 se satisfacen, por lo que H(n,q) resulta
un esquema simétrico.
Ejemplo 1.3.3 (Grupos finitos). Un grupo finito G es a su vez un esquema de asociación sobre X =G,
con una clase Rg = {(x,y) : x= g∗y} por cada elemento g∈G, donde ∗ es la operación del grupo. Este
esquema de asociación es conmutativo si y sólo si G es abeliano. Es decir que la noción de esquema
de asociación es en cierta forma una generalización de la noción de grupo, y los esquemas simétricos
generalizan los grupos abelianos.
Observación 1.3.4. A veces es útil pensar en un esquema de asociación simétrico como un grafo
completo etiquetado, donde cada vértice corresponde a cada elemento de X , y la arista (x,y) tiene la
etiqueta i si (x,y)∈Ri. Cada arista tiene una única etiqueta. Es decir un grafo completo “particionado”
en los grafos básicos Γi = (X ,Ri).
Las relaciones también pueden describirse por sus matrices de adyacencia A0,A1, . . . ,As, don-
de Ai es la matriz de adyacencia del grafo (X ,Ri). Ésta es la matriz n× n, cuyas filas y columnas
corresponden a los elementos de X , definida por:
(Ai)xy =
{
1 si (x,y) ∈ Ri,
0 si (x,y) 6∈ Ri.
(1.6)
Luego, la definición de esquema de asociación es equivalente a decir que las matrices Ai son
(0,1)-matrices (sólo con entradas 0’s y 1’s) de tamaño n×n que cumplen:
(i) A0 = I,
(ii) J = A0+A1+ · · ·+As donde Ji j = 1 para todo i, j = 1, . . . ,n,
(iii) AiA j =
s
∑
k=0
cki jAk = A jAi para i, j = 0, . . . ,s,
En el caso en que el esquema es simétrico, además se pide que
(iv) Ai es simétrica para i = 0, . . . ,s.
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Ahora, consideremos el espacio vectorial B que consiste de todas las combinaciones lineales com-
plejas de las matrices Ai, es decir
B =
{
A =
s
∑
k=0
ak Ak : ak ∈ C
}
. (1.7)
Por (iv), las matrices en B son simétricas, por (ii) las matrices A0, . . . ,As son linealmente independien-
tes, y la dimensión de B es s+ 1. Además, por (iii), B es cerrado por multiplicación, operación que
además es asociativa y conmutativa. Entonces B es un álgebra, llamada el álgebra de Bose-Mesner
del esquema de asociación (X ,R). Es decir, es el álgebra de matrices B cuya base consiste en las
matrices de adyacencia Ai de los grafos (X ,Ri). Esta base se llama base estándar de B.
Teorema 1.3.5. Sea X = (X ,{Ri}0≤i≤s) un esquema de asociación conmutativo de clase s y orden n,
con matrices de adyacencia {Ai}. Entonces existe una descomposición de Cn como suma directa de
autoespacios maximales comunes de las matrices de adyacencia, dada por Cn = V0⊕V1⊕·· ·⊕Vr,
para algún r. Sea Ei la matriz de la proyección ortogonal de Cn en Vi con respecto a la base canónica
de Cn. Entonces, cada Ei es una combinación lineal de A0,A1, . . . ,As. En particular, r = s y Ei son
los idempotentes del álgebra de Bose-Mesner de X .
Sea X un esquema de asociación de clase d y orden n. Por el teorema anterior tenemos
Ai =
d
∑
j=0
pi( j)Ei, Ei = 1n
d
∑
j=0
qi( j)A j. (1.8)
La matriz P que representa el cambio de base de las matrices de adyacencia A0,A1, . . . ,Ad a la base
de idempotentes E0,E1, . . . ,Ed , es decir Pji = pi( j), se denomina la primera automatriz de X . La
matriz Q definida por Q ji = qi( j) se denomina la segunda automatriz. Claramente tenemos que
PQ = QP = nId+1, donde Id+1 denota la matriz identidad de dimensión d+1.
Definición 1.3.6. Sea X un esquema de asociación de clase d y orden n. El grupo de automorfismos
de X , que denotaremos por Aut(X ), se define como la intersección de todos los automorfismos de
sus grafos básicos:
Aut(X ) =
s⋂
i=0
Aut(X ,Ri),
donde Aut(X ,Ri) es el automorfismo del grafo (X ,Ri).
Definición 1.3.7. Un esquema de asociación X = (X ,R = {R0, . . . ,Rs}) tal que Gright ≤ Aut(X ) se
dice esquema de asociación de Cayley sobre G. También suelen llamarse esquemas de traslación,
generalmente en el caso que G sea abeliano.
A continuación daremos algunos ejemplos de grupos de automorfismos de grafos computables.
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Para ello, primero necesitaremos recordar las definiciones de producto corona de grupos de permuta-
ción y composición de grafos.
Definición 1.3.8. Un grupo de permutaciones es un grupo cuyos elementos son permutaciones de un
conjunto X , y cuya operación es la composición de permutaciones de X , al cual denotaremos (G,X).
El conjunto de todas las permutaciones de X , es el grupo simétrico de X y se denota SX . Entonces
un grupo de permutaciones es un subgrupo del grupo simétrico, i.e. G⊆ SX .
Sean (G,X) y (H,Y ) grupos de permutación. El producto GY = Map(Y,G) = { f : Y → G} actúa
sobre X×Y , en las primeras coordenadas de la siguiente forma,
f (x,y) = ( f (y)x,y) x ∈ X ,y ∈ Y, f ∈Map(Y,G).
Por otra parte, el grupo H actúa sobre X×Y , en la segunda coordenada.
h(x,y) = (x,h(y)) x ∈ X ,y ∈ Y,h ∈ H.
Además H actúa en GY permutando coordenadas:
(h f )(y) = f (h−1(y)).
Por lo tanto, el producto semidirecto GY oH actúa en X×Y . Este grupo de permutación se denomina
el producto corona de (G,X) y (H,Y ) y se denota G oH.
Definición 1.3.9. La composición G = G1[G2] de grafos G1 y G2 (también denominado producto
lexicográfico) con conjuntos de vértices disjuntos X1 y X2, y conjuntos de aristas E1 y E2, es el
grafo, cuyos vértices son X1×X2 y x = (x1,x2) es adyacente a y = (y1,y2) si se cumple alguna de las
siguientes condiciones:
(i) x1 es adyacente a y1,
(ii) x1 = y1 y x2 es adyacente a y2.
Observación 1.3.10. Los siguientes son grupos de automorfismos de grafos conocidos (para los pri-
meros tres casos ver [8] y para el último, ver [19]).
• Aut(G) = Aut(Gc), donde Gc es el grafo complementario de G.
• Aut(Kn) = Sn.
• Aut(nG) = Aut(G) oSn, donde nG es la unión disjunta de n copias de G.
• Aut(G[Kcn] = Aut(Kcn) oAut(G), donde G[Kcn] es la composición (también llamado producto le-
xicográfico) de los grafos G yH.
9
Capítulo 1. Preliminares
1.4. Álgebras de grupo
Definición 1.4.1. Dado un grupo finito G y un cuerpo F, el álgebra de grupo F[G] se define como el
espacio vectorial de sumas formales
F[G] =
{
∑
g∈G
agg : ag ∈K
}
con las operaciones(
∑
g∈G
agg
)
+
(
∑
g∈G
bgg
)
= ∑
g∈G
(ag+bg)g y a
(
∑
g∈G
agg
)
= ∑
g∈G
(aag)g, a ∈ F,
donde el producto en F[G] resulta de extender por linealidad el producto de G(
∑
g∈G
agg
)(
∑
g∈G
bgg
)
= ∑
g∈G,h∈G
(agbh)gh.
Definición 1.4.2. Sea A un álgebra.
(i) Un elemento e ∈ A es un idempotente si e2 = e.
(ii) Dos idempotentes e1 y e2 son ortogonales si e1e2 = e2e1 = 0.
(iii) Un idempotente e se dice primitivo si e no puede ser escrito de la forma e = e1+ e2, donde
e1 y e2 son idempotentes ortogonales.
(iv) J se dice un idempotente primitivo central si J pertenece al centro deA, J es un idempotente,
y J no puede escribirse de la forma J = I1+ I2 donde I1 y I2 son idempotentes ortogonales centrales.
De ahora en adelante sólo usaremos el álgebra de grupo sobre los complejos C[G]. Primero mos-
traremos que el centro, Z(C[G]), consiste de elementos diagonalizables, y luego obtendremos los
idempotentes primitivos centrales de C[G] como la base de autovectores simultáneos del centro.
Notación: para x ∈ C[G], x¯ denotará la conjugación compleja de x, y x† el conjugado transpuesto de
x, donde x es considerado como un operador lineal sobre C[G] por multiplicación a izquierda.
Proposición 1.4.3. Todo elemento de Z(C[G]) es diagonalizable (actuando por multiplicación a iz-
quierda en Z(C[G])).
Demostración. Como operador enC[G] por multiplicación a izquierda, cada elemento g es una matriz
de permutación, y por lo tanto g† = g−1. Entonces, para todo x = ∑g∈G cgg ∈ C[G], se tiene que
x† = ∑g∈G c¯gg−1 ∈ C[G]. Si z ∈ Z(C[G]), zz† = z†z, y en consecuencia, z es diagonalizable en C[G].
Ahora la proposición sigue del hecho de que Z(C[G]) es un subespacio invariante para z.
Observación 1.4.4. Si z ∈ Z(C[G]), entonces se tiene que z† ∈ Z(C[G]). En particular, los elemen-
tos Ωg = ∑x∈Kg x, de la base canónica de Z(C[G]), donde Kg denota la clase de conjugación de g,
satisfacen Ω†g =Ωg−1 .
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Por la Proposición 1.4.3, cualquier base de Z(C[G]) es un conjunto conmutativo de operadores
diagonalizables en Z(C[G]) –actuando por multiplicación a izquierda– y por lo tanto existe una base
de autovectores de Z(C[G]).
Teorema 1.4.5. Existe una única base de diagonalización simultánea {Jp : 1 ≤ p ≤ k} de Z(C[G])
tal que:
(i) J2p = Jp,
(ii) JpJq = 0 para p 6= q,
(iii) J1+ · · ·+ Jp = eG,
(iv) Jp es un idempotente central primitivo.
Observación 1.4.6. Dado que Jp es central, Ap = (C[G])Jp es un ideal bilátero de C[G]. Por el Teo-
rema 1.4.5, se tiene que el álgebra de grupo C[G] es una suma directa de ideales biláteros {Ap},
C[G] =
k⊕
p=1
Ap.
Observación 1.4.7. Para cada p, Jp genera el centro 1-dimensional Ap. En efecto, si a ∈ Z(Ap),
entonces se tiene que a ∈ Z(C[G]), y por lo tanto, a = aJp = λJp, para algún λ , donde la primera
igualdad sigue de que a ∈ Ap y la segunda igualdad vale porque Jp es un autovector de a ∈ Z(C[G]).
De esto se sigue de la observación anterior que Ap no puede descomponerse como suma directa de
ideales biláteros.
Es bien sabido que los bloques Ap son simples, y por lo tanto isomorfos a un álgebra de matrices.
A continuación veremos varias ilustraciones del Teorema 1.4.5, o sea, de que los idempotentes
centrales primitivos forman una base de diagonalización simultánea de Z(C[G]).
Proposición 1.4.8. Un grupo finito G es abeliano si y sólo si C[G]' Ck.
Demostración. Si G es abeliano, entoncesC[G] es un álgebra conmutativa. Sea {Jp} la base de diago-
nalización simultánea de C[G], como en el Teorema 1.4.5. Entonces, para todo g ∈ G, gJp = λp(g)Jp
donde λp(g) ∈ C. Por lo tanto, C[G] =
k⊕
p=1
CJp ' Ck. La recíproca es trivial.
Ahora, describimos la base de autovectores simultáneos para un grupo cíclico de orden k.
Proposición 1.4.9. Sea G = 〈r〉 un grupo cíclico de orden k y ω = exp(2pii/k) la raíz primitiva
k-ésima de la unidad. Los idempotentes ortogonales
Jp = 1k
k
∑
m=1
ω−mprm, 1≤ p≤ k,
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forman la base de diagonalización simultánea de C[G].
Demostración. Como el polinomio minimal de r es xk−1, los distintos autovalores de r son λp =ω p,
1 ≤ p ≤ k. Sea v = ∑km=1 amrm un autovector de r correspondiente al autovalor λ . Entonces rv = λv
implica que
ak = λa1 = λ 2a2 = · · ·= λ k−1ak−1.
Tomando ak = 1, los autovectores de r con autovalor λp = ω p son múltiplos de vp = ∑km=1ω−mprm.
Ahora,
vpvq =
k
∑
m=1
ω−mprmvq =
k
∑
m=1
ω−m(p−q)vq =
 0 si q 6= p,kvq si q = p.
Por lo tanto, los idempotentes (ortogonales) son Jp = 1k vp.
Para el álgebra de grupo de un grupo abeliano finito, la base de diagonalización simultánea del
Teorema 1.4.5 se obtiene utilizando la Proposición 1.4.9, junto con el siguiente resultado:
Proposición 1.4.10. Sean Gi grupos finitos, entonces se tiene que
C[G1×G2×·· ·×Gn]' C[G1]⊗C[G2]⊗·· ·⊗C[Gn].
Demostración. El isomorfismo está dado por φ(g1,g2, ...,gn) = g1⊗g2⊗·· ·⊗gn luego de extenderlo
linealmente.
Para un grupo abeliano finito G = Zn1 × ·· ·×Znk , donde Zni es el grupo cíclico de orden ni, la
base de autovectores idempotentes para cada C[Zni] está dada por la Proposición 1.4.9. Sean J
(i)
p ,
1 ≤ p ≤ ni los idempotentes para cada Zni . Entonces la base de autovectores idempotentes de C[G]
está dada por
J(1)p1 J
(2)
p2 · · ·J(k)pk
donde 1≤ pi ≤ ni para cada i.
Observación 1.4.11. Para un grupo abeliano G, los idempotentes primitivos centrales de C[G] son
idempotentes primitivos. Cuando G es no abeliano, Z(C[G]) es una subálgebra propia deC[G]. En este
caso, cada idempotente central primitivo se descompone como una suma de idempotentes primitivos
ortogonales,
Jp = u
p
1 +u
p
2 + · · ·+upnp.
12
1.5. Anillos de Schur
1.5. Anillos de Schur
Los anillos de Schur fueron estudiados originalmente por Schur y Wielandt a principios del siglo
XX, para el estudio de grupos de permutaciones, pero en las últimas décadas han surgido aplicaciones
en combinatoria, teoría de grafos y teoría de diseños ([28, 36]). En esta sección daremos los conceptos
básicos sobre anillos de Schur, formas de construirlos y algunos resultados sobre su clasificación. Para
una información mas detallada del tema recomendamos leer [43] y [39].
Si P = {P0, . . . ,Pm} es una partición de un conjunto X , es decir X = P0∪·· ·∪Pm con Pi∩Pj =∅
para todo i 6= j, usaremos la notación
P = P(X) = P0 | · · · | Pm.
Definición 1.5.1. Sea C ⊆ G, definimos
C = ∑
c∈C
c ∈ C[G]. (1.9)
Un elemento α ∈C[G] es un elemento simple si α =C para algún C ⊆G. Si C = /0, entonces C = 0.
Definición 1.5.2. Un anilloA⊆C[G] se dice anillo de Schur (o S-anillo), sobre el grupo G si existe
una partición P = PA(G) = P0| · · · |Pd de G que satisface las siguientes condiciones:
(i) {e} ∈ P .
(ii) El conjunto P = {P0,P1, . . . ,Pd} es una base de A como espacio vectorial.
(iii) P−1 ∈ P , para todo P ∈ P .
Además, A se llama simétrico si cada Pi es simétrico, es decir:
(iv) P−1i = Pi para i = 0, . . . ,d.
Una particiónP de G se dice partición de Schur siP satisface las condiciones (i) y (iii), y además
A= 〈P〉 es una subálgebra de C[G]. La dimensión de A es su dimensión como espacio vectorial.
Se puede ver que existe la siguiente correspondencia 1 – 1 entre anillos y particiones de Schur
{anillos de Schur de G}←→ {particiones de Schur de G}.
Sea S sea un anillo de Schur sobre el grupo finito G dado por la partición {P1,P2, . . . ,Pd}. Los
subconjuntos P1, . . . ,Pd se denominan conjuntos primitivos de S o S-clases. Denotamos por D(S) al
conjunto de S-clases, es decir
D(S) = {P1, . . . ,Pd}.
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Si C ⊆ G y C ∈ S, entonces C se dice que es un S-conjunto. Si C también es un subgrupo de G,
diremos que C es un S-subgrupo de G.
Ejemplo 1.5.3. Sea S un anillo de Schur sobre G. Si H es un S-subgrupo de G, entonces
SH := SpanF{Ci : Ci ⊆ H}. (1.10)
es un anillo de Schur de H.
Una caracterización de los anillos de Schur
Definimos dos operaciones adicionales en F[G] naturales: la operación estrella
∗ : F[G]→ F[G] :
(
∑
g∈G
αgg
)∗
= ∑
g∈G
αgg−1
y el producto de Hadamard
◦ : F[G]×F[G]→ F[G] :
(
∑
g∈G
αgg
)
◦
(
∑
g∈G
βgg
)
= ∑
g∈G
αgβgg.
Los anillos de Schur pueden ser caracterizados por estas operaciones. Por ejemplo, los subespacios
de F[G] cerrados por ◦ son exactamente aquellos generados por los elementos simples.
Proposición 1.5.4 ([41], Lemma 1.3). Sea S una subálgebra de F[G]. Entonces S es un anillo de
Schur si y sólo si S es cerrada por las operaciones ∗ y ◦ y además 1 ∈ S, G ∈ S.
Corolario 1.5.5. Si S y T son anillos de Schur sobre G entonces S∩T es un anillo de Schur sobre G.
Ejemplo 1.5.6.
(i) Sea G un grupo y sean P0 = {e} y P1 = Gr {e}, entonces P = {P0,P1} es una partición de
Schur, más aún, A= 〈P〉 es el único S-anillo de dimensión 2 sobre G y se denomina anillo de
Schur trivial denotado F[G]0.
(ii) Toda álgebra de grupo F[G] es un anillo de Schur, generado por la partición P = {g}g∈G.
Algunas construcciones y productos de anillos de Schur
A continuación veremos algunas de las construcciones de anillos de Schur mas importantes, asi
como operaciones entre anillos de Schur que nos permiten obtener nuevos anillos en función de otros.
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Anillos de Schur orbitales
SeaH≤ Aut(G) y
C[G]H = {α ∈ C[G] : σ(α) = α ∀σ ∈H}. (1.11)
Entonces C[G]H es un anillo de Schur generado por la partición de G correspondiente a la acción de
H en G. Estos anillos se denominan anillos de Schur orbitales y su conjunto de S-clases D(C[G]H)
consiste en las H-órbitas de G. Notar que el centro de C[G]H es un anillo orbital con H = Inn(G),
donde Inn(G) denota el grupo de automorfismos interiores de G .
Anillos de Schur racionales
Consideremos el siguiente anillo de Schur
R(C[G]) = C[G]Aut(G)
cuyos conjuntos primitivos son las clases de automorfismos de G. Todo anillo contenido enR(C[G])
se denomina anillo de Schur racional ya que es fijado por el grupo de automorfismos de G.
Anillos de Schur simétricos
Si G es abeliano, consideremos el siguiente anillo de Schur sobre G
S(C[G]) = C[G]〈∗〉
donde 〈∗〉 ≤ Aut(G), y ∗ es el automorfismo de inversión g∗ = g−1, y cuyos conjuntos primitivos son
las clases inversas de G. Todo elemento α ∈ C[G] se dice simétrico si α∗ = α , por lo tanto S(C[G])
es el conjunto de todos los elementos simétricos de C[G]. Se denomina anillo de Schur simétrico a
todo anillo de Schur contenido en S(C[G]).
Producto directo de anillos de Schur
Sean S y T anillos de Schur sobre G y H, respectivamente. Podemos pensar a G y H naturalmente
como subgrupos de G×H. Definimos el producto punto de S y T como:
S ·T = Span{C ·D : C ∈ D(S),D ∈ D(T )},
donde C ·D es el producto en el álgebra C[G×H], y el cual es un anillo de Schur con la partición
D(S ·T ) = {C×D⊆ G×H C ∈ D(S),D ∈ D(T )},
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por esta razón también suele denominarse producto directo de S y T , denotado S× T . Mas aún,
S · T ' S⊗F T , como F-álgebras. Debido a esto, el anillo de Schur S · T algunas veces es llamado
producto tensorial de anillos de S y T , denotado S⊗T .
Producto corona de anillos de Schur
Sean H E G, S un anillo de Schur sobre G/H y pi : G→ G/H el mapa cociente canónico. Consi-
deremos la partición de G dada por
D(pi−1(S)) = {pi−1(C) : C ∈ D(S)},
es decir, si C = {g1H,g2H, . . . ,gkH} ∈ D(S), entonces pi−1(C) =
⋃k
i=1 giH ∈ D. Sea
pi−1(S) = SpanF{D : D ∈ D}.
Luego, pi−1(S) es una subálgebra de F[G] cerrada por las operaciones ∗ y ◦ y contiente a H y G,
denominado el anillo de Schur extendido de S sobre G.
Sea H E G, y sean S y T anillos de Schur sobre H y G/H, respectivamente. El producto corona
(wreath) de S y T es
S oT = S+pi−1(T ).
El producto corona S oT es también un anillo de Schur con partición
D(S oT ) =D(S)∪ (D(pi−1(T ))\{H}).
Se sigue que
(S oT )H = S y pi(S oT ) = T
con la notación de (1.10).
Producto cuña de anillos de Schur
Sea 1 < K ≤ H < G una secuencia de grupos finitos tales que K E G. Sea S un anillo de Schur
sobre H y T un anillo de Schur sobre G/K. Sea pi : G→ G/K el mapa cociente. Sea
S∧K T = S+pi−1(T )
el producto cuña (wedge) de S y T . Cuando el contexto sea claro, el subíndice puede ser omitido.
Si asumimos que H/K es un T -subgrupo, K es un S-subgrupo, y pi(S) = TH/K , entonces S∧T es un
anillo de Schur sobre G con partición
D(S∧T ) =D(S)∪ (D(pi−1(T ))rD(pi−1(TH/K))). (1.12)
16
1.5. Anillos de Schur
Como en el caso anterior, se tiene que
(S∧T )H = S y pi(S∧T ) = T.
Si H = K, entonces S∧T = S oT . Por lo tanto, el producto cuña de anillos de Schur es un producto
corona generalizado.
Sea S un anillo de Schur sobre G. Si existen subgrupos 1 < K ≤ H < G, con K E G, y ani-
llos de Schur R y T sobre H y G/K, respectivamente, tales que S = R∧K T , entonces diremos que
S es cuña-descomponible; de otra forma, diremos que S es cuña-indescomponible. Si S es cuña-
descomponible, llamaremos a 1<K ≤H <G una cuña-descomposición de S. Definimos los términos
corona-descomponible, corona-indescomponible y descomposición corona análogamente.
Anillos de Schur reticulares
Sea G un grupo finito, y sea L un retículo de subgrupos normales de G. Entonces definimos:
S(L) = Span{H : H ∈ L} ∈ C[G].
Como H ◦K =H ∩K ∈ S(L) y H ·K = |H∩K|HK ∈ S(L), para todo H,K ∈ S(L), se tiene que S(L)
es un anillo de Schur que llamaremos anillo de Schur reticular.
Ejemplo 1.5.7. Sea G un grupo finito, supongamos que tenemos una cadena de subgrupos normales
1 < G1 < G2 < · · ·< Gn < G,
entonces el anillo reticular inducido, esta dado por la partición
G1r1, G2rG1, . . . , GrGn.
Anillos de Schur sobre Zn
Leung y Man en [30, 31] usaron estas construcciones mencionadas anteriormente para clasificar
todos los anillos de Schur sobre Zn.
Teorema 1.5.8 ([30, 31]). Sea S un anillo de Schur sobre G = Zn. Entonces S es trivial, orbital,
producto directo, producto corona o producto cuña de anillos de Schur.
Corolario 1.5.9. Sea S un anillo de Schur sobre G = Zpn con p primo. Entonces S es trivial, orbital
o un producto cuña de anillos de Schur.
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Demostración. Como G es un p-grupo cíclico, no puede ser expresado como un producto directo no
trivial de grupos. Por lo tanto, S no puede ser expresado como un producto directo no trivial de anillos
de Schur. El resultado sigue de Teorema 1.5.8.
Corolario 1.5.10. Sea S un anillo de Schur sobre Sea G = Zp con p primo. Entonces S es un anillo
de Schur orbital.
Demostración. Dado que G no tiene subgrupos no triviales, S es cuña-indescomponible. Además,
F[G]0 =R(F[G]). Por lo tanto, el resultado sigue de Corolario 1.5.9.
Corolario 1.5.11. Sea G = Zpn con p primo. Entonces, para cualquier anillo de Schur S que es
cuña-descomponible sobre G, existe una cuña-descomposición 1 < K ≤ H < G tal que SH es un
anillo orbital cuña-indescomponible o es el anillo de Schur trivial sobre H.
Demostración. Por hipótesis, S tiene una cuña-descomposición 1 < K ≤ H < G. Si SH es cuña-
descomponible, entonces también tiene una cuña descomposición 1 < K′ ≤ H ′ < H. Dado que K
y K′ son subgrupos no triviales de Zpn , K ∩K′ también es no trivial. Toda S-clase fuera de H es
una unión de coclases de K. Por lo tanto tal S-clase es también una unión de coclases de K ∩K′.
Similarmente, toda S-clase adentro de H pero afuera de H ′ es una unión de coclases de K∩K′. Por lo
tanto, 1<K∩K′ ≤H ′ <G es una cuña-descomposición de S. Se sigue que una cuña-descomposición
1 < K ≤ H < G de S se puede elegir tal que H sea minimal. Tal elección implica que SH debe ser
cuña-indescomponible. Por Corolario 1.5.9, SH es un anillo de Schur orbital o el anillo trivial.
En general no hay una clasificación de anillos de Schur en el caso que G no sea cíclico, de hecho
existen anillos de Schur que no son del tipo mencionado en el Teorema 1.5.8.
Isomorfismos
A continuación definimos algunas nociones de equivalencia entre anillos de Schur.
• Dos anillos de Schur S y T , sobre H y K respectivamente, se dicen algebraicamente isomorfos,
notación S 'alg T , si existe una biyección φ :D(S)→D(T ) tal que el mapa P 7→ φ(P) induce
un isomorfismo entre las álgebras S y T .
• Dos anillos de Schur S =< P0, . . . ,Ps >⊆ C[H] y T =< Q0, . . . ,Qr >⊆ C[K] se dicen combi-
natoriamente isomorfos, notación S'com T , si s = r y existe una biyección f : H→ K tal que
f es un isomorfismo de los esquemas de Cayley Cay(H,S) y Cay(K,T ).
• Dos anillos de Schur S y T , sobre H y K respectivamente, se dicen Cayley isomorfos, notación
S 'Cay T , si existe un isomorfismo de grupos ϕ : H→ K tal que el isomorfismo C[G] → C[G]
inducido por ϕ , es una biyección entre S y T .
Se tiene la siguiente relación entre estos distintos tipos de isomorfismos
S'Cay T =⇒ S'com T =⇒ S'alg T. (1.13)
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Dualidad
Sea G un grupo abeliano, y sea Ĝ el grupo de caracteres de G . Para todo anillo de Schur S sobre
G, podemos definir el anillo de Schur dual Ŝ sobre Ĝ de la siguiente forma: dado χ ∈ Ĝ y X ⊂ G,
definimos
χ(X) = ∑
x∈X
χ(x). (1.14)
Sea S un anillo de Schur sobre G, y seaP la partición de Schur asociada. Denotemos por P̂ al conjunto
de relaciones en Ĝ definidas por
χ1 ∼ χ2⇐⇒ χ1(X) = χ2(X), X ∈ D(S), (1.15)
es decir, dos caracteres de G pertenecen a la misma S-clase de Ĝ si tienen el mismo valor en cada
uno de las S-clases del anillo S. Se tiene que P̂ es una partición de Schur de Ĝ. El anillo de Schur Ŝ
asociado con esta partición se dice anillo de Schur dual de S. Se puede probar que
rank(S) = rank(Ŝ),
o sea que |P|= |P̂|. Además, el anillo de Schur dual a Ŝ es S.
Se puede ver que el mapa de Aut(G) en Aut(Ĝ) que lleva σ en σ̂ definido por
χ σ̂ (g) = χ(gσ ),
es un isomorfismo de grupos. La imagen de K ≤ Aut(G) bajo este isomorfismo se denota K̂.
Es sabido que existe un único anti-isomorfismo de retículos entre el retículos de subgrupos de G
y los subgrupos de Ĝ [60]. La imagen de un grupo H ≤ G con respecto a este anti-isomorfismo se
denota H⊥.
El siguiente resultado que puede encontrarse en [54, Lema 2.5], resume algunos de los hechos
conocidos sobre dualidad de anillos de Schur. Para mas información sobre dualidad de Anillos de
Schur puede verse [17] y [18].
Lema 1.5.12. Sea S un anillo de Schur sobre un grupo abeliano G, entonces
(i) S es cíclico asociado al grupo K ≤ Aut(G) si y sólo si Ŝ es cíclico con K̂,
(ii) S = S1×S2 si y sólo si Ŝ = Ŝ1× Ŝ2,
(iii) S = S1∧K S2 si y sólo si Ŝ = Ŝ2∧K⊥ Ŝ1.
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Relación con grupos de permutación
Consideremos un grupo arbitrario H ≤ SG que contiene a la representación regular Gright como
subgrupo. Sean P0 = {e},P1, . . . ,Ps las órbitas de Ge, entonces el espacio vectorial generado por
{Pi}si=0 es el módulo de transitividad de H y se denota S(G,He). El siguiente resultado fue probado
por Schur.
Teorema 1.5.13. El módulo de transitividad S(G,He) es un anillo de Schur sobre G.
En general, no todo los anillos de Schur son el módulo de transitividad de algún grupo de permu-
tación.
Definición 1.5.14. Un anillo de Schur sobre G, que es el módulo de transitividad de un grupo H,
Gright ≤ H ≤ SG, se llama schuriano. Si todo S-anillo sobre G es schuriano, se dice que G es un
grupo de Schur.
Teorema 1.5.15 ([16, Teo. 1.1]). Es sabido que Zn es un grupo de Schur si y sólo si n es de la
siguiente forma
pk, pkq, 2pkq, pqr, 2pqr,
donde p,q,r son primos distintos y k ≥ 0.
Notar que no es necesario que 2 6= p,q,r, por ejemplo 4pk también es un grupo schuriano.
Corolario 1.5.16. El menor número tal que Zn no es un grupo de Schur es n = 72.
La relación entre grupos de permutación y anillos de Schur se puede ver en el siguiente teore-
ma que describe una correspondecia de Galois entre los anillos de Schur sobre un grupo G y los
supergrupos de Gright en SG.
Teorema 1.5.17 ([28, Teo. 3.13]). Sean S y T anillos de Schur sobre G, y sean H,K supergrupos de
Gright en SG, entonces:
(i) S⊆ T ⇒ Aut(S)≥ Aut(T ),
(ii) H ≤ K⇒S(G,He)⊇ S(G,Ke),
(iii) S⊆ S(G,Aut(S)e),
(iv) H ≤ Aut(S(G,He)).
Corolario 1.5.18. Un anillo de Schur S sobre G es Schuriano si y sólo si S = S(G,Aut(S)e).
20
1.5. Anillos de Schur
Relación con esquemas de asociación
Originalmente los S-anillos fueron pensados por Schur como una forma de estudiar grupos de
permutación, mucho tiempo después se descubrió que pueden considerarse como una caso especial de
esquemas de asociación. Todo anillo de Schur S= 〈{P0, . . . ,Ps}〉 sobre un grupo G induce un esquema
de asociación sobre G cuyas relaciones básicas son los grafos de Cayley Cay(G,Pi), i ∈ {0,1, . . . ,s},
el cual denotaremos As(Cay(X ,{Pi}si=0).
Es sabido que Aut(S) coincide con el grupo de automorfismos del esquema de asociación As(S).
Teorema 1.5.19. Sea (X ,R) un esquema de asociación de Cayley, sea G un subgrupo regular de
Aut(X ,R), y sea x ∈ X un elemento arbitrario. Definimos la proyección de Schur de la relación
básica Ri ∈R, sobre G en el punto x ∈ X por
SprG,x(Ri) = {h : (xh,x) ∈ Ri}.
Sea Pi = SprG,x(Ri), i ∈ {0,1, . . . ,s}, entonces se cumple que
(i) {P0,P1, . . . ,Ps} es una partición de G con P0 = {e},
(ii) si Ri es simétrico, entonces Pi también lo es,
(iii) SprG,xh(Ri) =−g+SprG,x(Ri)+g.
Todo y∈ X es de la forma xg para un único g∈G. Por lo tanto, de (iii) se deduce que si G es abeliano,
SprG,x(Ri) no depende de la elección de x.
Teorema 1.5.20. El espacio vectorial A = 〈P0, . . . ,Ps〉 es un anillo de Schur sobre G. Además, los
esquemas de asociación (X ,R) y As(A) son isomorfos.
Esto nos dice que tenemos una biyección de la forma
{Anillos de Schur sobre G}←→ {Esquemas de asociación de Cayley sobre G} (1.16)
Mas aún, el anillo de Schur del Teorema 1.5.20 tiene las mismas constantes estructurales que el
esquema (X ,R) es decir que se tiene que
Pi ·Pj =
s
∑
k=0
cki jPk.
Además se tiene que el álgebra de Bose-Mesner de (X ,R) es isomorfo al anillo A.
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Capítulo 2
Métricas
En este capítulo consideraremos la tarea de intentar clasificar las métricas sobre grupos finitos.
Para ello comenzaremos con la definición básica de métrica sobre un conjunto finito X , para luego
considerar el caso X = G, con G un grupo finito. En este caso, considerando clases de equivalencias
en el espacio de métricas invariantes de G, este conjunto se convierte en un espacio finito. Si bien
clasificar todas las métricas sobre un grupo dado sigue siendo una tarea complicada, ya que está
relacionado con la clasificación de esquemas de asociación / anillos de Schur sobre G (lo cual no es
una tarea fácil, ver [23],[69]), esta correspondencia nos permite caracterizar algunos tipos de métricas
y considerar su propiedades en general.
2.1. Métricas
En esta sección se dan las nociones de métricas, pesos, grupos de simetrías, grafos asociados y
nociones de equivalencias de espacios métricos. Probaremos que todo espacio semimétrico es equi-
valente a un espacio métrico (ver Teorema 2.1.10).
Comenzamos con la definición de distancia y peso en un conjunto finito X sin ninguna estructura
adicional.
Definición 2.1.1. Sea X un conjunto y d : X ×X → R≥0 una función tal que para todo x,y,z ∈ X se
cumple:
(i) d(x,y)≥ 0 y d(x,y) = 0 ⇔ x = y (definida positiva),
(ii) d(x,y) = d(y,x) (conmutativa),
(iii) d(x,y)≤ d(x,z)+d(x,z) (desigualdad triangular).
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Entonces diremos que d es una distancia y (X ,d) es un espacio métrico. Si la función d solo
cumple (i)-(ii), diremos que d es una semimétrica y que (X ,d) es un espacio semimétrico. El grupo
de simetrías de (X ,d) es
Γ(X ,d) = {σ ∈ SX : d(σ(x),σ(y)) = d(x,y) ∀ x,y ∈ X}. (2.1)
Las siguientes son dos de las distancias más usadas en la teoría de códigos.
Ejemplo 2.1.2. Sea X = {x0,x1,x2, . . . ,xn−1} un conjunto finito. La distancia de Hamming en X está
definida por
dHam(xi,x j) =
{
1 si i 6= j,
0 si i = j,
(2.2)
mientras que la distancia de Lee en X está definida por
dLee(xi,x j) = min{|i− j|,n−|i− j|)} (2.3)
con i, j = 0, . . . ,n−1.
Observación 2.1.3. Para Z2 y Z3, las métricas de Hamming y de Lee coinciden, pero para Zn, con
n≥ 4, son distintas. Por ejemplo, en Z4, se tiene que dHam(0,2) = 1 mientras que dLee(0,2) = 2.
En general, de ahora en adelante sólo consideraremos conjuntos finitos.
Definición 2.1.4. Sea X un conjunto y w : X → R una función tal que para todo x ∈ X cumple:
(i) w(x)≥ 0 (definida positiva),
(ii) w(x) = 0 exactamente para un único elemento de X .
Entonces diremos que w es una función peso y (X ,w) un espacio peso. El grupo de simetrías de
(X ,w) es
Γ(X ,w) = {σ ∈ SX : w(σ(x)) = w(x) ∀x ∈ X}.
Dado un espacio métrico (X ,d) y x ∈ X podemos definir canónicamente una función peso wx de
la forma
wx(y) = d(y,x) ∀y ∈ X .
Si |X |= n entonces tenemos definidas n funciones pesos. Además, se tiene que
Γ(X ,wx) = Γ(X ,d)x,
donde Γ(X ,d)x es el estabilizador de x en Γ(X ,d).
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En particular, cuando X tiene estructura de grupo, es común definir la función peso como w0,
es decir tomar la distancia de cada elemento con respecto al cero, en cuyo caso podemos omitir el
subíndice.
Ejemplo 2.1.5. Sea X = G un grupo finito, el peso de Hamming está definido por:
w(x) = dHam(x,0) =
{
1 si x 6= 0,
0 si x = 0.
(2.4)
En general, si tenemos una métrica d en X , podemos extenderla naturalmente a una métrica sobre
Xn. Sean x = (x1, . . . ,xn) e y = (y1, . . . ,yn) elementos de Xn, se define
dn(x,y) =
n
∑
i=1
d(xi,yi).
Tradicionalmente se hace un abuso de notación, y también se llama d a la distancia sobre Xn. Por
ejemplo, la métrica de Hamming en X se extiende a Xn de esta forma para obtener la métrica mas
utilizada en la teoría de códigos:
dnHam(x,y) =
n
∑
i=1
dHam(xi,yi) = |{1≤ i≤ n : xi 6= yi}|. (2.5)
Observación 2.1.6. Generalmente la métrica de Hamming de X extendidad a Xn también se denomina
dHam en lugar de dnHam, para evitar confusiones usaremos el superíndice n para denotar a la métrica
extendida.
Grafos asociados y equivalencias de métricas
Dado un espacio métrico (X ,d) podemos asociarle un grafo con pesos G(X ,d) = (V,E,d), que
llamaremos grafo de distancias de X , donde el conjunto de vértices es V = X , el conjunto de aristas
es E = X ×X y la función peso está dada por la distancia d, es decir el peso de la arista (x,y) es
d(x,y).
Observación 2.1.7. Claramente el grupo de simetrías Γ(X ,d) es exactamente el grupo Aut(G(X ,d))
de automorfismos del grafo asociado.
Ejemplo 2.1.8. Los grafos de distancias de los espacio métricos (Z4,dLee) y (Z2×Z2,d2Ham) son
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0
1
2
3
1
2
1
2
1 1
Figura 2.1: Grafo de distancias (Z4,dLee)
(0,0)
(0,1)
(1,1)
(1,0)
1
2
1
2
1 1
Figura 2.2: Grafo de distancias (Z2×Z2,d2Ham)
Como puede verse, los dos grafos de distancias son iguales, salvo por las “etiquetas” de los vérti-
ces. Es decir, que los espacios métricos son esencialmente los mismos salvo por una identificación de
los vértices.
La isometría del ejemplo anterior, conocida como el mapa de Gray ha sido, y es, de gran importan-
cia en la teoría de códigos. El ejemplo nos permite ver que toda isometría se refleja en un isomorfismo
de los grafos de distancias.
Equivalencias y semimétricas
Ahora definimos una noción de equivalencia entre espacios métricos.
Definición 2.1.9. Dos espacios (semi)métricos finitos (X1,d1) y (X2,d2) son equivalentes por per-
mutación si existe una biyección T : X1→ X2 tal que
d1(x,y) = d1(s, t) ⇔ d2(T (x),T (y)) = d2(T (s),T (t)) ∀x,y,s, t ∈ X1.
Alternativamente, si existen biyecciones T : X1→ X2, y ϕ : R≥0→ R≥0 tales que:
d1(x,y) = ϕ(d2(T (x),T (y))) ∀x,y ∈ X1.
En particular, si X1 = X2 = X y T : X → X es la función identidad, diremos que (X ,d1) y (X ,d2) son
equivalentes y lo denotaremos d1 ∼ d2.
Claramente, si dos espacios son equivalentes entonces
Γ(X1,d1)' Γ(X2,d2).
Más aún, si X1 = X2 = X y d1 ∼ d2 se tiene que
Γ(X ,d1) = Γ(X ,d2).
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Sin embargo, la recíproca no es cierta en general.
Básicamente la noción de equivalencia de semimétricas sobre un conjunto X consiste en asociar
a todas las semimétricas que tienen la misma “estructura”, es decir, que sus grafos asociados son
isomorfos salvo un renombramiento de los pesos de las aristas.
Este concepto es necesario para trabajar con métricas sin tener que preocuparnos por la desigual-
dad triangular, que generalmente es la propiedad más difícil de probar. Para esto necesitaremos el
siguiente resultado que nos garantiza que, de ahora en más, podremos asumir que (X ,d) es un espa-
cio métrico.
Teorema 2.1.10. Todo espacio semimétrico finito (X ,s) es equivalente a un espacio métrico (X ,d).
Demostración. Sean p0 = 0, p1, . . . , pr los valores que toma la función s. Definimos los valores q0 = 0
y 1 ≤ qi ≤ 2, i = 1, . . . ,r y sea d = ϕ ◦ s : X ×X → R≥0, donde ϕ es la función tal que ϕ(pi) = qi,
para i = 0, . . . ,r. Claramente, ahora se tiene que d cumple la desigualdad triangular:
d(x,y)≤ 2≤ d(x,z)+d(z,y) ∀x,y,z ∈ X ,z 6= x,y.
Si z = x ó z = y la desigualdad se cumple trivialmente. Mas aún, si queremos que la función d solo
tome valores enteros no negativos, podemos tomar n∈N tal que r−1≤ n y entonces podemos definir
los valores enteros q0 = 0 y n≤ qi≤ 2n i= 1, . . . ,r, análogamente al caso anterior se ve que se cumple
la desigualdad triangular.
2.2. Métricas sobre grupos
Supongamos ahora que tenemos un espacio métrico (X ,d) y queremos dar a X una estructura de
grupo. Si Γ(X ,d) contiene un subgrupo transitivo G con |G| = |X |, i.e. regular, entonces podemos
asociar a cada x ∈ X un elemento gx ∈ G, donde gx es el único elemento de G tal que gx(x0) = x, con
x0 ∈ X un elemento fijo. Esto nos permite definir una biyección
ϕ : X → G. (2.6)
Definición 2.2.1. Sea (X ,d) un espacio métrico, y sea G≤ SX tal que
d(σ(x),σ(y)) = d(x,y) ∀x,y ∈ X ,σ ∈ G.
Diremos que (X ,d) es G-invariante, y si G actúa regularmente en X diremos que (G,d) es una G-
representación del espacio (X ,d), mediante la identificación X → G dada por la biyección ϕ de
(2.6).
En particular, d es Γ(X ,d)-invariante y existe una G-representación de (X ,d) si y sólo si se tiene
que G≤ Γ(X ,d) es un subgrupo regular.
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Ejemplo 2.2.2. Sea (X ,dH) el espacio de Hamming con |X |= n, entonces Γ(X ,dH)' Sn, por lo tanto
(X ,dH) tiene una G-representación para todo grupo finito de orden n, debido al Teorema de Cayley.
Nota: De ahora en adelante (G,d) denotará un espacio métrico, con d una distancia G-invariante
y G actuando por traslaciones a derecha, es decir, identificando a G con su representación regular
a derecha.
Definición 2.2.3. Sea G un grupo finito, definimos el espacio de métricas sobre G, como el espacio
de todas las métricas invariantes por traslaciones a derecha de G, al cual denotaremosM(G).
Notemos queM(G) es un conjunto infinito, por ejemplo, dada una métrica d sobre G, entonces
si a≥ 0, se tiene que ad ∈M(G), donde ad esta definida por
ad(x,y) = a ·d(x,y).
Análogamente si d1,d2 ∈M(G) entonces d1+d2 ∈M(G), con d1+d2 definida por
(d1+d2)(x,y) = d1(x,y)+d2(x,y).
Notar que el producto de métricas
(d1 ·d2)(x,y) = d1(x,y) ·d2(x,y),
en general no es una métrica, aunque si resulta una semimétrica.
Definición 2.2.4. Dada una métrica d ∈M(G), podemos definir naturalmente una función peso como
la distancia de g ∈ G a e, el elemento neutro de G, es decir w : G→ R, tal que
w(x) = d(x,e). (2.7)
Definición 2.2.5. Dada un espacio métrico (G,d), podemos asociarle una partición de G, que deno-
taremos P(G,d), dada por la siguiente relación. Sean g,h ∈ G, entonces
g∼ h ⇐⇒ w(g) = w(h),
donde w es la función peso asociada a la distancia d. Llamaremos a P(G,d) la partición inducida
por el espacio métrico (G,d).
Esta definición nos permitirá establecer una relación entre las métricas sobre G y las particiones
inducidas, para ello estudiaremos un poco mas las propiedades de estas últimas.
Definición 2.2.6. Diremos que una partición P = P0| · · · |Ps de un grupo finito G es simétrica si para
todo 1≤ i≤ s, si g ∈ Pi entonces g−1 ∈ Pi. Diremos que P es unitaria si {e} ∈ P .
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Proposición 2.2.7. Toda partición P(G,d) inducida por una métrica d sobre G es simétrica y unita-
ria.
Demostración. Claramente como d(x,y) = 0 si y sólo si x = y, entonces w(x) = 0 si y sólo si x = e,
donde e es el elemento neutro de G, por lo tanto {e} ∈ P , es decir que P(G,d) es unitaria. Ahora
como la función d es simétrica, tenemos que
w(x) = d(x,e) = d(e,x) = w(x−1), ∀x ∈ G,
es decir que la partición P(G,d) es simétrica como queríamos probar.
En resumen, tenemos la siguiente situación:
{Métricas sobre G} −→ {Particiones unitarias simétricas de G} . (2.8)
d 7−→ P(G,d)
Definición 2.2.8. Si d1,d2 son métricas sobre G, diremos que sonP-equivalentes si inducen la misma
partición de G. Es decir, si
d1 ∼P d2 ⇐⇒ P(G,d1) = P(G,d2). (2.9)
A partir de ahora consideraremos el espacio
M(G)/∼P
de P-clases de equivalencias de métricas sobre G.
Observación 2.2.9. Obviamente, los múltiplos escalares de una métrica d son P-equivalente a d con
a ∈ R>0. Sin embargo, si d1 ∼P d′1 y d2 ∼P d′2 no es cierto que d1+d2 ∼P d′1+d′2. Por ejemplo, sea
dLee la métrica de Lee sobre Z4 y sea d la distancia inducida por la función peso
w(x) =

0 si x = 0,
1 si x = 2,
2 si x = 1,3.
Claramente, se tiene que dLee ∼P d. Además, tenemos
dLee+dLee = 2dLee ∼P dLee,
dLee+d = 3dHam ∼P dHam.
Sin embargo dLee 6∼P dHam y por lo tanto dLee+dLee 6∼P dLee+d.
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Sea P una partición simétrica y unitaria de G, entonces existe una métrica d ∈M(G), tal que
P(G,d) = P . Para ver esto, usaremos la misma idea que en la demostración del Teorema 2.1.10. Sea
P = P0 = {e}| . . . |Ps, definimos la siguiente función peso
w(x) =
{
0 si x = e,
ai si x ∈ Pi, i = 1, . . . ,s,
(2.10)
donde ai ∈ R y 1≤ ai ≤ 2, para i = 1, . . . ,s. Ahora, podemos definir una distancia
d(x,y) = w(xy−1).
Como P es unitaria, entonces d(x,y) = 0 si y sólo si x = y, y como es simétrica, entonces tenemos
que d(x,y) = w(xy−1) = w(yx−1) = d(y,x). Además, d(x,y)≤ 0, para todo x,y ∈ G, y d cumple con
la desigualdad triangular pues
d(x,y)≤ 2≤ d(x,z)+d(z,y) ∀x,y,z ∈ G,z 6= x,y,
y en caso que z = x ó z = y, la desigualdad se cumple trivialmente.
Observación 2.2.10. Notemos que estas consideraciones previas también nos dicen que toda función
peso w : G→ R, tal que w(x) = w(−x) puede extenderse a una semimétrica, que es G-invariante,
mediante la igualdad d(x,y) = w(x− y).
Claramente, toda partición inducida por una métrica sobre G es simétrica y unitaria. Estas consi-
deraciones, junto con (2.8) y la Definición 2.2.8 nos permiten dar una identificación entreM(G)/∼P
y las particiones simétricas unitarias de G. Es decir que tenemos una correspondencia
{P-clases de métricas sobre G}←→ {Particiones simétricas unitarias de G} . (2.11)
Observación 2.2.11. Es importante notar que en general, dada una partición simétrica unitaria de G,
si bien podemos definir una métrica que corresponda con esa partición, no existe una forma canónica
de hacerlo.
Definición 2.2.12. Si X es un conjunto y P1,P2 son particiones de X , entonces decimos que P1 es
más fina que P2 si para todo S ∈ P1 existe un conjunto T ∈ P2 tal que S ⊆ T . Denotaremos esta
relación por P1 P2.
Notemos que el orden parcial induce un retículo de particiones de G. Claramente, la correspon-
dencia (2.11) nos permite definir un orden parcial en P-clases de métricas de G, al que llamaremos
retículo de particiones simétricas unitarias de G.
Observación 2.2.13. Si G=Zn, entonces la métrica de Lee y la métrica de Hamming son representan-
tes de las P-clases correspondientes al mínimo y máximo, respectivamente, del retículoM(G)/∼P .
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¿Cuántas P-clases de equivalencias de métricas existen sobre un grupo G? En vistas del Teore-
ma 2.1.10 y de las consideraciones anteriores, la cantidad de clases de equivalencias de métricas sobre
G está dada por la cantidad de particiones simétricas unitarias de G.
Definición 2.2.14. El n-ésimo número de Bell, Bn, cuenta la cantidad particiones de un conjunto de n
elementos. Además satisfacen la siguiente relación recursiva
Bn+1 =
n
∑
i=0
(
n
i
)
Bi.
Empezando con B0 = B1 = 1, los primeros números de Bell son:
1, 1, 2, 5, 15, 52, 203, 877, 4140, 21147, 115975, 678570, 4213597, 27644437, 190899322.
Para mas información, ver la secuencia A000110 de OEIS (The On-Line Encyclopedia of Integer
Sequences) [63].
De la definición de los números de Bell y la correspondencia (2.11), tenemos el siguiente resulta-
do.
Proposición 2.2.15. Sea G un grupo finito y sea
k = k(G) = 12 |
{
g ∈ G : ord(g)> 2}|+ |{g ∈ G : ord(g) = 2}|.
Entonces, la cantidad de P-clases de equivalencias de métricas sobre G es
|M(G)/∼P |= Bk,
donde Bk es el k-ésimo número de Bell.
Definición 2.2.16. Consideremos la partición P(G,d) = P0| . . . , |Ps, entonces podemos asociarle un
conjunto de elementos de C[G], de la siguiente forma
P¯(G,d) :=
{
P¯i = ∑
g∈Pi
g ∈ C[G]
}s
i=0
.
Sea M(G) el espacio de todas las métricas sobre G. Podemos pensar una métrica d ∈ M(G)
como un conjunto de elementos en C[G] mediante la identificación
(G,d)↔P(G,d)↔ P¯(G,d).
Mediante esta identificación (G,d1) ∼P (G,d2) si y sólo si P¯(G,d1) y P¯(G,d2) son iguales, y en
particular generan el mismo espacio vectorial en C[G].
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A cada métrica le asociamos una partición de G y, a su vez, ésta induce un subespacio vectorial
de C[G]. Serán de interés los casos en que la partición sea además una base de una subálgebra de
C[G], es decir cuando sea una partición de Schur. Notemos que en este caso también tendremos que
el grafo asociado G(G,d) será un esquema de asociación. Esto nos permitirá utilizar resultados de
ambos mundos, anillos de Schur y esquemas de asociación, para aplicarlos al estudio de métricas.
Definición 2.2.17. Sea X =
n×
i=1
Xi, y sean di métricas sobre Xi, definimos la métrica producto en
X como d =
n×
i=1
di, cuya partición correspondiente es el producto cartesiano de las particiones Pi
correspondientes a cada di, es decir:
Pprod := P1×·· ·×Pn := {P1,m1×·· ·×Pn,mn : Pi,mi ∈ Pi, i = 1, . . . ,n}.
Además, si cada Xi = Y , y cada d = di para i = 1, . . . ,n, podemos definir la métrica producto sime-
trizada en X = Y n, cuya partición correspondiente es
Psym :=
{ ⋃
σ∈Sn
Pmσ(1)×·· ·×Pmσ(n) : Pmi ∈ P, i = 1, . . . ,n
}
.
Observación 2.2.18. Si tenemos la métrica de Hamming (G,dHam), entonces al considerar la métrica
producto simetrizada sobre Gn, la partición obtenida coincide con la extensión natural (Gn,dnHam).
Notar que esto no vale en general para una métrica distinta de la de Hamming, es decir que no
necesariamente la extensión natural coincide con la métrica producto simetrizada.
2.3. Grupos de simetrías
Todo grupo de permutación Γ actuando en G induce un anillo de Schur. El Teorema 1.5.13 nos
dice que el módulo de transitividad de Γ(G,d) es un anillo de Schur. Esto implica que dado (G,d),
su grupo de simetrías Γ(G,d) induce una partición P(G,Γe) de G que está dada por las órbitas de
Γe(G,d) (el estabilizador de e∈G), más aún induce un esquema de asociación schuriano. La siguiente
proposición nos permitirá decir en qué casos, esa partición será simétrica.
Definición 2.3.1. Sea G un grupo abeliano e i : G→G la inversión, definida por i(g)= g−1. Definimos
el grupo dihedral generalizado
D(G) = Go 〈i〉.
En el caso que G = Zn, el grupo cíclico de n elementos, entonces D(G) ' Dn, el grupo diedral
para n≥ 3, y D(Z2)' Z2.
Es importante notar que
D(G)≤ Hol(G)' NSG(G)≤ SG,
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donde Hol(G) = GoAut(G) es el holomorfo de G y NSG(G) es el normalizador de G en SG, iden-
tificando a G con su representación regular a derecha. Por lo tanto, de ahora en más, pensaremos en
D(G) como un subgrupo de SG, donde la inversión actúa permutando cada elemento de G por su
inverso. Para más información, ver [13].
Proposición 2.3.2. Sea (G,d) un espacio métrico, con G abeliano e i : G→ G la inversión, definida
por i(g) = g−1. Entonces, i es un automorfismo que preserva distancias, por lo tanto tenemos que
D(G)≤ Γ(G,d)≤ SG.
Demostración. La métrica d es invariante por traslaciones, es decir que G≤ Γ(G,d). La inversión en
un grupo es un automorfismo si y sólo si G es abeliano, por lo tanto sólo resta ver que preserva las
distancias. En efecto, tenemos que
d(a,b) = w(ab−1) = w(b−1a) = d(b−1,a−1) = d(i(b), i(a)) = d(i(a), i(b)),
por lo tanto D(G)≤ Γ(G,d), como queríamos probar.
Observación 2.3.3. Si G=Zn, entonces las métricas de Lee y Hamming, son respectivamente, repre-
sentantes de la mínima y máxima clase enM(G)/ ∼P . Mas aún, tenemos que Γ(Zn,dLee) ' D(Zn)
y Γ(Zn,dHam)' Sn.
La Proposición 2.3.2, junto con el hecho de que la órbita de e en Γe es trivial, nos da el siguiente
resultado.
Proposición 2.3.4. Sea G un grupo finito abeliano, entonces P(G,Γe) es una partición simétrica
unitaria de G.
Observación 2.3.5. Si G no es abeliano hay que tener un poco de cuidado, ya que siP es una partición
simétrica de G, entonces no necesariamenteP(G,Γe) va a ser simétrica. Por ejemplo, consideremos el
grupo D3 = 〈r,s | r3 = 1,s2 = 1,srs = r−1〉, y d, la métrica dada por la partición P = 1|r,r−1|s|rs|sr,
entonces Γ(D3,d)' D3 , y P(Γ(D3,d)) = 1|r|r−1|s|rs|sr.
La Proposición 2.3.4 nos dice que en el caso que G sea abeliano, entonces dada una métrica
(G,d) podemos asociarle otra métrica dada por la partición inducida por Γ(G,d). Denotaremos a esta
métrica como d¯ y la llamaremos la clausura schuriana de d. Claramente tenemos que ¯¯d ∼P d. Ahora
queremos saber en qué casos se tendrá que d¯ ∼P d. Esto sucede si la partición inducida por d coincide
con la partición dada por Γ(G,d); y esto, a su vez, sucede si y sólo si P(G,d) forma un esquema de
asociación schuriano.
Nota: En el caso que G no sea abeliano, dada una métrica d ∈M(G) se puede definir de la
misma manera una función d¯, pero se debe considerar que en algunos casos la partición no será
simétrica, entonces d¯ no será una distancia, como se puede ver en la Observación 2.3.5.
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Definición 2.3.6. Ahora consideremos la siguiente relación enM(G):
d1 ∼Γ d2 ⇐⇒ Γ(G,d1) = Γ(G,d2). (2.12)
En tal caso, diremos que d1 y d2 son Γ-equivalentes.
Definición 2.3.7. Sea d ∈M(G). Diremos que d es una métrica de Schur si P(G,d) es una parti-
ción de Schur. En particular si P(G,d) es una partición de un S-anillo schuriano, diremos que d es
schuriana.
La discusión previa asegura que dado un espacio métrico (G,d) se tiene que
d ∼Γ d¯,
es decir, que cada Γ-clase contiene una única métrica schuriana, lo cual nos permite obtener el siguien-
te resultado, que nos dejará considerar métricas schurianas, en lugar de métricas en general. Además,
como veremos en los siguientes capítulos, estas métricas son las que poseen ciertas propiedades más
interesantes.
Proposición 2.3.8. Sea G un grupo abeliano finito. Entonces toda métrica (G,d) es Γ-equivalente a
una métrica Schuriana (G, d¯).
En el caso que G no sea abeliano, entonces tendremos que algunas Γ-clases podrían no contener
una métrica schuriana.
Es importante notar que la relación (2.12) es mas fina que la relación (2.9). Resumiendo, tenemos
la siguiente situación:
(G,d)
P(G,d)
Γ(G,d)
P
Γ
Es decir, que para estudiar métricas enM(G) vamos a considerar las Γ-clases de métricas. Esto
nos lleva a tener la siguiente correspondencia:
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{Γ-clases de métricas} {Particiones schurianas simétricas}
{Grupos de simetrías} {S-anillos simétricos schurianos}
(2.13)
Es decir que considerar métricas sobre G es equivalente a considerar particiones schurianas, ani-
llos de Schur, esquemas de asociación de Cayley o grupos de simetrías, lo cual nos ofrece una varie-
dad de resultados para aplicar a su estudio. En la teoría de códigos, al definir una nueva métrica, una
propiedad importante es que defina un esquema de asociación, pues esto garantiza, entre otras propie-
dades, que exista una identidad de MacWilliams que relacione el enumerador de peso de un código
con el de su dual, como veremos mas adelante en este trabajo. Entonces la relación establecida nos
permite tomar un esquema de asociación o anillo de Schur y definir a partir de ellos una métrica que
tendrá algunas propiedades deseadas.
La relación (2.12) también nos permite obtener otra relación parcial en el conjunto de particiones
simétricas de G, obteniendo asi el retículo de simetrías L(G), dándole un orden parcial al conjunto
de grupos de simetrías. En el Apéndice B pueden verse los diagramas de Hasse de los reticulos de
simetrías de algunos grupos cíclicos.
Métricas construidas a partir de otras
En el caso de métricas de Schur, podemos tomar todas las construcciones de anillos de Schur
descriptas en la Sección 1.5 y utilizarlas para definir construcciones de métricas, que también serán
métricas de Schur.
• Si G = G1×G2, y d1, d2 son métricas, en G1 y G2 respectivamente, inducidas por un anillo de
Schur, entonces podemos definir la métricas producto directo
d1×d2
sobre G como la métrica dada por la partición correspondiente al producto directo de los anillos
de Schur.
• Si H /G es un subgrupo normal, y d1 es una métrica inducida por un anillo de Schur sobre H, y
d2 es una métrica dada por un anillo de Schur sobre G/H, entonces podemos definir la métrica
producto corona
d1 od2
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como la métrica dada por la partición correspondiente al producto corona de las particiones de
d1 y d2.
• Sea 1 < K ≤H < G una secuencia de grupos finitos tales que K EG. Sea d1 una métrica sobre
H y d2 una métrica sobre G/K, cuyas particiones correspondientes cumplen las condiciones del
producto cuña de anillos de Schur 1.12. Entonces podemos definir la métrica producto cuña
d1∧K d2
como la métrica dada por la partición correspondiente al producto cuña de las particiones de d1
y d2.
• Análogamente diremos que una métrica d sobre G es orbital, si su partición correspondiente
induce un anillo de Schur orbital.
Calculando grupos de simetrías
Las métricas de grupos de 4 elementos
Supongamos que queremos determinar todas las posibles métricas en un grupo G con |G| = 4,
entonces tenemos dos posibles grupos a considerar: Z4 y Z2×Z2.
• En el caso de Z2×Z2, tenemos las siguientes particiones:
N Partición
1 {(0,0)},{(1,0)},{(0,1)},{(1,1)}
2 {(0,0)},{(1,0),(0,1)},{(1,1)}
3 {(0,0)},{(0,1),(1,1)},{(1,0)}
4 {(0,0)},{(1,0),(1,1)},{(0,1)}
5 {(0,0)},{(0,1),(1,0),(1,1)}
cuyos grafos de distancias asociados y grupos de simetrías son, respectivamente los siguientes:
36
2.3. Grupos de simetrías
(0,0)
(1,0)
(1,1)
(0,1)
3
2
1
2
3 1
Figura 2.3: Partición 1 -
Grupo de simetrías ' Z2×Z2
(0,0)
(1,0)
(1,1)
(0,1)
1
2
1
2
1 1
Figura 2.4: Partición 2 -
Grupo de simetrías ' D4
(0,0)
(1,0)
(1,1)
(0,1)
1
1
2
1
1 2
Figura 2.5: Partición 3 -
Grupo de simetrías ' D4
(0,0)
(1,0)
(1,1)
(0,1)
2
1
1
1
2 1
Figura 2.6: Partición 4 -
Grupo de simetrías ' D4
(0,0)
(1,0)
(1,1)
(0,1)
1
1
1
1
1 1
Figura 2.7: Partición 5 -
Grupo de simetrías ' S4
Nota: Es importante notar que, si bien los grupos de simetrías de las métricas de las Figuras
2.4, 2.5 y 2.6 son isomorfos, estos no son iguales; es decir, que dichas métricas no están Γ-
relacionadas. De ahora en más, al referirnos a un grupo de simetrías, para simplificar la notación,
sólo daremos su descripción como grupo abstracto, pero es importante recordar que son grupos
actuando sobre el conjunto base X .
• En el caso de Z4, tenemos las siguientes particiones simétricas unitarias:
N Partición
1 {0},{1,2},{3}
2 {0},{1,2,3}
que se corresponden respectivamente con la métricas de Lee y de Hamming, respectivamente.
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0
1
2
3
1
2
1
2
1 1
Figura 2.8: Γ(Z4,dLee)' D4
0
1
2
3
1
1
1
1
1 1
Figura 2.9: Γ(Z4,dHam)' S4
Algunos grupos de simetrías
Ahora nos concentraremos en tratar de calcular los grupos de simetrías de métricas sobre grupos.
Recordemos que si (G,d) es un espacio métrico,
Γ(G,d) = Aut(G(G,d)). (2.14)
Teniendo en cuenta que el grafo asociado es un grafo de Cayley con etiquetas, y por lo tanto es una
unión de grafos simples de Cayley, por (2.14) tenemos que
Γ(G,d) = Aut(Cay(G,P))) =
s⋂
i=0
Aut(G,Pi). (2.15)
Ejemplo 2.3.9 (Z6). Consideremos el espacio (Z6,dLee). La partición inducida por la métrica es
P = 0 | 1,5 | 2,4 | 3, entonces el siguiente es su grafo de distancias asociado, y su descomposición en
grafos de Cayley simples.
1
2
3
4
5
0
Cay(Z6 ,P)
=
1
2
3
4
5
0
Cay(Z6,{1,5})
⋃
1
2
3
4
5
0
Cay(Z6 ,{2,4})
⋃
1
2
3
4
5
0
Cay(Z6 ,{3})
3
2
2
1
2
2
1
3
1
2
3
1
2
11
1
1 1
1
11
2
2
2
2
2
2
3 3
3
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Utilizando la igualdad (2.15), tenemos que
Γ(Z6,dLee) = Aut(Cay(Z6,{1,5}))∩Aut(Cay(Z6,{2,4}))∩Aut(Cay(Z6,{3})).
Primero notemos que Aut(Cay(Z6,{1,5}))'D6, las simetrías de un hexágono regular. Luego vemos
que Cay(Z6,{2,4}) es isomorfo al grafo 2K3, es decir a dos copias disjuntas del grafo completo K3,
por lo tanto Aut(Cay(Z6,{2,4}))' S3 oS2. Análogamente Cay(Z6,{3}) es isomorfo al grafo 3K2, es
decir a tres copias disjuntas del grafo completo K2, por lo tanto Aut(Cay(Z6,{3})) ' S2 oS3. Ahora
vemos que todo automorfismo de Cay(Z6,{1,5}) también es un automorfismo de Cay(Z6,{2,4}) y
de Cay(Z6,{3}), es decir que
Γ(Z6,dLee)' D6.
Utilizando la misma idea previa podemos calcular todos los posibles grupos de simetrías de Z6.
Para comenzar, consideremos todas las particiones correspondientes a las P-clases de equivalencia
de métricas sobre Z6, las cuales son:
N Partición
1 {0},{1,2,3,4,5}
2 {0},{1,3,5},{2,4}
3 {0},{1,2,4,5},{3}
4 {0},{1,5},{2,4},{3}
5 {0},{1,5},{2,4,3}
A continuación de la misma forma que antes, construimos todos los grafos asociados a cada una
de las particiones, y calculamos sus grupos de simetrías.
1
2
3
4
5
0
1
1
1
1
1
1
1
1
1
1
1
1
1
11
{0},{1,2,3,4,5}
S6
1
2
3
4
5
0
1
2
2
1
2
2
1
1
1
2
1
1
2
11
{0},{1,3,5},{2,4}
S3 oS2
1
2
3
4
5
0
2
1
1
1
1
1
1
2
1
1
2
1
1
11
{0},{1,2,4,5},{3}
S2 oS3
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1
2
3
4
5
0
2
2
2
1
2
2
1
2
1
2
2
1
2
11
{0},{1,5},{2,4,3}
D6
1
2
3
4
5
0
3
2
2
1
2
2
1
3
1
2
3
1
2
11
{0},{1,5},{2,4},{3}
D6
A partir de esto, podemos construir la siguiente tabla, donde podemos ver las Γ-clases de Z6. Ade-
más podemos notar que cada Γ-clase contiene un único elemento, excepto la clase correspondiente al
grupo D6, la cual contiene dos particiones.
N Partición Grupo de simetrías
1 {0},{1,2,3,4,5} S6
2 {0},{1,3,5},{2,4} S3 oS2
3 {0},{1,2,4,5},{3} S2 oS3
4 {0},{1,5},{2,4,3}
D6
5 {0},{1,5},{2,4},{3}
Así también podemos construir el retículo de simetrías de Z6.
S6
S2 oS3 S3 oS2
D6
40
2.3. Grupos de simetrías
Ejemplo 2.3.10 (S3). Ahora consideremos el grupo de simetrías
S3 = {(1),(2,3),(1,2),(1,2,3),(1,3,2),(1,3)} .
El cardinal deM(S3), según la Teorema 2.2.15 es
|M(S3)|= B4 = 15.
Utilizando la misma metodología que en el ejemplo anterior, haciendo cálculos en computadora po-
demos obtener las Γ-clases de métricas sobre S3 que podemos ver en la siguiente tabla.
Métricas schurianas sobre S3
N Partición Grupo de Simetrías
1 {(1)},{(2,3),(1,2),(1,2,3),(1,3,2),(1,3)} S6
2 {(1)},{(2,3),(1,3),(1,2)},{(1,2,3),(1,3,2)} S3 oS2
3 {(1)},{(1,3),(2,3),(1,3,2),(1,2,3)},{(1,2)} S2 oS3
3′ {(1)},{(1,2),(2,3),(1,3,2),(1,2,3)},{(1,3)} S2 oS3′
3′′ {(1)},{(1,2),(1,3),(1,3,2),(1,2,3)},{(2,3)} S2 oS3′′
4 {(1)},{(2,3),(1,3)},{(1,2,3),(1,3,2)},{(1,2)} D6
4′ {(1)},{(1,2),(2,3)},{(1,2,3),(1,3,2)},{(1,3)} D6′
4′′ {(1)},{(1,2),(1,3)},{(1,2,3),(1,3,2)},{(2,3)} D6′′
En este caso podemos ver que a diferencia del caso de Z6 (y de Zn en general), existen distintas
Γ-˜clases de métricas cuyos grupos de simetrías son isomorfos. Además, como se vio anteriormente
en la Observación 2.3.5, en este caso la Γ-clase de la partición
{(1)},{(1,2)},{(1,3)},{(1,2,3),(1,3,2)},{(2,3)},
no contiene una métrica schuriana, porque la partición P(G,Γe), en este caso resulta ser
{(1)},{(1,2)},{(1,3)},{(1,2,3)}{(1,3,2)},{(2,3)},
la cual no es simétrica, y por lo tanto no es posible definir una métrica correspondiente.
Ejemplo 2.3.11 (Q8). Sea Q8, el grupo de cuaterniones, es decir,
Q8 = {1,−1, i,−i, j,− j,k,−k}
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con el producto definido por las relaciones
i j = k, jk = i, ki = j, ji =−k,
k j =−i, ik =− j, i2 = j2 = k2 =−1.
Entonces la siguiente tabla muestra todas las métricas Q8-invariantes, con sus particiones de Schur
correspondientes a cada clase y sus grupos de simetrías correspondientes.
Métricas schurianas sobre Q8 (salvo isomorfismos)
N Particiones de Schur Grupo de Simetrías
1 {1},{−1, i,−i, j,− j,k,−k} S8
2 {1},{i,−1,−i},{ j,− j,k,−k} S4 oS2
3 {1},{−1},{i,−i, j,− j,k,−k} S2 oS4
4 {1},{i,−i},{−1},{ j,− j k,−k} D4 oS2
5 {1},{i,−i},{−1},{ j,− j},{k,−k} S2 o (S2×S2)
Algunos resultados sobre el grupo de isometrías
En esta sección mostraremos algunos resultados conocidos sobre grupos de simetrías, así como
también usaremos algunos resultados de anillos de Schur para determinar la estructura de las métricas
schurianas sobre Zn. El siguiente resultado es consecuencia de [42, Thm. 2.4].
Proposición 2.3.12. Sea (G,d) una métrica de Schur, de tipo producto directo en G=×Gi, entonces
Γ(G,d)'
n
∏
i=1
Γ(Gi,di).
Proposición 2.3.13. Sea (G,d) una métrica producto simetrizada en G =
m
∏
i=1
H, entonces
Γ(G,d)' Γ(H,dH) oSm.
Gracias a la Proposición anterior y a la Observación 2.2.18 podemos obtener el siguiente resultado,
ya conocido en la literatura.
Proposición 2.3.14. Sea (X ,dnHam) el espacio de Hamming, con |X |= m, entonces
Γ(X ,dnHam)' Sm oSn.
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2.3.1. Métricas sobre Zn
Finalizamos esta sección caracterizando todas las métricas schurianas sobre Zp y daremos una
descripción sobre el caso de métricas schurianas sobre Zn.
Gracias al Corolario 1.5.10, que nos dice que todo anillo de Schur sobre Zn es orbital, podemos
deducir el siguiente resultado.
Teorema 2.3.15. Sea G = Zp con p primo, entonces toda métrica schuriana sobre Zp es de la forma
C[Zp]H con 〈i〉 ≤ H ≤ Aut(Zp).
En este caso, sobre Zp se tiene que todos los anillos de Schur son schurianos, es decir que toda
métrica de Schur es schuriana. En particular, se corresponden con los siguientes grupos de simetrías.
Teorema 2.3.16. Sea G = Zp con p primo, todos los grupos de simetrías de G son de la forma:
(i) Γ(G,d)' Sp.
(ii) Γ(G,d)' ZpoH, con 〈i〉 ≤ H < Aut(Zp), |H| par. En particular tomando H = 〈i〉 se obtiene
el grupo de simetrías Dp.
Corolario 2.3.17. Sea G = Zp con p primo, entonces existen tantas métricas schurianas sobre Zp
como divisores pares de p−1.
Demostración. Según el Teorema 2.3.15, cada métrica schuriana se corresponde con un subgrupoH,
tal que 〈i〉 ≤H≤ Aut(Zp). Sabiendo que Aut(Zp)'Zp−1 y que entonces 2≤ |H| ≤ p−1, se obtiene
el resultado buscado.
Ejemplo 2.3.18 (Z13). Utilizando el Teorema 2.3.16, y sabiendo que Aut(Z13) ' Z12, podemos de-
terminar las Γ-clases de métricas sobre Z13
Métricas sobre Z13
N Partición Grupo de Simetrías
1 {0},{1,2,3,4,5,6,7,8,9,10,11,12} S13
2 {0},{1,3,4,9,10,12},{2,5,6,7,8,11} Z13oZ6
3 {0},{1,5,8,12},{2,3,10,11},{4,6,7,9} Z13oZ4
4 {0},{1,12},{2,11},{3,10},{4,9},{5,8},{6,7} D13
Más en general, el Corolario 1.5.8, nos dice que todo anillo de Schur sobre Zn es trivial, orbital,
producto directo, producto corona o producto cuña de anillos de Schur.
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Teorema 2.3.19. Toda métrica de Schur sobre Zn es de tipo trivial orbital, producto directo, producto
corona o producto cuña.
Debemos notar que en general Zn no es un grupo de Schur (ver 1.5.15), es decir que no todas las
métricas de Schur van a ser schurianas, pero es sabido que Zn es un grupo de Schur para n < 72.
Este Teorema, junto con las consideraciones previas sobre grupos de simetrías nos permiten cal-
cular las métricas schurianas sobre Zn. En el Apéndice A damos todas las métricas schurianas de Zn,
con n≤ 20.
Métrica a partir de particiones
Ahora consideremos que dado un grupo G y una partición de Schur de tipo producto corona, y
queremos determinar Si H /G es un subgrupo normal, y d1 es una métrica inducida por un anillo
de Schur sobre H, y d2 es una métrica dada por un anillo de Schur sobre G/H, entonces queremos
construir una métrica correspondiente a la clase de la partición de
d1 od2.
Vamos a definir la distancia d(x,y) = w(x− y) por
w(x) =
{
w1(x) si x ∈ H,
r+w2(x¯) si x 6∈ H,
(2.16)
donde r = ma´xh∈H{w(h)} y x¯ es la imagen de x en G/H mediante la proyección canónica. Es fácil
ver que d es simétrica, que d(x,y) ≤ 0 y d(x,y) = 0⇐⇒ x = y, sólo resta probar que d cumple la
desigualdad triangular.
w(x+ y) =
{
w1(x+1) si x+ y ∈ H,
r+w2(x+ y) si x+ y 6∈ H,
(2.17)
En el primer caso, si x,y ∈ H, entonces
w(x+ y) = w1(x+ y)≤ w1(x)+w2(y) = w(x)+w(y),
si x ∈ H, e y 6∈ H
w(x+ y) = r+w2(x+ y) = r+w2(y) = w(y)≤ w(x)+w(y),
si x,y 6∈ H, y x+ y ∈ H
w(x+ y) = w1(x+ y)≤ r ≤ r+w2(x)+ r+w2(y) = w(x)+w(y),
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si x,y 6∈ H, y x+ ynot ∈ H
w(x+ y) = r+w2(x+ y)≤ r+w2(x)+w2(y)≤ r+w2(x)+ r+w2(y) = w(x)+w(y).
Ejemplo 2.3.20. En el Ejemplo 2.3.9 determinamos todos los tipos de métricas schurianas sobre
el grupo Z6. Ahora vamos a construir explícitamente métricas correspondientes a cada una de esas
clases. Consideremos la partición dada por
{0},{1,3,5},{2,4}
Definimos d1(x,y) = w1(x− y), con
w1(x) =
{
wHam,2(x) si x ∈ 2Z6,
1+wHam,3(x¯) si x 6∈ 2Z6.
(2.18)
Es decir que w1(0) = 0, w1(2) = w1(4) = 1 y w1(1) = w1(3) = w1(5) = 2.
Ahora tomando la partición
{0},{1,2,4,5},{3}
podemos definir análogamente la distancia d2(x,y) = w1(x− y), con
w2(x) =
{
wHam,3(x) si x ∈ 3Z6,
1+wHam,2(x¯) si x 6∈ 3Z6.
(2.19)
Es decir que w2(0) = 0, w2(3) = 1 y w2(1) = w2(2) = w2(4) = w2(5) = 2.
Finalmente, podemos ver que dLee, d1, d2 y dHam son representantes explícitos de las clases de
simetrías de Z6.
N Partición Grupo de simetrías Métrica
1 {0},{1,2,3,4,5} S6 dHam
2 {0},{1,3,5},{2,4} S3 oS2 d1
3 {0},{1,2,4,5},{3} S2 oS3 d2
4 {0},{1,5},{2,4,3} D6 dLee
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2.4. Métricas sobre anillos
Toda métrica sobre un anillo R, también es una métrica sobre el grupo base R+, pero si además
exigimos la condición de que la métrica sea invariante por multiplicación de los elementos de U(R),
el grupo de unidades de R, tenemos que el espacio de todas las métricas sobre R,M(R) es un sub-
conjunto de las métricas sobre R+, el grupo base del anillo R, i.e.
M(R)⊂M(R+).
Tradicionalmente el estudio de códigos comenzó con códigos lineales sobre Fq, es decir subespa-
cios de Fnq para algún n, y luego se extendió al estudio de códigos sobre un anillo con unidad finito R;
donde un código lineal sobre R es un R-submódulo de Rn, para algún n.
A continuación veremos algunos ejemplos de las métricas más estudiadas en la Teoría de Códigos
sobre anillos.
Un anillo finito R se dice de Frobenius si
R/Rad(R)∼= Soc(R),
como módulo a izquierda o a derecha, donde Rad(R) es el radical de R, la intersección de todos los
ideales maximales a izquierda (a derecha) y Soc(R) es el sócalo de R, la suma de todos los submódulos
simples a izquierda (a derecha). Equivalentemente, R es Frobenius si su módulo de caracteres R̂ es
isomorfo a R como módulo a izquierda o a derecha (ver Definición 4.2.5). Para más información sobre
por qué esta clase de anillos son importantes para la teoría de códigos, recomendamos leer [65].
Peso homogéneo
Definición 2.4.1. Sea R un anillo. Una función w : R→ R≥0 se dice peso homogéneo a izquierda si
w(0) = 0 y además
(i) si Rx = Ry, entonces w(x) = w(y), para x,y ∈ R;
(ii) para todo x ∈ R, x 6= 0 se tiene ∑
y∈Rx
w(y) = γ|Rx|, para un cierto γ ∈ R>0.
Diremos que w tiene promedio γ , y diremos que el peso es normalizado si γ = 1.
Si R es Frobenius, los pesos homogéneos están caracterizados.
Lema 2.4.2. Sea R un anillo de Frobenius finito, y sea χ un carácter generador de Rˆ. Entonces una
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función peso w : R→ R es homogénea con promedio γ > 0 si y sólo si
w(x) = γ
{
1− 1|Rx| ∑u∈R∗
χ(ux)
}
. (2.20)
Ejemplo 2.4.3. Sea R = GR(pr,m) un anillo de Galois finito. R es un anillo de Frobenius. Entonces
el peso homogéneo en (2.20) toma la forma
w(x) =

γ si x 6∈ Soc(R),
γ qq−1 si x ∈ Soc(R), x 6= 0,
0 si x = 0.
(2.21)
En el caso particular en que R = GF(q) = Fq, tenemos w(x) = γ qq−1wH(x), es decir, un múltiplo
del peso de Hamming.
Peso egalitario
Definición 2.4.4. Sea R un anillo de Frobenius con carácter generador χ . Para cada subgrupo
U ⊆ U(R) y cada γ ∈ R, definimos una función peso wU : R→ R≥0 de la forma
wU(a) = γ
{
1− 1|U | ∑u∈U
χ(au)
}
.
Tal función wU se dice que es un peso egalitario. Más aún, si I ⊂ R es un submódulo no nulo, y r0 ∈ R,
entonces
∑
a∈I
wU(r0+a) = γ|I|.
Es decir, que la propiedad egalitaria se aplica a todos los cosets de los submódulos de R. Si U = U ,
entonces wU es la métrica homogénea.
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Métricas Poset
Las métricas poset surgieron como una forma de generalizar el espacio métrico de Hamming
(Fnq,dHam). Fueron introducidas por Brualdi et al. en [7], y desde ese momento comenzaron a ser
estudiadas en profundidad tratando de obtener resultados similares al caso de Hamming. En este
capítulo, daremos su definición, junto con algunas propiedades básicas, para luego centrarnos en
métricas poset inducidas por una familia especial de posets, los posets jerárquicos. En este caso,
calcularemos el grupo de simetrías del espacio (Fnq,dP), generalizando asi resultados previos.
3.1. Posets y métricas asociadas
Aunque el concepto de conjuntos parcialmente ordenados es mucho más amplio, sólo considera-
remos órdenes parciales sobre conjuntos finitos. Sin pérdida de generalidad, consideraremos posets
sobre el conjunto [n] = {1,2, . . . ,n}.
Algunas definiciones básicas
Definición 3.1.1. Diremos que P = ([n],P) es un conjunto parcialmente ordenado (también co-
nocido como poset), si P es una relación de orden parcial en [n], es decir, si para todo a,b,c ∈ [n] se
tiene que:
• aP a,
• si aP b y bP c, entonces aP c,
• si aP b y bP a, entonces a = b.
Un ideal en un poset P = ([n],P) es un subconjunto I ⊆ [n] tal que, dados a ∈ [n] y b ∈ I, si
aP b, entonces a ∈ I. Dado A⊆ [n], denotamos como 〈A〉P al mínimo ideal P que contiene a A y lo
llamamos el ideal generado por A. Un ideal 〈{a}〉P generado por un conjunto A = {a} con un solo
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elemento se denomina ideal primo. Denotamos, para simplificar, 〈a〉P = 〈{a}〉P. Un elemento a de
un ideal I ⊆ [n] se dice maximal en I si a P x para algún x ∈ I implica que x = a. El conjunto de
todos los elementos maximales de un ideal I se denotaMP(I).
Es fácil ver que dado un ideal I ⊆ [n], MP(I) es el mínimo conjunto tal que 〈MP(I)〉P = I.
Además, un ideal es primo si y sólo si contiene un único elemento maximal. Mas aún, este elemento
maximal es también el generador.
Diremos que b cubre a a si aP b, a 6= b y no existe ningún c∈ [n] tal que aP cP b. Una buena
forma de considerar las propiedades de un poset, es mediante una representación, llamada diagrama
de Hasse del poset P = ([n],P). El diagrama de Hasse es un grafo dirigido cuyos vértices son los
elementos de [n] y una arista conecta b con a si y sólo si b cubre a. Al graficarlo, asumimos que b esta
“arriba de” a si b cubre a a por lo tanto la dirección siempre es asumida hacia abajo.
La métrica poset
En el contexto de la Teoría de Códigos, un poset P = ([n],P) nos permite definir una métrica
que en algún sentido generaliza a la métrica de Hamming. Sea Fnq el espacio vectorial de dimensión n
sobre el cuerpo finito Fq. Dado u ∈ Fnq, el soporte y el P-peso de u están definidos por
supp(u) = {i ∈ [n] : ui 6= 0} y wP(u) = |〈supp(u)〉P|,
donde | · | denota la cardinalidad del conjunto dado. Para simplificar, el conjunto de elementos maxi-
males en el ideal generado por supp(u) lo denotaremos porMP(u).
Definición 3.1.2. La métrica poset en Fnq se define por
dP(u,v) = wP(u− v)
para u,v ∈ Fnq. El espacio métrico (Fnq,dP), se denomina P-spacio.
Observación 3.1.3. Si bien la métrica poset se define sobre el espacio Fnq, considerando que para
su definición solo se usa la estructura aditiva del espacio vectorial, la misma definición nos permite
definir una métrica poset sobre Gn para cualquier grupo finito G e incluso para un producto de grupos
G = G1×·· ·×Gn ([21]) o sobre Rn, donde R es un anillo de Frobenius ([3]).
Cadenas y anticadenas
Una anti-cadena es un poset P con un conjunto mínimo de relaciones, i.e., para todo a 6= b ∈ [n],
entonces no es cierto que a P b ni b P a. Considerando una anticadena, tenemos 〈supp(u)〉P =
supp(u), por lo tanto induce la ya conocida métrica de Hamming. Además del poset anticadena, existe
otro poset que puede ser considerado extremo, aquel que tiene el máximo número de relaciones, el
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poset cadena. En este caso, dos elementos de [n] son comparables (o están relacionados), i.e., dados
a,b ∈ [n], entonces se tiene que aP b o bP a.
1 2
Anticadena en [3]
3 1
Cadena en [3], 1 2 3
2
3
Estos dos posets, la cadena y la anticadena, siendo determinados por una máxima o mínima can-
tidad de relaciones, también dan origen a métricas que son, en algún sentido, extremas. La métrica
de Hamming, determinada por una anticadena, es el análogo discreto del espacio Euclídeo, el cual
modela nuestra percepción del mundo. El poset cadena, por otro lado, determina un tipo diferente de
métricas, conocidas como ultra-métricas, donde la desigualdad triangular
d(x,z)≤ d(x,y)+d(y,z)
es reemplazada por una desigualdad más restrictiva
d(x,z)≤ma´x{d(x,y),d(y,z)}.
Esta condición tiene un gran impacto en la métrica; considerando la métrica dada por una cadena,
la fórmula para el radio de empaquetamiento de un código es d(C)−1 y no el usual bd(C)−12 c, donde
d(C) es la distancia mínima (ver [33] para más detalles).
A pesar del hecho de que la métrica inducida por una cadena parece desafiar nuestra intuición,
es en realidad relativamente simple y la geometría de los códigos bajo esta métrica fue descripta en
detalle en [33], incluyendo la caracterización de los códigos perfectos y los códigos MDS.
En el caso general, el comportamiento determinando por cadenas y anticadenas se mezcla, y
calcular los invariantes geométricos de un código se convierte en una tarea difícil, por lo tanto se
comenzó a considerar diferentes formas de combinar esos dos posets. Realizando uniones disjuntas
de cadenas finitas o relacionando (jerárquicamente) familias de anticadenas, obtenemos dos de las
familias de métricas posets más estudiadas: la métrica de Niederreiter-Rosembloom-Tsfasman (NRT)
y la familia de posets jerárquicos.
51
Capítulo 3. Métricas Poset
Métricas NRT
Consideremos la siguiente métrica en Fnq. Sean x,y ∈ Fnq, entonces
dRT (x,y) = ma´x
1≤i≤n
{i : xi− yi 6= 0} .
No es difícil ver que esta métrica coincide con la métrica poset en Fnq dada por el poset cadena
1 2 ·· ·  n.
dP(x,y) = |〈supp(x− y)〉P|= ma´x1≤i≤n{i : xi− yi 6= 0} . (3.1)
Las métricas NRT, también llamadas métricas de Rosenbloom- Tsfasman generalizadas, están de-
terminadas por un poset que es la unión disjunta de cadenas. Han sido investigados en varios trabajos,
por ejemplo [52], [53], [47] y [62].
Métricas de posets jerárquicos
Los posets jerárquicos, que son un gran tema de estudio, corresponden a otra posible generali-
zación de las cadenas y anticadenas. Antes de definir un poset jerárquico, podemos decir que las
métricas inducidas por ellos son una verdadera generalización de la métrica de Hamming en varios
aspectos. Sólo como ejemplo, las únicas métricas poset donde la distancia mínima de un código de-
termina el radio de empaquetamiento son aquellas inducidas por un poset jerárquico. Ahora daremos
algunos conceptos necesarios para definir los posets jerárquicos.
La altura h(a) de un elemento a ∈ P es el cardinal de la cadena más larga que tiene a a como
elemento maximal. La altura h(P) de un poset es el maximo de las alturas de sus elementos, i.e.,
h(P) = ma´x{h(a) : a ∈ [n]} .
El nivel i-ésimo ΓPi de un poset P es el conjunto de todos los elementos de altura i, i.e.,
ΓPi = {a ∈ [n] : h(a) = i}.
Observemos que cada nivel de un poset tiene la estructura de orden de una anticadena.
Definición 3.1.4. Un poset P = ([n],P) se dice jerárquico si los elementos de distintos niveles
(anticadenas) son siempre comparables, es decir, si a∈ ΓPi y b∈ ΓPj , entonces aP b si y sólo si i< j.
Un espacio jerárquico es un P-espacio, con P un poset jerárquico.
Ahora definimos poset jerárquico con niveles.
Definición 3.1.5. Sean n1,n2, . . . ,nt números naturales con n1+n2+ · · ·+nt = n. El poset jerárquico
con t niveles y n elementos, que denotamos por H(n;n1, . . . ,nt), es el poset definido en el conjunto
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{(i, j) : 1≤ i≤ t,1≤ j ≤ ni} por la relación de orden
(i, j)< (l,m) ⇔ i < l.
En particular el poset H(n;1, . . . ,1) es una cadena de altura n y el poset H(n;n) es una anticadena
de n elementos, que también puede denotarse como n.
Ejemplo 3.1.6. El siguiente gráfico muestra el diagrama de Hasse del poset jerárquico H(9;3,2,4)
4 5
1 2 3
6 7 8 9
De ahora en adelante, si no se presenta ninguna confusión, omitiremos P como superíndice en ΓPi
y como subíndice en P, 〈·〉P, y wP.
Opereaciones de posets
A continuación definiremos algunas operaciones sobre posets que serán de utilidad en las próxi-
mas secciones.
Definición 3.1.7. Sean P1 = ([n1],P1) y P2 = ([n2],P2) dos posets. Definimos la suma o unión
disjunta P1+P2, como el orden parcial sobre [n1]∪ [n2] (unión disjunta) dado por las relaciones:
(i) si i, j ∈ [n1] y i j en P1, entonces i j en P1+P2,
(ii) si i, j ∈ [n2] y i j en P2, entonces i j en P1+P2.
Podemos notar que esta operación de posets es asociativa y conmutativa. Visualmente, el diagrama
de Hasse de la unión disjunta de posets se puede obtener yuxtaponiendo los dos diagramas de Hasse
de cada uno de los posets, como podemos er en el siguiente ejemplo.
Ejemplo 3.1.8. En la siguiente figura podemos ver la unión disjunta de los posets P1 y P2, dados por
sus respectivos diagramas de Hasse.
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1 2
3
P1
1′
2′ 3′
P2
1 2
3
P1+P2
1′
2′ 3′
1 2
3
P2+P1
1′
2′ 3′
Definición 3.1.9. Sean P1 = ([n1],P1) y P2 = ([n2],P2), dos posets, definimos la suma ordinal
P1⊕P2, como el orden parcial sobre [n1]∪ [n2](unión disjunta) dado por las relaciones:
(i) si i, j ∈ [n1] y i j en P1, entonces i j en P1+P2,
(ii) si i, j ∈ [n2] y i j en P2, entonces i j en P1+P2,
(iii) si i ∈ P1 y j ∈ P2, entonces i j en P1+P2.
En este caso, la suma ordinal de posets si es asociativa, pero en general no es conmutativa.
Ejemplo 3.1.10. Sean P1 y P2, como en el ejemplo 3.1.8. En la siguiente figura podemos ver la suma
ordinal de los posets P1 y P2, dados por sus respectivos diagramas de Hasse.
1 2
3
1′
2′ 3′
1′
2′ 3′
P2⊕P1
1 2
3
P1⊕P2
Debemos mencionar, que si bien P1⊕P2 y P1+P2 son posets sobre el conjunto [n1]∪ [n2], consi-
derando la unión disjunta, podemos considerarlos como posets sobre [n], donde n = n1+n2, identifi-
cando [n1] con los primeros n1 elementos de [n] y a [n2] con el resto de elementos consecutivamente.
A partir de ahora, consideraremos estos posets con esa identificación.
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Observación 3.1.11. Es interesante notar que todo poset jerárquico se puede descomponer como la
suma ordinal de anticadenas.
H(n;n1, . . . ,nk) =
k⊕
i=1
H(ni;ni).
Por ejemplo, el poset H(5;2,3) =H(2;2)⊕H(3;3).
Definición 3.1.12. Sean P = ([n],P) un poset, definimos el poset dual P⊥, como el orden parcial
sobre [n] dado por la relación:
iP⊥ j⇐⇒ j P i.
Ejemplo 3.1.13. En el siguiente gráfico podemos ver los diagramas de Hasse del Poset P, dado por
las relaciones 1 3, 2 3, 2 4 y de su poset dual P⊥ dado por las relaciones 3 1, 3 2, 2 4.
1 2
3 4
P
3 4
1 2
P⊥
Definición 3.1.14. Una permutación pi de [n] es un automorfismo del poset P= ([n],P) si la acción
de pi preserva las relaciones de orden del poset, es decir si
iP j⇐⇒ φ(i)Q φ( j) para todo i, j ∈ [n].
Denotamos por Aut(P) al grupo de automorfismos del poset P. Notar que dos posets isomorfos siem-
pre pueden representarse por el mismo diagrama de Hasse. Un poset P = ([n],P) se dice autodual
si es isomorfo a su poset dual P⊥, es decir, si existe una permutación de [n] tal que
iP j⇐⇒ pi(i)P⊥ pi( j) para todo i, j ∈ [n].
Ejemplo 3.1.15. Sea P el poset dado por las relaciones 1 2, 1 3, 2 4 , 3 4 y sea pi = (14) la
transposición que intercambia el 1 con el 4. Entonces se puede ver que P es autodual.
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1
2 3
4
P
3.2. Propiedades métricas de los P-espacios.
Uno de los aspectos básicos en la teoría de códigos es el hecho que, dado un código lineal C ⊆ Fnq,
existe un código equivalente C′ que tiene una matriz generadora en forma standard. Para obtener esa
matriz necesitamos realizar operaciones básicas sobre filas a la matriz generadora de C para obtener
una matriz escalón reducida por filas, seguido de una permutación de columnas. Debemos remarcar
que las operaciones por filas preservan el código, solo dan otra base del mismo, mientras que las
permutaciones de columnas, siendo simetrías del espacio con respecto a la métrica de Hamming, dan
códigos equivalentes (no necesariamente iguales).
P-equivalencia
Consideremos el espacio (Fnq,dP). Un mapa T : Fnq→ Fnq se dice P-isometría si
dP(T (u),T (v)) = dP(u,v)
para todo u,v ∈ Fnq.
Denotemos por GLP(Fq) el grupo de isometrías lineales del P-espacio, i.e.,
GLP(Fq) := {T : Fnq→ Fnq : T es una P-isometría lineal}.
Dos códigos lineales C,C′ ⊆ Fnq se dicen P-equivalentes si existe T ∈ GLP(Fq) tal que T (C) = C′.
Esta definición coincide con la equivalencia usual de códigos en el espacio de Hamming. Observemos
que dos códigos P-equivalentes son, geométricamente hablando, indistinguibles.
Invariantes
Muchas propiedades importantes de códigos estan determinadas por invariantes de la métrica. Por
ejemplo, la capacidad correctora de un código está determinada por el radio de empaquetamiento, el
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cual, puede (o no) estar determinado por la distancia mínima.
Dado que la distancia dP sólo asume valores en [n]∪{0}, para u ∈ Fnq y r ∈ [n], sean
B(u,r) = {v ∈ Fnq : dP(u,v)≤ r} y S(u,r) = {v ∈ Fnq : dP(u,v) = r}
la bola y la esfera de radio r y centro u, respectivamente Si S es un subconjunto de Fnq, entonces:
(i) La distancia mínima de S es la mínima distancia entre dos elementos de S, i.e.,
dP(S) = mı´n{dP(x,y) : x,y ∈ S,x 6= y}.
(ii) El radio de empaquetamiento de S es el entero positivo más grande PP(S) tal que las bolas
de radio PP(S) centradas en los elementos de S son disjuntas dos a dos, i.e.,
PP(S) = ma´x{i ∈ Z : B(u, i)∩B(v, i) = /0, ∀ u,v ∈ S con u 6= v}.
(iii) El radio de cubrimiento de S es el mínimo entero positivo Cov,P(S) tal que las bolas de radio
Cov,P(S) centradas en los elementos de S cubren Fnq, i.e.,
Cov,P(S) = mı´n
{
i ∈ Z : Fnq =
⋃
u∈S
B(u, i)
}
.
(iv) El radio de Chebyshev de S es el mínimo entero positivo RP(S) tal que existe una bola
centrada en el vector u ∈ Fnq con radioRP(S) que contiene a S , i.e.,
RP(S) = mı´n{i ∈ Z : S ⊆ B(u, i) para algún u ∈ Fnq}.
Un vector u alcanzando este mínimo se dice centro de Chebyshev S.
Si no se presenta ninguna confusión, podemos omitir el índice P y escribir sólo d(S),P(S),Cov(S)
yR(S) para la distancia mínima y los radios de empaquetamiento, cubrimiento y de Chebyshev, res-
pectivamente. En [35], los autores dieron una fórmula explícita para la distancia mínima y para el
radio de empaquetamiento.
3.3. Grupo de simetrías de métricas poset
En esta sección nos dedicaremos a estudiar los grupos de simetrías de métricas poset. Más espe-
cíficamente, en el caso de posets jerárquicos podremos dar explícitamente una descripción de tales
grupos, generalizando resultados previos de otros autores.
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En [51], Panek, Firer et al. calcularon el grupo de isometrías lineales para una métrica poset. En
[34], lograron calcular el grupo de simetrías de los espacios de Rosenbloom-Tsfasman.
El siguiente resultado nos permitirá relacionar el grupo de simetrías de la suma ordinal de dos
posets con los grupos de simetrías de cada uno de ellos, obteniendo una especie de recursión que
facilitará su cálculo. Para ello necesitaremos el siguiente resultado. Para simplificar la notación, dado
un poset P en [n], denotaremos por GP al grafo de distancias asociado G(Fnq,dP).
Lema 3.3.1. Sea P = P1⊕ P2 un poset en [n], con P1 y P2 posets en [n1] y [n2] respectivamente.
Entonces, el grafo de distancias asociado GP se descompone como la unión de dos grafos de la
siguiente forma
GP = qn2GP1 ∪GP2 [Kcqn1 ],
donde Kcqn1 es el grafo con q
n1 vértices y ninguna arista.
Demostración. Sean (x,y),(x′,y′) ∈ Fn1q ×Fn2q , entonces tenemos que
dP((x,y),(x′,y′)) = wP((x− x′,y− y′)) =
{
wP1(x− x′) si y = y′,
n1+wP2(y− y′) si y 6= y′.
Es decir que se cumple la siguiente condición
dP((x,y),(x′,y′))≤ n1 ⇐⇒ y = y′,
por lo tanto, podemos separar el grafo GP en dos partes, una cuyas aristas sean las distancias menores
o iguales a n1 y el resto. Claramente, en el primer caso tenemos qn1 (una por cada clase de Fnq/F
n1
q )
copias del grafo GP1 . En el otro caso, tenemos que si dP((x,y),(x′,y′))> n1, entonces
dP((x,y),(x′,y′)) = dP((z,y),(x′,y′))
para todo z ∈ Fn1q . Es decir, el grafo es de la forma GP2[Kcqn1 ], como queríamos ver.
Teorema 3.3.2. Si P = P1⊕P2 un poset en [n], con P1 y P2 posets en [n1] y [n2] respectivamente,
entonces
Γ(Fnq,dP)' Γ(Fn1q ,dP1) oΓ(Fn2q ,dP2).
Demostración. Sean G1 = Γ(Fn1q ,dP1) y G2 = Γ(F
n2
q ,dP2), X = F
n1
q , Y = Fn2q . Si σ ∈GY1 , definimos la
función φσ : X×Y → X×Y como φσ (x,y) = (σy(x),y). Veamos que φσ ∈ Γ. Tenemos
dP(φσ (x1,y1),φσ (x2,y2)) = dP((σy1(x1),y1),(σy2(x2),y2))
= wP((σy1(x1),y1)− (σy2(x2),y2))
= wP((σy1(x1)−σy2(x2),y1− y2)).
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Caso y1 = y2:
wP((σy1(x1)−σy2(x2),y1− y2)) = wP((σy1(x1)−σy2(x2),0))
= |〈supp((σy1(x1)−σy2(x2),0))〉P|
= |〈supp((σy1(x1)−σy2(x2)))〉P1|
= dP1((σy1(x1),σy2(x2)))
= dP1((x1,x2))
= wP1(x1− x2)
= wP(x1− x2,0))
= wP((x1− x2,y1− y2))
= dP((x1,y1),(x2,y2)).
Caso y1 6= y2:
wP((σy1(x1)−σy2(x2),y1− y2)) = wP((σy1(x1)−σy2(x2),y1− y2))
= |〈supp((σy1(x1)−σy2(x2),y1− y2))〉P|
= n1+ |〈supp(y1− y2)〉P2|
= |〈supp(x1− x2,y1− y2))〉P|
= dP((x1,y1),(x2,y2)).
Sea τ ∈ G2, definimos ϕτ : X×Y → X×Y por ϕτ(x,y) = (x,τ(y)). Veamos que τ ∈ Γ. Tenemos
dP(ϕτ(x1,y1),ϕτ(x2,y2)) = dP((x1,τ(y1)),(x2,τ(y2)))
= wP((x1,τ(y1))− (x2,τ(y2)))
= wP((x1− x2,τ(y1)− τ(y2))).
Caso y1 = y2:
wP((x1− x2,τ(y1)− τ(y2))) = wP((x1− x2,0))
= wP((x1− x2,y1− y2))
= dP((x1,y1),(x2,y2)).
Caso y1 6= y2:
wP((x1− x2,τ(y1)− τ(y2))) = n1+wP2(τ(y1)− τ(y2)).
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Esto nos dice que GY1 ,G2 ⊂ Γ.
Ahora consideremos el grafo de distancias asociado a la métrica dp. Es claro que podemos des-
componerlo en la unión de dos grafos G1 y G2, correspondientes a las aristas de peso menor o igual
que n1, y mayor que n1, respectivamente. Claramente G1 es la unión disjunta de qn2 copias (una por
cada coclase de Fnq/F
n1
q ) del grafo asociado a (F
n1
q ,dp1), por lo tanto
Aut(G1) = G1 oSY .
Por otro lado, G2 = GP2[Kcqn1 ], donde GP2 es el grafo asociado a la distancia (Fn2q ,dp2), entonces
Aut(G2) = SX oG2.
Ahora, para finalizar, tenemos que
Aut(GP) = Aut(GP1)∩Aut(GP2) = GY1 oG2
como queríamos ver y la demostración está completa.
El Teorema anterior nos permite calcular el grupo de simtrías de un espacio jerárquico.
Teorema 3.3.3. Sea P =H(n;n1, . . . ,nk) un poset jerárquico, entonces se tiene que
Γ(Fnq,dP)' ((Sq oSn1) o · · · o (Sq oSnk)).
Cuando el poset es una cadena, es decir en el caso de la métrica RT , podemos dar explícitamente
el grupo de simetrías. Este resultado coincide con los obtenidos previamente en [34, Cor. 3.1] y [50,
Cor. 3.3].
Corolario 3.3.4. Sea P =H(n;1, . . . ,1) un poset cadena, entonces se tiene que
Γ(Fnq,dP)' (Sq o · · · oSq︸ ︷︷ ︸
n
).
Demostración. Como el poset P es jerárquico, por el Teorema 3.3.3 tenemos que el grupo de simetrías
es Γ(Fnq,dP)' (Sq oS1) o · · · o (Sq oS1). Usando que S1 = id, se tiene que Sn oS1 = Sn, de donde se tiene
el resultado buscado.
Ejemplo 3.3.5. Consideremos de nuevo el poset jerárquico P = H(8;3,2,3), dado por la siguiente
figura. El teorema anterior nos dice que el grupo de simetrías de la métrica inducida por ese poset es
Γ(F8q,dP)'
(
(Sq oS3) o (Sq oS2)
) o (Sq oS3).
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4 5
1 2 3
6 7 8
Figura 3.1: H(8;3,2,3)
El cardinal de este grupo es
|Γ(F8q,dP)|= ((q!33!)q
2
q!22)q
3
q!33!
Por ejemplo, si q = 2 se tiene
|Γ(F82,dP)|= ((23 6)4 8)3 48 = 21634 = 3.676.258.543.978.604.182.634.496
lo cual muestra lo grande que son estos grupos de simetrías.
3.4. Métricas poset con pesos
Sea (G,dHam) el espacio métrico de Hamming. Podemos extender la métrica de Hamming a una
métrica en Gn de la siguiente forma
d(x,y) :=
n
∑
k=1
2k dHam(xk,yk) (3.2)
con x = (x1, . . . ,xn),y = (y1, . . . ,yn) ∈ Gn.
Notemos que dados x,y ∈ Gn, w(x) = w(y) si y sólo si supp(x) = supp(y), es decir si para cada
i = 0, . . . ,n se tiene que wHam(xi) = wHam(yi). Es decir, la partición inducida por (Gn,d) es de la
forma
P = {Pi1×·· ·×Pin : Pi j ∈ PHam, j = 1, . . . ,n} .
Por lo tanto (Gn,d) es la métrica producto de n copias de (G,dHam) (ver 2.2.17).
Ejemplo 3.4.1. En particular, tomando n = 2, obtenemos una distancia en Z2×Z2 dada por los
siguientes pesos
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w(x) =

0 si x = (0,0),
1 si x = (1,0),
2 si x = (0,1),
3 si x = (1,1),
La métrica descripta anteriormente es un ejemplo de métrica de Hamming con pesos ([4]), que
a su vez puede verse como un caso particular de métricas poset con pesos ([26]), como veremos a
continuación.
Sea (P,) un conjunto parcialmente ordenado y sea pi una función de P en N. Diremos que
(P,,pi) es un poset con pi-pesos, al cual denotaremos por Ppi . El Ppi -peso de x ∈Gn esta definido por
wPpi (x) = ∑
i∈〈x〉P
pi(i).
La Ppi -distancia de vectores x,y ∈ Gn está definida como
dPpi (x,y) = wPpi (x− y).
Notemos que cuando la función de pesos pi : P→ N esta dada por pi(i) = 1 para todo i en P,
tenemos que
dPpi (x,y) = dP(x,y),
es decir coincide con la definición de métrica poset.
Lema 3.4.2. Si Ppi es un poset con pesos, entonces la Ppi -distancia dPpi es una métrica en Gn.
En particular, la métrica producto definida en (3.2) se puede obtener tomando el poset anticadena
y la función
pi : P→ N
k 7→ 2k.
Supongamos ahora que queremos extender de la misma forma una métrica (G,d), a una métrica
(Gn,dnProd). Sea
r = ma´x
x∈G
{w(x)}+1,
62
3.4. Métricas poset con pesos
entonces tomando la función
pi : P→ N
k 7→ rk,
definimos la métrica producto,
dnProd(x,y) := dPpi =
n
∑
k=1
rk d(xk− yk) x,y ∈ Gn.
Ejemplo 3.4.3. Consideremos es espacio métrico (Z2,dHam), en este caso tenemos que r = 2, por lo
tanto podemos definir la métrica producto
dnProd(x,y) := dPpi =
n
∑
k=1
2k dHam(xk− yk) x,y ∈ Gn.
En particular, tomando n = 2, obtenemos una distancia dada por los siguientes pesos
wnProd(x) =

0 si x = (0,0),
1 si x = (1,0),
2 si x = (0,1),
3 si x = (1,1),
Recordemos que en el caso de métricas inducidas por un poset jerárquico H(n;n1, . . . ,nk) se co-
rrespondían con los esquemas de asociación de la forma H(n1,q) o · · · oH(nk,q). Ahora, consideramos
H(n,n1, . . . ,nk) como un poset con pesos, dándole a cada nivel la función peso correspondiente para
obtener la métrica de Hamming con pesos. Por lo tanto, la métrica obtenida será de la forma
dn1Prod o · · · odnkProd.
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Capítulo 4
Dualidad e identidades de MacWilliams
En la teoría de códigos, uno de los resultados más importantes es la identidad de MacWilliams,
que relaciona el enumerador de peso de un código con el enumerador de pesos de su código dual.
Esta identidad, originalmente para códigos lineales con las distancia de Hamming, fue generalizada
para esquemas de asociación por Delsarte [14]. En este capítulo utilizando la dualidad de esquemas
de asociación, definiremos la dualidad de métricas para obtener las correspondientes identidades de
MacWilliams. En particular, para el caso de métricas poset daremos otra descripción de esta identidad.
4.1. Dualidad
En esta sección G será un grupo abeliano finito (en caso de no aclararse lo contrario). Definiremos
el concepto de dualidad de una métrica, que está relacionado con la existencia de una identidad de
MacWillians que relaciona el enumerador de peso de un código con el enumerador de peso del código
dual, análogo al caso de la distancia de Hamming. Daremos condiciones para determinar cuándo una
métrica es reflexiva o autodual.
El grupo de caracteres de G se define como Ĝ := Hom(G,C∗) con la operación
(χ1+χ2)(g) := χ1(g)χ2(g) ∀χi ∈ Ĝ, g ∈ G.
Seguiremos el trabajo de Zinoviev y Ericson en [68].
Es bien sabido que G y Ĝ son isomorfos (no canónicamente), y en particular |G|= |Ĝ|. Los grupos
G y Ĝ son naturalmente isomorfos mediante el mapeo que lleva el elemento g ∈ G al carácter de Gˆ
que envía χ ∈ Gˆ a χ(g). Por lo tanto g(χ) = χ(g). Esto nos sugiere utilizar la notación 〈χ,g〉 := χ(g),
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y por lo tanto tenemos las identidades
〈χ,g〉= 〈g,χ〉
〈χ,g1+g2〉= 〈χ,g1〉〈χ,g2〉
〈χ1+χ2,g〉= 〈χ1,g〉〈χ2,g〉.
Definición 4.1.1. Sea G un grupo abeliano. Un código aditivo C de longitud n sobre R es un subgrupo
C ∈ Gn.
Definición 4.1.2. Sea C ≤ G un código aditivo, i.e. un subgrupo de G, definimos el código dual
C⊥ ≤ Ĝ como sigue
C⊥ = {χ ∈ Ĝ : 〈χ,h〉= 1, ∀h ∈ C}.
Es fácil ver que C⊥ ' Ĝ/C, y por lo tanto |C⊥||C|= |G| , y más aún (C⊥)⊥ = C para todo C ≤ G.
Sea V un espacio vectorial complejo y sea f : G→V . La transformada de Fourier de f es
f̂ : Ĝ−→ V
χ 7−→ ∑
g∈G
〈χ,g〉 f (g)
La transformada de Fourier es invertible, y con la identificación canónica de G y Ĝ , se tiene que
f̂ (g) = |G| f (−g).
La función f y su transformada de Fourier satisfacen la siguiente fórmula (sumatoria de Poisson)
∑
x∈C⊥
f̂ (χ) = |C⊥|∑
h∈C
f (h),
para todo código C ∈ G.
Definición 4.1.3. Denotemos por CG al espacio vectorial de todas las funciones G→ C. Dada una
partición P de G, definimos
L(P) = { f ∈ CG : f (x) =
n
∑
i=0
fi 1Pi},
donde 1Pi es la función característica del conjunto Pi.
Definición 4.1.4. Sea P = P1| · · · |PM una partición de G. La partición dual de P , denotada P̂ , es la
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partición de Ĝ definida por la relación de equivalencia:
χ ∼P̂ χ ′⇐⇒ ∑
g∈Pm
〈χ,g〉= ∑
g∈Pm
〈χ ′,g〉 χ,χ ′ ∈ Ĝ,m = 1, . . . ,M.
Sea P̂ = Q1| · · · |QL, definimos los coeficientes de Krawtchouk generalizados:
K`,m = ∑
g∈Pm
〈χ,g〉
donde χ es cualquier elemento en Ql .
La matriz K = (Kl,m)∈CN×M es la matriz de Krawtchouk generalizada de (P, P̂). La partición
P se dice Fourier reflexiva, o simplemente reflexiva, si P̂ =P . Identificando los grupos isomorfos G
y Gˆ podríamos tener que P̂ =P , en este caso diremos que P es autodual (con respecto al isomorfismo
dado entre G y Gˆ).
Observación 4.1.5. Es importante notar que en el caso que P sea una partición de Schur, entonces la
definición previa coincide con la definición de anillos de Schur duales (ver (1.15)).
En [21], Gluesing-Luerssen caracterizó la reflexividad de una partición. El resultado nos permite
decir que si la partición dual P̂ tiene el mismo número de bloques que P , entonces P es reflexiva.
Teorema 4.1.6. Se tiene que |P| ≤ |P̂| y P̂ ≤ P . Más aún, P es reflexiva si y sólo si |P|= |P̂|.
Las particiones reflexivas están relacionadas directamente con los esquemas de asociación. De
hecho, con el resultado anterior es posible demostrar que la partición P es reflexiva si y sólo si
la partición R = R1 |R2 | · · · |RM de G×G definida por (x,y) ∈ Rm ⇔ x− y ∈ Pm es un esquema
de asociación abeliano. En el estudio de esquemas de asociación, esto ya fue establecido en [48,
Cor. 4.51] asi también como en [68, Thm. 1] y se remonta a [49, Sec. 2.6.1].
Ahora veremos que si P = P1| . . . |PM es una partición unitaria simétrica de G entonces P̂ es una
partición unitaria simétrica de Ĝ.
El conjunto {χe}, donde χe es el cáracter trivial, siempre es un bloque de P̂ . Supongamos que
χ ∈ Ĝ pertenece a la misma partición que {χe}, es decir que
∑
g∈Pm
〈χe,g〉= ∑
g∈Pm
〈χ,g〉 χ ∈ Ĝ,m = 1, . . . ,M,
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entonces se tiene que
M
∑
m=1
∑
g∈Pm
〈χe,g〉=
M
∑
m=1
∑
g∈Pm
〈χ,g〉
∑
g∈G
〈χe,g〉= ∑
g∈G
〈χ,g〉,
y esta igualdad sólo se da si χ = χe. Esto prueba que P̂ es unitaria. Ahora, como P es simétrica,
tenemos que
∑
g∈Pm
〈χ,g〉= ∑
g∈Pm
〈χ,−g〉= ∑
g∈Pm
〈χ−1,g〉,
es decir que χ y χ−1 están en el mismo bloque de P̂ , por lo tanto, P̂ es una partición simétrica de Ĝ.
Estas observaciones nos permiten dar la siguiente definición.
Definición 4.1.7. Dado d ∈M(G)/∼P definimos la métrica dual d∗ ∈M(Ĝ)/∼P como la métrica
inducida en Ĝ por la partición dual de P(G,d). En general dado un isomorfismo entre G y Ĝ, pode-
mos considerar la métrica d∗ como una métrica sobre G. Dadas dos métricas d1,d2 ∈M(G)/ ∼P ,
diremos que d2 es una métrica dual de d1 si d2 = d∗1 vía algún isomorfismo entre G. y Ĝ. Diremos que
la métrica d es reflexiva o autodual si la partición asociada es reflexiva o autodual, respectivamente.
En particular para toda métrica schuriana, su partición induce un esquema de asociación, por lo
tanto es reflexiva.
Definición 4.1.8. Definimos la tabla de caracteres de un espacio métrico (G,d) como la matriz de
Krawtchouk generalizada K = (Kl,m) ∈ CN×M. Claramente si la matriz es cuadrada entonces d es
reflexiva, y si es autodual, se tiene que K2 = |G|Im.
Observación 4.1.9. Si (G,d) es una métrica de Schur, entonces la tabla de caracteres de la métrica es
cuadrada y coincide con la tabla de caracteres del esquema de asociación inducido por las distancias.
La matriz K = (K`,m) ∈ CN×M puede obtenerse en función de la tabla de caracteres de G, como
veremos en el siguiente ejemplo.
Ejemplo 4.1.10. Consideremos el grupo G = Z6 con la métrica d dada por la partición simétrica
P = 0|1,5|2,3,4. Sea ω = e 2pii6 la raiz sexta primitiva de la unidad. Entonces, tenemos la siguiente
tabla de caracteres de Z6.
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Tabla de caracteres de Z6
0 1 2 3 4 5
χ0 1 1 1 1 1 1
χ1 1 ω ω2 −1 ω4 ω5
χ2 1 ω2 ω4 1 ω2 ω4
χ3 1 −1 1 −1 1 −1
χ4 1 ω4 ω2 1 ω4 ω2
χ5 1 ω5 ω4 −1 ω2 ω1
Ahora procedemos a sumar las columnas correspondientes a la partición P , es decir, la columna
1 con la 5 y las columnas 2,3 y 4, obteniendo:
0 1 2 3 4 5

χ0 1 1 1 1 1 1
χ1 1 ω ω2 −1 ω4 ω5
χ2 1 ω2 ω4 1 ω2 ω4
χ3 1 −1 1 −1 1 −1
χ4 1 ω4 ω2 1 ω4 ω2
χ5 1 ω5 ω4 −1 ω2 ω1
=⇒
{0} {1,5} {2,3,4}

χ0 1 2 3
χ1 1 1 −2
χ2 1 −1 0
χ3 1 −2 1
χ4 1 −1 0
χ5 1 1 −2
Luego, descartamos las filas repetidas, y agrupamos los caracteres que corresponden a la misma
clase de la partición dual de P , obteniendo así la tabla de caracteres de la métrica:
{0} {1,5} {2,3,4}
{χ0} 1 2 3
{χ1,χ5} 1 1 -2
{χ2,χ4} 1 -1 0
{χ3} 1 -2 1
Podemos ver que la métrica d no es reflexiva, pues el cardinal de la partición dual es mayor que el
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cardinal de la partición P.. Identificando Z6 con Ẑ6 mediante el isomorfismo inducido por 1 7→ χ1,
vemos que la métrica dual d∗ es de tipo Lee.
La dualidad de anillos de Schur ofrece una gran cantidad de resultados que podemos utilizar en
el estudio de dualidad de métricas. Como consecuencia directa del Lema 1.5.12 tenemos el siguiente
resultado.
Proposición 4.1.11. Sea G un grupo abeliano, y sea d ∈M(G) una métrica schuriana. Entonces
(i) Si d es orbital, entonces es autodual.
(ii) Si d = d1×d2 entonces d∗ = d∗1×d∗2 .
(iii) Si d = d1 od2 entonces d∗ = d∗2 od∗1 .
(iv) Si d = d1∧K d2 entonces d∗ = d∗2 ∧K⊥ d∗1 .
Ejemplo 4.1.12. La métrica de Lee dLee sobre Zm es orbital, pues la partición esta dada por la acción
del automorfismo de inversión i : G→ G. Entonces por el Teorema anterior, dLee es autodual.
Definición 4.1.13. Sea G un grupo abeliano, y sea H ≤G un subgrupo. Definimos la métrica asociada
al subgrupo H, que denotaremos dH , dada por la partición
Hr{e},GrH.
Esta resulta ser una métrica de Schur, pues la partición es un caso particular de un anillo de Schur
reticular, dada por la cadena de subgrupos {e}< H < G.
Proposición 4.1.14. Sea H ≤ G, con G un grupo abeliano, entonces las métricas d∗H = dH⊥ .
Demostración. Sean 1e,1Hr{e},1GrH las funciones características de {e},Hr{e} y GrH, respec-
tivamente. Entonces, tenemos que
1̂e(χ) = χ(e) = 1. (4.1)
1̂Hr{e}(χ) = ∑
h∈H−e
χ(h) =
{
|H|−1 si χ ∈ H⊥,
−1 si χ 6∈ H⊥, (4.2)
y
1̂GrH(χ) = ∑
g∈G−H
χ(g) =

|G|− |H| si χ = 1G,
−|H| si χ ∈ H⊥−1G,
0 si χ 6∈ H⊥.
(4.3)
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Por lo tanto, la partición asociada a d∗H es 1G | H⊥−1G | Gˆ−H⊥, como se queria ver.
En particular, si H ' H⊥, se tiene que dH es autodual.
4.2. Identidades de MacWilliams
En esta sección nos dedicaremos a estudiar las identidades de MacWilliams para enumeradores de
pesos de códigos en G y sus códigos duales en Gˆ. Estos resultados generales pueden ser encontrados
en [48, Thm. 4.72, Prop. 5.42], donde Camion los derivó con la ayuda de esquemas de asociación,
y en [20, p. 94] done Forney los obtuvo para subgrupos discretos de grupos abelianos localmente
compactos. En [49, p. 88] Delsarte ya conocía la conexión entre los esquemas de asociación abelianos
y las identidades de MacWilliams. En la forma de (4.2.2) abajo y para el caso especial de particiones
autoduales (i. e., P = P̂ identificando G y Gˆ), la identidad fue establecida por Zinoviev-Ericson en
[64, Teo 1].
Sean P = P1 | · · · |PM y Q= Q1 | · · · |QL particiones de G y Gˆ, respectivamente, tales que P = Q̂
Sea K = (Km,`) ∈CM×L la matriz de Krawtchouk de (Q,P). Para un código C ≤G y su dual C⊥ ≤ Gˆ
definimos los enumeradores de partición PEP,C ∈ C[X1, . . . ,XM] y PEQ,C⊥ ∈ C[Y1, . . . ,YL] de la
siguiente manera
PEP,C =
M
∑
m=1
AmXm, PEQ,C⊥ =
L
∑`
=1
B`Y`, (4.4)
donde Am = |C ∩Pm| y B` = |C⊥∩Q`|. Estos enumeradores tienen la información de la cantidad de
palabras del código contenidas en cada bloque de la partición.
DadosP =P1 | · · · |PM una partición de G y g∈G, definimos el índice i(g), como el único número
tal que 0≤ i(g)≤M y g ∈ Pi.
Definición 4.2.1. Dados un espacio métrico (G,d) y un codigo C ≤ G, el enumerador de peso de C
es
WC,d(~X) = ∑
g∈C
Xi(g),
donde ~X = (X0,X1, . . . ,XM).
Teorema 4.2.2 (MacWilliams). Sea (G,d) un espacio métrica y sea d∗ la métrica dual, C ≤ G un
código y P la tabla de caracteres del esquema de asociación correspondiente a (G,d), entonces
WC,d(~Y ) =
1
|C⊥|WC⊥,d∗(P
~X).
Ejemplo 4.2.3. Sea C un código en (Z5,dLee). Sabemos que la métrica de Lee dLee es autodual,
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entonces para usar el Teorema anterior, calculamos la tabla de caracteres:
P =

1 2 2
1 ϕ−1 −ϕ
1 −ϕ ϕ−1
 .
por lo tanto la identidad de MacWilliams correspondiente es
WC⊥(x,y,z) =
1
|C|WC(x+2y+2z,x+(ϕ−1)y−ϕz,x+−ϕy+(ϕ−1)z),
donde ϕ = 1+
√
5
2 .
4.2.1. Dualidad sobre anillos
Ahora podemos considerar códigos sobre Rn, con R un anillo finito, es decir, tomamos un anillo
en lugar de un grupo G.
Definición 4.2.4. Sea R un anillo finito. Un código lineal a izquierda (a derecha) C de longitud n
sobre R es un R-submódulo a izquierda (a derecha) C ∈ Rn.
Los resultados vistos anteriormente sobre dualidad de códigos aditivos se pueden generalizar a
códigos lineales sobre anillos, pues claramente todo código lineal de Rn es un código aditivo del
grupo base de R. El único inconveniente es que en Rn tenemos definido un producto punto canónico
x · y =
n
∑
i
xiyi para todox,y ∈ Rn,
el cual nos permite, dado un código C ∈ Rn, definir un código dual
C⊥⊥ := {v ∈ Rn : v ·a = 0 para todo a ∈ C},
el cual es el utilizado tradicionalmente en el estudio de códigos sobre Fq y sobre anillos finitos en
general. Ahora que los resultados anteriores sobre dualidad e identidades de MacWilliams sigan va-
liendo, deberíamos identificar de alguna forma el código dual (con respecto al grupo de caracteres)
con el código dual con respecto al producto punto. Esta situación se da exactamente cuando R es un
anillo de Frobenius. A continuación daremos la definición y el resultado que nos permite relacionar
las dos definiciones de códigos duales. Sólo daremos una mínima reseña sobre esto, para mas infor-
mación sobre la importancia de los anillos de Frobenius en la Teoría de Códigos, recomendamos leer
el trabajo de Jay Wood [66].
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Sea R un anillo conmutativo finito con identidad.Su grupo de unidades se denota U(R). El grupo
de caracteres de (R,+) puede ser dotado de una estructura de R-módulo mediante la multiplicación
escalar definida por rχ(a) := χ(ra), y llamamos a R̂ el módulo de caracteres de R.
Mientras que los grupos aditivos de R y R̂ son isomorfos, esto no es necesariamente cierto para el
caso de los R-módulos R y R̂. Estos últimos son isomorfos si y sólo si R es un anillo de Frobenius.
En la teoría de anillos, los anillos de Frobenius se definen comúnmente a través de su sócalo (ver
[29, Def. 16.14]). Sin embargo, para anillos conmutativos finitos, se sigue (ver Hirano [24, Thm. 1] y
Honold [25, p. 409]) que es equivalente a la definición que daremos a continuación.
Definición 4.2.5. Un anillo conmutativo finito R se dice de Frobenius si existe un caracter χ ∈ R̂ tal
que α : R−→ R̂, r 7−→ rχ es un isomorfismo de R-módulos. Cualquier carácter χ con esta propiedad
se dice carácter generador de R.
Obviamente, dos caracteres generadores χ, χ ′ difieren en una unidad, i.e., χ ′ = uχ para algún
u ∈ U(R).
Muchos ejemplos clásicos de anillos conmutativos son anillos de Frobenius. A continuación ve-
remos algunos ejemplos. Mas detalles se pueden encontrar en [65, Exam. 4.4].
Ejemplo 4.2.6.
(i) El anillo de enteros Zn, donde n∈N, es un anillo de Frobenius. Un carácter generador esta dado
por χ(g) := ζ g para todo g ∈ Zn, donde ζ ∈ C es una raíz n-ésima primitiva de la unidad. Cada
carácter esta dado por aχ(g) = χ(ag) = ζ ag para algún a ∈ Zn.
(ii) Todo cuerpo finito Fq con q = pr es un anillo de Frobenius. Sea Tr : Fq→ Fp la función traza,
entonces un carácter generador es de la forma χ(k) := e2piiTr(k)/p para todo k ∈ Fp.
(iii) Anillos de cadena finitos, anillos de grupo finitos sobre un anillo de Frobenius, producto directo
de anillos de Frobenius y anillos de Galois son también anillos de Frobenius.
(iv) El anillo R = F2[x,y]/(x2,y2,xy) es un anillo local que no es Frobenius; ver [11, Ex. 3.2].
El siguiente resultado se puede encontrar en [21, Thm. 5.4]. Para la parte (ii) también se puede
encontrar en [65, Thm. 7.7]
Teorema 4.2.7. Sea R un anillo de Frobenius finito y conmutativo, y sea χ un carácter generador de
R. Sean v,a∈ Rn, denotamos por v ·a :=∑ni=1 viai el producto interno canónico. Más aún, para v∈ Rn
definimos el carácter χv ∈ R̂n via χv(a) = χ(v ·a) = 〈χ,v ·a〉 para todo a ∈ Rn. Entonces tenemos lo
siguiente:
(i) El mapa α : Rn −→ R̂n, y 7−→ χy es un isomorfismo de R-módulos.
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(ii) Para un código C ⊆Rn definimos el código dual con respecto al producto interno canónico como
C⊥⊥ := {v∈ Rn | v ·a= 0 para todo a∈ C}. Entonces el código aditivo dual (C,+) y el dual con
respecto al producto interno coinciden; precisamente
α(C⊥⊥) = C⊥ = {ψ ∈ R̂n : 〈ψ,a〉= 1 for all a ∈ C}.
Este teorema nos dice que al trabajar códigos sobre Rn, con R un anillo de Frobenius, los resultados
de dualidad e identidades de MacWilliams pueden utilizarse para relacionar el enumerador de peso
de un código C ⊆ Rn con el enumerador de peso de su código dual con respecto al producto punto, así
como lo hacíamos en el caso aditivo.
Observación 4.2.8. Para todo anillo de Frobenius R y todo código C ⊆ Rn, se tiene que (C⊥⊥)⊥⊥ = C,
por lo tanto, |C||(C⊥⊥)| = |Rn|. Si n = 1, entonces C ⊆ R es un ideal en R, y la identidad C⊥⊥⊥⊥ = C
se conoce como la propiedad del doble anulador (ver [29, Thm. 15.1]). Esta propiedad no se cumple
en general si R no es un anillo de Frobenius. Por ejemplo, consideremos el ideal C = (x) en el anillo
R= F2[x,y]/(x2,y2,xy). En este caso, (x)⊥⊥ = (x,y) y (x)⊥⊥⊥⊥ = (x, y) 6= (x) (por lo tanto R no puede
ser un anillo de Fobenius).
4.2.2. Identidades de MacWilliams para métricas poset
En [27], [45], los autores estudiaron la existencia de identidades de MacWilliams para métricas
poset y probaron que ser un poset jerárquico es una condición necesaria y suficiente para que la
métrica inducida admita una identidad de MacWilliams. Además, dieron fórmulas explicitas para las
automatrices de los esquemas de asociación dados por esas métricas. Utilizando esos resultados en
los posets anticadenas y cadenas, se pueden obtener la identidades de MacWilliams para la métrica
de Hamming y la métrica de Rosenbloom-Tasfaman, obtenida en [58].
Definición 4.2.9. Dado un P = ([n],), se dice que admite un esquema de asociación, si el par
(Fnq,RdP) es un esquema de asociación, donde
RdP =
{
(x,y) ∈ Fnq×Fnq : dp(x,y) = i
}
.
En la terminología utilizada en esta tesis, esto nos dice que P admite un esquema de asociación si
y sólo si la métrica dP es una métrica de Schur. Ahora podemos considerar la siguiente caracterización
de posets jerárquicos.
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Teorema 4.2.10 ([37, Thm. 3]). Sea P = ([n],) un poset y se (Fq,dP) el espacio poset correspon-
diente. Entonces son equivalentes:
(i) P es un poset jerárquico.
(ii) P admite un esquema de asociación.
Es decir que una métrica poset dP sobre Fnq es una métrica de Schur y sólo si P es un poset
jerárquico. Esta es una de las razones por las cuales la familia de posets jerárquicos parecen ser mas
importantes. El siguiente teorema nos permitirá determinar la métrica dual d∗p, en el caso que P sea
un poset jerárquico.
Teorema 4.2.11 ([46, Thm. 3.8]). Sea P un poset jerárquico. Entonces, (Fnq,RP⊥) y (F̂q
n
,R∗P) son
isomorfos como esquemas de asociación.
Es decir que los anillos de Schur correspondientes son isomorfos, por lo tanto, se tiene el siguiente
resultado.
Teorema 4.2.12. Sea P un poset jerárquico. Entonces, dP y dP⊥ son duales.
Ahora que sabemos esto, pasaremos a determinar explícitamente la identidad de MacWilliams,
utilizando los resultados de las secciones anteriores. Supongamos que P = P1⊕P2 es un poset sobre
[n], y P1,P2 son posets sobre [n1] y [n2] respectivamente, con n = n1 + n2. Consideremos el espacio
métrico (Fnq,dp). Ahora sea χ un carácter de Fnq ' Fn1q ×Fn2q , y sea u = (x,y) ∈ Fn1q ×Fn2q , entonces se
tiene que
χ(u) = χn1(x)χn2(y), (4.5)
donde χn1 , χn2 son caracteres de F
n1
q y Fn2q respectivamente. De lo cual deducimos que si
u = (x,y) ∈ Fn1q ×Fn2q , y χ ∈ (Fn1q )⊥, entonces tenemos que
χ(x,y) = χn2(y). (4.6)
Además, si y = (0, . . . ,0) tenemos que
χ(x,y) = χn1(x). (4.7)
Comenzamos ahora con la tabla de caracteres de Fn1q ×Fn2q , la cual es de la forma:
75
Capítulo 4. Dualidad e identidades de MacWilliams
(Fn1q )⊥


Fn1q︷ ︸︸ ︷
1 1 · · · 1 ∗ ∗ · · · ∗
1 1 · · · 1 ∗ ∗ · · · ∗
...
...
...
... . . .
...
...
...
1 1 · · · 1 ∗ ∗ · · · ∗
∗ · · · · · · ∗ ∗ ∗ · · · ∗
...
...
...
...
...
...
...
...
∗ ∗ ∗ ∗ ∗ ∗ · · · ∗

Ahora, debemos sumar las columnas correspondientes a cada bloque de la partición P(Fnq,dP). Para
ello observemos que por (4.5),(4.6) y (4.7) tenemos lo siguiente
∑
(x,y)∈Pi
χ(x,y) =

∑
x |(x,y)∈Pi
χn1(x) si y = (0, . . . ,0),
qn1 ∑
y |(x,y)∈Pi
χn2(y) si χ ∈ (Fn1q )⊥, y 6= (0, . . . ,0),
0 si χ 6∈ (Fn1q )⊥ y 6= (0, . . . ,0).
(4.8)
Por lo tanto, obtenemos la siguiente matriz

a1 a2 · · · ak ∗ ∗ · · · ∗
a1 a2 · · · ak ∗ ∗ · · · ∗
...
...
...
... . . .
...
...
...
a1 a2 · · · ak ∗ ∗ · · · ∗
∗ ∗ · · · ∗ 0 0 · · · 0
... ∗ ... ... ... ... ... ...
∗ ∗ · · · ∗ 0 0 · · · 0

A continuación, debemos eliminar las filas repetidas. Utilizando (4.8) y las tablas de caracteres de
76
4.2. Identidades de MacWilliams
Fn1q y Fn2q , obtenemos

a1 a2 · · · ak
a1 a2 · · · ak
...
...
...
...
T˜2
a1 a2 · · · ak
0 0 · · · 0
...
...
...
...T¯1
0 0 · · · 0

,
donde T¯1 es la matriz obtenida de la tabla de caracteres T1 de Fn1q eliminando la fila correspondiente
al bloque {χ0} (carácter trivial), T˜2 es la matriz obtenida eliminando la columna correspondiente al
bloque {0} y (a1, . . . ,ak) es la primera fila de la matriz T¯1.
Las consideraciones anteriores nos permiten formular el siguiente teorema que, en el caso parti-
cular de que P sea un poset jerárquico, coindice con las identidades de MacWilliams ya conocidas en
la literatura, mencionadas por ejemplo en [35].
Teorema 4.2.13. Sea P= P1⊕P2 un poset, entonces la tabla de caracteres de (Fnq,dP) es de la forma
T =

A T˜2
T1 0

donde T1 es la tabla de caracteres de (Fn1q ,dP1), y Tˆ2 = qn1T2, donde T2 es la tabla de caracteres
de (Fn2q ,dP2) con la primer columna eliminada. Además, A es la matriz n2 × (n1+1) cuyas filas
A j,∗ = (T1)1,∗, para 1≤ j ≤ n2.
En [58], los autores calculan las tablas de caracteres para el caso de los posets cadenas, los cuales
compararemos con el método recursivo dado por el teorema anterior.
Ejemplo 4.2.14. Consideremos la métrica RT en Fnq, es decir, la métrica dada por el poset cadena Pn =
1≺ 2≺ ·· · ≺ n. En particular tenemos que P1 = 1, P2 = 1⊕1 y P3 = 1⊕ (1⊕1) = (1⊕1)⊕1, donde
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1 es el poset que consiste en un único elemento. El teorema anterior nos dice cómo obtener las tablas
de caracteres θ1,θ2,θ3 correspondientes a cada espacio métrico, utilizando las descomposiciones de
los posets.
θ1 =
 1 q−1
1 −1
 θ2 =

1 q−1 q(q−1)
1 q−1 −q
1 −1 0

θ3 =

1 q−1 q(q−1) q2(q−1)
1 q−1 q(q−1) −q2
1 q−1 −q 0
1 −1 0 0
=

1 q−1 q(q−1) q2(q−1)
1 q−1 q(q−1) −q2
1 q−1 −q 0
1 −1 0 0

Notemos que en el caso de θ3 las descomposiciones de la matriz se corresponden con las dos des-
composiciones P3 = 1⊕ (1⊕1) = (1⊕1)⊕1. Además podemos calcular la matriz θ3 recursivamente
mediante la descomposición P3 = (((1)⊕1)⊕1)) y obtener el mismo resultado:
θ3 =

1 q−1 q(q−1) q2(q−1)
1 q−1 q(q−1) −q2
1 q−1 −q 0
1 −1 0 0
 .
Ejemplo 4.2.15. Consideremos los espacios métricos (F3q,dP1) y (F3q,dP2), dados por los siguientes
posets duales.
3
1 2
P1
3
1 2
P2
Entonces, utilizando el Teorema 4.2.13, podemos determinar las tablas de caracteres correspon-
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dientes que nos permitirán determinar la identidad de Macwilliams.
T1 =

1 2(q−1) (q−1)2 q2(q−1)
1 2(q−1) (q−1)2 −q2
1 q−2 −(q−1) 0
1 −2 1 0
 , T2 =

1 q−1 2q(q−1) q(q−1)2
1 q−1 q(q−2) −q(q−1)
1 q−1 −2q q
1 −1 0 0
 .
Consideremos el código C = 〈(1,1,0)〉. Luego, C⊥ = 〈(0,0,1),(1,1,1)〉. Claramente, los enume-
radores de pesos de C con respecto a dP1 y dP2 son los siguientes
WC,dP1 (x0,x1,x2,x3) = x0+(q−1)x2,
WC,dP2 (x0,x1,x2,x3) = x0+(q−1)x3,
Entonces, usando el Teorema 4.2.2 podemos calcular los enumeradores de peso del código dual C⊥:
WC⊥,dP2 (x0,x1,x2,x3) =
1
|C|WC,dP1 (T2(x0,x1,x2,x3)
ᵀ)
= 1q
(
x0+(q−1)x1+2q(q−1)x2+q(q−1)2x3
+ (q−1)(x0+(q−1)x1−2qx2+qx3))
= 1q
(
qx0+q(q−1)x1+q2(q−1)x3
)
= x0+(q−1)x1+q(q−1)x3,
WC⊥,dP1 (x0,x1,x2,x3) =
1
|C|WC,dP2 (T1(x0,x1,x2,x3)
ᵀ)
= 1q
(
x0+2(q−1)x1+(q−1)2x2+q2(q−1)x3
+ (q−1)(x0−2x1+ x2))
= 1q
(
qx0+q(q−1)x2+q2(q−1)x3
)
= x0+(q−1)x2+q(q−1)x3.
En particular, para q = 3 tenemos
C = {(0,0,0),(1,1,0),(2,2,0)} ,
C⊥ = {(0,0,0),(1,2,0),(2,1,0),(0,0,1),(0,0,2),(1,2,1),(2,1,1),(1,2,2),(2,1,2)} .
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Los correspondientes enumeradores de pesos son los siguientes:
WC,dP1 (x0,x1,x2,x3) = x0+2x2,
WC⊥,dP1 (x0,x1,x2,x3) = x0+2x2+6x3,
WC,dP2 (x0,x1,x2,x3) = x0+2x3,
WC⊥,dP2 (x0,x1,x2,x3) = x0+2x1+6x3.
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Isometrías
En general, el problema de isometrías consiste en dados grupos G y G′, con |G|= |G′|= n, deter-
minar si existe alguna métrica que sea invariante por G y G′. En los lenguajes alternativos, encontrar
tal métrica es equivalente a encontrar un grupo de simetrías Γ ≤ Sn, con G,G′ ≤ Γ o encontrar un
anillo de Schur (esquema de asociación) sobre G que sea isomorfo a un anillo de Schur (esquema de
asociación) sobre G′.En este capítulo discutiremos esta cuestión y obtendremos resultados sobre la
existencia de isometrías entre grupos finitos del mismo cardinal, y en particular daremos una isometría
explícita de Znq en el espacio métrico (Fnq,dRT ).
5.1. Isometrías
Un ejemplo trivial es el de la métrica de Hamming, en tal caso se tiene el grupo Γ = Sn que
contiene a cualquier grupo de orden n y el anillo de Schur que esta generado por la partición P =
{e}|Gr {e} que es isomorfo al anillo generado por P = {e}|G′r {e}, para todo grupo G y G′ con
|G| = |G′| = n, es decir que esta es una isometría entre todos los pares de grupos de orden n. Otro
ejemplo, quizás el más conocido, es el de la isometría de Gray entre Z4 y Z2×Z2, cuyo grupo de
simetrías es Γ'D4 ≤ S4 y los anillos de Schur correspondientes son los generados por P = 0 |1,3 |2
y P ′ = e | (1,0),(0,1) | (1,1), que son isomorfos.
Mas allá del caso trivial, la pregunta es si dado dos grupos G y G′, existe una isometría que no sea
la dada por la métrica de Hamming.
Definición 5.1.1. Sean (X1,d1) y (X2,d2) espacios métricos. Diremos que un mapa F : X1→ X2 es
una isometría si:
d(F(x),F(y)) = d(x,y), ∀x,y ∈ X1.
Diremos que (X1,d1) y (X2,d2) son isométricos si existe una isometría biyectiva F : X1→ X2.
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Dos espacios métricos son isométricos si y sólo si sus grafos de distancias son isomorfos. Clara-
mente si (G,d) y (G′,d′) son isométricos entonces Γ(G,d)' Γ(G′,d′) y los anillos de Schur corres-
pondientes son isomorfos. Por lo tanto tenemos el siguiente resultado.
Teorema 5.1.2. Si existe una isometría entre (G1,d1) y (G2,d2) entonces existe una isometría entre
(G1, d¯1) y (G2, d¯2), donde d¯1 y d¯2 son las métricas Schurianas representantes de las clases de d1 y d2
respectivamente.
En vistas del resultado anterior y teniendo en cuenta que las métricas schurianas tienen las pro-
piedades más interesantes, consideraremos las isometrías entre esta clase de métricas.
5.2. Isometrías del espacio de Hamming
Debido a la gran importancia y utilidad que mostró el mapa de Gray y el anillo Z4, en los últimos
años ha cobrado gran relevancia el estudio de códigos sobre anillos más generales. Una pregunta natu-
ral que surgió fue si existía una generalización del mapa de Gray, que lleve un código lineal sobre Zpk
a un código sobre Zp con propiedades similares. Lamentablemente no se conoce tal generalización,
de hecho, en [59] Salagean-Mandache probó que, excepto para el caso conocido p = k = 2, no es po-
sible construir una función peso en Zpk tal que Zpk sea isométrico a (Zp)k con la métrica de Hamming.
En [40] y en [1] los autores tratan el tema de isometrías del espacio de Hamming, con |X |=m, no
sólo en el caso m primo, y también demuestran que no existe una representación cíclica, es decir una
G representación con G un grupo cíclico, del espacio de Hamming, salvo para el caso conocido de la
isometría de Gray y los casos triviales n = 1. A continuación veremos estos resultados y en algunos
casos daremos una prueba alternativa a las encontradas en esos trabajos mencionados.
Lema 5.2.1. Si G es un grupo finito que contiene a dos subgrupos H ' Zmq y K ' Zqn , con q = pr
entonces |G| es divisible por qm+n−1.
Demostración. Sea P un p-subgrupo de Sylow de G. Como H y K son p-grupos, existen H ′,K′ ≤ P
conjugados a H y K. Por lo tanto P también contiene subgrupos isomorfos a Zmp y Zpn . Si probamos
que pm+n−1 divide a |P| también tendremos que pm+n−1 divide a |P|[G : P] = |G|. Por lo tanto, es
suficiente considerar sólo el caso en que G = P es un p-grupo.
Elegimos y fijamos un grupo P con subgrupos H y K como antes. Entonces
|P| ≥ |HK|= |H||K||H ∩K| ≥
qm ·qn
q
= qm+n−1.
Como |P| es una potencia de p que es mayor o igual a qm+n−1, |P| is divisible por qm+n−1.(El
cálculo depende del hecho que |H ∩K|= 1 ó p , pues H ∩K es cíclico de exponente p.)
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Lema 5.2.2. Si G es un grupo finito que contiene a H ' Znm y a K ' Zmn , con m ∈N, entonces |G| es
divisible por m2n−1.
Demostración. Sea m = pk11 . . . p
kr
r la descomposición en factores primos de m, y sean qi = p
r
i En-
tonces, si G contiene a H ' Znm y a K ' Zmn , también contiene a Hi ' Znqi y a Ki ' Zqin . Luego, por
la proposición anterior |G| es divisible por q2n−1i para i = 1, . . . ,r y por lo tanto |G| es divisible por
m2n−1.
Proposición 5.2.3. Sea (Xn,dH) el espacio de Hamming, con |X | = p. Si (p,n) 6= (2,2) y n > 1,
entonces no existe una representación cíclica de (Xn,dH). En particular, no existe una isometría de
Zpn en (Znp,dH).
Demostración. El espacio de Hamming tiene una representación cíclica si y solo si el grupo de sime-
trías tiene un elemento de orden pn. El grupo de simetrías del espacio de Hamming es
Γ(Xn,dH) ' Sp o Sn, por lo tanto |Γ(Xn,dH)| = (p!)nn! Supongamos que existe una representación
cíclica. Entonces Zpn ⊂ Γ(Xn,dH), además Znp ⊂ Γ(Xn,dH), por lo tanto, por el Lema 5.2.1, p2n−1
debe dividir a |Γ(Xn,dH)|= (p!)nn! Pero tenemos que
νp((p!)nn!) = nνp(p!)+νp(n!)
= nνp(p)+νp(n!)
= n+νp(n!).
(5.1)
Ahora, supongamos que n = n0+n1 p+n2 p2+ . . .+nr pr es la expansión p-ádica de n, y sea sp(n) =
n0 + n1 + n2 . . .+ nr, entonces la fórmula de Legendre para la valuación p-ádica de n! nos dice que
νp(n!) =
n−sp(n)
p−1 , es decir que tenemos
νp((p!)nn!) = n+
n− sp(n)
p−1 ≤ n+n−1 = 2n−1 (5.2)
Mas aún, en (5.2) se da la igualdad si y sólo si p= 2 y n= 2k para algún k. Por lo tanto, sólo resta
probar el caso p = 2. Alcanzará con ver que si g ∈ Γ(Xn,dnHam) ' Zn2nSn, entonces para g = (t,s),
con t ∈ Zn2 y s ∈ Sn, se tiene que |g| ≤ |t||s| ≤ 2e
n
e . En particular si n > 2,
|g| ≤ 2e ne < 2n,
es decir que no existe ningún elemento de orden 2n en Γ(Xn,dnHam).
Corolario 5.2.4. No existe una representación cíclica de (Fnp,dH), excepto para (p,n) = (2,2) y los
casos triviales n = 1.
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Teorema 5.2.5. Sea (Xn,dH) un espacio de Hamming, con |X |=m. Si (m,n) 6= (2,2) y n > 1, enton-
ces no existe una representación cíclica de (Xn,dH).
Demostración. El espacio de Hamming tiene una representación cíclica si y solo si el grupo de sime-
trías tiene un elemento de orden mn que genere un subgrupo regular. El grupo de simetrías del espacio
de Hamming es Γ(Xn,dH)' Sm oSn. Si g ∈ Sm oSn, entonces |g| ≤mn, pero si n> 1 y (m,n) 6= (2,2),
se tiene que mn < mn.
5.3. Mapas de Gray generalizados
En 1947 Frank Gray inventó el término código binario reflejado cuando patentó el sistema de
numeración binario en el que dos valores sucesivos difieren solamente en uno de sus dígitos, que
luego llevaría su nombre. El código Gray fue diseñado originalmente para prevenir señales espurias
de los switches electromecánicos, y actualmente es usado para facilitar la corrección de errores en los
sistemas de comunicaciones, entre otras cosas. En [22] se demostró la importancia de este mapeo, al
resolver el misterio de la dualidad formal entre las familias de códigos no lineales de Kerdock y Pre-
parata. Esto llevó al intento de generalizar este mapeo a otros espacios de Hamming. En esta sección
analizaremos los casos conocidos de estas generalizaciones y daremos una construcción formal que
engloba a la mayoría de los casos conocidos.
Definición 5.3.1. El mapa de Gray φ : Z4→ Z22, está definido por
0
1
2
3
00
01
11
10
φ(0) 7−→ 00
φ(1) 7−→ 01
φ(2) 7−→ 11
φ(3) 7−→ 10
el cual se extiende de manera obvia a un mapa de Zn4 a Z2n2 que también se denotará φ .
Ejemplo 5.3.2. Sea n = 3, C = {000,321,112,222} entonces tenemos
φ(000) = 000000 φ(112) = 010111
φ(321) = 101101 φ(222) = 111111
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Es decir que la imagen de C bajo el mapa de Gray es
φ(C) = {000000,010111,101101,111111}.
En [9], Claude Carlet dió una generalización del mapa de Gray para Z2k , considerando un espacio
de llegada más grande, siendo una isometría no sobreyectiva de Z2k a F2
k−1
2 , la cual probó ser una
extensión bastante natural.
Definición 5.3.3. Sea k un entero positivo, u ∈ Z2k , y ∑ki=1 ui2i−1 su expansión binaria (ui = 0,1). La
imagen de u bajo el mapa de Gray generalizado Φ, es la siguiente función booleana Φ(u) en F2k−1
Φ(u) =
(
(y1, . . . ,yk−1) 7−→ uk +
k−1
∑
i=1
uiyi
)
.
La Proposición 5.2.3 nos dice que salvo el conocido caso de Z4 en (Z2×Z2,d2Ham), no existen
isometrías entre Zpn en (Znp,dnHam). Básicamente porque en Γ(Znp,dnHam) no existe un elemento de
orden suficientemente grande para generar Zpn . Entonces naturalmente surge la pregunta: ¿existe una
isometría de Zpk en (Znp,dnHam).
Esta situación es conocida. En [9], Carlet definió una isometría de Gray generalizada (y una dis-
tancia de Lee generalizada asociada) de Z2k en (Z2
k−1
2 ,d
2k−1
Ham). En [67],Yildiz y Ozgera, buscaron una
idea más natural de definir un mapeo de Gray y se obtuvo una isometría de Zpk con el peso de Lee
extendido, en (Zp
k−1
p ,d
pk−1
Ham).
wL(x) =

x si x≤ pk−1,
pk−1 si pk−1 ≤ x≤ pk− pk−1,
pk−1− x si pk− pk−1 ≤ x≤ pk−1.
dando un mapa de Gray de Zpk a Z
pk−1
p más natural, que también se extendieron para anillos de Galois
GR(pk,m).
La descripción de tales isometrías es bastante simple, y a continuación vamos a generalizarlas a
isometrías de cualquier grupo cíclico (Zm) en (Soc(Zm)n,dnHam), donde Soc(Zm) es el sócalo de Zm,
i.e. el producto de su subgrupos normales minimales, y n = [Zm : Soc(Zm)]. La isometría está dada
explícitamente por el homomorfismo de grupos:
Zm
ΦL−→ Soc(Zm)nnSn < Γ(Soc(Zm)n,dnHam)
1 7−→ ((1,0,0, . . . ,0),(1234 . . .n))
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Notemos que este homomorfismo induce un mapeo inyectivo
Zm
ϕL−→ Soc(Zm)n,
dado por la proyección en las primeras coordenadas, y que la imagen de Zm por ΦL es un subgrupo
de Γ(Soc(Zm)n,dnHam) que actúa regularmente sobre ϕL(Zm). Es decir que ϕL es una isometría de
(Zm,dL) en (Soc(Zm)n,dnHam).
Ejemplo 5.3.4. Si tenemos el grupo Z12, Soc(Z12)' Z6, n = 2 y la isometría está dada por el homo-
morfismo
Z12
ΦL−→ Z26nS2 < Γ(Z26,d2Ham)
1 7−→ ((1,0),(12))
Mas explícitamente:
Z12
ϕL−→ Z26 Z12
ϕL−→ Z26
0 7−→ (0,0) 6 7−→ (3,3)
1 7−→ (1,0) 7 7−→ (4,3)
2 7−→ (1,1) 8 7−→ (4,4)
3 7−→ (2,1) 9 7−→ (5,4)
4 7−→ (2,2) 10 7−→ (5,5)
5 7−→ (3,2) 11 7−→ (0,5)
Es importante notar que esta isometría no depende estrictamente de la métrica de Hamming en
Soc(Zm)n, ya que la única condición para que este mapa sea una isometría de Zm en (Soc(Zm)n,d) es
que
Soc(Zm)nnSn < Γ(Soc(Zm)n,d),
regularmente, en particular esto se cumple para toda métrica producto simetrizada Soc(Zm) en
(Soc(Zm)n, de las cuales, la métrica de Hamming es un ejemplo.
Estas isometrías generalizan el mapa de Gray en el siguiente sentido, recordemos que Z4 es iso-
métrico al espacio (Z2× Z2,d2Ham), es decir que tenemos una isometría de Z4 en (R2,d2Ham), donde R
es cualquier anillo con grupo base Z2, en particular R= F2. Análogamente, tenemos una isometría de
Zpk en (Z
pk−1
p ,d
pk−1
Ham). Notemos que Z
pk−1
p es el grupo base de Fp
k−1
p , es decir que tenemos el siguiente
resultado.
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Teorema 5.3.5. Sea p primo y k > 1, entonces existe una isometría de Zpk en (F
pk−1
p ,d
pk−1
Ham).
Más generalmente, se puede usar la misma idea para construir isometrías análogas de la siguiente
forma.
Definición 5.3.6. Sea H < Zm un subgrupo del grupo cíclico Zm. Si H = 〈n〉, con n = [Zm : H],
tenemos que n es el generador mínimo con respecto al orden natural de Zm = {0,1,2, . . . ,m− 1}.
Entonces definimos el peso de Lee asociado al subgrupo H, de la siguiente forma:
wL,H(x) =

x si x≤ n,
n si n≤ x≤ m−n,
n− x si m−n≤ x≤ m−1.
Exactamente igual al caso anterior, podemos definir un homomorfismo
Zm
ΦL,H−→nSn < Γ(Hn,dnHam)
1 7−→ ((1,0,0, . . . ,0),(1234 . . .n)),
el cual induce un mapeo de Gray
Zm
ϕL,H−→ Soc(Zm)n,
Teorema 5.3.7. Sea H < Zm, con G un grupo cíclico finito, y (H,d) un espacio métrico. Entonces
existe una isometría de (Zm,dL,H) en (Hn,dnHam), donde n = [Zm : H].
Para finalizar esta sección veremos un pequeño resumen de algunas de las distintas nociones
que se trataron de estudiar para generalizar el mapa de Gray. Quizás el principal es el llamado peso
homogéneo definido en [12], y que fue aplicado a Zpk en la forma
whom(x)

0 si x = 0,
pk−1 si 0 6= x ∈ pk−1Zpk ,
(p−1)pk−2 en otro caso.
para el cual también se definió un mapa de Gray, que puede ser visto por ejemplo en [32]. El peso
homogéneo posee varios puntos a favor, pero también tiene ciertas desventajas como su definición
poco natural, y el hecho de no llevar a la construcción de códigos con gran estructura.
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Por otro lado, utilizando códigos sobre anillos con mapas de Gray correspondientes, se han descu-
bierto nuevos códigos lineales. Además de Z4 también se ha considerado el cuerpo F4 con un mapa de
Gray lineal, pero no ha llevado a la construcción de buenos códigos. Recientemente se ha comenzado
a considerar un nuevo anillo, F2+uF2, el cual comparte algunas de las buenas propiedades de Z4 y de
F4. El conjunto de elementos de F2+uF2 es {0,1,u,u = u+1}. Su tabla de multiplicación coincide
con la de Z4, tomando u = 3,u = 2, y su tabla de la adición con la de F4 = {0,1,β ,β 2 = β + 1},
reemplazando respectivamente u por β y u por β 2. Este anillo admite un mapa de Gray natural de
F2+uF2 a F22
φ(x+uy) = (y,x+ y),
donde x,y ∈ F2.
En [55], Qian et al. caracterizaron la imagen bajo el mapa de Gray de códigos (1+u)-cíclicos y
códigos cíclicos sobre el anillos F2+uF2 e investigaron códigos constacíclicos sobre F2+uF2+u2F2
en [56].
En [2], Amarra et al. extendieron los resultados de [55] a códigos sobre Fkp+uFkp. Recientemente,
en [10], Cengellenmis presentó los códigos (um−1)-cíclicos sobre F2+uF2+ · · ·+umF2 y generalizó
los resultados de [55] y [56]. Actualmente se llevan a cabo investigaciones sobre todos estos anillos,
más generalmente considerando el caso Fq+uFq+ · · ·+umFq, con q = pr.
5.4. Isometrías de grupos
En secciones anteriores vimos que no es posible construir una isometría de Zmn en el espacio de
Hamming (Znm,dnHam). Ahora discutiremos el caso mas general, de construir una isometría de Zmn en
el espacio (Znm,d) para alguna métrica d distinta a la de Hamming. Mas aún veremos la existencia de
isometrías no triviales entre dos grupos del mismo cardinal.
Ejemplo 5.4.1. Supongamos que queremos saber si existen isometrías entre Z32 y Z8. Observemos las
siguientes tablas con las clases de grupos de simetrías de métricas de cada uno de los grupos.
Métricas sobre Z8
N Partición Grupo de Simetrías
1 {0},{1,2,3,4,5,6,7} S8
2 {0},{1,2,3,5,6,7},{4} S2 oS4
3 {0},{1,3,5,7},{2,4,6} S4 oS2
4 {0},{1,3,5,7},{2,6},{4} D4 oS2
5 {0},{1,7},{2,6},{3,5},{4} D8
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Métricas sobre Z32
N Partición Grupo de Simetrías
1 {(0,0,0),(0,0,1),(0,1,0),(0,1,1),(1,0,0),(1,0,1),(1,1,0),(1,1,1)} S8
2 {(0,0,0)},{(0,0,1),(1,0,1),(0,1,1),(1,1,1)},
{(1,0,0),(1,1,0),(0,1,0)}
S4 oS2
3 {(0,0,0)},{(0,1,0),(0,1,1),(1,1,0),(1,1,1),(1,0,0),(1,0,1)},
{(0,0,1)}
S2 oS4
4 {(0,0,0)},{(0,1,1)},{(1,0,0),(1,0,1),(1,1,1),(1,1,0)},
{(0,0,1),(0,1,0)}
D4 oS2
5 {(0,0,0)},{(0,0,1)},{(0,1,0),(0,1,1)},{(1,0,0),(1,0,1)},
{(1,1,0),(1,1,1)}
S2 o (S2×S2)
6 {(0,0,0)},{(0,0,1)},{(0,1,0)},{(0,1,1)},
{(1,0,0),(1,0,1),(1,1,0),(1,1,1)}
(S2×S2) oS2
7 {(0,0,0)},{(0,0,1),(0,1,1),(0,1,0)},{(1,0,0)},
{(1,0,1),(1,1,1),(1,1,0)}
S2×S4 ' S2 oS3
8 {(0,0,0)},{(0,0,1)},{(0,1,0),(0,1,1)},{(1,0,0)},{(1,0,1)},
{(1,1,0),(1,1,1)}
S2×D4
9 {(0,0,0)},{(0,0,1)},{(0,1,0)},{(0,1,1)},{(1,0,0)},{(1,0,1)},
{(1,1,0)},{(1,1,1)}
S2×S2×S2
Podemos ver que los únicos grupos que aparecen en las dos tablas son S8, S4 oS2, S2 oS4 y D4 oS2.
Es decir que tendremos esencialmente 4 tipos de isometrías. Por ejemplo, consideremos el grupo
D4 oS2, construiremos explícitamente una isometría entre Z8 y Z32, con la métrica dada por ese grupo
de simetrías. Supongamos que tenemos una métrica schuriana (Z8,d) cuyo grupo de simetrías es
D4 oS2, intuitivamente vemos que esta métrica debe ser de la forma
d = d1 od2,
donde d1 es una métrica sobre Z4 ' {0,2,4,6} ⊆ Z8 y d2 es una métrica sobre Z2 ' Z8/{0,2,4,6}.
Ahora, viendo la partición
{0},{1,3,5,7},{2,6},{4},
y sabiendo que el grupo de simetrías de d1 debe ser isomorfo a D4, podemos concluir que d1 ∼P dLee,
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donde dLee es la métrica de Lee sobre Z4 y d1 ∼P dHam, la métrica de Hamming sobre Z2. Es decir
que tenemos que
d = dLee odHam.
Ahora analizando la métrica sobre Z32, análogamente esta vez tenemos que
d = d2Ham odHam.
Entonces, ahora podemos usar la isometría de Gray entre (Z4,dLee) y (Z22,d2Ham) para terminar de
construir la isometría buscada. Sea w : Z8→ R≥0 definida por
w(x) =

0 si x = 0,
1 si x = 4,
2 si x = 2,6,
3 si x = 1,3,5,7.
Sea φ : Z8→ Z32 dada por
Z8
ϕ−→ Z32 Z8
ϕ−→ Z32
0 7−→ (0,0,0) 4 7−→ (1,1,0)
1 7−→ (0,0,1) 5 7−→ (1,1,1)
2 7−→ (1,0,0) 6 7−→ (0,1,0)
3 7−→ (1,0,1) 7 7−→ (0,1,1).
Entonces φ es una isometría entre Z8 y Z32, como se puede ver observando los grafos de distancias:
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5.4. Isometrías de grupos
Teorema 5.4.2. Sean G1 y G2 grupos finitos, tales que |G1|= |G2|, entonces existe una isometría no
trivial
(G1,d1)←→ (G2,d2).
Demostración. Sea m = |G1| = |G2|, y p primo tal que p|m. Entonces existen H1 < G1 y H2 < G1,
con p = |H1| = |H2|, ahora consideremos los espacios métricos (G1,dH1) y (G2,dH2), donde dH1 y
dH2 son las métricas asociadas a los subgrupos H1 y H2 respectivamente, mas explícitamente:
dH1(x,y) =

0 si x = y,
1 si x− y ∈ H1r{0},
2 si x− y 6∈ H1.
dH2(x,y) =

0 si x = y,
1 si x− y ∈ H2r{0},
2 si x− y 6∈ H2.
Ahora, sean T1 = {g1,g2, . . . ,gm/p} y T2 = {g′1,g′2, . . . ,g′m/p} conjuntos de transversales de las
clases a derecha de Gi módulo Hi, para i = 1,2. Y sean τ : H1→ H2 y ρ : T1→ T2 biyecciones (que
existen por ser conjuntos finitos del mismo cardinal). Definimos una biyección η : G1 → G2 de la
forma
G1
η−→ G2
h+gi 7−→ τ(h)+ρ(gi)
Si x−y ∈H1, entonces x,y pertenecen a la misma coclase de H1, por lo tanto η(x),η(y) pertenecen a
la misma coclase de H2, es decir que η(x)−η(y) ∈ H2. En resumen tenemos que
dH1(x,y) = 1⇐⇒ dH2(η(x),η(y)) = 1,
lo cual sumado que dH1(x,y) = 0 si y sólo si dH2(η(x),η(y)) = 0, es suficiente para demostrar que η
es una isometría
(G1,dH1)(G2,dH2)
Observación 5.4.3. Podemos notar que las métricas definidas en el teorema anterior se tiene que
Γ(G1,dH1)' Γ(G2,dH2)' Sp oSm/p,
más aún, no es difícil ver que las métricas dH1 y dH2 son schurianas.
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Inmediatamente del Teorema 5.4.2 anterior, tenemos el siguiente resultado
Corolario 5.4.4. Existe una isometría no trivial entre Zmn y Znm, para todo m,≥ 2.
5.5. Isometrías de la métrica RT
En esta sección usaremos los grupos de simetrías calculados en el Capítulo 4 para construir iso-
metrías de los espacios (Fnq,dP), generalizando en cierto sentido la isometría dada por el mapa de
Gray, con respecto a métricas poset.
Comenzaremos recordando que el grupo de simetrías de la métrica poset dada por una cadena es
de la forma
Γ(Fnq,dP)' (Sq oSq o · · · oSq).
Por lo tanto, para encontrar una isometría de la forma
(Fnq,dP)←→ (G,d)
primero debemos encontrar una métrica sobre G cuyo grupo de simetrías sea isomorfo a Γ(Fnq,dP).
Ejemplo 5.5.1. Recordemos que la métrica RT en F2×F2 está dada por
wRT (x) =

0 si x = (0,0),
1 si x = (1,0),
2 si x = (0,1),(1,1).
Y su grupo de simetrías es Γ(F22,dRT )' S2 oS2.
Ahora consideremos en Z4 = {0,1,2,3} la métrica dada por
w(x) =

0 si x = 0,
1 si x = 2,
2 si x = 1,3.
Notemos que el espacio métrico (Z4,d) es equivalente al espacio métrico de Lee (Z4,dLee), por
lo tanto se tiene que Γ(Z4,d)'D4 ' S2 oS2. Además debemos observar que la partición inducida por
la métrica es la misma partición dada por la cadena de subgrupos 〈0〉 ⊂ 〈2〉 ⊂ Z4.
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Sea φ : Z22 → Z4 dada por
Z22
φ−→ Z4
(0,0) 7−→ 0
(0,1) 7−→ 1
(1,0) 7−→ 2
(1,1) 7−→ 3
Entonces, tenemos que φ : Z22→ Z4 es una isometría entre (F22,dRT )←→ (Z4,d).
El ejemplo anterior nos servirá como base para generalizar la construcción de isometrías para el
caso (Fnq,dRT ). Para ello, vamos a construir una métrica sobre Zqn tomando una partición en base a
una cadena de subgrupos, análogo al ejemplo anterior.
Consideremos la siguiente cadena de subgrupos de G
〈0〉= B0 ⊂ B1 ⊂ ·· · ⊂ Bm = G.
Definiremos la siguiente función peso
w(x) =
{
0 si x ∈ B0,
i si x ∈ BirBi−1.
Notar que B0,B1−B0, . . . ,Bk−Bm−1 forman una partición simétrica de G, por lo que la función
peso w está bien definida, e induce naturalmente una función d : G×G→ R≥0
d(x,y) = w(x− y) ∀ x,y ∈ G,
que claramente es una semimétrica sobre G. Ahora, sólo debemos comprobar que d cumple la de-
sigualdad triangular para concluir que realmente es una función distancia. Supongamos que para
algunos elementos x,y,z ∈ G tenemos que
d(x,y)> d(x,z)+d(z,y).
Sean d(x,y) = i, d(x,z) = j y d(z,y) = k, equivalentemente se tiene que
x− y ∈ Bi−Bi−1 ,x− z ∈ B j−B j−1 ,z− y ∈ Bk−Bk−1
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Podemos asumir que k≥ j, por lo tanto x−y = (x− z)− (y− z) ∈ Bk−Bk−1, lo cual es absurdo pues
x− y ∈ Bi−Bi−1 con Bk ⊆ Bi−1. Es decir que finalmente obtenemos que d es una métrica sobre G.
Métrica q-ádica
En particular, siguiendo el caso anterior, si consideraremos la siguiente cadena de subgrupos
〈0〉= 〈qn〉 ⊂ 〈qn−1〉 ⊂ 〈qn−2〉 ⊂ · · · ⊂ 〈q0〉= Zqn,
podemos obtener una métrica sobre Zqn , la cual definiremos a continuación.
Definición 5.5.2. Definimos el peso q-ádico wq de x ∈ Zqn como:
wq(x) =
{
0 si x = 0,
i si x ∈ 〈qi−1〉r 〈qi〉 i = 1, . . . ,n ,
Naturalmente induce una métrica dq que llamaremos distancia q-ádica:
dq(x,y) = wq(x− y) = ma´x
0≤i≤n
{i : qn−i | x− y}. (5.3)
Recordemos la definición de la métrica de Rosenbloom-Tsfasman sobre Fnq.
Sean x,y ∈ Fnq, entonces la métrica dRT esta edefinida por
dRT (x,y) = ma´x
1≤i≤n
{i : xi− yi 6= 0} .
Si analizamos la partición inducida por esta métrica veremos que está inducida por la cadena
〈0〉= B′0 ⊂ B′1 ⊂ ·· · ⊂ B′n = Fnq,
donde Bi = {x ∈ Fnq : xi 6= 0,x j = 0 ∀ i < j ≤ n}.
Ahora, construiremos explícitamente una isometría utilizando las consideraciones anteriores. Sea
φ : Fnq→ Znq la función
φ(a1,a2, . . . ,an) 7−→ a1qn−1+a2qn−2+ · · ·+an−1q+an (mo´d qn).
Y sea φ−1 : Fnq→ Znq su función inversa dada por la expansión en base q.
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0 7−→ 0000 . . .000
1 7−→ 0000 . . .001
...
...
q−1 7−→ 0000 . . .00(q−1)
q 7−→ 0000 . . .010
q+1 7−→ 0000 . . .011
...
...
q2−1 7−→ 0000 . . .0(q−1)(q−1)
q2 7−→ 0000 . . .100
q2+1 7−→ 0000 . . .101
...
...
qn−1 7−→ (q−1)(q−1)(q−1)(q−1) . . .(q−1)(q−1)(q−1)
Ahora si consideramos los espacios (Fnq,dRT ) y (Zqn,dq), es claro que φ : Fnq→ Znq preserva pesos
de las palabras. Mas aún, veremos que φ preserva distancias, es decir que realmente es una isometría.
Teorema 5.5.3. Sea Fnq con la distancia dRT de Rosenbloom-Tsfasman . Entonces φ es una isometría
(Fnq,dRT )←→ (Zqn,dq),
donde dq es la distancia q -ádica.
Demostración. Supongamos que dRT (x,y) = k, con x,y ∈ Fnq, es decir que
xk 6= yk y xi = yi para todo i = k+1, . . . ,n. (5.4)
Por otro lado,
dq(φ(x),φ(y)) = ma´x
0≤i≤n
{i : qn−i | φ−1(x)−φ−1(y)},
donde, por (5.4) se tiene que
φ(x)−φ(y) = (x1− y1)qn−1+(x2− y2)qn−2+ · · ·+(xk− yk)qn−k (mo´d qn),
con xk− yk 6= 0, es decir que
dq(φ(x),φ(y)) = k = dRT (x,y)
entonces tenemos que φ es una isometría.
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Conclusión
“Cat: Where are you going?
Alice: Which way should I go?
Cat: That depends on where you are going.
Alice: I don’t know.
Cat: Then it doesn’t matter which way you go".
–Lewis Carrol, Alice in Wonderland
Métricas sobre grupos y anillos
El estudio de métricas sobre grupos y anillos finitos mediante su grupo de simetrías resulta ser
una forma general de estudiar propiedades importantes de métricas para la teoría de códigos, en
particular la existencia de una identidad de MacWilliams que relacione el enumerador de pesos de un
código con el enumerador de pesos de su código dual. También resulta ser de extrema utilidad para
considerar la existencia de isometrías de espacios métricos, que en un principio se construían como
biyecciones ad hoc, pero gracias a este punto de vista se sabe que tales isometrías estan relacionadas
con isomorfismos de grafos (e isomorfismos de los grupos de simetrías).
En particular el Teorema 5.1.2 nos permite restringir la búsqueda de isometrías al caso de métricas
Schurianas, lo cual simplifica la tarea, además de fortalecer la idea de que este tipo de métricas son
las más adecuadas a considerar en la teoría de códigos pues son la clase de métricas que posee una
identidad de MacWilliams. Se logró calcular el grupo de simetrías de un espacio métrico dado por un
poset jerárquico, generalizando los resultados conocidos para poset cadenas. También se logró dar una
descripción nueva de las identidades de MacWilliams para códigos sobre espacios poset jerárquicos.
Así como también se logró establecer nuevos ejemplos de métricas que provienen de esquemas de
asociación, utilizando poset con pesos. Y por último, utilizando los cálculos de los grupos de simetrías
para construir isometrías entre espacios poset sobre Fnq y espacios métricos sobre Zqn .
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Nuevos horizontes
La mayoría de los resultados sobre propiedades de métricas obtenidos previamente pueden ser
determinados desde el punto de vista de este trabajo, en muchos casos de forma considerablemente
más simple, lo cual nos lleva a pensar que este método es una buena forma de estudiar métricas en
el contexto de la teoría de códigos. En este trabajo se determinó cuando una métrica dada posee una
identidad de MacWilliams clásica, en el futuro también se puede considerar la idea de si existen otro
tipo de identidades que relacionen los enumeradores de pesos de un código y su dual. También se
puede trabajar en determinar cuales métricas poseen la propiedad de extensión, una pregunta que aún
sigue abierta y que esta siendo estudiada actualmente con mucho enfásis. Se pueden intentar calcular
los grupos de simetrías para espacios poset en general, no necesariamente jerárquicos. Además, la
mayoría de las definiciones y resultados obtenidos en este trabajo pueden ser generalizados a métricas
sobre grupos e anillos infinitos, lo cual puede ser de utilidad en otras ramas de la matemática, como la
teoría geométrica de grupos y cualquier otra rama que considere métricas, como las métricas p-ádicas.
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Métricas schurianas sobre Zn
A continuación daremos las tablas de métricas schurianas para grupos cíclicos, con sus correspon-
dientes grupos de simetrías. Notar que cada métrica esta ordenada a continuación de su métrica dual
sin una linea horizontal que las separe. En caso contrario significará que es una métrica autodual.
Métrica sobre Z3
N Partición Grupo de Simetrías
1 {0},{1,2} S3
Métricas sobre Z4
N Partición Grupo de Simetrías
1 {0},{1,2,3} S4
2 {0},{1,3},{2} D4
Métricas sobre Z5
N Partición Grupo de Simetrías
1 {0},{1,2,3,4} S5
2 {0},{1,4},{2,3} D5
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Métricas sobre Z6
N Partición Grupo de Simetrías
1 {0},{1,2,3,4,5} S6
2 {0},{1,3,5},{2,4} S3 oS2
3 {0},{1,2,4,5},{3} S2 oS3
4 {0},{1,5},{2,4},{3} D6
Métricas sobre Z7
N Partición Grupo de Simetrías
1 {0},{1,2,3,4,5,6} S7
2 {0},{1,6},{2,5},{3,4} D7
Métricas sobre Z8
N Partición Grupo de Simetrías
1 {0},{1,2,3,4,5,6,7} S8
2 {0},{1,2,3,5,6,7},{4} S2 oS4
3 {0},{1,3,5,7},{2,4,6} S4 oS2
4 {0},{1,3,5,7},{2,6},{4} D4 oS2
5 {0},{1,7},{2,6},{3,5},{4} D8
Métricas sobre Z9
N Partición Grupo de Simetrías
1 {0},{1,2,3,4,5,6,7,8} S9
2 {0},{1,2,7,8,4,5},{3,6} S3 oS3
3 {0},{1,8},{2,7},{3,6},{4,5} D9
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Métricas sobre Z10
N Partición Grupo de Simetrías
1 {0},{1,2,3,4,5,6,7,8,9} S10
2 {0},{1,3,5,7,9},{2,4,6,8} S5 oS2
3 {0},{1,2,3,4,6,7,8},{5} S2 oS5
4 {0},{1,3,7,9},{2,4,6,8},{5} S2×S5
5 {0},{1,4,6,9},{2,3,7,8},{5} D5 oS2
6 {0},{1,3,5,7,9},{2,8},{4,6} S2 oD5
7 {0},{1,9},{2,8},{3,7},{4,6},{5} D10
Métricas sobre Z11
N Partición Grupo de Simetrías
1 {0},{1,2,3,4,5,6,7,8,9,10} S11
2 {0},{1,10},{2,9},{3,8},{4,7},{5,6} D11
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Métricas sobre Z12
N Partición Grupo de Simetrías
1 {0},{1,2,3,4,5,6,7,8,9,10,11} S12
2 {0},{1,3,5,7,9,11},{2,4,6,8,10} S6 oS2
3 {0},{1,2,7,3,8,4,9,5,10,11},{6} S2 oS6
4 {0},{1,2,4,7,5,8,10,11},{3,6,9} S4 oS3
5 {0},{1,3,9,11,2,5,7,10,6},{4,8} S3 oS4
6 {0},{1,2,5,7,11,10},{3,6,9},{4,8} S3×S4
7 {0},{1,3,5,7,9,11},{2,4,8,10},{6} S2 oS3 oS2
8 {0},{1,3,5,7,9,11},{2,6,10},{4,8} S3 oD4
9 {0},{1,2,4,5,7,8,10,11},{3,9},{6} D4 oS3
10 {0},{1,5,7,11},{2,4,8,10},{3,9},{6} S2 oD6
11 {0},{1,3,5,7,9,11},{2,10},{4,8},{6} D6 oS2
12 {0},{1,5,7,11},{2,10},{3,9},{4,8},{6} Z12oZ4 ' D4×S3
13 {0},{1,11},{2,10},{3,9},{4,8},{5,7},{6} D12
Métricas sobre Z13
N Partición Grupo de Simetrías
1 {0},{1,2,3,4,5,6,7,8,9,10,11,12}} S13
2 {0},{1,3,4,9,10,12},{2,5,6,7,8,11} Z13oZ6
3 {0},{1,5,8,12},{2,3,10,11},{4,6,7,9} Z13oZ4
4 {0},{1,12},{2,10},{3,10},{4,9},{5,8},{6,7} D13
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Métricas sobre Z14
N Partición Grupo de Simetrías
1 {0},{1,2,3,4,5,6,7,8,9,10,11,12,13}} S14
2 {0},{1,3,5,7,9,11,13},{2,4,6,8,10,12} S7 oS2
3 {0},{1,2,3,4,5,6,8,9,10,11,12,13},{7} S2 oS7
4 {0},{1,3,5,9,11,13},{2,4,6,8,10,12},{7} S2×S7
5 {0},{1,6,8,13},{2,5,9,12},{3,4,10,11},{7} S2 oD7
6 {0},{1,7,9,13,3,5,11},{2,12},{4,10},{6,8} D7 oS2
7 {0},{1,13},{2,12},{3,11},{4,10},{5,9},{6,8},{7} D14
Métricas sobre Z15
N Partición Grupo de Simetrías
1 {0},{1,2,3,4,5,6,7,8,9,10,11,12,13,14} S15
2 {0},{1,2,4,5,7,8,10,11,13,14},{3,6,9,12} S5 oS3
3 {0},{1,2,3,4,6,7,8,9,11,12,13,14},{5,10} S3 oS5
4 {0},{1,4,6,9,11,14},{2,3,7,8,12,13},{5,10} S3 oD5
5 {0},{1,2,4,5,7,8,10,11,13,14},{3,12},{6,9} D5 oS3
6 {0},{1,2,4,7,8,11,13,14},{3,6,9,12},{5,10} D5×S3
7 {0},{1,4,11,14},{2,7,8,13},{3,12},{5,10},{6,9} S3×D5
8 {0},{1,14},{2,13},{3,12},{4,11},{5,10},{6,9},{7,8} D15
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Métricas sobre Z16
N Partición G. de simetrías
1 {0},{1,2,3,4,5,6,7,8,9,10,11,12,13,14,15} S16
2 {0},{1,3,5,7,9,11,13,15},{2,4,6,8,10,12,14} S8 oS2
3 {0},{1,2,3,4,5,6,7,9,10,11,12,13,14,15},{8} S2 oS8
4 {0},{1,2,3,5,6,7,9,10,11,13,14,15,},{4,12,8} S4 oS4
5 {0},{1,3,5,7,9,11,13,15},{2,6,10,14,4,12},{8} S2 oS4 oS2
6 {0},{1,3,5,7,9,11,13,15},{2,6,10,14},{4,12,8} S4 oD4
7 {0},{1,2,3,5,6,7,9,10,11,13,14,15},{4,12},{8} D4 oS4
8 {0},{1,3,5,7,9,11,13,15},{2,6,10,14},{4,12},{8} D4 oD4
9 {0},{1,7,9,15},{2,6,10,14},{3,5,11,13},{4,12},{8} S2 oD8
10 {0},{1,3,5,7,9,15,11,13},{2,14},{4,12},{6,10},{8} D8 oS2
11 {0},{1,7,9,15},{2,14},{3,5,11,13},{4,12},{6,10},{8} Z16o (Z2×Z2)
12 {0},{1,15},{2,14},{3,13},{4,12},{5,11},{6,10},{7,9},{8} D16
Métricas sobre Z17
N Partición G. de simetrías
1 {0},{1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16} S17
2 {0},{1,2,4,8,9,13,15,16},{3,5,6,7,10,11,12,14} Z17oZ8
3 {0},{1,4,13,16},{2,8,9,15},{3,5,12,14},{6,7,10,11} Z17oZ4
4 {0},{1,16},{2,15},{3,14},{4,13},{5,12},{6,11},{7,10},{8,9} D17
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Métricas sobre Z18
N Partición G. de simetrías
1 {0},{1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17} S18
2 {0},{1,3,5,7,9,11,13,15,17},{2,4,6,8,10,12,14,16} S9 oS2
3 {0},{1,2,3,4,5,6,7,8,10,11,12,13,14,15,16,17},{9} S2 oS9
4 {0},{1,3,5,7,11,13,15,17},{2,4,6,8,10,12,14,16},{9} S2×S9
5 {0},{1,2,4,5,7,8,10,11,13,14,16,17},{3,6,9,12,15} S6 oS3
6 {0},{1,2,3,4,5,7,8,9,10,11,13,14,15,16,17},{6,12} S3 oS6
7 {0},{1,2,4,5,7,8,10,11,13,14,16,17},{3,15,9},{6,12} S3 oS2 oS3
8 {0},{1,3,5,7,9,11,13,15,17},{2,4,8,10,14,16},{6,12} S3 oS3 oS2
9 {0},{1,2,4,5,7,8,10,11,13,14,16,17},{3,6,12,15},{9} S2 oS3 oS3
10 {0},{1,5,7,11,13,17},{2,4,8,10,14,16},{3,9,15},{6,12} S3 oD6
11 {0},{1,2,4,5,7,8,10,11,13,14,16,17},{3,15},{6,12},{9} D6 oS3
12 {0},{1,8,10,17},{2,7,11,16},{3,6,12,15},{4,5,13,14},{9} S2 oD9
13 {0},{1,3,5,7,9,11,13,15,17},{2,16},{4,14},{6,12},{8,10} D9 oS2
14 {0},{1,5,7,11,13,17},{2,4,8,10,14,16},{3,15},{6,12},{9} S2× (S3 oS3)
15 {0},{1,8,10,17},{2,11,7,16},{3,15},{4,5,13,14},{6,12},{9} (D6 oS3)∩ (S2 oD9)∗
16 {0},{1,5,7,11,13,17},{2,16},{3,9,15},{4,14},{6,12},{8,10} (S3 oD6)∩ (D9 oS2)∗
17 {0},{1,17},{2,16},{3,15},{4,14},{5,13},{6,12},{7,11},{8,10},{9} D18
∗ Recordar que si bien la notación es de grupos abstractos, en realidad deben considerarse como
grupos actuando sobre Z18, donde la intersección tiene sentido.
Métricas sobre Z19
N Partición G. de simetrías
1 {0},{1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18} S19
2 {0},{1,7,8,11,12,18},{2,3,5,14,16,17},{4,6,9,10,13,15} Z19oZ6
3 {0},{1,18},{2,17},{3,16},{4,15},{5,14},{6,13},{7,12},{8,11},{9,10} D19
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Métricas sobre Z20
N Partición G. de simetrías
1 {0},{1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19} S20
2 {0},{1,3,5,7,9,11,13,15,17,19},{2,4,6,8,10,12,14,16,18} S10 oS2
3 {0},{1,2,3,4,5,6,7,8,9,11,12,13,14,15,16,17,18,19},{10} S2 oS10
4 {0},{1,2,3,5,6,7,9,10,11,13,14,15,17,18,19},{4,8,12,16} S5 oS4
5 {0},{1,2,3,4,6,7,8,9,11,12,13,14,16,17,18,19},{5,10,15} S4 oS5
6 {0},{1,4,6,9,11,14,16,19},{2,3,7,8,12,13,17,18},{5,10,15} S4 oD5
7 {0},{1,2,3,5,6,7,9,10,11,13,14,15,17,18,19},{4,16},{8,12} D5 oS4
8 {0},{1,3,5,7,9,11,13,15,17,19},{2,4,6,8,12,14,16,18},{10} S2 oS5 oS2
9 {0},{1,3,5,7,9,11,13,15,17,19},{2,6,10,14,18},{4,8,12,16} S5 oD4
10 {0},{1,2,3,4,6,7,8,9,11,12,13,14,16,17,18,19},{5,15},{10} D4 oS5
11 {0},{1,3,7,9,11,13,17,19},{2,4,6,8,12,14,16,18},{5,15},{10} S2 o (S2×S5)
12 {0},{1,3,5,7,9,11,13,15,17,19},{2,6,14,18},{4,8,12,16},{10} (S2×S5) oS2
13 {0},{1,3,5,7,9,11,13,15,17,19},{2,8,12,18},{4,6,14,16},{10} S2 oD5 oS2
14 {0},{1,4,6,9,11,14,16,19},{2,3,7,8,12,13,17,18},{5,15},{10} D4 oD5
15 {0},{1,3,5,7,9,11,13,15,17,19},{2,6,10,14,18},{4,16},{8,12} D5 oD4
16 {0},{1,9,11,19},{2,8,12,18},{3,7,13,17},{4,6,14,16},{5,15},{10} S2 oD10
17 {0},{1,3,5,7,9,11,13,15,17,19},{2,18},{4,16},{6,14},{8,12},{10} D10 oS2
18 {0},{1,2,3,6,7,9,11,13,14,17,18,19},{4,8,12,16},{5,10,15} S4×S5
19 {0},{1,3,7,9,11,13,17,19},{2,6,14,18},{4,8,12,16},{5,15},{10} D4×S5
20 {0},{1,6,9,11,14,19},{2,3,7,13,17,18},{4,16},{5,10,15},{8,12} S4×D5
21 {0},{1,9,11,19},{2,18},{3,7,13,17},{4,16},{5,15},{6,14},{8,12},{10} D4×D5
22 {0},{1,19},{2,18},{3,17},{4,16},{5,15},{6,14},{7,13},{8,12},{9,11},{10} D20
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Cantidad de métricas schurianas sobre Zn
N N de métricas N de métricas schurianas
2 1 1
3 1 1
4 2 2
5 2 2
6 5 4
7 5 2
8 15 5
9 15 3
10 52 7
11 52 2
12 203 13
13 203 4
14 877 7
15 877 8
16 4140 12
17 4140 4
18 21147 17
19 21147 3
20 115975 22
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Apéndice B
Retículos de simetrías
S6
S2 oS3 S3 oS2
D6
Retículo de simetrías de Z6
S8
S2 oS4 S4 oS2
D4 oS2
D8
Retículo de simetrías de Z8
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S10
S2 oS5 S5 oS2
S2×S5S2 oD5 D5 oS2
D10
Retículo de simetrías de Z10
S12
S2 oS6 S4 oS3 S3 oS4 S6 oS2
D4 oS3 S2 oS3 oS2 S3 oD4
S2 oD6 S3×S4 D6 oS2
D3×D4
D12
Retículo de simetrías de Z12
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S13
Z13oZ4 Z13oZ6
D13
Retículo de simetrías de Z13
S14
S2 oS7 S7 oS2
S2×S7S2 oD7 D7 oS2
D14
Retículo de simetrías de Z14
S15
S3 oS5 S5 oS3
S3×S5S3 oD5 D5 oS3
S3×S5
D15
Retículo de simetrías de Z15
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Apéndice B. Retículos de simetrías
S16
S2 oS8 S4 oS4 S8 oS2
D4 oS4 S2 oS4 oS2 S4 oD4
D4 oD4
S2 oD8 D8 oS2
Z16o (Z2×Z2)
D16
Retículo de simetrías de Z16
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