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Abstract
Tensor hierarchies are algebraic objects that emerge in gauging procedures in supergravity
models, and that present a very deep and intricate relationship with Leibniz (or Loday)
algebras. In this paper, we show that one can canonically associate a tensor hierarchy to
any Loday algebra. By formalizing the construction that is performed in supergravity, we
build this tensor hierarchy explicitly. We show that this tensor hierarchy can be canonically
equipped with a differential graded Lie algebra structure that coincides with the one that is
found in supergravity theories.
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1 Introduction
Tensor hierarchies form a class of objects found in supergravity theories, which emerge
as compactifications of superstring theories [7, 23, 25]. These theoretical models have the
particularity of being ungauged, i.e. the 1-form fields are not even minimally coupled to
any other fields. In the late nineties, a vast amount of new compactifications techniques
was discovered, and this led to gauged supergravities. One passes from ungauged to gauged
models by promoting a suitable Lie subalgebra h of the Lie algebra g of global symmetries
to being a gauge algebra. The choice of such a Lie subalgebra is made through a h-covariant
linear map Θ, called the embedding tensor, that relates the space V in 1-form fields take
values, to the Lie algebra of symmetries g. The existence of such a map Θ : V → g is
conditioned by a linear and a quadratic constraint. If they are satisfied, this map uniquely
defines the Lie subalgebra h.
The main difference with classical gauge field theories is that the the 1-form fields do
not take values in this Lie subalgebra, but in some g-module V . This implies that the
transformations of the 2-form field strengths are not covariant in the usual sense. To solve
this problem, physicists add a set of 2-form fields coupled to the 2-form field strengths to
compensate for the lack of covariance. However, this lack of covariance is now transferred
to the 3-form field strengths associated to the 2-form fields. This requires to add a set of
3-form fields to compensate this lack of covariance, etc. Thus, one can build a hierarchy of
p-form fields, for p ≥ 2, coupled to the p-form field strengths associated to the p− 1-forms,
to eventually ensure covariance of the Lagrangian. This tensor hierarchy is a priori infinite
but in supergravity theories, it is bounded by the dimension of space-time. The original
presentation of the construction of the tensor hierarchy has been given in [6, 8].
Recent developments towards the direction of giving a mathematical framework for this
construction has been attempted [11, 16, 17, 20–22]. In particular, the clearest construction
of the tensor hierarchy up-to-date was performed in [21] by Jakob Palmkvist: his original
‘top-down’ approach involves Borcherds algebras, which are generalizations of Kac-Moody
algebras. Thus, he can equip the tensor hierarchy with a differential graded Lie algebra
structure, that he calls a tensor hierarchy algebra. He then applies his abstract construc-
tion to the general framework developed in supergravity models in [11]. Unfortunately, the
relationship between this powerful construction and the step-by-step construction made by
the physicist is not apparent. We propose in the present paper to provide a ‘bottom-up’
construction of the tensor hierarchy algebra, that sticks to the construction performed by
physicists [6,8], and that moreover coincides with the structure defined by Jakob Palmkvist
in [11]. This proves that both the formal ‘top-down’ and the computational ‘bottom-up’
approaches to the tensor hierarchy algebra match what the construction which is done by
physicists in gauging procedures in supergravity.
In the present paper, the construction of the tensor hierarchy algebra is based on the
observation that gauging procedures in supergravity theories involve Leibniz algebras instead
of mere Lie algebras. A Leibniz (or Loday) algebra is a generalization of a Lie algebra, where
the product is not necessarily skew-symmetric anymore. The Jacobi identity is modified in
consequence: the corresponding identity – the Leibniz identity – epitomizes the derivation
property of the product on itself. This new notion was originally defined by Jean-Louis
Loday in the early nineties, see for example [19]. The inner product of any Leibniz algebra
can be split into its symmetric and its skew-symmetric part. The skew-symmetric bracket
usually does not satisfy the Jacobi identity, emphasizing that Leibniz algebras are non-trivial
generalizations of Lie algebras.
The original motivation of this paper was actually to provide a systematic construction
of the tensor hierarchies from a Leibniz algebras perspective. The link between embedding
tensors and Leibniz algebras was known for a few years and has been investigated in [16].
The construction of a tensor hierarchy form the Leibniz algebra perspective crucially relies
on the observation that, given a Lie algebra g and a g-module V , an embedding tensor
Θ : V → g – as defined in supergravity models – induces a Leibniz algebra structure on the
V . Reciprocally, any Leibniz algebra V gives rise to an embedding tensor taking values in
the quotient of V by its center. More precisely, we show that tensor hierarchies are actually
built from the data of a Lie algebra g, a g-module V that carries a Leibniz algebra structure,
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and an embedding tensor Θ : V → g that is compatible with both structures. We call such
triples of objects Lie-Leibniz triples.
Most of the paper is dedicated to show that any Lie-Leibniz triple induces a unique – up
to equivalence – tensor hierarchy algebra. The process of constructing the tensor hierarchy
algebra canonically associated to a Leibniz algebra V goes as follows: given a Lie-Leibniz
triple V = (g, V,Θ), we first define what is called a stem associated to V , which can be seen
as the skeleton of the tensor hierarchy induced by V . We then define the notion of ‘robust’
stem, and we show 1. that a Lie-Leibniz triple induces a robust stem, which is unique up
to morphisms of stems, and 2. that the robust stems associated to V are in one-to-one
correspondence with the tensor hierarchy algebras associated to the same triple. Then, we
deduce that the tensor hierarchy algebra induced by V are equivalent up to dgLa morphisms.
This can be summarized in the following diagram:
Lie-Leibniz triple robust stem tensor hierarchy
In the last few years, a renewal of interest in L∞-algebras has soared in the supergravity
community, in relation with the formalism of tensor hierarchies [3, 5, 13–15, 17]. These L∞-
algebras would in some sense encode the field strength of the model. Until now, the only way
one could determine the content of some given field strength would be to compute the Bianchi
identity of lowest from-degree in which it appears. Hence, if there is a more convenient way
of determining the content of the field strengths, without computing the Bianchi identities
would be of some help for physicists. The tensor hierarchy algebra defined in Palmkvist’s
papers [11,21] and in the present paper are differential graded Lie algebras. Hence, by some
mathematical subtleties, there may be some ways of defining the desired L∞-algebra from
the tensor hierarchy algebra. This might be possible by using a result by Fiorenza and
Manetti [9] (and found again later by Getzler [10]) but this is still under investigation. That
is why in this paper we will focus on the construction of the tensor hierarchy algebra, and
we will not discuss how to induce a L∞-algebra from it.
The first part of this paper presents the mathematical tools that are used in the second
part. Section 2.1 presents the embedding tensor as defined by the physicists, whereas Section
2.2 provides the basic notions on Leibniz algebras, and their relationship with the embedding
tensor, which leads to the crucial notion of Lie-Leibniz triple in Definition 2.3. Then we
discuss some important properties of Lie-Leibniz triples in Section 2.3, before concluding the
first part of the paper by elementary notions on graded geometry in Section 2.4.
Then, these mathematical tools are used through the entire second part, through some
technical degree-juggling sessions. This part starts with the definition of tensor hierarchy
algebras (see Definition 3.1), and a short explanation of the proof that any Lie-Leibniz triple
induces a tensor hierarchy algebra. Section 3.1 introduces the notion of i-stems associated to
Lie-Leibniz triples, and contains Theorem 3.4, which is an existence statement for i-stems:
Theorem. Let i ∈ N and let V = (g, V,Θ) be a Lie-Leibniz triple admitting a i-stem U =
(U, δ, π, µ). Then there exists a (i+ 1)-stem whose i-truncation is U .
In Section 3.2, we discuss the notion of morphisms and equivalences of stems; in particular
we give the definition of robust stems and we eventually obtain an important unicity result in
Corollary 3.12. Then, Section 3.3 is devoted to the explanation of building a tensor hierarchy
algebra from the data contained in the stem associated to a Lie-Leibniz triple. In particular it
contains Theorem 3.14 that shows that there is a one-to-one correspondence between tensor
hierarchy algebras and robust stems associated to the same Lie-Leibniz triple. We conclude
this section with the main result of this paper, Corollary 3.17, that proves that a Lie-Leibniz
triple induces a unique – up to equivalence – tensor hierarchy algebra:
Corollary. A Lie-Leibniz triple induces – up to equivalence – a unique tensor hierarchy
algebra.
Eventually, in Section 4 we give precise and explicit constructions of the tensor hierar-
chy algebras associated to some Lie-Leibniz triples. Appendices A and B gather technical
computations that appear in the proofs of Theorems 3.4 and 3.14, respectively.
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2 Mathematical background
2.1 The embedding tensor in supergravity theories
We propose here a sketch of gauging procedures in supergravity, since it is a very intricate
subject in itself, that has induced a flourishing literature on the subject [6–8,23,25]. Maximal
supergravity theories in 3 ≤ D ≤ 7 dimensions admit as Lie algebra of (global) symmetries
the finite-dimensional real simple Lie algebras e11−D (11−D), which are the split real forms
of the corresponding complex Lie algebra e11−D [25]. Gauging procedures in supergravity
theories rely on promoting a Lie subalgebra of these real Lie algebras to the status of gauge
algebra. Contrary to the usual gauge procedure as in classical field theories, in supergravity
models the gauge fields do not take values in the Lie algebra of global symmetries, but rather
in its standard representation, i.e. its smallest irreducible faithful representation [25].
Convention. In this paper, Lie algebras will always be real and finite-dimensional, but not
necessarily semi-simple. We will use the gothic letters g to denote what is considered as the
Lie algebra of global symmetries, and h for the Lie subalgebra of g that is promoted to be
a gauge algebra. We use the letter V to denote the representation of g in which the 1-form
fields would take values.
The starting point for gauging in supergravity is to define a Lie subalgebra h of g that
will be promoted to the status of gauge algebra. Physicists define h as the image of some
linear mapping Θ : V → g that satisfies some consistency conditions. Physicists call this
map the embedding tensor. The first condition is a contraint required by supersymmetry
considerations and defines to which sub-module TΘ of V
∗⊗ g the embedding tensor belongs,
and the other condition is a closure constraint that ensures that h ≡ Im(Θ) is indeed a Lie
algebra.
The fact that h would be a gauge algebra means that it should induce a covariant deriva-
tive on the space of fields. Since the 1-form fields do not take values in h, Physicists expect
that the field strengths associated to the 1-form fields might not transform covariantly. Thus,
for consistency, the theory might involve some 2-form fields that would be coupled to the
field strengths. These 2-form fields would take values in some g-sub-module of S2(V ). Since
g is semi-simple in supegravity theories, physicists can decompose S2(V ) into a sum a irre-
ducible representations and check which one is allowed by supersymmetry. It turns out that
in general there is a g-sub-module W˜ ⊂ S2(V ) in which the 2-form fields cannot take values,
because of these supersymmetry considerations. From this, Physicists require that the action
of Θ on W˜ gives zero. By decomposing V ∗⊗ g into a sum of irreducible g-modules, they can
find which representation in particular has such a property. We call it TΘ. Hence physicists
know that every element of TΘ defines a subspace of g that cancels W˜ . This condition is
called the linear, or representation constraint, and it defines TΘ uniquely.
Remark. In (half)-maximal supergravities, the representation V in which the 1-form fields
take values is faithful and the representation TΘ to which belongs the embedding tensor is
in general irreducible. In this paper, for more generality, we drop both conditions.
Now assume that such a representation TΘ ⊂ V ∗ ⊗ g has been settled. We denote by
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ρΘ : g→ End(TΘ) the linear mapping that encodes the representation of g on TΘ.
ρΘ : g −−−−−−−−−→ End(TΘ)
a 7−−−−−−−−−→ ρΘa : Ξ 7→ ρ
Θ
a (Ξ)
However, the choice for the embedding tensor Θ has not been done yet. The condition that
h ≡ Im(Θ) is a Lie subalgebra of g is equivalent to saying that the image of Θ in g is closed
under the Lie bracket. This will give the second constraint on the existence of the embedding
tensor, that specify all possible elements of TΘ that can be possibles candidates to being an
embedding tensor. There might be many, and they can define different gauge algebras.
As an immediate consequence of the definition of the action of g on the tensor product
V ∗ ⊗ g, we have:
ρΘa (Ξ)(x) =
[
a,Ξ(x)
]
− Ξ
(
ρa(x)
)
(2.1)
for any a ∈ g, x ∈ V and Ξ ∈ TΘ. One can see that if ρΘa (Ξ) = 0 then [a,Ξ(x)] ∈ Im(Ξ).
Thus, a sufficient condition for the subspace Im(Θ) ⊂ g to be stable under the Lie bracket
is:
ρΘa (Θ) = 0 for any a ∈ Im(Θ) (2.2)
Indeed, Equation (2.2) applied to Equation (2.1) gives:[
Θ(x),Θ(y)
]
= Θ
(
ρΘ(x)(y)
)
(2.3)
for any x, y ∈ V . This implies that Im(Θ) is a Lie subalgebra of g, that we denote by h and
that physicists call the gauge algebra. The name is justified by the analogy with the classical
case, where gauge fields take values in the gauge algebra adjoint representation. Here, the
1-form fields are taking values in V but they are associated to elements of h through the
embedding tensor.
Given that V inherits a h-module structure induced by its g-module structure, Equation
(2.3) shows that the embedding tensor Θ is h-equivariant, with respect to the induced action
of h on V and to the adjoint action of h on itself. Indeed, writing a instead of Θ(x) in
Equation (2.3), we obtain:
ada
(
Θ(y)
)
= Θ
(
ρa(y)
)
(2.4)
In supergravity theories, the gauge invariance condition (2.2) is often written under the form
of the ‘equivariance’ condition (2.3), and is called the quadratic, or closure constraint. This
constraint is another formulation of the fact that Im(Θ) is a Lie subalgebra of g.
Remark. Usually physicists do not specify which embedding tensor they want to pick up
till the very end of their calculations, where they make a definite choice. They say that it
is a spurionic object. They perform the calculations under the assumption that the generic
embedding tensor Θ satisfies the linear and the quadratic constraint. This makes the com-
putations easier, and more importantly, it prevents also a manifest symmetry breaking in
the Lagrangian. When they fix a choice of embedding tensor, and thus of gauge algebra,
at the very end of the computations, the symmetry is broken and they obtain the desired
model.
The specificity of supergravity theories is that even if the action of the gauge algebra on
the 1-form gauge fields Aa is a Lie algebra representation, the corresponding field strengths
F a do not transform covariantly. To get rid of this issue, as said before, a set of 2-form fields
BI taking value in the complementary sub-space of W˜ in S2(V ) are added to the theory.
They are coupled to the field strength F a through a Stuckelberg-like coupling, and their
gauge transformation is defined to compensate the lack of covariance of F a. However, the
addition of these new fields BI necessarily implies to add their corresponding field strengths,
i.e. some 3-forms HI . However, it turns out that they are not covariant either. One then
adds to the model a set of 3-form fields living in a very specific g-module so that the field
strengths HI become covariant. The procedure continues and p-form fields are added to the
theory until the dimension of space-time is reached. The set of all these fields form what is
known as a tensor hierarchy. If not for the dimension of space-time, nothing prevents this
tower of fields to be infinite in full generality [6, 8].
To summarize, having a Lie algebra g and a g-module V , the gauging procedure in
supergravity theories consists of the following steps:
5
1. Defining a specific g-module TΘ ⊂ V ∗ ⊗ g to which all possible candidates as an
embedding tensor would belong. This is done using the linear constraint, which picks
up every elements of V ∗⊗g that have a trivial action on some particular g-sub-module
W˜ of S2(V ), that has been selected by supersymmetry considerations;
2. Setting a specific element Θ ∈ TΘ by the quadratic constraint (2.3), which ensures that
h ≡ Im(Θ) is a Lie subalgebra of g;
3. The action of h on the 1-form fields Aa induces an action on their corresponding field
strengths F a, but they do not transform covariantly. Then, physicists add a set of
2-form fields BI that take value in some specific sub-module so that the field strengths
F a become covariant when they get coupled to the BI ’s;
4. If the field strengths associated to the BI ’s are not covariant, one should add 3-form
fields, etc.
Following the same kind of considerations for the 2-form fields, 3-form fields and so on,
physicists manage to build a whole sequence of g-modules in which those higher fields take
values. The construction of this (possibly infinite) tower of spaces is automatic as soon as one
has chosen the embedding tensor. The goal of this paper is to provide a detailed ‘bottom-
up’ approach to this construction, whereas the ‘top-down’ approach was given in [21], using
Borcherds algebras. Both approaches seem to give the same result, as guessed in [4].
2.2 Embedding tensors and Leibniz algebras
At first, Leibniz (or Loday) algebras have been introduced by Jean-Louis Loday in [19] as
a non commutative generalization of Lie algebras. In a Lie algebra, the Jacobi identity is
equivalent to saying that the adjoint action is a derivation of the bracket. In a Leibniz
algebra, we preserve this derivation property but we do not require the bracket to be skew
symmetric anymore. More precisely:
Definition 2.1. A Leibniz algebra is a finite dimensional real vector space V equipped with
a bilinear operation • satisfying the derivation property, or Leibniz identity:
x • (y • z) = (x • y) • z + y • (x • z) (2.5)
for all x, y, z ∈ V . A Leibniz algebra morphism between (V, •) and (V ′, •′) is a linear
mapping χ : V → V ′ that is compatible with the respective products, that is:
χ(x) •′ χ(y) = χ(x • y) (2.6)
for every x, y ∈ V .
Convention. In general, and for clarity of the exposition, we will often omit to write the
couple (V, •) to designate a Leibniz algebra. In that case, we will assume that the Leibniz
product • is implicitly attached to V .
Example 1. A Lie algebra (g, [ . , . ]) is a Leibniz algebra, with product • = [ . , . ]. The Leibniz
identity is nothing more than the Jacobi identity on g. Conversely a Leibniz algebra (V, •) is
a Lie algebra when the product does not carry a symmetric part, that is: x •x = 0 for every
x ∈ V . Hence, the Leibniz identity (2.5) is a possible generalization of the Jacobi identity
to non skew-symmetric brackets.
Example 2. Let (A, ·) be an associative algebra equipped with an endomorphism P : A→ A
satisfying P
(
P (x) · y
)
= P (x) · P (y) = P
(
x · P (y)
)
for every x, y ∈ A (for example when P
is an algebra morphism satisfying P 2 = P ). Then the product that is defined by:
x • y ≡ P (x) · y − y · P (x) (2.7)
induces a Leibniz algebra structure on A. It is a Lie algebra precisely when P = id.
Example 3. Let g be a finite dimensional real Lie algebra and let V be a g-module. Let
Θ : V → g be an embedding tensor as in Section 2.1, i.e. a linear map from V to g satisfying
the quadratic constraint (2.3). This implies that h ≡ Im(Θ) is a Lie subalgebra of g. The
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action ρ of g on V descends to an action of h on V , that induces an action • of V on V itself
by the following formula:
x • y ≡ ρΘ(x)(y) (2.8)
This action may not be symmetric nor skew-symmetric. By the equivariance condition (2.3),
we deduce that Θ intertwines the product on V and the Lie bracket on h:
Θ(x • y) =
[
Θ(x),Θ(y)
]
(2.9)
This is the most compact form of the quadratic constraint found in supergravity theories.
From Equations (2.8) and (2.9), and from the fact that V is a representation of the Lie
algebra h, we deduce the following identity:
x • (y • z) = (x • y) • z + y • (x • z) (2.10)
In other words, the product • is a derivation of itself. This turns V into a Leibniz algebra.
Hence, Leibniz algebras emerge naturally through the gauging procedure in supergravity
theories.
We can split the product • of a Leibniz algebra V into its symmetric part {. , .} and its
skew-symmetric part [ . , . ]:
x • y = [x, y] + {x, y} (2.11)
where
[x, y] =
1
2
(
x • y − y • x
)
and {x, y} =
1
2
(
x • y + y • x
)
for any x, y ∈ V . As a consequence of Equation (2.5), the Leibniz product is a derivation of
both brackets. An important remark here is that even if the bracket [ . , . ] is skew-symmetric,
it does not satisfy the Jacobi identity since, using Equation (2.5), we have:[
x, [y, z]
]
+
[
y, [z, x]
]
+
[
z, [x, y]
]
= Jac(x, y, z) (2.12)
where the Jacobiator is defined by:
Jac(x, y, z) = −
1
3
({
x, [y, z]
}
+
{
y, [z, x]
}
+
{
z, [x, y]
})
(2.13)
for every x, y, z ∈ V . Hence the skew-symmetric bracket [ . , . ] is not a Lie bracket. Since
the Jacobi identity does not close, one is tempted to lean on the notion of L∞-algebras
to extend the bracket [ . , . ]. These are algebraic structures that generalize the notion of
(differential graded) Lie algebras, by allowing the Jacobi identity to be satisfied only up to
homotopy. Finding a L∞-algebra that extends the skew-symmetric bracket of V is a topic
that is currently under heavy investigation in the physics community, and that is actually
interesting on its own. Indeed, having a recipe to build a L∞-algebra lifting the skew-
symmetric part of the product of any Leibniz algebra would be very important. This is
currently under investigation.
Given a Leibniz algebra V , the subspace I ⊂ V generated by the set of elements of the
form {x, x} contains all symmetric elements of the form {x, y}, since they can always be
written as a sum of squares. Using Equation (2.5), one can check that I is an ideal of V for
the Leibniz product, i.e. V • I ⊂ I, and that the action of I on V is null.
Definition 2.2. The sub-space I of V generated by elements of the form {x, x} is an ideal
called the ideal of squares of V. An ideal of V whose action is trivial is said central. The
union of all central ideals of V is called the center of V :
Z =
{
x ∈ V
∣∣ x • y = 0 for all y ∈ V } (2.14)
We have seen in Example 3 that the embedding tensor Θ defines a Leibniz product • on
the g-module V . In the gauging procedure of maximal supergravity theories, the module V
is faithful, which implies that the map ρ : g→ End(V ) is injective. Then by Equation (2.8),
we deduce that in that case the center of V satisfies:
Z = Ker(Θ)
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Inspired by this result, we intend to define an embedding tensor from the data contained
in a Leibniz algebra structure. Given a Leibniz algebra (V, •), we can define a particular
vector space, noted hV , by quotienting V by the center Z:
hV ≡ V
/
Z
and we define ΘV : V → hV to be the corresponding quotient map. The projection of the
Leibniz product via ΘV defines a bilinear product on hV :
[a, b]hV ≡ ΘV
(
a˜ • b˜
)
(2.15)
for every a, b ∈ hV , and where a˜, b˜ are any pre-image of a, b in V . Because Z is a central
ideal, this bilinear product does not depend on the choice of pre-images. This discussion can
be summarized in the following diagram:
V ⊗ V V
hV ⊗ hV hV
•
ΘV ⊗ΘV ΘV
[ . , . ]hV
From Equation (2.15), we have:
ΘV (x • y) =
[
ΘV (x),ΘV (y)
]
hV
(2.16)
for every x, y ∈ V . The Leibniz identity on V – see Equation (2.5) – and the fact that ΘV is
onto, implies that the Jacobi identity for [ . , . ]hV is satisfied. This turns
(
hV , [ . , . ]hV
)
into
a Lie algebra, that we call the gauge algebra of V . This analogy with the vocabulary from
gauging procedures in supergravity is not a coincidence. There is indeed a close relationship
between tensors hierarchies and Leibniz algebras. As a first clue, one can notice the analogy
between Equation (2.16) and Equation (2.9).
Moreover, one can define an action ρ of hV on V by:
ρa(x) ≡ a˜ • x (2.17)
for any a ∈ hV , x ∈ V and where a˜ is any pre-image of a in V . The action does not depend
on the pre-image of a since the component of a˜ which is in Z acts trivially on x. This implies
that for any x, y ∈ V ,we have:
x • y = ρΘV (x)(y) (2.18)
Then, since ΘV is onto, one can check that the Leibniz identity for the product • is equivalent
to the fact that ρ is a representation of hV . Moreover, one can further notice the analogy
between Equation (2.18) and Equation (2.8). Hence we have shown that given a Leibniz
algebra V , one can define a Lie algebra hV and a surjective map ΘV : V → hV satisfying the
linear constraint (2.8) and the quadratic constraint (2.9).
This strong relationship between the embedding tensor formalism and Leibniz algebras
can be captured by the following object:
Definition 2.3. A Lie-Leibniz triple is a triple (g, V,Θ) where:
1. g is a real, finite dimensional, Lie algebra,
2. V is a g-module equipped with a Leibniz algebra structure •, and
3. Θ : V → g is a linear mapping called the embedding tensor, that satisfies two compat-
ibility conditions. The first one is the linear constraint:
x • y = ρΘ(x)(y) (2.19)
where ρ : g → End(V ) denotes the action of g on V . The second one is called the
quadratic constraint:
Θ(x • y) =
[
Θ(x),Θ(y)
]
(2.20)
where [ . , . ] is the Lie bracket on g.
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The two conditions that Θ has to satisfy guarantee the compatibility between the Leibniz
algebra structure on V , its g-module structure and the Lie bracket of g. The names of the
constraints are justified because the symmetrization of the first equation gives the relation-
ship between the symmetric bracket and the embedding tensor that is underlying the linear
constraint of gauging procedures in supergravity theories. Moreover, using the first equation
into the second one implies that Θ satisfies the quadratic constraint (2.3). Given these data,
we deduce that h ≡ Im(Θ) is a Lie subalgebra of g. In other words, we have mathematically
encoded what is the embedding tensor. Moreover, Equation (2.19) implies that:
Ker(Θ) ⊂ Z
We have the equality when the representation of h on V is faithful.
Example 4. Given a Leibniz algebra V , setting g ≡ hV and Θ ≡ ΘV , we observe that the
data (hV , V,ΘV ) canonically define a Lie-Leibniz triple associated to V . This justifies that
we call ΘV the embedding tensor of V and, as said before, we call hV the gauge algebra of V .
The Lie-Leibniz triple (hV , V,ΘV ) satisfies every argument of Section 2.1, and in particular
since Ker(ΘV ) = Z, the action of hV on V is faithful.
Example 5. If (g, V,Θ) is a Lie-Leibniz triple where the Leibniz algebra structure on V is
a mere Lie algebra structure, and where the embedding tensor Θ : V → g is surjective,
then the Lie-Leibniz triple (g, V,Θ) is what we call a differential crossed module. Thus,
the obstruction for a Lie-Leibniz triple (g, V,Θ) where V is a mere Lie algebra to be a
differential crossed module comes from the fact that Θ might not be g-invariant, inducing a
supplementary term in the usual condition:
Θ
(
ρa(x)
)
=
[
a,Θ(x)
]
− ρΘa (Θ)(x) (2.21)
for some a ∈ g (and not in h) and x ∈ V .
Example 6. In [18], Loday defines a pre-crossed module: it is a triple (g, V,Θ) consisting of a
Lie algebra g, a g-module V and a g-equivariant linear map Θ : V → g. Then equips V with
a Leibniz algebra structure that is given by Equation (2.19). The triples (g, V,Θ) defining
pre-crossed modules are Lie-Leibniz triples.
More generally, we have the following result:
Lemma 2.4. Let (g, V,Θ) be a Lie-Leibniz triple. Then, there is a canonical surjective Lie
algebra morphism ϕ : h→ hV that makes the following diagram commute:
V hV
h
ϕ
ΘV
Θ
Moreover, ϕ is an isomorphism if and only if V is a faithful h-module.
Proof. First of all, notice that by Equation (2.19), we have the inclusion Ker(Θ) ⊂ Ker(ΘV ) =
Z. Now let a ∈ h and let x be some preimage of a in V . We then define ϕ(a) ≡ ΘV (x).
This definition does not depend on the choice of pre-image of a, because if we had chosen
another one, say y, the difference x−y would be in Ker(Θ), which is a subspace of the center
Z = Ker(ΘV ). Thus, the linear map ϕ is well defined; it is also surjective since for every
u ∈ hV , there exists x ∈ V such that u = ΘV (x), so that the element a = Θ(x) is a preimage
of u by ϕ. Finally, the map ϕ is a Lie algebra morphism because, for any x, y ∈ V :
ϕ
([
Θ(x),Θ(y)
])
= ϕ
(
Θ(x • y)
)
(2.22)
= ΘV (x • y) (2.23)
=
[
ΘV (x),ΘV (y)
]
(2.24)
=
[
ϕ
(
Θ(x)
)
, ϕ
(
Θ(y)
)]
(2.25)
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When V is faithful, from Equation (2.19) we deduce the equality Ker(Θ) = Z which
implies that Ker(Θ) = Ker(ΘV ). Thus, for every a ∈ h such that ϕ(a) = 0, we deduce that
a = 0, for otherwise, the element would admit a preimage x ∈ V that is not in the kernel of
Θ. But then ΘV (x) 6= 0, which contradicts the fact that ϕ ◦ Θ(x) = 0. This implies that ϕ
is injective, hence bijective. The converse is immediate.
To explore further this relationship, we need to define the notion of morphism of Lie-
Leibniz triples:
Definition 2.5. Given two Lie Leibniz triples V ≡ (g, V,Θ) and V ≡ (g, V ,Θ), a morphism
between V and V is a double (ϕ, χ) consisting of a Lie algebra morphism ϕ : g → g, and a
Leibniz algebra morphism χ : V → V , satisfying the following consistency conditions:
Θ ◦ χ = ϕ ◦Θ (2.26)
ρϕ(a) ◦ χ = χ ◦ ρa (2.27)
for every a ∈ g, and where ρ (resp. ρ) denotes the action of g (resp. g) on V (resp. V ). We
say that (ϕ, χ) is an isomorphism of Lie-Leibniz triples when both ϕ and χ are isomorphisms
in their respective categories.
Remark. We notice that Equation (2.26) implies that φ
(
Im(Θ)
)
⊂ Im
(
Θ
)
.
Given a Leibniz algebra (V, •), the Leibniz product can be seen as a map from V to
Der(V ):
• : V −−−−−−−−−→ Der(V )
x 7−−−−−−−−−→ x • : y 7→ x • y
The kernel of this map is precisely the center of V . Assume that the Leibniz product is
such that there exists a Lie-Leibniz triple (g, V,Θ) associated to V . By Equation (2.19) and
Lemma 2.4, one deduces that the following diagram is commutative:
h
V Der(V )
hV
ρ
•
Θ
ϕ
ΘV ηV
where ρ (resp. ηV ) denotes the action of h (resp. hV ) on V . In particular, we have the
following equality:
ρ = ηV ◦ ϕ (2.28)
Thus, Lemma 2.4, together with Equation (2.28), imply the following result:
Proposition 2.6. Let (g, V,Θ) be a Lie-Leibniz triple, then there is a canonical morphism
of Lie-Leibniz triples: (
ϕ, idV
)
: (h, V,Θ) −−−−−→ (hV , V,ΘV )
where ϕ is the map defined in Lemma 2.4. If V is a faithful h-module, it is an isomorphism.
2.3 The bud of a Lie-Leibniz triple
Let us dwelve a bit further in the exploration of some properties of Lie-Leibniz triples.
The map • : V → Der(V ) can be seen as an element of V ∗ ⊗ End(V ) on which g acts.
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When g is semi-simple, this is a completely reducible representation of g, and we call T• the
representation to which • belongs. Let us write ρ• : g→ End(T•) for the map through which
g acts on T•. Now let a ∈ g, then we have a map ρ•a(•) : V → End(V ) defined by:
ρ•a(•)(x)(y) ≡ ρa(x • y)− x • ρa(y)− ρa(x) • y (2.29)
for every x, y ∈ V . Hence, the map ρ•a(•) measures the obstruction of ρa to be a derivation
of the Leibniz product. By using Equation (2.19), one deduces that:
ρ•a(•)(x)(y) = ρρΘa (Θ)(x)(y) (2.30)
for every x, y ∈ V . Moreover, Equation (2.30) implies that if a ∈ h, then the left hand side
of Equation (2.29) vanishes, which means that ρa is a derivation of the Leibniz product at
least when a ∈ h. This was expected because in that case, the right hand side of Equation
(2.29) is the Leibniz identity (2.5), when we write a = Θ(z).
Until now, we have only exploited the skew-symmetric part of the Leibniz product. It is
now time to turn to the symmetric part. Let (V, •) be a Leibniz algebra, then the symmetric
bracket can be seen as a map {. , .} : S2(V )→ V whose image is the ideal of squares I:{
. , .
}
(x⊙ y) = {x, y} (2.31)
where ⊙ represents the symmetric product. Hence, it can also be seen as an element of
S2(V ∗) ⊗ V , and as such it can be acted upon by g. We note T{,} the representation to
which the symmetric bracket belongs, and ρ{,} : g → End
(
T{,}
)
the corresponding map.
Using Equations (2.29) and (2.30), a short calculation shows that the symmetric bracket
obeys the following equation:
ρ{,}a
(
{. , .}
)
(x⊙ y) =
1
2
(
ρρΘa (Θ)(x)(y) + ρρΘa (Θ)(y)(x)
)
(2.32)
for every a ∈ g. The fact that the embedding tensor is h-invariant implies that the right
hand-side vanishes when a ∈ h. It means that the symmetric bracket is h-equivariant:
ρa
(
{x, y}
)
=
{
ρa(x), y
}
+
{
x, ρa(y)
}
(2.33)
for every a ∈ h.
Hence, the kernel of {. , .} : S2(V ) → V is a h-module, but not necessarily a g-module.
Let us define W˜ to be the biggest g-sub-module of S2(V ) contained in Ker
(
{. , .}
)
. Then the
symmetric bracket factors through the quotient W ≡ S
2(V )
/
W˜ :
W
S2(V ) V
ΠW
d
{. , .}
This is a g-module, inheriting this structure from the quotient map ΠW : S
2(V )→W is the
canonical quotient map. The map d is the unique linear application d :W → I such that:
{. , .} = d ◦ΠW (2.34)
We can now give the following definition:
Definition 2.7. Given a Lie-Leibniz triple V = (g, V,Θ), the quotient W of S2(V ) by the
biggest g-submodule of Ker
(
{. , .}
)
is called the bud of V. The map d : W → V defined in
Equation (2.34) is called the collar of V.
Convention. We have chosen botanical vocabulary because we will see in the following that
the construction of the tensor hierarchy can be metaphorically seen as a plant which is
growing, one step after another.
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Remarks. 1. When the Lie-Leibniz triple is the canonical triple (hV , V,ΘV ), the corre-
sponding bud is obviously W = S
2(V )
/
Ker
(
{ . , . }
)
. For the clarity of exposition, in
that case, we will speak of the bud (resp. collar) of V .
2. When g is semi-simple, one can decompose S2(V ) into irreducible representations of g,
and see W as the supplementary subspace of W˜ : S2(V ) ≃W ⊕ W˜ .
3. Notice that the definition of the bud and of the collar of V actually do not depend
explicitely on the choice of embedding tensor Θ. They only depend on the choice of the
Lie algebra g and of the Leibniz structure on V . Various embedding tensors satisfying
Equation (2.19) will not interfere with the definition of the bud. This is consistent
with the situation in supergravity where supersymmetry provides a constraint on the
content of the fields, that translates into the choice of a g-sub-module of S2(V ) that
could not appear in the theory. Actually, the bud W is precisely the space in which
2-form fields take values in supergravity models.
We deduce this simple but important result:
Proposition 2.8. Let V = (g, V,Θ) be a Lie-Leibniz triple, and let d be the collar of V.
Then, we have:
Θ ◦ d = 0 (2.35)
Proof. By Equation (2.20), we deduce that Θ(I) = 0. Since Im(d) = I, we have the
result.
Remark. Proposition 2.8 implies the following inclusion:
I ⊂ Ker(Θ)
but, usually, the kernel of the embedding tensor does not necessarily coincide with the ideal
of squares.
The vector space W inherits the canonical quotient g-module structure induced by the
action of g on S2(V ). Hence, it is the smallest quotient of S2(V ) that has the property
that {. , .} factorizes through it and that is also a representation of g. In particular, the
subspace W cannot be smaller than S
2(V )
/
Ker
(
{. , .}
)
, which happens when Ker
(
{. , .}
)
is
a g-module as well. This is the case when g = hV for example. From Proposition 2.6, we
deduce that following result:
Proposition 2.9. Let V = (g, V,Θ) be a Lie-Leibniz triple, let W be the bud of V, and let
h ≡ Im(Θ). Then there is canonical surjective linear mapping:
τ : W −−−−−→ S
2(V )
/
Ker
(
{ . , . }
)
that makes the following diagram commute:
W
S2(V ) V
S2(V )
/
Ker
(
{ . , . }
)
d
{ . , . }
ΠW
τ
{ . , . }
and which is compatible with the respective actions of h and hV , that is:
ρV,ϕ(a)
(
τ(α)
)
= τ
(
ρa(α)
)
(2.36)
for every a ∈ h and α ∈ W , where ϕ is the map defined in Lemma 2.4.
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Proof. For clarity, let W ≡ S
2(V )
/
Ker
({
. , . }) . Let ΠW : S
2(V ) → W (resp. Π
W
:
S2(V )→W ) be the quotient map associated to W (resp. W ). Then in particular:
Ker(ΠW ) ⊂ Ker(ΠW ) = Ker
(
{ . , . }
)
Let us define the map τ by:
τ
(
ΠW (x⊙ y)
)
= Π
W
(x ⊙ y) (2.37)
for every x, y ∈ V . It is well defined, because for any α ∈ W that admits two pre-images
u and v in S2(V ), we have ΠW (u − v) = 0. Thus, ΠW (u − v) = 0, which implies that
Π
W
(u) = τ(α) = Π
W
(v). The map τ is obviously surjective, and by definition, we have
{ . , . } ◦ τ = d.
Now let a ∈ h, then for any α ∈ W and any pre-image u ∈ S2(V ), we have:
τ
(
ρa(α)
)
= τ
(
ρa(ΠW (u))
)
(2.38)
= τ
(
ΠW (ρa(u))
)
(2.39)
= Π
W
(
ρa(u)
)
(2.40)
= ΠW
(
ρV,ϕ(a)(u)
)
(2.41)
= ρV,ϕ(a)
(
Π
W
(u)
)
(2.42)
= ρV,ϕ(a)
(
τ(α)
)
(2.43)
which concludes the proof.
Even if the map ΠW is g-equivariant, the map d may not be. Rather, it transforms as
{. , .} in the representation T{,}. At least, d is h-equivariant because the symmetric bracket
is. There is even more: in supergravity theories, physicists show that the representation T{.,.}
is the same as T•, and as TΘ. It implies that d and Θ transform in the same representation.
This property has not been shown in the general case yet.
2.4 Graded geometry
The construction of the tensor hierarchies will involve many notions from graded algebra.
We define a graded vector space E as a family of vector spaces E = (Ek)k∈Z. An element x
is said homogeneous of degree i if x ∈ Ei. The degree of an homogeneous element x is noted
|x|. A commutative graded algebra is a graded vector space A = (Ak)k∈Z equipped with a
product ⊙ : A⊗A→ A such that
x⊙ y = (−1)|x||y|y ⊙ x
for every homogeneous elements x, y ∈ A. If the product is associative, successive products
of multiple elements make sense whatever the order in which we perform the products. In
that case, given n homogeneous elements x1, . . . , xn ∈ A, and a permutation σ of {1, . . . , n},
we define the Koszul sign of the permutation (with respect to these elements) as the sign
ǫσx1,...,xn = ±1 satisfying:
x1 ⊙ . . .⊙ xn = ǫ
σ
x1,...,xn
xσ(1) ⊙ . . .⊙ xσ(2) (2.44)
Given two graded vector spaces E and F , a linear mapping between E and F is a family
φ = (φk)k∈Z of linear applications φk : Ek → Fk. For any two commutative graded algebras
A and B, a homomorphism from A to B is a degree 0 linear mapping Φ : A → B that
commutes with the respective products of A and B:
Φ(x⊙A y) = Φ(x)⊙B Φ(y)
for any x, y ∈ A. A morphism from E to F is a (degree 0) graded commutative algebra
homomorphism Φ : S(F ∗) → S(E∗). It induces a degree 0 linear mapping φ∗ : F ∗ → E∗
whose dual map is a linear mapping φ : E → F between the graded vector spaces E and F .
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A function on E is an element of the commutative graded algebra S(E∗) =
⊕
n≥0 S
n(E∗),
where E∗ is the graded vector space defined by the family of dual spaces E∗ =
(
(Ek)
∗
)
k∈Z
. In
particular the degree of an element of (Ek)
∗ is −k, i.e the opposite of the degree of elements
of Ek. A function f is said to be homogeneous of degree p if f ∈ S(E∗)p.
It is now time to define the central mathematical object related to tensor hierarchies:
Definition 2.10. A graded Lie algebra is a graded vector space L = (Lk)k∈Z equipped with
a graded skew-symmetric bracket [ . , . ] : Lk ⊗ Ll → Lk+l that satisfies the graded Jacobi
identity: [
x, [y, z]
]
=
[
[x, y], z
]
+ (−1)|x||y|
[
y, [x, z]
]
(2.45)
for any x, y, z ∈ L.
A differential graded Lie algebra is a graded Lie algebra
(
L, [ . , . ]
)
that admits a differ-
ential ∂ =
(
∂k : Lk−1 → Lk
)
k∈Z
which is a derivation of the bracket:
∂
(
[x, y]
)
=
[
∂(x), y
]
+ (−1)|x|
[
x, ∂(y)
]
(2.46)
for any x, y ∈ L. If L is negatively graded, i.e. if L =
⊕
k≥0 L−k, we call the depth of L the
unique element i ∈ N ∪ {∞} such that L =
⊕
0≤k<i+1 L−k, and the sequence (L−k)0≤k<i+1
does not converge to the zero vector space.
Remark. The depth of a graded Lie algebra is either an integer, and in this case L−i 6= 0, or
it is infinite and then, whatever the rank n we chose, there is always some k > n such that
L−k 6= 0.
Example 7. Let g be a Lie algebra. The Chevalley-Eilenberg algebra CE(g) is the graded
commutative algebra:
∧• g∗ ≡ R⊕ g∗ ⊕ ∧2g∗ ⊕ . . . (2.47)
The Chevalley-Eilenberg differential dCE acts naturally on this algebra. There exist also
two kinds of derivations acting on CE(g): the inner contractions ιx and the Lie derivatives
Lx ≡ [dCE, ιx], for every x ∈ g. Here the bracket is the bracket of operators in the space of
derivations of CE(g). We define the differential graded Lie algebra inn(g) of inner derivations
of g by the following:
• elements of degree −1 are the contractions;
• elements of degree 0 are the Lie derivatives;
• the differential ∂ : inn(g)−1 → inn(g)0 satisfies:
∂ = [dCE, . ] (2.48)
• and the bracket is defined by:
[Lx,Ly] = L[x,y] [Lx, ιy] = ι[x,y] [ιx, ιy] = 0 (2.49)
for every x, y ∈ g.
There is another formulation of (differential) graded Lie algebras using the notion of
differential graded manifolds. First, a graded manifold M = (E,M) is a sheaf C∞M of graded
algebras over a smooth manifold M that is called the base, such that for every open set
U ⊂ M , C∞M(U) ≃ C
∞(U) ⊗ S(E∗), where E is a graded vector space called the fiber. A
morphism between the graded manifolds M and N is a family Φ = (φU )U⊂M of graded
algebra homomorphisms φU : C
∞
N (U)→ C
∞
M(U). We define vector fields on M as sections to
the (graded) vector space of derivations of C∞M. If the base manifoldM is reduced to a point,
we say that the graded manifoldM is pointed, i.e. it is reduced to the graded vector space E.
In that case a vector field X can be identified with an element of S(E∗)⊗E. A vector field
X on M is said to be of arity n if for any function f ∈ Sk(E∗), we have X(f) ∈ Sk+n(E∗).
Obviously we can decompose a graded vector field by its components of various arities, but
they should not be confused with the degree of the vector field.
Definition 2.11. A differential graded manifold is a graded manifold M equipped with a
degree +1 vector field Q satisfying [Q,Q] = 0.
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Given a graded vector space E, the suspension of E is the graded vector space sE =
(sE)k∈Z defined as:
(sE)k = Ek−1
In other words, the suspension of a graded vector space is the same vector space, but with
all degrees shifted by +1. Consequently, the degrees of dual elements are shifted by −1:
(sE)∗ = s−1(E∗)
Also, every graded symmetric object becomes graded skew-symmetric (and vis-versa). Hence
a function f ∈ Sn(E∗) of degree p is transformed into a function sf ∈ ∧n
(
(sE)∗
)
of degree
p − n. In particular, given a linear application F : S2(E) → E of degree p, it suspension
sF : ∧2(sE) → sE has degree p − 1 (precise formulas are given in [9]). The suspension
isomorphism admits a reverse map which is called the desuspension and which is noted s−1.
The desuspension map satisfies the following identity:
(s−1E)k = Ek+1
We now define the pairing between a graded vector space E and its dual E∗. For any
two homogeneous elements u ∈ E and α ∈ E∗, the pairing:
〈α, u〉E ≡ α(u) (2.50)
is non vanishing if an only if |α| = −|u| (recall that the ‘absolute value’ denotes the degree
and thus can be negative). The vector space that is written at the bottom of the right angle
labels the space to which the right element belongs, here u ∈ E. Set ιu to be the degree |u|
constant vector field on E satisfying:
ιu(α) ≡ 〈α, u〉E (2.51)
It is an interior product. The pairing is symmetric:
〈α, u〉E = 〈u, α〉E∗ (2.52)
where here one considers that u ∈ E∗∗ ≃ E. If α is an element of (E∗)⊗2, then we define
the composition ιvιu, for two homogeneous elements u, v ∈ E, by:
ιvιu(α) ≡ 2
〈
α, u ⊗ v
〉
E⊗2
(2.53)
If, in particular, α ∈ S2(E∗), then we can commute ιv and ιu, so that the following identity
holds:
ιvιu(α) = 2
〈
α, u⊙ v
〉
S2(E)
= (−1)|u||v|2
〈
α, v ⊙ u
〉
S2(E)
= (−1)|u||v|ιuιv(α) (2.54)
An example of particular importance is when one has a basis {ua} of E, with dual basis
{ua}. Then we have:
ιudιuc
(
ua ⊙ ub
)
= 2
〈
ua ⊙ ub, uc ⊙ ud
〉
S2(E)
= δac δ
b
d + (−1)
|ua||uc|δadδ
b
c (2.55)
In that case one can see that by formally identifying ιua with the derivative
∂
∂ua
, one obtains
the right hand side of Equation (2.55) by applying ∂
∂ud
∂
∂uc
to ua⊙ub. Notice that Equation
(2.54) stands when it is rewritten with derivatives as well:
(−1)|uc||ud|
∂
∂uc
∂
∂ud
(ua ⊙ ub) = (−1)|uc||ud|δadδ
b
c + (−1)
|ud|(|uc|+|u
a|)δac δ
b
d (2.56)
= (−1)−|uc||u
a|δadδ
b
c + δ
a
c δ
b
d (2.57)
=
∂
∂ud
∂
∂uc
(ua ⊙ ub) (2.58)
where the first term on the second line is non zero if and only if |ua| = −|ud| because of the
Kronecker’s delta, and where the second term is non zero if and only if |uc|+ |ua| = 0 (for
the same reason).
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When one applies the suspension operator on both sides of the pairing, nothing changes:〈
s(α), s−1(u)
〉
s−1E
≡ 〈α, u〉E (2.59)
A similar equation holds when we swap s with s−1. Moreover, we have the following identity
that we will use from time to time:〈(
s2 ⊙ s2
)
(α), u⊙ v
〉
S2(E)
=
〈
α , s2(u)⊙ s2(v)
〉
S2(s2E)
(2.60)
for every u, v ∈ E and α ∈ S2
(
s−2(E∗)
)
. Let P : E → F be a degree p linear map between
two graded vector spaces, then we define its dual P ∗ : F ∗ → E∗ by:〈
P ∗(α), u
〉
E
≡ (−1)p|α|
〈
α, P (u)
〉
F
(2.61)
This equation does not hold when P is a representation, because usually in that case, the
contragredient representation induces only a minus sign. For example, for g a Lie algebra
acting on a g-module V , we have:〈
ρ∨a (α), x
〉
V
≡ −
〈
α, ρa(x)
〉
E
(2.62)
for any a ∈ g, x ∈ V and α ∈ V ∗. In the following we denote by ρ∨ the contragredient
represention, induced by ρ : g→ End(V ).
We can now give the equivalence that is of interest for us:
Theorem 2.12. Let E = (Ei)i∈Z be a graded vector space. Then differential graded Lie
algebra structures on E are in one-to-one correspondence with differential graded manifold
structures of arity at most one on the pointed graded manifold s−1E.
Proof. The formulas to pass from one structure to another are taken from [9] and [26]. Given
x, y ∈ E, the relationship between [x, y] in E and the corresponding homological vector field
Q is given by:
ιs−1[x,y] = (−1)
|x|
[
[Q, ιs−1(x)], ιs−1(y)
]
(2.63)
where on the right hand side, we use the bracket of (graded) vector fields on s−1E. On the
other hand, the differential ∂ satisfies:
ιs−1(∂(x)) = −[Q, ιs−1(x)]
∣∣
0
(2.64)
where the sub-script |0 means that the vector field is constant and its value is the one taken
at the origin. Formulas (2.63) and (2.64) provide a one-to-one correspondence between the
differential graded Lie algebra structure on E and the differential graded manifold structure
on s−1E. The Jacobi and Leibniz identities are indeed incapsulated into the homological
condition [Q,Q] = 0. More details are found in [9] and [26] .
Example 8. Let
(
g = g0 ⊕ g−1, ∂, [ . , . ]
)
be a differential graded Lie algebra. Given a basis
(ei)1≤i≤n of g0 and (fa)1≤a≤m of g−1, there exist tensors C
k
ij , C
b
ia and d
i
a such that:
∂(fa) = d
i
a ei , [ei, ej ] = C
k
ij ek and [ei, fa] = C
b
ia fb (2.65)
Setting (e˜i)1≤i≤n be the basis for s
−1g0 and (f˜a)1≤a≤m be the basis for s
−1g−1, the corre-
sponding homological vector field on s−1g is:
Q = −dia f˜
∗a ⊗ ι
e˜i
−
1
2
Ckij e˜
∗ie˜∗j ⊗ ι
e˜k
− Cbia e˜
∗if˜∗a ⊗ ι
f˜b
(2.66)
where the star denotes the dual basis.
Given this one-to-one correspondence, we can define a cohomology on any graded Lie
algebra that mimics the Chevalley-Eilenberg cohomology of Lie algebras. Let
(
g, [ . , . ]
)
be a
graded Lie algebra, and let (s−1g, Q) be the associated differential graded manifold structure.
The homological vector field Q can be seen as a differential on S
(
(s−1g)∗
)
. Since the only
non vanishing term in Q is of arity one, it defines a chain complex of graded vector spaces:
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0 (s−1g)∗ S2
(
(s−1g)∗
)
S3
(
(s−1g)∗
)
. . .
Q Q Q
This sequence can be augmented on the left to the Chevalley-Eilenberg complex of g acting
trivially on R, when Q is identified with the Chevalley-Eilenberg differential dCE:
0 R Hom(g,R) Hom(∧2g,R) Hom(∧3g,R) . . .0
dCE dCE dCE
The cohomology that is associated to this complex is called the Chevalley-Eilenberg coho-
mology of the graded Lie algebra g and it is noted HCE(g) =
⊕
k≥0H
k
CE(g). The spaces
HkCE(g) inherit the grading of g. When g is restricted to non-positive degrees, i.e. when
g =
⊕
k≥1 g−k, we have dCE
(
(g−1)
∗
)
= 0 and [g−1, g−1] ⊂ g−2, which implies the following
two inclusions:
(g−1)
∗ ⊂ H1CE(g) and dCE
(
(g−2)
∗
)
⊂ H2CE(g)
When it is an equality, it means that the restriction of the map dCE to any (g−k)
∗, for k > 1,
is injective, and that Im(dCE|(g−k)∗) = Ker(dCE|∧2(g∗)k+1). This property will be important
in the following so that it deserves a name:
Definition 2.13. We say that a strictly negatively graded Lie algebra g =
⊕
i≥1 g−i is robust
when either the first or the second following conditions holds:
1. g is of depth 1, i.e. when g = g−1,
2. if its depth is higher than 1, when the following equalities are satisfied:
H1CE(g) = (g−1)
∗ and H2CE(g) = dCE
(
(g−2)
∗
)
Remark. Notice that in the first case, the Lie algebra structure is trivial for degree reasons:
the bracket of two elements of degree −1 should be of degree −2, but there is no space of
degree −2 in the first item.
3 Building the tensor hierarchy
This section is devoted to the construction of a tensor hierarchy algebra associated to a
Lie-Leibniz triple V = (g, V,Θ). Let W be the bud of V and let d be the collar of V . Since
Im
(
{. , .}
)
⊂ Ker(•), the following diagram is commutative and the composition of arrows is
zero:
W
S2(V ) V Der(V )
h
ΠW
d
Θ
ρ
{. , .} •
The motivation for the construction of the tensor hierarchy relies on the observation that
if one consider elements of h, V and W as having degree 0, −1 and −2, respectively, the
maps ρ and ΠW induce a skew-symmetric bracket on the graded vector space h ⊕ V ⊕W .
Unfortunately, for degree reasons, they do not define a graded Lie algebra structure, since
the Jacobi identity cannot be satisfied. This justifies to find a vector space X with degree
−3 and adapted brackets that would enable the closure of the Jacobi identity. The goal
of this section is to construct the tower of spaces that defines the tensor hierarchy. We
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will then show that this graded vector space can be equipped with a differential graded Lie
algebra structure that contain all relevant informations required by gauging procedures in
supergravity.
In [21], the tensor hierarchy algebra is defined using Borcherds algebras. One quotients
out some particular ideal from the free Lie algebra of V . This top-down approach gives, up
to a sign change in the grading, a differential graded Lie algebra structure on some graded
vector space T =
⊕
k≥−1 T−k, with T+1 = TΘ, T0 = g, T−1 = V , and where each T−k for
k ≥ 2 is a quotient of
[
· · · [[V, V ], V ] · · ·
]
(with i copies of V ), see also [11]. This algebraic
structure on T is called a tensor hierarchy algebra. In particular, it is suggested in [4] that
the graded Lie algebra structure induced on T ′ ≡
⊕
k≥1 T−k is robust. In this section, we
present a bottom-up construction alternative to the one given in [11, 21]. We are convinced
that it gives a tensor hierarchy algebra structure on T ′⊕h that is the mere restriction of the
tensor hierarchy algebra structure on T described in [11, 21].
We believe that the definition given in [11] is the correct definition of a tensor hierarchy
algebra, but we chose the reverse convention on the grading, and we do not consider T+1 nor
T0 in the same way as in [11]:
Definition 3.1. Let V = (g, V,Θ) be a Lie-Leibniz triple, let h denote Im(Θ) and let W be
the bud of V. A tensor hierarchy algebra associated to V is a differential graded Lie algebra(
T, ∂, [ . , . ]
)
that consists of a negatively graded g-module T = (T−k)k≥0 (i.e. such that for
every k ≥ 1, T−k is a g-module) that satisfies:
1. T0 = h,
2. T−1 = s
−1V , and
3. T−2 = s
−2W .
The graded Lie bracket [ . , . ] is such that:
4. the graded Lie algebra
(
(T−k)k≥1, [ . , . ]
)
is robust and the bracket is g-equivariant:[
η−k,a(x), y
]
+
[
x, η−k,a(y)
]
= η−k−l,a
(
[x, y]
)
(3.1)
for every x ∈ Tk,y ∈ T−l and a ∈ g, where k, l ≥ 1;
5. the bracket [ . , . ] : T−1 ⊗ T−1 → T−2 satisfies, for all x, y ∈ T−1:
[x, y] ≡ 2 s−2 ◦ΠW
(
s(x), s(y)
)
(3.2)
where ΠW : S
2(V )→W is the canonical projection on the bud of V;
6. the bracket on T0 is the Lie bracket on h;
7. for all k ≥ 1, the bracket [ . , . ] : T0 ⊗ T−k → T−k is defined by the action of h on T−k:
∀ a ∈ h, x ∈ T−k [a, x] ≡ η−k,a(x) = −[x, a] (3.3)
where η−k : g→ End(T−k) encodes the g-module structure on T−k.
The differential ∂ =
(
∂−k : T−k−1 → T−k
)
k≥0
satisfies at highest levels:
8. ∂0 ≡ −Θ ◦ s
9. ∂−1 ≡ −s−1 ◦ d ◦ s2
where d is the collar of V.
Remarks. 1. If the Leibniz algebra V is a Lie algebra, then its bud W is the zero vector
space, and the depth of the corresponding tensor hierarchy algebra is 1.
2. The data that T−2 = s
−2W and that the bracket between two elements of T−1 satisfy
Equation (3.2) are important since they are characterizing the tensor hierarchies in
supergravity.
3. If one defines η0 : h → End(h) to be the adjoint action, then Equation (3.3) is even
consistent for k = 0.
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4. The fact that the algebra degree stops at 0 implies that ∂(a) = 0 for every a ∈ h. Then,
by the derivation property of the differential, we deduce that ∂ is h-equivariant:
∂−k+1
(
η−k,a(x)
)
= η−k,a
(
∂−k(x)
)
(3.4)
for every x ∈ T−k, where k ≥ 1, and every a ∈ h. However, it may not be g-equivariant.
In supergravity theories, the differential ∂ is actually an element of TΘ [25].
5. This algebra is related to the tensor hierarchy algebra defined in [11], by noticing that
the differential ∂ can be seen as the adjoint action of an element of degree +1. Indeed
let T+1 ≡ s
(
〈Θ〉
)
be the one dimensional space generated by the embedding tensor Θ.
The differential ∂ is then related to the embedding tensor by the following equation:
∂ = [Θ, . ] (3.5)
This applies in particular to Θ, giving [Θ,Θ] = 0 that is precisely the quadratic con-
straint, and that implies the cohomological condition ∂2 = 0. This is consistent with
the fact that the differential ∂ is zero on T0 = h, because, for every a ∈ h it would write
0 = [Θ, a] = −ρa(Θ) which corresponds to the h-invariance of Θ.
The notion of morphism between two tensor hierarchy algebras have to be compatible
with the underlying Lie-Leibniz triples:
Definition 3.2. Let
(
T, ∂, [ . , . ]
)
(resp.
(
T , ∂, [ . , . ]
)
) be a tensor hierarchy algebra associated
to some Lie-Leibniz triple (g, V,Θ) (resp. (g, V ,Θ)). A tensor hierarchy algebra morphism
between T and T is a couple (ϕ, φ), where ϕ : g→ g is a Lie algebra morphism, and where
φ : T → T is a differential graded Lie algebra morphism such that φ0 = ϕ
∣∣
h
and:
η−k,ϕ(a) ◦ φ−k = φ−k ◦ η−k,a (3.6)
for every k ≥ 1 and every a ∈ g.
When T and T have the same depth i ∈ N∗ ∪ {∞}, we say that the tensor hierarchy
algebra morphism φ : T → T is an isomorphism if:
1. ϕ : g→ g is a Lie algebra isomorphism, and
2. if φk : T−k → T−k is an isomorphism for every 1 ≤ k < i+ 1.
Remarks. 1. Notice that this automatically implies that the couple
(
φ0 , s ◦ φ−1 ◦ s−1
)
is a Lie-Leibniz triple morphism between V and V . In particular, the condition that
s ◦ φ−1 ◦ s−1 is a Leibniz algebra morphism follows from Equations (2.19) and (3.6).
2. The notion of tensor hierarchy algebra morphism differs from the usual notion of quasi-
isomorphisms in the category of differential graded Lie algebras, for the latter is onjly
bijective at the cohomology level.
The first step to build a tensor hierarchy associated to V is to define a chain complex:
0 T0 T−1 T−2 T−3 . . .
∂0 ∂−1 ∂−2
in which we expect that T0 = h, T−1 = s
−1(V ) and T−2 = s
−2W . Our goal is to show
that the process of constructing this structure is unique and straightforward. We have been
inspired by the construction that is performed in gauging procedures in supergravity [6, 8].
We will proceed in two steps: first, from a Lie-Leibniz triple, construct a chain complex:
0 U0 U1 U2 U3 . . .
δ1 δ2 δ3
that has some adequate properties, e.g. U0 = V
∗, U1 = s(W
∗) and δ1 = s◦d∗. The complex
S(U) has then to be equipped with some maps that have some convenient properties. This is
worked out in Sections 3.1 and 3.2 where some unicity results are discussed. Second, define
the shifted dual of this chain complex via the following equality:
T−k ≡ s
−1(U∗k−1) for any k ≥ 1
Then, using the data attached to the chain complex U = (Ui)i≥0, we show that the following
chain complex:
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0 T−1 T−2 T−3 . . .
∂−1 ∂−2
can be equipped with a robust graded Lie algebra structure. This algebraic structure is not
totally compatible with the differential ∂, unless we add a space T0 ≡ h at level 0. Then by
a cautious analysis of the brackets and of the differentials, we conclude that T = (T−k)k≥0
can be equipped by a tensor hierarchy algebra structure. The discussion on this second point
takes place in Section 3.3, where we conclude that every Lie-Leibniz triple induces a unique
tensor hierarchy algebra. Section 4 then provides examples that are presented in details so
that the construction that is made in the preceding sections make sense.
Finally, we would like to emphasize that the construction of the tensor hierarchy algebra
that is given in this paper is only the first step toward a better understanding of gauging
procedures in supergravity. The next step will be to find a convincing way of building the
L∞-algebras involved in supergavity, from the data of these tensor hierarchy algebras. This
topic is not present in the present paper, because it is still under investigation.
3.1 The stem of a Lie-Leibniz triple
The aim of this section is to define the ‘stem’ of a tensor hierarchy algebra associated to
a Lie-Leibniz triple, that is: the (possibly infinite) tower of space which is underlying the
tensor hierarchy algebra. The construction of this tower of spaces is made by induction. Let
V = (g, V,Θ) be a Lie-Leibniz triple and let W ⊂ S2(V ) be the bud of V . Then we set
U0 = V
∗ and U1 = s(W
∗). In this setup, the shifted dual of the collar d becomes a degree
+1 map that we call δ1:
δ1 = s ◦ d
∗ : U0 → U1 (3.7)
where the dual is taken with respect to the pairing between V, V ∗ and W,W ∗, as given in
Equation (2.61): 〈
d∗(α), u
〉
W
=
〈
α, d(u)
〉
V
(3.8)
for every α ∈ V ∗ and u ∈ W . Here, V ⊕W is seen as a mere vector space, and d as a degree
0 endomorphism, so that δ1 is a degree +1 linear mapping. We see that we have defined the
two first spaces of a chain complex:
0 U0 U1
δ1
The construction of the tensor hierarchy relies precisely on the choice of U1 ≃ W . Once
this space is fixed, the procedure is unique and straightforward. It is now time to define the
backbone of the construction:
Definition 3.3. Let V = (g, V,Θ) be a Lie-Leibniz triple, let W be the bud of V and let d
be the collar of V. A i-stem associated to V (for i ∈ N∪ {∞}) is a 4-tuple (U, δ, π, µ) where
U = (Uk)0≤k<i+1 is a family of g-modules, with respective action ρk : g → End(Uk), such
that, if i = 0 then U ≡ (V ∗, 0, 0, 0), and if i 6= 0 we have the following conditions:
1. U0 = V
∗ and U1 = s(W
∗);
2. ρ0 (resp. ρ1) is the contragredient action of g on V (resp. s
−1W ):
ρ0 = η
∨
V and ρ1 = s ◦ η
∨
W ◦ s
−1
where ηV (resp. ηW ) is the representation of g on V (resp. W ),
and where δ, π and µ are three families of maps, consisting of:
• a Im(Θ)-equivariant differential δ =
(
δk : Uk−1 → Uk
)
1≤k<i+1
,
• a family π = (πk)0≤k<i of g-equivariant degree −1 linear maps πk : Uk+1 → S2(U)k,
• a family µ = (µk)0≤k<i of degree 0 linear maps µk : Uk → S2(U)k,
that are extended to all of S(U) as derivations, and such that they satisfy the following
conditions:
3. at lowest orders, the maps µ0, π0 and δ1 satisfy:
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U0 U1
S2(U0)
s ◦ d∗
−{ . , . }∗
−Π∗W ◦ s
−1
4. for every 0 ≤ k < i, the map πk defines an exact sequence:
0 Uk+1 S
2(U)k S
3(U)k−1
pik pi
5. for every 1 ≤ k < i, the map µk satisfies:
2
〈
α⊙ β, µk(u)
〉
S2(U)k
≡
〈
α, ρk,Θ(β)(u)
〉
Uk
+
〈
β, ρk,Θ(α)(u)
〉
Uk
(3.9)
for any α ⊙ β ∈ S2(U)k, where ρ : g → End(U) is the unique map that restricts to ρk
on Uk, and where Θ is considered as the zero map if acting on U
∗
k , for any k ≥ 1.
6. the map µ : U → S2(U) is a null-homotopic chain map between U and S2(U):
U0 U1 U2 U3 · · ·
S2(U)0 S
2(U)1 S
2(U)2 · · ·
π
µ
δ
δ
δ
π
δ
δ
π
µµ
The j-truncation (for 0 ≤ j < i) of the i-stem (U, δ, π, µ) is the j-stem of V defined by the
quadruple
(
U ′ ≡
⊕
0≤k≤j Uk, δ|U ′ , π|U ′ , µ|U ′
)
.
Remarks. Some remarks are necessary:
1. Using Equations (2.52) and (2.59), the content of item 2. is equivalent to:〈
x , ρ0,a(u)
〉
U0
≡ −
〈
ηV,a(x), u
〉
U0
= −
〈
u , ηV,a(x)
〉
V
(3.10)〈
α , ρ1,a(ω)
〉
U1
≡ −
〈
s−1 ◦ ηW,a
(
s(α)
)
, ω
〉
U1
= −
〈
s−1(ω), ηW,a
(
s(α)
)〉
W
(3.11)
for every a ∈ g, x ∈ U∗0 = V , u ∈ U0 = V
∗, α ∈ U∗1 = s
−1W and ω ∈ U1 = s(W ∗). In
other words, ρ∨1 = s
−1 ◦ ηW ◦ s.
2. By applying Equation (2.61) to item 3., the dual of the symmetric bracket is defined by
using the pairing between S2(V ) and S2(V ∗) on the one hand, and the pairing between
V and V ∗ on the other hand:〈
{ . , . }∗(α), x⊙ y
〉
S2(V )
≡
〈
α , {x, y}
〉
V
(3.12)
for any α ∈ V ∗, and x, y ∈ V . The definition for the map Π∗W is made in a similar way:〈
Π∗W (u), x⊙ y
〉
S2(V )
≡
〈
u ,ΠW (x⊙ y)
〉
W
(3.13)
where u ∈W ∗ and x, y ∈ V . There is no minus sign on the right hand side because W
is supposed to have degree 0, as well as ΠW .
3. Item 5. implies that Im(µk) ⊂ U0 ⊙ Uk, for every 1 ≤ k < i. Moreover, calling ρ∨ the
contragredient representation of ρ, item 5. translates as:
2
〈
α⊙ β , µk(u)
〉
S2(U)k
= −
〈
ρ∨Θ(α)(β) + ρ
∨
Θ(β)(α), u
〉
Uk
(3.14)
where, still, Θ is considered as the zero map if acting on U∗i , for any i ≥ 1. When k = 0,
and for α, β ∈ U∗0 = V and u ∈ U0 = V
∗, we have the identity ρ∨0 = ηV and Equation
(3.14) coincides with the definition of µ0 ≡ −{ . , . }∗ given in item 3. of Definition 3.3.
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4. Dualizing Equation (2.35) implies the following important identity:
δ1 ◦Θ
∗ = 0 (3.15)
where Θ∗ : g∗ → V ∗ is the dual map of Θ defined by:〈
Θ∗(u), x
〉
V
=
〈
u,Θ(x)
〉
g
(3.16)
for every u ∈ g∗ and x ∈ V . In particular, it is injective on h∗. From this, we deduce
that the chain complex (U, δ) admits an augmentation by g∗:
0 g∗ U0 U1 U2 . . .
Θ∗ δ1 δ2 δ3
5. The condition δ2 = 0 may not be necessary in some cases (see [25]). In most super-
gravity models, a careful analysis shows that the null-homotopy condition in item 6.
and Equation (3.15) imply the homological condition δ2 = 0.
Example 9. A natural example of a 1-stem of a Leibniz algebra V is the one described in
item 3.
We now show that if i ≥ 0, a i-stem associated to a Lie-Leibniz triple can always be
extended a step further:
Theorem 3.4. Let i ∈ N and let V = (g, V,Θ) be a Lie-Leibniz triple admitting a i-stem
U = (U, δ, π, µ). Then there exists a (i+ 1)-stem whose i-truncation is U .
Proof. The result is obvious if i = 0, so we can assume that i ∈ N∗. The idea of the proof
is that the space of degree i+ 1 will be defined so as to satisfy exactness of the map πi, as
in item 4. of Definition 3.3. Then, the definition of the map µi is made so that item 5. is
satisfied. Most difficulties come from the definition of the map δi+1: in particular it should
be defined in a way so that item 6. is satisfied. We will see that its definition relies on
Equations (3.19) and (3.20) whose proof is technical and thus postponed to Appendix A.
Let U = (U, δ, π, µ) be a i-stem associated to the Lie-Leibniz triple V . In particular,
U =
⊕
0≤k≤i Uk, δ = (δk)1≤k≤i, π = (πk)0≤k≤i−1 and µ = (µk)0≤k≤i−1, are such that they
satisfy Definition 3.3 up to level i. We define the vector space Ui+1 as:
Ui+1 = s
(
Ker
(
π|S2(U)i
))
There is no certainty that the space Ui+1 is not zero, but the construction is still valid in
that case. We build the degree −1 injective map πi by using the inclusion map:
πi ≡ ι ◦ s
−1 : Ui+1 → S
2(U)i (3.17)
In particular we have the following exact sequence:
0 Ui+1 S
2(U)i S
3(U)i−1
pii pi
Hence item 4. is satisfied at level i+ 1.
By extending the respective actions of ρk on Uk – for every k ≥ 0 – to S2(U) by derivation,
the space S2(U)i becomes a g-module. We call ρ : g → Der
(
S2(U)
)
the corresponding
map. Since π is g-equivariant, Ker
(
π|S2(U)i
)
is a g-sub-module of S2(U)i. Hence, the sub-
space Im(πi) is a representation of g. Since πi is injective, this g-module structure can be
transported back to Ui+1, turning it into a representation of g. For every x ∈ Ui+1, the
action of a ∈ g on x is defined by:
ρi+1,a(x) ≡ (πi)
−1 ◦ ρa
(
πi(x)
)
(3.18)
Then, by construction, the map πi is g-equivariant at level i + 1, as required in Definition
3.3.
It is now time to show that there exist a map µi and a map δi+1 that combine with πi
to satisfy all other items of Definition 3.3 (in particular item 6.). Since Ui admits a g-action
ρi : g→ End(Ui), this representation defines a map ρ˜i : Ui → g∗ ⊗ Ui by:
ρ˜i : Ui −−−−−−−−−−→ g
∗ ⊗ Ui
x 7−−−−−−−−−−→ ρ˜i(x) : a→ ρi,a(x)
This map can be lifted to a degree 0 map µi : Ui → U0 ⊗ Ui by composition with Θ∗:
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U0 ⊗ Ui
Ui g
∗ ⊗ Ui
µi
Θ∗ ⊗ id
ρ˜i
Identifying U0⊗Ui with U0⊙Ui, the map µi satisfies item 5. of Definition 3.3 at level i+1.
Then, let us define a degree 0 map hi by:
hi : Ui −−−−−−−−−→ S
2(U)i
x 7−−−−−−−−−→ µi(x)− δ ◦ πi−1(x)
and we extend it to all of S(U) by derivation. The existence of a well-defined map δi+1 :
Ui → Ui+1 satisfying item 6. of Definition 3.3 as well as the condition δi+1 ◦ δi = 0 is
conditioned to these two inclusions:
Im(hi) ⊂ Ker
(
π|S2(U)i
)
and Im
(
δi
)
⊂ Ker(hi)
To show these, we need the two following identities:
π ◦ µi = µ ◦ πi−1 (3.19)
δ ◦ µi−1 = µi ◦ δi (3.20)
Their proof is technical and is given in Appendix A.
Then, the first inclusion is obtained as follows:
π ◦ hi = π ◦ µi − π ◦ δ ◦ πi−1 (3.21)
= π ◦ µi − µ ◦ πi−1 + δ ◦ (π ◦ πi−1) (3.22)
= 0 (3.23)
where passing from the first line to the second line is done by using item 6. of Definition 3.3
at level i− 1, whereas passing from the second to the last line is done using item 4. of the
same definition, together with Equation (3.19). On the other hand, the second inclusion is
obtained as follows:
hi ◦ δi = µi ◦ δi − δ ◦ πi−1 ◦ δi (3.24)
= µi ◦ δi − δ ◦ µi−1 + δ ◦ δ ◦ πi−2 (3.25)
= 0 (3.26)
where passing from the first line to the second line is done by using item 6. of Definition
3.3 at level i− 1, whereas passing from the second to the last line is done by using Equation
(3.20), together with the fact that δ is a differential on S(U). This concludes the proof of
the two inclusions.
Now, let us show that hi factors through Ui+1, i.e. that there exists a unique map
δi+1 : Ui → Ui+1 such that the following triangle is commutative:
Ui Ui+1
S2(U)i
πi
δi+1
hi
We first define the map δi+1. Let v ∈ Ui. Since Im(hi) ⊂ Ker(π|S2(U)i) and since Ker(π|S2(U)i) =
Im(πi), then hi(v) ∈ Im(πi). By injectivity of πi, there exists a unique u ∈ Ui+1 such that
πi(u) = hi(v). Then we set:
δi+1(v) ≡ u (3.27)
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This automatically implies that Ker(hi) ⊂ Ker(δi+1). By the inclusion Im(δi) ⊂ Ker(hi), we
deduce that:
Im
(
δi
)
⊂ Ker(δi+1)
This allows to extend the chain complex (U, δ) one step further.
The h-equivariance of δi+1 is guaranteed by the fact that µi and πi are both h-equivariant.
Indeed, let a ∈ h, let v ∈ Ui, and let u ∈ Ui+1 be the (unique) image of v through δi+1 (as in
Equation (3.27)). By definition, there exists a unique w ∈ Ui+1 such that δi+1
(
ρi,a(v)
)
= w.
Let us show that w = ρi+1,a(u) so that we will have:
ρi+1,a
(
δi+1(v)
)
= δi+1
(
ρi,a(v)
)
(3.28)
By definition of w, hi
(
ρi,a(v)
)
= πi(w). But µi, πi and the differential δ are h-equivariant,
hence hi is h-equivariant as well, then we have:
πi(w) = ρi,a
(
hi(v)
)
= ρi,a
(
πi(u)
)
= πi
(
ρi+1,a(u)
)
(3.29)
Since the map πi is injective, we deduce that w = ρi+1,a(u), proving the h-equivariance of
δi+1.
By construction, the quadruple
(
(Uk)0≤k≤i+1, (δk)1≤k≤i+1, (πk)0≤k≤i, (µk)0≤k≤i
)
satisfies
every axioms of Definition 3.3, hence it defines a (i + 1)-stem of V , and its i-truncation is
(U, δ, π, µ).
Example 10. If V is a Lie algebra, then the kernel of the symmetric bracket is the whole
of S2(V ), and W = 0. Then, by induction, all spaces Ui are zero, for all i ≥ 1. Then the
∞-stem associated to a Lie algebra is itself.
3.2 Morphisms and equivalences of stems
In the former section, we gave the definition of stems associated to Lie-Leibniz triples, and
proved that any Lie-Leibniz triple induces a stem. This existence result will be completed
in this section by a unicity result on stems associated to the same Lie-Leibniz triple. First,
let us define the notion of morphisms between two stems:
Definition 3.5. Let U = (U, δ, π, µ) (resp. U = (U, δ, π, µ)) be a stem associated to a Lie-
Leibniz triple (g, V,Θ) (resp. (g, V ,Θ)). A morphism of stems from U to U is a couple
(ϕ,Φ), where ϕ : g→ g is a Lie algebra morphism, and where Φ = (Φk : Uk → Uk)k≥0 is a
family of degree 0 linear maps, such that:
1. the couple (ϕ,Φ∗0) is a Lie-Leibniz triple morphism from : (g, V ,Θ) to (g, V,Θ);
2. Φ is compatible with the respective actions of g and g, i.e. for every k ≥ 0 and a ∈ g:
Φk ◦ ρk,ϕ(a) = ρk,a ◦Φk (3.30)
3. when extended to S(U) as a graded commutative algebra morphism, Φ intertwines π,
π, and δ, δ.
When U and U are both i-stems, for some i ∈ N∪{∞}, we say that (ϕ,Φ) is an isomorphism
of i-stems if (ϕ,Φ∗0) is an isomorphism of Lie-Leibniz triples, and if Φk : Uk → Uk is an
isomorphism for every 0 ≤ k < i+ 1.
Now let us turn to the study of some unicity questions arising from this definition. First,
let us define the following notion of equivalence between two i-stems:
Definition 3.6. Let i ∈ N∪{∞}, and let U and U be two i-stems associated to the same Lie-
Leibniz triple V = (g, V,Θ). Then U and U are said equivalent if there exists an isomorphism
of i-stems (ϕ,Φ) : U → U such that:
1. ϕ = idg,
2. Φ0 = idV ∗, and
3. Φ1 = ids(W∗), where W is the bud of V.
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The definition is trivial for i = 0 and i = 1. For every 2 ≤ k < i + 1, it means that Uk
is isomorphic to Uk, but there is more: item 1., together with Equation (3.30), imply that
the maps Φk : Uk → Uk are equivalence of g-modules, for every 2 ≤ k < i+ 1. This notion
of equivalence is obviously an equivalence relation between i-stems. It turns out that the
axioms of Definition 3.3 are strict enough so that the following proposition holds:
Proposition 3.7. For any i ∈ N ∪ {∞}, two i-stems associated to the same Lie-Leibniz
triple are equivalent.
Proof. We construct this equivalence by first setting ϕ ≡ idg, Φ0 = idV ∗ and Φ1 = ids(W∗),
as in Definition 3.6. Then, we construct the other components of the linear map Φ by
induction, so that the couple (ϕ,Φ) defines a morphism of stems. Under such a choice of
maps ϕ,Φ0 and Φ1, item 1. of Definition 3.5 is automatically satisfied, whereas item 2.
implies that the map Φ should be a mere g-equivalence. Item 3. is not modified. To show
that there exists such a map Φ satisfying items 2. and 3. of Definition 3.5, we will do it in
two steps, with the use of Lemmas 3.8 and 3.9.
Lemma 3.8. Let i ∈ N ∪ {∞} and let U = (U, δ, π, µ) and U = (U, δ, π, µ) be two i-stems
associated to the same Lie-Leibniz triple V = (g, V,Θ). Then, there exists a degree 0 linear
mapping of graded vector spaces Φ : U → U such that:
1. Φ0 : V
∗ → V ∗ and Φ1 : s(W ∗)→ s(W ∗) behave as the identity;
2. for every k ≥ 2, Φk : Uk → Uk is an equivalence of g-modules;
3. once extended to S(U) as a graded commutative algebra homomorphism, the map Φ :
S(U)→ S(U) intertwines π and π:
π ◦ Φ = Φ ◦ π (3.31)
Proof. We can assume that i ≥ 2 because the case i = 0 and i = 1 are trivial. By item
1. of Definition 3.3, we know that U0 = U0 = V
∗ and that U1 = U1 = s(W
∗). Then, set
Φ0 : U0 → U0 and Φ1 : U1 → U1 to be the identity map. Item 3. of the same definition
ensures that π0 = π0 = −Π∗W ◦ s
−1. Then, identifying S2(U)1 = S
2(U)1 with U0 ⊗ U1, we
have π|S2(U)1 = id⊗ π0 = π|S2(U)1 . Since S
2(U)1 = S
2(U)|1, we have:
Ker
(
π|S2(U)1
)
= Ker
(
π|
S2(U)1
)
By item 4. of Definition 3.3, we know that π1 : U2 → Ker
(
π|S2(U)1
)
and that π1 : U2 →
Ker
(
π|
S2(U)1
)
are bijective. Hence we conclude that U2 and U2 are isomorphic through the
linear map:
Φ2 ≡ (π1)
−1 ◦ π1 : U2 → U2 (3.32)
Since it is defined from two g-equivariant maps, Φ2 is g-equivariant. Let us set Φ
(2) : S(U)→
S(U) to be the unique graded algebra homomorphism from S(U) to S(U) whose restriction
on U satisfies Φ
(2)
k
∣∣
Uk
= Φk, for 0 ≤ k ≤ 2. We deduce from the definition of Φ(2) that it
intertwines π1 and π1:
π ◦ Φ(2) = Φ(2) ◦ π1 (3.33)
Now assume that the maps Φk : Uk → Uk have been defined for 0 ≤ k ≤ j for some
j < i, and let us construct Φj+1 : Uj+1 → U j+1. Following the induction hypothesis, we
assume that the maps Φk are bijective and g-equivariant. We define Φ
(j) : S(U)→ S(U) to
be the unique graded commutative algebra homomorphism whose restriction to U satisfies
Φ(j)
∣∣
Uk
= Φk, for every 0 ≤ k ≤ j. We also assume that Φ(j) intertwines π and π up to level
j, i.e. that:
π ◦ Φ(j) = Φ(j) ◦ π (3.34)
holds on S(U)k for every 1 ≤ k ≤ j.
We know from item 4. of Definition 3.3 that the map πj : Uj+1 → S2(U)j (resp.
πj : U j+1 → S
2(U)j) is injective, and that its image coincides with Ker
(
π|S2(U)j
)
(resp.
Ker
(
π|
S2(U)j
)
). We only need to show that:
Φ(j)
(
Ker
(
π|S2(U)j
))
= Ker
(
π|S2(U)j
)
(3.35)
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to define the map Φj+1. Let λ ∈ Ker
(
π|S2(U)j
)
, then, by Equation (3.34):
π ◦ Φ(j)(λ) = Φ(j) ◦ π(λ) = 0 (3.36)
then λ ∈ Ker
(
π|S2(U)j
)
. We show the reverse inclusion by the same trick, because Φ(j) is
invertible. Hence, we have the desired equality. In particular, it implies that Uj+1 and U j+1
are necessarily isomorphic as vector spaces. This is also true even if both kernels reduce to
zero, i.e. when π|S2(U)j and π|S2(U)j are injective. In that case, Uj+1 = U j+1 = 0.
Thus we can define Φj+1 by:
Φj+1 ≡ (πj)
−1 ◦ Φ(j) ◦ πj : Uj+1 → U j+1 (3.37)
By construction, it is bijective and g-equivariant. Define Φ(j+1) : S(U) → S(U) to be to
be the unique graded commutative algebra homomorphism whose restriction to U satisfies
Φ(j+1)
∣∣
Uk
= Φk, for every 0 ≤ k ≤ j + 1. Then by construction we have:
π ◦ Φ(j+1) = Φ(j+1) ◦ π (3.38)
This equation holds even in the case where Uj+1 = U j+1 = 0, because in that case, πj = πj =
0 and Φj+1 : Uj+1 → U j+1 is the map that sends 0 to 0. We have thus proven the existence
of a map Φ(j+1) that satisfies all the hypothesis of Lemma 3.8 at level j+1. Performing the
induction up to level i (or to infinity) proves the statement.
Lemma 3.9. Let i ∈ N ∪ {∞} and let U = (U, δ, π, µ) and U = (U, δ, π, µ) be two i-stems
associated to the same Lie-Leibniz triple V = (g, V,Θ). Then, the map Φ : U → U defined
in Lemma 3.8 intertwines δ and δ:
δ ◦ Φ = Φ ◦ δ (3.39)
Proof. We can assume that i ≥ 2. We already know from Lemma 3.8 that Φ intertwines π
and π. Let us now show that it intertwines µ and µ. Obviously it is the case on U0 and U1
because in that case Φ is the identity map. Let 2 ≤ k < i+1, and let x ∈ U∗0 = V, α ∈ (Uk)
∗
and u ∈ Uk, then:
2
〈
x⊙ α, µk
(
Φk(u)
)〉
=
〈
α, ρk,Θ(x)
(
Φk(u)
)〉
(3.40)
by g-equivariance of Φ =
〈
α,Φk
(
ρk,Θ(x)(u)
)〉
(3.41)
by Equation (2.61) =
〈
Φ∗k(α), ρk,Θ(x)(u)
〉
(3.42)
by definition of µk = 2
〈
x⊙ Φ∗k(α), µk(u)
〉
(3.43)
by Equation (2.61) = 2
〈
x⊙ α,Φ
(
µk(u)
)〉
(3.44)
Thus, we can conclude that Φ intertwines µ and µ, that is:
µk ◦ Φ = Φ ◦ µk (3.45)
for every 0 ≤ k < i+ 1.
For k = 1, we naturally have δ1 ◦Φ0 = Φ1 ◦ δ1 because Φ0 and Φ1 are the identity maps
on U0 and U1. For k = 2, inspired by the proof of Theorem 3.4, let us define h1 = µ1−δ ◦π0.
Since µ1 = µ1, π0 = π0 and δ1 = δ1 because of item 3. of Definition 3.3, we can write
δ2 : U1 → U2 and δ2 : U1 → U2 as:
δ2 = (π1)
−1 ◦ h1 and δ2 = (π1)
−1 ◦ h1 (3.46)
We know from Equation (3.32), that Φ2 = (π1)
−1 ◦ π1. Applying the map to the expression
of δ2 in Equation (3.46), we have:
Φ2 ◦ δ2 = (π1)
−1h1 = δ2 ◦ Φ1 (3.47)
This proves that Φ commutes with δ at level k = 2.
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Now, let us assume that Φ commutes with δ up to some level 1 ≤ j < i, i.e. that for
every 1 ≤ k ≤ j, we have:
Φk ◦ δk = δk ◦ Φk−1 (3.48)
This identity extends naturally to S(U). Set hj ≡ µj − δ ◦ πj−1 and hj ≡ µj − δ ◦ πj−1,
and Φ(j) : S(U) → S(U) be the unique graded commutative algebra homomorphism whose
restriction to U satisfies Φ(j)
∣∣
Uk
= Φk, for every 0 ≤ k ≤ j. Since Φ commutes with π (by
definition), and with µ (as was just shown), we deduce the following equality:
Φ(j) ◦ hj = hj ◦ Φj (3.49)
Moreover, we know by item 7. of Definition 3.3 that we can write δj+1 : Uj → Uj+1 and
δj+1 : U j → U j+1 as:
δj+1 = (πj)
−1 ◦ hj and δj+1 = (πj)
−1 ◦ hj (3.50)
We know from Equation (3.37), that Φj+1 = (πj)
−1 ◦ Φ(j) ◦ πj , Applying this map to the
expression of δj+1 in Equation (3.50), and using Equation (3.49), we have:
Φj+1 ◦ δj+1 = (πj)
−1 ◦ Φ(j) ◦ hj = (πj)
−1 ◦ hj ◦ Φj = δj+1 ◦ Φj (3.51)
Thus, we have proven that the map Φ commutes with δ at level j+1. We conclude the proof
by induction.
Proposition 3.7 is a very strong result on i-stems: it defines an equivalence relation
between every i-stems associated to the same Lie-Leibniz triple. Then, if a Lie-Leibniz triple
admits a i-stem, it is ‘unique’ in the sense that every other i-stem is isomorphic to this
one. Now that we know that any two i-stems associated to the same Lie-Leibniz triple are
equivalent, the question remains to find the ‘biggest’ stem associated to a given Lie-Leibniz
triple. For a clear statement, we need to define the following notions:
Definition 3.10. Let V be a Lie-Leibniz triple and let i ∈ N ∪ {∞}.
1. We say that a i-stem U = (U, δ, π, µ) is caulescent if the sequence (Uk)0≤k<i+1 does
not converge to 0. In that case we say that U is of height i.
2. We say that the caulescent i-stem U is robust if there is no higher caulescent stem of
which U is the i-truncation.
Remark. The condition that the sequence (Uk)k does not converge has a different meaning
when i ∈ N or when i = ∞. In the first case, it means that Ui 6= 0, whereas in the second
case it means that for every I > 0 there exists some i > I such that Ui 6= 0. In regard of this,
a caulescent i-stem U is robust either when i = ∞, or when there is no caulescent l-stem,
for l > i with Ul 6= 0, that contains U .
Example 11. A Lie algebra is a particular case of a Leibniz algebra that does not admit a
symmetric bracket. Hence, the bud W is the quotient of S2(g) by itself, hence it is zero.
From this, by induction we deduce that S2(U)k = 0 for k ≥ 0. Hence the robust stem
associated to g is the 0-stem (g∗, 0, 0, 0).
Caulescence is a characteristics of stems that is obviously preserved by equivalence, but
more importantly, robustness is as well:
Proposition 3.11. Let U and U be two equivalent i-stems (for i ∈ N ∪ {∞}) associated to
the same Lie-Leibniz triple V. Then U is robust if and only if U is robust.
Proof. Assume that U is robust and of height i ∈ N∪{∞}. If i is infinite, the proof is trivial
because at each level k ≥ 0 we know that Uk and Uk are isomorphic, then we can assume
that i ≥ 2. Since U and U are equivalent, we know that U i ≃ Ui, so U is caulescent. We
have to show that it is robust. Suppose it is not the case, i.e. that U is the i-truncation
of some caulescent j-stem U˜ for some j > i. But then by Proposition 3.7, the j-stem
U ⊕
⊕
i+1≤k≤j{0} would be equivalent to U˜ . In particular, that would imply that U˜j = 0,
which is a contradiction.
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From Theorem 3.4, Proposition 3.7 and Proposition 3.11, we deduce the following fun-
damental result:
Corollary 3.12. A Lie-Leibniz triple induces – up to equivalence – a unique robust stem.
Proof. Given a Lie-Leibniz triple V = (g, V,Θ), if V is a Lie algebra then its associated
0-stem is robust and unique. If it is not a Lie algebra, it admits at least a 1-stem by items
1., 2. and 3. of Definition 3.3, if not a i-stem for some i > 1. Thus, let U be any i-stem
associated to V , for some i ≥ 1. The proof then relies on the fact that one can always extend
a given i-stem to a (i + 1)-stem using Theorem 3.4. We can apply this theorem again and
again, to extend the stem to higher degrees. Going up to infinity, we obtain an ∞-stem U .
Then, either it is a caulescent ∞-stem, or the sequence of g-modules Uk converges to the
zero vector space after some rank imax: Uimax 6= 0, and Uk = 0 for every k > imax. In
that case a robust stem associated to V is the truncation U ′ of U at level imax. There is no
caulescent stem associated to V that has a bigger height than imax, for if we had another
caulescent stem U of height j > imax, then by Proposition 3.7 its imax-truncation U
′
would
be equivalent to U ′, then by Proposition 3.11, U
′
would be robust, so that necessarily U j = 0,
which contradicts the assumption that U is caulescent. Thus, every robust stem associated
to V have the same height imax. Finally, equivalence is guaranteed by Proposition 3.7.
3.3 Unveiling the tensor hierarchy algebra
We have shown in the last section that any Lie-Leibniz triple induces a ∞-stem. This
structure will be at the core of the construction of tensor hierarchies. This section is devoted
to showing how to build a tensor hierarchy algebra from the data of any robust stem U =
(U, δ, π, µ). We will first proof a Lemma that gives a graded Lie bracket on s−1(U∗) needed
in the construction of the tensor hierarchy algebra, and then we built a tensor hierarchy
algebra that satisfies all the axioms of Definition 3.1 by construction.
Let us fix a Lie-Leibniz triple V = (g, V,Θ), and let U = (U, δ, π, µ) be the unique – up
to equivalence – robust i-stem associated to it by Corollary 3.12, where i ∈ N ∪ {∞}. We
can legitimately assume that i ≥ 2. Let T ′ be the dual space of the suspension of the graded
vector space U :
T ′ ≡ s−1(U∗) =
(
s(U)
)∗
In other words, T ′ ≡ (T−k)1≤k<i+2, with T−1 = s
−1V , T−2 = s
−1(U∗1 ) = s
−2W , T−3 =
s−1(U∗2 ), and more generally:
T−k = s
−1(U∗k−1)
for any 1 ≤ k < i + 2. Each vector space T−k is a g-module, since Uk−1 is a g-module.
Indeed, the dual representation of g on Uk−1 induces an action of g on T−k through a map
η−k : g→ End(T−k) that is defined by:
η−k ≡ s
−1 ◦ ρ∨k−1 ◦ s (3.52)
where ρk−1 : g→ End(Uk−1) denotes the action of g on Uk−1.
Remark. Due to the suspension and desuspension operators, the contragredient representa-
tion of ηk is defined by:
η∨−k ≡ s ◦ ρk−1 ◦ s
−1 (3.53)
Let us now prove the following result:
Lemma 3.13. Let V = (g, V,Θ) be a Lie-Leibniz triple and let U = (U, δ, π, µ) be a robust
i-stem associated to V, where i ∈ N∪{∞}. Then T ′ ≡ s−1(U∗) canonically inherits a robust
graded Lie algebra structure of depth i+ 1. Moreover, the induced bracket is g-equivariant.
Proof. If i = 0 or i = 1, then the proof is trivial, so we can suppose that i ≥ 2. Let
T ′ = s−1(U∗), i.e. T−k = s
−1(U∗k−1) for every 1 ≤ k < i + 2. In particular T
′ is of depth
i + 1. Consider the space s−1T ′ = s−2(U∗) which is the graded vector space U∗ whose
elements have their degree shifted by −2. More precisely, for every k ≥ 2:
(s−1T ′)−k ≃ (Uk−2)
∗
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so that (s−1T ′)∗ = s2U . Since the only modification is that the grading of has been shifted
by the even number 2, the map π : U → S2(U) induces a map Qpi ≡ s
2π : s2U → S2
(
s2U
)
defined by:
Qpi ≡
(
s2 ⊙ s2
)
◦ π ◦ s−2 (3.54)
This map can then be seen as a map from (s−1T ′)∗ to S2
(
(s−1T ′)∗
)
that can be extended
to all of S
(
(s−1T ′)∗
)
by derivation. This symmetric algebra is the algebra of functions on
s−1T ′, so that it turns out that Qpi can be seen as a vector field on s
−1T ′. For degree reasons,
i.e. since the grading of U has been shifted by 2, the degree of Qpi is not −1 as the one of
π, but it is +1. Moreover it is of arity 1 because π is a map from U to S2(U). And finally,
the identity (π)2 = 0 that holds on all of S(U) implies that Qpi is a homological vector field
on the pointed graded manifold with fiber s−1T ′. In other words, (s−1T ′, Qpi) is a pointed
differential graded manifold. Then by Theorem 2.12, we can use the correspondence between
a homological vector field of degree +1 and of arity 1 on s−1T ′ and a graded Lie algebra
structure on T ′.
For any u ∈ s−1T ′, we define ιu as the inner derivation of S
(
(s−1T ′)∗
)
which satisfies,
as in Equations (2.51) and (2.53):
ιu(α) = 〈α, u〉s−1T ′ (3.55)
ιvιu(α) = 2 〈α, u⊙ v〉S2(s−1T ′) (3.56)
for any α ∈ (s−1T ′)∗. We have a natural identification u ↔ ιu, and thus by Theorem 2.12,
the graded Lie bracket [ . , . ]′ on T ′ = s−1(U∗) is given by:
ιs−1 [x,y]′ = (−1)
|x|
[
[Qpi, ιs−1(x)], ιs−1(y)
]
(3.57)
for all x, y ∈ T ′, and where on the right side, the bracket is the (graded) bracket of vector
fields on the pointed graded manifold with fiber s−1T ′. The sign (−1)|x| in front of the term
on the right hand side is necessary to enforce the graded skew symmetry of the bracket.
Indeed, due to this sign, for any x, y ∈ T ′ we have:
[x, y]′ = −(−1)|x||y|[y, x]′ (3.58)
This graded Lie bracket is of degree 0 and the Jacobi identity is satisfied because it is
equivalent to the fact that π squares to zero. Moreover, by item 5. of Definition 3.3, the fact
that the map πk is injective and that Im(πk) = Ker
(
π|S2(U)k
)
for every k ≥ 1 implies that
the graded Lie algebra structure on T ′ is robust.
We now have to prove that the bracket [ . , . ]′ is g-equivariant. Let k, l ≥ 1 and let
x ∈ T−k, y ∈ T−l, u ∈ s(T ∗−k−l) = s
2(Uk+l−1) and a ∈ g. We set v = s2 ◦ ρk+l−1,a ◦ s−2(u),
so that we have on the one hand, by Equation (3.55):
ιs−1[x,y]′(v) =
〈
s2 ◦ ρk+l−1,a ◦ s
−2(u), s−1[x, y]′
〉
s−1(T−k−l)
(3.59)
by Equation (2.59) =
〈
ρk+l−1,a ◦ s
−2(u), s
(
[x, y]′
)〉
s(T−k−l)
(3.60)
by definition of ρ∨k+l−1 = −
〈
s−2(u), ρ∨k+l−1,a ◦ s
(
[x, y]′
)〉
s(T−k−l)
(3.61)
by Equation (2.59) = −
〈
u, s−2 ◦ ρ∨k+l−1,a ◦ s
(
[x, y]′
)〉
s−1(T−k−l)
(3.62)
by Equation (3.55) = −ιs−1(η−k−l,a([x,y]′))(u) (3.63)
We were allowed to use ρ∨k+l−1 because s(T−k−l) = U
∗
k+l−1. On the other hand, from
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Equation (3.57), we have:
ιs−1[x,y]′(v) = (−1)
kl+1ιs−1(y)ιs−1(x) ◦Qpi(v) (3.64)
by Eq. (3.56) = (−1)kl+12
〈
Qpi(v), s
−1(x)⊙ s−1(y)
〉
S2(s−1T ′)−k−l−2
(3.65)
by Eq. (3.54) = (−1)kl+12
〈(
s2 ⊙ s2
)
◦ π ◦ ρk+l−1,a
(
s−2(u)
)
, s−1(x) ⊙ s−1(y)
〉
S2(s−1T ′)−k−l−2
(3.66)
by Eq. (2.60) = (−1)kl+12
〈
π ◦ ρk+l−1,a ◦ s
−2(u), s(x)⊙ s(y)
〉
S2(sT ′)−k−l+2
(3.67)
by g-equiv. of pi = (−1)kl+12
〈
ρk+l−2,a ◦ π ◦ s
−2(u), s(x)⊙ s(y)
〉
S2(sT ′)−k−l+2
(3.68)
by def. of ρ∨ = (−1)kl2
〈
π ◦ s−2(u), ρ∨a
(
s(x)⊙ s(y)
)〉
S2(sT ′)−k−l+2
(3.69)
by Eq. (3.52) = (−1)kl2
〈
π ◦ s−2(u), s
(
η−k,a(x)
)
⊙ s(y) + s(x)⊙ s
(
η−l,a(y)
))〉
S2(sT ′)−k−l+2
(3.70)
by Eq. (3.54) = (−1)kl2
〈
Qpi(u), s
−1
(
η−k,a(x)
)
⊙ s−1(y) + s−1(x)⊙ s−1
(
η−l,a(y)
))〉
S2(s−1T ′)−k−l−2
(3.71)
by Eq. (3.56) = (−1)klιs−1[η−k,a(x),y]′ιs−1[x,η−k,a(y)]′ ◦Qpi(u) (3.72)
by Eq. (3.57) = −ιs−1([η−k,a(x),y]′+[x,η−k,a(y)]′)(u) (3.73)
We were allowed to use ρ∨k+l−2 because S
2(sT ′) = S2(U∗). Since the left-hand sides of Lines
(3.59) and (3.64) are the same, we deduce that Lines (3.63) and (3.73) are equal, which imply
that the bracket [ . , . ]′ is g-equivariant:
η−k−l,a
(
[x, y]′
)
=
[
η−k,a(x), y
]′
+
[
x, η−k,a(y)
]′
(3.74)
This concludes the proof.
Now we would like to use T ′ to define a tensor hierarchy algebra that would be associated
to the Lie-Leibniz pair (g, V,Θ). For this, we need to find a differential graded Lie algebra
structure on T ≡ h ⊕ T ′ satisfying all axioms of Definition 3.1. Since Lemma 3.13 gives a
robust graded Lie algebra structure on s−1(U∗), we first need to find a differential on T ′
that is compatible with this bracket, before extending the differential graded Lie algebra
structure to T = h⊕ T ′. Obviously, a natural candidate to define the differential is the map
δ. More precisely we have:
Theorem 3.14. Let V be a Lie-Leibniz triple, then there is a one-to-one correspondence
between robust stems associated to V and tensor hierarchy algebras associated to V.
Proof. We will first show that any robust i-stem associated to V = (g, V,Θ), for i ∈ N∪{∞},
canonically induces a tensor hierarchy algebra of depth i+1. The converse claim consists of
taking the proof in the reverse direction.
First, if i = 0 and i = 1 the proof is trivial, so we can suppose that i ≥ 2. Let
U = (U, δ, π, µ) be any i-robust stem associated to V . We will show that the graded vector
space T ≡ h ⊕ s−1(U∗) canonically inherits a tensor hierarchy algebra structure. As in
Lemma 3.13, we set T ′ = s−1(U∗) and T0 ≡ h, so that T is a negatively graded vector space
of depth i+ 1. We have to find a bracket and a differential on T that are compatible in the
sense that they induce a differential graded Lie algebra structure on T , and such that they
satisfy all items of Definition 3.1.
By Lemma 3.13, we know that T ′ = s−1(U∗) can be equipped with a robust graded Lie
algebra structure, whose bracket [ . , . ]′ descends from the map π, and thus it is g-equivariant.
We take this bracket as the restriction of [ . , . ] to T ′ ∧T ′, so that item 4. of Definition 3.1 is
satisfied. After we have checked that this bracket satisfies item 5. of the same definition, we
will extend it to a bracket [ . , . ] on all of T that satisfies items 6. and 7. Then, we will define
a differential on T satisfying items 8. and 9., and finally, we will check its compatibility with
the bracket.
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Now, let us compute the restriction of [ . , . ]′ to T−1∧T−1 to check that it indeed satisfies
item 5. of Definition 3.1. For any x, y ∈ T−1 = s
−1V and any u ∈ s2(U1) = s
3(W ∗),
Equation (3.57) implies:
ιs−1[x,y]′(u) = −
[
[Qpi, ιs−1(x)], ιs−1(y)
]
(u) (3.75)
= −ιs−1(y)ιs−1(x)Qpi(u) (3.76)
by Equation (3.56) = −2
〈
Qpi(u), s
−1(x)⊙ s−1(y)
〉
S2(s−2V )
(3.77)
by Equation (3.54) = −2
〈(
s2 ⊙ s2
)
◦
(
−Π∗W
)
◦ s−3(u), s−1(x)⊙ s−1(y)
〉
S2(s−2V )
(3.78)
by Equation (2.59) = 2
〈
Π∗W ◦ s
−3(u), s(x) ⊙ s(y)
〉
S2(V )
(3.79)
by Equation (2.61) = 2
〈
s−3(u),ΠW
(
s(x), s(y)
)〉
W
(3.80)
by Equation (2.59) = 2
〈
u, s−3 ◦ΠW
(
s(x), s(y)
)〉
s−3W
(3.81)
by Equation (3.55) = ιs−1(2 s−2◦ΠW (s(x),s(y)))(u) (3.82)
Hence, we deduce that at lowest order:
[x, y]′ = 2 s−2 ◦ΠW
(
s(x), s(y)
)
(3.83)
as required by item 5. of Definition 3.1. Recall that this bracket is symmetric because x and
y have degree −1.
Now, we will define a graded Lie bracket [ . , . ] on T = h ⊕ T ′ that restricts to [ . , . ]′ on
T ′, and that satisfies items 6. and 7. of Definition 3.1. The Lie algebra h comes equipped
with its own Lie bracket, which is the restriction of the Lie bracket of g to h. Thus, we define
the bracket [ . , . ] on h ∧ h by imposing that it matches the Lie algebra bracket of h:
[a, b] ≡ [a, b]h (3.84)
so that item 6. of Definition 3.1 is satisfied. Now we define the graded Lie bracket on h∧T ′.
Let a ∈ h and x ∈ T−k (for k ≥ 1), then we set:
[a, x] ≡ η−k,a(x) (3.85)
and impose that [x, a] is −[a, x] = −η−k,a(x), where η−k : g → End(T−k) has been defined
in Equation (3.52). Thus, item 7. of Definition 3.1 is satisfied.
The bracket [ . , . ] that we have defined should satisfy the Jacobi identity. First, by Propo-
sition 3.13, we know that the restriction of the bracket to T ′ ∧ T ′ (where T ′ =
⊕
k≥1 T−k)
is a graded Lie bracket. Second, the restriction of the bracket to h ∧ h satisfies the Jacobi
identity because it coincides with the Lie bracket on h. Now, we have to show that the
Jacobiator of the bracket [ . , . ] vanishes on h ∧ h ∧ T ′ and on h ∧ T ′ ∧ T ′. Let a, b ∈ h and
let x ∈ T−k, for some k ≥ 1, then the Jacobiator Jac(a, b, x) turns out to be zero because
the Jacobi identity corresponds to the condition that the vector space T−k is a family of Lie
algebra representations:[
a, [b, x]
]
+
[
b, [x, a]
]
+
[
x, [a, b]
]
= η−k,a ◦η−k,b(x)−η−k,b ◦η−k,a(x)−η−k,[a,b](x) = 0 (3.86)
In order to show the last Jacobi identity, one just have to recall Equation (3.74) and
to notice that when a ∈ h, it is equivalent to the fact that the Jacobiator Jac(a, x, y) is
vanishing, since it can be rewritten as:[
a, [x, y]
]
=
[
[a, x], y
]
+
[
x, [a, y]
]
(3.87)
To conclude, the extended bracket [ . , . ] satisfies the graded Jacobi identity on the whole of
T = h⊕ T ′, it is then a graded Lie bracket.
Let us now define the differential on T . First, the differential δ on the ∞-stem U induces
a differential δ′ on s2(U) as:
δ′k ≡ s
2 ◦ δk ◦ s
−2 (3.88)
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for every k ≥ 1. Then, let ∂−k : T−k−1 → T−k be the degree +1 map defined as in Equation
(2.64) by:
ιs−1(∂−k(x)) = −[δ
′
k, ιs−1(x)] (3.89)
for every x ∈ T−k−1, and k ≥ 1. By duality, the maps ∂−k satisfy the homological condition
∂−k ◦ ∂−k−1 = 0, so that we obtain a chain complex:
0 T−1 T−2 T−3 . . .
∂−1 ∂−2
Since T−1 = s
−1V and T−2 = s
−2W , we deduce from Equation (3.89) that, for every
α ∈ T−2 = s
−2W and u ∈ s2(U0) = s
2(V ∗), we have:
ιs−1(∂−1(α))(u) = −ιs−1(α) ◦ δ
′
1(u) (3.90)
by Equation (3.55) = −
〈
s2 ◦ δ1 ◦ s
−2(u), s−1(α)
〉
s−3W
(3.91)
by Equation (2.59) = −
〈
s−1 ◦ δ1 ◦ s
−2(u), s2(α)
〉
W
(3.92)
by definition of δ1 = −
〈
d∗ ◦ s−2(u), s2(α)
〉
W
(3.93)
by Eq. (2.61) and (2.59) = −
〈
u, s−2 ◦ d ◦ s2(α)
〉
s−2V
(3.94)
by Equation (3.55) = −ιs−1(s−1◦d◦s2(α))(u) (3.95)
Thus, we have at the lowest order:
∂−1 = −s
−1 ◦ d ◦ s2 (3.96)
where d :W → V is the collar of V . This is consistant with item 9. of Definition 3.1. Now,
taking into account T0 = h, we define a linear map ∂0 : T−1 → T0 as:
∂0 = −Θ ◦ s (3.97)
This map satisfies item 8. of Definition 3.1, as well as the homological condition ∂0 ◦ ∂1 = 0,
by Proposition 2.8. Thus we can extend the above chain complex to:
0 T0 T−1 T−2 T−3 . . .
∂0 ∂−1 ∂−2
In the following we will set ∂ ≡ (∂−k)0≤k; this family of maps defines a differential on T .
Let us summarize what we have obtained so far:
1. a (possibly infinite) graded vector space T = (T−i)i≥0 that satisfies items 1., 2. and 3.
of Definition 3.1;
2. a graded Lie algebra bracket [ . , . ] on T that satisfies items 4., 5., 6. and 7. of Defini-
tion 3.1;
3. a differential ∂ on T that satisfies items 8. and 9. of Definition 3.1.
Thus, the only thing that we have to show is that [ . , . ] and ∂ are compatible in the sense
that they induce a differential graded Lie algebra structure on T . Since the proof of this part,
though conceptually very deep, is technical, we postpone it to Appendix B. This concludes
the proof that any robust i-stem induces a tensor hierarchy algebra of depth i+ 1.
The proof of the converse consists essentially to taking the above proof in reverse direc-
tion, and construct δ, π and µ from the data contained in (T, ∂, [ . , . ]). This construction
defines uniquely the corresponding stem U . The fact that the sequence (T−k)1≤k<i+2 does
not converge to the zero vector space ensures that U is caulescent. The fact that (T ′, [ . , . ])
is a robust graded Lie algebra ensures that U is robust. The depth of T , minus one, will be
the height of U .
The correspondence between robust stems and tensor hierarchy algebras is also valid at
the morphism level:
Proposition 3.15. Let U (resp. U) be a robust stem associated to some Lie-Leibniz triple
V (resp. V). Let T (resp. T ) be the unique tensor hierarchy algebra induced by U (resp. U).
Then there is a one-to-one correspondence between morphisms of stems from U to U , and
tensor hierarchy algebra morphisms from T to T .
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Proof. Let (ϕ,Φ) be a morphism of stems from U to U . Then by definition, ϕ : g → g is a
Lie algebra morphism, and Φ = (Φk : Uk → Uk)0≤k<i+1 is a family of degree 0 linear maps
satisfying all items of Definition 3.5, where i ∈ N ∪ {∞} is the height of U . These data
canonically induce a family of morphisms:
φ0 ≡ ϕ
∣∣
h
and φ−k ≡ s
−1 ◦ Φ∗k−1 ◦ s : T−k −→ T−k
for every 1 ≤ k < i + 2. The equation on the left is the first condition for φ to be a tensor
hierarchy algebra morphism. Moreover, Equation (3.30), together with Equation (3.52),
imply that for every 1 ≤ k < i+ 2, the map φk satisfies Equation (3.6), as required.
We now have to show that the map φ is compatible with the respective differentials and
brackets of T and T . We have to show that it is a (graded) Lie algebra morphism, and that it
intertwines ∂ and ∂. Since Φ intertwines π and π (see item 2. of Definition 3.5), one can use
the same strategy as in Equations (3.59)–(3.63) and (3.64)–(3.69) to prove that φ commutes
with the graded Lie bracket on T
′
∧T
′
and on T ′∧T ′, respectively. Since φ satisfies Equation
(3.6) for every 1 ≤ k < i+2, it intertwines the brackets on h∧T
′
and h∧T ′. On T 0, φ0 = ϕ
∣∣
h
is a Lie algebra morphism, so it intertwines the Lie bracket of h and h. Thus, φ : T → T is
a morphism of graded Lie algebras. Now, since Φ also intertwines δ and δ, one can use the
same strategy as in Equations (B.51)–(B.64) to deduce that φ intertwines the differentials ∂
and ∂ on T
′
. By item 1. of Definition 3.5, it obviously commutes with ∂0. This proves that
φ defines a morphism of differential graded Lie algebras between T and T that moreover
satisfies Equation (3.6). Hence, it is a tensor hierarchy algebra morphism. The proof of the
converse statement consists of taking the proof in the reverse direction.
Before concluding this section, let us turn to some unicity result. There is a natural notion
of equivalence of tensor hierarchy algebras that are associated to the same Lie-Leibniz triple:
Definition 3.16. Let T and T be two tensor hierarchy algebras of depth i ∈ N ∪ {∞},
associated to the same Lie-Leibniz triple V = (g, V,Θ). Then T and T are said equivalent if
there exists an isomorphism of tensor hierarchy algebras (ϕ, φ) : T → T such that:
1. ϕ = idg,
2. φ−1 = ids−1V , and
3. φ−2 = ids−2W , where W is the bud of V.
This is an equivalence relation.
This definition allows us to deduce an important unicity result, by using the one-to-one
correspondence between robust stems and tensor hierarchy algebras:
Corollary 3.17. A Lie-Leibniz triple induces – up to equivalence – a unique tensor hierarchy
algebra.
Proof. Let T and T be two tensor hierarchy algebras, of respective depth i and i, associated
to V . Let U and U be the corresponding robust stems, as given by Theorem 3.14. We know,
by Corollary 3.12, that U and U are equivalent as stems. In particular, they have the same
height, which implies that i = i. Then, by Proposition 3.15, the equivalence between U and
U induces a unique equivalence of tensor hierarchy algebras between T and T .
We conclude this section by the following interesting result:
Proposition 3.18. Let T (resp. T ) be a tensor hierarchy algebra associated to the Lie-
Leibniz triple V = (g, V,Θ) (resp. (hV , V,ΘV )). Then there exists a morphism of differential
graded Lie algebras between T and T .
Proof. Let h = Im(Θ) and W be the bud of V . Let U and U be the two robust stems
corresponding to T and T , respectively. Lemma 2.4 gives us a Lie algebra morphism ϕ : h→
hV , and Proposition 2.9 proves the existence of a map τ :W → S
2(V )
/
Ker
(
{ . , . }
)
that is
compatible with ϕ, see Equation (2.36). By following the steps in the proofs of Lemmas 3.8
and 3.9, one can construct a couple (ϕ,Φ) where Φ is a map from U to U that satisfies all
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criteria of Definition 3.5, except that ϕ is a map from h to hV , and not from the whole of
g. Then, by slightly adapting the proof of Proposition 3.15, we deduce that the data (ϕ,Φ)
define a morphism of differential graded Lie algebras between T and T .
Remark. Interestingly, this results shows that, given a Leibniz algebra V , every tensor hi-
erarchy algebras involving V (i.e. associated to any Lie-Leibniz triple involving V ) admits
a differential graded Lie algebra morphism toward the unique – up to equivalence – tensor
hierarchy algebra associated to the ‘standard’ Lie-Leibniz triple (hV , V,ΘV ). However it may
not induce a morphism of tensor hierarchy algebras !
Thus we have shown in this paper that every Lie-Leibniz triple induces a unique tensor
hierarchy algebra. This algebra coincides with the one that Jakob Palmkvist builds from
Borcherds algebras [11,21]. Given that in supergravity models, the Bianchi identities induce
a L∞-algebra structure on the (shifted) tensor hierarchy [17], it would seem natural to
understand how one passes from the tensor hierarchy algebra structure on T = h⊕ T ′ to a
L∞-algebra on T
′[−1]. This is all the more important since L∞ algebras have recently drawn
much interests in supergravity theories [3, 5, 13–15]. This topic is indeed important because
these L∞ structures encode the field strengths of the theory and their corresponding Bianchi
identities. Hence, to deduce a L∞-algebra structure from a tensor hierarchy algebra structure
would be very interesting because it would show that some physical information captured
by the tensor hierarchy could be deduced by straightforward mathematical considerations.
Also, on the mathematical side, this would be very interesting because it might provide a
lifting of the skew-symmetric part of the Leibniz product to a L∞-algebra structure. This
might be possible by applying a result by Fiorenza and Manetti [9] (that was found again
later by Getzler [10]) that states that a differential graded Lie algebra structure on T = h⊕T ′
induces a L∞-algebra structure on T
′[−1]. This topic is still under investigation and may
be the object of another paper.
4 Examples
4.1 Differential crossed modules
A differential crossed module is the data of two Lie algebras
(
V, [ . , . ]V
)
and
(
g, [ . , . ]g
)
, and
two Lie algebra morphisms Θ : V → g and ρ : g→ End(V ) satisfying the following equations:
[x, y]V = ρΘ(x)(y) (4.1)
Θ
(
ρa(x)
)
=
[
a,Θ(x)
]
g
(4.2)
for every x, y ∈ V and a ∈ g. These data form a Lie Leibniz triple (g, V,Θ) for which
the embedding tensor is g-equivariant (and not only h = Im(Θ)-equivariant). The tensor
hierarchy algebra associated to it actually minimally depends on g and on Θ because V is
a Lie algebra. Hence, the symmetric bracket on V is inexistent, and then it means that
Ker
(
{ . , . }
)
= S2V , which turns out to be a g-module. Then, the bud of (V, g,Θ) is {0}.
By induction, every other space of higher degree appearing in the construction of the stem
associated to this Lie-Leibniz triple is zero. Hence the tensor hierarchy reduces to the
following data:
T = h⊕ s−1V (4.3)
∂0 = −Θ ◦ s (4.4)
[s−1V, s−1V ] = 0 (4.5)
[a, y˜] = s−1
(
[x, s(y˜)]V
)
(4.6)
[a, b] = [a, b]g (4.7)
for any a = Θ(x), b ∈ h and y˜ ∈ T−1 = s−1V . The brackets on the left hand sides are the
brackets on T . In the third line, the bracket of two elements of T−1 = s
−1V is zero because
there is no space concentrated in degrees lower than −1 since the bud of V is zero. The last
line does not depend on the pre-image x of a because Ker(Θ) ⊂ Z. This is the typical tensor
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hierarchy that one obtains with differential crossed modules. It was one of the first examples
of strict Lie 2-algebras, i.e. Lie 2-algebras with vanishing 3-bracket [1]. When one has only
a Lie algebra V , then one can work with the differential crossed module
(
hV , VΘV
)
.
4.2 A nilpotent Leibniz algebra
Let us define a very simple example that is however illuminating. One can equip R2 with
a Leibniz algebra structure. Let a = (1, 0) and b = (0, 1), and define a product • on R2 by
first setting:
a • a = b (4.8)
Requiring that • satisfies the Leibniz identity (2.5), we deduce the following two other equa-
tions:
a • (a • a) = (a • a) • a+ a • (a • a) =⇒ b • a = 0 (4.9)
a • (a • b) = (a • a) • b+ a • (a • b) =⇒ b • b = 0 (4.10)
Now, there is only one product left: a acting on b. We set it to be zero:
a • b = 0 (4.11)
Then, R2 equipped with this product • becomes a Leibniz algebra, that we call V . It has
the particularity that the only non vanishing product is a • a = b. This implies as well
that the Leibniz product is symmetric. We call it a nilpotent Leibniz algebra, because any
combination of products of elements vanish after at most two successive iterations.
Now let us find a Lie algebra g and an embedding tensor Θ : V → g such that: 1. V is a
g-module, and 2. Θ satisfies the linear constraint (2.19) and the quadratic constraint (2.20).
We can assume that both g and h = Im(Θ) are Lie subalgebras of gl2(R), i.e. that the action
ρ : g→ gl2(R) is an inclusion (hence the representation is faithful). Since h should be a Lie
algebra, but since the Leibniz product is symmetric, we know that 0 = Θ(a • a) = Θ(b).
Then, the linear constraint implies that ρΘ(a)(a) = a • a = b, which implies in turn that:
ρΘ(a) =
(
0 0
1 0
)
(4.12)
and we note this matrix A. Since ρ is injective we can assume that Θ(a) = A, and we deduce
that h is the 1-dimensional Lie algebra generated by A. For now, we decide to choose g to be
the lower triangular 2× 2 matrices, so that h is indeed a Lie subalgebra of g. The action of
g on a is surjective on R2, whereas the image of the action of g on b is the sub-vector space
of R2 spanned by b.
Let us now turn to defining the bud of V . Using the above notations, we can write
S2(V ) = Span
(
a ⊙ a, a ⊙ b, b ⊙ b
)
. Since the product • is symmetric, the kernel of the
symmetric bracket is the subspace of S2(V ) generated by a⊙b and b⊙b. This is a g-module,
so that the bud W of V is the 1-dimensional quotient S
2(V )
/
Ker
(
{ . , . }
)
. We denote by
[a⊙ a] its generator so that the collar d :W → V sends [a⊙ a] to b. Then we have the usual
factorization { . , . } = d ◦ΠW , where ΠW : S2(V )→W is the quotient map:
W
S2(V ) V
ΠW
d
{ . , . }
Let us now set U0 = V
∗, U1 = s(W
∗), and define δ1 = s◦d
∗, π0 = −Π
∗
W ◦s
−1. By noting
a∗ and b∗ the respective dual elements of a and b, and by [a∗ ⊙ a∗] the generator of U1, this
means in particular that:
δ1(a
∗) = 0, δ1(b
∗) = [a∗ ⊙ a∗], and π0
(
[a∗ ⊙ a∗]
)
= −a∗ ⊙ a∗ (4.13)
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The proof for computing π0 goes as follows: set [a⊙ a]∗ be the dual element of [a⊙ a], and
hence a generator of W ∗. Then let us set Π∗W
(
[a⊙ a]∗
)
= ̟a∗ ⊙ a∗ ∈ S2(V ∗). By formula
(2.55), we have on the one side:〈
Π∗W
(
[a⊙ a]∗
)
, a⊙ a
〉
S2(V )
= ̟
〈
a∗ ⊙ a∗, a⊙ a
〉
S2(V )
= ̟ (4.14)
and on the other side:〈
Π∗W
(
[a⊙ a]∗
)
, a⊙ a
〉
S2(V )
=
〈
[a⊙ a]∗,ΠW (a⊙ a)
〉
W
= 1 (4.15)
Since both left hand sides are equal by duality, we deduce that ̟ = 1. And then, applying
item 3. of Definition 3.3, and noticing that [a⊙ a]∗ = s−1
(
[a∗ ⊙ a∗]
)
, we deduce the correct
formula for π0 = −Π∗W ◦ s
−1 : [a⊙ a]∗ 7→ −a∗ ⊙ a∗.
Then, extending π0 as a derivation on S
2(U0⊕U1), we then compute U2 = Ker
(
π0
∣∣
S2(U0⊕U1)|1
)
.
We have an isomorphism S2(U0 ⊕ U1)|1 ≃ U0 ⊗ U1 so that this space admits generators
a∗ ⊗ [a∗ ⊙ a∗] and b∗ ⊗ [a∗ ⊙ a∗]. The action of π0 on these generators is:
π0
(
a∗ ⊗ [a∗ ⊙ a∗]
)
= −a∗ ⊙ a∗ ⊙ a∗ (4.16)
π0
(
b∗ ⊗ [a∗ ⊙ a∗]
)
= −b∗ ⊙ a∗ ⊙ a∗ (4.17)
where both terms on the right hand side belong to S3(U0) as expected. Hence π0 is injective
on S2(U0 ⊕ U1)|1, so U2 = 0.
Now let us turn to find U3. Since U2 = 0, the only term that contributes in S
2(U0⊕U1)|2 is
the 1-dimensional space U1⊙U1, with generator [a∗⊙a∗]⊙[a∗⊙a∗]. Obviously the action of π0
on this element is not trivial, hence it is injective on U1⊙U1, and since U3 = Ker
(
π0
∣∣
U1⊙U1
)
,
we deduce that U3 = 0. Now notice that the fact that U2 = 0 and U3 = 0 imply that
S2(U0 ⊕ U1)
∣∣
4
= 0 which automatically implies that U4 = 0, and so on for U5, U6, etc. so
that one deduces that Uk = 0 for every k ≥ 2. Hence, the robust stem associated to the
Lie-Leibniz triple (g, V,Θ) defined in this sub-section is a 1-stem:
U0 U1
S2(U0)
δ1
−{ . , . }∗
−Π∗W ◦ s
−1
where the map µ0 = −{ . , . }∗ indeed satisfies µ0(a∗) = 0 and µ0(b∗) = −a∗⊙a∗, as expected.
Now let us determine the tensor hierarchy algebra structure associated to this stem.
First, set T−1 = s
−1V with generators a˜ = s−1a, b˜ = s−1b, T−2 = s
−2W with generator
u = s−2[a ⊙ a], and T ′ = T−1 ⊕ T−2. Then the map π0 defines a degree +1 homological
vector field on s−1T ′ by Equation (3.54). By Theorem 2.12, this induces a graded Lie algebra
structure on T ′, with only one bracket, obtained from Equation (3.83) and defined by:
[a˜, a˜] = 2u (4.18)
This is consistent with Equation (3.2), and all other brackets vanish. This graded Lie algebra
structure can be completed with a linear application ∂−1 : T−2 → T−1 whose action is
obtained by Equation (3.96):
∂−1(u) = −b˜ (4.19)
This map would have played the role of a differential if it had satisfied the compatibility
condition with the bracket. It is not the case since ∂−1
(
[a˜, a˜]
)
6= 0 on the one hand, whereas[
∂−1(a˜), a˜
]
= 0 on the other hand. Thus, to satisfy the Leibniz identity, we add the Lie
algebra h to T ′ as a degree 0 vector space, and we set T = h ⊕ T ′. We then define ∂0 as
in Equation (3.97), and it is compatible with ∂−1 in the sense that ∂0 ◦ ∂−1(u) = 0. The
bracket between h and T ′ id defined as in Equation (3.84), whereas on h we take the usual
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Lie bracket, which is zero since h is nilpotent and 2-dimensional. Then, using these new
definitions, the (unique) Leibniz identity is satisfied:
∂−1
(
[a˜, a˜]
)
= −2b˜ = −2η
−1,Θ◦s(˜a)
(a˜) =
[
∂0(a˜), a˜
]
+ (−1)|˜a|
[
a˜, ∂0(a˜)
]
(4.20)
where η−1 : g→ End(s
−1V ) is the representation of g on T−1 = s−1V , defined by Equation
(3.52), and where (−1)|˜a| = −1 since the degree of a˜ is −1. Thus we have obtained the tensor
hierarchy algebra associated to the Lie-Leibniz triple (g, V,Θ). It consists of the following
data:
T = h⊕ s−1V ⊕ s−2W (4.21)
∂0(a˜) = A (4.22)
∂0(˜b) = 0 (4.23)
∂−1(u) = −b˜ (4.24)
[a˜, a˜] = 2u (4.25)
[A, a˜] = b˜ (4.26)
All other brackets being zero. One can check that these data satisfy all conditions of Defi-
nition 3.1.
4.3 The (1, 0) superconformal model
An example of a 2-stem arises from the six-dimensional (1, 0) superconformal model in six
dimensions presented in full generality [24]. Its mathematical aspects were investigated
in [17, 20]. The symmetry algebra of this model is g ≡ e5(5) = so(5, 5) [25]. The model
involves a set of p-forms (for p = 1, 2, 3, . . . , 6) taking values, respectively, in the following g-
modules: V = 16, W = 10, X = 16, Y = 45, Z = 144 and A = 10⊕126⊕320 [25]. These
modules are defined from the representation constraint that sets W and that is induced by
supersymmetric considerations. From this, all other spaces are uniquely defined.
Notice that in supergravity, since supersymmetry provides a supplementary set of infor-
mations, the choice of gauge subalgebra need not be made at the beginning but at the very
end of the construction. These physical considerations imply also that the choice of gauge
algebra has no consequence on the modules W,X, Y, Z, and moreover that the dimension of
the possible candidates for gauge algebras is constant. This has two consequences: first, the
gauge algebra h ≡ Im(Θ) does not explicitly appear, see [2, 24], and we rather work with
a formal subalgebra hV (see below). Second, we construct a tensor hierarchy with abstract
tensors, and then, at the very end, one fixes Θ and deduces the explicit form of the maps,
as is done in [24]. Fixing the embedding tensor automatically fixes the gauge algebra : since
it is done at the very end, the embedding tensor is considered as a spurionic object. We will
provide here the formal machinery and will hence do not bother on fixing Θ, in the same
spirit of the original paper [24], from which most notations are taken.
A priori the hierarchy is not constrained and goes to infinity, but since the space-time
dimension is bounded, physicists are not interested tensor hierarchies of depth striclty higher
than 6. However, the computation are so complicated that usually Physicists stop the
calculations at depth 3 or 4, and we will follow them on this point. Moreover, the particularity
of this model is that the 3-form fields Ct are dual to the 1-forms A
a. The top (resp. bottom)
indices are taken from the beginning (resp. the end) of the alphabet, to emphasize this
duality. The reader who is not familiar with the (1, 0) superconformal model in six dimensions
is advised to refer herself to [24], where this is discussed in full generality. Due to the heavy
calculations induced by the model, we will not present the whole hierarchy and restrain
ourselves to the first orders. See [12] for an exposition of higher orders and [2] for a more
general discussion of supergravity models in D = 6 dimensions.
The beginning of the hierarchy is governed by a set of constants haI , g
It, f cab ≡ f
c
[ab],
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dIab ≡ d
I
(ab), bIta, subject to the following relations:
2
(
dJc(ad
I
b)s − d
I
csd
J
ab
)
hsJ = 2fc(a
sdIb)s − bJscd
J
abg
Is (4.27)(
dJrsbIut + d
J
rtbIsu + 2d
K
rubKstδ
J
I
)
huJ = frs
ubIut + frt
ubIsu + g
JubIurbJst (4.28)
f[ab
rfc]r
s −
1
3
hsId
I
r[afbc]
r = 0 (4.29)
haIg
It = 0 (4.30)
frb
ahrI − d
J
rbh
a
Jh
r
I = 0 (4.31)
gJshrIbKsr − 2h
s
Kh
r
Id
J
rs = 0 (4.32)
−frt
sgIt + dJrth
s
Jg
It − gItgJsbJtr = 0 (4.33)
bJt(ad
J
bc) = 0 (4.34)
The 1-forms Aa take values in the g-module V = 16. This g-module V can be equipped
with a Leibniz algebra structure whose generators are noted Xa. The Leibniz product is
defined, for any Xa, Xb ∈ V by:
Xa •Xb ≡ −Xab
cXc (4.35)
whereXab
c = −f cab+d
I
abh
c
I are the structure constants of the Leibniz algebra. For consistency
with Definition 2.3, this action should coincide with the action of h ≡ Im(Θ) on V :
ηΘ(Xa)(Xb) ≡ −Xab
cXc (4.36)
The (skew)-symmetric brackets are then defined by:
[Xa, Xb]V = fab
cXc and {Xa, Xb}V = −d
I
abh
c
IXc (4.37)
where hcI is a tensor that corresponds to the collar d of the Lie-Leibniz triple (g, V,Θ).
The 2-forms BI take values inW = 10, which is a sub-representation of S2(V ) and which
is the bud of V . These fields are labelled by capital letters of the middle of the alphabet,
and a set of generators of W is noted {XI}. The quotient map ΠW : S2(V )→W is defined
by:
ΠW (Xa ⊙Xb) = −d
I
abXI (4.38)
and this is consistant ith the fact that { . , . } = d ◦ΠW . The action of g on W is defined by:
ηΘ(Xa)(XI) ≡ −XaI
JXJ (4.39)
where XaI
J = 2hcId
J
ac − g
JsbIsa, and where Xa ∈ V . Going further up, we reach the 3-form
fields Ct, taking values in X = 16. In the (1, 0) superconformal model, the 3-forms Ct are
dual to the 1-forms Aa, that is why we use latin letters of the end of the alphabet as labels.
By duality, the action of g on a generator Xs of X is defined by:
ηΘ(Xa)(X
s) ≡ Xat
sXt (4.40)
where Xat
s = −fats + dIath
s
I .
By setting U0 = V
∗, U1 = s(W
∗) and U2 = s
2(X∗), the maps of interest are written
on the following diagram (the signs and the symbols can directly be read on the Bianchi
identities of the field strengths in [24]):
U0 U1 U2
U0 ⊙ U0 U0 ⊙ U1
dIab
haI g
It
−bIta
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In the following, we will define Xa, XI and Xt as the respective shifted dual elements of
Xa, XI and X
t, i.e. in the sense that Xa has degree 0, XI has degree +1, Xt has degree +2,
etc. This means that {s−1XI} is a basis of W ∗ = s−1U1 for example. Then we have:
δ1(X
a) = haI X
I and δ2(X
I) = gItXt,
π0(X
I) = dIabX
a ⊙Xb and π1(Xt) = −bItaX
I ⊙Xa,
µ0(X
a) = dIbch
a
I X
b ⊙Xc and µ1(X
I) = XaJ
I Xa ⊙XJ
The expression for δ1 is the mere dual expression of the collar d, whereas the expression for
π0 is a bit more intricate to find. Recall that π0 is defined from the map ΠW :W
∗ → S2(V ∗)
by Item 3. in Definition 3.3. So let us compute Π∗W in coordinates, given the expression of
ΠW in Equation (4.38). We set Π
∗
W (s
−1XI) = M Ief X
e ⊙ Xf for some tensor M cef , where
the lower indices are symmetric. Then we have, by Equation (2.55):〈
Π∗W (s
−1XI), Xa ⊙Xb
〉
=
〈
M Ief X
e ⊙Xf , Xa ⊙Xb
〉
=M Iab (4.41)
But, by Equation (4.38) we obtain on the other hand:〈
Π∗W (s
−1XI), Xa ⊙Xb
〉
=
〈
s−1XI ,ΠW (Xa ⊙Xb)
〉
= −dIab (4.42)
Thus, we haveM Iab = −d
I
ab, which implies that Π
∗
W (s
−1XI) = −dIabX
a⊙Xb. By comparing
with the formula of π0, this proves indeed that π0(X
I) = −Π∗W (s
−1XI) = dIabX
a ⊙Xb.
Now let us show that Equations (4.29)−(4.34) encode all items of Definition 3.3, except
the e5(5)-equivariance of π0 and π1 which is implicit in the definition of W and X , see
for example the construction of tensor hierarchies in [4]. This e5(5)-equivariance of π0 and
π1 implies a h-equivariance (where h would be the gauge subalgebra), this is the content of
Equations (4.27) and (4.28). Equation (4.29) corresponds to the Jacobi identity for the skew-
symmetric bracket [ . , . ]V , when one uses the tensors corresponding to [ . , . ]V and { . , . }V
in Equations (2.12) and (2.13). Equation (4.30) corresponds to the condition δ2 ◦ δ1 = 0.
Equations (4.31) and (4.32) are implied by the fact that ηΘ◦d(XI ) = 0 on V and on W since,
for example, multiplying the left hand side of Equation (4.32) by XK gives:
hrIXrK
J XK = hrIηΘ(Xr)(X
J) = ηΘ◦d(XI )(X
J) (4.43)
whose vanishing is induced by the homological condition Θ ◦ d. Equation (4.31) can also be
seen as the h-equivariance of δ1:
ηΘ(Xb)
(
δ1(X
a)
)
− δ1
(
ηΘ(Xb)(X
a)
)
= haJηΘ(Xb)
(
XJ
)
− δ1
(
Xbr
aXr
)
(4.44)
= haJXbI
JXI − hrIXbr
aXI (4.45)
=
(
haJ
(
2hrId
J
br − g
JtbItb
)
− hrI
(
− fbr
a + dJbrh
a
J
))
XI (4.46)
=
(
haJh
r
Id
J
br − frb
ahrI
)
XI (4.47)
where we used Equation (4.30) between the second and the third line, and the skew-symmetry
of lower indices of fbr
a between the third and the fourth line. By the same line of arguments,
Equation (4.33) symbolizes the h-equivariance of δ2, and Equation (4.34) is the condition
π2|U2 = 0:
π2(Xt) = π
(
− bItaX
I ⊙Xa
)
= −bItad
I
bcX
b ⊙Xc ⊙Xa = −bIt(ad
I
bc)X
a ⊙Xb ⊙Xc (4.48)
The fact that π1 is injective, and that Im(π1) = Ker
(
π|U0⊙U1
)
is guaranteed from physical
considerations, see [4,24]. Now let us check that the condition that µ is a null-homotopic map
at levels 0 and 1 is satisfied. First let us compute { . , . }∗V : U0 → S
2(U0) in coordinates. We
set { . , . }∗V (X
c) = N cef X
e⊙Xf for some tensor N cef , where the lower indices are symmetric.
Then we have, by Equation (2.55):〈
{ . , . }∗V (X
c), Xa ⊙Xb
〉
=
〈
N cef X
e ⊙Xf , Xa ⊙Xb
〉
= N cab (4.49)
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But, by Equation (3.12) and the definition of { . , . }V , we have N cab = −d
I
abh
c
I . This implies
that { . , . }∗V (X
c) = −hcId
I
abX
a ⊙ Xb. By comparing with the formula of µ0, this proves
indeed that µ0 = −{ . , . }∗V . Finally, to show that µ1 = δ1 ◦ π0 + π1 ◦ δ2, we compute
straighforwardly:(
δ1 ◦π0+π1 ◦δ2
)
(XI) = δ1
(
dIabX
a⊙Xb
)
+π1
(
gItXt
)
=
(
2haJd
I
ab−g
ItbJtb
)
XJ⊙Xb (4.50)
and the parenthesis on the right hand side is indeed equal to XbJ
I , as required. Hence, all
this set of maps and spaces form a 2-stem as defined in Definition 3.3.
As explained in [24], the hierarchy of differential forms Aa, BI , Ct can be extended one
step further by adding a set of 4-forms Dα that take values in the g-module Y = 45. Three
new tensors kαt , cαIJ and c
t
αa have to be introduced so that this extension is consistent. They
obey a set of additional conditions:
gKtkαt = 0 (4.51)
4dJabcαIJ − bItac
t
αb − bItbc
t
αa = 0 (4.52)
kαt cαIJ − h
a
[IbJ]ta = 0 (4.53)
kαt c
s
αa − fta
s + bJtag
Js − dJtah
s
J = 0 (4.54)
By setting U3 = s
3(Y ∗), the corresponding 3-stem is as follows (the signs are obtained from
the Bianchi identities given in [24]):
U0 U1 U2 U3
U0 ⊙ U0 U0 ⊙ U1
U1 ⊙ U1
⊕ U0 ⊙ U2
dIab
haI g
It
−bIta
kαt
−csαa + cαIJ
The new maps δ2, π2 and µ2 are:
π2(Xα) = −c
t
αaXt ⊙X
a + cαIJ X
I ⊙XJ ,
δ3(Xt) = k
α
t Xα and µ2(Xt) = −Xat
sXa ⊙Xs
whereXα is the dual ofX
α. The presence of a minus sign in the definition of µ2 was expected
because the index labelling the 3-forms is at the bottom. The space U3 = s
3(Y ∗) can be
seen as a sub-module of (V ∗⊗X∗)⊕ (W ∗⊙W ∗), when identified with the kernel of the map
π|U1⊙U1⊕U0⊙U2 .
Equation (4.51) corresponds to the homological condition δ2◦δ1 = 0, and Equation (4.52)
corresponds to the condition π2|U3 = 0:
π2(Xα) = −c
t
αa π
(
Xt ⊙X
a
)
+ cαIJ π
(
XI ⊙XJ
)
(4.55)
= −ctαa
(
− bItbX
I ⊙Xb ⊙Xa − 0
)
+ 2cαIJd
I
abX
a ⊙Xb ⊙XJ (4.56)
=
(
bIt(a|c
t
α|b) − 2cαIJd
J
ab
)
Xa ⊙Xb ⊙XJ (4.57)
And the term in parenthesis is indeed the left hand side of Equation (4.52). Equation (4.54)
can be written as fat
s−dJath
s
J = −k
α
t c
s
αa−bJtag
Js. The left hand side is the structure constant
−Xsat of the contragredient action of h onX
∗ and it can be seen as the map µ2 : U3 → U0⊙U2,
whereas the right hand side corresponds to applying π2 ◦ δ3 + (δ1 ⊗ idU1 + idU0 ⊗ δ2) ◦ π1
and taking the corestriction to U0 ⊙ U2. Equation (4.53) corresponds to the fact that the
corestriction of π2 ◦δ3+(δ1⊗ idU1+idU0⊗δ2)◦π1 to U1⊙U1 is always zero, by construction.
Hence, Equations (4.53) and (4.54) correspond to the null-homotopic condition µ = [δ, π] at
level 2. Finally, as a side remark we notice that Equation (4.33) is obtained by contracting
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Equation (4.54) with gIt. Hence, by setting δ = (δk)1≤k≤3, π = (πk)0≤k≤2 µ = (µk)0≤k≤2,
and U = (Uk)0≤k≤3, we observe that (U, δ, π, µ) is a 3-stem over the Lie-Leibniz triple(
e5(5), V,Θ
)
, where Θ : V → e5(5) is to be fixed later. It is not a proper robust stem as
such because we should push the computations to higher levels, but physicists did not go
further so we shall stop here, having in mind that theoretically the process does not meet
any obstacle to build a robust stem.
That is why we will use this 3-stem to build the beginning of the tensor hierarchy algebra
that is associated to the (1, 0) superconformal model in six dimensions. We define T−1 ≡
s−1V = s−1(U∗0 ), T−2 ≡ s
−2W = s−1(U∗1 ), T−3 ≡ s
−3X = s−1(U∗2 ) and T−4 ≡ s
−4Y =
s−1(U∗3 ), so that T−k can be considered as a space of degree −k, as desired. We finally set
T ′ ≡ (T−k)1≤k≤4. Let us now define basis for T ′: a basis of T−1 is given by the elements
ea ≡ s−1(Xa), a basis of T−2 is given by the elements eI ≡ s−2(XI), a basis of T−3 is given
by the elements et ≡ s−3(Xt) and a basis of T−4 is given by the elements eα ≡ s−4(Xα).
Let us now turn to the application of Lemma 3.13. We have to show that the graded vector
space T ′ can be equipped with a bracket that satisfies the Jacobi identity (at least for the
Jacobiators taking values in T ′). The idea is to show that s−1T ′ = (s2U)∗ is a Q-manifold.
We set ua ∈ (s−1T−1)∗ = s2U0 the dual coordinate of s−1ea, uI ∈ (s−1T−2)∗ = s2U1
the dual coordinate of s−1eI , ut ∈ (s
−1T−3)
∗ = s2U2 the dual coordinate of s
−1et and
uα ∈ (s−1T−4)∗ = s2U3 the dual coordinate of s−1eα. That is to say, we have the following
duality relations:
ιs−1eb (u
a) = δab (4.58)
ιs−1eJ (u
I) = δIJ (4.59)
ιs−1es(ut) = δ
s
t (4.60)
ιs−1eβ (uα) = δ
β
α (4.61)
where the δ’s are Kronecker’s symbols. In particular we can make the following formal
identifications:
∂
∂ua
←→ ιs−1ea (4.62)
∂
∂uI
←→ ιs−1eI (4.63)
∂
∂ut
←→ ιs−1et (4.64)
∂
∂uα
←→ ιs−1eα (4.65)
Then, since π : U → S2(U) is a degree −1 map, it canonically induces a degree +1 map
Qpi : s
2U → S2
(
s2U
)
, that we can extend as a derivation to S
(
s2U
)
= S
(
(s−1T ′)∗
)
as
follows:
Qpi(u
a) = 0 (4.66)
Qpi(u
I) = dIbcu
b ⊙ uc (4.67)
Qpi(ut) = −bItau
I ⊙ ua (4.68)
Qpi(uα) = cαIJu
I ⊙ uJ − ctαaut ⊙ u
a (4.69)
By Theorem 2.12, this induces the following bilinear bracket on T ′:
[ea, eb] = −2 d
I
ab eI (4.70)
[ea, eI ] = −bIta e
t (4.71)
[eI , eJ ] = −2 cαIJ e
α (4.72)
[ea, e
t] = ctαa e
α (4.73)
In particular, by Equation (4.38), the bracket [ea, eb] satisfies Equation (3.2). Since the degree
of ea, eb is −1, their bracket is symmetric, whereas the bracket of eI , eJ is skew-symmetric,
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for they have degree −2. To be more precise, one obtains for example the bracket [eI , eJ ] by
the following calculation:
ιs−1[eI ,eJ ] = (−1)
−2
[
[Qpi, ιs−1eI ], ιs−1eJ
]
(4.74)
=
[
ιs−1eIQpi, ιs−1eJ
]
(4.75)
= 2cαIK
[
uK
∂
∂uα
, ιs−1eJ
]
(4.76)
= −2cαIKδ
K
J ιs−1eα (4.77)
= ιs−1(−2c
αIJ
eα) (4.78)
An other example is:
ιs−1 [ea,eI ] = (−1)
−1
[
[Qpi, ιs−1ea ], ιs−1eI
]
(4.79)
= −
[
− ιs−1eaQ, ιs−1eI
]
(4.80)
= −bKta
[
uK
∂
∂ut
, ιs−1eI
]
(4.81)
= −bKtaδ
K
I ιs−1et (4.82)
= ιs−1(−bItaet) (4.83)
This bracket satisfies the graded Jacobi identity on T−1⊗T−1⊗T−1 (resp. T−1⊗T−1⊗T−2)
because the corresponding Jacobiator takes values in T−3 (resp. T−4) and identically vanishes
since it is equivalent to the homological conditions π2
∣∣
U2=0
(resp. π2
∣∣
U3=0
). However, every
other Jacobiator has a degree strictly lower than −4, and thus cannot be defined since T ′ has
be defined only up to degree −4. For example to compute the Jacobiator on T−2⊗T−2⊗T−1,
one need the bracket on T−1⊗T−4 to be defined, which has not been done because one needs
to define the 4-stem associated to
(
e5(5), V,Θ
)
before. However in the case that we had
extended the study to degree −5 and −6, Lemma 3.13 ensures that the Jacobi identities
would be satisfied at these levels. The robustness condition on T ′ is satisfied by construction
of the modules W,X, Y in supergravity theories, see the discussion of the construction of the
tensor hierarchy in [4].
Recall that up to now the Leibniz algebra structure defined on V by Equation (4.35)
is formal, and so is the center Z of V and thus the quotient hV ≡ V
/
Z . These data are
uniquely fixed as soon as one chooses a specific embedding tensor Θ : V → e5(5), that defines
a gauge algebra h ⊂ e5(5). In supergravity theories, this is usually done at the end of the
calculations. In the (1, 0) superconformal model in six dimensions, the e5(5)-module V is
the Majorana-Weyl spinor representation of e5(5), hence it is faithful, see [2]. This implies
by Lemma 2.4 that any choice of gauge algebra h is isomorphic to the algebra hV . Hence,
even if we do not have made a choice for a gauge algebra yet, we can formally continue the
construction of the tensor hierarchy algebra by setting T0 ≡ hV , and T ≡ (T−k)0≤k≤3. We
will not go to lower degrees because the fields taking values in these spaces have not been
defined in [24]. Since the embedding tensor ΘV : V → hV is by definition surjective, a set of
generators of hV is
{
ΘV
(
s(ea)
)}
where the {ea} form a basis of T−1 = s−1V .
We extend the bracket (see Equations (4.70)-(4.73)) to T0 by Equation (3.85) and by
setting that the bracket between two generators ΘV
(
s(ea)
)
and ΘV
(
s(eb)
)
of hV satisfies:[
ΘV (s(ea)),ΘV (s(eb))
]
= fab
cΘV
(
s(ec)
)
(4.84)
One can now define a differential ∂ on T by Equations (3.89) and (3.97). That is to say,
∂0 = −ΘV ◦ s, and:
∂−1(eI) = −h
a
I ea , ∂−2(e
t) = gIt eI and ∂−3(e
α) = −kαt e
t (4.85)
Let us take a concrete example to explain how things work precisely: since δ3(Xt) = k
α
t Xα,
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we deduce that we can set δ′3 = k
α
t uα
∂
∂ut
. In that case, since s−1eα has degree −5, we obtain:
ιs−1(∂−3(eα)) = −
[
δ′3, ιs−1(eα)
]
(4.86)
= −ιs−1(eα) ◦ δ
′
3 (4.87)
= −kαt ιs−1et (4.88)
Moreover, as required by Equation (3.96), we indeed have ∂−1 = −s−1 ◦ d ◦ s2 because
δ1(X
a) = s ◦ d∗(Xa) = haIX
I .
These operator satisfy the Jacobi and Leibniz identities that we can compute, i.e. those
that take values in T , since they are in one to one correspondence with Equations (4.27)-
(4.34), and Equations (4.51)-(4.54), and no more. For example, we have:
∂−3
(
[eI , eJ ]
)
−
[
∂−1(eI), eJ
]
−
[
eI , ∂−1(eJ)
]
= 2 cαIJk
α
t e
t + 2ha[I [ea, eJ]] (4.89)
= 2
(
cαIJk
α
t − h
a
[IbJ]ta
)
et (4.90)
which vanishes by Equation (4.53). Another example using ∂0 is:
∂−3
(
[ea, e
t]
)
−
[
∂0(ea), e
t
]
+
[
ea, ∂−2(e
t)
]
= −ctαak
α
s e
s +
[
ΘV (s(ea)), e
t
]
+ gIt
[
ea, eI
]
(4.91)
=
(
− ctαak
α
s +Xas
t − gItbIsa
)
es (4.92)
which vanishes by the definition of Xas
t = −fast + dKash
t
K and Equation (4.54).
Hence, this turns
(
T, ∂, [ . , . ]
)
into a truncation at level 4 of a tensor hierarchy algebra.
In other words, the data of the tensor hierarchy that we have defined so far from the 4-stem
(U, δ, π, µ) is completely contained in this truncation , and carries all the physical information
that is needed. This justifies why the tensor hierarchy algebra is the correct object to look at
when considering the (1, 0) superconformal model in six dimensions. We expect that there is
a way of deducing the Lie 3-algebra structure on sT−1 ⊕ sT−2 ⊕ sT−3 given in [17] from the
tensor hierarchy algebra structure on T . This Lie 3-algebra was obtained by looking at the
Bianchi identities satisfied by the field strengths, but in the present case one has to think the
other way around : do not assume that the field strength are not given, and deduce them
from the data of the tensor hierarchy algebra. This would show that much of the physical
information captured in the tensor hierarchy is actually a mere mathematical artifact that
can be deduced from straightforward computations.
A Proof of Equations (3.19) and (3.20)
The goal of this appendix is to give explicit proofs of Equations (3.19) and (3.20). Let us
start with the following Lemma:
Lemma A.1. Let i ∈ N∗ ∪ {∞} and let V = (g, V,Θ) be a Lie-Leibniz triple admitting a
i-stem U = (U, δ, π, µ). Then:
δ∗1 = d ◦ s (A.1)
π∗0 = −s
−1 ◦ΠW (A.2)
Proof. We start by computing the dual map δ∗1 . Let u ∈ U0 = V
∗ and α ∈ U∗1 = s
−1W , so
that δ∗1(α) ∈ U
∗
0 . Then, by Equation (2.61), we have:〈
δ∗1(α), u
〉
U0
= −
〈
α, δ1(u)
〉
U1
(A.3)
By item 3. of Definition 3.3, we know that δ1 = s ◦ d∗. Then, using Equation (2.59) on the
right hand side of Equation (A.3), we have:〈
δ∗1(α), u
〉
V ∗
=
〈
s(α), d∗(u)
〉
W∗
(A.4)
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Then, since the map d does not carry any degree, see e.g. Equation (3.8), we obtain by
Equation (2.61) the following identity:〈
δ∗1(α), u
〉
V ∗
=
〈
d ◦ s(α), u
〉
V ∗
(A.5)
from which we deduce Equation (A.1).
Let us now compute the dual of the map π0. Given the definition of π0 in item 3. of
Definition 3.3, we can apply Equation (3.13) to u = s−1(v), for some v ∈ U1, to obtain:〈
π0(v), x⊙ y
〉
S2(V )
= −
〈
s−1(v),ΠW (x⊙ y)
〉
W
(A.6)
Using Equation (2.59), and recalling that s−1W = U∗1 and that V = U
∗
0 , we have:〈
π0(v), x ⊙ y
〉
S2(U∗
0
)
= −
〈
v, s−1 ◦ΠW (x⊙ y)
〉
U∗
1
(A.7)
so that we obtain that the dual of π0 is the map π
∗
0 : S
2(U∗0 ) → U
∗
1 satisfying Equation
(A.2).
Let us now turn to the core statement of this appendix:
Proposition A.2. Let i ∈ N∗∪{∞} and let V = (g, V,Θ) be a Lie-Leibniz triple admitting a
i-stem U = (U, δ, π, µ). Assume that Ui+1 has been defined through a map πi : Ui+1 → S
2(U)i
satisfying item 4. of Definition 3.3, and assume that there exists a map µi : Ui → U0 ⊗ Ui
defined as in item 5. of Definition 3.3. Then:
δ ◦ µi−1 = µi ◦ δi (A.8)
π ◦ µi = µ ◦ πi−1 (A.9)
Proof. Let us first show Equation (A.8) for i ≥ 2. We know that µi−1 takes values in
U0⊙Ui−1, thus δ ◦µi takes values in U1⊙Ui−1⊕U0⊙Ui. Let us show that it actually takes
values only in U0 ⊙ Ui. Let α ∈ U∗1 , β ∈ U
∗
i−1 and u ∈ Ui−1. First assume that i ≥ 3 so
that i− 1 ≥ 2. Then the image of δ ◦ µi−1 in U1 ⊙ Ui−1 satisfies:〈
α⊙ β , δ ◦ µi−1(u)
〉
U1⊙Ui−1
= (−1)i
〈
δ∗1(α) ⊙ β , µi−1(u)
〉
U0⊙Ui−1
(A.10)
+ (−1)i+1
〈
α⊙ δ∗i−1(β), µi−1(u)
〉
U0⊙Ui−1
= (−1)i
〈
d
(
s(α)
)
⊙ β , µi−1(u)
〉
U0⊙Ui−1
(A.11)
=
(−1)i
2
〈
β , ρi−1,Θ(d(s(α)))(u)
〉
Ui−1
(A.12)
= 0 (A.13)
In the first line, we passed from the left hand side of the equal sign to the right hand side by
taking the dual of the map δ, and by using Equation (2.61) and the fact that µi−1 takes values
in U0 ⊙ Ui−1. We passed from the first line to the second line by noticing that α ⊙ δ∗i−1(β)
is not taking values in U∗0 ⊙ U
∗
i−1, and by applying Equation (A.1). Then we passed from
the second to the third line by applying the very definition of µi−1 as given in item 5. of
Definition 3.3. The result is zero because Θ ◦ d = 0, as proven in Proposition 2.8. In the
case where i = 2, we could not get rid of the term
〈
α⊙ δ∗i−1(β), µi−1(u)
〉
U1⊙U0
since in that
case δ∗i−1(β) = d ◦ s(β) ∈ U
∗
0 . But, still, the action of Θ on d in the last line would make
this contribution vanish. Hence, we conclude that δ ◦ µi−1 takes values in U0 ⊙ Ui.
Let us now compute this contribution. Assume that i ≥ 2, and let x ∈ U∗0 = V , α ∈ U
∗
i
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and u ∈ Ui−1. Then we have:〈
x⊙ α, δ ◦ µi−1(u)
〉
U0⊙Ui
= (−1)i
〈
x⊙ δ∗i (α), µi−1(u)
〉
U0⊙Ui−1
(A.14)
by definition of µi−1 =
(−1)i
2
〈
δ∗i (α), ρΘ(x)(u)
〉
Ui−1
(A.15)
by Equation (2.61) =
1
2
〈
α, δi
(
ρΘ(x)(u)
)〉
Ui
(A.16)
by h-equivariance of δi =
1
2
〈
α, ρΘ(x)
(
δi(u)
)〉
Ui
(A.17)
by definition of µi =
〈
x⊙ α, µi ◦ δi(u)
〉
U0⊙Ui
(A.18)
Hence we have: 〈
x⊗ α, δ ◦ µi−1(u)− µi ◦ δi(u)
〉
U0⊙Ui
= 0 (A.19)
for every x ∈ U∗0 , α ∈ U
∗
i and u ∈ Ui−1. We conclude that Equation (A.8) is true when-
ever i ≥ 2.
In the case where i = 1, we have to show that:
δ ◦ µ0 = µ1 ◦ δ1 (A.20)
Both sides take values in U0 ⊙ U1. Let x ∈ U∗0 = V , α ∈ U
∗
1 = s
−1W , then for any
u ∈ U0 = V ∗, we have:〈
x⊙ α , δ ◦ µ0(u)
〉
U0⊙U1
= −
〈
x⊙ δ∗1(α), µ0(u)
〉
U0⊙U0
(A.21)
by Equation (A.1) = −
〈
x⊙ d
(
s(α)
)
, µ0(u)
〉
U0⊙U0
(A.22)
by definition of µ0 =
〈{
x, d
(
s(α)
)}
, u
〉
U0
(A.23)
by definition of { . , . } =
1
2
〈
x • d
(
s(α)
)
, u
〉
U0
(A.24)
by h-equivariance of d =
1
2
〈
d ◦ ηW,Θ(x)
(
s(α)
)
, u
〉
U0
(A.25)
by Equation (3.11) =
1
2
〈
d ◦ s
(
ρ∨1,Θ(x)(α)
)
, u
〉
U0
(A.26)
by Equations (A.1) and (2.61) = −
1
2
〈
ρ∨1,Θ(x)(α), δ1(u)
〉
U1
(A.27)
by Equation (3.14) =
〈
x⊙ α , µ1 ◦ δ1(u)
〉
U0⊙U1
(A.28)
Hence we have: 〈
x⊗ α , δ ◦ µ0(u)− µ1 ◦ δ1(u)
〉
U0⊙U1
= 0 (A.29)
for every x ∈ U∗0 , α ∈ U
∗
1 and u ∈ U0, which implies Equation (A.20). Thus, Equation (A.8)
is true for every i ≥ 1, as can be illustrated in the following commutative diagram:
Ui−1 Ui
S2(U)i−1 S
2(U)i
µi−1 µi
δ
δi
Now let us prove Equation (A.9). First, the derivation properties of µ and π imply the
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following two identities:〈
α⊙ β ⊙ γ , π(u ⊙ v)
〉
S2(U)|u|+|v|−1
= (−1)|α|+|β|+|γ|
〈
π∗(α, β)⊙ γ , u⊙ v
〉
U|u|⊙U|v|
+ 	
(A.30)
2
〈
α⊙ β ⊙ γ , µ(u ⊙ v)
〉
U|u|⊙U|v|
= −
〈
ρ∨Θ(α)(β)⊙ γ + β ⊙ ρ
∨
Θ(α)(γ), u⊙ v
〉
U|u|⊙U|v|
+ 	
(A.31)
for any homogeneous elements α, β, γ ∈ U∗ and u, v ∈ U , and where 	 indicates that we
perform a (graded) circular permutation of α, β, γ. Here as well, Θ is considered as the zero
function on Uk, as soon as k ≥ 1.
Now let assume that i ≥ 2. The map πi−1 takes values in:
S2(U)i−1 =
⊕
k,l≥ 0
k+l= i−1
Uk ⊙ Ul
For any k, l ≥ 0 such that k + l = i − 1, we define π
(k,l)
i−1 to be the co-restriction of πi−1 to
the subspace Uk ⊙Ul. We extend it to all S(U) by derivation. In particular, it is symmetric
in the k, l indices. Since the map µn takes values in U0 ⊙ Un for every 1 ≤ n ≤ i, both the
map µ ◦π
(k,l)
i−1 and the map π
(k,l)
i−1 ◦µi take values in U0⊙Uk⊙Ul. Now, assume that k, l ≥ 1
and let x ∈ U∗0 = V , α ∈ U
∗
k , β ∈ U
∗
l and u ∈ Ui. Thus, using Equation (A.31), we have:
2
〈
x⊙ α⊙ β , µ ◦ π
(k,l)
i−1 (u)
〉
U0⊙Uk⊙Ul
= −
〈
ρ∨k,Θ(x)(α)⊙ β + ρ
∨
l,Θ(x)(β) ⊙ α , π
(k,l)
i−1 (u)
〉
Uk⊙Ul
(A.32)
by the derivation property of ρ∨ = −
〈
ρ∨Θ(x)(α⊙ β) , π
(k,l)
i−1 (u)
〉
Uk⊙Ul
(A.33)
by definition of ρ∨ =
〈
α⊙ β , ρΘ(x)
(
(π
(k,l)
i−1 (u)
)〉
Uk⊙Ul
(A.34)
by g-equivariance of pi =
〈
α⊙ β , π
(k,l)
i−1
(
ρi,Θ(x)(u)
)〉
Uk⊙Ul
(A.35)
by Equation (2.61) = (−1)k+l
〈(
π
(k,l)
i−1
)∗
(α, β) , ρi,Θ(x)(u)
〉
Ui
(A.36)
by definition of µi = (−1)
k+l2
〈
x⊙
(
π
(k,l)
i−1
)∗
(α, β) , µi(u)
〉
U0⊙Ui
(A.37)
because x ∈ U∗0 = 2
〈
x⊙ α⊙ β , π
(k,l)
i−1 ◦ µi(u)
〉
U0⊙Uk⊙Ul
(A.38)
Thus we have proven that〈
x⊙ α⊙ β , µ ◦ π
(k,l)
i−1 (u)− π
(k,l)
i−1 ◦ µi(u)
〉
U0⊙Uk⊙Ul
= 0 (A.39)
for every k, l ≥ 1 such that k+ l = 1, and for every x ∈ U∗0 = V , α ∈ U
∗
k , β ∈ U
∗
l and u ∈ Ui.
Now assume that either k = 0 or l = 0. They cannot be equal to zero at the same time,
for we have chosen i ≥ 2. Assume for example that k = 0, then necessarily l = i − 1. Let
x, y ∈ U∗0 = V , α ∈ U
∗
i−1 and u ∈ Ui, and for some clarity set π̂i−1 ≡ π
(0,i−1)
i−1 . Then, using
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Equation (A.31), we have:
2
〈
x⊙ y ⊙ α , µ ◦ π̂i−1(u)
〉
U0⊙U0⊙Ui−1
= −
〈
y ⊙ ρ∨i−1,Θ(x)(α) , π̂i−1(u)
〉
U0⊙Ui−1
− x↔ y
− 2
〈
{x, y} ⊙ α , π̂i−1(u)
〉
U0⊙Ui−1
(A.40)
by the derivation property of ρ∨ = −
〈
ρ∨Θ(x)(y ⊙ α) , π̂i−1(u)
〉
U0⊙Ui−1
− x↔ y
(A.41)
by definition of ρ∨ =
〈
y ⊙ α , ρΘ(x)
(
π̂i−1(u)
)〉
U0⊙Ui−1
+ x↔ y (A.42)
by g-equivariance of pi =
〈
y ⊙ α , π̂i−1
(
ρi,Θ(x)(u)
)〉
U0⊙Ui−1
+ x↔ y(A.43)
by Equation (2.61) = (−1)(i−1)
〈(
π̂i−1
)∗
(y, α) , ρi,Θ(x)(u)
〉
U0⊙Ui−1
+ (−1)(i−1) x↔ y (A.44)
by definition of µi = (−1)
(i−1)2
〈
x⊙
(
π̂i−1
)∗
(y, α) , µi(u)
〉
U0⊙Ui−1
+ (−1)(i−1) x↔ y (A.45)
by Equation (2.61) = 2
〈
x⊙ y ⊙ α , π̂i−1 ◦ µi(u)
〉
U0⊙U0⊙Ui−1
(A.46)
Thus we have proven that:〈
x⊙ y ⊙ α , µ ◦ π̂i−1(u)− π̂i−1 ◦ µi(u)
〉
U0⊙U0⊙Ui−1
= 0 (A.47)
x, y ∈ U∗0 = V , α ∈ U
∗
i−1 and u ∈ Ui (recall that i ≥ 2). Thus, merging this result with the
one of Equation (A.39), we finally obtain Equation (A.9) for i ≥ 2.
When i = 1, we have to show the following identity:
π ◦ µ1 = µ ◦ π0 (A.48)
Both sides of the equality take values in S3(U0). However, since µ1 takes values in U0 ⊗U1,
and that π|U0 = 0, the map π only on the U1 components of Im(µ1). Let x, y, z ∈ U
∗
0 = V
and u ∈ U1 = s(W ∗), then we have:
2
〈
x⊙ y ⊙ z , µ ◦ π0(u)
〉
S3(U0)
= −2
〈
{x, y} ⊙ z , π0(u)
〉
S2(U0)
+ 	 (A.49)
by Equation (A.2) = 2
〈
ΠW
(
{x, y}, z
)
, s−1(u)
〉
W∗
+ 	 (A.50)
by definition of { . , . } =
〈
ΠW
(
x • y, z
)
+ΠW
(
y • x, z
)
, s−1(u)
〉
W∗
+ 	 (A.51)
by using the permutation =
〈
ΠW
(
x • y, z
)
+ΠW
(
y, x • z
)
, s−1(u)
〉
W∗
+ 	 (A.52)
by g-equivariance of ΠW =
〈
ηW,Θ(x)
(
ΠW (y, z)
)
, s−1(u)
〉
W∗
+ 	 (A.53)
by definition of η∨W = −
〈
ΠW (y, z), η
∨
W,Θ(x)
(
s−1(u)
)〉
W∗
+ 	 (A.54)
by Equation (3.52) = −
〈
ΠW (y, z), s
−1
(
ρ1,Θ(x)(u)
)〉
W∗
+ 	 (A.55)
by Equation (2.59) = −
〈
s−1 ◦ΠW (y, z), ρ1,Θ(x)(u)
〉
U1
+ 	 (A.56)
by Equation (A.2) =
〈
π∗0(y, z), ρ1,Θ(x)(u)
〉
U1
+ 	 (A.57)
by definition of µ1 = 2
〈
x⊙ π∗0(y, z), µ1(u)
〉
U0⊙U1
+ 	 (A.58)
by Equation (A.30) = 2
〈
x⊙ y ⊙ z , π ◦ µ1(u)
〉
S3(U0)
(A.59)
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where 	 symbolizes a circular graded permutation of the elements x, y, z. Hence we have:〈
x⊙ y ⊙ z , µ ◦ π0(u)− π ◦ µ1(u)
〉
S3(U0)
= 0 (A.60)
for every u ∈ U1 and x, y, z ∈ U
∗
0 , which implies Equation (A.48). Thus, Equation (A.9) is
true for every i ≥ 1, as can be illustrated in the following commutative diagram:
Ui
S2(U)i−1 S
2(U)i
S3(U)i−1
πi−1
π
µi
µ
B Compatibility between [ . , . ] and ∂
In this appendix, we show that the bracket and the differential defined in the proof of
Theorem 3.14 are compatible, in the sense that they define a differential graded Lie algebra
structure on T = h ⊕ T ′, where T ′ = s−1(U∗). We split this proof in four steps: first,
we prove that ∂ is compatible with the restriction of the bracket to T−k ∧ T−l, for k, l ≥ 2.
Second, we prove the compatibility when either k or l is equal to 1, and then when k = l = 1.
Eventually, we prove that the differential and the bracket are compatible on h ∧ T (the case
h ∧ h being trivial since ∂|T0 = 0).
First, let us set U˜ ≡
⊕
1≤k<∞ Uk, and let its shifted dual be T˜ ≡ s
−1(U˜∗) =
⊕
2≤k<∞ T−k.
The co-restriction of the map µ to S2(U˜) is identically zero, because µ takes values in U0⊙Uk.
Since µ is null-homotopic (see item 6. of Definition 3.3), we deduce that the co-restriction
of the map π ◦ δ + δ ◦ π : Uk → S2(U) to S2(U˜) is zero:(
π ◦ δ + δ ◦ π
)∣∣S2(U˜) = 0 (B.1)
From this identity, together with Equations (3.54) and (3.88), we deduce that:(
Qpi ◦ δ
′ + δ′ ◦Qpi
)∣∣S2((s−1T˜ )∗) = 0 (B.2)
Let us check how this identity translates on T˜ . Let k, l ≥ 2 and let x ∈ T−k, y ∈ T−l, then
we will show that Equation (B.2) implies the vanishing of the following quantity:
∆k,l(x, y) ≡ ∂−k−l+1
(
[x, y]
)
−
[
∂−k+1(x), y
]
− (−1)k
[
x, ∂−l+1(y)
]
(B.3)
We will compute each term on the right hand side, one after the other, using alternatively
Equations (3.57) and (3.89):
ιs−1[∂−k+1(x),y] = (−1)
k−1
[
[Qpi, ιs−1(∂−k+1(x))], ιs−1(y)
]
(B.4)
= (−1)(k+1)(l+1)ιs−1(y) ◦
[
δ′k−1, ιs−1(x)
]
◦Qpi (B.5)
= (−1)(k+1)(l+1)ιs−1(y) ◦
(
δ′ ◦ ιs−1(x) − (−1)
k−1ιs−1(x) ◦ δ
′
)
◦Qpi (B.6)
We also have:
ιs−1[x,∂−l+1(y)] = (−1)
k
[
[Qpi, ιs−1(x)], ιs−1(∂−l+1(y))
]
(B.7)
= −(−1)klιs−1(∂−l+1(y))ιs−1(x) ◦Qpi (B.8)
= (−1)kl
[
δ′l−1, ιs−1(y)
]
◦ ιs−1(x) ◦Qpi (B.9)
= (−1)(k+1)lιs−1(y) ◦ δ
′ ◦ ιs−1(x) ◦Qpi (B.10)
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And finally:
ιs−1(∂−k−l+1[x,y]) = −[δ
′
k+l−1, ιs−1[x,y]] (B.11)
= (−1)k+1
[
δ′k+l−1,
[
[Qpi, ιs−1(x)], ιs−1(y)
]]
(B.12)
= (−1)k(l+1)
[
δ′, ιs−1(y)ιs−1(x) ◦Qpi
]
(B.13)
= (−1)(k+1)lιs−1(y)ιs−1(x) ◦Qpi ◦ δ
′ (B.14)
Thus, by substracting Line (B.6) and (−1)k times Line (B.10) to Line (B.14), we obtain:
ιs−1(∆k,l(x,y)) = (−1)
(k+1)lιs−1(y)ιs−1(x) ◦
(
Qpi ◦ δ
′ + δ′ ◦Qpi
)
(B.15)
Since s−1(x) and s−1(y) belongs to s−1T˜ , the bracket on the right hand side is implicitely
co-restricted to S2
(
(s−1T˜ )∗
)
. This bracket vanishes by Equation (B.2), so that we deduce
that the left hand side of Equation (B.15) vanishes for every x, y ∈ T˜ . Thus, ∆k,l(x, y) = 0
for every k, l ≥ 2 and for every x ∈ T−k, y ∈ T−l, which implies, by Equation (B.3), that the
differential ∂ is compatible with the Lie bracket [ . , . ] on T˜ ∧ T˜ :
∂−k−l+1
(
[x, y]
)
=
[
∂−k+1(x), y
]
+ (−1)k
[
x, ∂−l+1(y)
]
(B.16)
Let us now turn ourselves to the case where either x ∈ T−1 or y ∈ T−1 but not both
at the same time. From item 5. of Definition 3.3, we know that for every 1 ≤ k < i
the map µk takes values in U0 ⊙ Uk. From item 6. we deduce that the co-restriction of
δ ◦ π + π ◦ δ : Uk → S2(U) to U0 ⊙ Uk is equal to µk:(
π ◦ δ + δ ◦ π
)∣∣U0⊙Uk = µk (B.17)
Let us check how this identity translates on T . Let k ≥ 2 and let x ∈ T−1 = s−1V and
y ∈ T−k = s−1(U∗k−1), then we will show that Equation (B.17) implies the vanishing of the
following quantity:
Ξk(x, y) ≡ ∂−k
(
[x, y]
)
+ η−k,Θ(s(x))(y) +
[
x, ∂−k+1(y)
]
(B.18)
We will compute each term on the right hand side, one after another, and sum them up
afterwards. Let α ∈ T ∗−k = sUk−1, then by Equation (3.52), we have:〈
α , η−k,Θ(s(x))(y)
〉
T−k
=
〈
α , s−1 ◦ ρ∗k−1,Θ(s(x)) ◦ s(y)
〉
s−1(U∨
k−1
)
(B.19)
by Equation (2.59) =
〈
s−1(α), ρ∨k−1,Θ(s(x)) ◦ s(y)
〉
U∗
k−1
(B.20)
by Equation (3.14) = −2
〈
µk−1
(
s−1(α)
)
, s(x)⊙ s(y)
〉
U∗
0
⊙U∗
k−1
(B.21)
We also have:〈
α ,
[
x, ∂−k+1(y)
]〉
T−k
=
〈
s(α), s−1
([
x, ∂−k+1(y)
])〉
s−1T−k
(B.22)
by Equation (3.55) = ιs−1([x,∂−k+1(y)])
(
s(α)
)
(B.23)
by Eq. (B.7)–(B.10) = ιs−1(y) ◦ δ
′ ◦ ιs−1(x) ◦Qpi
(
s(α)
)
(B.24)
because x ∈ T−1 = ιs−1(y)ιs−1(x) ◦ δ
′ ◦Qpi
(
s(α)
)
(B.25)
by Equation (3.56) = 2
〈
δ′ ◦Qpi
(
s(α)
)
, s−1(x)⊙ s−1(y)
〉
s−1T−1⊙s−1T−k
(B.26)
by Eq. (3.54) and (3.88) = 2
〈(
s2 ⊙ s2
)
◦ δ ◦ π
(
s−1(α)
)
, s−1(x) ⊙ s−1(y)
〉
s−2(U∗
0
)⊙s−2(U∗
k−1
)
(B.27)
by Equation (2.60) = 2
〈
δ ◦ π
(
s−1(α)
)
, s(x)⊙ s(y)
〉
U∗
0
⊙U∗
k−1
(B.28)
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And finally:〈
α , ∂−k
(
[x, y]
)〉
T−k
=
〈
s(α), s−1 ◦ ∂−k
(
[x, y]
)〉
s−1T−k
(B.29)
by Equation (3.55) = ιs−1(∂−k[x,y])
(
s(α)
)
(B.30)
by Eq. (B.11)–(B.14) = ιs−1(y)ιs−1(x) ◦Qpi ◦ δ
′
(
s(α)
)
(B.31)
by Equation (3.56) = 2
〈
Qpi ◦ δ
′
(
s(α)
)
, s−1(x)⊙ s−1(y)
〉
s−1T−1⊙s−1T−k
(B.32)
by Eq. (3.54) and (3.88) = 2
〈(
s2 ⊙ s2
)
◦ π ◦ δ
(
s−1(α)
)
, s−1(x) ⊙ s−1(y)
〉
s−2(U∗
0
)⊙s−2(U∗
k−1
)
(B.33)
by Equation (2.60) = 2
〈
π ◦ δ
(
s−1(α)
)
, s(x)⊙ s(y)
〉
U∗
0
⊙U∗
k−1
(B.34)
Summing Lines (B.21), (B.28) and (B.34), and dividing by 2, one obtains the following
quantity: 〈(
δ ◦ π + π ◦ δ − µk−1
)(
s−1(α)
)
, s(x)⊙ s(y)
〉
U∗
0
⊙U∗
k−1
(B.35)
that vanishes by using Equation (B.17) at level k − 1. From this, by adding the left hand
sides of Lines (B.19), (B.22) and (B.29), we deduce the following identity:〈
α,Ξk(x, y)
〉
= 0 (B.36)
Since it holds for every 2 ≤ k < i and for every α ∈ T ∗−k, x ∈ T−1 and y ∈ T−k, it implies
that the quantity Ξk(x, y) is identically zero. Then, using Equations (3.52), (3.85) and (3.97)
in Equation (B.18), it implies that the following identity holds:
∂−k
(
[x, y]
)
=
[
∂0(x), y
]
−
[
x, ∂−k+1(y)
]
(B.37)
for every x ∈ T−1 and y ∈ T−k, where 2 ≤ k < i. We have thus proven that the differential
and the bracket are compatible on T−1 ∧ T˜ .
Now, let us turn to the case where both x and y are elements of T−1. Item 6. of Definition
3.3 induces the following identity:
µ0 = π0 ◦ δ1 (B.38)
where every map is defined in item 5. In particular, µ0 takes values in S
2(U0). Let us check
how this identity translates to T−1 ∧ T−1. We will show that Equation (B.38) implies the
vanishing of the following quantity:
Ω(x, y) ≡ ∂−1
(
[x, y]
)
+ η−1,Θ(s(x))(y) + η−1,Θ(s(y))(x) (B.39)
where x, y ∈ T−1. We will compute each term on the right hand side one by one, and sum
them up afterwards. Let x, y ∈ T−1 = s−1V , and α ∈ T ∗−1 = s(V
∗), then by Equation (3.52),
we have (aussi par equationmu):〈
α , η−1,Θ(s(x))(y) + η−1,Θ(s(y))(x)
〉
T−1
=
〈
α , s−1 ◦ ρ∨0,Θ(s(x))
(
s(y)
)
+ x↔ y
〉
s−1(U∗
0
)
(B.40)
by Equation (2.59) =
〈
s−1(α), ρ∨0,Θ(s(x))
(
s(y)
)
+ x↔ y
〉
U∗
0
(B.41)
by definition of ρ0 =
〈
s−1(α), ηV,Θ(s(x))
(
s(y)
)
+ x↔ y
〉
U∗
0
(B.42)
by definition of V =
〈
s−1(α), s(x) • s(y) + s(y) • s(x)
〉
V
(B.43)
by definition of { . , . } =
〈
s−1(α), 2
{
s(x), s(y)
}〉
V
(B.44)
by definition of µ0 = −2
〈
µ0
(
s−1(α)
)
, s(x) ⊙ s(y)
〉
S2(U∗
0
)
(B.45)
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On the other hand, we have by Equations (B.29)–(B.34), for k = 1:〈
α , ∂−1
(
[x, y]
)〉
T−1
= 2
〈
π0 ◦ δ1
(
s−1(α)
)
, s(x)⊙ s(y)
〉
S2(U∗
0
)
(B.46)
This result could also have been obtained by using the explicit definitions of the bracket and
of the differential given in Equations (3.83) and (3.96), and their relationship to π0 and δ1.
Summing Line (B.45) and the right hand side of (B.46), and dividing by 2, one obtain
the following quantity: 〈(
π0 ◦ δ1 − µ0
)(
s−1(α)
)
, s(x)⊙ s(y)
〉
S2(U∗
0
)
(B.47)
that vanishes by using Equation (B.38). From this, since Line (B.45) is equal to the left hand
side of Line (B.40), then by summing the left hand sides of Line (B.40), and of Equation
(B.46), we deduce the following identity:〈
α ,Ω(x, y)
〉
T−1
= 0 (B.48)
Since it holds for every α ∈ T ∗−1 and every x, y ∈ T−1, it implies that the quantity Ω(x, y)
is identically zero. Then, using Equations (3.52), (3.85) and (3.97) in Equation (B.39), it
implies that the following identity holds:
∂−1
(
[x, y]
)
=
[
∂0(x), y
]
−
[
x, ∂0(y)
]
(B.49)
for every x, y ∈ T−1. We have thus proven that the differential and the bracket are compatible
on T−1 ∧ T−1.
Let us now turn to the last case, i.e. the compatibility of the bracket and the differential
on h ∧ T ′, since on h ∧ h it is trivial. We have to show the following identity:
∂−k+1
(
[a, x]
)
=
[
a, ∂−k+1(x)
]
(B.50)
for every a ∈ h and x ∈ T−k = s−1(U∗k−1), where 1 ≤ k < i. By Equation (3.85), this is
equivalent to showing that ∂−k+1 is h-equivariant. Let us first assume that k ≥ 2 and let
a ∈ h, x ∈ T−k and α ∈ T ∗−k+1 = s(Uk−2). Then, we have:〈
α , ∂−k+1
(
η−k,a(x)
)〉
T−k+1
=
〈
s(α) , s−1 ◦ ∂−k+1
(
η−k,a(x)
)〉
s−1T−k+1
(B.51)
by Equation (3.55) = ιs−1(∂−k+1(η−k,a(x)))
(
s(α)
)
(B.52)
by Equation (3.89) = −
[
δ′k−1, ιs−1(η−k,a(x))
](
s(α)
)
(B.53)
by Equation (3.55) = (−1)k
〈
δ′k−1
(
s(α)
)
, s−1
(
η−k,a(x)
)〉
s−1T−k
(B.54)
by Eq. (3.88) and (3.52) = (−1)k
〈
s2δk−1
(
s−1(α)
)
, s−2 ◦ ρ∨k−1,a
(
s(x)
)〉
s−2(Uk−1)∗
(B.55)
by Equation (2.59) = (−1)k
〈
δk−1
(
s−1(α)
)
, ρ∨k−1,a
(
s(x)
)〉
U∗
k−1
(B.56)
by definition of ρ∨k−1 = −(−1)
k
〈
ρk−1,a ◦ δk−1
(
s−1(α)
)
, s(x)
〉
U∗
k−1
(B.57)
by h-equivariance of δ = −(−1)k
〈
δk−1 ◦ ρk−2,a
(
s−1(α)
)
, s(x)
〉
U∗
k−1
(B.58)
by Equation (3.52) = −(−1)k
〈
δk−1 ◦ s
−2 ◦ s
(
η∨−k+1,a(α)
)
, s(x)
〉
U∗
k−1
(B.59)
51
by Equation (3.88) = −(−1)k
〈
δ′k−1
(
s ◦ η∨−k+1,a(α)
)
, s−1(x)
〉
s−2(U∗
k−1
)
(B.60)
by Eq. (3.55) and (3.89) = −ιs−1(∂−k+1((x))
(
s ◦ η∨−k+1,a(α)
)
(B.61)
by Equation (3.55) = −
〈
s
(
η∨−k+1,a(α)
)
, s−1 ◦ ∂−k+1(x)
〉
s−1T−k+1
(B.62)
by Equation (2.59) = −
〈
η∨−k+1,a(α), ∂−k+1(x)
〉
T−k+1
(B.63)
by definition of η∨−k+1 =
〈
α , η−k+1,a
(
∂−k+1(x)
)〉
T−k+1
(B.64)
Hence we conclude that ∂−k+1 is h-equivariant. This result holds for every k ≥ 2. In the
case where k = 1, we know by Equation (3.97) that ∂0 = −Θ ◦ s. But this map is obviously
h-equivariant, because Θ is by construction. This discussion hence proves that Equation
(B.50) is satisfied for every 1 ≤ k < i. Thus, from Equation (B.16), (B.37), (B.49) and
(B.50), we deduce that the bracket [ . , . ] and the differential ∂ are compatible on the whole
of T , hence concluding the desired part of the proof of Theorem 3.14.
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