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Abstract
DNA methylation is involved in various biological phenomena, and its
dysregulation has been demonstrated as being correlated with a number
of human disease processes, including cancers, autism, and autoimmune,
mental health and neuro-degenerative ones. It has become important and
useful in characterising and modelling these biological phenomena in or-
der to understand the mechanism of such occurrences, in relation to both
health and disease. An attempt has previously been made to map DNA
methylation across human tissues, however, the means of distinguishing
between methylated, unmethylated and differentially-methylated groups
using DNA sequence features remains unclear. The aim of this study is
therefore to: firstly, investigate DNA methylation classes and predict these
based on DNA sequence features; secondly, to further identify methylation-
associated DNA sequence features, and distinguish methylation differences
between males and females in relation to both healthy and diseased, sta-
tuses. This research is conducted in relation to three samples within nine
biological feature sub-sets extracted from DNA sequence patterns (Human
genome database). Two samples contain classes (methylated, unmethy-
lated and differentially-methylated) within a total of 642 samples with
3,809 attributes driven from four human chromosomes, i.e. chromosomes
6, 20, 21 and 22, and the third sample contains all human chromosomes,
which encompasses 1628 individuals, and then 1,505 CpG loci (features)
were extracted by using Hierarchical clustering (a process Heatmap), along
with pair correlation distance and then applied feature selection methods.
From this analysis, author extract 47 features associated with gender and
age, with 17 revealing significant methylation differences between males
and females. Methylation classes prediction were applied a K-nearest
Neighbour classifier, combined with a ten-fold cross- validation, since to
some data were severely imbalanced (i.e., existed in sub-classes), and it has
been established that direct analysis in machine-learning is biased towards
the majority class. Hence, author propose a Modified- Leave-One-Out
(MLOO) cross-validation and AdaBoost methods to tackle these issues,
with the aim of compositing a balanced outcome and limiting the bias in-
terference from inter-differences of the classes involved, which has provided
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Bioinformatics consists of biological data mining through the use of computational
methods. This includes extracting meaningful and analysable features (or feature sets)
from a large amount of experimental data, including microarray protein expression
data, exome arrays, Ilumina arrays and DNA methylation arrays found in biomedical
database resources. Bioinformatics employs statistical applications to determine and
understand biological features in both health and disease, and groupings based on
biological functionality, along with prediction association disease, i.e. DNA patterns
associated with methylation and its relationship to DNA patterns, in order to predict
DNA methylation loci and annotate their biological function and position within a
particular gene. Bioinformatics uses machine-learning methods, along with statistical
models and tools, to analyse DNA sequence features in relation to their biological
functions.
1.1 Human Chromosomes and their physiological and bi-
ological functions
This section describes the existing information and theoretical background of epigenet-
ics, along with its associated terminology and physiological and biological processes,
including the terminology employed in the literature. It also explains the DNA se-
quence features used throughout the current study.
In an autosome cell, there is a balance of human chromosomes, comprising 23
pairs that make up the total of 46 chromosomes in the nucleus of each cell. Two pairs
of these chromosomes are sex chromosomes, distinguishing females (XX) from males
(XY). The other 22 pairs are identical in shape for both males and females, and are
named autosomal chromosomes. Each chromosome consists of a long thread of DNA
wrapped with proteins (i.e. the histones, see Figure 1.1) that make up a compact
structure, allowing it to fit inside the cell nucleus. The chromosomes are passed
through the generations from parents to offspring, and give specific instructions, thus
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creating unique features in each offspring. Complex organisms, such as humans, inherit
one copy of each chromosome from each parent, and this indicates that some diseases
or defects are inherited from parents. An imbalance in chromosomes can also cause
serious defects in development and growth.
Figure 1.1 Representation of epigenetic mechanisms related to health and disease (adapted
from [1]).
The cell divides from a single cell to multi-cellular tissue, organs and an organism.
The growth of cells does not stop, but is economically controlled and only produced
when it is required, i.e. skin cells dividing to repair damaged cells, replace old ones
and repair faulty cells caused by cell division process itself. Chromosomes play an
important role in this process, ensuring an even distribution of the copies of the chro-
mosomes, and the correction of imbalanced distribution during cell growth. However,
mistakes can take place during cell division, including the appearance of more, or
fewer, chromosomes in a cell, along with structural changes, i.e. where components of
chromosomes are either broken down or joined to other chromosomes. These changes
cause serious issues, including cancer. This is mainly leukaemia, and other forms of
cancer, found when the components of chromosomes are broken, deleted, or attached
to other chromosomes.
More than one copy of some chromosomes per cell can cause developmental defects
and mental retardation, an example of which is Downs syndrome, in which the cell
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has one additional copy of chromosome 21. Downs syndrome is a common cause of
mental retardation and health issues (resulting from simply having one additional
copy of chromosome 21). This imbalance of chromosom disjoint is caused by DNA
methylation, which affects up to 1 in 700 live births in the UK. It is also associated
with a number of further disorders, including congenital heart disease, early-onset
Alzheimers disease, and the risk of leukaemia (i.e. cancer) [7].
The 22 chromosomes are each given a number based on their size, being ordered
from the largest to the smallest, i.e. chromosome 1 to chromosome 22. Chromosomes
can be viewed during cell division through the use of a microscope, and as they
compact with histone molecules. This compactness is reduced when cell division takes
place. Indeed, they separate in the centromere position, which is between the two arms
of the chromosome. For the terminology using Q and P arms, the Q-arm is generally
greater than the P-arm (Figure 1.2). The arms are used to locate the position of
both the chromosome and the gene, and indicate which part of the chromosome is
displaced or deleted. In humans, each chromosome contains two long strands of the
DNA chain, which is twisted and shaped into a double helix. Genes are located in the
double helix strand of DNA, which is paired, and makes up only 1% of the genome.
The functional genes are estimated to number between 20 to 25 thousand. Each gene
carries specific genetic information concerning a specific role in relation to the body,
i.e. growth, development, the defence system, and other millions (if not billions) of
tasks. Each gene is in possession of a unique code controlling how and when it will
be activated.




The code consists of DNA letters, with the combination of three of the four letters
in a particular order being repeated. The combination (i.e. chemical bonding) of these
three letters is known as a triplet for a particular order of producing a specific molecule
(i.e. amino acid), which further builds up to create specific proteins required by the
body to function physiologically. As discussed above, this leads to unique variations
in each individual (with the exception of identical twins).
However, in some cases, the triplet combination is faulty, leading to the generated
proteins being more or less active, or being produced in an inappropriate cell. These
kinds of errors are known as gene mutations, and can cause defects in growth, devel-
opment and other genetic conditions, i.e. tissue specificity: different cell types express
the different proteins they require for their normal function in view of their differing
roles in the body.
Therefore, identical genes in different cell types have diverse functions. For exam-
ple, liver cells express lipase (an enzyme that digests fat particles), whereas in brain
cells the same genes are completely switched off. One of the best known forms of gene
control is DNA methylation: gene loci are attached to or removed from methyl groups
(CH3), in a particular position on DNA, normally CpG, where the gene is switched
on or off. However, an error can also cause imbalanced protein expression that causes
genetic disorders, i.e. ageing, cancer, autism, auto-immune disorders, mental health
issues, and neuro-degenerative disorders.
1.1.1 Epigenetics, CpG islands and DNA methylation
In epigenetic research, it is essential to investigate DNA sequence features, particularly
DNA methylation for healthy and diseased samples, and also develop models as tools
to determine (and understand) the manners in which DNA modification regulates
gene activity, without changing the DNA sequence of that particular gene. This
gene regulation is known as epigenetics, and is defined as “the study of the process
by which genetic information is transferred into the substance and behaviour of an
organism, i.e. the study of heritable changes that occur without any change in the
DNA sequence” [8].
A further definition of epigenetics [8] is “the study of the chemical modification of
specific genes, or the gene-associated proteins of an organism. The epigenetic mecha-
nism can be defined as the way in which the cell information in genes is expressed and
used by cells”. The term ‘epigenetics’ came into general use in the early 1940s, when
British embryologist, Conrad Waddington, used it to describe the interaction between
genes, and gene products directing development, and which give rise to an organism
phenotype (i.e. observable characteristics). Information subsequently revealed by epi-
genetic studies have revolutionised the field of genetics and developmental biology,
and have, in particular led to the identification of a number of possible chemical mod-
ifications to DNA and proteins, i.e. the histones that are ‘wrapped up’ with the DNA
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in the nucleus. These modifications can be determined when (or even if) a given gene
is expressed in a cell or organism.
1.1.2 Epigenetics
The term, epigenetics is formed of the Greek word ‘epi-’, meaning ‘over’, ‘above’, and
‘added to’, and refers to the regulation of gene expression without changes in the
underlying DNA sequences. Epigenetics, along with its related terms, have a number
of meanings. Firstly, it is essential to define the genome, which is a complete set of
haploid DNA and the functional component that it codes [9]. In the nucleus, DNA
exists as a highly compressed structure consisting of DNA and proteins, otherwise
known as chromatin. The epigenome is a sum of both the chromatin structure and
patterns of DNA methylation, which is itself the result of an interaction between the
genome and the environment.
Currently, three definitions are in use in the literature for the term ‘epigenetic’.
The main definition includes the transmission and maintenance of information through
meiosis or mitosis (i.e., cell differentiation). This process is not limited to DNA-based
transmission, but can also be protein-based (as broadly used in the literature on
yeast [10; 11]). Meiotically- and mitotically-heritable changes in gene expression are
not accompanied by changes in the DNA sequence. The altered patterns of gene ex-
pression can occur through a number of mechanisms based on DNA, RNA or proteins.
This definition has been developed through developmental biology and by cancer re-
searchers [12; 13; 14]. The other definition of epigenetics is a mechanism for the
stable maintenance of gene expression involving the physical ‘marking’ of DNA or its
associated proteins [11; 15].
Epigenetic processes are important for development and differentiation, in order to
protect cellular function from being hijacked by abnormal processes, including gene ex-
pression deregulation in cancer [14; 15]. It is well reported that different levels of gene
expression in different cellular states depend on mechanisms affecting the epigenetic
process without changing the DNA sequences [9; 15; 16]. Such alterations can equally
enhance, and repress gene expression most likely to influence DNA methylation and
hence alter chromatin structures [9; 17].
1.1.3 CpG islands and DNA Methylation
DNA contains four bases, which refer to four letters of the alphabet: Adenine (A),
Thymine (T), Cytosine (C) and Guanine (G) [18]. These letters are linked by a
phospodiester (p), which joins the two bases, i.e. cytosine-phospho-guanine (CpG).
The probability of finding CpG dinucleotides in any given DNA sequence is 1/16;
however, it has been found at much lower levels in the human genome [9]. The reason
for this is that CG suppresses all genomes using cytosine methylation, and may refer to
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the hypermutability of methylated cytosine. This CG suppression is found throughout
the human genome [15], although small areas exist in which the density of CpGs is
considerably higher than the expected values. The areas are approximately 300 to
3000 base-pairs long, and are known as CpG islands. They represent approximately
1% of the human genome sequence [18]. CpG islands have escaped the suppression of
CG during the process of evolution, in view of the fact that they are not methylated,
and therefore have escaped the above-noted mutational pressure [15; 18]. Over 60% of
CpG islands are found in the promoter region, i.e. the 5 gene expression site [19]. The
research community has a greater interest in promoters containing CpG islands, since
when they are methylated they become permanently silenced, and therefore change
a gene expression, and are inherited through mitosis (i.e. cell division) without any
associated DNA sequence alterations [9].
DNA methylation is a chemical modification mediating an enzyme methyltrans-
ferase, which adds the methyl group at the CG DNA sequence site [18]. In the human
genome, methylation of the cytosine molecule at CpG nucleotides in DNA is one of
the major epigenetic alterations, and provides an important mechanism for distin-
guishing active genes from the inactive [9; 15]. Methylation in vertebrate DNA is
limited to cytosine (C) nucleotides in the sequence CG, which is base-paired to pre-
cisely the same sequence, and in an opposite direction on the other strand of the DNA
Helix [18]. Consequently, a single mechanism permits the existing pattern of DNA
methylation to be directly inherited by the daughter DNA strands. An enzyme known
as maintenance methylase (Figure 1.3) acts preferentially on those CG sequences that
are base-paired with a CG sequence which is already methylated. Consequently, the
pattern of DNA methylation on the parental DNA strand will act as a template for
methylation of the daughter DNA strand, causing this pattern to be inherited directly
following DNA replication [10; 15].
In addition, DNA methylation acts as a stimulant in the development of can-
cer, since it activates (or represses) certain cancer-associated genes [14]. CpG islands
methylation, specifically in the promoter region, frequently leads to silencing of tu-
mour suppressor genes. In different primary tumours, the cell cycles associated with
inhibitors are hypermethylated, leading to the escape of cancer cells from apoptoses
(i.e., cell death) and allowing them to continue proliferating. It has been reported
that a major characteristic of human cancer and ageing consists of disruption of the
epigenetic machinery and its features [11; 14; 17].
1.2 Aims and objectives of the thesis
DNA Methylation is primarily involved in a number of biological processes, including
gene silencing, structural chromosomal stability, parental imprinting and suppressing
the mobility of retrotransposons [20; 21; 22]. The disruption of DNA methylation
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Figure 1.3 DNA methylation schematic process: DNA methylation means adding of methyl
(CH3-group) to CG bases order. This reaction is activated by DNA-methyltransferase enzyme
(Mtase) and uses S-adenosyl methionine (SAM) as a methyl donor.
has also been linked to various human diseases, including: cancer and human age-
ing [11; 12; 14; 21]; metabolic disorders [23]; complex age-related diseases (such as
Alzheimers disease); developmentally linked illnesses (i.e. autism) and mental illness
(i.e. depression) [20; 24]. It should be noted that, despite all advances to date, the
analysis of DNA methylation status remains a challenging issue, particularly in rela-
tion to the human genome.
The research question has been established as: How can DNA methylation classes
be distinguished by employing existing bioinformatics methods, and can DNA-sequence
features or feature-subsets specific to the DNA methylation classes be extracted or
predicted?
In response to this research question, the current study is focused on examining
the differences between DNA methylation classes within extracted DNA-sequence fea-
tures (see Chapter 5 for details), and CpG loci positions specific to gender, ageing and
cancerous samples (see chapters 4 and 6 for details of the experiments). The researcher
explores and develops a number of statistical models (methods) in order to predict and
analyse issues relating to DNA methylation, including two novel methods: (1) Mod-
ified Leave-One-Out Cross Validation (MLOOCV); and (2) Cost-sensitive approach
combined with Adaboost (C-Adaboost) (see Chapter 5 for details).
The aim of this work is to establish a background to DNA-methylation phenomena
and issues related to epigenetics analyses, specifically in relation to small samples
with large variable features. Synchronously, it will examine the work that has been
undertaken, along with the issues faced during this aspect of the study, along with the
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solutions. Throughout this document, an informed argument is established, leading
the researcher to the appropriate direction and scope.
It is necessary for traditional statistics to adapt and be redesigned in order to
manage these issues, although in a number of cases, this works effectively in creating
a result that can be used in daily life. The work of the researcher reveals that this is
not always the case, particularly when redesigning the traditional leave-one-out cross
validation, which resulted in good predictive accuracy and greater reliability (Chapter
5).
Feature extraction and selection has been employed in many applications, and
has also been shown to lead to an improved solution, including cancer research data
from gene expression, and the prognosis of various drug treatments, together with
genomic data from different species. It is considered that feature selection algorithms
are overpowered when compared to other algorithms, giving the most effective solution
regarding evaluation of biological data. However, it is necessary to adopt and redesign
each study in order to apply to particular biological data, in view of its particular
variation and the nature and the sources of this (see chapters 4 and 6 for details of the
experimental design and its analysis). The outcome will assist in the design of target
drugs, and also improve the manners in which patients are cured, a phenomenon based
on the weight of patients and which does not include considerations of the impact of
other factors (e.g. DNA methylation, tissue specificity and drug resistance or toxicity),
a process potentially causing DNA methylation variation in different tissues.
1.3 Thesis contribution and outline
DNA methylation status in gender and ageing is the one of most important twenty
first century issues in relation to epigenetic and personalised medication. 1505 CpG
methylation positions of human chromosomes were investigated; 47 CpG loci positions
specific to gender were extracted by the use of hierarchical clustering (Heatmap) with
pair correlation distance methods. The CpG loci revealed significant methylation
differences between male and female for healthy samples. An average linkage method
was employed, and the subgroup further enlarged, in which each branch (dendrogram)
represented a feature connected with a group of features, which have been graphically
displayed. In addition, 11 CpG loci positions were identified, which were methylated in
healthy samples, whereas the same CpG loci positions were unmethylated in cancerous
samples (a Journal paper is in preparation [25]).
A comprehensive analysis was undertaken to identify and distinguish methylated,
unmethylated and differentially methylation classes, based on extracted DNA sequence
features. The extracted features were grouped according to their biological functions
and further applied to K-nearest classifier (KNN) combined with tenfold cross vali-
dation. Due to the fact that a number of the datasets were severely imbalanced, it
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has been established that direct analysis in machine learning is biased towards the
majority class, i.e. the class with the most observations. This was required to design
a reliable model to tackle the problems. The MLOO method was developed, which
demonstrated improved predictive performance and consistent predictive accuracies in
comparison to traditional KNN (conference paper are published [5; 6; 26] and Journal
is due to submit [27]).
The researcher proposed the use of a combination of methods, weighting- and
cost-sensitive, which resulted in improvements to the predictive performance of the
minority class. The weighting assisted not only with the accuracy of the minority
class, but also those classes not easy to separate. The results demonstrated an imbal-
ance metrics improvement, including F-measure and G-mean. The values were judged
on how well the model responded to the unseen data (test set). The combinatorial
methods revealed an improved predictive performance for methylation classes in com-
parison to the single method (either weighting or prior probability (a Journal paper
due to submit [28]).
A comprehensive feature selection was built, in order to distinguish DNA methy-
lation differences between males and females by the investigation of specific features
(loci positions) that play a role in DNA methylation for both health and cancer data.
There was a further investigation of tissue specificity for male and female in DNA
methylation differences in relation to the health of both genders. 10 features were
identified in a colon tissue sample, which demonstrated DNA methylation differences
in both male and female healthy samples. This is a major finding, as these features
are not associated with gender specific tissues. This work has identified the most
informative features, or feature subsets, distinguishing DNA methylation differences
between male and female healthy samples. The soundness of the model has been
demonstrated by the fact that, during the selection process, none of the features were
ignored, and all went through in the search with a combination of pairings, and those
with the lowest misclassification error rate were selected (A Journal paper is under
corrections process [29]).
The rest of the report is organised as follows:
• Chapter two goes through the details of problems of epigenomic and genomic,
informing the reader of the current state of these related technologies and giving
details about important unsolved problems. It investigats imbalanced dataset
prediction problems by using machine learning and looks into he current pre-
diction methods and used DNA patterns that the methodology and evaluated
various algorithms reported its prediction of fairness.
• Chapter three describes datasets that are used for the study and briefly evaluate
techniques and models of learning algorithms. It gives details of author work in




• Chapter four presents CpGs methylation gender differences display by employ-
ing unsupervised cluster analysis with average linkage method. It reported the
extracted CpG loci positions that show significant methylation differences be-
tween male and female and also ageing methylation differences for both healthy
and diseased sample (data).
• Chapter five presents outcome of the largest comprehensive data analysis of
DNA sequence extracted features. This chapter looks into at what features
subsets are associated with DNA methylation; it also compares DNA methy-
lation classes employing designed predictive models and traditional predictive
algorithms.
• Chapter six precedes onward the same dataset in Chapter 4 by employing fea-
tures selection methodology to cope with noisy and large variable features and
to select the most informative feature in relation of CpG loci methylation differ-
ences on gender. In this chapter is presented CpG loci position that are shown
a significant CpG methylation differences on gender.
• Chapter seven gives an outline conclusion from the main body of the thesis
reported in chapters 4, 5 and 6; a summary of the contribution of this work,





Following the above brief introduction to the background of this study, and its aims
and objectives, the current chapter contains three main sections (each with a sub-
section), exploring: (1) the existing information in relation to DNA methylation; (2)
its associated functions; (3) its disease status; (4) the current picture in relation to
bioinformatics introduced by researchers, and the methodology used in DNA methy-
lation prediction. Furthermore, it will examine the issues raised by researchers, along
with the misrepresentation of methods of analysis, and incomplete conclusions. The
main aim of the current study is to correct such incomplete conclusions, and to de-
sign a representative predictive model to improve the current predictive methods in
DNA-methylation classes and imbalanced data analysis, which has been previously
ignored by the literature. In addition, this chapter will give the reasons behind such
incomplete conclusive methods of prediction. It will, however, commence with a brief
summary of each of the three sections.
2.1 Summary of the Literature review
DNA methylation is a biochemical modification of eukaryotic DNA, which generally
occurs at the fifth (C5) position of cytosine residues in a 5-CG-3 position, known
as CpG dinucleotide [10; 12; 15; 30]. In vertebrates, cytosine residue methylation in
CpG nucleotides is an epigenetic marker necessary for physiological cell differentia-
tion [19]. It has been demonstrated that over 60% of human genes promoters consist
of unmethylated CpG islands [19]. Methylation of CpG islands are primarily involved
in various biological processes, including gene silencing, structural chromosomal sta-
bility, parental imprinting and suppressing the mobility of retrotransposons [10; 15].
The disruption of DNA methylation has also been linked to various human diseases,
such as cancer [10; 15; 31].
The prediction of DNA methylation classes is one of the most complex and chal-
lenging problems in bioinformatics, since the DNA sequence features characterising
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methylation (in particular CpG islands) are dispersed throughout the human genome.
However, advances in high-throughput technologies for computational genomics and
epigenomics have assisted the ability to analyse large and variable amounts of data
obtained from methylated, unmethylated and differentially-methylated DNA CpG is-
lands. It should be noted that, despite the advances, the analysis of DNA methylation,
and particularly for the human genome, remains a new and challenging issue.
One of the first studies of the Human Genome Project focussed on DNA methy-
lation profiling of the Human Major Histocompatibility Complex, which has been
shown to be the most gene-dense region in the human genome and containing genes
with a diversity of functions (i.e., the immune system) on chromosome 6 (6p21.3) [32].
Yamada et.al [33] studied CpG islands methylation patterns on chromosome 21q,
identifying 149 CpG islands, 103, 31 and 15, which were found to be unmethylated,
methyalted and partially methylated, respectively. CpGs are calculated by computa-
tion through counting a number of CpGs in the sequence window [34]. An extended
sequence window was added to obtain an unbiased predictive performance of the
CpG islands-wide human genome [35]. However, any prediction approach depends on
constraints applied, since CpG islands vary their distribution in the human genome,
occurring 60% in the promoter region and housekeeping genes [19; 36; 37]. These
CpG islands are mostly unmethyalted, while CpG islands in other regions are mostly
methylated [19; 38]. Different cell lineage and tissues contain distinctive methylation
patterns [30; 39; 40; 41]. This specific methylation is inherited through an unknown
epigenetic process. However, not only is the diversity of tissues and cell lines methy-
lation found to be a methylation profile, the disruption of methylation processes are
suspected to cause a variety of methylation alterations [42], i.e. types of cancer demon-
strate distinct methylation on tumour suppression genes [30; 43; 44]. It is clear that
varieties of specific methylation profiles of tissues, cell lines and disease types require
a development of a variety of predictive models and tools to specifically determine
the methylation status of each condition. The attributes of CpG islands have been
used to predict the methylated from the unmethylated [45]. Features extracted from
DNA, its transcription binding site (TBS), and alu-, di- and trinucleotides were used
to distinguish methylated and unmethylated classes[46]. In addition, DNA sequence
features extracted repeat physio-chemical-properties and histone medication, which
were used for methylation prediction [47; 48]. Other researchers have added extended
features, including: CpG distance to transcription start site; CpG island frequencies in
the methylated window; and methylated CpGs in a flanking sequence [38; 49; 50; 51].
A number of other researchers have also attempted to predict the DNA methyla-
tion of CpG islands [46; 52; 53; 54; 55]. However, their studies were limited, since they
only considered the nucleotide sequence (CpGIs) and the Transcription Factor Bind-
ing Site (TFBS), which provides only an incomplete view of human DNA methylation.
Bock et.al. [48] have recently extended Yamadas study by extracting DNA sequence
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features associated with CpG islands, and analysing the data using statistical meth-
ods. However, the detail and consistent analysis of the features was not undertaken.
In addition, the statistical approach used for the analysis was found to be insufficient,
with potential for a misleading outcome, in view of the nature of such complex data.
The aim of this study is therefore to develop a statistical strategy and undertake a
detailed and comprehensive analysis of the features in order to establish a more accu-
rate and reliable prediction of unmethylated, methylated and differentially-methylated
CpG islands.
DNA methylation currently employs experiments using bisulphite DNA sequenc-
ing for a specific genomic region [49; 56]. The targeted region has been extended to
the complete human genome, in order to employ predictive models to reduce experi-
mental costs, and increase the speed of the methylation detection process [57; 58; 59].
However, it has been necessary to determine (sub-) features specific to DNA methyla-
tion, particularly in relation to health and disease status. These prediction approaches
require numerical values representing selected features to distinguish between methy-
lated and unmethylated CpGs. These features are the most studied DNA sequence
patterns for the prediction of methylation status. However, the combination (or group-
ing) of features is essential. This study has grouped features and employed a fair
approach (MLOOCV), while also further investigated interclass differences (imbal-
anced datasets) and a differentially methylated class. Furthermore, features were
extended and grouped according to their biological function, in which sub-groups of
four human chromosomes were studied in combination, along with their individual
features, in order to interrogate features or feature subsets that are associated with
DNA methylation based DNA sequence context.
A number of the methods solved very little in terms of analysis of epigenetic data
and driven DNA sequence features. Some limitations in relation to DNA methylation
classes predictions, and the analysis of the imbalance data were established through the
use of direct machine learning. The features listed in Table 2.1 are the most important,
and were calculated by various methods (referenced in Table 2.1). The features are
driven from DNA sequence information, both directly and indirectly extracted from
methylated, unmethylated and differentially-methylated samples. Furthermore, they
are grouped into their biological associations and then listed into similar function
groups.
In addition, methylation of the human genome is influenced by many factors,
including age, gender and environment [15; 60]. A number of lifestyles will accelerate
epigenetic deregulation (e.g., smoking, excessive use of alcohol, along with poor diet
and stress), while the process is delayed by taking part in sport, healthy diet/lifestyles
and physical fitness [10; 15]. This issue has led researchers to investigate the impact of
age and gender on DNA methylation, particularly in CpG islands, which are mainly
found to be free of methylation during normal physiological cell development. Here,
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I have investigated the association between gender and DNA methylation, both in
healthy and diseased samples, in order to gain increased knowledge concerning the
pathophysiology of gender-related health outcomes. The designs of the experiment,
along with the analytical details, are further reported in chapters 4 and 6.
Additionally, the author will discuss these issues in further detail during the chap-
ters focussing on data analysis and experimental methodologies using machine learn-
ing. This will include the investigation and extension of existing methods to allow
for the prediction of the imbalanced of methylated (sub-) classes or sub-set classes,
and the extraction and selection of features related to methylation differences between
male and female (both healthy and disease status), in addition to features associated
with gender and age. Machine learning can be categorised into two main methods:
(1) supervised (classification) and (2) unsupervised (clustering) algorithms. Both
methods overlap in the manner in which they place objects into groups, but differ in
the manner that groups are pre-defined for classification, whereas the classes are not
pre-defined for cluster analysis.
The primary issue related to clustering concerns grouping a given collection of
unlabelled patterns into meaningful clusters, and estimating the cluster structure,
along with the number of clusters and cluster assignments. It has been assumed that
clustering analysis has an unknown clustering structure, and that it is unique, with the
aim being to identify a single partition or dendrogram. However, since the observation
may cluster in more than one way, depending on the variable used, it is natural to
allow for the existence of more than one clustering structure, and to identify multiple
partitions or multiple dendrograms.
In the literature, two distinctive clustering approaches are in use, these being hier-
archical and partition algorithms. Objects are placed into mutual groups, depending
entirely on the protocols established prior to commencing the cluster [61]. However,
classification consists of placing of objects into pre-defined groups. It contains two
approaches: instance-based and rule-based classifiers. An instance classifier stores
the training data, predicting the class of the stored data with respect to the nearest
(distant) to the test data. However, a rule-based classifier attempts to generalise the
rules of the test set. Moreover, in this section there is a review and brief discussion of
a number of important machine-learning algorithms: this brief outline will investigate
issues of classification design in relation to the imbalanced dataset, along with its
possible solution.
2.2 Extracted DNA sequence features
This section investigates the most important biological feature sub-sets extracted from
DNA sequence patterns. As noted in Table 2.1, there are 9 feature sub-sets extracted,
which are described in more detail below:
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• Sub-set 1 (tissue-specific CpGI DNA methylation) contains averaged sequence
values calculated by using CpGcluster algorithms [62]. These are CGI-specific
attributes (i.e. CG contents; CG%; number of CpGI; observed/expected ratio;
CpGI distance; and CpGcluster p value).
• Sub-set 2 (DNA sequence properties and distribution) contains frequency av-
erage scores of all possible combination tetramers, and both specific and non-
specific strands.
• Sub-set 3 (Dinucleotide-expected CG distribution) contains a score of 16 possible
combinations of its observed/expected ratio.
• Sub-set 4 (CpG islands distribution) contains extracted attributes taking the
distribution of CpG islands into consideration.
• Sub-set 5 (structural and physiochemical properties) contains predicted ele-
ments, including: rise, roll, tilt, twist and solvent-accessible surface area, as well
as bending, curvature, stacking energy, turns, degree of twist, DNA cleavage,
base per turn and six helical force constant. The calculations of these features
were undertaken using DNAlive algorithms [62].
• Sub-set 6 (Exon and gene distribution) contains attributes extracted from the
human genome, and high-confidence gene annotation from the consensus CCDS.
• Sub-set 7 (Evolutionary and conservation) contains attributes of phast conser-
vation contents, calculated by the number of CpGI overlapping with elements of
phastconcervation per CpCI, using a log-odds conservation score of 100 or more
without repeat masking.
• Sub-set 8 (SNP) contain attributes based on the SNP features, and is calculated
through the total number of SNPs in the window by counting number of SNPs
from the UCSC genome browser.
• Sub-set 9 (Locus CpG islands methylation) contains a number of CpGs methy-
lated values in the wide-human genome [63]. Further details can be found in
chapters 3 and 6
The most important features are listed in Table 2.1, and have been calculated
by various methods (referenced in Table 2.1). The features are driven from DNA
sequence information, both directly and indirectly extracted from methylated, un-
methylated and differentially-methylated samples. Furthermore, they are grouped for
their biological association, followed by being listed in similar function groups. One of
the most important biological sub-sets consists of tissue-specific CpG islands methy-
lation features, in which the cell function is regulated and also makes the decision
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Table 2.1 Details of the CpG islands feature-sets for Chromosomes feature-sets References
feature-sets References
1. Tissue-specific CpGI methylation [56; 64]
2. DNA sequence properties and distribution [33; 48]
3. Dinucleotide (CG) distribution [48]
4. CpGI distribution [48]
5. DNA structure [48]
6. Exon and gene distribution [48]
7. Evolutionary and conservation [48]
8. SNP [33; 48]
9. Locus CpGs methylation(dinucleotides methylation) [63]
whether a particular gene is switched on or off [15]. Furthermore, profiling 1.9 mil-
lion CpG islands values from 43 samples of three human chromosomes were made
as available resources [56]. It was reported that tissue-specific prediction [64] applied
methylation and unmethylation from the resources by calculating DNA sequence prop-
erties [45; 48; 65; 66]. However, none of the papers have considered the manner in
which their predictions influenced both inter-class differences, and also those of the
differentially methylated class. Furthermore, different algorithms were employed for
these features, depending on their biological function, and suitable statistical methods,
including physio-chemical properties [67] calculated by the EMBOSS server developed
specifically for the calculation of DNA and protein-associated features.
The other important algorithm to be developed is EMBOSS, which can calculate
most biological properties (i.e., sequence information), and which is freely available
to researchers. Phastcons are the most conserved features in DNA sequence distri-
bution. Vertebrates have fewer than 2-3% phastcons in their exon, as compared to
invertebrates [68]. The listed features are important biological features, and they be-
come standard. However, the combination of these features was not undertaken with
fair statistical methods, as CpG islands methylation may have not changed the back-
bone of DNA structure, hence, it is believed that DNA methylation is influenced by
DNA-sequence context [69]. In order to understand de novo methylation, it is there-
fore necessary to investigate various features found in both single and comparative
methods.
This formula is used for the calculation of DNA methylation, where β is the mea-
surement of DNA methylation value of specific CpGs, on a scale of for 0 unmethylated
and one for completely methylated forms
β = Max(M,0)Max(U,0)+Max(M,0)+100
2.2.1 Tissue specificity
The somatic cells of individuals possess identical DNA sequence information (i.e. they
are genetically-identical). However, the cells are shaped differently, based on their
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biological functions. Therefore, despite the fact that the cells carry the same genet-
ical information, their physiological function differs. These differences are linked by
epigenetically-controlled DNA methylation with tissue-specific gene expression. As
observed in the cellular phenotype, they originate from a stem-cell, through cell dif-
ferentiation, without any change to the DNA sequence context [70]. Further details
for tissue-specific CpG island methylation patterns can be found in the following ref-
erences [56; 71]. It has been reported that cell-type specific methylation of blood
cells has revealed methylation variation [72], and mono-allelic methylation differences
have also been reported [33]. By contrast, tissue-specific genes have a low density
of CpG islands [73]. Epigenetic modification has an impact on tissue-specific differ-
entiation mechanisms, causing cancer and other illnesses related to methylation [74].
Moreover, tissue specificity and its gene expression demonstrates variation in individ-
ual samples [75]. The same study has reported that DNA methylation is influenced
by tissue-specific factors, which are further dependent on the context of the position
of the CpG islands. Although the references linked to these studies have improved
our understanding of CpG island tissue-specific methylation, there are still important
issues associated with DNA sequence features, DNA-context features and, more im-
portantly, means of analysing these features. Therefore, extended experiments with
consistent statistical methods are required to determine DNA methylation association
features.
2.2.2 DNA sequence and distribution
Deoxyribonucleic acid (DNA) is the chemical compound which consists of in- forma-
tion that is required to develop and guide the activity of most living cells. DNA
molecules are comprised of two twisting paired strands that are often referred to as
a double helix. This contains four genetic alphabet chemical compounds, named nu-
cleotide bases. These are Adenine (A), Thymine (T), Guanine (G) and Cyto- sine
(C) [18].
The bases are complement-paired in two opposite strands, T paired with A, and
G paired with C. The order of the bases determines the identity of information en-
coded in that region of the DNA molecule just as the order of letters determines the
meaning of a word [18]. Sequencing involves determining the exact (meaning) order
of the bases in a strand of DNA, by identifying one of the bases in the pair, and it
then automatically determines the opposite strand (pair) [76]. Therefore, it is always
reports just one base pair. Furthermore, assembling the sequences of all the bases
in a large fragment of DNA, such as in genes, is necessary to read the sequence of
overlapping segments. Large sequences can be assembled from short pieces just like
putting together a puzzle which each of these segments read many times to ensure
its accuracy. Knowing base pair resolution is necessary to construct maps of genome
sequences. This allows annotating accurately all genomic features such as repeats,
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SNPs, genes and their complete control elements. The human DNA sequence con-
tains no gaps, and it has at least 99.9% correctness [76]. One such use is to seek
for sequence features that increase a risk of specific diseases, and a type of genetic
alteration that can frequently be found, for instance cancer, and also to understand
methylation differences between healthy and disease features.
2.2.3 CG distribution
DNA contains four bases; CG units are one of the 16 possible combinations of nu-
cleotides. CGs are mostly methylated, and they termed as Cytosine (C) methy-
lation [18]. This methylation was adopted in vertebrates primarily as a means of
maintaining DNA in a transcriptionally-inactive state. when C altered into T, this
mutation can be transmitted to the next generation but only when they occur in the
germ line, the cell line that gives rise to sperm or egg [15]. CG mutation is charac-
teristic of all genomes that Cytosine is methylated and it is evidenced throughout the
human genome, except in small clusters that are known as CpG islands, which re-
maine methylation-free [15; 19]. As shown in Figure 2.1, the number of CG-units can
be counted for any given sequence that can be further analysed, as either methylated
or unmethylated [77].
Figure 2.1 CpG distribution(Chromosome 21 (NT-002836.4 740746-742525)) sites are high-




2.2.4 CpG islands distribution
CpG islands seem to remain unmethylated in all cell types [15; 19], and they are found
to surround the promoters of the so-called housekeeping genes are those that code for
the many proteins, and which are essential for cell viability and therefore expressed
in most cells [15; 18]. Moreover, many tissue-specific genes, which code for proteins,
are only required in selective types of cells which are also found to be associated with
CpG islands [15]. In the human genome, CpG contains less than 20% of the expected
frequency [76]. However, CpG islands densities are significant higher than that of
non-islands DNA [19]. About 60% of CpG islands are associated with genes, and
approximately 58% of these human coding genes have CpG islands as their promoter;
for this association, CpG islands can be used as potential gene markers [9; 12]. In
addition, CpG island densities vary substantially across chromosomes, although their
correlations with genes are reasonably well estimated on relative chromosomal gene
densities [35; 76].
2.2.5 Sequence features/structure
DNA structure is very important for normal physiological cellular processes. Indeed,
DNA exists in many possible conformations [78]. However, only three forms of DNA
double-helix have been observed in organisms, i.e, A-DNA, B-DNA and Z-DNA forms,
and their conformation depends on the sequence of the DNA, the amount and the
direction of supercoiling, chemical modification (i.e, methylation) of the bases and also
the solution conditions, such as concentration of metal ions and polyamines present
of [79] these three forms, B-DNA is the most common form that is found in cells under
physiological condition [80]. The other two double-helical forms of DNAs varies with
regard to their geometry and dimensions. Z-DNA can be recognised by Z-binding
proteins that are involved in the regulation of transcription [78]. A-DNA is found
under non-physiological conditions, for example untwisted DNA and protein binding
complexes such as that involved in RNA hybrid pairing processes [81]. The most
important key question is therefore how DNA methylation influences DNA structure;
this issue is briefly outlined in the next sub-section.
2.2.5.1 Bending flexibility, stiffness and untwisting
This sub-section briefly explores into how sequence order influences DNA structure.
Sequence orders of AAA/TTT have rigid conformation, and also have a restricted
range of roll and slide values whereas CA, CG, TA and TG have the weakest config-
uration [82; 83]. These show the best initiation sites of a double helix. In addition,
TA step (B-form DNA) strands are the most flexible sequence features with respect
to decreasing twist and increasing roll, but this structure property is highly context-
dependent [79]. Analysis of human exon shows a preference for in-phase occurrence
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of the three nucleotides CAG/TCG, with a weaker preference for AAG, GAG, ATG
and GTG [84]. These sequences are flexible in the sense that they can take on a
conformational feature of an out ward-facing minor groove on nucleosomal DNA [85].
Notwithstanding, the similar three nucleotides analysis did not show any preference
occurrence in the opposite face matching to sequence, such as AAA/TTT. In con-
trast to these results, yeast genomic sequence analysis have shown strong signal for
the dinucleotide AA/TT, which produced a peak at periodicity of circa 10.2bp [86]
(these peaks are only found in eukaryotes rather than prokaryotes [86]). Most large
DNA fragments have preference to B-DNA, which is less flexible [82]. Gardiner [82]
reported that GGC and GCC sequences have more preference to confer bi-stability
and they have a low stability and of favour the A-form of DNA. In contrast, the AA
sequence steps are strongly in favour of B-form and restrains the A-structure.
A computational method has been developed for predicting the 3D structure of
double helical conformation based on six bases step parameters that are named twist,
roll, tilt, rise, slide and shift [82]. Consequently, all possible combinations of the
structural properties of DNA oligomers were analysed as the length of the sequence
increased from dinucleotide base-pairs to eight base-pairs. This concluded that the
length of sequence increased, and the variation of conformational preference decreased,
and also that the structure became less flexible and more consistent [82]. It is likely
that DNA-methylation is linked to DNA structure, as this may prevent some confor-
mational changes (without alteration of the DNA sequence), which indicates whether
a specific gene is active or not.
In addition, DNA stability depends very much on base-pair composition for exam-
ple, G-Cs are more stable than A-Ts, and this depends on the binding energy, since
A-T requires less energy to dissociate. It also depends on the particular geometry of
the relevant base order and its sequence context[79]. Indeed, it has been reported that
DNA methylation give rise to an unusual tertiary DNA structure which protects the
protein binding site from DNA-polymerase [48].
2.2.6 Exon and Genes/Genome
A genome is a complete set of DNAs organisms [9]. Normal human cells contain 23
chromosome pairs located in the nucleus [18]. The chromosomes contain three billion
base pairs of DNA (letters), which carries genetic information essential to build the
human body. The functional sections of the chromosomes are known as genes.
In the human genome, 20,000 to 25,000 genes are estimated, and each gene encodes
an average of three proteins [76]. Genes have a complex structure which comprise two
joined segments Exon and Intron, which are coding and non-coding segments respec-
tively. Intron is removed from Exon by a ribonucleoprotein complex, splicesome [18].
Splicesome recognises sites at the 5 and 3 ends of introns then removes the introns
from exons site. The retained segments, the exon from messenger RNA, are called
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genes. As the splicesome recognises and cuts off different splice sites of introns, or the
RNA sequence of transcribed gene, it generates isoform exoms that can encode for
protein variants. For example, an enzyme recognise and copies the information in a
genes DNA into the molecule Messenger ribonucleic acid (mRNA) [18].
The mRNA are transferred into a part of the cell, the cytoplasm, where mR- NAs
are processed into amino acids, and then link them together in the correct order to form
a specific protein. Proteins build up tissues and organ structures, as well as recycling
control and chemical reactions, and give signals between the cells physiologically.
However, if a cells DNA is influenced by epigenetic (environment) or genetic (DNA-
mutation) events, it may produce abnormal proteins that can interrupt the bodys
natural physiological processes, which lead to diseases such as heart disease, cancer
and mental problems [10; 14; 16].
2.2.7 Evolution and conservation
This sub-section briefly provide an explanation of genome integrity, which is of much
importance in normal life processes in biology. Some part of genome sequences alter
more easily than others during evolution, specifically involving the non-coding DNA
sequence, and it is more likely to change at a rate restricted by the frequency of ran-
dom errors [18]. However, the conserved region that codes an important molecules
such as ribosomal ribonucleic acid (rRNA) do not modify easily when it is mutated;
errors are mostly repaired or removed [15]. Therefore, through evolution, many fea-
tures of DNA patterns have been changed beyond all recognition, but the conserved
regions of DNA sequences remain exactly recognisable in all living cells. It is also
reported that the novo methylation of CpG islands are more likely to be stable during
evolution [48]. These conserved regions (sequence features) are the ones to examine
regarding the tracing of family relationships, hereditary disease histories, and studies
the distance between organisms in the tree-of-life. More importantly, DNA methy-
lation evolutionary and conserved region is an essential genome study. Indeed, it is
most important to study phascon genomic regions in relation to other environmental
impacts.
2.2.8 Single Nucleotide Polymorphisms (SNPs)
Here, Single Nucleotide Polymorphisms are briefly reviewed; indeed, these are the
most important feature sub-set in molecular biology, which variant at a single base
position between populations which is frequently found in different geographical or
ethnic groups, and are also the most investigated DNA features. However, in relation
to DNA methylation, these features are not studied.
SNPs are single base-pair substitutions in genomics at which different alleles exist
with a frequency of at least 1% in one or more population [76? ]. About ninety
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percentage of sequence variants in a human are SNPs which occurs 100 to 300 bases
along the three-billion size human genome [76]. For example, DNA sequences may
change an Adenine (A) base to a Thymine (T) one (’AAGGCTAA to ATGGCTAA’).
Normally, one base change does not affect the cell function. However, SNPs can occur
in a protein-coding region, and it is believed that predisposes humans to disease and
influence drug targets [87]. Furthermore, SNPs are influenced by methylation in a
similar way, as noted in the DNA methylation section. SNPs are evolutionary stable
from generation to generation [18], which makes them easier to study. However, less
investigation has been done on DNA methylation with SNPs. Since SNPs are specific
to individuals, it is mostly used in DNA fingerprint for forensic purposes, disease risks
and treatment response assessments to specific populations or ethnic groups.
2.2.9 Locus CpGs methylation
Most genes have a high concentration of CpGs in their promoter (start site of protein
initiation region). This means DNA methylation influences the promoter more than
any other region of wide-genome; however, gene expression is dictated by DNA methy-
lation whether a particular gene is active or inactive. DNA methylation is a trafficking
and mechanism that regulates protein production, and which inform us on whether a
particular gene is on or off. Imbalance or unfair trafficking can cause inappropriate
body function such as immune system disturbances, speeding ageing, mental health
problems (depression) and other serious diseases such as cancer, multiple sclerosis,
Alzheimers disease and autisms.
In addition, genomic imprinting requires DNA methylation. Vertebrate cells are
diploid, containing one set of genes inherited from the father and one set from the
mother [18]. In a few cases, the expression of a gene has been found to depend on
whether it is inherited from the father or the mother. This phenomenon is called
genomic imprinting. Although the mechanism of imprinting is unknown, it has been
experimentally show that DNA methylation is involved [10; 19]. In the human genome,
more than 80% of CpGs are methylated, whereas of the remaining, less than a quarter
is unmethylated and is also very unevenly distributed in the genome [19]. They are
present at 10 to 20 times their average density in selected regions, known asCG islands,
which are 300 to 3000 nucleotide pairs long [18] as discussed above.
However, CpG islands are prevented from being readily methylated as noted above,
although these areas are rich in the CpG dinucleotide. This is vital for promoter-
associated CpG islands and its transcriptional machinery except for two important the
novo methylation; (1) genes on the inactive X-chromosomes and (2) imprint genes [15].
These two situations are both methylated in the promoter at all sites, and this leads
to the transcriptional repression of these genes [11; 15]. CpG island methylation is
a natural selective process that mediates epigenetic inheritance [15; 18]. However,
this is not always the case; some of the promoter methylation is linked to cancer
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and ageing and also other syndromes [13] as noted above. Furthermore, leukemia
and other hematological malignancies are found with most of the methylation in the
promoter; the most common one is the acute myeloid leukemia, whereas non-malignant
hematological diseases involved unmethylation [88]. Genes involved in cancer show
hypermethylation in CpG islands promoter [12; 14].
Methylation on the human genome are influenced by many factors such as age,
gender and environment [15; 60]. There are many lifestyles, including smoking, exces-
sive alcohol use, diet and stress, which will accelerate epigenetic deregulation, whilst
sports, healthy diet/lifestyle and physical fitness delays the same process [10; 15].
This problem has led researchers to investigate the impact of age and gender on DNA
methylation, particularly in CpG islands, and this is mostly found to be free of methy-
lation in normal physiological cell development. It is important to have an insight into
the association between gender and DNA methylation both in healthy and diseased
samples, in order to learn more about the pathophysiology of gender-related health
outcomes.
Epigenetics is a dynamic process, and it is not fixed as previous thought, for exam-
ple, The essence of DNA methylation is mostly reversible process and it is a continuous
lifelong process [89; 90]. Even identical twins show DNA methylation differences with
age [91]. However, gene expression is not regulated clearly from either genetic or envi-
ronmental impact since they are both linked through the epigenome [92] which could
also be possibly linked with gender. This dynamic status makes it very challenging in
order to design, predict and model whether these epigene changes can determine both
healthy and diseased state data, and also distinguish between genders with age range
as a further consideration, and to link these DNA methylation differences to healthy
and cancerous individuals. DNA methylation is associated with complex age-related
diseases such as Alzheimers disease and cancer [10; 12; 15; 30]. Whilst DNA methyla-
tion changes are associated with age, and this has been studied to some degree, there
is a shortage of reported studies on the relationship of gender and DNA methylation.
Further information on this is available in Chapters 4 and 6.
2.3 Analysis of DNA methylation using bioinformatics
Methods
2.3.1 Machine learning techniques
This sub-Chapter explains technical issues associated with DNA sequence analysis
and corresponding research solutions. The techniques for analysing and extract-
ing/selecting features from datasets can be grouped into two broad and overlapping
categories: (1) clustering and (2)classification methods. Both methods place objects
into classes, but the important difference is that the classes are not pre-defined in
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cluster analysis. As an alternative, items are placed into mutual groups which en-
tirely depend on the protocols that were established before starting the clustering
process [61]. However, classification is the placing of objects into pre-defined groups.
The two methods are also different with regards to the types of learning methods
involved; clustering algorithms are unsupervised learning techniques, whereas classi-
fication methods are employed in supervised learning. Feature extraction computes
new features from original feature-sets, whilst feature selection methods identify a
sub-set of the available features for subsequent use [4].
2.3.1.1 Unsupervised learning
This sub-section will discuss unsupervised learning approaches, and further examines
a range of applications of clustering methods demonstrating its potential for biologi-
cal research usage. One of the approaches of these regularities is to class the similar
objects into a set of groups. Grouping samples or objects according to their similar-
ities is known as clustering. Clustering has been used excessively for biological data
because it is beneficial towards the analysis of multi-dimensional data, which leads to
a more descriptive and meaningful solutions. For example a good clustering process
has predictive power. It is also one of best sub-feature selection methods available in
bioinformatics.
2.3.1.2 Clustering
Clustering can be defined as an organisation or collection of patterns, usually rep-
resented as a vector of measurement, or a point in a multidimensional space based
on similarity. The problem in clustering is to group a given collection of unlabelled
patterns into meaningful clusters, and the aim of cluster analysis is to estimate this
clustering structure, the number of clusters and cluster assignments. It is assumed in
clustering analysis that clustering structure is unknown and unique, and the aim is
to find a single partition or dendrogram. However, since the observation may cluster
in more than one manner (depending on the variables used), it is natural to allow
for the existence of more than one clustering structure and to find multiple partitions
or multiple dendrogram. In the literature, two distinctive clustering approaches are
often employed, specifically hierarchical and partition algorithms [4].
Clustering (unsupervised learning) has no class label present in the training fea-
tures, so the classifier is left ‘alone’ to find its group. This leads to the discovery
of similarities and differences amongst features which depend on the protocols that
were established before commencing the clustering process [61]. Furthermore, there
is no concept of accuracy for unsupervised methods, and the only means of evalu-
ating the outcome is by its usefulness. For example, numerous attempts must be
made to establish effective clustering methods which are based on fitting a specific
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purpose or protocol. The advantage of these methods is the gain of information from
knowledge-poor environments; particularly, when there is a large amount of unlabeled
data available. Clustering can be used as a type of exploratory data analysis which
may lead to evidence regarding the underlying structure in the data.
Clustering has been previously applied successfully to the analyzing of microarray
data [93; 94; 95]. For example, gene expression profiles can be utilised to identify sub-
features of co-expression genes [96]. However, it can also be applied to CpG island
prediction [97], i.e, to identify CpG island clusters in a length sequence. In clustering,
two metrics are predominantly employed to group objects; Euclidean dissimilarities [4]
and correlation [98]. Both metrics are mostly employed for biological data, and re-
cently a novel generation of algorithms have emerged, and which are used with one or
more distance metrics. Euclidean distance K-means is one of the most used feature
selection algorithms, and is based on squared Euclidean dissimilarities [4]. Some vari-
ants of K-means have been proposed in order to improve the efficiencies of algorithms,
and to find the global optimum [99; 100; 101]. Furthermore, multiple clustering ob-
servations based on weighted distances (with weights determined by the cluster of
variables) have been developed [102]. However, K-means remains one of the most suc-
cessful algorithms used on high-dimensional datasets with filtering techniques, since
it is easy to implement and has less computational complexity. It is stable and works
well in practice, but Heatmap clustering is used mostly for the visualisation of biolog-
ical features, particularly for microarray and Ilumina-array data, and also to extract
meaningful features. This is further discussed in the literature review provided in
Chapter 3 with further experimental details for feature extraction in Chapter 4.
2.3.1.3 Supervised Learning
Supervised learning applies to classifier development, which refers to the gradual re-
duction in error as training cases are presented to the classifier. An iterative process
is involved with error diminishing through each iteration as the classifier learns from
the training cases. Supervised learning also applies to algorithms in which a teacher
continually evaluates the classifiers performance during training by making predic-
tions either correct or incorrect. Unlike clustering, classification is the placing of
objects into pre-defined groups. This assumes that each case has a valid class label.
Additionally, a set of parameter values are adjusted to improve the classifiers perfor-
mance. Subsequent sub-sections will further discussions regarding supervised machine
learning.
2.3.1.4 models used for prediction
DNA methylation analysis is used for various predictive models. The three top pre-
dictive models are support vector machines, K-nearest Neighbour and Discriminant
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Analysis; these classification methods are used to distinguish two or more DNA methy-
lation classes. Classification is the grouping of objects into target classes. For example,
DNA features are classified into methylated and unmethyalted classes in given sam-
ples. Samples are divided into training and test sets. The training set is used to build
a predictive model, whereas the test set is used for evaluation, the predictive-model is
judged by the misclassification error rate of the test set: the lower the error rate, the
better the model. The most important classifiers that are used in DNA methylation
prediction are the following:
• Support Vector Machines [103]
• K-nearest Neighbour [104]
• Decision Tree [105]
• AdaBoost [106]
• Linear (QDA) Discriminant Analysis [107]
Support Vector Machines is most popular in DNA methyaltion prediction [46; 47; 48;
66; 108; 109], K-nearest neighbour [5; 26; 110] and Decision Tree [45]. The K- nearest
neighbor (KNN) classifier is one of the most popular non-parametric classifiers, and
has been successfully applied to various problems in bioinformatics [52; 111]. It assigns
to the point that the majority label amongst its nearest k in the training data point
to x, and predicts the class-label of x based on the labels of those nearest k points.
Increasing the k value has been shown to reduce the bias and decision boundaries
becomes rather smooth and less sensitive to outliers [52]. It has been reported in some
studies that applications of KNN resulted in higher predictive accuracies than those of
Support Vector Machines, and is one of the most powerful methods [111]. It has also
been reported that KNN is superior in comparative studies of seven classifiers [112].
However, it should be noted that in many cases, the success of a predictive method is
mainly based on a characteristic of the dataset being analysed.
The K-nearest neighbour method finds every feature in the feature-set closest to
its nearest neighbours. However, if there are more irrelevant features, the performance
of the KNN is affected severely [113]. Blum and Largely [113] reported that samples
without noisy or less irrelevant features show an increase in their performance via
sub-optimal feature selection methods such as filtering, wrapper and embedded ap-
proaches. The points illustrated in Figure 2.2 donate to either of two classes where
ω1 belongs to the black dots, and ω2 to the white dots. The red dot (p) is assigned
to be classified into one of the two classes. This Figure shows that K=11 nearest
neighbours from this class lie within a small area compared to the eleven neighbours
from the other class. The circle shows the area surface within which the eleven nearest
neighbours are positioned. Therefore, a given unknown feature with vectors ω1 and
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distance nearest out of N training vectors identifies the KNN, regardless of class label,
which is based on various distance measures, including the Euclidean and mahalanobis
distance. Hence, the feature attribute p is assigned to the class of nearest neighbour.
Figure 2.2 Model of points of two class labels, i.e. black and white dots. The red dot, p,
is a new observation, which is to be classified into its nearest neighbour amongst these two
classes [3].
Discriminant analysis is either linear or quadratic; linear discriminant analysis
(LDA), is also termed Fisher discriminant analysis (FDA). It is the simplest classi-
fication method used for two-class prediction problems. LDA is the first choice for
data analysis in view of its interpretability. However, LDA works only with data
which has linear relationship. Indeed, quadratic discriminant analysis (QDA) is more
favourable; QDA is a variant of LDA. Disadvantages of QDA is that it cannot be used
for small samples with high dimensional data. It is also computationally expensive
during data training, but the advantage of QDA is that it gives the best error estima-
tion. Researchers try to reduce the parameters and shorten the model building. In
general, LDA and QDA classifiers show good error estimation performance in different
applications, when compared to other classifiers [114; 115].
The Boosting algorithm is used to improve the performance of weak classifier. It
is widely applied for small samples and imbalanced data, and performs better than
random guessing in view of a weak-classifier ensemble which becomes strong and
improves error estimation [106; 116; 117]. Therefore, the weak classifier is iteratively
repeated, and each cycle of it uses a different sub-set of training data. Each cycle of the
training set or sample weighting scale are computed. The final cycle of the training set
gives the weighted average outcome from all previous iterated training sub-sets [116],
which shows improved predictive performance. AdaBoost is based on the modification
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of the training set to build a strong classifier by iterating a weak classifier, a process
which can be used to improve the predictive performance of small and imbalanced
datasets [106; 118]. The advantage of AdaBoosting is that it has a minimum level
of overfitting, it has less influence for large dimensions, and numbers of folds, and
shows better predictive performance compared with other classifiers [3]. In addition,
it has been experimentally reported that the error rate of the test decreases after the
training set error becomes zero [116]. Other researchers reported that AdaBoosting
have less overfitting, since parameters are determined in a step-wise fashion, where
each iteration of a single parameter is computed. More details of method can be
found in references [116; 118; 119]. However, the impact of the class differences and
sample size has not been thoroughly investigated. These are further experimentally
investigated in Chapter 5.
2.3.1.5 Feature Selection
The aim of this section is to explore methodology that relates to the feature selection
of variables such as a multi-dimension and imbalanced data, and noisy features. It
has been noted that major problems associated with large features, for instance DNA
sequence distributions and patterns, has previously failed to pre- dict methylated and
unmethylated features by using direct machine learning techniques without associated
feature pre-processing [5].
Generally, researchers seek to design machine learning approach that can recog-
nise features, speech recognition, fingerprint and iris identification, face recognition,
reading text, DNA-sequence identification, and much more. It is therefore clear that
reliable accurate feature selection via machine learning would be immeasurably useful
to construct such systems in order to understand and select the most informative pat-
terns of DNA sequence features from healthy and diseased human tissues. Building
such methods are aimed to improve classification performance, and also for overcoming
computational limitations.
Statistical feature selection has been used successfully in many applications, a
number of feature selection methodologies have been developed [3; 4; 48; 111; 113]. For
example, statistical pattern recognition, that represents a set of D features, is viewed
as L-dimensional feature vector. The concept of decision theory is used to establish
decision boundaries between two feature classes [3; 4]. Feature selection methods are
operated in two approaches: training (learning) and testing (classification) (Figure
2.3) [4]. The role of the preprocessing stage is to select the informative features, and
simultaneously deselect the noisy features by adding to any other operations that may
contribute to defining a compact representation of the selected features. In the training
method, the training data finds the appropriate features for representing the input
features, and the classifier is trained to partition the feature space [4]. The feedback
pathway shows a designer means to optimise the prerocessing and feature selection
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strategies. The classifier design model allows the selected and trained features after
optimisation in order consider and assign samples to one of the feature classes based
on the measured features. It is also important to note that the classification (test set)
does not play a role feature selection process in order for an unbiased estimate to be
obtained [3; 4; 120].
Figure 2.3 Feature selection statistical model; adapted from [4].
The classifiers role is to divide the feature space into regions that correspond to
either class 1 or class 2 (as illustrated in Figure 2.2). For example, feature x, is
an unknown feature, goes into the class 1 region, or otherwise into class 2, i.e, it
is classified into one of the classes. However, this does not necessarily indicate that
the decision is accurate; it can also suggest that a misclassification has occurred, for
example, 1 feature may be incorrectly assigned to class 2 and vice-versa.
Generally, the feature selection method, classifier design, and classification error
stages are combined to compute the best combination [121]. It is, however, important
to choose the specific case study, in order to demonstrate that the various stages in
the design of a classification system are not independent, but they can be closely
interdependent. However, this may not be possible for a large dimension of features,
and therefore the feature selection stage cannot be easily integrated with that of
classifier design techniques such as those SVM, KNN and QDA, and thus must be
included via feature sub-set selection methods. Ideally, it should be aimed to have a
procedure to design the classifiers by minimising the error probability directly, and
synchronously the method should be computationally-simple to allow also for a search
for the optimal combination of features. The next section will focus on tackling the
above mentioned multidimensional data problems.
2.3.1.6 Feature subset selection
Feature sub-set selection facilitates our understanding of the associations of particu-
lar patterns or sub-sets of features for large datasets, and it is necessary to pre-select
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a small and informative number of features before applying machine-learning tech-
niques [3]. This is known as filtering, and ranking these assignments to a feature of
a numerical weight that is used to rank all features and then select the top ranked
ones. In the filter model, the optimality rule for feature selection is independent of the
classifier [96]. This can be used in the classifier stage (which is created for various fea-
ture combinations) and then select the best feature vector combination. This selection
method is based on a feature separateness criterion introduced by used algorithms.
However, in the wrapper filter approach, the selection method is not necessarily based
on the values of an adopted class separateness criterion, but rather on the perfor-
mance of the classifier itself [3; 120]. Other filters are reported in literature in order
to produce better initial feature sub-sets; Kulback Lieber and Chi-square filters are
two other common ones available [3].
The Kulback-Lieber filter uses the distance between histograms of feature values in
order to compute the class separability of each feature, and chooses the sub-features
with probability proportional to the Kulback-Lieber distance [3]. Subsequently, an
applied thresholds is used to eliminate the noisy features, and then, it normalises each
feature to probabilities of between 0.1 to 1, which ensures that no features will be com-
pletely ignored, and no features will be definitely accepted in the initialization process.
The Chi-squared statistics is used for features or data in order to determine whether
the tested data is statistically independent from one feature datapoint [3]. Both
techniques are usually used for selective preprocessing in order to improve predictive
accuracies, and simultaneously reduce noisy features that degrade class performance.
More importantly, feature selection reductions in computation time are possible, for
example, the wrapper method is the most commonly used for feature selection. In the
wrapper approach, each feature is combined until all features are met, and then the
classification error probability of the classifier is estimated [3]. The wrapper method
selects the best sub-set feature, i.e,the one that shows minimum error probability.
Further details can be obtained in Chapter 3 and 6.
2.3.2 Imbalanced inter-classes differences
Imbalance donates unequal numbers of observations within two or more classes; for
example class 1 has more observations than the other. This situation is presented
in terms of their ratio, for example that of methylated and unmethylated imbalance
analysis are a common problem in the research community, where the ratio of some
samples varies substantially.
2.3.2.1 Sample size and overlap of class prediction problems
In statistics, small samples are mostly imperfect for analysis and such samples are
unreliable [26]; as the sample size decreases, the misclassification rate of imbalanced
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data increases. Further, our experimental study (Chapter 5) indicates that cost sen-
sitive weightings have less impact on medium and large samples, compared to a small
sample size, and also showed less improved predictive performance.
Small samples cause the most difficult classification problems since they markedly
overlap; in particular, the minority class cannot be separated from the majority one.
However, when class separateness is not the issue, their prediction does not require a
complicated form of modelling or design. However, classes overlap in different levels
and within class it is hard to detect by direct machine-learning; such class-overlapped
data have been previously studied [122; 123]. This work reported that class distribu-
tions were not only the problem, but when the class overlaps significantly, the minority
class showed an increase of misclassification error rate [124]. It was also reported that
overlapped classes failed to be distinguished by linear discriminant analysis, or were
less sensitive to such linear analysis [122].
2.3.3 Research solution methodologies
In the literature, a number of imbalanced data problem have been reported with vari-
eties of samples, in which some had severely imbalanced classes present. This research
has developed/designed methods based on two approaches: (I) Data level and (II) Al-
gorithms level. In the data approach, samples are re-balanced by dividing the majority
sample into sub-sets which have equivalent minority class, i.e, each sub-set of the ma-
jority sample is combined with the minority class and applied into algorithm where
outcome of the algorithms are averaged. The algorithm approach is to manipulate the
classifier during training by weighting the minority class. Both methods attempted to
reduce the classification error rate of the minority class.
2.3.3.1 Resampling approaches
Resampling strategies at the data level were employed in different techniques such as
randomly over-sampling [117] the minority class and under-sampling [125] the majority
class, as well as for combination of these two approaches [124] .These two techniques
are used mostly imbalanced data. However, the question is how to decide what is
the best for a particular dataset, and what factors are important to biological data,
particularly when there is no control of the sample size. Hence, researchers are required
to design a model continually in order to adapt to each individual case. Experimental
studies have shown that imbalanced data depends on sample lengths, which found that
sample size greater than 60 have less influence on imbalance, whereas more than 30 ≥
medium sample size have shown problems without re-balancing, whilst samples size
less than 30 ≥ showed the worst performance. This study (Chapter5) was concluded
with respect to the predictive performance on the skewed classes, depending on the
severity of the imbalance and size of the sample. Small sample investigations are
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required to be designed differently from those involving medium and large sample
size.
Furthermore, class distribution and optimal resampling are other problems en-
countered, i.e, what is the best resampling procedure without losing any information,
as well reliable predictive performance. Random sampling is the simplest method, but
it does not best the suit some datasets. For example under-sampling without losing
any information of majority class is ideal, since it also decreases computational time.
Over-sampling methods were used to analyse imbalanced data and widely applied
the minority class. Notwithstanding, over-sampling of the minority class was also re-
ported as unreliable, and does not completely represent real data since it is added to
synthetic generated data [126]. Moreover, it increases the computational time [127]
, and overfits since the minority class repeated many times(many folds of synthetic
dataset) [128]. However, under-sampling is not always the best particularly with small
samples which has shown less performance and mostly overfits [129]. These small im-
balanced data cannot be solved by under-sampling methods only. These problems are
farther discussed with a number of statistical methods which can be used; however,
each case or sample may only be suitable for a specific algorithm or methods.
2.3.3.2 Algorithmic approach
Imbalanced classes are a common problem encountered in data analysis, and the
choice of algorithm employed. Modified leave-one-out incorporated KNN is used for
imbalanced data [5], and probabilistic estimation is also reported in decision tree-
based tree leaf methods [130; 131] although different penalties have been used for
different classes in other analytical approaches [132]. It is important to understand
why learning methods fail to predict imbalanced classes, since this requires knowledge
of both learning algorithms and application domains in order to effective develop
learning algorithm for imbalanced data analysis.
Two class classification problems are assessed in terms of their similarities or dis-
similarities, and their target classes, where either numerical values or strings are in-
troduced as target classes. Most classifiers work by only introducing two classes in the
training dataset. Gentle AdaBoost, AdaBoost and KNN algorithms are co-operated
with both methods in order to reduce the misclassification error rate of the imbalanced
data, and both methods are further discussed in section 3.5 in detail.
2.3.3.3 Weighting and cost-sensitive approaches
In a normal data analysis application, data are analysed in a symmetrical way, and
some datasets have one class which has more observations than the other, or one results
in higher misclassification rate than the other. In such a case, two methods are in
use in the literature. The misclassification error rate of the minority class depends on
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inter-class differences or data separateability. Both problems use the weighting (cost
matrix) as a composite for the outcome of imbalanced data. Where more attention
has been paid to the minority class, high weightings is assigned to the minority class
if the misclassification error rate increases. Suppose that β(i, j) devotes the cost of
predicting an instance from class i as class j. Let β(i)is the cost of misclassifying a
methylated (i) and unmethylated (j) as a majority class, for example, then methylated
(the minority) has less chance to be recognised than the unmethylated one since it
has more observations than the former. A high cost is assigned to the minority class
which adjusts the misclassification error and is continually updated as it is produced
during a minimum misclassification. This update is mediated during data training in
order to build models with the lowest misclassification error rate. When the model
is left with an independent test rate, there are three main categories of cost-sensitive
approaches reported in the literature [133]: (I) Adapting the classier to such cost-
sensitive strategies applied in decision trees [134]; (II) Assigning each class to the
lowest expected cost by using Bayes risk theory [131] (although this method requires
membership probability outputs and cost estimation, but the cost is unknown during
classification time); (III) modifying the training data distribution before being applied
to machine-learning then cost-sensitive information is extracted from the learning
method ( this was termed as cost-sensitive learning by example weighting, and was
reported to display a better performance compared to the other two methods; it is also
easier to interpret as it does not require probability estimation from the classifier [133].
Prior probability and cost-sensitive approaches are combined during the training
ensemble data space where the previous set β(x1, y1); x1 6= y1 with uniform probability
of cost matrix [0 1;0 1].
• Fitensemle is a probability weighting that strengthens the individual learner and
which converts the weighted mean square error approach to 1. Prior probability
tried to adapt specific classifier learning algorithm during training, adapting the
sample distribution into sample weights; training data sub-sets are weighted in
each cycle of the weak learner. For example, the methylated DNA-class has less
observations than the unmethylated class. However, they are mixed in different
proportions; therefore, a prior probability approach was set up with values that
represent fairly for both classes, and then the classifier is normalized, and hence
prior probabilities of both the classes add up to 1 with a changing distributional
outcome. This method is applied to standard algorithm where only the dataset
is modified but not the learning algorithm.
• Modified data distribution approach by weighting data space; Fitensemble cost
matrix data approach; training data are modified in respect of their misclas-
sification rate. The majority class is fit to a data space, for example X, Y, β
are also added into the cost matrix; x represents a training set of Y output or
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target label, and β is the misclassification cost from training of the first step
of the weak learned, i.e, training observations are changed with respect to the
misclassification error rate. This method was reported in the translation theo-
rem [125]. Therefore, the distribution of data space has been modified into a
normal data distribution so that the misclassification rate of the training set is
reduced and further updated. And the weighting cost with respect to its mis-
classification error rate. Our aim is to choose the hypothesis in order to reduce
the misclassification error rate of the minority class. Disadvantages: the cost
matrix is not available for some of the dataset, whereas the cost-sensitivity of
the sample is estimated from training data. However, when both classes are
equally represented, but are hardly separable, this can be applied to the cost
matrix weighting in order to reduce the error misclassification rate.
2.3.4 Classifier assessment and evaluation metrics
In this section, I examine predictive models and their hypotheses in order to gain a
minimum error for the designed model. For such methods, however, it is difficult to
distinguish an optimal number of used parameters, since the number of attributes
increases, and concomitantly find the best predictive model of new data (unseen
data) and the generalisation performance. Classifier performance is assessed by cross-
validation. Accuracy is the most traditionally used for assessing the performance of
the classifier; however , imbalanced data classifications are no longer accepted-only the
accuracy measurement of the minority class has less effect compared to the majority
class [5; 122]. For example, total accuracy can be 98%, whereas that for the methy-
lated (minority class) training set represents less than 5%; this accuracy is meaningless
since it does not represent both classes equally. Two-class prediction samples can be
driven for measurement processes which can be provided as a confusion matrix.
2.3.4.1 Cross-validation
Cross validation is a process required to assess model performance, for example how
well the classifier behaves when unseen data is used. Unseen data is termed the test
set which is left during the training of data, i.e,the unseen dataset (test set) is used in
order to test the performance of the classifier (model). This process is known as cross-
validation. There are four main cross-validation methods in use in the literature; (I)
substitution, (II) Holdout, (III) M-fold and (VI) leave-one-out. Substitution [3; 135]
is a process in which the same data is used for both training and testing of the
predictive model; despite substitution being reported as a biased method, there are
many researchers who is still using it. For example, as the sample to dimension ratio
increases, the less bias (less overfitting) observed [3] but this procedure is not valid




The simplest cross-validation is the holdout method. Data is divided into two
parts: one is used for training, whilst the others for model testing so that the training
process is the function of the test set where the output is evaluation of the misclassifi-
cation error rate for the unseen data. The advantages of holdout is computational less
expensive. However, holdout produces great variance, and it depends on the way and
how the data is partitioned during training, since data are randomly divided, which
give rise to differing results. In addition, when dealing with error, it is important to
take account of the test-data variation and classification error caused by randomness,
the selected size of test set, and how the error rate changes by modifying the test set
size. Although randomness of internal partition of training data can be dealt with by
running it many times, the used algorithm and averaging the results (accuracy with
estimated deviation).
To overcome this disadvantage, k-fold cross validation is employed which improves
the holdout method. The data is divided into k-subsets and rerun k-times, each fold
of training one part of the k-sub-set is left and the remainder is trainined. The average
of the error rate from training is computed, and it does not matter how the data is
partitioned since each k-subset will be exactly in the test and the training sets k-1
times. As K increases, the variance of estimated values is reduced. However, it has
also has disadvantages, i.e, data need to be re-run k-times, which is more expensive
than the holdout method. As data divides randomly k- times, the variance will be
increased despite its advantages, since data can be partitioned independently, and the
researcher is free to choose how large is the training set as well as the test set.
Furthermore, leave-one-out cross validation (LOOCV) is an extended version of k-
fold cross validation, where k = n. in this form of CV, data are assigned to the training
set except one data point which left as a test set. The advantages of leave-one-out cross-
validation is less bias. However, its variance is indirectly proportional to the bias, and
therefore an increased number of folds (k) give rise to extended computational times.
Other advantages of leave-one-out cross-validation is that it is mostly used on small
samples and imbalance data (more details will be discussed in chapter 5). Leave-one-
out cross validation shows superior model evaluation [136]. However, LOOCV has
also limitations regarding its applications to small sample sizes and imbalanced data,
which have been shown to display severely affect prediction performance and again
bias towards to the majority class, i.e, those samples that have the most observations.
This requires designing a fair predictive model, which was proposed as a modified
leave-one-out cross-validation [5], a combinational method of k-fold and leave-one-out
cross-validation.
The aim of cross-validation is to estimate how well the model fits to independent
data during training data process, or with respect to the used training model. This
misclassification error rate can be estimated, and this informs us about how well the
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model fits a particular designed model. However, there are also other metrics to
measure, such as positive predictive value [137], mean squared error [138] and root
mean squared error [138]. In addition, cross-validation compares two classes with
respect to their misclassification error rate. Furthermore, cross-validation can be
combined with feature selection, and the aim of this process is to produce the best
model that can select the informative features from large dataset. By using cross-
validation in this manner, the model will fit the most informative of subset features
(for further details are available in Chapter 6). Furthermore, cross-validation is useful
only when both training and testing use the same sample (same population). For
model selection evaluation involving cross-validation, there are four main steps of
criteria that a such model needs to cover:
• Model selection must be simple and reproducible.
• Evaluate selected method with unseen data (cross-validation) to obtain a mini-
mum estimated misclassification error rate.
• Use a training dataset to build the model.
• Evaluate the model by the unseen data ( the test set)
• Repeat the last two points, and then average the overall estimated error rate
(misclassification error rate). Subsequently, select the best model for classifiers
which gives the highest predictive performance by comparing different predictors
via estimations of their average error rate. Further details can be viewed in
Chapter 3 (Methodology).
2.3.4.2 Prediction Performance assessments metrics
The outcome of prediction is the accuracy, which is assessed mainly by comparison of
the following seven parameters which is driven from confusion matrix. We compared
the predictive performance of both parameters with respect to seven metrics such as
precision, recall, sensitivity, specificity, mean-weighted accuracy, F-measure (f-score)
and Geometric mean (G-mean) by assessing the reliability of the used algorithms on
the imbalanced dataset. These seven metrics are extracted from the confusion matrix,
and are commonly used to evaluate prediction performances.
Table 2.2 Confusion Matrix
Predicted as a positive class Predicted as a negative class
Definite positive class True positive (TP) False negative (FN)
Definite Negative class False positive (FP) True negative(TN)
All possible combinations of the metrics are applied in order to assess the quality
of the predictive model. Furthermore, predictive accuracies and class performances
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are based on these four statistical approaches [139] in Table 2.2, which we adapted
into our predictive model and assigned as follows:
• True positive = 100× TPTP+FN
• False positive = 100× FPTN+FP
• True negative = 100× TNTN+FP
• False Negative = 100× FNTP+FN
• Positive predictive Value = 100× TPTP+FP
• Negative Predictive Value = 100× TNTN+FN
Predictive accuracies and class performance are measured for four statistical mea-
surements of TP, TN, FP and FN which is usually given as a percentage.
True positive = 100× TP
TP + FN
(2.1)
This part of formulae represents a prediction of the methylated DNA class, the sen-
sitivity of which has been given as a percentage. This value does not give useful
information, and it cannot be trusted without the combined prediction of the un-
methylated class also, and hence is termed specificity. The specificity is calculated by
following formulae.
True negative = 100× TN
TN + FP
(2.2)
Specificity is the correct proportion of the prediction of the unmethylated samples.
Only two of these four measurements cannot be seen as an effective prediction or
performance; indeed, it is highly biased, since it is dependent on the other two pa-
rameters.
Accuracy = 100× TP + TN
TP + FP + TN + FN
(2.3)
Accuracy is the proportion of the both correct identified results; true positive and
true negative for methylated, unmethylated and differentially-methylated respectively.
Furthermore, Mathews correlation has been assessed for the performance of two class
problem predictive models for a single and all possible feature sub-set combinations.
This formulae has been adapted [139], which is derived from [140].
MCC =
TPxTN − FPxFN√
(TP + FP )(TP + FN)(TN + FP )(TN + FN)
(2.4)
this MCC calculation is used for four terms which are driven from the confusion
matrix in order to assess the performance of two-class (binary) classifications. For the
imbalanced data, it shows that use of only these four measurements are insufficiently
precise to measure their predictive performance, and so it requires the inclusion of
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other measurements driven from the confusion matrix. These are further assessed in
imbalanced datasets.
2.3.4.3 F-measure
By examining only the performance of the positive class (methylated DNA), two
metrics are used: the true positive rate and a positive predictive value. The true
positive rate is denoted as recall (Re), which is given as a percentage, and which is
employed as a retrieval of relevant objects. The other name of the positive predictive
value is precision (Pr), which is also given as a percentage value and is used to identify
the relevant objects of retrieval.
Recall = True positive = 100× TP
TP + FN
(2.5)
Precision = Positive Predictive V alue = 100× TP
TP + FP
(2.6)
The combination of precision and recall is important when we are only interested in
positive predictive classes, but integration of the two is termed the f-measure (details
are available in [141]).
F −measure = 100× 2RePr
Re+ Pr
(2.7)
The F measure are also termed the harmonic mean, which is the combination of the
precision and recall [142] since the harmonic mean value is increased, results in an
assurance that the value of precision and recall are both high.
2.3.4.4 G-mean
G-mean is a square rooted product of true positive (TP) and true negative (TN) this
will show high for balanced data whereas severely imbalanced data show low values




The G-mean is a measurement representing the two classes of performance involved,
i.e, the true positive rate and true negative rate where both measurements show high
values [143] the G-mean is used to evaluate the performance whether two classes are
balanced or not. Comparing harmonic, geometric, and arithmetic means are explained
in details in [142], this paper concluded that the harmonic mean is the most reliable to





ROC is a visualised method which is performed by using the matched measurements of
false positive rate and true positive rate. Where both measurements are plotted on the
x axis and true positive on the y axis, this is termed received operating characteristic
(ROC) curve. ROC curves are visualised as model performance.
Experimental procedures and imbalanced class predictions and evaluations of the
above seven metrics are presented in Chapter 5 (Section 5.4).
2.4 Conclusions
DNA methylation-related topics presented in this Chapter are important to introduce
the research reported in the thesis which is based on extracting, analysing and pre-
dicting DNA driven sequence features, i.e, those predicting methylation classes and
DNA methylation level on CpGs loci positions in both healthy and diseased tissue
samples.
In the second section (2.2) is given a brief review of an existing work and its rele-
vant methodology on the DNA methylation status of CpG islands and nine extracted
feature-sets that are used throughout the thesis. The third section (2.3) is described
in more detail in machine-learning techniques and experimental methodologies, in-
cluding investigation of and extending the existing methods to allow the prediction of
imbalance methylated (sub-) classes or sub-set classes, extracting and selecting fea-
tures related to methylation differences between males and females both healthy and
disease states, and features associated with gender and age by using machine-learning
techniques.
DNA methylation is a biological process in which C H3 functions are added to the
site of 5-CpGs, without changes in the DNA sequence itself. This biological process
has an impact on gene expression by adding or removing this small function mostly at
promoter sites where gene activities commence. DNA methylation processes play an
important roles in health and well-being in a protective manner, such as body defense
and repair systems. However, DNA methylation disruption causes health problems
such as depression, neural diseases, immune disorders and cancer.
Having introduced the problem and unsolved limitations in this literature review,
Chapter three presents selective existing methods that have been used to predict
DNA methylation classes, which leads to further design and selection of the most
suitable algorithms for DNA methylation classes, together with selection of the most
representative feature sub-set selection from large data samples. These selective and






Chapter 3 will present the selective models and classifiers that will be used throughout
this thesis, as well as relevant literature in the field of biological data analysis problems.
3.1.1 Experimental Data
Three samples within nine datasets were studied. Samples 1 and 2 were the most
challenging ones in view of severe imbalances; indeed, they had inter-class differences,
which made it impossible to analyse them by applying machine learning strategies,
without designing a ’fair’ model to facilitate analysis. Sample 3 did not have the
aforementioned problems, so suitable statistical methods were used.
Sample 1, the data is freely available in the public HEP database, which can be
accessed at www.epigenome.org., containing three human chromosomes, i.e, 6, 20 and
22, extracted from 43 samples of twelve different tissues [56]; this will be discussed
in more detail in Chapter 5. from the sample set containing 495 sub-samples of CpG
islands, were extracted. These were averaged methylation changes between CpG pairs
of identical samples, in order to minimise any bias produced by the length differences
of sequence windows. This dataset was then extended, and 50 features extracted,
which were analysed in this study[26].
Sample 2, which is also freely available at http://genome.cshlp.org/content/14/2/247/T1,
was extracted from human chromosome 21q[33; 48]. It contained 147 CpG islands
samples from the peripheral blood leukocytes or placenta of four healthy human in-
dividuals, of which CpG islands 103, 29, and 15 were found to be methylated, un-
methylated and differentially methylated, respectively. In order to characterise the
DNA sequences, a set of features was extracted across DNA sequences; these are
summarised in Table 2.1 in the literature review section. These were represented as
41
3. Material and Methods
averaged methylation changes between CpG pairs of identical samples, in order to
minimise the bias produced by the length differences of sequence windows; in this
data set, 3,759 features were extracted. The features were grouped according to their
biological function, and subsequently further analyses was performed[5]. The experi-
mental details of these experiments will be described in more detail in Chapter 5.
Sample 3, which is free available in NCBI-database gene expression amnibus
under accession number GSE28094, containing a whole human chromosome, with
data extracted from 1,628 human samples[63] that consisted of different healthy and
diseased tissues. This experimental data contained a fluorescent signal from methy-
lated and unmethylated alleles (CpG loci). DNA methylation and dinucleotide DNA
spots were extracted from an Illlumina hybridisation spot array of CYS3 and CYS5,
which are methylated and unmethylated respectively. In addition, a mixture of both
hybridisations was designed for differentially-methylated rows, representing the ra-
tios of spot values of individual arrays (loci), where the columns represent the in-
dividual samples. These spot arrays (features) contained 1,505 CpG sites drawn
from 807 genes. These genes are included in oncogenes, tumour suppressor genes,
differentially-methylated or expressed genes, imprinted genes, signal pathway genes,
DNA repair and cell cycle control genes, and those responsible for metastasis, apop-
tosis and cell differentiation. These 1,505 features were extended to 1,506 features.
(http://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE28094). The experimen-
tal design and data analysis will be discussed further in Chapters 4 and 6.
3.2 Cross-validation and classifier technical evaluation (model
selection)
Cross validation (CV) is a re-sampling process that was first used in the regression
method, in comparison to the leave-one-out cross-validation process (LOOCV)[144],
and holdout or M-fold cross validation[145]. Furthermore, LOOCV was extended[146].
Various cross-validation methods were compared, and LOOCV was found to be the
most stable and powerful model selection approach[147; 148]. However, LOOCV does
not produce consistent model selection with linear regression[149]. In addition, hold-
out cross-validation was found to be more effective when comparing deterministic
penalties for model selection[150; 151]. Moreover, other researchers have argued that
M-fold CV is the most promising method for model selection, since the method com-
pensates for bias with a large variance during data partitioning[136; 152].
The theoretical background of cross-validation is discussed in[145]. The above
three forms of cross-validation are different with regard to the manner that datasets
are partitioned into the training and test sets; generally, in holdout CV, two thirds
of the dataset is used as training to build the model, and one third for testing, which
is a repetitive process and determines the overall average misclassification error rate
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produced by partitioning these data. In M-fold cross-validation, one fold of the dataset
is used for model testing, and the remainder is used for training. In leave-one-out
cross-validation, all datasets undergo training, except for one data point, which is left
to test the model. This split process is seen as universal and independent, where the
training set is used to build the model and the test set for evaluating the model, which
can be applied to most of the algorithms. Then, the outcome of the algorithms are
judged based on how well the test-set performs with each one.
In general, cross-validation depends on two factors: (I) bias misclassification error,
i.e, large samples with a small dimension will be less biased in comparison to small
samples with a large dimension; and (II) variance caused by data partitioning- for
example, random partitioning increases the error rate. The aim of cross validation is
to arrive at a model that has both a lower bias and variance. For example, sample S
contains X where X = x1, x2, ...., xN ∈ x1≤i≤N and each X corresponds to an additional
membership, a target class Y. As described by[136], if f(Xn) = Ŝf(Xn) where f is the
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Suppose that G ≥ 1 is an integer and Lt = 1, ..., LiG is a non-empty sequence
subset of [1,...., n], the error estimation of f(Xn) with training fraction (L
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This formula is used in general CV error estimation, where it can only differentiate
(Lij)1 ≥ G . This depends upon the choice of data partition. LOO is best used in
a model selection where Ltj ≡ ni and where the total sample is trained, except in
one part of the sample or data point (test set), which is left (Ni − 1) to evaluate the
model[144; 145]. In this case, G is equivalent to n and Ltj = [j]
c for j = 1,..., n;








Where X−jn is equivalent to ζi,i 6=j . Some literature refers to this as the ‘delete-
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one’ method, rather than the leave-one-out (LOO) method[153]. Furthermore, M-fold
CV has also been proposed[105; 145] in order to reduce the computational barrier
of LOOCV. As described by Breiman[105], data is partitioned into subsets of equal
n
m where each undergoes training and testing in turn. Suppose that s1, ..., sm is the
subset of [1, ..., n] with ∀jf(Sj) ≈ nm . Therefore, M-fold CV is an estimator of error


























n = (ζi,i∈Sj), this takes less computational time than LOOCV, i,e, S train-
ing is 1M
n−ni
m , in which its bias and variance are the same as n− ni regardless of the
different methods. The M-fold CV variance is given as L̂mf (f ;Xn;L
t
j1 ≤ j), which
captures most of the information regarding the model performance and assesses model
selection. The combination of ni, nm and G are modified in LOOCV[5]. Thus, the









very sensitive, since it has large variants when m ≤ 3, which is known to be a large
bias and a lower variant. However, m ≥ 10 is recommended experimentally. There-
fore, m ≥ 10 is preferable, since increasing the number of the M-fold also increases
the computational time. The modified leave-one-out (MLOOCV), however, shows a
significantly improved predictive performance, where each independent sample is split
into 10 sub-samples, which produce ten independent predictive models, from which
their output can be averaged. More detail about this process will be provided in the
next sub-section, and the associated experimental details will be reported in Chapter
5.
3.2.1 Modified Leave-One-Out Cross Validation
The modified leave-one-out cross-validation (MLOOCV) method is a combination of
M-fold and leave-one-out cross-validation, which is based on the sub-sampling cascade,
and incorporating the LOO method to overcome the prediction problems caused by
small and imbalanced classes within the dataset. Various cross validation methods
are proposed for the assessment of predictive models[105; 145]. The leave-one-out
and M-fold methods are widely used, and they have been found to be satisfactory for
various dataset sizes. However, the traditional leave one out cross validation method
is not productive for small and imbalanced datasets, or classes within datasets. The
M-fold cross-validation works very well in practice; however, both methods have been
shown to be less productive with imbalanced datasets, and result in a bias towards
the majority class[48; 139]. Therefore, they are less able to predict the minority class,
which leads to inconclusive results and invalid interpretations. Thus, a combination of
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both methods was employed for this study, rather than any individual method, such
as those employed many researchers in past studies by [64].










Where 1M represents the average of ten independent balanced sub-sets,
1
S is a subset
of the balanced M sample, M−s is the training set of the balanced M sample using
leave-one-out cross validation. Figure 3.1 shows the general M-fold cross validation,
whereas Figure 3.2 represents the proposed modified leave-one-out cross validation
model, in which the majority class is divided into ten independent sub-sets, and each
subset is then composite to the minority class, which results in ten balanced M sub-
sets. The leave-one-out cross-validation is then applied to the balanced subsets with
a KNN classifier. Cross-validation is used to assess a model evaluation; for example,
how well a classifier behaves when unseen data is used to test the performance of the
classifier. The unseen data is known as the test set, which is not included during
training data, since this unseen data (test set) is used to test the performance of the
classifier (model). However, it should be noted that model selection is still an option
for the researcher, bearing in mind that each case of the dataset may require a specific
CV procedure to evaluate the overall model performance.
Figure 3.1 M-fold cross validation statistical model.
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Figure 3.2 Modified leave-one-out cross validation statistical model.
3.3 Predictive methods
3.3.1 General introduction of classification
In statistics and machine-learning, classification is assigning a new set of data (data
points) into classes of origin, on the basis of training data which contains observations
that are predefined for targets or data labels. The labels can be categorical or numeri-
cal, for example methylated and unmethyalted are categorical, but this parameter can
also be replaced a numerical value of [0,1]. An algorithm can be classified as either
methylated or unmethylated, but it cannot select the most informative classes or sub-
set features. This is based solely on the knowledge of the researcher or investigator; it
is up to the researcher to identify a suitable means to design a specific model in order
to distinguish or discriminate the interested classes or features. Each new data point
can be predicted, as can its class membership of the closest training set.
3.3.1.1 K-nearest neighbour classifier (K-NN)
K-nearest neighbour classification is the simplest non-parametric learning algorithm.
It belongs to the top ten classifiers, and is used for predicting DNA methylation classes.
K-NN is the most suitable algorithm for studying data with an unknown probability
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density, or that is not easy to calculate from the sample. This technique was first
applied with poor knowledge of data distribution[104]. The non-parametric rule has
since been developed (and is based on the K-nearest neighbour method), to tackle the
prediction problem caused by poorly distributed data that cannot be used for other
discriminate analysis methods, since it is not able to estimate the probability density
from the sample. Other researchers have extended the K-NN properties and produced
a number of K-nearest neighbour variances (between k=[1,n])[3; 104]. Furthermore,
K-NN has been investigated in many studies, and has been compared with Bayesian
error properties[154; 155; 156; 157].
3.3.1.2 Basic principles of K-NN
K-NN uses predominantly Euclidean distance as a measurement metric, an index
which is based on the distance between the test and the training sets. K-NN iden-
tifies the training instances that are closest to the test-set, and then the distances
(similarity) between them are computed.





D is the distance between two data points, which can be a minimum of Dx = 0, i.e,
the two points are classified according to the nearest neighbour. There are factors
that influence the KNN performance, such as the choice of number of k-nearest neigh-
bours. For example, K=1 is sensitive to outliers, and the classification performance
is degraded, whereas with a large K, the classification is too ‘smooth’, as a larger
number of neighbours may take account of the data-points from other classes.
K-NN properties :
• K-NN classifier is simple, easily interpretable and performs very well in a broad
application.
• K-NN is a ‘lazy’ classifier (zero effort at training time and full effort at prediction
time).
• The experimental error rate (training set) is approximately zero. This means
that the error rate between training and test set approaches asymptote.
Disadvantages:
• A decision boundary is sometimes a very approximate indecision boundary, par-
ticularly when k<3.
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• High dimensional data classification performance is degraded, and requires high
computational time.
• A number of k-nearest neighbours are unavailable during data training, i.e, single
prediction (k=1) is not flexible (too much bias), while multiple prediction (k=n)
is also too ‘smooth’ and very expensive for computing.
For this study, in view of its flexibility, effectiveness and power, K-NN was adapted
alongside the modified leave-one-out cross-validation method.
3.3.1.3 Quadratic discriminant analysis
Discriminant analysis refers to a set of vectors of observations (x) of an event, each
of which corresponds to the assigned target y; one set of data is denoted as the
training set. The classification is to determine a newly given observational vector,
which is assigned to a class membership, a process that in some literature is known
as prediction. A discriminant method is used when the data is large and contains
enough information to be grouped into classes in terms of the origins of samples.
Literature available reveals different discriminant methods that can be used for DNA
methylation analysis. In general, however, observation requires two classes, which
are required to have at least two-dimensional surfaces to separate the classes; for
example, Quadratic Discriminant Analysis (QDA) can be used to separate the two
classes. QDA is a generalised version of the linear model that can be used for more
complex separating surfaces. Linear discriminant analysis (LDA) and QDA are closely
related. However, the two classes of dataset are assumed to be normally distributed
in LDA, and therefore their class covariances are equivalent, whereas in QDA it is
assumed that there is a different covariance for each class. Hence, the covariance
matrix is estimated for each class c∈ C(c = 1, 2, ... , cn) of QDA, while LDA uses a
pooled covariance matrix. The classification rule of QDA is noted as in [158; 159]
Cr(xi)︸ ︷︷ ︸
1≤c≤C
= (xi − µc)TΣ−1c (xi − µc) + ln |Σc| − 2 ln Πk (3.6)
where Σc is the class covariance matrix of class c, µc is the mean factor of class c,
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where nc is the size of the class c, and n is the size of the training dataset. xi is
set as the lowest classification score, which is based on the QDA classification rule as
formulated in equation (3.6). In this equation, the first right-hand term represents the
Mahalanobis distance. Since it assumes that LDA has an equal covariance matrix of





This is substituted for class covariance in the first equation without constants, and
driven by the LDA classification rule:
Cr(xi) = (xi − µc)TΣ−1combined(xi − µc)− 2 ln Πc (3.11)
The Mahalanobis distance is equivalent to the first term of equation 3.11 when the
prior probability (Πc) is constant. QDA analysis has a poor predictive performance
as the dimension to sample ratio increases[114]. In addition, QDA terminates during
model building (data training process), particularly for small samples with high di-
mensions. This termination is caused since the covariance matrix (Σc and Σcombined)
becomes singular. However, feature selection can be used to overcome these prob-
lems. This will be further discussed in the present chapter (section 3.4), and the
experimental details are explained in Chapter 6.
3.3.1.4 Decision Tree
A decision tree is a non-linear classifier that uses a single display to group data into
classes. Such a tree’s branches represent feature values, the corners of the branches
represent the possible values of the features, and the leaf represents the class la-
bel. Test sample prediction follows this hierarchical order, from the tree node to the
root via the leaf. The most popular tree algorithms are ID3 ID3[160], C4.5[160] and
CART[119]. A decision tree algorithm is designed in two ways: (I) tree-building, and
(II) ’pruning’. The tree-building method is based on splitting training recursively
until it assigns into its class of origin. The partition of the training set is followed by
pruning, which minimises possible overfitting. ‘Pruning’ involves a generalising of the
decision tree, and ‘smoothing’ of the branches of the initial tree. This improves the
classification error rate; therefore, pruning from tree root node to the sub-branches
and leaves will lead to a reduced error rate.
Imbalanced data require the building of a decision tree, since the leaf represents
the class label. However, this approach is more likely to select the majority class. This
bias can be reduced by taking many test samples, in order to distinguish the minority
class from the majority one. However, there are some limitations to this method; for
example, the algorithm could terminate prematurely during the splitting (training set)
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process before the classifier finds the minority class, a consequence of which is that
the minority class would not contribute to overall error reduction. Hence, it is more
likely that some branches representing the minority class will be ignored or removed
during the training split and replaced with majority ones. To tackle this problem,
the C4.5 decision was employed for use with the imbalanced datasets in this study
[126; 161]. In the literature, the following steps have been used to undertake decision
tree prediction[3]:
• Each stage of splitting the training dataset into sub-sets follows a specific rule:
suppose Xt is a subset node t where xt is the sub-set of training set X , further
xt becomes two disjoint subsets xtm and xtu the label m is methylated and the
label u is unmethylated. The top node represents the training sub-set of class
X, and each further split follows this rule.
• The criteria for splitting must follow the best chosen sub-set from X classes of
possible candidates.
• It is important to control the stop-split rule of a growing tree, and the leaf node
is terminated as it reaches the target threshold.
• The stop-splitting rule is required to assign each leaf to a particular class.
It should be noted that these steps are not specific to one approach, and each step can
be used in more than one method. These steps can be adapted using the AdaBoost
algorithm, which will be explained in detail in the next section.
3.3.1.5 Fit ensemble algorithms (AdaBoost) are used for imbalanced data
analysis
For the last two decades, ensemble methods have mostly been used in pattern recognition[162;
163]. Ensemble involves the construction of a number of classifiers under one ‘um-
brella’ in order to solve complex pattern recognition problems[164]. This enables the
building up of a set of weak classifiers from the training set, which are classified by
averaging the prediction outcome of each weak classifier. The essence of the ensem-
ble method is building a strong classifier from the original training data by initiating
a single classifier, i.e, the output of the classifier is aggregated. Figure 3.3 shows a
number of parameters and factors that can be modified to create ensemble methods.
Data matrix and training data are frequently employed as a basic architecture with a
base classifier[162]; the output of the ensemble and the most effective methods have
been reported in [165]. The majority vote method is the most common in current
literature[166]. The aim of aggregating the classifier in the ensemble is to generalise
the misclassification error rate. The error that the base classifier produces in each
iteration is not necessarily the same, which enhances the recognition ability of the
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minority class. Boosting is an iterative method of base classification learning algo-
rithm; it generates a sequence classifier and updates repeatedly. Each update of the
training cycle assigns a weight, and adaptively changes the weight in each boosting
cycle. Misclassified instances of each iteration are assigned according to weight in the
next learning cycle. There are two methods for this: (I) class probabilities and (II)
modelling of the base classifier. There are also two important questions requiring an-
swers: (I) how can each iteration of weighted training samples be updated?, and (II)
How can the hypotheses of the outcome be measured? To address these two problems,
the use of AdaBoost is proposed, where a parameter ( α) is used in response to both
problems[116], in order to update each data space and weigh the class differences.
Adaboost has a property that makes it a strong classifier, in that it contains several
combined classifiers[118]. The α parameter leads to a significant improvement in the
base classifier, and a coupled reduction in variance and bias.
Figure 3.3 Ensemble scheme model.
Adaboost was designed to address two class problems, for example input of training
data is (x1, y1, ., xn, yn) where the i
th instance (xi,yi) xi is a function of data set X and
class label yi represents a value in Y with a bi-class Y = ±1. The given base-learning
classifier is iteratively run, such that t =1, .....,T. W ti represents the weight of the
ith training instance of the iteration, where all weights are set as equivalent at the
beginning, and wt is updated in each iteration, as shown in algorithm 3.1. The task
of the base learner is to find a base classifier for ht : X ⇒ Y . As the base classifier
ht is trained, AdaBoost finds a parameter αt ∈ R in order to measure the predictive
performance of the classification ht. Subsequently, wt is updated in each iteration.
H(x) represents the final classification criterion for a weighted majority vote of the
number T (
∑T
t=1) of base classifiers, and αt is the weight parameter given to each
of the base classifiers (ht) . Ew represents the initial error calculation, with wi =
w1, w2, wn, and I a multiplicative indicator for each iteration, where weight increases
alongside misclassification errors, as the sample xi is misclassified by ht which is
dependent on Ew. W
t+1(i) is the weight of the second round iteration. Ew requires
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Algorithm 3.1 AdaBoost.M1 algorithm introduced by Freund and Schapire [106]
1: procedure Suppose that X =[x1, x2, ..., xi] and Y = [y1, y2..., yi]( . )where
i= 1, 2, ..., n; xi ∈ X, yi ∈ Y = [-1, +1]
2: Initialise w1(i) . wi ∈ X where wi is a distribution drawn from X.
3: Wi =
1
n where i = 1,2,...,n; . normalise Wi to probability distribution.
4: choose a number of weak learners t = 1,...,T.
5: Train the base learner ht: X → Y by using distribution wt.
6: Estimate the error so that Et = Pri w
i(ht(xi) 6= yi).




8: choose αt as a weight updating parameter.
9: Update the weight; Wi ←Wiexp(αtI(yi 6= ht(xi, y1)) . where i = 1,2,.., N.
This should be normalised so that
∑
iWi = 1.
10: W t+1(i) = W
t(i) exp (−αtht(xi)yi)
Zt
. Zt represents a normalising factor, and the




a training error with WNi ; i = 1,2,..,n, so that W1,W2,Wn , and i represent the test
set. Hence, AdaBoost increases the weight of misclassified sets at each round by a
factor of W t+1(i). With respect to weighted training errors, this will not depend on
either αt nor on ht. Furthermore, W
t+1(i) can be incorporated within the final step
of the base classifier without affecting the optimisation step. H(t) = sign
∑T
t atht(x)
- represents an additive model, since it fits a stepwise classifier, which performs better
than a single classifier. Specifically, the single classifier is repeated to alter the original
distribution of data. AdaBoost with a tree is reported to be “the best ‘off-the-shelf’
classifier” [119]. However, AdaBoost.M1 does not perform well with categorical data,
showing an unstable performance. In this study, Gentle AdaBoost was employed; the
details of the experiment will be provided in Chapter 5 (Section 5.4). Both algorithms
have similarities, but the main difference between them is that Gentle Adaboost uses
class probability to update weights, whereas Adaboost.m1 uses the 1/2 log ratio [118].
Ht(x) =
∑T
t=1 atht(x) where ht(X) = Pw(y = 1|x) = Pw(y = −1|x) rather than
(at = 1/2log(1−errt. Thus far, author have identified two class problems, and in the
next step author will explore multi-class classification problems. Several researchers
have examined this issue[116; 118]. Freund and Schapire[116] proposed a similar
approach to the aforementioned two-class problems, where AdaBoost.m2 is extended
to solve multi-class problems[106]. In this case, Y represents k = 1, 2, K, where K
rpresents the number of possible classes.
AdaBoost.m2 can be generalised in the same manner as AdaBoost.m1. Similarly,
it fails to predict when the overall accuracy is lower than 50%. However, when k=2,
the probability of 0.5 is a random guess, but with 1/k ln 0.5, αt ln 0.5 still gives a
strong prediction; therefore, the base classifier performs more effectively than pure
guess-prediction. AdaBoost.m2 uses more complex error measurement methods than
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Algorithm 3.2 Gentle AdaBoost algorithm by Friedman and Robert [118]
1: procedure Suppose that X =[x1, x2, ..., xi] and Y = [y1, y2..., yi]( . )where
i= 1, 2, ..., n; xi ∈ X, yi ∈ Y = [−1,+1]
2: Initialise w1(i) . wi ∈ X where w is a distribution drawn from X.
3: Wi =
1
n where i = 1,2,...,n; . normalise Wi to probability distribution.
4: choose a number of weak learners t = 1,...,T.
5: fit the regression function to the base learner ht: X → Y by using distribution
wt and weighting the least-square of yi to xi.
6: H(x)← H(x) + ht(x) and update.
7: update Wi←Wiexp(−yiht(x)) this will be normalised.
8: Estimate the error so that Et = Pri w
i(ht(xi) 6= yi).




m1, namely pseudo-loss; each iteration of the classifier is fed with a pseudo-loss func-
tion which varies from sample-to-sample and one round to the next. For pseudo-loss
modification, AdaBoost focuses on the base classifier that has misclassified the target
classes. AdaBoost (M2) was subsequently developed, and shows improved multi-class
prediction with an additional base learning classifier design[116]. Similarly, the αt pa-
rameter is used to reduce the training misclassification error rate of the combined base
classifier, and ht is the algorithm output of the original dataset (X) and its class target
(Y) of X → Y , for K response yi for k class problems, where each class k has a value
of 1 or -1 for each training instance (xi, yi), and where mislabelled y ∈ Y − (yi), Q(i,y)
represents weights from the correctly-labelled y, extracted from yi for y ∈ Y (−yi).
Each tree represents class k where W t1,y. This reduces one large tree to sub-trees,
where class k fits the disjointed additive model. Hence, one class opposes all others.
For the representation of AdaBoost.M2, (xi, yi) represents training instances and
each mislabelled y ∈ Y − (yi) is defined x̃i,y = (i,y) associate with (yi,y) = 0. There-
fore, n = n(k − 1) is a set of samples, and each sample contains a pair of (i,y), which
corresponds to distribution D (i,y) and this is equivalent to D(i)/k-1. Therefore, the
ith round of the base classifier (ht) finds the smallest error rate of the next round,
until it reaches the iteration number threshold. Freund[106] defines this as follows:
~t(i, y) = 1/2(1− ht(xi, yi) + ht(xi, y)) (3.12)
Suppose that sample i of Xi is misclassified for h(xi) 6= yi so that h(i, h(xi)) =
1, hence pri D[h(xi 6= yi] ≤ pri D[∃y 6= yi: ĥ(i, y) = 1]. Since one versus all base
classifiers has an output of one, and the rest are zeros, the error ĥ will be:
Pr(i, y) D[ĥ(i, y) = 1] ≥ 1k−1Pr D[∃y 6= yi: ĥ(i, y) = 1].
In this study, AdaBoost was applied to the dataset, since it performs better than
other experimental models. AdaBoost has stepwise optimisation properties, and it
also has overfitting immunity, as described in[118]. Moreover, it has an overall error
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Algorithm 3.3 Freund and Schapire[106] describe AdaBoost.M2 algorithm
1: procedure Input data ((xi, 1), yi, 1), ..(xi, k), (yik)(. )where i = 1,2,..,n and yik
labels of value -1 and 1 is target for class k and observation i.
2: Specify a number iterations of weak learner: t = 1, 2, 3, T.
3: start with the weight factor: W t1,y =
wi
k−1 for i = 1, 2, 3,..., n and y ∈ y − (yi)
wt is a sample distribution drawn from X.
4: Initialise W t1 =
∑
y 6= yi W ti,y.
5: Qt(i, y) =
W ti,y
W ti
for y 6= yi.






7: Train the base classifier with sample distribution wt combined with weights
(Qt); retrieve htX × Y corresponds [0,1].
8: Calculate Et = 1/2
∑n
i=1Wt(i) 1− ht(xi, yi) +
∑
y 6=yi Qt(i, y)ht(xi, y)
)
.
9: Calculate αt =
Et
1−Et .
10: update the first round of base classifier and start the next round: W t+1i,y =
W ti,yα
(1/2)(1+ht(xi,yi)−ht(xi,y))
t ; where i = 1, 2, 3, n, y ∈ Y − (yi).
















Increasing Et corresponds to minimising the training error for each iteration. αt
is used to reduce the training error of the combined base classifier, and also reduces
the training error at each training step. Despite the fact that the overall predictive
accuracy of the data is improved, an imbalanced dataset demonstrates a less predictive
performance, particularly in relation to the minority class.
3.3.1.6 Aims of Weighting Efficacy
Weighting efficacy is a parameter for which each iteration of base classifier reduces the
weights of correctly-classified training instances, whilst increasing the weights of those
that are incorrectly classified. αt must be a positive value, as training error should be






Where correctly predicted, the left-hand equation 3.14 is greater than the right one,
i.e, Et is smaller than 50% and the final output of predictive accuracy is greater than
50% (by chance). However, sometimes Adoboost does not perform any better than
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Therefore, when the weight is updated, the misclassified and correctly-classified
samples are balanced. However, this form of weighting increases misclassification
instances at an equal ratio, and decreases the correctly-classified instances, also at
an equivalent ratio, until the sample distribution becomes equally weighted and the
predicted classification output is either correct or incorrect. However, imbalanced data
within unequal class distributions is prone to a misclassification of the minority class.
Although AdaBoost improves the predictive performance of the minority class, the
majority class may have more samples misclassified than the minority class. This may
arise because the minority class has less opportunity to be identified, which mostly
shows a lower classification predictive performance than the majority class. In order
to tackle this problem, a cost-sensitive method is combined with the AdaBoost. This
will not affect the final output of the classification when multiplied by a constant
positive number at each iteration of the weighted step; however, it does modify the
cost distribution of training data. The cost-sensitive method finds the exact ratio
between minority and majority classes. The essence of this method is to improve
the classification performance of the minority class. The experimental details of this
method will be provided in Chapter 5.
3.4 Feature extraction and selection
The aim of this section is to explore methods that can extract useful or informative
(sub-)features from multi dimension datasets, imbalanced data and noisy features. It
has been reported that major problems are associated with large features, for example
DNA sequence distribution and patterns
[5], failed to predict methylated from unmethylated features when applied to direct
machine-learning without feature preprocessing.
3.4.1 Feature selection
It is important to demonstrate that the various stages of classification design are
closely interdependent of feature selection. However, it may not be possible for a
large dimension of features to be easily integrated with classifier design techniques
such QDA and KNN. The aim of feature selection is to combine the classifier and
feature selection methods by minimising the error probability directly. The combined
method should be computationally simple, in order to allow a search for the optimal
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feature combination. The next sub-sections will discuss further how to tackle multi
dimensional data problems, as noted above.
3.4.1.1 t-test Approach
The t-Test is used to determine whether or not two samples have statistically signif-
icant differences. These differences are evaluated via the sample size, the standard
deviation of the two groups and the mean difference between the two samples. Sup-
pose the mean difference of two classes, C1 and C2 , is given by: C1 − C2 = 0 where
µc1 − µC2 = 0, with the assumption that the features (x1, , xm) we assume that the
variances of the two classes are not different where δ2c1 = δ
2
c2 = δ
2. The closeness of
the classes can be identified by the hypothesis:
H0 : δµ = µc1 − µc2 = 0 (3.16)
H1 : δµ = µc1 − µc2 6= 0 (3.17)
Where H0 is either rejected or not; if it is rejected, an alternative hypothesis is
accepted (H1). This is denoted Z = X-Y, where X and Y represent random variables
of the data points of the two classes, C1 and C2 respectively. The data points (fea-
tures) are assumed to be statistically independent, where estimated z = µc1 −µc2 and
independent variables δ2c1,c2 = 2δ





(xi − yi) = x̄− ȳ (3.18)
Clearly, the variance Z̄ is a part of a normal distribution




At this point, the sample is large enough (n). However, in most cases, the variance
is unknown; the density function is then replaced in the z equation, which is noted as:
QD =












(xi − x̄) +
n∑
i=1
(yi − ȳ) (3.21)
where Xc1 and Yc2 are normally-distributed variables and have the same variance
δ2. Therefore, equation 3.23 becomes a t-distribution (QD) with 2N-2 degrees of
freedom, as noted in equation 3.24. These equations approximate a t-test of the
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given null hypothesis, either a one-tailed or two-tailed test, and each is given with
appropriate degrees of freedom. The P-value can be calculated from the T-table and
then a statistical significance threshold set based on the preference of the investigator.
The significance level for the P-value is usually 99.99, 95 or 90%, whereby a null
hypothesis is either accepted or rejected in favour of an alternative hypothesis based
on these significance values.
3.4.1.2 Feature selection wrapper methods
For a multi dimensional dataset, it is necessary to pre-select a small and informative
number of features before applying machine-learning techniques [3]. This is known
as filtering and ranking, and features a numerical weight that is employed to rank
all the features; the top-ranked features are then selected. Filtering methods are
independent in the classification rule, for example, the t-test can be used at any
stage of the classification process, which is based on testing whether two features are
statistically different or not [96], and then the best feature-vector combinations are
selected. This selection method is based on the feature separateness and its selection
criterion.
However, the wrapper approach is not necessarily based on the values of an adopted
class separateness criterion, but rather on the performance of the classifier(s) itself [3;
111]. Several filters are therefore required in order to produce an improved initial
feature sub-set. The Kulback Lieber and Chi-square filters are the two most commonly
found in the literature [3], as noted in section 2.4.1.6 of the literature review, which
describe how the Kulback-Lieber method uses the distance between histograms of
feature values to compute the class separability of each feature, and selects the sub-
features with a probability proportional to the Kulback-Lieber distance. However, the
Chi-squared statistic tests whether the data in question is statistically independent
from one feature data point to another [3]. Both techniques typically use feature
preprocessing in order to improve predictive accuracy, and concomitantly reduce noisy
features that degrade the class performance. Although these two methods are widely
applied to feature selection, the wrapper method is the most popular.
There are two wrapper methods discussed in the literature[167]: forward sequential
feature selection (FSFS), and backward sequential feature selection (BSFS). FSFS
starts with one feature fx1 , by identifying an optimum feature or feature sub-set.
Specifically, FSFS finds the best feature sub-set by combining a pair of features. BSFS
begins with a number of features and eliminates the least informative ones sequentially
(fx−1). There are four main steps to the selection process:
• Searching feature or feature-sub-set from feature space by generating the search
approach for features assessment. For example, FSFS starts with zero features,
whereas BSFS begins with the total features, and features are then added and
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removed iteratively, respectively.
• In feature sub-set evaluation, it is determined whether the added or removed
features result in a better or worse predictive performance, i.e, comparison of
a pair of features, after which a decision can be made according to their per-
formance; thus, if a feature is better than the previous one, then it is replaced.
Otherwise it is ignored, moving on to the next feature until all the features have
been evaluated.
• The feature search must have a limit so that the search must stop once a suitable
stopping criterion is reached. For example, this criterion could be a number of
iterations, finding an optimum feature sub-set, or that the training error rate
does not improve.
• The validation assessment (the test set) is independent and does not include the
aforementioned three steps. For example, the test set judges the performance of
the selected feature (sub-set) when the training reaches the assigned stopping
criteria.
Suppose D is the total number of features, X is a sample size, K is a selected feature
and C represents the class variables. D0 = D1, Dk represents the K features that are





(d1))∀d ∈ (x1, ..., xn) -Dk where Dk is given as Dk+1 = Dk
⋃
d1, and the latter
is added to each run of the data for one feature of T time, which is how the process is
named FSFS. However, FSFS does not guarantee optimal feature selection, as some
of the literature claims[168; 169], since it cannot guarantee that the selected feature
is the optimum one. Notwithstanding, SBFS is exactly the opposite of FSFS, where
the D̂k −D1 sub-set contains (N-K) features; hence, the choice is 0 ∈ D̂kf(Dk − (0j ≥
f(D̂k − ()s ∈ D̂kD̂k+1 = D̂k(Z0)bn/Z, which is computationally-expensive. It also
requires more interdependence features than FSFS; however, it may yield an improved
level of accuracy, although it is not guaranteed that BSFS will perform more effectively
than FSFS. The main steps for identifying the best sub-set feature use a QDA classifier,
which computes the feature vector datapoints and adds in one feature increments each
time by combining feature pairs for all possible combinations. The process continues
until the best sub-set (feature) is selected.
3.5 Clustering
Clustering involves analysing and extracting features from data that has unknown
base distributions. It groups data into sub-sets based on similarities or dissimilarities.
In general, the clustering process consists of the following steps [4]:
• Representing data
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• Deciding on the metric (distance) that should be used
• Clustering using algorithms
• Cluster definition
• Evaluation of results
Data representation involves indicating the nature of the data such as scale, size, di-
mension and number of clusters. The choice of metrics also depends on data structure
and the inter-relationship of features or datapoints, which leads to a model design that
fits the data structure. In more technical clustering sites, features are represented as
feature vectors, where features are given as X = (x1, .., xn), and n represents the num-
ber of dimensions. Some of the clustering criteria steps are described as follows[3]: (I)
Clustering must be stable and should not be changed when an extra group is added
(growing) or some objects are removed, and (II) there should also be independent
initial object ordering.
Clustering has been applied successfully in the field of bioinformatics, such as for
microarray data, specifically Illiumina arrays microarray data, for example in gene
expression profiles to identify sub-features of co-expression genes[99]. Clustering has
also been applied to CpG islands in order to identify the length of CpG island clus-
ters [64]. Moreover, it has been utilised in CpGs methylation to determine unknown
cancer types with in various tissues[63]. The most popular clustering methods are
hierarchical and K-means clustering. K-means is one of the most used feature extrac-
tion algorithms, and is based on squared Euclidean dissimilarities. Some variants of
K-means have been proposed in order to improve the efficiency of algorithms, and
also to find the global optimum[100; 101; 102]. K-means is one of the most successful
algorithms used on multi dimensional datasets with filtering techniques, since it is
easy to implement and is less computationally-complex. However, heatmap clustering
is the most powerful visualisstion technique in bioinformatics.
3.5.1 Hierarchical clustering
Hierarchical clustering is one of the most powerful visualisation tools available for use
with genomic data. It applies feature extraction and visualisation in DNA methyla-
tion, and enables the grouping of similar objects into one cluster, which categorises
them according to their natural origins. Heatmap clustering results in a dendrogam,
where the branched objects can be visualised based on their similarities, since clus-
ters transform into one level group. Hierarchical clustering groups according to three
main categories: single-linkage [170], complete-linkage [171; 172] and average link-
age [173; 174] algorithms.
Single-link is the minimum distance between two clusters; complete-link is the
maximum distance between all pairwise points in two clusters; and the average linkage
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is the average distance between any two closest clusters to the all-pairs points of
clusters. The difference between complete-link and single-link is that complete-link
gives a compact cluster, whereas single-link results in a chaining effect, which tends
to produce cluster-elongation [175]. Hierarchical data is grouped one level at a time,
followed by the next level until culminating in a single branch or tree. The two closest
branches are the same cluster that initiates from multilevel trees to form a single
dendrogram (cut-off points). There are three main steps required to perform data
clustering: (I) identifying the dissimilarity and similarity datapoints between pairs;
(II) calculating cluster datapoints of pair distance, using measurements (Euclidean
distance); and (III) determining the dendrogram linking all datapoints to the single
tree connection, from either top to bottom, or vice-versa. This represents hierarchical





(xai − xbi)2), (3.22)
where p is dimensional variables, since the average measurements change from one
group of samples to the next, and the dissimilarities are removed for each growth of
the tree-nodes (branches), i.e, these cluster groups are joined from one level to the next
based on the similarity of the datapoints, which is measured by Euclidean distance,
the distance between points. The bottom level of the dendrograms is the final group of
objects, and these are the selected features. However, selection of the features depends
on the interest of the investigator, whether this is the top-level (a group of features)
or the bottom, a single dedrogram. This is known as a agglomerative and divisive
hierarchical algorithm in the literature[4]. In the present study, divisive clustering
was applied and adopted with an average linkage. However, empirical methods have
shown that a scaled dataset gave rise to improved results using correlation distance
rather than Euclidean measurement; more details regarding this will be provided in
Chapter 4. The three divisive methods that were adopted are:
• Single-linkage as the minimum distance between two Clusters:
D(A,B) = MinL︸ ︷︷ ︸
a∈A,b∈B
d(a, b) (3.23)
• Complete-linkage as the maximum distance between all pairwise points in two
clusters:
D(A,B) = MaxL︸ ︷︷ ︸
a∈A,b∈B
d(a, b) (3.24)
• Average linkage as the average distance between any two closest clusters to the
all-pairs points of clusters:
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where d(a,b) is the distance between objects a ∈ A, b ∈ B, and A and B are two
sets of objects (clusters).
3.6 Conclusions
This chapter presents the selective materials and methods that are important within
DNA methylation and wide genomic data. It also justifies the use of the selected
methods, explaining why they are important for this work. A suitable study design
for imbalanced datasets, small sample sizes and multidimensional data are essential
for fair statistical analysis, which will yield results comparable with other studies. De-
veloping a fair predictive model is very important, since some of the studied datasets
were severely imbalanced; for example the chromosome 6 dataset had a ratio of methy-
lated to unmethylated of 1:20, which cannot be analysed directly via machine-learning
techniques, which require the design of a modified leave-one-out cross validation and
the combination of two methods (weighting and cost-sensitive), to be applied to im-
balanced datasets. These methods were experimentally applied to DNA methylation
classes, and the results obtained are presented in Chapter 5.
Learning algorithms are another factor that must be considered. The learning
method must be fair for all data-sets and should not be biased towards any particular
methods or dataset, but must also produce easily interpretable results. However, the
aim of this thesis is not to develop new algorithms, but to design an intelligent method
that ’teaches’ the classifier the behaviour of the data in order to produce representative
results, for example data within imbalanced classes. Modified Leave-One-Out cross
validation (MLOOCV), combined with K-nearest neighbours, is a simple and fast
method compared to that of most learning algorithms, and produces better results for
imbalanced data when compared to traditional leave-one-out cross validation methods.
We investigated the weakness of DNA methylation classes prediction, particularly
imbalanced datasets within the sample, and their impact on direct usage of machine-
learning and prediction procedures. It is noted that for sub-sampling of the minority
class, and over-sampling of the majority class, some data is deleted and synthetic
data is added to the minority class, respectively. Both methods have disadvantages;
deleting part of the samples means that important information is ignored, whereas
adding synthetic data is computationally-demanding. This thesis will employ Modi-
fied Leave-One-Out cross-validation, combined weighting and a cost-sensitive method
incorporated within AdaBoost. Furthermore, Heatmap clustering and feature selec-
tion with Quadratic Discriminant Analysis will be considered for CpGs methylation
prediction. In the next three chapters (4, 5 and 6) experimentally investigated and
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discussed unsupervised cluster analysis was performed on gender and ageing methy-
lation differences, the prediction of DNA methylation classes, and feature selection




DNA methylation dependence on
Ageing and gender: investigation
based on unsupervised clustering
This chapter presents the DNA methylation genome (detailed previous chapter section
3.1.1), employing a wide analysis by adapting a supervised clustering algorithm that
uses a correlation metric to group CpG loci that are specific to gender and age.
We have extracted and predicted CpG loci position methylation which is specific
to gender. This point of methylation shows a significant difference between genders.
Furthermore, author identified 47 CpG loci, denoting a specific gender, and which are
further graphically displayed.
4.1 Introduction
Epigenetic regulation on the human genome is influenced by many factors, such as age,
gender (tissue specificity) and environmental influences [176; 177]. DNA methylation
is one of the most studied fields in the human epigenome. Genomic methylation is
caused by environmental exposure and ageing, which changes gene regulation, without
changing the DNA sequence itself [20]. This alteration is critical for normal cellular
function and development; however, many lifestyle variables can affect CpGs methyla-
tion, including smoking, excessive alcohol use, diet and stress. These increase the rate
of the epigenetic deregulation, whilst sport, a healthy diet, and physical fitness delay
the epigenetic process [20; 21; 176]. It has also been reported that DNA methylation
increases with age [63]. Epigenetics is a dynamic process, and it is not as fixed as
previously thought but largely reversible. DNA methylation is a continuous process,
which takes place over the long period of an individuals lifespan [89; 90; 176]. Even
identical twins show variations in DNA methylation as they age [91]. It is well doc-
umented that women live longer than men, on average [60]. CpG methylations have
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been associated with age-related illnesses such as metabolic disorders [23] and can-
cer [43]. Furthermore, DNA methylation disruption has also been linked with other
complex age-related diseases, such as Alzheimers disease, developmentally-linked ill-
nesses (autism), and mental illness (depression) [20; 24].
This has led researchers to investigate more closely the impact of age and gender on
DNA methylation; particularly on that in CpG islands, and which is mostly found in
the form of free methylation in normal physiological cell development; however, DNA
methylation disruption causes disease. It is important to analyse, predict, and visualise
the association between age and gender and DNA methylation, in both healthy and
diseased samples. Other researchers have identified CpG island features, such as DNA
sequence patterns, DNA structure and DNA physico-chemical properties [5; 48; 64].
However, these experiments failed to address CpG features specific to gender, and
there are also limited reports on available age-related methylation features. It is
not possible to determine if gene expression is regulated predominantly by genetic
or environmental impact, since both are linked through the epigenome [92]. The
alteration process, as it affects DNA methylation, is little known, although two main
factors have been reported in the literature [91; 178]. These are: (I) environmental
exposure that has taken place over a long period may cause cellular triggering with
methylation changes, for instance, stress-related cases showing gene expression caused
by methylation changes [24]; and (2) DNA methylation may occur spontaneously with
or without an environmental influence, for example, an inherited genotype during
cell replication. Both these cases make it difficult to determine whether methylation
changes are associated with either age or gender. The process leading to methylation
variation as affected by gender, as well as ageing-related methylation, suggests that an
investigation of the wider CpG loci position could help locate the biomarker associated
with methylation pathways.
This dynamic process makes changes very challenging to design, predict and model;
in particular, attempting to understand whether epigenetic changes can determine
the behaviour of both healthy and diseased tissue, and to distinguish differences be-
tween gender and ageing methylation in a variety of age-ranges, and to link these
DNA methylation differences to healthy and cancerous individuals. While epigenetic
changes associated with age have been studied to some degree, there is a shortage of
reported studies on the relationship between gender and DNA methylation. It is also
necessary to determine how nucleotides are associated with age and gender, and to
understand whether a DNA methylation fingerprint can be correlated with ageing and
gender. Author therefore compared genome-wide DNA methylation fingerprints from
a large cohort of 963 samples across a wide age range for our study. Author designed
unsupervised clustering algorithms, combining average linkage with a correlation co-
efficient, in order to group and extract CpG loci associated with males and females, in
both healthy and diseased samples. The extracted CpG loci serve to provide further
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understanding of epigenetic differences, and suggest that age and gender are associ-
ated with DNA methylation, and this explains how changes in gene expression over a
longer timescale can be replicated in a further cohort with a large investigation.
4.1.1 Material and methods
Author extracted raw-data comprising 1628 [179] healthy and diseased human samples,
containing 1505 CpG loci positions of extracted values from Illlumina hybridisation
spot array of CYS3 and CYS5 methylated and unmethylated respectively, where the
rows represent the ratios of the spot values of individual arrays (loci), and the columns
represent the individual samples. These samples were analysed in 1505 spot arrays.
Before analysing the dataset, author excluded biological and technical bias, since
these could be either tissue- or gender-specific. Author also removed data for which
gender or age information was not stated and unavailable. Author included samples for
individuals whose age and gender were both known, and samples that were not gender-
specific. The remaining samples comprised 963 samples, of which 328 were healthy and
635 diseased. The samples were divided into two groups of healthy (control) and cancer
samples. Each group contained samples from both genders. Author then analysed
these groups separately using unsupervised heat map clustering for measuring the
correlation coefficients, since these gave improved results over the Euclidean distance
one. Comparing both methods, the correlation shows a clear data grouping. Table 1
shows the age range of the healthy samples.
Table 4.1 The age range for healthy samples
Age ranges 0-2 3-9 10-19 20-29 30-39 40-49 50-69 70-99 100+ Total
Male 16 0 3 9 13 13 69 41 4 168
Female 17 0 4 20 12 17 45 31 14 160
Table 4.2 The age range for cancer samples
Age ranges 0-2 3-9 10-19 20-29 30-39 40-49 50-69 70-99 100+ Total
Male 10 14 13 7 17 42 189 112 0 404
Female 7 7 6 6 14 11 111 69 0 231
Divisive clustering is applied and adopted with the average linkage combined with
the correlation distance, since the latter shows empirically better results than Eu-
clidean measurements. The Euclidean distance is measured by the distance between
two CpG loci where A = (a1, a2, ..., an), B = (b1, b2, , bn), n represents CpGs, and
d is the distance between pair features (CpGs) which are adopted. In the following
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Correlation distance is sometimes used to judge how well two clusters align. This
differs from the Euclidean distance, which can be calculated using the following for-
mula:
corr = 1− (xa − x̄a)(xb − x̄b)√
(xa − x̄a)− (xa − x̄a)′
√
(xb − x̄b)− (xb − x̄b)′
(4.3)
x̄a,b is set to the mean of the observation, and d(xa,b) represents the distance
between two CpG loci. Then these two are plugged into the correlation formula, which
becomes 1-correlation distance, which is generalised between 0 and 1. Furthermore,
hierarchical clustering is applied based on average linkage. The correlation coefficient
matrix data is computed, resulting in a dendrogram (a grouping of all elements into a
single tree for any set of ni loci). A similarities matrix is computed using a correlation
coefficient as described above. This is based on the similarity score for all pairs of loci
(arrays), in order to identify the highest values of these pairs. A node is assembled by
joining these pairs of loci, and each profile of the node is computed by averaging the
observation for joining features (locus). Similarities are then further updated with a
new node replacing the two joined features. This process is repeated 2N−1 times until
a single feature (dendrogram) is formed.This is a linear ordering through each node or
tree to maximise the similarities of CpG loci methylation positions. Author used the
male gender labelled as target data, then divided data into two sub-sets, the first one
being ages between 0 and 50, and the second 51 to 106 years. This order is displayed
by colouring the intensity of the methylation, so that the dendrogram relationship is
assessed by colour intensity; red is used highly-methylated, green unmethylated, and
colour intensities between 0.25 and 0.74 are differentially-methylated.
4.1.2 Results
DNA methylation variation associated with age and gender was displayed using unsu-
pervised hierarchical clustering, with correlation distance and average linkage for the
1505 CpG loci positions. These loci positions correspond to the 963 human samples,
comprising 328 and 635 healthy and cancerous samples respectively. Dividing the
data into male and female, and age-groups between 0 to 50, and 51 to 100+ (this age-
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division has given the best proportion of the sample for the analysis) for each sample
and analysing comprehensive findings resulted in a significance of 47 CpG loci, which
are specific to gender and age. Some of the CpGs relate to gender, whereas the others
relate to age. Heatmap clustering renders it possible to group methylation differences
between age groups in addition to between males and females. There is a significant
association amongst these groups, and unsupervised heatmap clustering returned one
group, and a single dendrogram labelled with both gender and age, based on a pair
correlation of 1505 features. All the samples are effectively grouped, and the inter-
ested ones were focused on for further investigation. Figure (4.1) displays the healthy
male and female samples, which were labelled with gender and age using two metrics:
Euclidean and correlation distance. Both showed separated patterns (dendrograms),
where features are grouped into red for methylated and green for unmethylated re-
spectively, for age and gender.
[a] [b]
Figure 4.1 Comparison clustering metrics using a heatmap clustering display of CpG loci,
where the rows represent nucleotide arrays (CpGs loci positions) of 1505 CpGs, and the
columns represent individual healthy samples (328), [a] illustrates Euclidean distance, and [b]
is a correlation distance display which shows clearer patterns than that in [a]
.
Since the correlation measurement was clearer in Figure 4.1(b) for the methylation
display, author applied a correlation approach and further selected CpG loci patterns
that showed clear separation, and further focused on and identified the CpG loci posi-
tions that contribute to the patterns. The importance of the method is that it groups
the methylation similarities of CpG loci positions (features) associated with gender and
also identifies which CpGs are methylated in particular CpG loci positions. Further-
more, Figure 4.2, an enlargement of Figure 4.1b, in which 22 features were displayed,
shows that methylated and unmethylated features are clearly separated. These two
distinct groups represent methylated (red) and unmethylated (green) classifications.
To investigate this more closely, the grouped features in Figures 4.3[b] and 4.3[c]
represent the enlarged section of figure 4.3 [a], which displays clear feature clusters
(heatmap) and 54 features extracted (CpG loci positions) from the total number of
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Figure 4.2 Cluster display of 21 CpG loci, that clearly shows methylation differences based
on gender in 328 healthy samples. The methylation level is represented by colour intensity,
where green represents unmethyalted, and red methylation groups; lower intensity colours
represent the differential methylation classification.
samples. As noted in Figure 4.3[b] these features show a clear separation of patterns.
This provide scope for further investigations to determine which age groups relate to
the clusters; therefore, two clusters with four sub-clusters were selected, alongside the
54 features illustrated in Figure 4.3[c].
Moreover, the Figure 4.3[c] was reduced into two clusters, containing 17 samples.
The features were also reduced from 54 to 47, giving two clearly-separated clusters,
which are specific to gender in Figure 4.3[d]. These features (CpG loci position) have a
mean methylation average level of 0.09 for males, and 0.65 for females; this represents
a significant difference in average methylation values. For these age-groups, CpG loci
are highly methylated in females, whereas males show a lower level of methylation.
The methylation variation on gender is evident for very young ages (Figure 4.3[d]),
the variation explored being the first visually displayed, particularly for healthy sam-
ples. Some of the features (CpG loci positions) were associated with genes responsible
for growth and immune response. These 47 features indicate significant methylation
differences between males and females, but the clustering method also grouped the
samples by age-group. Although the features showed a different level of methyla-
tion between females, and males there were no distinguishable methylation differences
relating to the different age-groups.
The results of these methylation differences and CpG loci for the 47 features are
reported in Table 3. Furthermore, the median methylation averages are assessed with
boxplot wiskers plots, where the two age-groups (n=17) show a compact distribution
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methylation level in each cluster or age-group in Figure 4.4. This result was compared
with another research reported on age-increase related methylation [176]. We found
that the extracted features are less correlated with age; this confirms that the features
are specific to gender.
[a] [b]
[c] [d]
Figure 4.3 [a] CpG loci methylation patterns of 1505 features, where the columns represent
complete samples of 328 healthy individuals. [b], an enlarged section from [a] of 47 CpG
loci with all samples. [b] emphasises the CpG loci that shows clear pattern separation. [c]
represents an enlarged section of two compact clusters from [b] of the 47 CpC loci, whereas
[d] illustrates two compact clusters of 17 samples, which are extracted from [c], and in which
the 47 features of males are unmethylated, whilst the female samples are highly methylated.
Subsequently, author extracted the same features from both genders, comparing
the same sex feature in the control and cancer samples Figure 4.5 displays heatmap
clustering of features for representation of cancer and healthy samples from same sex
individuals these were shown to have clear pattern variations, as expected (Figure
4.5); healthy samples showed methylation variation (Figure 4.3). In addition, the
plotted feature values for males show a low level of methylation, whereas the same
features values from females show moderate-to-high methylation values (Figure 4.5).
Whilst the methylation variations may not be strongly associated with wide de novo
methylation on the X-chromosome, this result reveals an association of methylation
differences with gender, age and cancer-related methylation.
To gain more information regarding whether the selected features were associated
with either gender or age, author compared the results with previously reported re-
sults [176; 180; 181]. Author found that three-quarters of the CpG loci showed a slight
methylation increase for those of older age, for both males and females. In addition,
DLG3E340F was highly methylated in the cancer samples and unmethylated control
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Table 4.3 47 extracted CpG loci position, which show significant methylation differences
between males and females in healthy samples
Extracted features–ID met-Av-mal Met-Av-fem met-dif fem/mal-ratio
AR-P189-R 0.1 0.37 0.27 4
ARAF-E38-F 0.08 0.81 0.73 11
BIRC4-P500- F 0.11 0.76 0.66 7
BIRC4-P122-R 0.05 0.77 0.72 14
DNASE1L1-P39-R 0.1 0.76 0.66 7
GLA-P112-F 0.08 0.83 0.75 11
ELK1-P6-R 0.08 0.77 0.68 9
IRAK1-P312-F 0.08 0.69 0.61 8
EFNB1-P17-F 0.24 0.77 0.53 3
VBP1-E127-F 0.08 0.78 0.7 10
DKC1-P276-F 0.07 0.71 0.65 10
G6PD-P1065-R 0.15 0.8 0.65 5
HDAC6-E102-F 0.1 0.79 0.69 8
GPC3-E72-F 0.09 0.69 0.6 8
FMR1-P62-R 0.04 0.65 0.61 17
ELK1-P569-R 0.07 0.61 0.54 9
DLG3-P62-R 0.18 0.67 0.5 4
MECP2-P398-R 0.09 0.52 0.43 6
ELK1-E156-F 0.13 0.48 0.34 4
SLC6A8-seq-28-S227-F 0.05 0.56 0.51 11
G6PD-P597-F 0.36 0.72 0.36 2
BGN-282-R 0.16 0.71 0.56 5
DKC1-E101-F 0.06 0.48 0.43 8
EFNB1-E69-F 0.08 0.71 0.63 9
ELK1-E53-F 0.1 0.73 0.63 8
GLA-P343-R 0.06 0.7 0.64 11
G6PD-P196-F 0.06 0.56 0.51 10
GPC3-P235-R 0.06 0.71 0.65 12
HDAC6-P153-F 0.05 0.58 0.53 11
VBP1-P12-R 0.07 0.48 0.41 7
G6PD-E190-F 0.07 0.56 0.49 8
GLA-E98-R 0.04 0.4 0.36 9
VBP1-P194-F 0.06 0.61 0.55 10
TFE3-P421-F 0.05 0.49 0.44 10
ELK1-P195-R 0.04 0.45 0.41 12
DNASE1L1-E178-R 0.15 0.53 0.39 4
MECP2-E90-R 0.15 0.44 0.29 3
DNASE1L1-P108-F 0.06 0.61 0.56 11
EFNB1-P136-R 0.08 0.53 0.45 7
FHL1-E229-R 0.05 0.5 0.45 10
IRAK1-P455-R 0.04 0.55 0.51 14
FHL1-P768-F 0.09 0.42 0.34 5
CDM-seq-21-S260R 0.05 0.59 0.54 11
TIMP1-E254-R 0.11 0.63 0.51 5
ARAF-P63-R 0.04 0.32 0.28 8
MYCL2-E44-R 0.05 0.47 0.42 9
MYCL2P 19F 0.08 0.55 0.47 7
DLG3-E340-F 0.07 0.55 0.48 7
STK23-E182-R 0.8 0.94 0.14 1
STK23-P24-F 0.63 0.89 0.26 1
L1CAM-P19-F 0.07 0.53 0.47 8
AR-P54-R 0.04 0.16 0.12 4
PLS3-E70-F 0.09 0.18 0.09 2
PLS3-P94-R 0.11 0.27 0.16 2
Abbreviations:met-Av-mal (methylation average for male), Met-Av-fem (methylation
average for female),met-dif (methylation differences) and met-ratios (methylation ra-
tios for male to female).
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Figure 4.4 Boxplots displaying the methylation distribution of the 47 CpG loci positions of
17 healthy samples, which are extracted from Figure 4.3[d]. This methylation distribution
indicates that females are more highly methylated than males.
[a] [b]
Figure 4.5 Unsupervised cluster analysis comparison of healthy and cancerous samples, and
their methylation differences. This cluster display represents the same features of cancer
versus control for the same gender of CpG loci positions. [a] is cancer versus healthy male
comparison, and [b] represents cancer versus healthy female one. Males show a lower CpG
methylation status compared to females.
ones, whereas SLC6A8 showed three times more methylation in cancer samples, par-
ticularly older samples; however, SLC6A8 methylation is associated more with gender
than age. Moreover, RAD54BP227F showed a small decrease in methylation level
with age for both males and females.
4.1.3 CpGs methylation level for different age-groups
This sub-section investigates whether the age-group in the previous section overlaps;
data was divided into two age-groups between 0 to 50 and 51 to 100+ in each sample.
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[a] [b]
Figure 4.6 CpGs methylation comparison of two age-groups using heatmap clustering algo-
rithms combined with average linkage and correlation as the distance metrics. Each row rep-
resents nucleotide arrays (CpGs loci positions), and the columns represent individual healthy
samples. [a] represents age-groups between 0 and 50, and [b] between 51 and 100+. Green rep-
resents unmethylated, red represents methylated; colour is ordered by intensity based on the
correlation coefficient, where less intensity colour is assigned as the differentially-methylated
form.
The analysis was conducted following the same approach as that of the previous
section, and the results are displayed in Figures 4.6 to 4.10. Figure 4.6 illustrates the
results of the healthy samples between 0 to 50 years for [a], and 51 to 100+ years for
[b].
All the features were clearly separated, and after multiple sub-group comparisons,
two sections from the 0 to 50 and 51 to 100+ year age groups were selected. These
sections were further enlarged and displayed in Figures 4.7 and 4.8 respectively. 22
CpG loci were extracted; these are the most separated features, showing significant
methylation differences in both gender and age groups. There is a substantial corre-
lation between ageing and methylation, as illustrated in Figure 4.7[c] and [d]. The 22
CpG loci positions were unmethylated for the middle age group with the average age
distribution of the samples being 10 years (figure 4.7 [c]), whereas the same features
were highly methylated for the very young age-group (Figure 4.7[d]). These results
revealed that there were some patterns distinguishing the genders for the middle age-
group, whilst the younger age-group revealed a separation between males and females,
in which 14 out of 18 (70%) of the group were males. The middle age group has a
slightly larger age distribution than the younger ones; the three younger age ranges are
mis-grouped into the middle age-group. Hence, author can identify methylated and
unmethylated CpG loci positions (features) using heatmap clustering, where features
were grouped with respect to age and gender. This has been reported to a limited
extent in a previous study [63]. The 22 selected loci will be further explored, to deter-
mine their biological usefulness. To characterise the features which play an important
role, we enlarged the dendrogram in order to display their correlations.
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Figure 4.7 Two-dimensional representation of an unsupervised learning cluster analysis of
125 healthy samples of both genders (age-group 0 to 50 years). [b] illustrates 22 extracted
features (CpG Loci), and [c] and [d] show enlarged sections of methylated and umethylated
CpG positions, respectively; this shows clear separation of methylation patterns between both
age-groups and genders.
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Furthermore, author compared these in the same manner noted above for samples
of the age range between 51 and 106. Overall, the results showed that increases with
ageing methylation. 33 features were extracted, which shows a clear separation of
three methylated, unmethylated and differentially methylated classes (Figure 4.8).
Furthermore, three age-groups were selected, in which the 33 loci were unmethylated
(Figure 4.8[b]), differentially methylated (Figure 4.8[c]) and highly methylated (Figure
4.8[d]); these have an average age distribution of 59.8, 64.9 and 77 year, respectively.
The sub-selected features show a clear natural grouping. Therefore, correlation and
unsupervised learning are able to distinguish methylated from unmethylated features;
these also show gender and age differences, where 22 loci are consistently methylated in
a younger age-group compared to the older one (Figure 4.7[c] and [d]). The number of
CpG loci that show methylation increase with ageing; these are NBL1, LY6, S100A2,
Il1NR, FRK,MST1R and FASTK, while HOXA5, SNCG, LIG3, IGF1 and GSTM2
show methylation decreases as age increases. This demonstrates that author can
identify methylated and unmethylated CpG loci positions (features) using heatmap
clustering based on grouping with respect to age and gender.
Figure 4.8 Two-dimensional representation of unsupervised learning cluster analysis of 33
features (CpG Loci) of healthy samples of both genders (age-group 51 to 100+ years). [b],
[c] and [d] show enlarged sections of umethylated, differentially-methylated and methylated
samples, respectively. This provides evidence that CpG methylation increases with ageing.
To gain more information regarding the cancer samples, author used the same
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approach employed in the previous section; the two age groups are illustrated in Fig-
ures 4.9 and 4.10. As notable, the feature clustering for the cancer samples, and their
methylation patterns are greatly changed, i.e., they are disorganised when expressed
relative to the healthy samples (Figure 4.6). In addition, the cancer samples showed
no clear groupings with clustering analysis (Figure 4.10), unlike the healthy samples
(Figure 4.8). 21 methylated and 23 unmethylated features were selected from the two
sections that contain 15 cancer samples. Furthermore, author investigated age range
in relation to differences in DNA methylation and found that some of the features
were either entirely unmethylated or unselected (unbound hybridisation) in cancer
sample alleles, whereas the healthy samples were completely methylated. However,
cancer samples show differential methylation regardless of age, whereas the methyla-
tion pattern is scattered throughout the heatmap (clustering space), as illustrated in
(Figure 4.10), which shows the same features as those methylated in cancer samples
and unmethylated as reported in Table 3.
[a] [b]
Figure 4.9 Representation of two-dimensional unsupervised learning cluster analysis of 635
cancer samples. Rows represent 1505 CpG loci, and columns for cancer samples (635). [a] is
a representation of age between 0 and 50, and [b] that between 51 and 100+ years
.
On average, CpGs methylations are reduced in cancer samples. However, these
features are specific to gender, which show methylation level differences. This indicates
that current medication, such as chemotherapy, may not exert the same toxicological
effect for males and females; existing medication, medical doctors give cancer patients
who have similar symptoms (the same type of cancer) the same treatment without
considering methylation gender differences, which may exert drug resistance effect or
a greater toxicity impact.
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Figure 4.10 Two-dimensional unsupervised cluster analysis of 15 cancer samples. Individual
samples were labelled gender and age (between 0 to 50 years); [b] is an enlarged section from
[a], and which contains 21 methylated CpGs; [c] is the enlarged section from [a], which contains
23 methylated CpGs positions.
Table 4.4 CpG loci position: methylated in healthy samples and unmethylated cancer samples












methylated (M) and unmethyalted (Um)
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4.2 Discussions and conclusions
CpG methylation classification and profiling are essential for understanding natural
cellular development and differentiation. Therefore, the study of a wide normal hu-
man epigenome with a variety of age ranges is an important venture. However, this
work is more challenging than employing data in a machine-learning context, in view
of the nature of epigenetic data, its tissue-specificity and methylation dynamic nature.
Hence, a correct understanding of what entails normal DNA methylation, and how
DNA methylation differs based on gender and ageing, has the potential to advance
our understanding of CpG methylation changes in disease intensely. Hence, author
identified methylation differences between males and females, and CpG loci positions
are specific to ageing together with those possibly associated with cancer. Annotat-
ing the CpG loci methylation position in normal human DNA sequences will increase
elucidation of the DNA methylation risk development in disease states. Employing
heatmap clustering, average linkage and combined correlation metrics, author identi-
fied CpG loci positions associated with gender, age and cancer. These features were
validated with other recent studies [56; 63; 71; 72; 176]. Indeed, these resourced ad-
vanced and high-resolution data for DNA methylation profiling, but the researchers
did not address gender methylation variations in the normal human epigenome, and
a comprehensive analysis of ageing-related methylation was not conducted.
Factors reported as contributing to DNA methylation include ageing, types of can-
cer, inflammation, and carcinogen exposure such as tobacco, arsenic, diet, alcohol and
asbestos [176; 177; 182]. It is found that methylation variation can be suggested by
gender; thus, throughout the lifespan of males and females, methylation modification
occurs, which can exert an impact on the risk of disease, prevention and medication.
In addition, environmental exposure induces CpG loci methylation alterations to nor-
mal appearing tissues (genes), which leads to a modification in physiological function.
This work suggests that methylation changes do not occur only in specified and nor-
mal tissues, but are associated with ageing and gender, which is of interest to our
future study. Methylation variation related to gender was the initial research finding
related to normal tissue, which motivated this study. Another motivation was that
ageing-related methylation occurs in normal tissues since cancer is associated with age-
ing [183; 184]. The CpG islands loci methylation increases were reported in normal
prostate and colon tissues [180; 185]. Moreover, methylation variations linked to gen-
der were reported[177]. Our findings confirm these results, and in addition, they show
that CpG methylation differences between males and females depend on age, and con-
firm that there is age-related methylation variation in the T lymphocytes of new-born,
elderly and middle aged human [186]. Heatmap clustering on CpG loci shows a clear
grouping of methylation differences between males and females, as well as methylation
age-related features. Author reported that CpG loci position methylation are asso-
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ciated with gender and ageing. Author also identified CpG loci methylation states
in normal human tissues specific to gender and ageing (Table 3.3), a phenomenon
which has also been confirmed in previous studies [176; 186]. The comparison of
CpG loci in with that from a previous study (Table 3.3) showed that this work had
more features associated with ageing, and our results confirm this finding; author also
extended the number of samples and illustrated them. Non-tissue-specific CpG loci
methylations are found to be highly associated with ageing, suggesting the existence
of a common mechanism to elucidate methylation changes. This common mechanism
could be explained statistically, since methylation increases with age, whilst a lack of
methyl-transferase (enzyme),which maintains CpGs methylation, decreases with age-
ing. This unstable methylation status may significantly risk genomic instability which
may cause cancer and other illnesses.
Author identified and patterned CpG loci (features) methylations associated with
gender differences that increase with age and cancer across 1505 CpG loci positions of
963 samples. Author illustrated and annotated unidentified CpG methylation differ-
ences on gender, and age-related CpG methylation, which were found to be non-tissue
specific. Author contributed to understanding of the CpGs methylation differences
associated with gender, and also methylation changes relating to ageing in normal tis-
sues. Unreported methylation differences between males and females, and age-related
methylation modifications represent a substantial contribution to our fundamental un-
derstanding of methylation process for both normal and diseased tissues, since these
CpGs methylations are linked to age-related illnesses, such as cancer and Alzheimers
diseases, as well as mental-related problems such as depression and Autism, which
provide an initial pursuit of biomarkers or disease susceptible ones, which may lead
to useful clinical detection and prevention processes.
DNA methylation is essential for biological processes; and for the representation
of methylation differences between genders, and this is very important for person-
alised drug design, since the methylation differences shown in Figure 4.5 are not just
grouping features (CpG loci position), but comprehensively represent one of the most
important features associated with the large human methylation fingerprint. Further-
more, methylation experiments on the human genome will assist in a comprehensive




Analysis and prediction for DNA
methylation sequence driven
features
This chapter contains two sections, and hence two objectives. The first objective was
to predict and explore the methylation classes based on DNA extracted feature sub-
sets of four feature subsets from chromosomes 6, 20 and 22 (as detailed in chapter
3, section 3.1.1), seven feature subsets from chromosome 21, and four feature subsets
extended from chromosome 21. A novel method (modified leave-one-out cross vali-
dation) was employed, which generated an improvement in results that is reported
on further in the first section. The feature subsets were grouped according to their
biological meaning, and hence were combined in all possible combinations during anal-
ysis. The aim of the investigation was not only to select a few feature subsets, but
to further investigate the biological feature usability for methylation classes of ex-
tracted subsets, leading to a comprehensive feature subset analysis for the prediction
of DNA methylation classes (although these analyses identified the most informative
feature subsets by employing Modified Leave-One-Out cross validation). This model
was based on preparing the dataset in order to adapt to machine-learning, where the
imbalanced data were rebalanced and then analysed.
The second section investigates the same dataset, which provide a fair predictive
model for imbalanced classes, by employing Adaboost combined with a cost-sensitive
method (Section 5.4); this is the extended method of the current predictive ones
based on sub-sampling and oversampling datasets, and which are disadvantaged in
data analysis.
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5.1 Introduction
DNA methylation is an inheritable biochemical modification of eukaryotic DNA, which
generally occurs at the fifth [C5] position of cytosine’s phospho-guanine residue in a 5-
CG-3 biomolecule known as CpG dinucleotide [20; 21; 30]. This modification represses
an activity of transcription site [22; 30]. In vertebrates, cytosine residue methylation
in CpG nucleotides is an epigenetic marker that is necessary for physiological cell
differentiation [20; 30]. Indeed, more than 60% of DNA sequence composition in pro-
moters are CpG islands, which are generally unmethylated CpG islands [19]. Recent
genomic analyses have shown that more than 80% of CpGs are methylated [72]. How-
ever, the remaining small fraction - the CpG islands at cell differentiation [20], are
unmethylated. It has been reported that DNA sequence composition and length act
as the backbone of DNA methylation regulation [187]. This is, however, in contrast
to some extent by other researchers [188], who argue that active chromatin, the tran-
scription start site, and also environmental influences are the most important factors
in methylation regulation.
The prediction of DNA methylation is the one of the most complex and challenging
problems in bioinformatics, since DNA sequence features that characterise methyla-
tion, in particular CpG islands, are dispersed throughout the human genome, and are
mostly concentrated in the promoter area of most genes [20; 189; 190]. However, ad-
vances in technology in computational genomics and epigenomics has helped analyse
a large amount of data obtained from methylated, unmethylated and differentially-
methylated DNA of CpG islands. Methylation of CpG islands is mainly involved in
various biological processes, such as gene silencing, structural chromosomal stability,
parental imprinting, and suppression of the mobility of retrotransposons [20; 21; 22].
The disruption of DNA methylation has also been linked to various human diseases,
such as cancer [11; 12; 21]. It should also be noted that, despite all advances to
date, the analysis of DNA methylation, particularly for the human genome, remains
a challenging problem.
DNA methylation profiling and comparative analyses are very important for un-
derstanding this process in relation to DNA composition (context). Many researchers
have profiled epigenetic data and made them available in biological databases for fur-
ther computational study [33; 56; 63]. Yamada [33] studied the methylation patterns
of CpG islands on chromosome 21q and identified 147 CpG islands. Of these, 103,
29, and 15 were found to be methylated, unmethylated, and differentially-methylated,
respectively. In addition, CpG islands of three human chromosomes (6, 20 and 22)
have been profiled from 43 samples of 12 different tissues [56]. This is discussed fur-
ther in the material and methods section of this study. These data were extended
and 50 features were extracted and analysed [64]. Other researchers have also made
CpG island predictions [41; 46; 191; 192]. However, these studies are limited, since
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they examined only small sets of features, which provide only an incomplete view of
human DNA methylation. Bock [48] extended the Yamadas[33] study by extracting
DNA-sequence features associated with CpG islands, and analysed the data using
statistical methods. Both studies [48; 64] have improved our current understanding
of DNA methylation features that are based on sequence-driven features. However,
the amount of information that can be obtained from both analyses is limited. In
addition, the statistical approaches used for the analysis are required to be improved
in view of the nature of such complex data. It was decided to extend these predictive
models in order to extract meaningful biological information from these four human
chromosomes. The aim of this study is therefore to develop a statistical strategy and
to carry out a detailed and comprehensive analysis of the features for more accurate
and reliable predictions of methylated, unmethylated and differentially-methylated
CpG islands.
DNA sequence-specific factors and epigenetic modification have been reported to
play a major role in the DNA methylation process [63]. However, these studies have
not produced a comprehensive predictive model that would enhance understanding
of the regulation of DNA methylation. In order to gain more systematic information
from DNA sequence patterns, a comprehensive predictive model was developed to
distinguish methylated from unmethylated and differentially-methylated classes. The
feature subsets that are more closely associated with DNA methylation than the other
two subclasses (unmethylated and differentially-methylated) were also determined. It
was shown that tissue-specific CpG islands, DNA sequence properties and distribution,
and exon and gene distribution are significantly associated with DNA methylation.
These findings, are further reported in the following sections.
5.2 Materials and method
5.2.1 CpG islands Data
DNA sequence data were collected from publicly available literature [48; 64]. These
data contain 642 samples from four human chromosomes. DNA features were then
calculated using different methods and prepared for analysis. After data were filtered,
data used throughout this chapter comprised 470, 113 and 59 samples of unmethylated,
methylated and differentially-methylated DNA respectively, which are summarised in
Table 5.1. In order to characterise the DNA sequences, a set of features was extracted
from DNA sequences. The extracted features are also summarised in Tables 5.2 and
5.3. Data shown in Table 5.2 contain 495 samples of CpG islands.
These were obtained from three human chromosomes (6, 20 and 22) derived from
43 samples from 12 tissues from healthy individuals [56]. The averaged methylation
changes between CpG pairs of identical samples were calculated in order to minimise
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Table 5.1 Details of the CpG island samples
Chromosomes Methylated samples Unmethylated samples Differentially-methylated samples
6 12 125 8
20 6 23 12
21 29 103 15
22 66 219 24
Total 113 470 59
any bias produced by the differences in the length of sequence windows.
Table 5.2 Details of the CpG islands feature-sets for chromosomes 6, 20 and 22
Extracted features No of features
1. Tissue-specific CpGI methylation 12
2. Evolutionary and conservation 9
3. sequence distribution (Dinucleotide) 16
4. DNA structure and properties 13
All the feature sets listed above 50
As shown in Table 5.2, 50 features were extracted and further divided into four
subsets. These can be described as follows: subset 1 (1: CpGI-specific DNA methyla-
tion) contains 12 attributes and averaged sequence values calculated using CpGcluster
algorithms [97]. These are CGI-specific attributes (CG contents, CG%, number of
CpGI, observed/expected ratio, CpGI distance, and CpGcluster-pvalue). Subset 2 (2:
Evolution and conservation) contains nine attributes of phase conservation contents,
calculated by the number of CpGI overlapping with elements of phase conservation
per CpCI using a log-odds conservation score of 100 or more without repeat mask-
ing. Subset 3 (3: CG distribution) contains 16 attributes and represents a score of
16 possible combinations of its observed/expected ratio. Subset 4 (4: structural and
physiochemical properties) contains 13 attributes, and includes predicted elements,
such as rise, roll, tilt, twist and solvent-accessible surface area, as well as bending,
curvature, stacking energy, turns, degree of twist, DNA cleavage, bases per turn and
six helical force constants. Calculations of the features were performed using DNA
live algorithms [62].
These data (Table 5.3) were extracted from 147 samples of CpG islands derived
from chromosome 21 of peripheral blood leukocytes, or the placenta of four human
healthy individuals.These methylation changes between CpG pairs of identical samples
were also averaged in order to minimise any bias produced by differences in the length
of sequence windows.
As shown in Table 5.3, 3,759 features were extracted and further sub-divided into
seven subsets, which can be described as follows: Subset 1 (DNA sequence proper-
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Table 5.3 Details of the CpG island feature-sets for Chromosome 21
feature-sets No of features
1. DNA sequence properties and distribution 2870
2. CG distribution 112
3. CpGI/tissue-specific distribution 91
4. DNA structure 196
5. Exon and gene distribution 364
6. Evolutionary and conservation 70
7. SNP 56
ties and distribution) comprises 2,870 attributes and is of the highest dimension. It
contains a frequency average score of all possible combination tetramers (both spe-
cific and non-specific strands); Subset 2 (CG distribution) contains 112 attributes and
represents a score of Cs, Gs and CpGs (its observed/expected ratio); subset 3 (the
distribution of CpG islands) contains 91 attributes extracted taking the distribution
of CpG islands into consideration; subset 4 (predicted DNA structure) contains 196
attributes and includes predicted elements, such as rise, roll, tilt, twist and solvent
accessible surface area; subset 5 (exon and gene distribution) contains 364 attributes
and was selected from human genome, high-confidence gene annotation from the con-
sensus CCDS; subset 6 (evolution and conservation) contains 70 attributes and is a
calculated average of CG ≥ 50% and a length greater than 400bp of observed /ex-
pected ratio without repeat masking; and subset 7 (Single Nucleotide Polymorphism
SNP) contains 56 attributes, which was calculated from the UCSC genome browser.
5.2.1.1 Predictive method: K-Nearest Neighbour Classifier (K-NN)
The K-nearest neighbour (K-NN) classifier is one of the most popular non-parametric
classifiers, and has been successfully applied to various problems in bioinformat-
ics [52; 53; 111]. It assigns the point at which the majority label among its nearest
k-neighbours in the training data points to x, and predicts the class-label of x based
on the label that k points to. Increasing the k value to show reduced bias and decision
boundaries becomes rather smooth and less sensitive to outliers [52; 53]. It has been
reported in some studies that KNN resulted in a higher predictive accuracy than that
of Support Vector Machine, which is one of the most powerful methods available [111].
However, it should be noted that in many cases, the success of a predictive method is
mainly based on a characteristic of a dataset being analysed. For this study, in view
of its flexibility, effectiveness and power, KNN is adapted, together with the mod-
ified leave-one-out cross validation method, which was previously used successfully
to address the imbalance in intraclass problems, and also to give better predictive
accuracy [5; 26].
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5.2.1.2 Modified Leave-One-Out Cross Validation
Cross-validation has been assessed for predictive models of machine learning. For
small datasets, which is the case in this study, leave-one-out has been widely used.
The M-fold cross validation method is also found to be satisfactory for various data
sample sizes. However, when the dataset is quite unbalanced, which is the case in this
study, these two methods have been found to be biased towards the class with the
highest number of samples, and this could lead to a misleading interpretation [48; 64].
Therefore, in this study, a modified leave-one-out cross-validation was employed, incor-
porating the KNN-classifier. To clarify, small samples (66 samples in the methylated
group and 24 differentially-methylated) were kept constant, whereas the unmethylated
data were randomly divided into 20 folds of equal size of both small samples, the 20
different models and predictive accuracies then obtained. These 20 divisions were
then analysed in a single feature-sub-set (each feature subset consisted of either two
or three classes), and all possible combinations were calculated using a modified LOO
cross validation with KNN classifier experimentally selected for k values between 1
and 11.
5.2.1.3 Predictive and technical evaluation methods
It was subsequently intended to examine whether or not these combinations of features
can be predicted when two or more features are combined, a process an examination
of which feature subsets are associated with DNA methylation in terms of its sequence
patterns.
• Divide unmethylated samples into M equal parts, for example unmethylated Xu
and methylated Xm.
• Divide Xu into 20 equal parts, so that each of these parts are equal to that of
Xm, where Xm is a constant.
• Composite the Xu and Xm groups to build the new M-fold predictive models,
where the number of methylated and unmethyalted fraction/groups are equal.
After this step, each Xu was added to Xm (constant). The composite sub-set of
balanced data were then applied to KNN with leave one out cross-validation, which is
based on similarity according to their distance in order to determine out the K nearest
neighbours which predict the outcome, specifically building M independent predictive
models, which create different M averages and standard errors. The highest predictive
model was then selected whilst eliminating the lowest ones.
All possible combinations of the subset models were applied in order to select
the best predictive model and its combination. Furthermore, predictive accuracies
and class performance were based on four statistical terminologies [139], which were
adapted into the predictive model and assigned as follows:
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• TP = number of times Xi is methylated, and Di is estimated (true positive).
• TN = number of times Xi is unmethylated, and Di is estimated (true negative).
• FP = number of times Xi is unmethylated, and Di is predicted as methyalted
(false positive).
• FN = number of times Xi is methylated, and Di is predicted as unmethyalted
(false negative).
Predictive accuracies and class performance were measured for four statistical mea-
surements of TP, TN, FP and FN, which is usually given as a percentage.TP value
alone does not give useful information and cannot be trusted without combining TN.
Only a combination of two of these four measurements can be viewed as an effective
prediction or performance for causing bias, since they are dependent on the other two.
Accuracy represents the proportion of both correctly identified results; a true pos-
itive and true negative for methylated, unmethylated and differentially-methylated.
Furthermore, the Matthews correlation coefficient (MCC) assesses the performance of
two-class problem predictive models for a single and all possible feature sub-set combi-
nations calculated by formula 2.4 adapted from [139] from [140].The MCC calculation
uses four terms driven from the confusion matrix (Table 2.2) in order to assess the
performance of the two-class (binary) classification.
5.3 Results and Discussion
This result compromises all possible combinations (4x120) of the four biological feature
subsets obtained from direct or indirect DNA sequences of three human chromosomes
and seven-feature subsets from chromosome 21, as listed in Tables 5.2 and 5.3. A
total of 2,000 analyses were carried out, and the predictive accuracies obtained are
summarised and presented in Tables 5.4 and 5.21.
5.3.1 Data analysis for chromosome 6
5.3.1.1 Methylated and unmethylated fractions of chromosome 6
The association between methylated and unmethylated classes based on DNA se-
quence features were examined as noted in Table 5.2. The single feature set pre-
diction and tissue specificity subset showed the highest accuracy of 100%, as well
as a Matthews correlation coefficient value of 1.00. The other three individual sub-
sets indicated a low total predictive accuracy of between 37.50% to 62.50%. The
accuracies of these three individual feature subsets, evolution and conservation, din-
ucleotide distribution, DNA structure and physicochemical properties, are 37.50%,
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62.50% and 62.50%, and their standard errors are 17.60%, 5.89% and 17.68% re-
spectively. The standard error was calculated from a 20-fold ‘modified leave-one-out
cross-validation’ of both the sensitivity and specificity of each subset, as well as all
combinations throughout the analysis, as noted in Table 5.4. Both sensitivity and
specificity fluctuated, despite the DNA structure subset showing improved sensitivity.
Table 5.4 Results (% correctly classified) for the analysis of methylated and unmethylated
classes of chromosome 6.
combined feature-subsets No of features acc(M) acc(uM) total acc st-error MCC
1 12 100.00 100.00 100.00 0.00 1.00
2 9 50.00 25.00 37.50 ±17.68 -0.17
3 16 58.333 66.67 62.50 ±5.89 0.25
4 13 75.00 50.00 62.5 ±17.68 0.26
{
¯
1,2} 21 100.00 87.50 95.00 ±8.84 0.85
{
¯
1,3} 28 100.00 100.00 100.00 0.00 1.00
{
¯
1,4} 25 100.00 100.00 100.00 0.00 1.00
{
¯
2,3} 25 57.50 85.00 71.25 ±20.04 0.43
{
¯
2,4} 22 65.42 75.42 68.65 ±7.66 0.42
{
¯
3,4} 29 64.58 69.17 66.88 ±9.72 0.12
{
¯
1,2,3} 37 100.00 100.00 100.00 0.00 1.00
{
¯
1,2,4} 34 100.00 100.00 100.00 0.00 1.00
{
¯
1,3,4} 41 100.00 100.00 100.00 0.00 1.00
{
¯
2,3,4} 38 100.00 100.00 100.00 0.00 1.00
{
¯
1,2,3,4} 50 100.00 99.58 99.79 ±0.29 0.99
Abbreviations: acc(M) = average predictive accuracy for methylated class; acc(uM)
= average predictive accuracy for unmethylated class; total acc. = total average
predictive accuracy; st-error = standard error; MCC = Matthews Correlation Co-
efficient.The figures in bold are those showing the highest predictive accuracies and
correlation coefficients.
However, these three individual subsets show a low correlation coefficient, par-
ticularly the evolutionary and conservation subset. Of the two subset combinations,
subset (1) showed predictive power when it was paired with other individual subsets,
which gave a predictive accuracy of 95% to 100%. However, when subset (1) was
excluded from the analysis, the other pairs showed a reduced accuracy and MCC.
However, the accuracy and MCC value were slightly better than the single subset
results. It should also be noted that 100% results of tissue-specific (1) feature subset
may be overfit; however, it is not likely in this case since it randomly repeated the
analysis and also shows combinations with other subsets a significant increase of pre-
dictive accuracy; hence the tissue-specific feature subset is the most informative one
for DNA methylation class prediction. The total accuracy of the subsets (2,3; 2,4 and
3,4) was 71.25%, 68.65%, and 68.88% respectively. Furthermore, subsets (2,4) and
(3,4) showed the least accuracy amongst the pairs, while subset (3,4) gave the lowest
correlation compared to the other two subset combinations. Three subset combina-
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tions showed the highest predictive accuracies and a Matthews correlation coefficient
of 1.00. Furthermore, all subsets showed a total predictive accuracy and MCC values
of 99.79% and 0.99, respectively. This was slightly lower than that achieved with the
three subset combinations.
5.3.1.2 Differentially-Methylated versus unmethylated analysis for chro-
mosome 6
Differentially methylated CpGI has been observed at different stages of cancer cells,
while 55% of CpGI were differentially methylated in tumour cells [193]. Subset (1)
showed a better predictive accuracy than the other three individual subsets, followed
by subset (4). The accuracies of the individual subsets were 81.25%, 43.75%, 62.50%
and 68.75% for subsets (1), (2), (3) and (4) respectively. Subset (1) shows a good
correlation coefficient, while subset showed no correlation between the two classes.
Subsets (3) and (4) gave approximately the same accuracy values, although each
subset showed zero correlation coefficients (MCC). This indicates that the numbers
of correctly classified and misclassified samples were exactly equal in cases in which
the MCC value became zero (numerator = 0). Subset (1) incorporated the most
predictors when compared to the other three subsets. The accuracy of two subset
combinations (1,2; 1,3 and 1,4) was 97.96%, 95.00% and 79.90% , with standard
errors of 2.49%, 5.89% and 8.10% respectively. For the pairs without subset (1), the
accuracy and correlation coefficient values were decreased, although they showed a
better class performance compared with single subset prediction, as noted in Table
5.5. The three subset combination (1,2,3) showed the highest predictive accuracy
as well as class performance followed by subsets (1,2,4). Furthermore, three other
subset combinations (1,3,4) and (2,3,4) showed a reduction both in accuracies and
a correlation coefficient of accuracy of 65.50% and 62.60%, and coefficients of 0.37
and 0.16, respectively. The combination of all the subsets showed both the second
highest predictive accuracy as well as class performance. The accuracy and correlation
coefficient were 95.63% and 0.91 respectively.
5.3.1.3 Methylated and differentially-methylated for chromosome 6
This section presents the predictive accuracy and Matthews correlation coefficient val-
ues of methylated versus differentially-methylated results. For single sub-set predic-
tion, the tissue-specific subset gave both the highest predictive accuracy and Matthews
correlation coefficient values when compared to the other three individual subsets,
which gave an accuracy and correlation coefficient of both 100% and 1.00, respec-
tively. The other individual sub-sets showed lower accuracies and class performance.
The accuracies of these three individual subsets (2,3 and 4) were 55.00%, 55.00% and
68.75% respectively. Two-subset (1,3) and (1,4) combinations showed 100% accuracy
87
5. Analysis and prediction of DNA methylation sequence driven features
Table 5.5 Results (% correct classification) for the analysis of differentially-methylated and
unmethylated classes of chromosome 6.
combined feature-subsets No of features acc(DM) acc(uM) total accuracy st-error MCC
1 12 75.00 87.50 81.25 ±8.84 0.63
2 9 37.50 50.00 43.75 ±8.84 -0.13
3 16 62.50 62.50 62.50 0.00 0.00
4 13 62.50 75.00 68.75 ±8.84 0.38
{
¯
1,2} 21 96.25 99.67 97.96 ±2.42 0.98
{
¯
1,3} 28 100.00 91.67 95.00 ±5.89 0.92
{
¯
1,4} 25 76.88 82.92 79.896 ±8.10 0.63
{
¯
2,3} 25 33.75 62.50 48.13 ±21.21 0.52
{
¯
2,4} 22 40.625 98.14 64.01 ±40.67 0.38
{
¯
3,4} 29 67.50 64.17 65.83 ±2.36 0.25
{
¯
1,2,3} 37 98.13 99.71 98.92 ±1.38 0.97
{
¯
1,2,4} 34 65.63 87.08 76.35 ±18.41 0.52
{
¯
1,3,4} 41 67.00 64.00 65.50 ±9.19 0.37
{
¯
2,3,4} 38 26.88 98.32 62.60 ±50.52 0.16
{
¯
1,2,3,4} 50 95.63 95.63 95.63 3.54 0.91
Abbreviations: acc(DM) = average predicve accuracy for differentially-methylated
class; acc(uM) = average predictive accuracy for unmethylated class; total acc. = total
average predictive accuracy; st-error = standard error; MCC = Matthews Correlation
Coefficients.
and MCC values only when a tissue-specific feature subset was included in the analy-
sis. However, these were reduced when they were excluded from the analysis, as shown
in more detail in Table 5.6. The pairs (2,3; 2,4; and 3,4) and three sub-sets (2,3,4), and
a without tissue-specific CpGI subset (1) showed accuracies of 65%, 56.25%, 65.00%
and 70%, with a mean standard deviation of 17.68%, 8.84%, 2.36% and 8.84% respec-
tively. This analysis clearly distinguished methylated and differentially-methylated
forms based on tissue-specific methylation, an observation which has been validated
by previous studies[193; 194].
5.3.1.4 Three class prediction of chromosome 6
An attempt was made to predict methylated from unmethylated and differentially-
methylated forms based on three-class problems. The accuracy of three-class predic-
tions revealed a lower predictive accuracy overall for the single subset and each subset
combination. Once again, the tissue-specific CpGI subset had a better predictive ac-
curacy in single subset analysis. The accuracy of the tissue-specific CpGI sub-set was
77.30%, followed by dinucleotide distribution, which gave a value of 61.30%. Evolution
and conservation and DNA structure subsets showed the lowest predictive accuracy,
with large variability in standard error values when compared to the other individual
subsets. For two subset combinations, tissue-specific CpGI was shown to have a good
predictive accuracy when combined with one of the other three individual subsets.
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Table 5.6 Results (% correct classification) for the analysis of Methylated and Differentially
methylated classes of chromosome 6.
combined feature-sets No of features acc(M) acc(DM) total acc st-error MCC
1 12 100.00 100.00 100.00 0.00 1.00
2 9 66.67 37.50 55.00 ±20.62 0.04
3 16 66.67 37.50 55.00 ±20.62 0.04
4 13 75.00 62.50 68.75 ±8.84 0.38
{
¯
1,2} 21 100.00 87.50 95.00 ±8.84 0.88
{
¯
1,3} 28 100.00 100.00 100.00 0.00 1.00
{
¯
1,4} 25 100.00 100.00 100.00 0.00 1.00
{
¯
2,3} 25 75.00 50.00 65.00 ±17.68 0.26
{
¯
2,4} 22 62.50 50.00 56.25 ±8.84 0.14
{
¯
3,4} 29 67.50 64.17 65.83 ±2.36 0.32
{
¯
1,2,3} 37 100.00 100.00 100.00 0.00 1.00
{
¯
1,2,4} 34 100.00 100.00 100.00 0.00 1.00
{
¯
1,3,4} 41 100.00 100.00 100.00 0.00 1.00
{
¯
2,3,4} 38 75.00 62.50 70.00 ±8.84 0.38
{
¯
1,2,3,4} 50 100.00 100.00 100.00 0.00 1.00
Abbreviations: acc(M) = average predictive accuracy for methylated class; acc(DM)
= average predictive accuracy for differentially-methylated class; total acc. = total
average predictive accuracy; st-error = standard error; MCC = Matthews Correla-
tion Coefficient.The bolded figures are those showed highest predictive accuracies and
correlation coefficients.
However, when subset (1) was excluded, the predictive accuracy decreased. Further-
more, three-feature subset combinations also showed an improved predictive accuracy
when compared to both the paired subset combination and the single subset analyses.
The predictive accuracies of the three-subset combinations (1,2 and 3; 1,2 and 4; and
1,3 and 4) was 84.09%, 78.02% and 80.83%, with mean standard errors of 18.92%,
2.50% and 2.89% respectively. In addition, the feature subsets (1,2 and 3) gave a
slightly higher predictive accuracy than that of the (1,3 and 4)subsets, despite show-
ing a much higher standard error. It may therefore be concluded that feature subset
(2) affects the overall predictive performance. Further details are shown in Table 5.7.
5.3.2 Data analysis for chromosome 20
5.3.2.1 Methaylated and unmethaylated chromosome 20
Chromosome 20 had the smallest sample set and the smallest sub-classes when com-
pared to the four studied chromosomes (samples). The results of the analyses are
reported in Table 5.8. For single subsets, i.e., (1) and (2), gave effective predictive
accuracies and class performance, whereas subsets (3) and (4) showed lower predictive
accuracies and no correlation between the two methylated and unmethylated classes.
For pairs of the subsets, subset (1) gave the best predictive accuracy when combined
with the other three individual subsets. The accuracies of these pairs (1,2 and 2,4)
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Table 5.7 Results (% correctly classified) for the analyses of methylated, unmethylated and
differentially-methylated classes (for the three class-prediction) of chromosome 6.
Combined feature-sets No of features acc(M) acc(Unm) acc(DM) total acc st-error
1 12 72.73 66.67 75.00 77.30 ±4.31
2 9 62.50 80.00 25.00 54.06 ±28.10
3 16 46.15 50.00 75.00 61.31 ±15.67
4 13 54.55 66.67 50.00 58.13 ±8.62
{
¯
1,2} 21 70.00 60.00 75.00 74.17 ±7.64
{
¯
1,3} 28 70.00 63.64 75.00 75.00 ±5.70
{
¯
1,4} 25 72.73 66.67 75.00 77.31 ±4.31
{
¯
2,3} 25 50.00 57.14 37.15 48.54 ±9.94
{
¯
2,4} 22 55.56 66.67 28.57 53.33 ±19.60
{
¯
3,4} 29 40.00 46.15 85.71 63.40 ±24.60
{
¯
1,2,3} 37 72.73 63.64 100.00 84.09 ±18.92
{
¯
1,2,4} 34 72.73 70.00 75.00 78.02 ±2.50
{
¯
1,3,4} 41 75.00 75.00 80.00 80.83 ±2.89
{
¯
2,3,4} 38 55.56 66.67 28.57 51.88 ±19.59
{
¯
1,2,3,4} 50 75.00 75.00 80.00 80.83 ±2.89
Abbreviation: acc(M) = average predictive accuracy for the methylated class; acc(uM)
= average predictive accuracy for the unmethylated class; acc(DM) = average predicve
accuracy for differentially-methylated class; total acc.= total average predictive accu-
racy; st-error = standard error. The figures in bold correspond to those showing the
highest predictive accuracies and correlation coefficients.
gave higher class performances and also had good predictive accuracies since no mis-
classification occurred. In contrast, subsets (2,3), (2,4) and (3,4) showed the worst
predictive accuracies, and negative correlations. Concordantly, the standard deviation
increased for these three subsets.
The three-subset combination (1,2,3) showed 100% sensitivity, whereas specificity
was reduced to 66.67% with a standard error of 23.17%, and a Matthews correlation
coefficient of 0.70. The subsets (1, 3, 4) gave an accuracy of 83.33%, and an MCC
value of 0.60, which is lower than the other combinations of three and two subsets.
Whilst the subset combination (2,3,4) showed less predictive accuracy than the other
three-subset combinations, it gave a 75% accuracy and a 0.50 value for the Mathews
correlation coefficient. All combined subsets showed 93.10% and 0.67 accuracy and
Mathews correlation coefficient values respectively.
5.3.2.2 Differentially-methylated versus unmethylated classes for chromo-
some 20
This part of the study examined individual subsets as well as all possible subset
combinations (the results are presented in Table 5.9). For single feature subsets, subset
(1) again had the highest predictive accuracy (88.50% compared to 71.43%, 68.57%
and 74.25% for the other three subsets). Single subsets showed higher sensitivity than
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Table 5.8 Results for the analyses of methylated and unmethylated classes for chromosome
20.
Combined feature-sets No of features acc(M) acc(uM) total acc st-error MCC
1 12 100.00 100.00 100.00 0.00 1.00
2 9 100.00 100.00 100.00 0.00 1.00
3 16 50.00 66.67 58.33 ±11.79 0.17
4 13 33.33 66.67 50.00 ±23.57 0.00
{
¯
1,2} 21 100.00 100.00 100.00 0.00 1.00
{
¯
1,3} 28 83.33 66.67 75.00 ±11.79 0.31
{
¯
1,4} 25 100.00 100.00 100.00 0.00 1.00
{
¯
2,3} 25 16.67 50.00 33.33 ±23.57 -0.35
{
¯
2,4} 22 33.33 66.67 50.00 ±23.57 -0.10
{
¯
3,4} 29 33.33 50.00 41.67 ±11.79 0.17
{
¯
1,2,3} 37 100.00 66.67 83.33 ±23.57 0.71
{
¯
1,2,4} 34 100.00 100.00 100.00 0.00 1.00
{
¯
1,3,4} 41 83.33 83.33 83.33 0.00 0.60
{
¯
2,3,4} 38 83.33 66.67 75.00 ±11.79 0.50
{
¯
1,2,3,4} 50 83.33 95.65 93.10 ±8.71 0.67
Abbreviations: acc(M) = average predictive accuracy for the methylated class;
acc(uM) = average predictive accuracy for the unmethylated class; total acc. = total
average predictive accuracy; st-error = standard error; MCC = Matthews Correlation
Coefficient.The figures in bold are those showing the highest predictive accuracies and
correlation coefficients.
specificity. For all the two-subset combinations, prediction accuracy was improved
over that noted with single feature subsets, although subsets (3,4) resulted in the
lowest predictive accuracy when compared to all other pairs. Its specificity was very
low (Table 5.9). The three-subset combinations had both a high predictive accuracy
and Matthews correlation coefficient, with the exception of subsets (2,3,4), which
showed a low-specificity and classification performance. It was also the least effective
when compared to the other three combinations of subsets. In addition, all subsets
showed good predictive accuracies with high sensitivity and classification performance.
5.3.2.3 Methylated and differentially methylated classes for chromosome
20
For single subset predictions, subset (1) had the highest predictive accuracy of 91.67%,
whilst the other three individual subsets had both lower accuracies and Matthews
correlation coefficients. The subsets (2,4) had the same sensitivity, whilst subset (3)
had a slightly higher sensitivity of 66.67%. For two-subset combinations, subset (1,4)
showed the highest predictive accuracy when compared to the three other three pair
sets, but only when subset (1) was present in the pairs. However, when subset (1)
was excluded, the combined remaining two showed both the lowest correlation and
accuracy values, as detailed in Table 5.10.
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Table 5.9 Results for the analysis of differentially-methylated and unmethylated classes of
chromosome 20.
Combined feature-sets No of features acc(DM) acc(uM) total acc st-error MCC
1 12 91.30 83.33 88.57 ±5.64 0.71
2 9 86.96 41.67 71.43 ±32.02 0.27
3 16 91.30 25.00 68.57 ±46.88 0.20
4 13 82.61 58.33 74.29 ±17.17 0.32
{
¯
1,2} 21 95.65 91.67 94.29 ±2.8 0.82
{
¯
1,3} 28 91.30 66.67 82.86 ±17.42 0.54
{
¯
1,4} 25 91.30 83.33 88.57 ±5.64 0.71
{
¯
2,3} 25 86.96 75.00 82.86 ±8.45 0.55
{
¯
2,4} 22 91.30 83.33 88.57 ±5.64 0.71
{
¯
3,4} 29 95.65 25.00 71.43 ±49.96 0.25
{
¯
1,2,3} 37 91.30 75.00 85.71 ±11.53 0.62
{
¯
1,2,4} 34 91.30 91.67 91.43 ±0.26 0.82
{
¯
1,3,4} 41 91.30 75.00 85.71 ±11.53 62.20
{
¯
2,3,4} 38 78.26 33.33 62.86 ±31.77 10.00
{
¯
1,2,3,4} 50 91.30 85.71 93.33 ±11.53 0.89
Abbreviations: acc(DM) = average predictive accuracy for the differentially-
methylated class; acc(uM) = average predictive accuracy for the unmethylated class;
total acc. = total average predictive accuracy; st-error = standard error; MCC =
Matthews Correlation Coefficient.The figures in bold are those showing the highest
predictive accuracies and correlation coefficients.
Three-feature subset combinations showed an overall good predictive accuracy,
apart from the (2,3,4) subset combination, for which the predictive accuracy and
Matthews correlation coefficient decreased since feature subset (1) was excluded from
the analysis. In general, the methylated and differentially-methylated classes showed a
lower predictive accuracy. This is the smallest sample that generally caused lower pre-
dictive power. The predictive accuracy of the three-subset combination was 72.27%,
83.33% and 72.22%; for (1,2) (1,3) and (1,4) respectively (All subsets had an accu-
racy of 72.22%). This is approximately the same as that found for the three subset
combinations, although all subsets had a lower Matthews correlation coefficient than
the three subset combinations.
5.3.2.4 Three class prediction of Chromosome 20
Three-class analysis for the tissue-specific CpGI subset demonstrated the highest ac-
curacy for single subset analysis, whereas the evolution and conservation subset, dinu-
cleotide distribution and DNA structure properties showed a lower predictive accuracy.
Their predictive accuracies were in the range of 40.28% to 76.90%. Furthermore, the
two and three-feature subset combinations showed a reliable predictive accuracy, par-
ticularly when tissue-specific CpGI was included in the analysis. In contrast, combined
subsets without the tissue-specific CpGI subset showed a decrease in predictive accu-
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Table 5.10 Results for the analyses of Methylated and Differentially-methylated classes of
chromosome 20.
Combined feature-sets No of features acc(M) acc(DM) total acc st-error MCC
1 12 100.00 83.33 91.67 ±11.79 0.79
2 9 66.67 16.67 41.67 ±35.36 -0.19
3 16 50.00 66.67 58.33 ±11.79 0.16
4 13 50.00 83.33 66.67 ±23.57 0.35
{
¯
1,2} 21 66.67 83.33 77.78 ±11.79 0.50
{
¯
1,3} 28 50.00 91.67 77.78 ±29.46 0.47
{
¯
1,4} 25 66.67 91.67 83.33 ±17.68 0.61
{
¯
2,3} 25 33.33 58.33 50.00 ±17.68 -0.81
{
¯
2,4} 22 66.67 33.33 50.00 ±23.57 0.00
{
¯
3,4} 29 16.67 75.00 55.56 ±41.25 -0.10
{
¯
1,2,3} 37 50.00 83.33 72.22 ±23.57 0.35
{
¯
1,2,4} 34 66.67 91.67 83.33 ±17.68 0.57
{
¯
1,3,4} 41 50.00 83.33 72.22 ±23.57 0.35
{
¯
2,3,4} 38 33.33 58.33 50.00 ±17.68 -0.81
{
¯
1,2,3,4} 50 83.33 50.00 72.22 ±23.57 0.32
Abbreviations: acc(M) = average predictive accuracy for the methylated class;
acc(DM) = average predictive accuracy for the differentially-methylated class; total
acc. = total average predictive accuracy; st-error = standard error; MCC = Matthews
Correlation Coefficient.The figures in bold correspond to those showing the highest
predictive accuracies and correlation coefficients.
racy, in addition to class performance. The tissue-specific CpGI subset (1) was found
to be the best predictor when compared to the other feature-subsets, as reported in
Table 5.11.
5.3.3 Data analysis for Chromosome 22
5.3.3.1 Methylated and unmethylated class prediction
Single subset analysis showed that the tissue-specific CpGI subset had the highest
predictive accuracy and Matthews correlation coefficient (MCC) of 98.48% and 0.96
respectively. The other three individual sub-sets (2,3,4) gave predictive accuracies of
75.75%, 65.91% and 54.55% respectively. These three subsets, however, had a lower
correlation coefficient when compared to that of subset (1), whereas subset(2) gave an
improved predictive accuracy when compared to other two individual subsets (3,4).
For the two-subset combination, the predictive accuracy improved overall from 64.02%
to 100%, and the correlation coefficient (MCC) also increased from 0.29 to 1.00 when
compared with the single subsets value, which increased from 9.11% to95.50%. How-
ever, most showed a lower class prediction and correlation coefficients (MCC), par-
ticularly when subset (1) was excluded. The three-subset combinations also showed
reliable predictive accuracies as well as good correlation coefficients (MCC), although
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Table 5.11 Results for the analyses of methylated, unmethylated and differentially-
methylated classes (for the three class-prediction) of chromosome 20.
Combined feature-sets No of features acc(M) acc(Unm) acc(DM) total acc st-error
1 12 60.00 87.50 66.67 76.19 ±14.35
2 9 25.00 60.00 87.50 61.36 ±31.42
3 16 40.00 75.00 25.00 40.28 ±25.65
4 13 50.00 87.50 63.64 66.67 ±18.98
{
¯
1,2} 21 80.00 85.72 83.33 82.58 ±2.87
{
¯
1,3} 28 80.00 87.50 83.33 83.22 ±3.76
{
¯
1,4} 25 80.00 87.50 85.71 83.97 ±3.92
{
¯
2,3} 25 33.33 63.64 87.50 63.94 ±27.15
{
¯
2,4} 22 25.00 55.56 87.50 59.44 ±31.25
{
¯
3,4} 29 55.00 55.56 87.50 64.43 ±26.35
{
¯
1,2,3} 37 66.67 83.33 85.71 79.17 ±10.17
{
¯
1,2,4} 34 66.67 71.43 100.00 84.61 ±18.00
{
¯
1,3,4} 41 80.00 85.71 87.50 87.50 ±3.92
{
¯
2,3,4} 38 50.00 70.00 80.00 70.00 ±15.81
{
¯
1,2,3,4} 50 66.67 83.33 85.71 79.17 ±10.38
Abbreviations: acc(M) = average predictive accuracy for methylated class; acc(uM)
= average predictive accuracy for unmethylated class; acc(DM) = average predicve
accuracy for differentially-methylated class; total acc. = total average predictive ac-
curacy; st-error = standard error.The figures in bold are those showing the highest
predictive accuracies and correlation coefficients.
these were slightly lower than that attained with the two-subset combination. Further-
more, combinations of all sub-sets gave approximately the same predictive accuracy
as the three subsets. Further details are shown in Table 5.12.
5.3.3.2 Differentially-methylated and unmethylated classes for chromo-
some 22
Single subset prediction showed that subset (1) dominated the classification potential
when compared to the other three single subsets (2,3,4), which gave an accuracy of 75%
and a correlation (MCC) of 0.51. These three subsets (2,3,4) gave accuracies of 68.75%,
43.75% and 47.92% respectively. The subset (3,4) had a negative correlation (MCC),
whereas subset(2) showed a weak correlation between the differentially-methylated and
unmethylated groups. Two subset combinations (1,2; 1,4; 1,3) gave high Matthews
correlation coefficient (MCC) values of 0.88, 0.80 and 0.76 respectively. In addition,
the subsets (2,3; 2,4 and 3,4) showed reduced accuracies of 67.73%, 68.72% and 64.02%
respectively. There was also a reduction of the Matthews correlation coefficient when
the tissue-specific CpGI subset was excluded from the analysis. Further details are
shown in Table 5.13.
Of the three subset combinations, subset (1,2,4) had the best class predictions
between methylated and differentially-methylated ones, followed by subsets (1,3,4)
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Table 5.12 Results for the analyses of methylated and unmethylated classes of chromosome
22.
combined feature-sets No of features acc(M) acc(uM) total-acc st-error MCC
1 12 100.00 96.97 98.48 ±2.14 0.96
2 9 78.79 72.73 75.76 ±4.29 0.52
3 16 50.00 81.82 65.91 ±22.50 0.33
4 13 51.52 57.58 54.55 ±4.29 0.09
{
¯
1,2} 21 100.00 100.00 100.00 0.00 1.00
{
¯
1,3} 28 100.00 100.00 100.00 0.00 1.00
{
¯
1,4} 25 100.00 100.00 100.00 0.00 1.00
{
¯
2,3} 25 78.79 89.39 84.09 ±7.50 0.69
{
¯
2,4} 22 65.42 75.42 70.42 ±7.66 0.41
{
¯
3,4} 29 68.94 59.09 64.02 ±6.96 0.30
{
¯
1,2,3} 37 100.00 99.32 99.66 ±0.48 0.99
{
¯
1,2,4} 34 100.00 98.94 99.47 ±0.75 0.98
{
¯
1,3,4} 41 100.00 99.85 99.92 ±0.107 0.99
{
¯
2,3,4} 38 67.27 79.47 73.37 ±8.62 0.46
{
¯
1,2,3,4} 50 99.09 100.00 99.55 ±0.64 0.99
Abbreviations: acc(M) = average predictive accuracy for the methylated class;
acc(uM) = average predictive accuracy for the unmethylated class; total acc. = total
average predictive accuracy; st-error = standard error; MCC = Matthews Correlation
Coefficient.The figures in bold are those showing the highest predictive accuracies and
correlation coefficients.
and (1,2,3). The accuracies of these three-subset combinations were 94.64%, 93.67%
and 67.87% respectively. It should also be noted that the three subset combinations
gave an improved predictive accuracy than the two-subset combination. The pairs of
subsets (2,3) also showed a lower predictive accuracy than the combination of three
subsets (2,3,4). Furthermore, all subset analyses showed the highest total predictive
accuracy, in addition to class performance ability.
5.3.3.3 Methylated and differentially-methylated for chromosome 22
For tissue-specific CpGIs, subset (1) showed the highest predictive accuracy and class
performance when compared to the other individual subsets, followed by subset (3).
The accuracies of these subsets are 93.75% and 75%, with Matthews correlation co-
efficients of 0.88 and 0.50 respectively. The other two individual subsets (2,4) showed
lower predictive accuracies and weak Matthews correlation coefficients. The subsets
(3,4) had the lowest accuracy and the lowest class correlation coefficients when com-
pared to combined pairs, as shown in Table 5.14.
Whilst the three-subset combination revealed an improved overall accuracy than
the two-subset combination, a combination of both combinations showed approxi-
mately the same Matthews correlation coefficient, whereas the combination of subsets
(2,3 and 4) revealed a marked improvement in both accuracy and Matthews correla-
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Table 5.13 Results for the analyses of differentially-methylated and unmethylated classes of
chromosome 22.
Combined feature-sets No of features acc(DM) acc(uM) total accuracy st-error MCC
1 12 83.33 66.67 75.00 ±11.79 0.51
2 9 66.67 70.83 68.75 ±2.95 0.38
3 16 45.83 41.67 43.75 ±2.95 -0.13
4 13 45.83 50.00 47.92 ±2.95 -0.042
{
¯
1,2} 21 90.00 98.73 94.37 ±6.17 0.88
{
¯
1,3} 28 79.38 99.48 89.43 ±14.22 0.80
{
¯
1,4} 25 83.96 99.10 91.53 ±10.71 0.80
{
¯
2,3} 25 49.79 85.67 67.73 ±25.37 0.35
{
¯
2,4} 22 50.21 87.24 68.72 ±26.18 0.40
{
¯
3,4} 29 68.94 59.09 64.02 ±6.96 0.30
{
¯
1,2,3} 37 50.21 85.52 67.87 ±24.97 0.31
{
¯
1,2,4} 34 90.63 198.66 94.64 ±5.68 0.88
{
¯
1,3,4} 41 87.71 99.63 93.67 ±8.43 0.84
{
¯
2,3,4} 38 53.54 85.75 69.64 ±22.77 0.39
{
¯
1,2,3,4} 50 99.09 100.00 99.55 ±0.64 0.96
Abbreviation: acc(DM) = average predictive accuracy for differentially-methylated
class; acc(uM) = average predictive accuracy for unmethylated class; total acc. = total
average predictive accuracy; st-error = standard error; MCC = Matthews Correlation
Coefficient.The figures in bold correspond to those showing the highest predictive
accuracies and correlation coefficients.
tion coefficient value. In addition, all subset combinations gave a reliable predictive
accuracy and class performance.
5.3.3.4 Three-class predictions of Chromosome 22
The three-class problem (one class compared to all the other classes, specifically
methylated versus unmethylated and differentially-methylated groups) was examined
(results are presented in Table 5.15). Tissue-specific CpGI was the best predictor
subset when compared to the three other individual feature subsets. The accura-
cies of the four individual subsets were 85.55%, 53.70, 54.05 and 54.77%, and their
mean standard errors were 8.65%, 5.18%, 10.38% and 3.47% for tissue-specific CpGI,
evolution and conservation, dinucleotide distribution and DNA structural properties,
respectively. Combination of two to three subsets showed the highest sensitivity when
the tissue-specific CpGI subset was included in the analysis, while in its absence the
sensitivity was reduced. Moreover, all subset combinations demonstrated effective
predictive accuracy, although this was somewhat lower than that of the two-feature
subset combination.
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Table 5.14 Results for the analyses of methylated and differentially-methylated classes of
chromosome 22.
Combined feature-sets No of features acc(M) acc(DM) total accuracy st-error MCC
1 12 100.00 87.50 93.75 ±8.84 0.88
2 9 58.33 41.67 50.00 ±11.79 0.050
3 16 75.00 75.00 75.00 0.00 0.50
4 13 66.67 54.17 60.42 ±8.84 0.21
{
¯
1,2} 21 90.21 100.00 95.10 ±6.92 0.92
{
¯
1,3} 28 100.00 79.17 89.58 ±14.73 0.81
{
¯
1,4} 25 95.83 83.33 89.58 ±8.84 0.80
{
¯
2,3} 25 71.88 88.66 80.27 ±12.00 0.59
{
¯
2,4} 22 62.92 91.64 77.28 ±20.31 0.57
{
¯
3,4} 29 68.94 59.09 64.02 ±6.96 0.29
{
¯
1,2,3} 37 78.96 98.88 88.92 ±14.09 0.77
{
¯
1,2,4} 34 100.00 91.67 95.83 ±5.89 0.92
{
¯
1,3,4} 41 100.00 83.33 91.67 ±11.79 0.85
{
¯
2,3,4} 38 71.67 90.15 80.91 ±13.07 0.64
{
¯
1,2,3,4} 50 99.09 100.00 99.55 ±0.64 0.96
Abbreviations: acc(M) = average predictive accuracy for the methylated class;
acc(DM) = average predictive accuracy for the differentilally-methylated class; total
acc.= total average predictive accuracy; st-error = standard error; MCC = Matthews
Correlation Coefficient.The figures in bold are those showing the highest predictive
accuracies and correlation coefficients.
5.3.4 Data analysis for Chromosome 21
5.3.4.1 Methylated versus unmethylated classes for chromosome 21
Table 5.16 represents the simulation results of individual feature-subsets by comparing
the two predictive models: Modified Leave-One-Out cross validation and traditional
leave-one-out cross validation. This shows that the MLOOCV approach has more
effective predictive performance when compared to that of the LOOCV technique,
particularly for the methylated (minority) class. For example, the single feature-set
DNA structure shows inconsistent class performance (imbalanced features), where the
methylated, unmethylated and total predictive accuracies were 27.59%, 83.50% and
71.21% respectively, compared to balanced model results of 55.17%, 52.41.50% and
53.28% . Exon and gene distribution (balanced features) gave the best predictive
class performance when compared to both balanced and imbalanced single feature-
sets. DNA sequence properties and distribution for both (balanced and imbalanced
featuresets) showed the lowest class performance when compared to that achieved
with six featuresets. This could be attributable to the imbalance between the sample
size and their large attributes, which may contain some noisy features. However, the
other five feature sets showed very similar performances.
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Table 5.15 Results for the analyses methylated, unmethylated and differentially-methylated
classes (for the three class-prediction) of chromosome 22.
Combined feature-sets No of features acc(M) acc(unm) acc(DM) total accuracy st-error
1 12 90.00 85.71 73.33 85.55 ±8.65
2 9 50.00 60.00 52.63 53.70 ±5.18
3 16 47.81 50.00 66.67 54.05 ±10.38
4 13 53.33 58.33 60.00 54.77 ±3.47
{
¯
1,2} 21 89.47 84.61 68.62 82.64 ±10.84
{
¯
1,3} 28 90.00 86.67 71.43 84.29 ±9.90
{
¯
1,4} 25 89.47 85.71 66.67 82.51 ±12.23
{
¯
2,3} 25 50.00 60.00 50.00 51.47 ±5.77
{
¯
2,4} 22 50.00 56.52 55.56 52.14 ±3.52
{
¯
3,4} 29 53.03 55.56 54.29 54.05 ±3.45
{
¯
1,2,3} 37 90.00 85.71 73.33 84.40 ±8.65
{
¯
1,2,4} 34 88.89 85.71 64.71 82.32 ±13.14
{
¯
1,3,4} 41 90.48 87.50 80.00 87.65 ±5.40
{
¯
2,3,4} 38 60.00 64.70 55.00 59.82 ±4.85
{
¯
1,2,3,4} 50 90.47 85.71 78.57 85.95 ±5.99
Abbreviations: acc(M) = average predictive accuracy for the methylated class;
acc(uM) = average predictive accuracy for the unmethylated class; acc(DM) = aver-
age predictive accuracy for differentially-methylated class; total acc. = total average
predictive accuracy; st-error = standard error. The bolded figures are those showed
highest predictive accuracies and correlation coefficients.
Table 5.16 Percentage of predicted accuracy of individual featuresets, and comparison of the
balanced and imbalance feature sub-sets[5].
feature-sets predictive accuracy(M predictive accuracy(unM) total predictive accuracy
MLOOCV LOOCV MLOOCV LOOCV MLOOCV LOOCV
f1 67.07 24.14 76.53 73.79 71.72 62.88
f2 52.07 24.14 55.52 77.67 55.34 65.91
f3 46.90 20.69 64.83 75.73 55.73 63.64
f4 55.17 27.59 52.41 83.50 53.28 71.21
f5 54.48 20.69 71.72 80.58 63.14 67.42
f6 47.64 20.69 64.14 80.58 56.55 67.42
f7 44.14 20.69 92.76 97.09 66.21 80.30
Furthermore, the remaider of the analysis used modified leave-one-out cross val-
idation. These results are reported in Table 5.17. Single-subset analysis, sequence
patterns and exon and gene distribution showed the highest predictive accuracy, fol-
lowed by single nucleotide polymorphism. Subsets (2,3 and 4) showed a negative
correlation, but also gave a lower predictive accuracy. In addition, evolution and
conservation attributes showed a total accuracy of 53.45%, with a weak correlation
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coefficient.
For the two subset combinations, the total predictive accuracy was increased when
at least two subsets were combined, which showed an improved predictive accuracy and
class performance for both sequence pattern and exon and gene distribution subsets.
Their accuracy and Matthews correlation coefficient values were 77.59% and 0.55
respectively, and the mean standard deviation was 2.44%. The next highest predictive
accuracy is CpG island distribution and exon and gene distribution, which had an
accuracy of 71.21% and a correlation coefficient (MCC) of 0.42. As shown in Table
5.18, exon and gene distribution was the most important subset.
For the three-subset combinations, subsets (1,3,6) gave the highest predictive ac-
curacy and MCC values (79.31% and 0.59 respectively). For the three-subset com-
bination, the evolution and conservation subset is dominant, and present for all four
selected subsets. In addition, the three-subset combinations gave a slightly higher
predictive accuracy when compared to that attained with two-subset combination.
For the four-subset combinations, the method in this study only selected a single
combination-subset (1,2,3,5) from all possible combinations of four subsets, which
gives an accuracy of 70.69% and correlation coefficient of 0.41. For five-subset com-
binations, subsets (2,3,4,5,7) had the highest predictive accuracy (79.31%) and a cor-
relation coefficient of 0.59, followed by feature subset (1,2,5,6,7), which gave a total
accuracy of 77.56% and a Matthews correlation coefficient of 0.60. Subsets 2 and 5
were the best predictors in the five subset combinations.
For the six-subset combination, subsets (1,2,3,4,5, and 7) gave the highest predic-
tive accuracy, as well as class performance; this was followed by subsets (2,3,4,5,6 and
7). The total accuracies of these subsets were 79.31% and 75.86%, and their correla-
tion coefficients were 0.59 and 0.52 respectively. The best subsets that appeared in
all selected subset results were subsets (2,3,6 and 7). All-subset combinations showed
slightly more effective predictive accuracy than the single-subset prediction, despite
the standard deviation of all subsets being much lower than that of the single subset
prediction. For the latter, subset (1) gave 100% of total predictive accuracy, whereas
the other individual subsets showed lower predictive accuracies and a weak correla-
tion. For example, subsets (4 and 7) showed a very weak negative correlation, whilst
exon and gene distribution were no better than random guessing. For the two-subset
combination, subsets (1,2; 1,4 and 1,7) gave 100% total predictive accuracy, and a
class performance without any misclassification, whereas subsets (1,3) gave a total ac-
curacy of 70.67% and a correlation coefficient of 0.42. When subset (1) was excluded
from the pairs, the total accuracies decreased, and the class performance was also very
low (data not shown).
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Table 5.17 Results for the analyses of methylated and unmethylated classes of chromosome
21.
Combined feature-sets No of features acc(M) acc(unM) total acc st.error MCC
1 2870 51.72 93.10 72.41 ±29.26 0.49
2 112 53.33 46.67 50.00 ±4.71 -0.03
3 91 26.67 46.67 36.67 ±14.14 -0.21
4 196 55.17 34.48 44.83 ±14.63 -0.11
5 364 65.52 82.76 74.14 ±12.19 0.49
6 70 55.17 51.72 53.45 ±2.44 0.07
7 56 51.72 79.31034 65.52 ±19.51 0.32
{
¯
1,5} 3234 79.31 75.86 77.59 ±2.44 0.55
{
¯
3,5} 455 68.97 73.45 71.21 ±9.02 0.42
{
¯
5,6} 434 67.93 72.41 70.17 ±6.58 0.41
{
¯
5,7} 420 67.59 73.10 70.34 ±9.75 0.41
{
¯
1,3,6} 3031 82.76 75.86 79.31 ±4.88 0.59
{
¯
3,6,7} 217 67.93 72.41 70.17 ±6.58 0.41
{
¯
4,5,6} 630 71.38 73.45 72.41 ±5.85 0.47
{
¯
5,6,7} 490 67.93 72.41 70.17 ±6.58 0.41
{
¯
1,2,3,5} 3437 67.93 73.45 70.69 ±8.29 0.41
{
¯
1,2,3,5,6} 3507 64.48 74.12 69.31 ±8.29 0.39
{
¯
1,2,3,4,5} 3633 67.93 73.45 70.69 ±8.29 0.41
{
¯
2,3,4,5,7} 819 82.76 75.86 79.31 ±4.88 0.59
{
¯
1,2,5,6,7} 3472 72.41 82.76 77.56 ±7.31 0.59
{
¯
1,2,3,4,5,7} 3703 82.76 75.86 79.31 ±4.88 0.59
{
¯
1,2,3,4,5,7} 3689 67.93 73.45 70.69 ±8.29 0.41
{
¯
1,2,3,5,6,7} 3563 68.28 73.45 70.86 ±8.05 0.41
{
¯
2,3,4,5,6,7} 889 72.41 79.31 75.86 ±4.88 0.52
{
¯
1,.....,7} 3759 72.41 79.31 75.86 ±4.88 0.52
Abbreviations: acc(M) = average predictive accuracy for the methylated class;
acc(uM) = average predictive accuracy for the unmethylated class; total acc. = total
average predictive accuracy; st-error = standard error; MCC = Matthews Correla-
tion Coefficient.The bolded figures are those showed highest predictive accuracies and
correlation coefficients.
100
5. Analysis and prediction of DNA methylation sequence driven features
Table 5.18 Results for the analyses of differentially-methylated and unmethylated classes of
chromosome 21.
Combined feature-sets No of features acc(DM) acc(unM)total accu. st.error MCC
1 2870 100.00 100.00 100.00 0.00 1.00
2 112 53.33 60.00 56.67 ±4.71 0.13
3 91 73.33 46.67 60.00 ±18.86 0.21
4 196 40.00 80.00 60.00 ±28.28 -0.22
5 364 60.00 40.00 50.00 ±14.14 0.00
6 70 53.33 73.33 63.33 ±14.14 0.27
7 56 46.67 46.67 46.67 0.00 -0.03
{
¯
1,2} 2982 100.00 100.00 100.00 0.00 1.00
{
¯
1,3} 2961 68.67 72.67 70.67 ±6.60 0.42
{
¯
1,4} 3066 100.00 100.00 100.00 0.00 1.00
{
¯
1,7} 2926 100.00 100.00 100.00 0.00 1.00
{
¯
1,2,4} 3178 100.00 100.00 100.00 0.00 1.00
{
¯
1,2,5} 3346 61.33 71.33 66.33 ±8.96 0.35
{
¯
1,2,7} 3038 100.00 100.00 100.00 0.00 1.00
{
¯
1,3,4} 3157 68.67 72.67 70.67 ±6.60 0.42
{
¯
1,2,6} 3052 100.00 100.00 100.00 0.00 1.00
{
¯
1,2,4,5} 3542 57.33 68.67 63.00 ±9.90 0.25
{
¯
1,3,4,6} 3227 66.67 73.33 70.00 ±4.71 0.40
{
¯
1,3,5,7} 3381 54.67 70.00 62.33 ±11.79 0.25
{
¯
1,3,6,7} 3087 66.67 73.33 70.00 ±4.71 0.40
{
¯
1,2,3,4,5} 3633 56.00 69.33 62.67 ±10.37 0.24
{
¯
1,3,4,5,6} 3591 66.67 73.33 70.00 ±4.71 0.40
{
¯
1,2,3,4,5,6} 3703 51.33 68.00 59.67 ±14.61 0.20
{
¯
1,2,3,4,5,7} 3689 66.67 73.33 70.00 ±4.71 0.40
{
¯
1,.....,7} 3759 46.67 60.00 53.33 ±9.43 0.07
Abreviations: acc(DM) = average predictive accuracy for the differentially-methylated
class; acc(uM) = average predictive accuracy for the unmethylated class; total acc. =
total average predictive accuracy; st-error = standard error; MCC = Matthews Cor-
relation Coefficient.The bolded figures are those showed highest predictive accuracies
and correlation coefficients.
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5.3.4.2 Differentially methylated and unmethylated 21
The three-subset combination of subset (1,2,4; 1,2,7 and 1,2,6) gave 100% total ac-
curacy in addition to class performance, whilst subsets (1,2,5 and 1,3,4) had lower
predictive accuracies than the other three subsets. Subsets 1 and 2 were the best
predictors in the combinations. In addition, subset (1) was present in all selected
results of the three-subset combinations, while subset (2) contained only four of the
selected subset results. For the four-subset combination, the overall accuracies and
class performance were reduced. This also showed low sensitivity when compared
with that of the three subset-combination (as detailed in Table 5.18). Although the
total accuracy was lower than that for the three-subset combination, subset(1) was the
best predictor since it appeared in all four selected combined subsets. The five- and
six-subset combinations showed approximately the same total accuracies as the three
subsets, whilst their class performance was slightly reduced when compared with that
of the three-subset combinations. Furthermore, all subsets showed a further decrease
in accuracy and correlation, particularly when subset (1) was removed from these
combinations.
5.3.4.3 Methylated and differentially-methylated results for chromosomes
21
For single-subset prediction (for this approach must be noted that each subset contains
two subclasses), subset (1) revealed the highest predictive accuracy and the highest
classification performance with a total accuracy of 96.67%. Its correlation coefficient
(MCC) value was 0.94, whereas the other individual subsets (2,3,4,5,6 and 7) showed
only a weak correlation.
For the two-subset combination, subsets (1,2), (1,4) and (1,7) gave a total accu-
racy of 96.67%. However, when subset (1) was excluded from the analysis, the total
accuracy was considerably reduced (further details are shown in Table 5.19). The best
predictor of the paired subsets is DNA sequence patterns for subset (1). For the three-
subset combinations, the total accuracies were reduced overall, with the exception of
subsets (1,2,4), which did not change when compared with that of the two-subset
combination.
For the four-subset combination, subsets (1,2,4,7) showed a total accuracy of
96.67%, which is the same as the single subset (1) result. Furthermore, the total
accuracy of the other four-subset combinations was further reduced when compared
to the two- and three-subset combinations. In addition, five- and six-subset combina-
tions also showed a further decrease in accuracy, as well as a weak positive correlation.
All subsets showed a reduced accuracy.
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Table 5.19 Results for the analyses of methylated and differentially-methylated classes of
chromosome 21.
Combined feature-sets No of features acc(M) acc(DM) total acc st.error MCC
1 2870 93.33 100.00 96.67 ±4.71 0.94
2 112 46.67 46.67 46.67 0.00 -0.07
3 91 53.33 46.67 50.00 ±4.71 0.00
4 196 26.67 80.00 53.33 ±37.71 0.08
5 364 60.00 60.00 60.00 0.00 0.20
6 70 33.33 46.67 40.00 ±9.43 -0.27
7 56 26.67 46.67 36.67 ±14.14 -0.25
{
¯
1,2} 2982 93.33 100.00 96.67 ±4.71 0.93
{
¯
1,4} 3066 93.33 100.00 96.67 ±4.71 0.94
{
¯
1,7} 2926 93.33 100.00 96.67 ±4.71 0.94
{
¯
2,5} 476 46.67 73.33 60.00 ±18.86 0.21
{
¯
1,2,4} 3178 93.33 100.00 96.67 ±4.71 0.94
{
¯
1,5,7} 3290 53.33 66.67 60.00 ±9.43 0.20
{
¯
2,3,4} 399 53.33 46.67 50.00 ±4.71 0.00
{
¯
2,5,7} 532 46.67 66.67 56.67 ±14.14 0.06
{
¯
5,6,7} 490 53.33 66.67 60.00 ±9.43 0.20
{
¯
1,2,3,4} 3269 53.33 46.67 50.00 ±4.71 0.00
{
¯
1,2,4,6} 3248 33.33 60.00 46.67 ±18.86 -0.04
{
¯
1,2,4,7} 3234 93.33 100.00 96.67 ±4.71 0.94
{
¯
1,2,3,4,5} 3633 60.00 60.00 60.00 0.00 0.20
{
¯
1,2,3,4,7} 3325 53.33 46.67 50.00 ±4.71 0.00
{
¯
1,4,5,6,7} 3556 53.33 66.67 60.00 ±9.43 0.20
{
¯
1,2,3,4,5,6} 3703 53.33 60.00 56.67 ±4.71 0.13
{
¯
1,2,3,4,5,7} 3689 60.00 60.00 60.00 0.00 0.20
{
¯
1,.....,7} 53.33 55.17 3759 54.54 ±1.30 0.08
Abbreviation: acc(M) = average predictive accuracy for methylated class; acc(DM)
= average predictive accuracy for differentially-methylated class; total acc. = total
average predictive accuracy; st-error = standard error; MCC = Matthews Correla-
tion Coefficient.The bolded figures are those showed highest predictive accuracies and
correlation coefficients.
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Table 5.20 Results for the analyses of methylated, unmethylated and differentially-
methylated classes (for the three class-prediction) of chromosome 21.
Combined feature-sets No of features acc(M) acc(DM) acc(Unm) total
acc
st.error
1 2870 84.61 88.88 72.72 82.08 ±2.35
2 112 61.54 50.00 77.78 63.10 ±13.98
3 91 66.67 85.71 11.11 54.50 ±38.76
4 196 71.43 66.67 75.00 71.03 ±4.18
5 364 100.00 95.00 95.00 96.67 ±2.85
6 70 80.00 88.88 60.00 72.92 ±14.80
7 56 81.82 72.73 62.50 71.97 ±9.67
{
¯
1,2} 2982 84.62 81.82 77.78 76.28 ±4.71
{
¯
1,3} 2961 83.33 75.00 77.78 75.00 ±4.24
{
¯
1,4} 3066 83.33 81.82 70.00 74.00 ±7.30
{
¯
1,5} 3234 83.33 81.82 70.00 74.00 ±7.30
{
¯
1,7} 2926 76.92 81.82 70.00 72.28 ±5.93
{
¯
2,5} 476 63.63 50.00 70.00 63.57 ±10.21
{
¯
5,6} 434 100 90.00 100.00 94.23 ±5.78
{
¯
5,7} 420 100.00 90.00 100.00 94.23 ±5.78
{
¯
1,2,4} 3178 83.33 80.00 72.73 74.24 ±5.43
{
¯
1,2,5} 3346 83.33 80.00 70.00 73.60 ±6.94
{
¯
1,2,6} 3052 84.61 88.89 62.50 75.18 ±14.16
{
¯
1,2,7} 3038 84.61 90.00 70.00 76.81 ±10.35
{
¯
1,3,4} 3157 84.61 81.82 77.78 76.28 ±3.49
{
¯
1,3,6} 3031 83.33 81.82 70.00 74.00 ±6.94
{
¯
1,5,7} 3290 85.71 90.00 77.78 78.94 ±6.20
{
¯
2,3,4} 399 70.00 54.56 66.67 63.45 ±8.13
{
¯
2,5,7} 532 72.73 62.50 55.56 63.16 ±8.64
{
¯
5,6,7} 490 100.00 90.00 95.00 94.44 ±2.56
{
¯
1,2,3,4} 3269 85.71 81.82 87.50 80.00 ±2.91
{
¯
1,2,4,6} 3248 83.33 75.00 77.78 75.00 ±4.25
{
¯
1,2,4,7} 3234 84.61 80.00 77.78 77.30 ±3.49
{
¯
1,2,3,4,5} 3633 83.33 81.82 72.73 75.92 ±5.74
{
¯
1,2,3,5,6} 3507 84.62 81.82 80.00 76.85 ±2.45
{
¯
1,4,5,6,7} 3556 83.33 78.57 71.43 74.48 ±5.99
{
¯
1,2,3,4,5,6} 3703 84.62 83.33 80.00 80.00 ±2.38
{
¯
1,2,3,4,5,7} 3689 84.62 81.82 80.00 78.21 ±2.32
{
¯
1,.....,7} 3759 80.00 80.00 58.33 68.85 ±12.50
Abbreviations: acc(M) =average predictive accuracy for methylated class; acc(DM)
= average predictive accuracy for differentially-methylated class;acc(uM) = average
predictive accuracy for unmethylated class; total acc. = total average predictive accu-
racy; st-error = standard error.The bolded figures are those showed highest predictive
accuracies and correlation coefficient.
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5.3.4.4 Three class prediction of Chromosome 21
For single-subset analysis, exon and gene distribution, evolution and conservation
and sequence distribution showed the highest predictive accuracies of 96.63%, 82.08%
and 72.92%, with standard errors of 2.85%, 2.35% and 14.80% respectively. DNA
structure and properties gave the lowest predictive accuracy, whilst exon and gene
distribution subset was the most effective predictor for both single and paired subset
analysis. Moreover, for the three, four, five and six-subset combinations, sequence
distribution was the best subset, and was present in almost all the selected combined
subsets despite showing a decrease in predictive accuracy when compared to that of
other subset combinations, as detailed in Table 5.20.
5.3.4.5 Methylation sub-classes prediction for Chromosome 21
A total of 44 features were extracted from chromosome 21, which were further grouped
into four subsets, as detailed in Table 5.2. A total of 440 analyses were performed,
and the predictive accuracies obtained through these analyses are summarised and
presented in Table 5.21. Single featuresets, dinucleotide distribution (f3) and evolu-
tionary and conservation subset (f2) showed the highest class performance, in addition
to predictive class accuracy, with a total accuracy of 77.41% and 70.34%, and stan-
dard errors of 6.10 and 3.41 respectively. Evolution and conservation (f2) gave effective
predictive class performance, which confirms the results for chromosomes 6 and 22 de-
scribed above. However, the two other features (f1 and f4) showed fluctuations in
class performance; these may represent ‘noisy’ features.
The association between at least two combined feature subsets was then inves-
tigated. This shows that the accuracy steadily increased, whilst the class perfor-
mance remained approximately equivalent to the single subset. The best class per-
formance yield when tissue-specific features (f1) and dinucleotide distribution (f3)
were combined was f1 combined with f2. The total predictive accuracies of both
classes (methylated and unmethylated) were 69.66% and 80% respectively. Feature-
sets/values showed in bold are those with the highest class performance in Table
5.21. Combining paired featuresets (f2,f3; f2,4; or f3,f4) shows overall higher predic-
tive accuracies despite a decrease in predictive performance. The three featuresets
combinations (tissue-specific feature (f1), Evolution and conservation (f2) and dinu-
cleotide distribution (f3)) achieved the highest accuracy, in addition to an effective
class performance when compared to those of any of the other three combinations.
Furthermore, combining f4 with other two feature subsets resulted a lower class predic-
tive performance, although the total accuracy did not change substantially. This may
have been caused by some of the physiological and chemical properties not comple-
menting other feature subsets. In general, combinations of four feature subsets slightly
reduced class performance, whereas three feature subset combinations showed consis-
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Table 5.21 Highest mean predictive accuracies (%) and standard error for combinations and
individual of the feature sub-sets arsing from the M-LOO-based analysis of chromosome 21[6].






single feature f1 65.52 79.31 72.41 9.75
f2∗ 58.62 68.97 63.79 7.31
f3 68.97 79.31 74.14 7.31
f4 51.72 62.07 56.90 7.31
2 features {
¯
f1,f2} 72.41 75.86 74.14 2.44
{
¯
f1,f3}∗ 65.52 79.31 72.41 9.75
{
¯
f1,f4} 51.72 62.07 56.90 7.32
{
¯
f2,f3} 51.72 68.97 60.35 12.19
{
¯
f2,f4} 51.72 62.07 56.90 7.31
{
¯
f3,f4} 66.20 86.55 76.38 14.39
3 features {
¯
f1,f2,f3}∗ 72.41 75.86 74.14 2.44
{
¯
f1,f2,f4} 55.17 62.07 58.62 4.88
{
¯
f1,f3,f4} 51.72 62.07 56.90 7.31
{
¯
f2,f3,f4} 51.72 62.07 56.90 7.32
4 features {
¯
f1,f2,f3,f4} 67.59 88.97 78.28 15.12
* bolded feature sub-sets/values shown are those which exhibit the highest class per-
formance.
tent class performance, particularly when feature subset (f4) was excluded. However,
any combination that excluded the tissue-specific feature (f1) exhibited the lowest
class performance.
5.3.5 overall summary of four chromosome analysis/discussion
For single feature-sets, throughout the analysis of the three chromosomes (6, 20 and
22), tissue-specific CpGI methylation showed the highest total predictive accuracy
when compared to that of the other three individual feature subsets, followed by
dinucleotide distribution and DNA structure. These showed approximately the same
predictive accuracies, whilst the evolution and conservation subset had the lowest class
performance level, as well as predictive class accuracy throughout these three chro-
mosomes. A combination of two or more feature subsets revealed how the predictive
accuracy changed, specifically which subsets had the highest accuracy and class per-
formance throughout the four chromosomes. The results showed that tissue-specific
CpGI had the highest predictive accuracy when combined with either evolutionary and
conservation, or dinucleotide distribution and DNA structure throughout the analysis.
This confirmed the recent finding that tissue specificity is the most influential factor
for DNA methylation status [193].
Chromosome 21 showed a lower accuracy when compared to the three other
chromosomes. This study investigated whether it is possible to predict the three
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datasets and the combinations of methylated versus unmethylated, methylated versus
differentially-methylated, and methylated versus differentially-methylated. The anal-
ysis showed that predictive accuracy was reduced when differentially-methylated and
unmethylated classes were combined for all chromosomes. It also showed a reduced
class performance and some fluctuations that may have caused the 20-fold cycle, in
which some samples have a reduced accuracy. For small samples, these ‘noisy’ samples
may have reduced the accuracy, since the mean average of those of 20-fold predictive
models was employed. However, the differentially methylated and methylated showed
consistent results for all chromosomes. In terms of combinations of three subsets, the
tissue-specific CpGI feature one was also the most predictive subset when combined
with the other three feature ones. This also showed a reduction in total accuracy,
with a small increase in standard error value. In contrast, when the tissue-specific
CpGI subset was excluded from the analysis, almost all combinations had reduced
accuracies as well as lower sensitivities or a positive predictive rate. Differentially-
methylated and unmethylated combinations were found to have lower predictive ac-
curacies when compared to either differentially-methylated versus methylated, and
methylated versus unmethylated classes. Chromosome 21 showed a higher predictive
accuracy when the differentially-methylated and unmethylated classes were combined,
particularly in terms of sequence properties and distribution (f1). The combination
of methylated, and either unmethylated or differentially-methylated subsets without
subset (f1) gave a lower predictive accuracy, and sensitivity.
Furthermore, exon and gene distribution showed the highest accuracy when com-
pared to the other three feature-subsets for two classes (methylated and unmethy-
lated), whilst differentially-methylated and unmethylated gave the highest predictive
accuracy for DNA sequence properties and distribution with a good predictive perfor-
mance level. In addition, the combination of methylated and differentially-methylated
classes also showed a good predictive accuracy with 93% sensitivity. Sequence prop-
erties and distribution of methylated and unmethylated classes had an accuracy of
74.41%, with a small decrease in sensitivity and class performance, which skewed to
the specificity side. The other three single subsets showed some fluctuation in their
accuracies and predictive performances. In addition, two-subset combinations in the
three-class prediction model showed an overall increase in both predictive accuracy
and class performance. This was clear when DNA sequence properties and distribution
were included in the analysis. Furthermore, the feature-subset combination showed
both a better predictive accuracy and class performance, with a smaller standard
deviation than the individual subset analysis.
The three-class analysis feature combination showed a higher accuracy, particularly
when the tissue-specific CpGI (chromosomes 6, 20 and 22) and sequence properties and
distribution (Chromosome 21) subsets were present in the combination. Furthermore,
exon and gene distribution gave the highest accuracy compared to the other single
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subset, followed by DNA sequence properties and distribution.
The two-feature combination incorporating DNA sequence properties and distri-
bution, and exon and gene distribution, provided an improved predictive performance
than the other pairs in the feature subsets. When three-features subsets were com-
bined, exon and gene distribution, evolution and conservation, and SNPs, showed a
higher accuracy of 94.44%, with a good class performance. It should also be noted that
class performance was measured, with a mean standard deviation of 2.56%. Perfor-
mances increased by 32.80% when feature subsets were combined through all subsets
from two- to six-feature ones. This indicates that a combination of features gave an
improved predictive power when compared to single feature subsets. Biological func-
tionality thus depends not only on one factor, but rather on a multifactorial systems
that can be linked to DNA methylation. However, DNA methylation depends on DNA
sequence contexts, such as sequence density, composition, length and environmental
influences. The model used in this study was effective in distinguishing between three
classes and their feature subsets when compared to those used in previous studies.
5.3.6 Conclusion
CpG islands of four human chromosomes (6, 20, 21 and 22) were studied to distin-
guish methylated, unmethylated and differentially-methylated samples based on DNA
sequence features. Data were extracted from 642 DNA samples and a prediction was
carried out to determine whether the extracted features were associated with the
methylated, unmethyalted and differentially-methylated classes. The combinations of
feature subsets that were more correlated with these three classes were also deter-
mined. DNA methylation prediction is based on sequence-driven features, which have
been widely studied using machine learning techniques. This study presented a new
method that examine the features of CpG islands
′
sequences. Here I have analysed
three classes, namely methylated, unmethylated and differentially-methylated ones.
Each analysis examined individual instances, as well as all possible combinations of
the three classes. This approach distinguishes not only methylated, unmethylated and
differentially-methylated classes, but in contrast to previous literature available, also
dealt with unbalanced data. This method (M-LOO) can be used for the two-class
problem in binary classification approaches. indeed, it was possible to select the best
feature subsets when two or more feature subsets were combined for very unbalanced
class data. This method improved predictive accuracy as well as class performance.
It showed that sequence properties and distribution, tissue-specific CpGI and DNA
structure feature subsets had the highest predictive accuracies. The method used
in this study (Modified Leave-One-out cross validation) was able to predict methy-
lated from both unmethylated and differentially-methylated classes, which gave an
improved predictive accuracy and class performance when compared to traditional
methods. The tissue-specific (f1), dinucleotide distribution (f3) and DNA structure
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feature sets (f4) showed the highest performance when expressed to relative to all
other three featureset combinations, followed by the two feature-set combination of
tissue-specific features (f1) and DNA structure (f4).
When comparing the predictive accuracies of single- and two-feature sets, all com-
binations of feature-sets showed an increase in predictive performance of approxi-
mately 30% occurred. The results showed a significant correlation between tissue-
specificity and sequence patterns, as well as DNA physiocochemical structure. The
results obtained through a comprehensive analysis of all possible combinations of the
feature subsets show that both methylated and differentially-methylated CpG islands
can be distinguished from unmethylated CpG islands by using the novel method de-
scribed above. This potentially identified a predictive accuracy of between 75% and
100% based on a DNA sequence context. It was found that DNA methylation tends to
be associated with tissue-specific CpG islands, whereas the differentially-methylated
forms are more correlated with DNA sequence distribution. Notably, the modified
LOOCV shows high reducibility and is more robustly identified when the feature sub-
sets were combined. Another interesting observation is that the modified-LOO-based
analysis showed that the tissue-specific CpGI feature-set achieved the highest predic-
tive accuracy when combined with the other feature sets. This also further supports
the robustness of the modified-LOO cross-validation approach, since tissue-specific
CpGI and DNA sequence properties feature-sets are one of the most important and
effective attributes demonstrated in previous studies.
The methods used in this study could be compared with feature selection methods
in order to determine whether the same feature subsets could be selected from the
dataset. Further investigations will be required to evaluate the results obtained from
sample clustering in order to select the same subset that was selected for the predictive
model in this study. Nevertheless, the DNA features described in this study, and
their predictive accuracy based on the three classes described in this chapter serve as
the initial basis for understanding DNA methylation patterns throughout a range of
healthy tissues.
5.4 Weighting methods towards severely imbalanced data
This section provides an effective predictive statistical model for severely imbalanced
DNA methylation classes, and aims to create a balanced outcome, hence limiting the
bias interference from differences inherent within the classes. Furthermore, perfor-
mances of the balanced outcome were evaluated using six metrics: precision, sensitiv-
ity, specificity, accuracy, F-measure and the G-mean. This empirical method shows
some improvements, particularly in terms of the predictive performance of the minor-
ity classes when compared to those achieved with unweighted algorithms.
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5.4.1 Introduction
Misclassification of skewed data is common in many fields in which the number of
samples in one class exceeds those in the other (minority class) by a large amount.
This problem represents a major challenge for the data-mining community, since the
performances of machine-learning outcomes are severely diminished.
The Boost algorithm is generally employed to reduce the classification error rate
by adding a small weighting vote to each step of the training process prior to pro-
ceeding to the next stage [116]. The Ensemble learning method has been applied to
various classification problems, and has been found to perform better when compared
to results acquired from the most sophisticated learning algorithms. For example,
AdaBoost is a linear combined single classifier that can produce small error rates in
the training datasets. Indeed, the use of AdaBoost has markedly increased in recent
years [124; 195; 196]. Since it serves as a combined classification system, it produces
excellent predictive accuracy, as documented in many studied cases. However, two
forms of misclassification can occur: (I) unequal classes or observations and (II) class
separate-ability, where classes overlap and cannot be discriminated with an additive
weighting rule.
The technique of cost-proportional rejection has been proposed with the aim of re-
ducing misclassification rates by weighting training data through partitioning (under-
sampling) into subsets, and averaging the outputs arising from this[125]. The stacking
method, in which the majority class is divided into subsets in a non-overlapping man-
ner during the training phase, and the outputs averaged, has also been proposed.
However, this process has been found to be computationally- expensive and overfits
the minority class[129]. Moreover, it has the limitation of not making adequate al-
lowances for small samples. In addition, Liu [128] reported a balance cascade and
ease ensemble approach relating to sampling when incorporating the AdaBoost algo-
rithm. Other studies have reported imbalance and data analysis problems, including
both under- and oversampling [117; 197; 198; 199; 200]. Under- sampling techniques
offer the advantage of being balanced and faster in training, although they suffer from
ignoring selected useful information. Furthermore, Ali [5] proposed a modified leave-
one-out method as reported in Chapter (3.2.1), which is similar to under-sampling
methods [128]. This method does not use probability or density interpolation; more
importantly, all data samples are considered. In this method, a minority sample is
sequentially added to the equally-portioned majority class during training throughout
the entire dataset. Again, all samples are considered; this method also averages the
outputs. In this manner, the output predictive accuracy represents the balance in
which both the majority and minority classes are considered equivalently during the
analysis. This method has less bias than the other approaches, such as extrapola-
tion, density and prior probability, and operates by manipulating the original dataset,
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whereas the modified leave-one-out approach uses the original dataset.
Seiffert et.al [201] described an under-sampling technique that claims to provide
improved results when compared to those achieved using over-sampling methods such
as SmoteBoost [126]. Seiffert et.al [201] compared the predictive performances of the
AdaBoost, SmoteBoost and RusBoost techniques, and these algorithms showed similar
levels of generalisation. AdaBoost was described as one of the best algorithms for
small imbalanced datasets [116; 124]. However, the authors did not test this approach
on multidimensional datasets, leading to severe imbalances in their model. In order
to limit these effects, two methods were combined in this study: prior probability
(empirical weighting) and cost sensitivity. This combination showed improvements in
the predictive performance. The combined method also leads to a reduction of the
misclassification rate of minority classes during the training phase when compared
to a single weighing method in which the minority is added to high cost in order to
balance the sample proportions of the two classes. The weighted cost method was
therefore tested against the number of false negatives and false positives in order to
scale the error rate during training. This approach can be employed with any machine-
learning algorithm. The choice will also depend on prior knowledge of the learning
algorithm used. For example, in the case of AdaBoost, the method is used with a prior
probability consideration, which involves the addition of the weighted classes in the
maximal probability to one. During this procedure, the training error is calculated
and scaled. The highest misclassified class (minority) is hence weighted heavily, whilst
the majority class is weighted lower in response to the misclassification rate, so that
the learning algorithm continues to be fed with a scaled misclassification proportion.
5.4.2 Material and methods
The dataset used in this study comprised 642 samples from four human chromosomes
that were partitioned into three sub-classes as presented in (previous section,Table
5.1). The Gentle AdaBoost method was applied for two-class problems, and the Ad-
aBoostM2 method for three-class ones. AdaBoost minimises the exponential loss. The
numeric optimisation is, however, set up differently. The AdaBoost method provided
a good level of classification success. However, it is very expensive computationally,
and the modified leave-one-out approach has a slightly better predictive accuracy with
lower computational complexity. Despite AdaBoost being computationally-expensive,
it remains a good candidate for small sample datasets (20 ≤). This particularly applies
to binary classification problems with imbalanced classes. In addition to incorporating
a weight and cost matrix, weighting was also applied in the first iteration, with further
updates within the Adaboost rule at the level of weight, as illustrated in Figure 5.1.
This leads to adjustments in the weight during the training phase of the process in
response to the misclassification rate of the minority class.
As shown in Table 5.22, the unmethylated class has more observations than the
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Figure 5.1 Imbalanced dataset classification process with weighting criterion.
differentially-methylated one and is thus more expensive. Consequently, fewer observa-
tions were generated for the majority class than for the minority ones (methylated and
differentially-methylated). It was assumed that the classes (methylated, unmethylated
and differentially-methylated) were mixed in different proportions; a prior probability
was therefore set up for the three classes, and that was comparable to the values that
we would expect to observe in a symmetrical dataset. Furthermore, the fit ensemble
method was applied, which normalises prior probability and adds up to a value of one.
Hence, it is expected that the outcome will be more realistic than if it were deduced
when randomly based on class proportions. In addition, the majority class (unmethy-
lated) is asymmetric and unequally represented in the training set. A cost parameter
for assigning a high cost to the most misclassified class (minority), and a lower one to
the majority class (unmethylated) in the dataset was applied. This led to a reduction
in the misclassification level of either the methylated or the differentially-methylated
(i.e, the minority) classes, since it placed more weight on their training. Furthermore,
misclassification is passed as a square matrix in the training set. For example, β(i, j)
represents the true class of i as observation j; β(i, j) corresponds to the cost matrix
of the classified observation into class j, since i is the true class, whereas the diagonal
matrix (i, i) of the cost matrix will be zero. In addition, both the methylated and the
unmethylated classes were incorporated into the cost matrix:(
0 β minority class(methylated)
1 0 majority class(unmethylated)
)
In this example, the cost of misclassification of the methylated class is β1, where
two classes are adjusted, the prior probability (pi) of the two classes is acquired by
using pi = βi×Pi for class i = 1,2, and j 6= i.These prior probabilities are either passed
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into fit ensemble, or alternatively computed from class frequencies in the training





Fit ensemble uses the adjusted probabilities and cost matrix for training its weak
learners. Altering the cost matrix manipulates the prior probabilities where the prob-
ability to be selected for the minority class increases. Furthermore, the minority class
is weighted heavily against the majority one. For example, when the dataset is in the
form of a 1:10 proportion, it should supply the misclassification-based scaling so that
the cost matrix reduces the misclassification rate of the minority class as shown in
Table 5.22.
Fit ensemble uses the adjusted probabilities and cost matrix for training its weak
learners. Altering the cost matrix manipulates the prior probabilities where the prob-
ability to be selected for the minority class increases. Furthermore, the minority class
is weighted heavily against the majority one, for instance when the dataset is the in
the form of a 1:10 proportion, it should supply the misclassification-based scaling so
that the cost matrix reduces the misclassification rate of the minority class as shows
in Table 5.22.
Table 5.22 shows weighted and unweighted overview of the unmethylated versus
differentially-methylated classes of chromosome 6, both unweighted and weighted
Table 5.22 Weighted and unweighted overview of unmethylated versus differentially-
methylated classifications of chromosome 6
unweighted weighted
differentially-methylated 2 6 5 3
unmethylated 1 124 1 124
The two-class prediction of the Gentle AdaBoost algorithm is described as follows:
It is assumed that training data is(x1, y1, β1, , (xN , yN , βN ) where xi is represents a
value of attributes and yi represents the class label with Y = ±1. If the function
G(x) =
∑T
t=1 βtCtgt(x) is the one iteration of weighted base classifier (where its
output has the values of ±1), gt(x) is the base classifier for which βt is the cost
matrix, and Ct represents a constant value. The final output is the sum signG(x).
The base classifier (gt(x)) is trained by weighting those samples that have the most
misclassification numbers in an additive manner. This is performed by weighting each
round of the base classifier, where the final learner, signG(x), is from the sum of a
linear combination of the base classifier (gt(x)). This linear additive model is used as
a basis to build a strong classifier that overpowers the single method, as shown in Box
5.1. The summary of Gentle AdaBoost is described in [118]. Gentle AdaBoost uses an
estimated class probability to update the weighting function of a training iteration,
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where the update is gt(x) = pd(y = 1/x− pd)(y = −1/x), instead of the half log ratio,
as utilised in some AdaBoost versions [118]. The same paper found that half-log ratios
were unstable during the update process, which resulted in a large variations in the
boundary.
Box 5.1 Gentle AdaBoost algorithm combined with cost-matrix
Gentle AdaBoost
• Initialise weights for D (i) = 1/n where i = 1, 2.., N and G(x) = 0.
• Repeat t-times for t = 1,.,T: where each round D(i) is updated
• Use the fitensemble classification function of (gt(x)), the base classifier weighted
with least-squares of yi to xi with weights D (i).
• Update G(x)← G(x) + gt(x).
• Update D(i)← D(i)exp(−yi(gt(xi)) and then normalise.
• The final output of the classifier is sign G(x) = [
∑T
t=1 βtCtgt(x)].
Additionally, the predictive performance of both parameters were compared with
respect to seven metrics, specifically precision, recall, sensitivity, specificity, mean-
weighted accuracy, F-measure (f-score) and Geometric mean (G-mean) by assessing
the reliability of the algorithms used on imbalanced datasets. The seven metrics are
extracted from a confusion matrix (Table 5.23), and are commonly used to evaluate
predictive performances. It has been reported that a single metric performance as-
sessment is of no value since provides biased information [203]. Indeed, the author of
this work compared various metrics for assessing predictive performance.
These results were compared with those previously published by the researchers.
All the analyses were repeated ten times to assess model stability, and iterated (t=100)
for each weak learner. In this case, a classification tree was used as a base classifier
incorporated with five-fold cross validation, since some of the classes contained less
than ten samples. Furthermore, averages of a standard deviation and the six metrics
values from Table 5.23 were calculated in each repeated analysis.
Table 5.23 Confusion Matrix
Predicted as a positive class Predicted as a negative class
Definite positive class True positive (TP) False negative (FN)
Definite negative class False positive (FP) True negative(TN)
• Precision = TPTP+FP
• Sensitivity = TPTP+FN
• Specificity = TNTN+FP
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F −measure = 2× Precision× Sensitivity
Precision+ Sensitivity
(5.2)
5.4.3 Results and Discussions
DNA methylation has recently been successful predicted, particularly for two-class
classification problems, via the use of DNA sequence features in order to distin-
guish differences between methylated and unmethylated classes. However, imbalanced
classes have not been taken into account in situations where these predictions were
not representative of data.
The results contain DNA sequence feature data obtained from four human chro-
mosomes: 6, 20, 21 and 22. These datasets are quite imbalanced, and for this reason,
AdaBoost algorithms were used in combination with weighting models in order to
overcome the bias outcome that is usually used for imbalanced data analysis. Two
models of data weighting were employed, specifically (i) an empirical method: a prior-
probability was set for the training in order to combine the two classes into single one,
(ii) assigning a high cost to the site of the minority class based on its misclassification
rate. The dataset represents samples of three classes: methylated, unmethylated and
differentially-methylated. Both the methylated and differentially-methylated groups
represent the minority classes; a high cost was placed on the methylated class (minor-
ity) samples in order to compensate for the outcome of the predictive accuracy, and
hence reduce the misclassification error rate of this class. The results are presented in
Tables 5.24 to 5.31.
5.4.4 Experimental results of two classes analysis
In order to evaluate the predictive performance of methylated versus unmethylated
classification successes, the prior probabilities of both classes were added up to a total
of one. This showed some improvement for imbalanced datasets in order to increase the
predictive accuracy, and also to diminish the minority class misclassification error rate
when prior probability and cost-sensitive approaches were combined. As is notable in
Table 5.24, both the methylated and unmethylated classes showed a significant clas-
sification improvement when combining these two methods. This indicates that the
sensitivity and specificity levels showed significant improvements, since the predictive
accuracies did not show much change (as expected). Therefore, the sensitivity levels
of the minority classes increase, whereas the error rate of their misclassification de-
creases. Indeed, the sensitivity increases from 75±14.0 to 77±9.0%; that is, the results
show a reduction in standard error value from 14 to 9%. In addition, the methylated
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versus differentially-methylated class comparisons showed an a significant improve-
ment of sensitivity (predictive accuracy of the minority class), namely an increase
from 71± 10.0% to 75± 6.0% , and a reduction in the standard error from 10 to 6%
respectively, as shown in Table 5.24. However, there was no significant improvement
when the differentially-methylated group was compared to the unmethylated ones,
although combining Adaboost with the cost-sensitive approach showed some improve-
ment, particularly after the 30th round of the base classifier. This is consistent with
previous reports in which it is barely possible to distinguish differentially-methylated
and unmethylated DNA [29] forms from each other. Furthermore, as indicated in Table
5.24, unmethylated versus differentially-methylated DNA class comparisons provided
a more favourable improvement, in which the misclassification error rate of the mi-
nority class decreased, and concomitantly, the sensitivity increased from 82± 5.0% to
93±8.0%. The methylated versus differentially-methylated classification comparisons
also show an increase from 55± 18.0% to 60± 9.0%, with 50% reductions in standard
error. Although the standard error value is relatively high, the error is reduced by
50% when the two methods are combined. Furthermore, results for the methylated
and unmethylated classification comparison showed a small sensitivity increase from
75 ± 9.0% to 78 ± 9.0%. The error rate of the majority (unmethylated) class was
reduced. In addition, the G- and f-mean values indicate a consistent increase, whereas
the overall predictive accuracies revealed small improvements.
Table 5.24 Representative predictive accuracy and performance assessment of the methylated
and differentially-methylated samples for chromosome 6
sample S-ratio M-Prec M-sen M-Sp M-acc M-fmeas M-Gmean w-cost
D-met vs unmet 1,1.5 65.0± 12.0 49.0 ±
9.0
98.0± 1.0 95.0 ±
1.0
55.0± 8.0 69.0± 6.0 unweighted
D-met vs unmet 1,15.6 68.0± 6.0 48.0 ±
11.0
99.0± 1.0 95.0 ±
1.0
55.0± 9.0 68.0± 9.0 weighted
Met vs D-met 1.5,1 83.0± 6.0 90.0 ±
9.0
71.0± 10.0 83.0 ±
8.0
86.0± 7.0 80.0± 8.0 unweighted
Met vs D-met 1.5,1 85.0± 3.0 92.0 ±
6.0
75.0± 6.0 85.0 ±
4.0
88.0± 3.0 83.0± 4.0 weighted
Met vs unmet 1,10 88.0± 13.0 75.0 ±
14.0
97.0± 4.0 92.0 ±
4.0
80.0± 12.0 0.85± 0.08 unweighted
Met vs unmet 1,10 84.0± 16.0 77.0 ±
9.0
96.0± 5.0 92.±5.0 80.0± 11.0 86.0± 6.0 weighted
Abbreviations: S-ratio = sample ratio, M-Prec (precision average), M-sen (sensitivity
average), M-Sp (specificity average), M-acc (averaged accuracy), M-fmeeas (averaged
F-measure), M-gmean (averaged G-mean) and W-cost (weighting)
Table 5.25 represents the results obtained using both weighted and unweighted
samples of three classes of chromosome 20. Clearly, the combined method significantly
improved the predictive accuracies significantly. This chromosome contained the
smallest sample size when compared to the datasets from the other three chromosomes.
Inter-class differences, and also the methylation and unmethylation classes, were
severely imbalanced. The proposed method gives rise to a significant predictive per-
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Figure 5.2 Comparison of Adaboost with the cost-sensitive approaches for distinguishing
between differentially-methylated versus unmethylated DNA sequence classes. This is a two-
class problem in which the error rate (cross validation exponential loss) was plotted as a
function of number of base classifier iterations.
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formance improvement when expressed relative to results obtained with moderately-
imbalanced classes. Moreover, the unmethylated and differentially-methylated classes
also showed improvements, where both G-means (89.0 ± 4.0 to 95.0 ± 5.0%) and f-
measures (94.0±2.0% to 97.0±3.0%) gave higher performance values when the weight-
ing and cost-sensitive strategies were combined. The methylated and differentially-
methylated classification comparisons provided the highest predictive accuracy im-
provement of the minority class, and displayed a standard error decrease of 50%
(from 18% to 9%). The G-means and f-measure showed improved results when the
two methods were combined. Moreover, the overall predictive accuracy showed a
considerable improvement for the combined approach.
Table 5.25 Representative two-class predictive accuracies and performance assessment for
comparisons of the methylated, unmethylated and differentially-methylated samples for chro-
mosome 20.
sample S-ratio M-Prec M-sen M-Sp M-acc M-fmeas M-Gmean w-cost
unmet vs D-met 1.9,1 91.0± 2.0 98.0 ±
3.0
82.0± 5.0 92.0 ±
3.0
94.0± 2.0 89.0± 4.0 unweighted
unmet vs D-met 1.9,1 96.0± 4.0 99.0 ±
2.0
93.0± 8.0 97.0 ±
4.0
97.0± 3.0 95.0± 5.0 weighted
Met vs D-met 1,2 54.0± 11.0 55.0 ±
18.0
78.0± 7.0 70.0 ±
7.0
54.0± 14.0 64.0± 12.0 unweighted
Met vs D-met 1,2 61.0± 8.0 60.0 ±
9.0
80.0± 6.0 73.0 ±
4.0
60.0± 7.0 69.0± 5.0 weighted
Met vs unmet 1,3.8 82.0± 12.0 75.0 ±
9.0
95.0± 4.0 91.0 ±
4.0
78.0± 9.0 84.0± 5.0 unweighted
Met vs unmet 1,3.8 84.0± 15.0 78.0 ±
11.0
96.0± 5.0 92.0 ±
5.0
81.0± 11.0 86.0± 7.0 weighted
Abbreviation: S-ratio = sample ratio, M-Prec (precision average), M-sen (sensitivity
average), M-Sp (specificity average), M-acc (averaged accuracy), M-fmeeas (averaged
F-measure), M-gmean (averaged G-mean) and W-cost (weighting)
Moreover, as shown in Table 5.26, the chromosome 21 samples were examined in
which the classes were severely imbalanced. Performance levels for the differentially-
methylated and unmethylated classes improved significantly (from 81± 4.0% to 88±
5.0%), and the overall accuracy remained unmodified (as expected), whilst the G-
means values showed small improvements. However, the error rate did not indicate
any significant improvement in the results obtained. Furthermore, the methylated
and unmethylated classes showed no significant improvement at the level of predictive
accuracy. In addition, methylated versus differentially-methylated classification com-
parisons failed to show significant improvements, despite the fact that the G-means
value showed a small improvement.
As shown in Table 5.27, analyses of chromosome 22 (methylated versus methylated
classes) showed no significant changes. This is attributable to the larger sample size of
this chromosome (when compared to the other three chromosomes). Prior probability
was therefore sufficient to provide an effective level of predictive accuracy. There
were no improved outcomes when combined with the cost-matrix (which weighted the
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Table 5.26 Representative two-class predictive accuracies and performance assessments for
distinguishing between the methylated, unmethylated and differentially-methylated classes of
chromosome 21.
sample S-ratio M-Prec M-sen M-Sp M-acc M-fmeas M-Gmean w-cost
unmet vs D-met 6.9,1 97.0± 1.0 98.0 ±
1.0
81.0± 4.0 96.0 ±
1.0
98.0± 0.0 89.0± 2.0 unweighted




98.0± 0.0 93.0± 3.0 weighted
Met vs D-met 2,1 96.0± 3.0 92.0 ±
3.0
93.0± 7.0 93.0 ±
3.0
94.0± 2.0 92.0± 4.0 unweighted
Met vs D-met 2,1 91.0± 4.0 92.0 ±
5.0
82.0± 8.0 89.0 ±
3.0
92.0± 2.0 87.0± 4.0 weighted
Met vs unmet 1,3.6 89.0± 3.0 63.0 ±
7.0
98.0± 1.0 90.0 ±
1.0
74.0± 4.0 79.0± 4.0 unweighted
Met vs unmet 1,3.6 92.0± 5.0 61.0 ±
7.0
98± 1.0 90.0 ±
2.0
73.0± 5.0 77.0± 4.0 weighted
Abbreviations: S-ratio = sample ratio, M-Prec (precision average), M-sen (sensitivity
average), M-Sp (specificity average), M-acc (averaged accuracy), M-fmeeas (averaged
F-measure), M-gmean (averaged G-mean) and W-cost (weighting)
minority class). This suggests that larger samples are less influenced by imbalanced
data analysis than are small samples; chromosomes 6, 20 and 21 were severely affected
when compared to chromosome 22, where both weighting methods showed the lowest
level of improvement in the results acquired.
Table 5.27 Representative two-class predictive accuracies and performance for comparative
assessments of the methylated, unmethylated and differentially-methylated classes of chromo-
some 22.
sample S-ratio M-Prec M-sen M-Sp M-acc M-fmeas M-Gmean w-cost
unmet vs D-met 9,1 96.0± 0.0 97.0 ±
1.0
64.0± 4.0 94.0 ±
1.0
97.0± 0.0 79.0± 3.0 Un-weighted
unmet vs D-met 9,1 97.0± 1.0 97.0 ±
1.0
70.0± 7.0 94.0 ±
1.0
97.0± 0.0 82.0± 4.0 weighted
Methylated vs D-met 2.75,1 92.0± 2.0 96.0 ±
1.0
78.0± 6.0 91.0 ±
2.0
94.0± 1.0 86.0± 3.0 Un-weighted
Methylated vs D-met 2.75,1 92.0± 1.0 96.0 ±
1.0
78.0± 4.0 91.0 ±
1.0
94.0± 1.0 87.0± 2.0 weighted
Methylated vs unmet 1,3.3 98.0± 1.0 97.0 ±
2.0
100.0± 0.0 99.0 ±
1.0
98.0± 1.0 98.0± 1.0 Un-weighted
Methylated vs unmet 1,3.3 99.0± 1.0 97.0 ±
2.0
100.0± 0.0 99.0 ±
1.0
98.0± 1.0 99.0± 1.0 weighted
Abbreviations: S-ratio = sample ratio, M-Prec (precision average), M-sen (sensitivity
average), M-Sp (specificity average), M-acc (averaged accuracy), M-fmeeas (averaged
F-measure), M-gmean (averaged G-mean) and W-cost (weighting)
5.4.5 Experimental results arising from three-class analysis
Additionally, three-class problems were also investigated, and one class was examined
versus the others. For chromosome 6, the methylated classification versus the remain-
der yielded a high predictive accuracy when compared to other combinations, which
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gave predictive accuracies of 92.3 ± 2.0% (positive = sensitivity) and 100.0 ± 0.0%
(negative predictive accuracy). The unmethylated class versus all the others showed
an improved predictive accuracy. Prior probability combined with the cost-sensitive
model showed a marginally improved predictive accuracy (77.6±10.0% to 78.9±4.0%)
when compared to that achievable with a single model. Additionally, the differentially-
methylated group versus the remainder gave only a lower predictive accuracy (pre-
dictive positive rate); however, the overall predictive accuracy indicates an increased
positive predictive rate from 46.3 ± 5.7% to 53.6 ± 1.9%, with a reduced standard
error from 5.7 to 1.9%). However, whilst chromosome 6 was studied in [64], only the
overall accuracy was examined, which may not be reliable. Moreover, results do not
equivalently represent those from the two classes involved, since the dataset is severely
imbalanced.
Table 5.28 The results of three class predictive accuracies and performance assessment for
comparisons of the methylated, unmethylated and differentially-methylated classes of chromo-
some 6.
sample S-ratio M-Prec M-sen M-Sp M-acc M-fmeas M-Gmean w-cost
Methylated vs all 1,11 100.0± 0.0 92.3 ±
0.0
100.0± 0.0 99.3 ±
0.0
96.1± 0.0 96.0± 0.0 unweighted
Methylated vs all 1,11 100.0± 0.0 92.3 ±
0.0
100.0± 0.0 99.3 ±
0.0
96.1± 0.0 96.0± 0.0 weighted
unmet Vs all 6.3,1 96.0± 0.0 98.0 ±
0.1
77.6± 0.1 94.7 ±
0.7
87.2± 0.9 96.9± 0.4 unweighted
unmet Vs all 6.3,1 96.0± 0.0 99.0 ±
0.3
78.9± 0.4 95.7 ±
0.3
88.4± 0.4 97.5± 0.2 weighted
D-met vs all 1,17 55.0± 12.0 46.3 ±
5.7
97.4± 0.7 94.1 ±
0.7
67.0± 0.4 50.2± 8.4 unweighted
D-met vs all 1,17 72.5± 5.3 53.6 ±
1.9
98.4± 0.3 95.0 ±
0.3
72.6± 1.4 61.6± 3.2 weighted
Abbreviations: S-ratio = sample ratio, M-Prec (precision average), M-sen (sensitivity
average), M-Sp (specificity average), M-acc (averaged accuracy), M-fmeeas (averaged
F-measure), M-gmean (averaged G-mean) and W-cost (weighting)
Chromosome 20 contains small samples, and an imbalance between the classes,
in which the ratio is (1, 1.5, 0.5 for the methylated, unmethylated and differentially-
methylated classifications respectively). Comparison of the methylated classification
with the remainder resulted in significant improvements in predictive accuracies, as
well as in the misclassification rate of the methylated ones (minority class); both gave
an increase in predictive accuracy, and a reduced standard error of 61.0 ± 23.4% to
64.1±18.1%, and 23.7% to 18.1% respectively. For the methylated classification versus
the remainder, an improved predictive accuracy was obtained, where the positive
prediction of the minority class increased from 63.4 ± 4.2% to 70.5 ± 7.5%, although
the associated error rates showed no modification. Other researchers have tried to
classify methylated- and unmethylated-based DNA sequences. However, these studies
did not consider imbalanced datasets, and their predictive assessments are limited to
overall accuracies and correlation coefficients (MCC) [64].
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Table 5.29 Representative results acquired for comparisons of three-class predictive accura-
cies and performance assessments of unmethylated and differentially-methylated classes for
chromosome 20.
sample S-ratio M-Prec M-sen M-Sp M-acc M-fmeas M-Gmean w-cost
Methylated vs all 1,5.8 31.7± 5.3 61.0 ±
23.4
89.0± 0.6 85.9 ±
2.8
72.5± 13.7 39.7± 6.2 Unweighted
Methylated vs all 1,5.8 56.6± 11.7 64.1 ±
18.1
92.7± 1.6 87.8 ±
3.8
76.4± 10.6 57.8± 8.6 weighted
unmet Vs all 1.3,1 95.6± 4.1 88.9 ±
4.1
94.1± 5.4 90.7 ±
3.2
91.4± 3.3 92.1± 2.7 Unweighted
unmet Vs all 1.3,1 99.1± 2.8 84.2 ±
0.03
98.8± 4.0 89.0 ±
2.6
91.2± 2.5 91.0± 2.1 weighted
D-met vs all 1,2.4 66.7± 10.4 63.4 ±
4.2
86.1± 3.7 79.0 ±
3.1
73.8± 3.8 64.8± 6.7 Unweighted
D-met vs all 1,2.4 47.5± 11.2 70.5 ±
7.5
81.0± 3.1 78.8 ±
3.1
75.5± 4.8 56.1± 9.4 weighted
Abbreviations: S-ratio = sample ratio, M-Prec (precision average), M-sen (sensitivity
average), M-Sp (specificity average), M-acc (averaged accuracy), M-fmeeas (averaged
F-measure), M-gmean (averaged G-mean) and W-cost (weighting)
As shown in Table 5.30, when assessing results obtained using methylated chro-
mosome 21 versus the other two classes (unmethylated and differentially-methylated),
the level of accuracy increased to 92.8 ± 4.8%, with no signs of improvement in the
predictive accuracy of the minority class when combining both methods. In contrast,
the G-means and f-measure values showed small improvements. For weighting, how-
ever, there was no observed improvement for the misclassification error rate for the
minority class. Furthermore, for the unmethylated versus all the remaining group
comparisons, no significant improvements were indicated after weighting, whereas the
differentially-methylated classification versus the remainder all showed significant im-
provements in the predictive performance of the minority classes of 100 ± 0.0% and
99.2 ± 2.8% respectively. Although there was no significant improvement in the pre-
dictive performance of the minority class, the standard error values was reduced when
both models were combined. An increase in the misclassification error rate for the
majority class was also shown, together with a reduction in this parameter for the
minority class.
A reliable predictive accuracy, as well as a reduction in the minority misclassifi-
cation error was obtained when comparing the chromosome 22 two-group classifica-
tion (methylated versus the remainder). In contrast, a comparison of differentially-
methylated classification versus the remainder did not improve the predictive accuracy,
where the results showed a very unreliable value for this index and a high misclassifi-
cation error, particularly with regards to the differentially-methylated class. Further-
more, the G-means and f-measure values improved significantly, ei.e, from 21.4±5.3%
to 47.8±2.5%, and 5.9±2.2% to 33.2±3.4%, respectively. Although the total accuracy
was high, their individual specificity (type II error) was higher than the sensitivity
(type I error); this is consistent with other experiments previous section for this chap-
121
5. Analysis and prediction of DNA methylation sequence driven features
Table 5.30 Representative results of predictive accuracies and performance assessment for
comparisons of the methylated, unmethylated and differentially-methylated classes of chromo-
some 21.
sample S-ratio M-Prec M-sen M-Sp M-acc M-fmeas M-Gmean w-cost
Methylated vs all 1,4.1 49.0± 3.2 92.8 ±
4.8
88.8± 0.7 89.2 ±
1.0
90.75± 2.6 64.1± 3.6 Unweighted
Methylated vs all 1,4.1 51.4± 6.2 92.5 ±
5.9
89.2± 1.2 89.6 ±
1.5
90.8± 3.3 65.9± 6.1 weighted
unmet Vs all 2.3,1 99.0± 0.7 87.1 ±
0.9
96.7± 2.2 89.1 ±
1.0
91.8± 1.3 92.7± 0.7 Unweighted
unmet Vs all 2.3,1 99.0± 0.8 87.3 ±
1.2
96.7± 2.6 89.2 ±
1.3
91.9± 1.6 92.8± 0.8 weighted
D-met vs all 1,8.8 97.3± 4.7 100.0 ±
0.0
99.7± 0.52 99.7 ±
0.48
99.9± 0.3 98.6± 2.5 Unweighted
D-met vs all 1,8.8 93.3± 3.1 100.0 ±
0.0
99.3± 0.35 99.3 ±
0.32
99.6± 0.2 96.5± 1.7 weighted
Abbreviation: S-ratio = sample ratio, M-Prec (precision average), M-sen (sensitivity
average), M-Sp (specificity average), M-acc (averaged accuracy), M-fmeeas (averaged
F-measure), M-gmean (averaged G-mean) and W-cost (weighting)
ter [27](MLOOCV obtained results).
Table 5.31 Representative results of three-class predictive accuracies and performance as-
sessment for comparisons of methylated, unmethylated and differentially-methylated classes
of chromosome 22.
sample S-ratio M-Prec M-sen M-Sp M-acc M-fmeas M-Gmean w-cost
Methylated vs all 1,3.9 53.2± 9.6 83.5 ±
2.6
88.5± 2.1 87.8 ±
2.0
85.9± 2.3 64.6± 8.2 Unweighted
Methylated vs all 1,3.9 89.8± 5.6 89.3 ±
1.6
97.3± 1.3 95.5 ±
1.2
93.2± 1.2 89.5± 3.2 Unweighted
unmet Vs all 2.4,1 99.6± 0.3 92.9 ±
0.4
98.8± 0.77 94.3 ±
0.5
95.8± 0.5 96.1± 0.3 Unweighted
unmet Vs all 2.4,1 83.7± 1.5 97.6 ±
0.7
70.5± 1.7 87.0 ±
0.9
83.0± 0.9 90.1± 0.7 weighted
D-met vs all 1,11.9 7.1± 3.4 5.1±1.7 91.9± 0.2 82.9 ±
1.9
21.4± 5.3 5.9± 2.2 Unweighted
D-met vs all 1,11.9 54.6± 7.2 23.9 ±
2.6
95.7± 0.6 82.9 ±
1.5
47.8± 2.7 33.2± 3.4 weighted
Abreviations: S-ratio = sample ratio, M-Prec (precision average), M-sen (sensitivity
average), M-Sp (specificity average), M-acc (averaged accuracy), M-fmeeas (averaged
F-measure), M-gmean (averaged G-mean) and W-cost (weighting)
5.4.6 Conclusions
In many practical applications, asymmetric datasets contain many observations for
one class, and comparatively less for the other classes. This study presented two
existing models that can be employed to tackle the bias problems introduced by such
severely imbalanced datasets. It was also shown that small samples severely affect
classifier performance when compared to medium-imbalanced datasets. It was shown
experimentally that the combination of prior probability and cost-weighting is more
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effective than a single weighting method, and it was therefore possible to differentiate
methylated class samples from both unmethylated and differentially-methylated ones,
with an excellent predictive performance. This approach revealed a high predictive
performance for the distinction of methylated and differentially-methylated classes
(the minority classes), without losing predictive performance of the majority class
(the unmethylated class). Furthermore, the performance of algorithms based on these
combinatorial methods, is assessed with six metrics, which represent a wide range of
predictive measurements, particularly when compared to previous studies that only
report overall accuracies and correlation coefficients [48; 64]. Ten cycles were set within
five-fold cross-validation in order to assess the stability of the model (in which the
weighting cost of each repeated analysis is assessed by measuring the misclassification
error rate), and the average predictive accuracy with its associated standard deviation
value was calculated. This method can also be applied to imbalanced data problems




Analysis of gender differences in
DNA methylation
6.1 An analysis of the relationship between DNA methy-
lation and gender
The current chapter presents differences in CpG methylation between males and fe-
males. Author carried out a comprehensive supervised data analysis of 1506 CpG
methylation positions (as detailed in chapter 3, section 3.1.1). This analysis was
based on 963 samples, of which 328 were healthy samples (168 taken from males and
160 from females), and 635 were cancerous samples (404 from males and 231 from
females). Author employed the sequential forward method of feature selection, which
was combined with Quadratic Discriminant Analysis (QDA), in order to identify the
variation in CpG methylation positions between males and females. This was followed
by an assessment of the predictive accuracy and performance of the selected individual
and feature sub-sets.
Author identified 6 features from healthy samples and 18 from cancerous ones
which are significantly affected by gender differences. In addition, we extended the
investigation by examining differences in tissue-specific methylation according to gen-
der; this enabled us to characterise 25 CpG positions from leukocytes, and 10 from
healthy colon samples.
6.2 Introduction
Gene expressions are regulated by DNA methylation without changing the DNA se-
quence itself [20]. DNA methylations are influenced by environmental and lifestyle
factors, including smoking, excessive alcohol intake, diet, age, gender, and stress.
All of these factors accelerate epigenetic deregulation, whereas taking part in sports,
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having a healthy diet and lifestyle, and maintaining a good level of physical fitness
all appear to delay this process [20; 21; 60]. These methylation changes are herita-
ble through the process of cell replication, and can affect DNA stability and normal
cellular function; for this reason, author and others have suggested that DNA methy-
lation may play an important role in human diseases and common risk factors [204].
Methylations in CpG islands have been observed in many types of tumours [205]. Al-
though the CpG positions in genomic regions which are responsible for the changes
(methylation) have not been completely identified, perturbing gender-specific differ-
ences in methylation have led the author to investigate the impact of gender on DNA
methylation, particularly in CpG islands, which are mostly found to be free of methy-
lation in normal physiological cell development. DNA methylation disruption is linked
to stress [24] and complex age-related diseases such as Alzheimers disease and can-
cer [20; 43]. It is essential to have an insight into the association between gender
and DNA methylation both in healthy and diseased samples in order to learn more
about the pathophysiology of gender-related health outcomes. Researcher and oth-
ers have identified features of CpG islands, such as DNA sequence patterns, DNA
structure, and DNA physiochemical properties [5; 48; 64]. However, these researchers
did not address gender-specific features of DNA methylation. The essence of DNA
methylation is a predominantly reversible process. CpG methylation is a continuous
process of ageing [89; 90] in which identical twins have shown differences in DNA
methylation with increasing age [91]. It is impossible to say with certainty that gene
expressions are regulated by either genetic or environmental factors, since they can
also be inherited through cell division [92]. For the same reason, it is difficult to es-
tablish the effect of gender on this process. These problems make it very challenging
to design, predict and model whether these epigenetic changes can be determined in
both healthy and diseased data, in order to distinguish gender differences across a
broad age range, and to link these DNA methylation differences to healthy and can-
cerous individuals. While epigenetic changes associated with age have been studied to
some degree [206; 207; 208], there is a shortage of reported studies on the relationship
between gender and DNA methylation. To determine how nucleotide methylation is
associated with gender and to understand whether DNA methylation fingerprints can
be correlated with it, author compared genome-wide DNA methylation fingerprints
from 963 samples across a wide age range. Author designed feature selection algo-
rithms with filtering methods in order to determine which features are important, and
also to establish their predictive accuracy of gender-based DNA methylation for both
healthy and cancerous samples. The preliminary results show the existence of gender-
related DNA methylation differences; these findings may be followed up by larger and
more sophisticated studies in the future.
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6.2.1 Material and Methods
6.2.1.1 Data extraction and experimental proceedings
Author initially extracted data from 1628 human samples [179]; these samples con-
sisted of various types of both healthy and diseased tissues. The experimental data-
points contain a fluorescent signal from methylated and unmethylated alleles. DNA
methylation and dinucleotide DNA spots were extracted from an Illumina hybridi-
sation spot array of CYS3 and CYS5 methylated and unmethylated respectively,
and also a mixture of both hybridisations have been designed for extraction of the
differentially-methylated forms [63]. A ratio of each spot array represents the methy-
lation value of loci position (CpG) of individual samples. These spot arrays (features)
were based on 1505 CpG sites from 807 genes. These genes include oncogenes, tu-
mour suppressor genes, differentially-methylated or expressed genes, imprinted genes,
signal pathway genes, DNA repair genes, and cell-cycle control genes, in addition
to those responsible for metastasis, apoptosis and cell differentiation. A generalised
age distribution was added to this, bringing the total number of features to 1506
(http://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE28094).
Author excluded samples that did not have information on the age or gender of the
participants, and author also excluded any samples which did not provide information
about the source of the biological sample. 936 samples remained; this was made up of
328 samples of healthy and 635 samples of diseased tissue. Details of the final studied
samples are given in Table 6.1. In addition, author extracted leukocytes (157) and
colon samples (96) from healthy samples.
6.2.1.2 Data analysis
The studied dataset was divided into two categories: male and female. Corresponding
data were then further separated into the two classes of healthy and cancerous tissue.
Furthermore, data were split into training and test set data, whereby a quarter of
the data was used for testing, and the remainder was used for training purposes. In
addition, t-statistics were used for P-value estimation in order to compare the sep-
arability of individual features, and also how well the features are separated for the
two classes. As with the t-test, the filtering method of feature selection is based
on the feature separateness criterion and does not consider interactions between fea-
tures [111; 167; 209], which may contain no biologically important features. Conse-
quently, author used the wrapper method in order to select the feature[4; 113; 167]
or feature sub-set that is most important for the purpose of distinguishing gender
differences. This method searches sequentially through the training set for misclas-
sification errors of the quadratic discriminant analysis (QDA) in order to select the
optimal feature sub-sets. In addition, we applied ten-fold cross-validation integrated
with ten times repeated cycles. Each repeated analysis stops when it has found the
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first minimum of the cross-validation misclassification error in order to test stability
of the classifier (QDA). Then the performances of the selected sub-sets are evaluated
by plotting the misclassification error (MCE) of the test set on each repeated cycle
during the feature selection process. Furthermore, author used Matthews Correlation
Coefficient (MCC) to calculate predictive accuracies and assess predictive power. The
results were averaged and their standard deviation was estimated.
Table 6.1 Summary of studied samples
Sample status Male Female Total sample
Health sample 168 160 328
Leukocyte healthy 70 87 157
Colon healthy 56 40 96
Cancer sample 404 231 635
6.2.2 Results
The results are based on the analysis of 1506 features from 963 samples; these samples
consisted of 328 healthy samples (control) and 635 cancerous samples. Author applied
two statistical filtering methods: the t-test and wrapper methods. For the purpose of
estimating P values, author used the absolute t-test. This method showed individual
separateness of features according to their P-values without considering interaction
between the features. In order to explore the interaction between features or feature
sub-sets, we applied the forward sequential (wrapper) feature selection method and
computed a misclassification error rate. As the misclassification error rate of the
test-set is reached at a minimum, the terminated selection will gives the best feature
sub-set. Furthermore, the performance of the selected feature sub-set is evaluated by
computing the misclassification error rate of the test set. The best selected features
and their biological functions are presented in Tables 6.2, 6.5 and 6.8 for healthy
samples, and Table 6.11 for cancerous samples. The optimal selected feature sub-sets
with their predictive accuracies and MCC were calculated for predictive performance
assessments; this will be discussed in more detail later in this section.
6.2.2.1 Results arising from the healthy samples
The six features most associated with gender were selected from 1506 features. These
included ELK1-P6-R, ELK1-E156-F, DNASE1L1-E178-R, Ripk4-E166-F, ROR2-E112-
F and Fgf12-E61-R, which were the features that displayed the most significant dif-
ferences between males and females. In three of the CpG positions (ELK1-P6-R,
ELK1-E156-F and DNASE1L1-E178-R), there were significant methylation differ-
ences between the two genders, with P-values of P ≤ 1.1E − 68, P ≤ 1.5E − 50 and
128
6. Analysis of gender differences in DNA methylation
P ≤ 2.2E − 46 respectively. In addition, the biological functions of the genes associ-
ated with these positions are annotated in Table 2 and detailed in the discussion. The
Table 6.2 Selected features from healthy samples
F-ID P-values CpG Associated genes function
373–ELK1–P6-R 1.09× E−68 ELK1: ETS domain-containing protein Elk-1
Bind AT-rich sequence in order
to activate transcription com-
plex.
.
369–ELK1–E156-F 1.50× E−50 ELK1: ETS domain-containing protein Elk-1
Bind AT-rich sequence in order
to activate transcription com-
plex
.



















Involved in nervous system de-
velopment and cell repair.
ten times repeated analysis performed within ten-fold cross-validation showed that
ELK1-P6-R was the best individual feature, as it was repeated in the first position
of each fold of the selected sub-sets, followed by ELK1-E156-F . DNASE1L1-E178-R
is the third most important feature, and may determine the distribution of gender
differences as presented in Table 4, which details the order of importance selected.
In addition, ELK1-P6-R, DNASE1L1-E178-R and ROR2-E112 were the best selected
feature sub-sets, since they had the highest predictive accuracy and the lowest mis-
classification error rate of 94.1 ± 1.2%, and a MCC of 0.88 ± 0.02 (Table 6.3). The
misclassification error rates of the best one hundred selected features are plotted in
Figure 1, which shows that after the 29th feature, the misclassification error rate is
minimal. This rate remains stable until feature 90, after which point the curve rises,
i.e. over-fitting took place from this point on. This indicates that our selection method
is reliable, since the selected features are shown to be stable, with low error rates in
each iteration of the data. However, ELK1-P6-R found X-chromosomes which may
originated from the female copy as it compensates for X-linked dosage, which reported
one of five house-keeping genes methylated in the female [210].
As the selection of subsets is able to predict gender-associated feature subsets with
high predictive performance, it is also equally important to investigate whether indi-
vidual features (CpG loci) make an equivalent contribution to gender-related differ-
ences. Furthermore, individual features were measured for their predictive accuracies
and their predictive performance was also assessed using MCC, incorporating a QDA
classifier. The results of this analysis are summarised in Table 6.4. Three out of the
six features, ELK1-P6-R, ELK1-E156-F and DNASE1L1-E178-R, show high predic-
tive accuracies and performances; this was subsequently validated by the t-test. As
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Table 6.3 The best selected feature sub-sets with 10-fold cross-validation for healthy samples
Feature sub-sets sen-std sp-std Acc-std MCC-std
ELK1, ELK2 93.9± 2.8 91.2± 1.7 92.5± 0.8 85.2± 1.8
ELK1, ELK2, Ripk4, Fgf12 93.2± 2.6 92.4± 1.0 92.8± 1.5 85.6± 3.1
ELK1, DNASE, ROR2 94.5± 1.1 93.7± 1.7 94.1± 1.2 88.2± 2.3
ELK1, ELK2 93.3± 1.8 91.3± 1.9 92.3± 1.5 84.6± 3.0
ELK1, ELK2, Ripk4 91.4± 2.1 92.3± 2.3 91.9± 0.7 83.8± 1.5
ELK1, Ripk4 92.4± 2.2 90.6± 2.0 91.5± 1.8 82.9± 3.6
ELK1 94.7± 3.0 91.2± 1.6 92.9± 2.1 85.9± 4.3
ELK1, ELK2, Ripk4 90.3± 2.8 92.6±1.7 91.5±0.7 83.0±1.4
ELK1, ELK2 92.7± 1.0 94.0± 2.1 93.4± 1.0 86.8± 2.1
ELK1, ELK2 94.6± 1.4 91.6± 1.6 93.0± 0.7 86.1± 1.4
Abbreviations: Sensitivity (Sen) represent male and specificity (SP) represents female, standard deviation
(std) predictive accuracy (Acc) and Matthews Correlation Coefficient (MCC).
Figure 6.1 10-fold misclassification error and the sequential selected first 100 features from
healthy samples.
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shown in Table 2, the wrapper method revealed that these CpG loci position have a
significant discriminatory power. The accuracies of the loci positions are 92.2± 2.0%,
89.2±1.7% and 88.7±1.8% respectively. The other three loci positions (Ripk4-E166-F,
ROR2-E112-F and Fgf12-E61-R) resulted in lower predictive accuracy scores when in-
dividual features were analysed, despite showing evidence of better performance when
combined (feature sub-set selection). Comparing the predictive performance of sensi-
tivity or specificity led the author to discover that Ripk4-E166-F and ROR2-E112-F
have a higher specificity of 89.1±2.1% and 83.9±6.9% respectively for females, while
FGF12 has a sensitivity of only 70 ± 5.5% for males (Table 6.4). Despite the fact
that individual features gave lower predictive accuracies, three out of the six selected
features demonstrated a better performance and also high correlation coefficients.
This suggests that feature interaction increases the predictive accuracy of the sub-sets
rather than that of individual features. In addition, to further narrow down whether
the same features contribute to the tissues, we analysed data relating to leukocytes
and colon samples which may provide evidence of tissue-specific methylation. As a
result, we were able to identify ten feature sub-sets (CpG loci positions) in which
significant differences between the two genders were evident.
Table 6.4 Individual CpG predictive performance of selected features over 10-fold cross-
validation.
individual features sen-std sp-std Acc-std MCC-std
ELK1–P6-R 94.2± 2.1 90.3± 2.7 92.2± 2.0 84.6± 4.1
ELK1–E156-F 86.8± 2.5 91.4± 1.6 89.2± 1.7 78.4± 3.4
DNASE1–E178-R 84.5± 2.8 92.7± 1.8 88.7± 1.8 77.7± 3.5
Ripk4–E166-F 19.9± 3.7 89.1± 2.1 55.3± 1.2 12.4± 3.1
ROR2–E112-F 28.5± 3.0 83.9± 6.9 56.7± 4.2 15.4± 11.9
Fgf12–E61-R 70.9± 5.5 23.9± 5.5 46.8± 1.4 −6.1± 3.6
Abbreviations: Sensitivity (Sen) represent male and specificity (SP) represents female, standard deviation
(std), predictive accuracy (Acc) and Matthews Correlation Coefficient (MCC).
6.2.3 Data analysis of normal leukocytes
Using the methods explained in the previous section, author investigated whether or
not the selected features are also tissue-specific.
Ten optimal feature sub-sets, containing a total of 25 individual features, were
selected from 1506 features of normal leukocyte samples. From this analysis, two
out of the 25 features were frequently selected in the first position by ten-times re-
peated analysis incorporated with ten-fold cross-validation. ELK1-P6-R was selected
six times, followed by BIRC4-P122-R, which was selected four times; these are both
considered to be the most important features. The CpG loci of the selected optimal
features are plotted in Figure 6.2, which shows the number of selected features and
their individual frequencies during the selection process.
Furthermore, author compared the predictive accuracies and correlation coeffi-
cients of the selected sub-sets. The sub-set of BIRC4-P122-R, HDAC6-E102-F and
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IL10-P348-F has the highest level of predictive accuracy, and the highest MCC; these
were 85.2 ± 1.2% and 0.70 ± 0.03 respectively. This was followed by the sub-set of
ELK1-P6-R, DLG3-P62-R, ELK1-E53-F, P2RX7-E323-R and TGFBI-P31-R, which
showed a good level of predictive accuracy at 84.6± 3.4% and an MCC of 0.69± 0.07.
From this analysis, author identified nine out of 25 CpG loci in which there was evi-
dence of significant DNA methylation differences between males and females. These
results were validated by a two-sided t-test (P<0.05), the results of which can be
viewed in Table 6.5. BIRC4-P122-R was found to be the most significant contribu-
tor to gender differences, with a P-value of 8.8 × E−23. The selected sub-sets have
been grouped into two clusters, with each group beginning with either ELK1-P6-R
or BIRC4-P122-R. Hence, these individual features belong to those two clusters, with
the exception of two features, i.e. P2RX7-E323-R and TNFRSF10D-P70-F. The two
loci have a common function, namely transmembrane signal activation, which play a
key role in normal cellular response [211; 212]. Furthermore, the methylation distribu-
tion plot displayed revealed that there are significant methylation differences between
males and females for the loci positions BIRC4-P122-R and HDAC6-E102-F, whereas
the locus position of IL10-P348-F indicates no significant (P ≤ 7.5E−02) methylation
differences between the two genders (Figure 6.3). However, feature sub-set selection
showed a high predictive accuracy; this is presented in more detail in Table 6.6.
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Table 6.5 Selected features of normal leukocytes with their biological functions.
Features-ID P-values CpG Associated genes function
ELK1-P6-R 9.1× E−21 ELK1(ETS domain-containing
protein Elk-1)
Binds AT-rich sequence,and activates tran-
scription complex.
ZNF264-P397-F 5.3× E−02 ZNF264(Zinc finger protein 264) Plays a role in transcriptional activation, DNA
and zinc ion binding.
SEMA3B-E96-F 6.6−02 SEMA3B(SEMA3B protein) Involved in growth and neural development.
TNFRSF10A-P171-F 5.6× E−01
TNFRSF10A (Tumor necro-
sis factor receptor superfamily
member 10A)






Essential for Signal transduction activity and
sequence-specific DNA binding.
BIRC4-P122-R 8.8× E−23 BIRC4: E3 ubiquitin-
protein ligase XIAP
Cell-death inhibitor/upregulates various types
of tumour cells.
TNFRSF10D-P70-F 2.2× E−01 TNFRSF10D (Tumour necrosis factor
receptor superfamily member 10D)
Essential for the transmembrane signalling re-
ceptor activity and TRAIL binding.
BCR-P422-F 7.0× E−01 BCR (Breakpoint clus-
ter region protein)
Required for signal transduction and GTPase
activity regulation.
EPHA1-P119-R 7.4× E−02 EPHA1(Ephrin type-A receptor 1) Regulates transmembrane-ephrin receptor ac-
tivity and protein kinase binding.
ABL2-P459-R 1.1× E−01 ABL2 (Abelson tyrosine-
protein kinase 2)
Regulates the protein tyrosine kinase activity.
GSTM2-P109-R 4.6× E−01 GSTM2(Glutathione
S-transferase Mu 2)
Required for the metabolism of glutathione
and Phase II conjugation.
HPN-P823-F 7.2× E−02 HPN (Serine protease hepsin) Essential for cell growth and maintenance of
cell morphology.
DLG3-P62-R 6.2× E−19 DLG3(Disks large ho-
molog 3)
Essential for neurotransmitter receptor bind-
ing and downstream transmission in the post-
synaptic cell and axon guidance.
ELK1-E53-F 3.0× E−17 ELK1 (ETS domain-
containing protein Elk-1)
Binds AT-rich sequence in order to activate
transcription complex.
P2RX7-E323-R 4.8× E−01 P2RX7 (P2X purinoceptor 7)
Required for both fast synaptic transmis-






Essential for cell-collagen interactions and car-
tilage endochondral bone formation.
HDAC6-E102-F 6.8× E−21 HDAC6(Histone deacetylase 6) Essential for transcriptional regulation, cell-
cycle progression, and developmental events.
IL10-P348-F 7.5× E−02 IL10(Interleukin-10) Inhibits the synthesis of a number of cytokines,
activated macrophages and helper T-cells.
ETS1-P559-R 2.9× E−03 ETS1(Protein C-ets-1) Regulates transcription factor binding and
sequence-specific DNA binding activity.
PLS3-E70-F 9.0× E−03 PLS3(Plastin-3) Essential for actin and calcium ion binding.
MYBL2-P354-F 3.2× E−02 MYBL2(Myb-related
protein B)
Essential for cell survival, differentiation and
activation of transcription factor.
IGF2AS-P203-F 2.9× E−01 IGF2AS (Putative insulin-like growth
factor 2 antisense gene protein)
This gene expresses a paternally imprinted an-
tisense and is overexpressed in Wilms’ tumour.
PYCARD-E87-F 8.7−01
PYCARD (Apoptosis-associated
speck-like protein containing a
CARD)
Involved in the apoptotic process and protein
homodimerization activity.
EPHB3-P569-R 1.3× E−02 EPHB3(Ephrin type-B receptor 3) Controls ephrin-receptor activity and
axon guidance receptor activity.
KCNQ1-E349-R 1.9× E−01 KCNQ1(Potassium voltage-gated
channel subfamily KQT member 1)
plays a role in tissue-specificity, with preferen-
tial expression from the maternal allele in some
tissues, and biallelic expression in others.
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Moreover, the analysis of individual features revealed that BIRC4-P122-R has the
highest predictive accuracy and MCC of 88.2 ± 2.0% and 0.77 ± 0.04 respectively,
compared to the other 24 individual features. This is followed by HDAC6-E102 of
accuracy (86.9± 2.4%) and MCC (0.74± 0.05.) Although ELK1-P6-R was the most
frequently selected feature, it had the third highest predictive accuracy and MCC
(86.3 ± 2.1% and 0.72 ± 0.04, respectively); this suggests that ELK1-P6-R interacts
with features other than BIRC4-P122-R and HDAC6-E102-F. Overall, individual fea-
tures had a lower predictive accuracy than the feature sub-sets. Four out of 25 indi-
vidual features have shown high predictive accuracies, whereas the others have lower
predictive ones than those achieved via employment of combined features (Table 6.6).
In addition, six out of the 25 selected features gave higher sensitivity values (correctly
predicted for male) and seven out of these 25 individual features have also shown good
specificity (correctly predicted for female), with predictive accuracy values between
71.5 ± 1.8% and 89.0 ± 5.0% for males, and between 72.4 ± 5.4% and 91.5 ± 3.5%
for females. Furthermore, author found that these individual features have a slightly
higher methylation range for females than for males.
Figure 6.2 Number of selected features in ten-times repeated analysis.
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Figure 6.3 DNA methylation distribution of gender, the first feature represents male and the
second for female from the left to the right
Additionally, ELK1-P6-R and BIRC4-P122-R were assigned to different sub-sets
in all repeated analyses; one possible explanation for this is that they perform dif-
ferent biological functions. Although they both show significant DNA methylation
differences between males and females, their associated genes may have antagonistic
functions. ELK1 activates transcription factors for binding, specifically at AT-rich
DNA binding sites [213], whereas BIRC4 is associated with the genetic suppression
of the transcription factor and further activates the process of cell death [204]. More-
over, in six out of the 25 selected individual features, there were significant differences
between males and females, P<0.05. However, for the majority of features, the dif-
ferences were insignificant (P0.05). By increasing the p-value to P ≤ 0.1, eleven
of the selected features, and 14 of which were selected with wrapper methods, show
significant differences in DNA methylation between males and females. The signif-
icant features are mostly associated with DNA binding and cell-cycle control, with
more than half being associated with DNA binding. The selected sub-sets are pre-
sented in Table 6.6. As ELK1 regulates transcriptional factor and is expressed in
almost all tissues, author identified that the locus positions of ELK1-P6-R are highly
methylated in females but hypomethylated in males. Furthermore, ELK1 has three
CpG positions, only two of which were selected; these were more highly methylated
in females than in males. Two loci positions for BIRC4 were selected, in which the
female samples were hypermethylated whilst the male samples were hypomethylated.
In addition, the locus region BIRC4-P122-R was shown to be the best feature for dis-
criminating between males and females. However, the ELK1-P6-R region was the most
frequently selected feature of the ten-times repeated analysis incorporating ten-fold
cross-validation. Furthermore, in the HDAC6-E102-F position, there was also a signif-
icant difference between males and females, with P ≤ 6.8E − 21. As demonstrated in
Table 6.5, the selected feature sub-sets revealed higher predictive accuracies than the
individual features; this suggests that these selected sub-sets interact. These results
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are consistent with further analysis of individual features using the same method,
which shows that BIRC4-P122-R has the highest predictive accuracy and MCC val-
ues when compared with the other selected features in Table 6.7. In both leukocyte
and colon samples, both loci position were present in both features, and there were
significant methylation differences between the two genders.
Table 6.7 Predictive accuracies of individual features of leukocytes.
individual features sen-std sp-std Acc-std MCC-std P-values
ELK1-P6-R 80.2± 3.4 91.3± 2.0 86.3± 2.1 72.4± 4.4 9.1× E−21
ZNF264-P397-F 39.6± 5.3 57.1± 8.9 49.3± 6.2 −3.2± 12.0 0.05
SEMA3B-E96-F 71.5± 1.8 38.1± 7.4 52.8± 4.3 10.0± 7.9 0.07
TNFRSF10A-P171-F 16.1± 4.4 91.5± 3.5 57.6± 1.6 11.9± 7.0 0.6
PCGF4-P760-R 31.0± 6.8 76.8± 8.6 56.4± 2.6 9.0± 5.0 0.8
BIRC4-P122-R 85.8± 5.6 90.1± 5.6 88.2± 2.0 76.5± 3.8 8.8× E−23
TNFRSF10D-P70-F 24.2± 9.2 86.5± 2.8 58.4± 5.0 12.5± 15.0 0.22
BCR-P422-F 76.1± 8.2 14.5± 5.3 41.6± 1.8 −11.9± 5.3 0.70
EPHA1-P119-R 80.1± 3.3 38.8± 4.5 57.0± 2.5 20.4± 4.9 0.07
ABL2-P459-R 89.0± 5.0 23.5± 4.8 52.6± 1.9 16.8± 5.2 0.1
GSTM2-P109-R 27.7± 4.1 82.3± 4.3 57.7± 3.7 12.0± 9.3 0.5
HPN-P823-F 50.1± 12.8 61.8± 4.7 56.5± 6.9 11.9± 14.9 0.07
DLG3-P62-R 84.5± 2.4 81.2± 6.6 82.6± 3.6 65.5± 6.4 6.2× E−19
ELK1-E53-F 86.3± 3.8 84.5± 3.8 85.3± 3.2 70.6± 6.3 3.0× E−17
P2RX7-E323-R 53.9± 11.2 50.1± 3.4 51.9± 5.7 4.0± 12.2 0.5
TGFBI-P31-R 15.7± 4.9 86.7± 4.8 55.0± 2.0 3.5± 5.1 0.6
HDAC6-E102-F 88.4± 3.6 85.7± 3.4 86.9± 2.4 73.8± 4.7 6.8× E−21
IL10-P348-F 31.6± 2.9 74.8± 4.3 55.6± 1.7 7.2± 3.3 0.07
ETS1-P559-R 57.1± 4.5 72.4± 5.4 65.5± 4.7 29.9± 9.3 0.003
PLS3-E70-F 78.1± 3.9 40.0± 10.6 57.0± 4.7 19.3± 7.6 0.009
MYBL2-P354-F 89.9± 7.1 30.5± 6.5 57.1± 3.6 25.5± 9.1 0.03
IGF2AS-P203-F 78.6± 7.9 25.9± 7.3 49.2± 2.8 6.0± 8.2 0.3
PYCARD-E87-F 54.4± 3.2 43.3± 5.6 48.1± 2.1 −2.4± 3.3 0.9
EPHB3-P569-R 69.8± 4.7 25.8± 4.9 45.2± 2.6 −5.0± 5.4 0.01
KCNQ1-E349-R 65.6± 9.1 41.6± 2.3 52.3± 3.6 7.5± 8.3 0.2
6.2.3.1 Normal colon tissue samples
Author investigated whether selected features (CpG loci) are also tissue specific by the
examination of healthy colon samples. Author was able to identify CpG loci methy-
lation differences between male and female samples. The first ten selected features
showed significant gender differences with low p-values of P ≤ E − 20, and further
analysis of individual features revealed high predictive accuracies of between 96.7%
and 100%, and MCCs of between 0.93 and 1.00 (Table 6.9). ELK1-P6-R is the most
important feature since it repeated in the first position for all ten-fold cross-validation
with ten times repeated analysis, followed by STK23-E182-R and VBP1-E127-F. The
gene associated with STK23 plays an important role in the activation of the pro-
tein serine/threonine kinase pathway and in ATP binding, while VBP1 is essential
for post-translational protein modification and the binding of unfolded proteins [214].
Furthermore, observing the results for the best selected sub-set confirms the existence
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of significant methylation differences between the two genders; with the DNA of fe-
male samples tending to be much more highly methylated than was the case for males
(Figure 6.4). STK23-E182-R shows differential methylation for males compared with
an observation hypermethylation in females (Figure 6.4). STK23-E182-R shows dif-
ferential methylation for males consistent with the threshold of unmethylated CpG
loci as reported by experiments [63].
Moreover, the selected features are annotated in the protein and gene-card database,
which indicates that seven out of ten gene-protein interactions have a DNA binding
function. This suggests that gender differences in DNA methylation can be linked
to transcription regulation, and also indicates that gender-related differences in DNA
methylation are correlated with the manner in which genes are regulated parallel with
genomic imprinting. This confirms that genes that are essential for the particular
function for males are on, whereas the same gene in females is off; there is also an
influence from the environment, such as the impact of their jobs, behaviour, lifestyle
and lifetime processes, as expressed in epigenetics [89].
Figure 6.4 The box-plots depict the best ten selected loci regions of healthy colon sam-
ples ELK1-P6-R, STK23-E182-R, VBP1-E127-F EFNB1-P17-F, GLA-P112-F, STK23-P24-F,
BIRC4-P122-R, BIRC4-P500-F, G6PD-P597-F and SLC6A8-seq-28-S227-F. These were plot-
ted from the left to the right (e.g. x-as label; 1M and 2F represent for male and female
respectively of the ELK1-P6-R ).
6.2.4 Data analysis results acquired on cancer samples
To obtain more information about the influence of gender on the methylation of CpG
loci, author used the same methods to investigate gender-related differences in DNA
methylation.
Using forward sequential feature selection integrated with ten-fold cross-validation,
author identified the 18 features most associated with gender from a total of 1506
features. Author also calculated the predictive accuracy and MCC of feature sub-
sets and individual features, and estimated the P-values using the two-tailed t-test.
The selected features comprise ten sub-sets obtained from ten-time repeated analysis.
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GLA-P112-F is the most frequent selected feature, and is considered to be the most
important feature since it was selected in the first position of the all ten repeated cycles.
The best selected sub-set is GLA-P112-F, BIRC4-P122-R, HDAC6-E102-F, GLA-E98-
R, NQO1-E74-R, and MAP2K6-E297-F; this sub-set shows the highest predictive
accuracy and MCC values of 97.5 ± 1.5% and 0.95 ± 0.03 respectively. This sub-set
yields the lowest misclassification error rate, which is displayed in Figure 6.5. Overall,
the performance of sub-sets was effective; details of this are listed in Table 6.10.
Table 6.10 The predictive performance of statistically selected sub-set features from cancer
samples.
Feature subset sen-std sp-std Acc-std MCC-std
GLA-P112-F, DKC1-P276-F, HDAC6-E102-
F, G6PD-P196-F, NASE1L1-P108-F, NQO1-
E74-R, HIF1A-P488-F
96.6± 2.4 97.4± 1.0 97.1± 1.2 93.7± 2.5
GLA-P112-F, BIRC4-P122-R, GLA-E98-R,
NQO1-E74-R, MAP2K6-E297-F
94.0± 2.0 98.1± 0.9 96.6± 1.0 92.6± 2.1
GLA-P112-F, NQO1-E74-R, SYBL1-P349-F,
HIF1A-P488-F,DNMT1-P100-R
95.0± 1.1 97.4± 0.6 96.5± 0.6 92.5± 1.4
GLA-P112-F, NQO1-E74-R,HIF1A-P488-F,
DNMT1-P100-R








95.9± 2.4 98.5± 1.1 97.5± 1.5 94.7± 3.3
GLA-P112-F,ARAF-E38-F,HDAC6-E102-F,
G6PD-P196-F,NQO1-E74-R, HOXA11-P92-R












93.8± 1.5 97.4± 0.2 96.1± 0.6 91.6± 1.3
Sensitivity (Sen) represent male and specificity (SP) represents female, standard deviation (std), predictive
accuracy (Acc) and Matthews Correlation Coefficient (MCC).
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Table 6.11 Summary of selected features from cancerous samples
547-GLA-P122-F 1.70× E−99 GLA (Alpha-galactosidase A)
A variety of mutations in this gene
affect the synthesis, processing, and
stability of this enzyme, which causes
Fabry disease.
109-BIRC4-P122-R 1.01× E−87 BIRC4 (E3 ubiquitin-protein ligase XIAP) Cell death inhibitor/up regulate vari-





Regulates enzymatic activity gene dis-
ruption risk for different forms of can-
cer and is linked to Alzheimer’s disease
(AD).
601-HDAC6-E102-F 2.24× E−77 HDAC6(Histone deacetylase 6)
HDAC6 plays a critical role in tran-
scriptional regulation, cell-cycle pro-





RNA binding protein which regulates
synthase activity and telomerase activ-
ity.
69-ARAF-E38-F 1.69× E−81 ARAF(Serine/threonine-
protein kinase A-Raf)






RNA structure stabilisation and main-
tenance of ribosome biogenesis and
telomere.





Activates innate immune response






Involved in cell fusion and trans-
portation of vesicles to their trans-
membranes and is essential for exocy-





Controls homeostatic response, acti-
vates transcription of many genes, e.g.
metabolism angiogenesis and apopto-













Regulates CpG methylation and main-
tains the DNA methylation pattern in
the newly synthesized strands; this is












Regulates extracellular signal pathway,
immune and transcription activation,
and apoptosis.
636-HOXA11-P92-R 0.03 HOXA11(Homeobox protein(HOXA11))
Involved in female fertility and is active
during embryonic development. Gene







Involved in the transportation of pro-
tein and the activation of immune re-
sponses and natural killer cells.
158-CCNC-P132-R 0.58 CCNC (Cyclin-C)
Involved in protein phosphorylation
and inhibits RNA polymerase initia-
tion complex.
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Author then investigated individual features and discovered that 12 out of the 18
features have a higher predictive accuracy of between 51.8% and 94.5% and, of the 18
identified CpG loci, 15 showed significant DNA methylation differences between the
two genders, with high overall predictive accuracies. 10 out of the 18 features have
as MCC value of between 0.75 ± 0.02 and 0.90 ± 0.02. GLA-P112-F was the highest
selected feature; the associated gene plays an important part in enzymatic activity
and protein synthesis [215]. The second most important feature was ARAF-E38-F; its
associated gene plays a key role in cell differentiation and growth. The third feature
was IRAK1-P312-F, which is associated with immune response. These features were
significantly associated with gender and have P-values of 1.70E-99. In comparison with
the individual features, ARAF-E38-F had the second highest predictive accuracy with
a small standard error, and hence this feature may make a significant contribution to
gender-related differences in dinucleotide patterns. ARAF-E38-F is the second most
important feature, followed by IRAK1-P312-F. These two features have predictive
accuracies of 94.5± 1.3 and 94.8± 1.9, and MCC values of 0.89± 0.03 and 0.89± 0.04
respectively. 15 out of 18 selected features have P-values which are extremely small, i.e.
they have statistical discrimination power (Table 6.11). With regard to SYBL1-E23-
R and CCNC-P132-R, the predictive accuracy was lower in the individual predictive
model than in the feature sub-set, as expected. They both show insignificant P-values
(P5%) in the absolute t-test, but both were selected by the wrapper filtering method.
This suggests that these two features interact with other optimal sub-sets, thus giving
them a higher predictive accuracy in feature sub-sets than they do when evaluated as
individual features. Further details of this are available in Table 6.12.
In addition, the performance of feature sub-sets demonstrated a higher level of
predictive accuracy than that of individual features. This provides further confirma-
tion of the interaction of the selected sub-sets, and leads to the tentative hypothesis
of a biological link between the sub-sets. However, this is required to be proven using
biological experiments. Overall, the performance of feature sub-sets was effective and
the rate of misclassification errors was small, as noted in Figure 6.5, which shows that
after 31 features, the minimum rate of misclassification error was attained, and the
graph remains level from that point onwards.
Author then proceeded to investigate the differences between pairs of samples
(control versus cancer) for both males and females. Using the methods described in
the previous section, we discovered a significant association between HS3ST2-P171-f
and cancer in both the male and female sample pairs, with a predictive accuracy of 99±
1.02% and 99.3± 0.7% respectively. The DNA methylation level of the best selected
feature is plotted in Figure 6.6. This shows that there are significant methylation
differences between the control (healthy) and cancerous samples: the median of the
cancerous samples is higher, but there were no significant methylation differences
between the healthy male and female samples. With regard to the cancerous samples
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for males and females, the methylation distribution for females is slightly more skewed.
The absolute t-statistics revealed significant differences between the two genders, with
P ≤ 2.0E − 62 for males and P ≤ 7.03E − 32 for females. Figure 6.6 shows
Figure 6.5 10-fold CV misclassification error rates and the sequential selected first 100 fea-
tures from cancer samples.
Figure 6.6 DNA memthylation level of the HS3ST2 locus region (NM-006043.1) for both
cancerous and healthy samples.
the methylation distribution of this selected feature. This indicates that there are
significant differences between the control (healthy) and cancerous samples, while
the locus position (HS3ST2-P171-1) is highly methylated in both male and female
cancerous samples. HS3ST2 could therefore serve as a biomarker which was found to
be hypermethylated in various tumour types [216].
6.2.5 Discussion
This work attempts to predict differences in the methylation status of DNA which
are related to gender. Author used feature selection methods and empirical predictive
models in order to distinguish and select the important features of methylation loci
based on 1506 features, including age distribution, from 328 healthy and 635 cancer-
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ous samples of different tissues. As far as author is aware, this study is the most
comprehensive to date. Author used the filtering method with statistical assessment,
in addition to applying wrapper forward feature selection in order to investigate the
interaction between features. Researcher assumes that sequential forward selection
searched through the features and selected associated feature sub-sets. These selected
sub-sets may have biological similarities, whereas t-statistics explored individual fea-
tures separately, assuming that there is no interaction between the features.
6.2.5.1 Data analysis of the results from healthy (control) samples
Six loci positions (CpG) were selected from healthy samples, of which three were signif-
icantly associated with gender methylation; ELK1-P6-R, ELK1-E156-F and DNASE1L1-
E178-R (P ≤ E − 45). ELK1 binds purine-rich sequences and activates transcrip-
tional factor binding sites. This leads to another gene, HDAC2, being recruited; this
gene supresses histone acetylation and reduces protein expression [217]. In addition,
preferential binding of ELK1 to the rs3122605 allele (G) was reported. This causes
upregulation of the IL-10 protein, which has been found to be a risk biomarker for
systemic lupus erythematosus (SLE), particularly in European Americans [218]. They
found that T cells, B cells, and monocytes are highly expressed in samples from SLE
sufferers and the severity of the disease increases with the activity of B cells. In addi-
tion, ELK1 was highly expressed in rheumatoid arthritis tissue, which suggests that
it is linked with inflammation [219]. Furthermore, ELK1 was highly expressed in a
blood sample [218] and rheumatoid arthritis tissues [219] of a patient with this auto-
immune disorder. This protein binds to specific oligodeoxynucleotides of the IL-10
gene, which leads to it being expressed during the immune response. A high level of
ELK1 gene concentration was also found in samples from patients with auto-immune
diseases [218]. In addition, the Il-10 gene is found to be associated with famine expo-
sure, which leads to an increase in DNA methylation in which female DNA is more
highly methylated than that of males [220].
DNASE1L1, the second selected feature, repairs faulty DNA, controls the cell
cycle, and is expressed in the heart and skeletal muscles [221]. An association be-
tween DNASE1L1 and SLE has been reported, in which the activity of this feature
reduces with increasing severity of the disease. It has been assigned as one of the five
biomarkers associated with SLE [222]. In animal models, females were found to have
more antibodies against dsDNA than males [223]. Furthermore, patients with the
DNASE1L1 mutation showed reduced activity [224]. However, other studies failed to
find this mutation in SLE patients [225]. Since none of the above mentioned studies
examined DNA methylation, it is reasonable to suggest that DNA methylation may
activate the development of SLE. Other studies reported that the dinucleotide methy-
lation in males increases with age, whereas age had less influence on methylation in
females [226; 227].
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6.2.5.2 Tissue-specific analysis of leukocytes
The next stage of this study was to investigate whether the selected features are tissue
specific. Using the wrapper method incorporated with ten-fold cross-validation and a
QDA classifier, 25 out of a total of 1506 features were selected from normal leukocytes.
These features contain ten feature sub-sets which were obtained by ten times repeated
analysis, as detailed in the Results section.
Five out of the selected 25 features show significant methylation differences be-
tween males and females, with good predictive accuracies and MCC values. BIRC4-
P122-R, ELK1-P6-R, HDAC6-E102-F, ELK1-E53-F and DLG3-P62-R have shown the
best predictive accuracies for individual feature analysis (Table 6.7). Furthermore, vi-
sualising the best selected sub-set confirms that there is a significant difference in
methylation between the two genders: BIRC4-P122-R and HDAC6-E102-F revealed
that female samples were highly methylated, whilst male samples showed evidence of
hypomethylation. In the same sub-set, the selected feature IL10-P348-F showed no
significant methylation differences between the two genders (Figure 6.3). Moreover,
the sub-set of BIRC4-P122-R, HDAC6-E102-F and IL10-P348-F had the highest pre-
dictive accuracy and Matthews correlation coefficient (MCC); these were 85.2± 1.2%
and 0.70 ± 0.03 respectively. The gene associated with X-linked lymphoproliferative
syndrome (also termed BIRC4), is required for homeostatic immune response reg-
ulation during the cell-division and apoptosis processes. The gene associated with
DLG3-P62-R plays an important role in binding neurotransmitter receptors and is
expressed in the brain during early development. Mutations of the DLG3 gene cause
mental retardation and learning difficulties where the gene-mutation indicated severe
depression [228]. However, this study reported that whole genome and CDNA se-
quencing of the affected male who presented with these symptoms did not reveal the
existence of a DLG3-mutation; this suggests that DNA methylation might be the cause
of gene disruption of the studied males. The gene associated with HDAC6-E102-F is
essential for cell recovery and stress response, and it was reported that disruption of
the HDAC6 gene leads to cell apoptosis [229]. In addition, HDAC6 regulates the pre-
sentation of T cells to lymphocytes by the formation of immune synapses [230]. VBP1
acts as a molecular chaperone protein, and is assumed to be essential for transport-
ing the Von Hippel-Lindau protein from the perinuclear granules to the cytoplasm.
VBP1-E127-F was found to be highly methylated in females, but hypomethylated in
males. It has been reported that VBP1is primarily expressed in the brain [214].
6.2.5.3 Analysis of the data from normal colon samples
Author was able to use DNA methylation features to distinguish the males from
females. The first ten selected features showed significant gender-related differences
with small P-values (P ≤ E − 20); further analysis of individual features has resulted
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in higher predictive accuracies and MCC of between 96.7 ± 1.4% and 100 ± 0.00%,
and 0.93 ± 0.06 and 1.00 ± 0.00 respectively. Further details of this are available in
Table 6.9. At the SLC6A8 locus position, DNA was found to be highly methylated
in female samples but hypomethylated in males. In another study, this was reported
to be tissue-specific, affecting only the testes [231] However, since our data does not
relate to gender-specific tissues this indicates that SLC6A8 is not only specific to
the testes. Furthermore, the same study reported that all promoters of three tissues
were unmethylated in their CpG islands. In addition, SLC6A8 was expressed in the
skeleton muscle, kidneys, testes, colon, heart, brain, small intestine, and prostate.
The prediction and feature selection confirms a significant difference in methylation
distribution between males and females (Figure 6.3). This suggests that SLC6A8 is
tissue specific [232]. However, our results have shown that SLC6A8 is gender-specific,
as can be noted by the significant difference in methylation levels between the two
genders. Author expect that if the SLC6A8 locus position is tissue-specific, it will be
selected from leukocyte samples, which are contained with almost all tissues, rather
than from colon tissue. An experiment is required in order to identify the real function
of SLC6A8; it has been suggested that its function is to regulate the second copy of
the X-chromosome, which guides production of a methylation signal that may be
hidden in the promoter region. With the line of DNA methylation minimised, the
complexity of the genetic reproduction is guided by the memory of cell fate [20].
Moreover, EFNB1-P17-F was one of the top ten selected features from normal colon
tissue in which a significant difference in methylation status between males and females
was identified. The gene associated with EFNB1 was reported to be linked with X-
chromosome inactivation, and has shown higher levels of methylation in females than
in males [210]. Furthermore, mutation of this gene affects females more severely than
males [233], and 92% of the mutations were found to have a paternal origin. Our
study indicates that DNA methylation may contribute to severe defects which mostly
affect females, since some patients showed symptoms even though no mutations were
identified in the studied samples [234].
6.2.6 Data analysis of cancer classification samples
Eighteen features were selected from cancer samples dataset, 14 of which have shown
discriminatory power with P-values of less than 5%. GLA-P112-F was the best se-
lected feature; the gene associated with this feature has an important role in en-
zymatic activity: it regulates protein synthesis, processing, and protein stability. In
addition, the sub-set of GLA-P112-F, DKC1-P276-F, HDAC6-E102-F, G6PD-P196-F,
NASE1L1-P108-F, NQO1-E74-R and HIF1A-P488-F was found to be the optimal fea-
ture sub-set with the highest performance. In this sub-set, significant gender-related
differences were observed (P<5%). Furthermore, HOXA is heritable and gender-
specific [226], with higher levels of methylation found in females than in males of
144
6. Analysis of gender differences in DNA methylation
the same age. DNMT1 was found to be insignificant in individual feature selection,
with P5%. However, it was selected by forward feature sub-set selection as a result
of feature interaction, and higher levels of methylation were found in males than in
females [235]. ELK1 and DNMT1 have not been statistically selected within the same
feature sub-set. However, they are included in the optimal feature sub-sets for healthy
and cancerous samples respectively. Consequently, we can assume that there is no di-
rect interaction between these two features. However, they have both been reported
to influence the epigenetic process. For example, ELK1 activates HDAC2, which leads
to a reduction of histone acetylation, and ERK, which leads to a reduction of histone
proteins and phosphorylation [236]. The phosphorylated HDAC2 and Akt1 prevent
methylation and maintain the stability of DNMT1 [217]. DNMT1 is mostly respon-
sible for the methylation of cancerous cells and the repression of tumour suppressor
genes [237]. In addition, DNMT1 was differentially methylated in various tissues, with
higher levels found being in females than in males [238].
For the purpose of validation, we calculated the predictive accuracy and Matthews
correlation coefficient values of individual features. As summarised in Table 6.2, we
annotated their biological functions in healthy tissue. Tables 6.5, 6.8, and 6.11 give
the functions of these features in leukocytes, colon tissue, and cancerous samples re-
spectively. ELK1-P6-R and GLA-P112-F were the two selected features which were
found to be the most significantly associated with gender-related DNA methylation
differences, with P-values of P ≤ 7.03E − 68. These two features also had high pre-
dictive accuracies with small standard errors, i.e. of 92.2 ± 2.0% and 93.1 ± 1.1%
respectively. Moreover, the same feature was obtained from the analysis of pairs of
cancerous and healthy samples obtained from both males and females. This feature
is HS3ST2, a locus region (NM-006043.1) that is significantly associated with cancer.
For both males and females, the P-values obtained were small: P ≤ 2.0E − 62 for
males and P ≤ 7.03E − 32 for females. They both yielded a high predictive accuracy
of 99± 1.02% and 99.3± 0.7% respectively. Other studies reported that HS3ST2 was
hypermethylated in samples from tissues affected by breast, colon, pancreatic and lung
cancer [216]. Furthermore, it was also found that HS3ST is repressed in gastrointesti-
nal tumours [239], suggesting that a DNA methylation process is responsible.
These results confirm that there are differences between males and females which
can be distinguished on the basis of DNA methylation fingerprints. These differences
may play a very important role on the effects of drug administration, disease pre-
vention, and the environmental impact of individuals (i.e., behaviour). These effects
can be explained by factors such as alcohol influence, drug dosage and diet intake; it
has already been confirmed that dietary intake affects females more than males [240].
However, other factors may also have an influence, such as age, weight and environ-
mental influence; further investigations of these would therefore be worthwhile. The
findings of this study may be limited by the fact that healthy data contains pooled
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tissues which make it difficult to compare the outcomes. However, author used feature
selection in order to select the informative features, and the results were also validated
with leukocytes and colon tissue as noted in the Results section. Another limitation
of the data source is the fact that it represents 807 genes out of 25000 of the human
genome, i.e., the results cannot be completely conclusive unless the study is extended
to the whole human genome.
6.2.7 Conclusion
Biological characteristics which aid the detection of DNA methylation have been found
to be different in different diseases and conditions such as tumours, auto-immune
diseases, and mental disorders. However, few studies demonstrate the existence of
any specific molecular difference that can help distinguish between male and female
subjects. This could help us understand the molecular differences between males
and females; this would, in turn, lead to better modelling and management of the
disease processes. It is therefore important to identify gender-based differences in
DNA methylation, and for this purpose, a bioinformatics study was conducted in
order to analyse the data collected from different tissues of 963 samples, consisting of
328 healthy (168 male and 160 female) and 635 cancerous samples (404 male and 231
female). We investigated the CpG methylation positions of 1506 features from the
963 samples in order to determine whether these contribute additional information
regarding variations in methylation according to gender. Author employed sequential
forward feature selection combined with QDA in order to select the most informative
features or feature sub-sets, and then assess the predictive accuracies and performance
of both these models.
From the analysis of 1506 features, 6 biological ones were identified to be highly
associated with gender-related differences in healthy samples, and 18 in cancerous
samples. Among these features, the loci positions ELK1, DNASE1L1 and ROR2 were
the best selected feature sub-set for the healthy samples, yielding the highest predictive
accuracy of 94.1± 1.2% and Matthews correlation coefficient (MCC) values of 0.88±
0.02, whereas the best selected feature subset for the cancerous samples included
the loci positions GLA-P112-F, BIRC4-P122-R, HDAC6-E102-F, GLA-E98-R, NQO1-
E74-R and MAP2K6-E297-F, which resulted in the highest predictive accuracy and
(MCC) values of 97.5± 1.5% and 0.95± 0.03, respectively. Furthermore, comparison
of pairs of samples from subjects of the same sex, the locus position HS3ST2-P171-f
was found to be a specific to cancer only with a predictive accuracy of 99± 1.02%and
99.3± 0.7% for males and females respectively.
In addition, we also characterised 25 features (CpG loci positions) from normal
leukocytes and 10 from colon tissues. These features revealed significant (P ≤ 6.8E−
21) methylation differences between males and females. It was also observed that
ELK1, BIRC4-P122 and GLA are frequently repeated in the sub-sets and therefore
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can be regarded as the best individual gender discriminator for healthy and cancerous
samples. The respective predictive accuracies for these features were 92.2±2.0%, 85.2±
1.2% and 93.1±1.1%. To date, the selected features have not been reported [63], which
indicates that they have potential to serve as biomarkers in our studies.
Author are able to predict gender-associated features from the whole-genome fin-
gerprint of the DNA methylome in a sample of healthy and cancerous individuals.
We observed that ELK1-P6-R, BIRC4-P122-R and GLA have a strong association
with gender. Higher levels of activation of ELK1 in the immune system were found
in females rather than in males [218]. The most significant DNA methylation dif-
ferences between males and females were identified in the loci positions ELK1-P6-R
and BIRC4-P122-R, although their associated genes have a different function. ELK1
activates a transcription factor for binding, especially at AT-rich DNA binding sites,
whereas the gene associated with BIRC4 suppresses the transcription factor and fur-
ther activates the cell-death process. Furthermore, the locus region HS3HT2 was the
best selected feature when comparing cancerous samples with the control (healthy)
samples, thus confirming that this feature is highly hyper-methylated in various tu-
mour types [216]. Researcher retrieved the features which were most highly associated
with gender, annotated them with their biological functions from the human genome
database, and presented their theoretical and biological processes. Author were able
to distinguish male- and female-associated features with a predictive accuracy of be-
tween 74.5% and 100%. At these loci points, methylation appears to be different for
each gender, and gender differences widely influence methylation, and so may play a
key role in associated diseases and mental problems, behavioural changes and immune
disorders.
An identification of gender-associated loci where DNA methylation is under ge-
netic control will facilitate future investigations into dinucleotide methylation and its
association with disease. However, this investigation does not examine the impact of





Thesis conclusions and Future
Study
This section summarises the different approaches to the problem that have been de-
veloped across this thesis. One of the most difficult problems to analyse consisted
of the genomic, epigenetic and systems biology data, whilst the imbalanced data was
imprecise and biased towards the prediction of direct machine learning. This was
demonstrated during the analysis of all data in which the imbalance responded badly.
As stated by [5]: ‘Regular leave-one-out with KNN cannot predict imbalance feature-
sets.’ Redesigning leave-one-out with KNN could well predict imbalance feature-sets.
This study, focused on the CpGs sequence features of human chromosomes, has
encompassed the following: the calculation of DNA sequence patterns; grouping the
sequence features to their biological functions; predicting and analysing DNA methyla-
tion classes; clustering individual methylation differences in ageing and gender; select-
ing CpG loci positions specific to gender; and developing fair and suitable predictive
models. There now follows a summary of the significance of this thesis and its con-
tribution to the field, along with a discussion of the strengths and limitations of the
work, with recommendations for the future direction of research in this area.
7.1 Brief summary of the work
This study has developed a fair predictive model and established that the methods
employed serve as an effective improvement on traditional methods. There has been an
identification of DNA sequence features that interplay methylation classes, a process
providing the ability to extract and predict CpG loci positions specific to differences
in relation to gender and ageing.
DNA methylation forms one of the most important and remarkable phenomena
processes of gene expression regulation. In view of their importance, DNA patterns
have been investigated in great depth, particularly DNA sequence features, since DNA
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letters have been annotated [241]. However, there has been little previous focus on
the study of DNA methylation classes. Experimental analysis has attempted to iden-
tify DNA methylation patterns, along with their biological functions and the manner
in which they control gene expression, and which features (or feature sets) plays an
important role. Two methods are currently in use for the investigation of DNA methy-
lation, including computational prediction and experimental laboratory (i.e. microar-
rays and illumina-array). A number of studies have investigated specific tissues in
order to identify methylation patterns [56; 242]. A number of tools of bioinformatics
have been developed to extract DNA sequence features, and various predictive mod-
els have been used to distinguish methylated and unmethylated classes which can be
applied directly to machine learning algorithms [48; 64]. However, these have not
produced reliable prediction methods, due to a number of the datasets were severely
imbalanced, and a failure to group the feature sub-sets into their biological functions.
In order to tackle these issues, it has been necessary to investigate DNA sequence
patterns, and also to apply the most effective predictive model, as well as grouping
methylation classes based on their biological associations.
Therefore, this current study has developed a Modified Leave-One-Out cross val-
idation (MLOOCV) strategy, and also grouped the extracted features to their bio-
logical functions, which were then applied to the MLOOCV method (Chapters 3 and
5). Comparative studies of CpGs methylation gave the ability to distinguish methy-
lated classes from unmethylated ones, and also differentially- methylated ones. The
study revealed that the following were significantly associated with DNA methylation:
tissue-specific feature subsets; DNA sequence properties; exon and gene distribution
sub-sets; single polymorphism sub-sets; and DNA structure subsets. It has also been
demonstrated experimentally that a small sample size severely affects predictive per-
formance, when compared to that achievable with medium-imbalanced datasets. It
was therefore proposed that methods (i.e. cost-sensitive and weighting approaches)
were adopted, with an Adoboost algorithm combined with a decision tree classifier.
This proposed method revealed a high predictive performance for the distinction of
methylated, differentially-methylated and unmethylated classifications for imbalanced
datasets, particularly the minority class (methylated class), without losing predictive
performance in relation to the majority class (unmethylated class).
This work has considered various learning algorithms for the analysis of DNA
methylation classes based on DNA sequence features, i.e. KNN, Decision tree and
QDA . These have produced improved predictive performances, further enhanced by
grouping the features into their biological functions, along with all possible combina-
tions of feature sub-sets. The research has shed light on DNA methylation classes and
predicts features associated with this classification criterion, as well as having further
identified that the loci position has a different methylation status in males and females
in both healthy and cancerous samples.
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There now follows a summary of the contribution of this thesis, based on the chap-
ters under discussion. The following points give an outline of the original contribution
of this research:
DNA methylation status in relation to gender and ageing is the one of most impor-
tant 21st century issues in relation to epigenetic and personalised medication. Chapter
4 investigated a set of loci (features) extracted from 1505 DNA sequence methylation
positions. The 47 CpG loci positions specific to gender were extracted by the use of
hierarchical clustering (Heatmap) with pair correlation distance methods. The CpG
loci revealed significant methylation differences between genders for healthy samples.
Heatmap algorithms group both gender and age associated loci (features), while disre-
garding others. An average linkage method was employed, and the sub-group further
enlarged, in which each branch (dendrogram) represented a feature connected with
a group of features, which have been graphically displayed. 11 CpG loci positions
were identified, which were methylated in healthy samples, whereas the same CpG
loci positions were unmethylated in cancerous samples (Table 4.4 provides details).
In Chapter 5, a comprehensive analysis was undertaken to identify and distin-
guish methylated, unmethylated and differentially-methylated classes, based on ex-
tracted DNA sequence features. The extracted features were grouped according to
their biological functions, as reviewed in Chapter 2 and summarised in Table 2.2.
A comprehensive analysis has been undertaken involving KNN, combined with
ten-fold cross validation. Since a number of the datasets were severely imbalanced,
it has been established that direct analysis in machine learning is biased towards the
majority class, i.e. the class with the most observations. This was required to design
a reliable model to tackle such problems. The MLOO method was developed, which
demonstrated improved predictive performance and consistent predictive accuracies
in comparison to traditional KNN. It has been demonstrated that LOOCV with KNN
reveals a bias towards the majority class, whereas MLOOCV demonstrates a consistent
predictive performance, which predicts the following: SNPs sub-set; tissue-specific
feature sub-sets; DNA sequence properties; exon and gene distribution sub-set; single
polymorphism sub-set; and DNA structure sub-set. MLOOCV can also be used for
any imbalanced datasets impossible to predict directly into machine learning, as it
reveals fluctuated and inconsistent results.
The same dataset was comprehensively analysed, with a decision tree as a base
classifier AdaBoost method. Adaboost is designed for small and imbalanced data,
unlike MLOOCV methods. It reveals good predictive accuracies, however, since it
is more computationally-expensive than MLOOCV. The researcher proposed the use
of a combination of methods, i.e., weighting- and cost-sensitive ones, which resulted
in improvements to the predictive performance of the minority class. The weight-
ing assisted not only with the accuracy of the minority class, but also those classes
not easy to separate. The results demonstrated an imbalance metrics improvement,
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including the consideration of F-measure and G-mean parameters. The values were
judged on how well the model responded to the unseen data (test set). The combina-
torial methods revealed an improved predictive performance for methylation classes
in comparison to the single method (either weighting or prior probability approaches).
In Chapter 6, a comprehensive feature selection method was built, in order to dis-
tinguish DNA methylation differences between males and females by the investigation
of specific features (loci positions) that play a role in DNA methylation for healthy
and cancerous data. There was a further investigation of tissue specificity for males
and females in DNA methylation differences in relation to the health of both genders.
This study has aimed to distinguish DNA methylation differences between genders,
in order to assist in the design of a target drug, and also improve the manner in
which patients are treated, which has been based on the weight of patients without
considering the impact of other factors, such as DNA methylation, tissue specificity,
and drug resistance or toxicity that may cause DNA methylation variation in differing
tissues. These factors form the future direction of DNA methylation studies.
In this Chapter, 10 features were identified in a colon tissue sample, which demon-
strated DNA methylation differences in both healthy male and female samples. This
is a major finding, since these features are not associated with gender specific-tissues.
A classifier was built, combined with feature selection methods (t-test and wrapper).
The gender difference features revealed a high predictive accuracy for both individual
selected features used by the t-test, as well as the sub-set-selected features also used
by the wrapper method. This work has identified the most informative features, or
feature sub-sets, distinguishing DNA methylation differences between healthy male
and female samples. The soundness of the model has been demonstrated by the con-
sideration that, during the selection process, none of the features were ignored, and
all went through in the search with a combination of pairing; those with the lowest
misclassification error rate were selected.
7.1.1 Strengths and limitations
A strength of this thesis consists of the development of fair predictive models (MLOOCV).
Traditional methods (i.e. hold-out and m-fold cross validation) can only be valid with
a large sample size and balanced dataset, and cannot handle as imbalanced one [48; 64].
A further strength consists of teaching machine-learning in accordance with the be-
haviour of the dataset, including pre-processing, feature selection and data-mining.
This study has utilised and adapted the most intelligent means of overcoming bias to-
wards an imbalanced dataset. The predictive model involves the prediction of feature
sub-sets associated with DNA methylation, establishing that DNA methylation tends
to be associated with tissue specificity, whereas the differentially-methylated class are
correlated with DNA sequence distributions [27].
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In this work, the researcher has been able to predict DNA methylation classes, in
addition to identifying and profiling CpG loci methylation position differences between
healthy and also cancerous individuals of both genders, from 963 samples across a
wide age range. Feature selection methods have been designed, and interrogated
CpG loci methylation positions specific to both healthy and cancerous individuals
of both genders. Taken together, these comprehensive analyses have provided an
exploration of CpG methylation classes, CpG methylation differences in relation to
gender, and results on DNA methylation changes results in cancer samples. This
has made possible the comprehensive predictive analysis and investigation of DNA
methylation variability in this work.
However, this work indicated a number of limitations. The prediction model
(MLOOCV) is utilised with a K-nearest neighbour classifier. Hence, a further clas-
sifier is required to compare the results acquired, and it would also be beneficial to
extend the predictive model with a Support Vector Machine (SVM) approach.
The number of CpGs used in the study was limited. They were not represented
in all CpGs loci positions of the genome, as they only represented a small fraction
of human genes (less than 3.2%), which requires further extension in order to reduce
the limitations of the study. This can be investigated further by employing a greater
proportion of the entire human genome arrays in order to ensure a complete conclusion.
The potentially most critical component missing in this work is the tissue speci-
ficity CpG methylation differences according to gender. Nevertheless, it has been
reported that methylation is a life-long continuous process, which is not always the
case, since CpG methylation is specific to one tissue. Hence, targeting tissue-specific
methylation in order to compare methylation variation in ageing and gender may not
produce useful information. Despite this issue, the current study has investigated CpG
methylation differences between males and females in Leukocytes and Colon tissues
collected from a healthy population, which is self-referencing and hence eliminates
such bias.
7.1.2 Future direction of this work
DNA sequence features have been analysed and briefly reviewed in previous chapters.
Therefore, this sub-section will further discuss the direction of future research.
In Chapter 3, three independent samples were presented in order to study DNA
methylation features. These features were grouped into their biological functions, as
listed in Table 2.2. This is required to be extended and further sub-grouped, in order
to ensure that it contains an improved representation of the complete human DNA
features (should future technology allow), since the cell contains three billion base
pairs of DNA letters.
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In Chapter 4, hierarchical clustering was used to identify CpG methylation differ-
ences according to gender and age. Further methods are required in order to compare
the results, and further investigation is needed into geographical methylation differ-
ences in relation to environment and ethnicities.
Chapter 5 contained an investigation of methylation differences between three
classes (i.e. methylated, unmethylated and differentially methylated), based on cal-
culated CpG island sequence features. In this chapter, various classification models
were developed and reported in the thesis, including MLOOCV and Combinatorial
Adaboost. Both methods demonstrate improvements in predictive performance in
comparison to traditional LOOCV and Adaboost. Both methods employed three
classes of prediction problems, which could be extended into multi-classes prediction
methods for imbalanced data.
In Chapter 6, a forward feature selection method was created and combined with
a quadratic discriminate analysis (QDA) classifier which identified a number of gender
difference features (loci position). The method produced a high predictive performance
for individual and sub-set features. The studied dataset in Chapter 6 contained only
807 gene arrays, which were screened in relation to the entire human genome. Thus,
the arrays comprised 3.2% of the human genome required to further extend the total
human genome, in order to attain a complete conclusion. In addition, samples for
both control (healthy) and diseased (cancerous) samples could be extended in order
to produce a comprehensive analysis and representation of a specific population.
7.1.3 Final conclusions
In this report, comprehensive CpGs methylation predictions for both healthy and
diseased human tissues (data) have been established. Such predictions contribute to
a DNA methylation predictive model, including a severely imbalanced dataset, which
modifies the manner that data can be analysed with a fair predictive model, i.e. by
modelling the data before applying machine-learning. This work also leads to new
directions in this field, illuminating the means in which the current diagnostic and
medication of cancer patients is questionable, since it has not considered influence of
gender on the DNA methylation status. Hence, this work should eventually lead to
improvements of current cancer diagnostics, prevention and medication, particularly
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“Aberrant cpg-island methylation has non-random and tumour-type–specific
patterns,” Nature genetics, vol. 24, no. 2, pp. 132–138, 2000. 12
[43] M. Esteller, “Epigenetics in cancer,” New England Journal of Medicine, vol. 358,
no. 11, pp. 1148–1159, 2008. 12, 64, 126
[44] M. Esteller, “Cancer epigenomics- dna methylomes and histone-modification
maps,” Nature Reviews Genetics, vol. 8, no. 4, pp. 286–298, 2007. 12
[45] F. A. Feltus, E. K. Lee, J. F. Costello, C. Plass, and P. M. Vertino, “Predict-
ing aberrant cpg island methylation,” Proceedings of the National Academy of
Sciences, vol. 100(21),, pp. 12253–12258,, 2003,. 12, 16, 26
[46] F. Fang, S. Fan, X. Zhang, and M. Q. Zhang, “Predicting methylation status of
cpg islands in the human brain,” Bioinformatics, vol. 22, no. 18, pp. 2204–2209,
2006. 12, 26, 80
[47] S. Fan, M. Q. Zhang, and X. Zhang, “Histone methylation marks play impor-
tant roles in predicting the methylation status of cpg islands,” Biochemical and
biophysical research communications, vol. 374, no. 3, pp. 559–564, 2008. 12, 26
[48] C. Bock, M. Paulsen, S. Tierling, T. Mikeska, T. Lengauer, and J. Walter,
“Cpg island methylation in human lymphocytes is highly correlated with dna
sequence, repeats, and predicted dna structure,” PLoS Genet, vol. 2, p. e26, 03
2006. 12, 16, 20, 21, 26, 28, 41, 44, 64, 81, 84, 123, 126, 150, 152
[49] Y. Zhang, C. Rohde, S. Tierling, T. P. Jurkowski, C. Bock, D. Santacruz,
S. Ragozin, R. Reinhardt, M. Groth, J. Walter, and A. Jeltsch, “Dna methy-
lation analysis of chromosome 21 gene promoters at single base pair and single
allele resolution,” PLoS Genet, vol. 5, p. e1000438, 03 2009. 12, 13
[50] D. Jia, R. Z. Jurkowska, X. Zhang, A. Jeltsch, and X. Cheng, “Structure of
dnmt3a bound to dnmt3l suggests a model for de novo dna methylation,” Nature,
vol. 449, no. 7159, pp. 248–251, 2007. 12
[51] V. Handa and A. Jeltsch, “Profound flanking sequence preference of dnmt3a
and dnmt3b mammalian dna methyltransferases shape the human epigenome,”
Journal of molecular biology, vol. 348, no. 5, pp. 1103–1112, 2005. 12
[52] E. R. Doughtery, H. Jianping, and M. L. Bittner, “Validation of computational
methods in genomics,” Current Genomics, vol. 8, no. 1, p. 1, 2007. 12, 26, 83
160
REFERENCES
[53] T. Li, C. Zhang, and M. Ogihara, “A comparative study of feature selection and
multiclass classification methods for tissue classification based on gene expres-
sion,” Bioinformatics, vol. 20, no. 15, pp. 2429–2437, 2004. 12, 83
[54] M. R. Segal, “Validation in genomics: Cpg island methylation revisited,” Sta-
tistical applications in genetics and molecular biology, vol. 5, no. 1, p. Article
29, 2006. 12
[55] E. Schilling and M. Rehli, “Global, comparative analysis of tissue-specific pro-
moter cpg methylation,” Genomics, vol. 90, no. 3, pp. 314 – 323, 2007. 12
[56] F. Eckhardt, J. Lewin, R. Cortese, V. K. Rakyan, J. Attwood, M. Burger,
J. Burton, T. V. Cox, R. Davies, T. A. Down, C. Haefliger, R. Horton, K. Howe,
D. K. Jackson, J. Kunde, C. Koenig, J. Liddle, D. Niblett, T. Otto, R. Pettett,
S. Seemann, C. Thompson, T. West, J. Rogers, A. Olek, K. Berlin, and S. Beck,
“Dna methylation profiling of human chromosomes 6, 20 and 22,” Nat Genet,
vol. 38, pp. 1378–1385, Dec. 2006. 13, 16, 17, 41, 77, 80, 81, 150
[57] D. Zilberman and S. Henikoff, “Genome-wide analysis of dna methylation pat-
terns,” Development, vol. 134, no. 22, pp. 3959–3965, 2007. 13
[58] P. Dehan, G. Kustermans, S. Guenin, J. Horion, J. Boniver, and P. Delvenne,
“Dna methylation and cancer diagnosis: new methods and applications,” Expert
Rev. Mol. Diagn., vol. 9(7), pp. 651–657, 2009. 13
[59] K. L. Thu, L. A. Pikor, J. Y. Kennett, C. E. Alvarez, and W. L. Lam, “Methy-
lation analysis by dna immunoprecipitation,” Journal of cellular physiology,
vol. 222, no. 3, pp. 522–531, 2010. 13
[60] S. N. Austad, “Why women live longer than men: sex differences in longevity,”
Gender medicine, vol. 3, no. 2, pp. 79–92, 2006. 13, 23, 63, 126
[61] A. H. Field, cluster and classification techniques for biosciences. Cambridge
University Press., 2007. 14, 24
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