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1. Einleitung
Systeme stark korrelierter Elektronen sind in den letzten Jahren in zunehmendem Ma-
ße ins Blickfeld wissenschaftlicher Forschung gelangt. Das wachsende Interesse wird
von der Beobachtung einer Reihe ungewöhnlicher Phänomene genährt. Zu den faszinie-
rendsten zählen mit Sicherheit das Schwer-Fermion-Verhalten [1], die Hochtemperatur-
Supraleitung [2] sowie der fraktionale Quanten-Hall-Effekt [3]. Letzterer tritt in qua-
si zweidimensionalen Elektronensystemen auf, die in Halbleiterstrukturen realisiert
werden können. Die Elektronen bilden dort einen so genannten Laughlin-Zustand,
dessen elementare Anregungen durch Teilchen mit gebrochener Ladung und gebro-
chener Statistik repräsentiert werden. Die in Kupraten auftretende Hochtemperatur-
Supraleitung ist dadurch ausgezeichnet, dass der Übergang in den supraleitenden Zu-
stand bereits bei wesentlich höheren Temperaturen erfolgt als in herkömmlichen me-
tallischen Supraleitern. Im Unterschied zu den letzteren lassen sich Kupratsupraleiter
als dotierte Mott-Isolatoren auffassen. Ihr Tieftemperaturverhalten ist oft durch das
Auftreten von Antiferromagnetismus oder streifenförmiger Ladungsordnung gekenn-
zeichnet. Eine weitere wichtige Klasse von Systemen stark korrelierter Elektronen
stellen die Schwer-Fermion-Systeme dar. Hier verursachen lokale magnetische Mo-
mente in einem Metall die Bildung schwerer Quasiteilchen, welche mitunter Massen
von mehreren tausend Elektronenmassen besitzen. Durch umfangreiche experimentelle
Untersuchungen weiß man, dass all diese Phänomene durch eine starke Wechselwir-
kung der Elektronen untereinander verursacht werden, welche die kinetische Energie
um ein Vielfaches übersteigt. Die Wechselwirkungsenergie stellt somit die dominante
Energieskale in Systemen stark korrelierter Elektronen dar.
Die Physik eines gewöhnlichen Metalls lässt sich auf mikroskopischer Ebene als die
Bewegung von Elektronen im periodischen Potential der Kristallionen beschreiben.
Metallelektronen sind in guter Näherung als freie Ladungsträger charakterisierbar.
Eine komplett andere Situation kann sich jedoch durch die Betrachtung einer Wech-
selwirkung der Elektronen untereinander ergeben. Eine interessante Fragestellung ist
beispielsweise, welchen Einfluss die Coulomb-Abstoßung hat, die zwei Elektronen am
gleichen Gitterplatz erfahren. Ein solches System wird durch das Hubbard-Modell
repräsentiert. Betrachtet man das Szenario, bei welchem die lokale Wechselwirkung
klein im Vergleich zur kinetischen Energie der Elektronen ist, kann eine theoretische
Beschreibung mit Hilfe einer Störungstheorie erfolgen. Die umgekehrte Situation, in
welcher die lokale Wechselwirkung dominiert, entzieht sich einer solchen Beschreibung.
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2 1. Einleitung
Mit Blick auf die Systeme stark korrelierter Elektronen ist sie jedoch die interessantere.
Ein tief gehendes Verständnis solcher Systeme stellt eine der größten Herausforderun-
gen der theoretischen Physik dar.
Eine Möglichkeit, die Komplexität dieser Problemstellung zu beherrschen, stellt die
Verwendung numerischer Verfahren dar. Ein solcher Zugang wird durch die ständig
zunehmende Effizienz moderner Informations-Technologie motiviert. Als ein wichtiger
Vertreter hat in den letzten Jahren die Dynamische Molekularfeld-Theorie (DMFT)
ihr Potential zur Beschreibung von Systemen stark korrelierter Elektronen unter Be-
weis gestellt. Daneben existiert eine Vielzahl anderer numerischer Verfahren, von
welchen an dieser Stelle, ohne Anspruch auf Vollständigkeit, noch die Numerische
Renormierungsgruppen-Methode (NRG), die Quanten-Monte-Carlo-Methode (QMC)
und die Dichte-Renormierungsgruppen-Methode (DMRG) genannt werden sollen. Die
begrenzte IT-Kapazität erweist sich bei den meisten Verfahren als die entscheidende
Barriere zur Beschreibung großer Systeme. Den Anspruch auf einen allgemeineren Zu-
gang zu Systemen stark korrelierter Elektronen erheben analytische Verfahren. Auf der
Grundlage mathematischer Formulierungen gestatten sie ein hohes Maß an Verständ-
lichkeit. Ihr Gültigkeitsbereich ist jedoch durch die Qualität der jeweils verwendeten
Näherungen beschränkt. So bieten zwar beispielsweise Molekularfeld-Näherungen eine
sehr anschauliche theoretische Beschreibung physikalischer Systeme, ihre Anwendbar-
keit ist jedoch in der Regel an Bedingungen, wie große räumliche Dimensionen oder
große Entartungen, geknüpft.
Die vorliegende Arbeit beschäftigt sich mit einer bestimmten Klasse von Systemen
stark korrelierter Elektronen, den Schwer-Fermion-Systemen. Der theoretische Zugang
wird auf der Basis des Anderson-Gitters erfolgen, ein Modell, welches das Wechselspiel
von Elektronen aus kompakten f -Orbitalen und freien Leitungselektronen beschreibt.
Beide Elektronensysteme sind durch eine Hybridisierung miteinander verknüpft. Ein
solches Szenario ist für Lanthanid- und Aktinid-Verbindungen realistisch. Hier ver-
ursacht die Kompaktheit der f -Orbitale eine starke Wechselwirkung der Elektronen
untereinander, welche zur Bildung schwerer Quasiteilchen führt. Der Zugang zum
theoretischen Verständnis des Anderson-Gitters wird mit Hilfe der von Wegner [4] vor-
geschlagenen Flussgleichungsmethode erfolgen. Ihre Idee besteht in der Durchführung
einer kontinuierlichen unitären Transformation des Hamilton-Operators. Dieser wird
auf einen effektive Hamilton-Operator abgebildet, dessen einfache Struktur die gute
Beschreibung physikalischer Größen gestattet.
Die Struktur dieser Arbeit ist in zwei Hauptteile gegliedert. Der erste Teil umfasst eine
Darlegung der experimentellen und theoretischen Grundlagen, die für das Verständnis
der Arbeit notwendig sind. Hierfür wird in Kapitel 2 ein Überblick über die wichtigs-
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ten experimentellen Ergebnisse für SFS gegeben. Danach erfolgt eine ausführliche
Diskussion der mikroskopischen Modelle, die eine Beschreibung von Schwer-Fermion-
Verhalten ermöglichen. An ihnen wird eine Auswahl wichtiger theoretischer Ergeb-
nisse erörtert, die durch bisherige Arbeiten abgeleitet wurden. Kapitel 3 widmet sich
anschließend einer detaillierten Einführung der hier verwendeten Flussgleichungsme-
thode. Neben ihrer Formulierung zur Transformation des Hamilton-Operators wird
ebenfalls auf die Berechnung von Korrelationsfunktionen eingegangen.
Der zweite Teil umfasst die Darstellung neuer theoretischer Ergebnisse zur Beschrei-
bung von Schwer-Fermion-Systemen und stellt somit den Hauptteil dieser Arbeit dar.
In Kapitel 4 wird zunächst die Ableitung der Flussgleichungen für das Anderson-Gitter
gezeigt. Als Resultat dieser Prozedur steht ein effektiver Hamilton-Operator, dessen
Energien durch ein System gekoppelter Differentialgleichungen gegeben ist. Die phy-
sikalischen Ergebnisse basieren hauptsächlich auf einer numerischen Integration der
Flussgleichungen. Neben der Diskussion der elektronischen Struktur des Anderson-
Gitters wird der Einfluss äußerer Parameter, wie der Temperatur und der Hybridisie-
rungsstärke, untersucht. Die Resultate werden im Zusammenhang mit den Ergebnissen
anderer Arbeiten diskutiert.
Die Beschreibung dynamischer Größen für das Anderson-Gitter wird in Kapitel 5
gezeigt. Neben den elektronischen Zustandsdichten wird die Darstellung dynamischer
magnetischer Suszeptibilitäten beschrieben, welche Größen darstellen, die dem Expe-
riment direkt zugänglich sind.
Den Abschluss der Arbeit bildet eine Zusammenfassung der wichtigsten Ergebnisse
und ein Ausblick auf zukünftige Arbeiten.

Teil I.
Grundlagen

2. Theorie und Experiment
Die theoretische Erklärung des Kondo-Effekts durch Kondo 1964 [5] kann aus heuti-
ger Sicht als die Geburtsstunde der Theorie der Systeme Schwerer Fermionen angese-
hen werden. Bereits in den frühen dreißiger Jahren des letzten Jahrhunderts ergaben
sich experimentelle Hinweise auf die Existenz eines Minimums im Tieftemperatur-
verlauf des elektrischen Widerstands von verunreinigten metallischen Proben. Diese
Experimente standen im Widerspruch zur theoretischen Antizipation der Temperatu-
rabhängigkeit des Widerstands ∼ T 5, dominiert durch thermische Phononenanregun-
gen.
Die experimentelle Erkenntnis eines Zusammenhangs zwischen dem Auftreten dieses
Effekts und eines Curie-Weiss-Terms in der magnetischen Suszeptibilität inspirier-
te Kondo zu einer störungstheoretischen Betrachtung des Kondo-Modells, welches
die Wechselwirkung eines magnetischen Streuers in einer metallischen Umgebung
beschreibt. Kondos Berechnungen ergaben einen Widerstandsverlauf von R(T ) =
aT 5 +nimp R0−nimp R1 ln(kBT/W ), wobei nimp die Konzentration der magnetischen
Streuzentren und W die Bandbreite der Metall-Elektronen bezeichnen. Neben dem
von gewöhnlichen metallischen Proben bekannten ersten Beitrag ergibt sich zusätz-
lich ein konstanter Anteil und ein Term mit logarithmischer Temperaturabhängig-
keit. Das Minimum des Widerstands ist mit einer charakteristischen Temperatur
kBTK ∼ W exp(−1/2Jρ0), der Kondo-Temperatur, assoziiert.
Die gute Korrespondenz dieser theoretischen Betrachtungen mit experimentellen Be-
funden wurde allerdings mit einem neuen Problem konfrontiert, der Divergenz des
Widerstands für kleine Temperaturen. Dieses Phänomen, respektive die Herausfor-
derung einer theoretischen Beschreibung des Modells für Temperaturen T  TK,
wird als Kondo-Problem bezeichnet. Erst mit der Formulierung der Renormierungs-
gruppentheorie durch Wilson [6] konnte theoretisch verstanden werden, dass das ma-
gnetische Moment des Streuers bei kleinen Temperaturen (oder entsprechend großen
Kopplungsstärken) kompensiert wird und effektiv einem nichtmagnetischen Streuzen-
trum äquivalent ist.
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2.1. Systeme Schwerer Fermionen und ihre Eigenschaften
Eine Reihe von Seltenerd- und Actinid-Verbindungen zeigt ein Verhalten, das sie in
den Augen der Festkörperphysiker als Schwer-Fermion-Systeme (SFS) qualifiziert. Ih-
re wichtigsten Vertreter enthalten als Bestandteil eines der Elemente Ce, Yb bzw.
U, was die Beteiligung von teilweise besetzten 4f - bzw. 5f -Elektronenniveaus impli-
ziert. Zu den Protagonisten dieser Klasse von Verbindungen lassen sich mit Sicherheit
CeAl3, CeCu2Si2, YbCu2Si2 und UPt3 zählen
1. All diesen Proben ist gemeinsam, dass
sie oberhalb einer charakteristischen Temperatur T ∗' 10K ein Verhalten aufweisen,
welches auf die Existenz lokaler magnetischer Momente schließen lässt, während sie
unterhalb von T ∗ als sog. Fermi-Flüssigkeit (FL=Fermi Liquid) beschreibbar sind. Die
Fermi-Flüssigkeitstheorie [7, 8] (vgl. auch [9])2 trifft insbesondere Aussagen über physi-
kalische Messgrößen bei sehr kleinen Temperaturen (T . 1 K). Sie sagt einen linearen
Temperaturverlauf der spezifischen Wärme, also C =γT , eine temperaturunabhängi-
ge magnetische Spinsuszeptibilität χ und einen Widerstandsverlauf R = R0 + aT
2
voraus. Das Wesen der Fermi-Flüssigkeitsbeschreibung von SFS besteht in stark re-
normierten Parametern. Beispielsweise misst man für das Tieftemperaturverhalten
der spezifischen Wärme einen Koeffizienten γ von bis zu 1 J mol−1K−2, anstelle von
ca. 1 mJ mol−1K−2 für ein gewöhnliches Metall, wie etwa Cu. Im gleichen Maß wird
eine Erhöhung der Pauli-Suszeptibilität gemessen. Typischerweise liegt der als Wilson-
Verhältnis definierte Quotient RW =π
2k2Bχ/3µ
2
Bγ in der Größenordnung eins. Von den
außergewöhnlich hohen γ-Werten lässt sich auf die Existenz schwerer Quasiteilchen
mit effektiven Massen m∗ von mehreren 1000 Elektronenmassen schließen, welche den
SFS ihren Namen verleihen. Für die theoretische Beschreibung von SFS ist es wichtig
zu erwähnen, dass die f -Niveaus einer starken Spin-Bahn-Kopplung unterliegen. Im
Fall von Ce-Verbindungen bedeutet das, dass das niedrigste Energieniveau durch den
Gesamtdrehimpuls j = 5/2 charakterisiert ist, während das nächst höhere Niveau
(j = 7/2) energetisch weit darüber liegt. In den meisten Modellen geht man daher
von einem 6-fach entarteten f -Niveau aus, falls man den Einfluss symmetriebrechen-
der Wechselwirkungen, z. B. eines Kristallfeldes, vernachlässigt.
Die Entdeckung der Schwer-Fermion-Supraleitung an der Verbindung CeCu2Si2 durch
Steglich und Mitarbeiter im Jahre 1979 [13] rückte die SFS erneut ins Blickfeld der
Festkörperphysik. Dieses Ereignis war insofern eine Überraschung, da bisherige experi-
mentelle Messungen an SFS die Existenz von zu starken magnetischen Wechselwirkun-
gen nahelegten, um Supraleitung zuzulassen. Die enorme Sprunghöhe der spezifischen
Wärme beim Übergang in die supraleitende Phase (Tc ' 0.5K) führt zu dem Schluss,
dass die Cooper-Paare durch die schweren Quasiteilchen formiert werden. Ein wei-
1Eine Übersicht über frühere experimentelle Arbeiten findet man in [10] und [11].
2Eine Sammlung der Originalarbeiten von L. Landau findet man in [12].
2.1. Systeme Schwerer Fermionen und ihre Eigenschaften 9
terer experimenteller Befund ist die Anisotropie des Ordnungsparameters, welche die
Schwer-Fermion-Supraleiter als unkonventionelle Supraleiter ausweist. In der Folgezeit
wurde eine Unzahl weiterer SFS mit supraleitender Phase entdeckt [11], als ein weite-
rer typischer Vertreter kann die Verbindung UPt3 angesehen werden [14]. Weitgehend
umstritten ist jedoch die Ursache des Paarungsmechanismus, der zu Supraleitung in
SFS führt. Neuere Untersuchungen tendieren zu der Interpretation von magnetisch
verursachten Kopplungen [15, 16] als Quelle der Cooper-Paarbildung.
Die experimentellen Untersuchungen an Y1−xUxPd3 1991 [17] eröffneten ein neues Feld
in der Physik der SFS. Hatte bis dahin das Paradigma der schweren Fermi-Flüssigkeit
die phänomenologische Beschreibung der Schwer-Fermion-Verbindungen dominiert,
so erwies sich diese Darstellung im System Y1−xUxPd3 für die Dotierung x = 0.2 als
völlig ungeeignet. Starke Abweichungen vom Fermi-Flüssigkeitsverhalten führten zur
Definition eines neuen physikalischen Zustands, der den Namen Nicht-Fermi-Flüssig-
keit (NFL) erhielt [18]. Neben Y0.8U0.2Pd3 wurde Nicht-Fermi-Flüssigkeitsverhalten
in einer Reihe anderer Verbindungen nachgewiesen, unter anderem CeCu5.9Au0.1 und
YbRh2Si2. Im Unterschied zur FL bezeichnet man einen Zustand als NFL, falls die
spezifische Wärme einen Temperaturverlauf von C/T ∼ log T oder ∼ Tα (α 6= 0) auf-
weist. Ein ähnliches Verhalten zeigen die magnetische Suszeptibilität und das Tempe-
raturverhalten des elektrischen Widerstands. Der Übergang von einer FL-Phase in den
NFL-Zustand kann durch Dotierung, hydrostatischen Druck oder ein äußeres Magnet-
feld erfolgen. Die Abhängigkeit von den äußeren Parametern liefert für die meisten
untersuchten Verbindungen ein komplexes Phasendiagramm. In allen Systemen er-
scheint das Auftreten von NFL-Verhalten durch die Nähe zu einer antiferromagnetisch
geordneten oder zu einer supraleitenden Phase begünstigt zu werden. In Abbildung
2.1 ist exemplarisch ein P−T -Phasendiagramm von CeCoIn5 [19] gezeigt. Neben den
FL- und NFL-Phasen zeigt das System eine antiferromagnetisch geordnete Phase und
eine Supraleitende Phase, welche eine typische kuppelartige Struktur aufweist. Der
Übergang zur antiferromagnetischen Ordnung bei T = 0 charakterisiert einen quan-
tenkritischen Punkt bei einem kritischen Druck Pc.
Das Interesse der Experimentatoren richtet sich im besonderen Maß auf die Untersu-
chung der Verbindungen in der Nähe des quantenkritischen Punktes, der im Phasen-
diagramm durch das Einsetzen von langreichweitiger antiferromagnetischer Ordnung
gekennzeichnet ist. Die Eigenschaften der magnetischen Fluktuationen können vor-
zugsweise mit inelastischer Neutronenstreuung untersucht werden. Die Daten dieser
Experimente haben den Vorteil, eine energieaufgelöste Messung der magnetischen Re-
sponse-Funktion (dynamische magnetische Suszeptibilität) zu liefern. Unter anderem
wurden diese Messungen an Systemen ohne supraleitende Phase, wie zum Beispiel
CeCu6−xAux [21, 22], und an Systemen mit supraleitender Phase, z. B. UNi2Al3 [23]
10 2. Theorie und Experiment
P*P
0
0c
Sidorov et al.                                Figure 4
b
PG
FL
NFL
AFM
SC
 
 
T
P
0 1 2 3 4 5
1
2
3
T
FL
T
pg
a
 
 
CeCoIn
5
SC
n = 1.5 ± 0.1
n ≈ 1
n = 2
T(
K
)
P(GPa)
Abbildung 2.1.: Temperatur-Druck-Phasendia-
gramm für CeCoIn5 aus [19]. (a) Phasen-
diagramm aus experimentellen Daten.
(b) Schematisches Temperatur-Druck-
Phasendiagramm. AFM: antiferromagneti-
sche Phase; PG: Pseudo-Lücken-Phase; SC:
supraleitende Phase; FL: Fermi-Flüssigkeit;
NFL: Nicht-Fermi-Flüssigkeit.
Abbildung 2.2.: (a) Phasendiagramm für
CeCu6−xAux aus [20]. mit zunehmen-
der Au-Konzentration erfährt das Sys-
tem einen Übergang zu einer antifer-
romagnetischen Ordnung. (b),(c) ver-
schiedene Modellvorstellungen für das
System am quantenkritischen Punkt.
Erläuterung siehe Text.
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durchgeführt. In der Verbindung CeCu6−xAux findet man bei sehr tiefen Tempera-
turen das Einsetzen einer langreichweitigen antiferromagnetischen Ordnung bei einer
kritischen Au-Konzentration von x=0.1. Für den Phasenübergang bei T =0 wurden
zwei Modelle vorgeschlagen, die schematisch in Abbildung 2.2 dargestellt sind. Die Mo-
dellvorstellung in (b) beschreibt die Annahme, dass die lokalen magnetischen Momen-
te in der Nähe des Phasenübergangspunktes stark abgeschirmt sind und somit keinen
Beitrag für die Ausbildung der magnetischen Ordnung liefern. In (c) wird die Abschir-
mung der magnetischen Momente erst am quantenkritschen Punkt erreicht, so dass
die lokalen Momente eine aktive Rolle als kritische Fluktuationen am Übergangspunkt
zur magnetischen Ordnung spielen. Die Gitter-Kondo-Temperatur T ∗K verschwindet ge-
nau am Phasenübergangspunkt. Durch neuere und präzisere Neutronenstreumessun-
gen wurde in [20] das letztere Szenario für das wahrscheinlichere befunden. Weiterhin
gestatten Experimente mit Hilfe inelastischer Neutronenstreuung, den Einfluss von
Anisotropie-Effekten auf Grund der Kristallfeldaufspaltung der f -Elektronenniveaus,
wie im Fall von YbNi2B2C [24], zu examinieren. Neben Experimenten zur Bestimmung
magnetischer Eigenschaften geben eine Reihe optischer Streuexperimente Einsicht in
die Anregungsspektren von Schwer-Fermion-Verbindungen [25].
Das Auftreten von NFL-Verhalten wird hauptsächlich im Kontext von vier verschie-
denen Szenarien diskutiert. Als eine mögliche Ursache wird die Nähe des Systems zu
einem quantenkritischen Punkt angesehen, welcher durch das Wechselspiel von Kondo-
Effekt und RKKY-Wechselwirkung nahegelegt wird [26, 27]. Alternativ werden Un-
ordnungseffekte diskutiert, welche zu einer starken räumlichen Variation der Kondo-
Temperatur der lokalen magnetischen Momente führt. Diese Fluktuationen resultieren
in einer Verteilungsfunktion der effektiven Kondo-Temperatur mit einer endliche Brei-
te (vgl. z. B. [28]). Ein anderer Zugang zum NFL-Verhalten wird im Rahmen eines qua-
drupolaren Kondo-Effekts erörtert [29], der durch Vielkanal-Kondo- oder Anderson-
Modelle beschrieben werden kann [30]. Des Weiteren beobachten experimentelle Un-
tersuchungen an CeCu6−xAux [21] zweidimensionale magnetische Fluktuationen in der
Nähe des quantenkritischen Punktes. Die Dimensionalität dieser Fluktuationen lässt
auf ein Temperaturverhalten der spezifischen Wärme von C/T ∼ −ln(T/T0) schließen.
Als außergewöhnlich kann die Entdeckung von Schwer-Fermion-Verhalten in dem
Übergangsmetall-Oxid LiV2O4 [31] gelten. Anders als bei den oben betrachteten Lanthanid-
und Actinid-Verbindungen, enthält diese Substanz keine teilweise besetzten 4f oder
5f Elektronenniveaus, sondern ist ein typisches d-Elektronen-Material. Dennoch in-
dizieren sowohl die experimentell ermittelten Werte des linearen Koeffizienten der
spezifischen Wärme von γ ≈ 0.42 J mol−1 K−2 als auch das Tieftemperaturverhalten
des elektrischen Widerstands ein klassisches SFS mit einer charakteristischen Tem-
peratur von T ∗ ≈ 28 K. Diese Entdeckung stellte eine neue Herausforderung für die
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Theoretiker dar. In einer kürzlich erschienen Arbeit von Hopkinson und Coleman [32]
wurde argumentiert, dass lokale Valenzfluktuationen für die Ausbildung von teilweise
gedämpften magnetischen S =1/2 Momenten verantwortlich sind. Die Ursache für die
Ausprägung der Fermi-Flüssigkeit bei tiefen Temperaturen ist danach die Frustrati-
on der magnetischen Zwischenplatzkopplungen. Innerhalb dieses Bildes konnten eine
Reihe der wichtigsten Eigenschaften von LiV2O4 theoretisch erklärt werden.
Während das Interesse der experimentellen Untersuchung von SFS auf eine Viel-
zahl von Verbindungen gerichtet wurde, welche eine komplexe Koexistenz von Su-
praleitung, Magnetismus und Nicht-Fermi-Flüssigkeitsverhalten aufweisen, ist in den
letzten Jahren eine neue Bühne für die Beobachtung von Kondo-Physik eröffnet wor-
den: die experimentellen Untersuchungen von so genannten Quantenpunkten, die an
externe Anschlüsse gekoppelt sind [33]. Analog zur Situation beim herkömmlichen
Kondo-Effekt eines magnetischen Streuers in einem Metall fungierten die Anschlüsse
als Kopplung des Quantenpunktes an die Metallelektronen. Diese experimentelle Si-
tutation kann im Wesentlichen durch zwei Szenarien realisiert werden, zum einen
durch Halbleiter-Quantenpunkte [34, 35, 36] und zum anderen durch Kohlenstoff-
Nanoröhren [37]. Die ersteren stellen dabei das Ergebnis eines fortschreitenden Pro-
zesses der Miniaturisierung von Halbleiterstrukturen dar. Ihre Funktionsweise besteht
in der Erzeugung eines zweidimensionalen Elektronengases innerhalb einer transis-
torähnlichen GaAs/AlGaAs-Struktur. Die kleine Region, in welcher die Elektronen
eingesperrt sind, führt zu einem diskreten Energiespektrum. Durch die Variation der
Gate-Spannung kann somit die Anzahl der Elektronen variiert werden, um bei ei-
ner ungeraden Anzahl zur Erzeugung eines magnetischen Moments zu führen. Diese
Konstellation stellt quasi die Situation des magnetischen Streuers im Metall nach.
Zusätzlich lassen sich durch die Variation der angelegten Spannung die Systempara-
meter, wie zum Beispiel das chemische Potential der Elektronen, einstellen. Neben
Situationen, die einen Nichtgleichgewichts-Kondo-Effekt darstellen, ist man in der
Lage, die Energieskale TK zu kontrollieren, bei welcher die Kondo-Physik einsetzt.
Durch diese gezielte Justierbarkeit können auch Situationen beobachtet werden, die
den Systemen eines magnetischen Streuers in einem Metall unzugänglich sind. Die
Situation in Kohlenstoff-Nanoröhren ist ähnlich. Technisch wird ein Kondo-System
durch das Anbringen von Anschlüssen innerhalb eines beschränkten Bereichs einer
Nanoröhre erreicht. Ebenso wie ihre Halbleiter-Pendants sind die Systemparameter
fein justierbar. Der Unterschied besteht im Wesentlichen in der viel größeren Anzahl
der eingesperrten Elektronen. Die Untersuchung der Quantenpunkte rückte die theo-
retische Betrachtung des Anderson- und Kondo-Modells erneut in das Zentrum des
Interesses der theoretischen Festkörperphysik (siehe z. B. [38]).
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2.2. Mikroskopische Modelle
Die im letzten Abschnitt zusammengestellten Ergebnisse der experimentellen Beob-
achtungen an SFS werfen eine Reihe bisher ungeklärter physikalischer Fragen auf.
Neben einfachen Betrachtungen der Bandstruktur bestimmter Verbindungen ist man
an der theoretischen Beschreibung von zum Teil sehr komplexen Phasendiagrammen,
respektive der Physik am Phasenübergangspunkt, interessiert. Als Ausgangspunkt für
die meisten theoretischen Modellvorstellungen wird die starke Korrelation der Elek-
tronen gesehen. Speziell im Fall der SFS werden Modelle diskutiert, die das Wech-
selspiel zwischen stark wechselwirkenden lokalisierten Elektronen und schwach oder
nicht wechselwirkenden Metallelektronen beschreiben. Dabei lassen sich die Modelle
in zwei Klassen einteilen: (i) Störstellen-Modelle betrachten einen einzelnen magne-
tischen Streuer in einer metallischen Umgebung. (ii) Gitter-Modelle charakterisieren
eine endliche Konzentration von magnetischen Streuzentren, die mit freien Elektro-
nen wechselwirken. Die einzelnen Streuer können im letzten Fall auch untereinander
gekoppelt sein. Im Folgenden sollen die wichtigsten Modelle und deren theoretische
Beschreibung kurz dargestellt werden.
2.2.1. Störstellen-Modelle
Einige der oben erörterten experimentellen Befunde lassen sich bereits gut durch die
Analyse von Störstellen-Modellen erklären. Ein historisches Beispiel bietet die Be-
schreibung des Kondo-Effekts [5]. Das Verhalten einer magnetischen Störstelle in einer
metallischen Umgebung wird durch das Anderson-Modell und das Kondo-Modell be-
schrieben. Ersteres kennzeichnet ein lokalisiertes Elektronenorbital, welches beispiels-
weise durch kompakte 4f -Niveaus in Seltenerdverbindungen realisiert wird, das mit
einem System aus Leitungselektronen durch eine Orbitalhybridisierung wechselwirkt.
Die Kompaktheit des 4f -Niveaus ist die Ursache für eine starke Coulomb-Abstoßung
auf dem lokalen Platz, welche in den betrachteten Systemen die größte Energieskale
darstellt. Das Andersonmodell (sinlge impurity Anderson model) [39] für ein zweifach
entartetes f -Niveau3 wird durch den Hamilton-Operator
HSIAM =
∑
kσ
εkσ c
†
kσckσ +
∑
σ
εfσ f
†
σfσ + Uf n
f
↑n
f
↓
+
∑
kσ
Vk
(
c†kσfσ + f
†
σckσ
)
(2.1)
beschrieben und bildet den Ausgangspunkt für eine Reihe intensiver theoretischer
Untersuchungen [1]. Die durch die Operatoren ckσ gekennzeichneten Freiheitsgrade
3Die Verallgemeinerung zu höheren Entartungen impliziert lediglich eine veränderte σ-Summation
und eine Modifikation des Uf -Terms.
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repräsentieren die untereinander nicht wechselwirkenden Elektronen eines Leitungs-
bands. Ihr dispersiver Charakter wird durch Bloch-Zustände mit einem Wellenvektor
k dargestellt. Ihre Dispersion ist durch die Energie εk bestimmt. Mit den Opera-
toren fσ werden die lokalisierten Elektronen des magnetischen Streuers beschrieben,
welche mit einer Coulomb-Wechselwirkung der Stärke Uf wechselwirken. Die Leitungs-
elektronen und lokalen Elektronen sind durch eine Bandhybridisierung der Stärke Vk
gekoppelt. Diese Hybridisierung soll im vorliegenden Fall nur im gleichen Spinkanal
erfolgen und ist bezüglich der z-Komponente des Spins σ = ±1/2 invariant. Un-
ter den wichtigsten Zugängen zum Anderson-Modell sind die exakte Behandlung des
eindimensionalen Systems mit linearer Dispersion durch Bethe-Ansatz-Rechnungen
[40] und die Untersuchung des Modells mit Hilfe der von Wilson [6] ursprünglich für
das Kondo-Modell entwickelten Renormierungsgruppen-Methode durch Krishnamur-
thy [41] zu nennen. Weitere interessante Betrachtungen ergeben sich aus theoretischen
Arbeiten auf Grundlage der NCA (Non-Crossing Approximation) [42, 43, 44], der
Slave-Boson-Theorie [45], sowie numerischen Kalkulationen durch Quanten-Monte-
Carlo-Rechnungen [46]. Neben dem Interesse am Anderson-Modell als direktem Zu-
gang zur Beschreibung physikalischer Systeme ist die Behandlung des Modells in
jüngerer Zeit als effektives Modell im Rahmen der DMFT (Dynamical Mean Field
Theory) in den Fokus gerückt (vgl. z. B. [47, 48]). Im Rahmen dieser Theorie kann ein
Anderson-Gitter (siehe nächster Abschnitt) im Fall unendlicher Dimensionalität auf
ein effektives Störstellen-Anderson-Modell, welches an ein effektives Medium koppelt,
abgebildet werden.
Betrachtet man die Zustandsdichte des lokalen f -Niveaus, so ergibt sich ein Maxi-
mum in der Nähe der Fermi-Kante. Diese Resonanz ist ein typisches Merkmal sowohl
des Anderson-, als auch des Kondo-Modells und ist unter dem Namen Abrikosov-Suhl-
oder Kondo-Resonanz bekannt. Der Zusammenhang zwischen dem Anderson-Modell
und dem Kondo-Modell lässt sich mittels einer Schrieffer-Wolff-Transformation [49]
herstellen. In diesem Zugang ist das Kondo-Modell4 ein effektives Modell im so ge-
nannten Kondo-Limes, d. h. εf +Uf  µ, εf  µ und |εf + Uf − µ|, |εf − µ|  ρ0V 2k ,
wobei µ die Fermie-Energie für T = 0 bezeichnet. Im Kondo-Limes beschreibt das
Anderson-Modell ein lokales magnetisches Moment in einer metallischen Umgebung.
Das Kondo-Modell (single impurity Kondo model) wird durch den Hamilton-Operator
HSIKM =
∑
kσ
εkσ c
†
kσckσ + J s(0) · S (2.2)
beschrieben, wobei der Operator s(0) = N−1
∑
kk′αβ
1
2
c†kασαβck′β den Spin-Operator
der Leitungselektronen und σ den Vektor der Pauli-Spinmatrizen kennzeichnet. Die
4Einer alternative Abbildung im Kondo-Grenzfall führt auf das Coqblin-Schrieffer-Modell [50].
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Kopplungskonstante J = 2V 2 Uf/|εf |(Uf + |εf |) bezeichnet die antiferromagnetische
Kondo-Kopplung. Das Kondo-Modell wurde ursprünglich von Kondo [5] zur Untersu-
chung des Minimums im Temperaturverlauf des elektrischen Widerstands eingeführt.
Wie oben bereits erwähnt wurde, führte Kondos störungstheoretische Behandlung zum
Auftreten einer logarithmischen Divergenz. Ein neues Verständnis des Kondo-Modells
konnte 1970 durch Skalierungsmehtoden von Anderson [51] gewonnen werden, die
vollständige Lösung des Kondo-Problems erfolgte erst mit der Formulierung der Re-
normierungsgruppentheorie durch Wilson [6]. Das eindimensionale Kondo-Modell mit
linearer Dispersion wurde u.a. mittels Bethe-Ansatz [40] behandelt. Am so genann-
ten Toulouse-Punkt [52] ist eine bosonisierte Version [53] exakt auf ein unkorreliertes
Anderson-Modell abbildbar [54]. In letzter Zeit wurde im Zusammenhang mit Syste-
men, welche Nicht-Fermi-Flüssigkeitsverhalten aufweisen, die Verallgemeinerung des
Kondo-Modells auf ein Viel-Kanal-Kondo-Modell diskutiert [30, 55]. Als eine weitere
interessante Verallgemeinerung wurden sowohl Kondo- als auch Anderson-Modell mit
verallgemeinerten Zustandsdichten der Leitungselektronen der Art ρ0(ε) ∼ |ε|r mit
r > 0 untersucht [55, 56]. Im Fall des Kondo-Modells ergibt sich unter Ankopplung
eines bosonischen Bades eine zusätzliche Anwendung als effektives Störstellen-Modell
im Rahmen einer DMFT für die Betrachtung des Wechselspiels zwischen RKKY-
und Kondo-Wechselwirkung in einem Kondo-Gitter [26, 57, 58]. Ein alternativer Zu-
gang zum Verständnis der betrachteten Störstellen-Modelle wurde in letzter Zeit
durch Flussgleichungen (vgl. Kapitel 3.1) aufgezeigt. Insbesondere bildet diese Me-
thode einen nicht-pertubativen Zugang zum Anderson-Modell [59] und ist dort für
einen weiten Parameterbereich anwendbar. Eine Behandlung des anisotropen Kondo-
Modells im Rahmen dieser Methode wurde in seiner bosonisierten Form in der Nähe
des Toulouse-Punktes [60] untersucht und auf eine Betrachtung des Modells im äuße-
ren Magnetfeld [61] verallgemeinert.
Neben der oben bereits diskutierten Kondo-Resonanz lässt sich ein weiterer universel-
ler Parameter, die Kondo-Temperatur TK, einführen. Bereits Kondos störungstheore-
tischer Zugang konnte diese Energieskale untersuchen. Dort wurde das Minimum des
elektrischen Widerstands mit TK assoziiert. Insbesondere stellt das Verhältnis T/TK
eine universelle Skale für wichtige thermodynamische Größen, wie die magnetische
Suszeptibilität oder die spezifische Wärme, dar. Eine anschauliche Beschreibung der
Physik unterhalb der Kondo-Temperatur wurde durch die Renormierungsgruppen-
theorie geliefert: Bei sehr kleinen Temperaturen wird der magnetische Streuer durch
seine Kopplung an den Leitungselektronensee kompensiert und wirkt wie ein effektives
nichtmagnetisches Streuzentrum. Eine andere anschauliche Interpretation der Kondo-
Temperatur erfolgt aus der Betrachtung der Grundzustandsenergien des Anderson-
Modells mit und ohne Hybridisierung. Dabei ergibt sich der durch die Ausbildung
eines Singlett-Zustands erzielte Energiegewinn des hybridisierten Systems zu kBTK
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(vgl. z. B. [62]). Für den Grenzfall Uf → ∞ findet man für die Kondo-Temperatur
den Ausdruck
kBTK =
W
2
exp
[
− |εf |
νfρ0V 2
]
. (2.3)
Durch Nozières [63] wurde gezeigt, dass das System unterhalb dieser Temperatur
immer als lokale Fermi-Flüssigkeit verstanden werden kann.
2.2.2. Gitter-Modelle
Eine Vielzahl physikalischer Eigenschaften lassen sich bereits aus der Betrachtung der
Störstellen-Modelle ableiten. Im vorangegangen Abschnitt wurde bereits gezeigt, wie
sich der Kondo-Effekt aus der Betrachtung eines einzelnen magnetischen Streuzen-
trums in einem Elektronensystem ergibt. Die Ergebnisse dieser Betrachtungen lassen
sich direkt auf periodische Anordnungen von magnetischen Störstellen, welche mit ei-
nem näherungsweise freien System von Elektronen wechselwirken, übertragen. Unter
der Annahme, dass die Störstellen untereinander nur relativ schwach wechselwirken,
kann man die Ergebnisse des letzten Kapitels direkt zur Beschreibung von Gittersys-
temen verwenden. Die Annahme der schwachen Wechselwirkung erweist sich jedoch in
vielen Fällen als eine zu grobe Näherung. Insbesondere werden durch die Kopplungen
der Störstellen an die freien Leitungselektronen effektive Wechselwirkungen zwischen
den lokalen magnetischen Momenten angeregt, die ihrerseits zu einer komplett neuen
Klasse von Zuständen beitragen. Als Beispiel lässt sich die Ausbildung einer magne-
tischen Ordnung als Folge eines solchen kollektiven Effektes anführen.
Die mikroskopische Beschreibung eines periodischen Systems von Störstellen in einer
metallischen Umgebung erfolgt durch das Anderson-Gitter [1]. Der Hamilton-Operator
dieses Modells kann als die natürliche Erweiterung des Anderson-Modells auf ein Git-
ter angesehen werden:
HPAM =
∑
kσ
εk c
†
kσckσ +
∑
iσ
εf f
†
iσfiσ + Uf
∑
i
nfi↑n
f
i↓
+
1√
N
∑
kiσ
Vk
(
c†kσfiσ e
−ikRi + f †iσckσ e
ikRi
)
. (2.4)
Die Spinsummationen sind in dieser Darstellung durch σ=±1/2 festgelegt. Eine Ver-
allgemeinerung auf Systeme mit Spin-Bahn-Kopplung erfolgt durch eine entsprechen-
de Erweiterung der σ-Summation und Modifikation des lokalen Coulomb-Terms. Für
das Anderson-Modell wurde bereits die Beschreibung einer Ce-Verbindung erörtert.
Hier tragen die f -Elektronen einen Gesamtdrehimpuls von j = 5/2, das heißt die
(Pseudo-)Spinsummation erstreckt sich über die Beiträge σ = −5/2,−3/2, · · · , 5/2,
was einem 6-fach entartetem f -Niveau entspricht. Weiterhin ist das Modell bezüglich
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der Elektronen-Einteilchenenergien isotrop, ein Umstand, welcher sich z. B. durch
die Ankopplung eines Magnetfelds an die lokalen f -Elektronen aufheben lässt. Ein lo-
kales Magnetfeld B führt dann zu einer neuen Einteilchenenergie εf → εfσ = εf−σB.
Betrachtet man das Anderson-Gitter im Grenzfall |µ− εf | → ∞ und V → 0, so
lässt sich analog zum Anderson-Modell ein Grenzfall mit lokaler Einfachbesetzung der
f -Niveaus, der Kondo-Grenzfall, definieren. Ebenso wie oben kann man das Modell
mittels einer Schrieffer-Wolff-Transformation auf ein neues effektives Modell abbilden:
HKLM =
∑
kσ
εkc
†
kσckσ + J
∑
i
si · Si . (2.5)
Die lokalen Spin-Operatoren der Leitungselektronen sind wie im Störstellen-Modell
durch ihre Abrikosov-Pseudofermionendarstellung
si =
1
2N
∑
kk′αβ
e(k
′−k)Ric†kασαβck′β (2.6)
gegeben. Das Modell (2.5) ist unter dem Namen Kondo-Gitter (Kondo lattice model)
bekannt und repräsentiert die Verallgemeinerung des Kondo-Modells (2.2) auf eine
periodische Anordnung von Störstellen in einer metallischen Umgebung (siehe z. B.
[64]). Nimmt man eine reelle und konstante Hybridisierungsstärke Vk ≡ V an, so ist
die Kondo-Kopplung J durch den Ausdruck
J = V 2
∑
k
[
θ(εk − µ)
εk − εf
+
θ(µ− εk)
εf + Uf − εk
]
(2.7)
gegeben [65]. Analog zur Schrieffer-Wolff-Transformation des Anderson-Modells ist die
Kopplung zwischen den lokalen f -Spins und den Spins der Leitungselektronen antifer-
romagnetisch. Der Kondo-Grenzfall wird auf Grund der Einfachbesetzung der lokalen
f -Plätze auch als integral-valenter Fall bezeichnet. Im Unterschied dazu definiert man
den gemischt-valenten Fall, falls der Erwartungswert der lokalen f -Besetzungszahl we-
sentlich kleiner als eins ist. Diese Situation tritt in Folge großer Hybridisierungsstärken
auf, bei welcher die Lokalisierung der f -Elektronen aufweicht und diese einen endli-
chen Beitrag zur Fermi-Fläche liefern.
Untersucht man das Kondo-Gitter (2.5) für den Fall einer kleinen Austauschkopp-
lung J , so lässt sich durch eine erneute Durchführung einer unitären Transformation
ein effektives Modell ableiten, welches durch den Hamilton-Operator
HRKKY =
∑
kσ
εkc
†
kσckσ +
∑
i6=j
Iij Si · Sj (2.8)
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Abbildung 2.3.: Schematisches Doniach-Phasendiagramm aus [66]. Die Phasengrenze des
antiferromagnetischen Regimes wird durch die Neél-Temperatur TN nahegelegt, die der
schweren Fermi-Flüssigkeit durch die Kondo-Temperatur TK. Die Art des Phasenüber-
gangs wird derzeit kontrovers diskutiert (vergl. auch Abb. 2.2 und dort aufgeführte Refe-
renzen).
gekennzeichnet ist [67]. Die so abgeleitete RKKY-Wechselwirkung beschreibt eine ma-
gnetische Austauschkopplung zwischen den f -Spins auf verschiedenen Gitterplätzen.
Die Kopplungsstärke ist durch den Ausdruck
Iij = −
(
J
N
)2 ∑
kq
cos
(
k−q
)(
Ri−Rj
)nF(εk)− nF(εq)
εq − εk
(2.9)
gegeben. In einem anschaulichen Bild erfährt ein bewegliches Leitungselektron eine
Polarisation durch die Kopplung an einen lokalen f -Spin und trägt diese zu einem an-
deren Gitterplatz, wo es erneut mit einem lokalen f -Moment wechselwirken kann. Die
so übertragene Wechselwirkung ist von der Ordnung J2. Ein direkter experimenteller
Nachweis der RKKY-Wechselwirkung in Seltenerd-Verbindungen konnte kürzlich von
Hindmarch und Hickey [68] erbracht werden.
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Die im niederenergetischen Bereich auftretenden Wechselwirkungen im Kondo-Gitter
legen die Konkurrenz zweier physikalischer Prozesse nahe. Einerseits favorisiert die
lokale Kondo-Kopplung die Ausbildung einer schweren Fermi-Flüssigkeit. Dieses Ver-
halten ist mit einer Energieskale TK ∼ exp[−1/2Jρ0], der Kondo-Temperatur, ver-
bunden. Andererseits tendiert das System durch die RKKY-Kopplung zu einer ma-
gnetischen Ordnung, ein Verhalten, welches mit der Energieskale J2ρ assoziiert ist.
Das resultierende Phasendiagramm wurde erstmals von Doniach [69] diskutiert und
ist in Abbildung 2.3 dargestellt. Das System ordnet antiferromagnetisch, falls die
Neél-Temperatur größer als die Kondo-Temperatur ist. Im umgekehrten Fall wird
das System von der Kondo-Physik dominiert. Bei einer charakteristischen Kopplung,
respektive einem charakteristischen Wert für Jρ0, besitzt das System einen quanten-
kritischen Punkt.
Zur Charakterisierung des Phasenübergang zwischen der langreichweitig geordne-
ten antiferromagnetischen Phase und der nichtmagnetischen Phase mit Spinanre-
gungslücke wurde ein zweidimensionales Kondo-Gitter mittels einer Quanten-Monte-
Carlo-Rechnung (QMC) untersucht [70]. Als Ergebnis wurde ein kritisches Jc gefun-
den, bei welchem sich ein kontinuierlicher Phasenübergang zwischen geordneter und
nichtgeordneter Phase ergibt. In letzter Zeit wurde das Wechselspiel von Kondo- und
RKKY-Wechselwirkung besonders intensiv im Rahmen der EDMFT (Extended Dy-
namical Mean Field Theory) [71, 72, 73] untersucht. Die dabei verwendete RKKY-
Wechselwirkung wird unabhängig von der betrachteten Kondo-Kopplung als Para-
meter ins System eingeführt. Dieses Vorgehen sieht die Ursache der Kopplung in
Wechselwirkungen, welche nicht explizit im Modell aufgeführt sind [74]. Innerhalb der
EDMFT-Studien steht besonders die Untersuchung des quantenkritischen Punktes
[26, 27], sowie die Betrachtung von anisotropen Kopplungsmechanismen [75, 76] im
Mittelpunkt.
Betrachtet man im Phasendiagramm (vgl. z. B. [64, 77]) die nichtmagnetische Fermi-
Flüssigkeit, so wird ihre Stabilisierung mittels einer lokalen Abschirmung der ma-
gnetischen Momente durch die Leitungselektronen, gesehen. Die Energieskale ist so-
mit identisch mit der aus dem Kondo-Modell bekannten Kondo-Temperatur TK. Die
Kondo-Temperatur charakterisiert das Einsetzen der lokalen Singlettbildung. Anderer-
seits führen die magnetischen Korrelationen aus der RKKY-Wechselwirkung zu einer
Interaktion der einzelnen Momente. Iglesias et al. [78] untersuchte den Einfluss der
Zwischenplatzkopplungen der magnetischen Momente. Für die Kondo-Temperatur des
Gitters wurde eine Absenkung gegenüber der korrespondierenden Kondo-Temperatur
des Störstellen-Modells gefolgert. Eine entsprechende Argumentation wird durch ex-
perimentelle Untersuchungen an der Verbindung Ce1−xLaxCoIn5 [79] gestützt. Burdin
et al. [80] treffen explizit eine Unterscheidung zwischen der Kondo-Temperatur und
20 2. Theorie und Experiment
einer Kohärenztemperatur T ∗, welche das Auftreten von Fermi-Flüssigkeitsverhalten
indiziert. Insbesondere wird unterstrichen, dass der Unterschied der beiden Skalen
besonders groß ist, falls die Konzentration der Leitungselektronen nc sehr klein ist.
Dieses Phänomen wurde von Nozières [81, 82] auf einer phänomenologischen Basis als
exhaustion problem diskutiert. Für kleine Leitungselektronenkonzentrationen stehen,
anschaulich gesprochen, zu wenig Elektronen zur Verfügung, um die lokalen Spins im
obigen Sinne abzuschirmen. Im Grenzfall nc  1 ist einerseits die Dominanz der ma-
gnetischen Ordnung denkbar, andererseits ist die Ausbildung eines Fermi-Flüssigkeits-
Zustands mit einer stark abgesenkten Kohärenztemperatur T ∗ möglich. Ähnliche Fol-
gerungen ergeben sich aus der Untersuchung eines Kondo-Gitters mit zusätzlicher
RKKY-Wechselwirkung für kleine Leitungselektronenkonzentrationen durch Coqblin
et al. [83].
Im Kondo-Grenzfall |µ − εf | → ∞ und V → 0 wird die niederenergetische Physik
des Anderson-Gitters sehr gut durch das Kondo-Gitter beschrieben. Dieses System be-
schreibt eine periodische Anordnung magnetischer Momente in einem Metall, die über
eine Austauschkopplung an die Leitungselektronen gekoppelt sind. Geht man direkt
von einem Kondo-Gitter aus, so ist die Ursache der Kondo-Kopplung zunächst nicht
spezifiziert. Versteht man das Kondo-Gitter als Grenzfall eines Anderson-Gitters, so
ist die magnetische Austauschkopplung die Folge einer endlichen Hybridisierung zwi-
schen kompakten 4f -Niveaus und relativ ausgedehnten Leitungselektronenorbitalen.
Ein besonderes Merkmal des Kondo-Grenzfalls ist die Einfachbesetzung der lokalen
Niveaus. Diese wird im Anderson-Gitter für den entsprechenden Parameterbereich
zumindest im Mittel erreicht. Diese Situtation wurde bereits weiter oben als integral-
valent bezeichnet. Für einige Systeme, wie zum Beispiel Ce2Pd2Si5, ist diese Beschrei-
bung relevant. Anders ist die Situtation für den gemischt-valenten Fall, wo die mittlere
Besetzung der kompakten f -Niveaus deutlich von eins abweicht. Bei diesen Verbindun-
gen, eines von vielen Beispielen ist CeNiSi2, wird die niederenergetische Physik nicht
mehr ausschließlich von magnetischen Fluktuationen, sondern auch von Ladungsfluk-
tuationen bestimmt. Die große Hybridisierung der f -Orbitale mit dem Leitungsband
führt zu Prozessen, in welchen ein f -Elektron ins Leitungsband und umgekehrt trans-
feriert wird. Die Folge ist ein endlicher Beitrag der f -Elektronen zur Fermi-Fläche
des Metalls. Um eine solche Situtation zu beschreiben, muss man den allgemeineren
Fall des Anderson-Gitters (2.4) betrachten. Ausgangspunkt dieser Überlegungen soll
zunächst der Fall sehr großer Coulomb-Abstoßung auf den lokalen f -Plätzen sein. Falls
diese Energieskala die größte im System ist, d. h. Uf →∞, lässt sich das Modell (2.4)
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in der Form
HPAM =
∑
kσ
εk c
†
kσckσ +
∑
iσ
εf f̂
†
iσf̂iσ
+
1√
N
∑
kiσ
Vk
(
c†kσf̂iσ e
−ikRi + f̂ †iσckσ e
ikRi
)
(2.10)
darstellen. Die neuen Operatoren sind durch die Zusammenhänge
f̂ †iσ = f
†
iσ
∏
σ′
(
1− nfiσ′
)
und f̂iσ =
∏
σ′
(
1− nfiσ′
)
fiσ (2.11)
definiert. Ihre Wirkungsweise wird offensichtlich, wenn man beachtet, dass der Ope-
rator P 0i =
∏
σ(1− niσ) einen Projektionsoperator auf einen leeren f -Platz darstellt.
Im Modell (2.10) sind also Doppelbesetzungen, welche hochenergetische Beiträge re-
präsentieren, explizit ausgeschlossen. Das System ist bezüglich der f -Elektronen nur
durch lokale Leerplätze und einfach besetzte Plätze charakterisiert. Operatoren die-
ser Art werden auch als Hubbard-Operatoren bezeichnet, und alternativ werden die
Bezeichnungen
f̂iσ = X0σ(i) , f̂
†
iσ = Xσ0(i) bzw.
f̂iσf̂
†
iσ = X00(i) , f̂
†
iσf̂iσ′ = Xσσ′(i) (2.12)
verwendet. Der Nachteil der Darstellung (2.11) liegt darin, dass die Operatoren keine
herkömmlichen fermionischen Kommutatorrelationen erfüllen und somit eine Behand-
lung mit vertrauten Methoden, wie z.B. die Verwendung des Wick’schen Theorems,
nicht möglich ist. Für die f̂ -Operatoren gilt statt dessen die Antikommutatorrelation{
f̂ †iσ, f̂i′σ′
}
+
= δii′
(
δσσ′ f̂iσf̂
†
iσ + f̂
†
iσf̂iσ′
)
. (2.13)
In dieser Darstellung ist P 0i = f̂iσf̂
†
iσ die Repräsentation des oben definierten Pro-
jektors auf den lokalen Leerplatz. Daneben gilt für das betrachtete Untersystem die
Vollständigkeitsrelation P 0i +
∑
σ′ f̂
†
iσ′ f̂iσ′ = 1. Der Hamilton-Operator (2.10) lässt
sich einfach auf Systeme verallgemeinern, deren Elektronenorbitale durch Spin-Bahn-
Kopplung gekennzeichnet ist. Für Ce-Verbindungen wurde weiter oben schon erörtert,
dass die Spin-Bahn-Kopplung in einer sechsfachen Entartung der Orbitale resultiert,
falls man symmetriebrechende Effekte durch Kristallfeldaufspaltung oder ein äußeres
Magnetfeld vernachlässigt. Die Spinsummationen in (2.10) lassen sich in diesem Fall
als Summationen über alle Pseudospins σ=−5/2,−3/2, · · · , 5/2 denken.
Um das Modell (2.10) trotz der ungewöhnlichen Vertauschungsrelationen einer sys-
tematischen Behandlung zugänglich zu machen, wurde die Verwendung von Hilfsbo-
sonenfeldern vorgeschlagen [45, 84, 85]. In diesem Zugang werden neue Operatoren
durch die Vorschrift
f̂ †iσ → f
†
iσbi und f̂iσ → b
†
ifiσ (2.14)
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eingeführt, welche den gewohnten Kommutatorrelationen{
fiσ, f
†
i′σ′
}
+
= δii′δσσ′ und
[
bi , b
†
i′
]
= δii′ (2.15)
unterliegen. Die Verwendung dieser neuen Operatoren lässt die oben definierten Ver-
tauschungsrelationen der Hubbard-Operatoren invariant. Der bosonische Charakter
der Hilfsteilchen erfordert jedoch eine Einschränkung der lokalen Besetzungszahlen
gemäß
Qi =
∑
σ
f †iσfiσ + b
†
ibi , (2.16)
wobei für das betrachtete Modell Qi = 1 gilt. Anschaulich entspricht dies der Forde-
rung, dass das lokale f -Niveau entweder einfach fermionisch, das heißt
∑
σ f
†
iσfiσ = 1,
oder mit einem bosonischen Teilchen besetzt ist, also b†ibi = 1. Das durch diese Opera-
torabbildung erhaltene Modell eignet sich nun zu einer Beschreibung durch etablierte
Methoden, zum Beispiel mittels einer Funktionalintegraldarstellung [84]. Im Rahmen
dieser Behandlung erkennt man, dass für den Grenzfall großer Entartungen eine Sat-
telpunktsnäherung für die Funktionalintegrale exakt wird. Dieser Übergang entspricht
einer Ersetzung der lokalen bosonischen Freiheitsgrade durch ihre Grundzustandser-
wartungswerte
b†i → 〈b
†
i〉 = r . (2.17)
Im Sattelpunkt charakterisiert die Lösung ein wechselwirkungsfreies System. Betrach-
tungen, die eine systematische Entwicklung für große Entartungen νf gewähren, wer-
den unter der Kategorie 1/νf -Entwicklung zusammengefasst und stellen ein Werk-
zeug sowohl in der Behandlung der Störstellen- als auch der Gittermodelle dar [86].
Die Beschreibung der Physik innerhalb der Sattelpunktsnäherung muss jedoch unter
Beachtung der Nebenbedingung (2.16) erfolgen. Diese lässt sich im Grenzfall großer
Entartungen durch die Einführung eines reellen Lagrangemultiplikators im Hamilton-
Operator inkorporieren, so dass das Modell durch
HSBMF =
∑
kσ
εk c
†
kσckσ +
∑
iσ
(εf + Λ) f̂
†
iσf̂iσ
+
1√
N
∑
kiσ
rVk
(
c†kσf̂iσ e
−ikRi + f̂ †iσckσ e
ikRi
)
+ ΛN(r2 − 1) (2.18)
gegeben ist. Der konsistente Übergang zu großen Entartungen geht jedoch mit einer
makroskopsichen Besetzung der lokalen f -Plätze einher, so dass an Stelle von Qi der
Parameter qi = Qi/νf konstant gehalten wird. Diese Vorgehensweise wird als Slave-
Boson-Mean-Field -Theorie (SBMF-Theorie) bezeichnet und findet ihr Äquivalent für
eine Reihe anderer Modelle (vgl. z. B. [87, 88]). Im Rahmen dieses Zugangs wird
das stark korrelierte Modell auf ein effektives unkorreliertes Modell abgebildet, dessen
Einteilchenenergien durch εf → ε̃f =εf + Λ und Vk → Ṽk = rVk renormiert sind. Die
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Mean-Field -Parameter Λ und r können durch Variation der freien Energie erhalten
werden, wobei der Zusammenhang r2 = 1−
∑
σ〈f
†
iσfiσ〉 gilt. Aus diesen Betrachtungen
resultiert ein selbstkonsistent zu lösendes Problem. Für eine relevante Lösung liegt das
renormierte f -Niveau immer oberhalb der Fermi-Kante. Das Selbstkonsistenzproblem
liefert nur Lösungen unterhalb einer kritischen Temperatur Tc, während für T > Tc
der Renormierungsparameter der Hybridisierung r = 0 ist. In diesem Fall entkop-
pelt das System vollständig, und der Hamilton-Operator beschreibt ein Modell von
nicht wechselwirkenden Leitungs- und f -Elektronen. Dieses Ergebnis steht allerdings
im Widerspruch zum erwarteten Verhalten, dass das System bei großen Temperatu-
ren durch einen Coqblin-Schrieffer-artigen Hamilton-Operator beschrieben wird (vgl.
[62]). Dieser Aspekt geht einher mit einer Symmetriebrechung des Hamilton-Operators
bei der Ersetzung der bosonischen Operatoren durch ihre Erwartungswerte. Während
der ursprüngliche Hamilton-Operator invariant unter der Transformation bi → beiθ
und fiσ → fiσeiθ ist, ist diese Symmetrie nach der Ersetzung bi → r gebrochen. Diese
resultiert daher, dass der Grundzustand des Mean-Field -Hamilton-Operators kein Ei-
genzustand mehr zum Operator Qi ist. Eine kürzlich erschienene Arbeit von Franco
et al. [89] versucht dieses Problem durch einen alternativen Zugang zu umgehen.
Der Hamilton-Operator (2.18) enthält nur noch Einteilchenbeiträge und kann exakt
diagonalisiert werden. Die Lösung führt auf ein System, welches durch zwei Quasiteil-
chenbänder mit den Energien
ω±k =
1
2
(
εk + ε̃f ±Wk
)
mit Wk =
√
(ε̃f − εk)2 + 4Ṽ 2k (2.19)
charakterisiert ist. Die beiden Bänder sind durch eine Energielücke der Breite ρ0Ṽ
2
getrennt. In Abhängigkeit von der Lage des chemischen Potentials kann somit sowohl
eine Metall- als auch eine Isolatorsituation beschrieben werden. Aus der Kenntnis
der Quasiteilchenenergien lassen sich Selbstkonsistenzgleichungen für die Mean-Field -
Parameter herleiten. Für das System bei T =0 erhält man:
Λ =
νf
N
∑
|k|≤kF
V 2k
Wk
und r2 = 1− νf
N
∑
|k|≤kF
1
2
(
1 +
εk − ε̃f
Wk
)
. (2.20)
Analog zum Störstellenmodell kann für die SBMF-Lösung des Anderson-Gitters durch
kBT
∗ = µ exp
[
− Λ
νfρ0V 2
]
(2.21)
eine charakteristische Temperatur definiert werden. Für diese findet man bei kleinen
T ∗ weiterhin den Zusammenhang kBT
∗ = ε̃f − µ. Sie ist somit umso kleiner, je näher
das renormierte f -Niveau von oben an das chemische Potential kommt. Wie beim
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Anderson-Modell kann diese Temperatur auch mit dem Energiegewinn des hybridi-
sierten Systems assoziiert werden [90]. Die charakteristische Temperatur des Gitters
ist somit mit der Kondo-Temperatur des korrespondierenden Störstellenmodells ver-
gleichbar. Eine quantitative Übereinstimmung mit (2.3) ergibt sich insbesondere für
kleine T ∗, wo man Λ durch |εf | ersetzen kann, falls man als Energienullpunkt die
Fermi-Kante verwendet.
Die SBMF-Methode ist für das Anderson-Gitter für den Fall Uf → ∞ relevant.
Betrachtet man das System mit endlicher Coulomb-Abstoßung, so muss der lokale
Zustandsraum der f -Plätze erweitert werden. Eine Beschreibung dieser Art wurde in
[87, 91] durchgeführt. Ausgehend vom Hamilton-Operator (2.4) werden Hilfsbosonen
eingeführt, welche die lokalen Zustände der lokalen f -Plätze inklusive möglicher Dop-
pelbesetzungen beschreiben. Mit den Bezeichnungen e†i , ei und d
†
i , di für die leeren und
doppelt besetzten bzw. p†iσ, piσ für die einfach besetzten Zustände muss der erweiterte
Zustandsraum durch die Nebenbedingungen
e†iei +
∑
σ
p†iσpiσ + d
†
idi = 1 (2.22)
und
f †iσfiσ = p
†
iσpiσ + d
†
idi (2.23)
auf die physikalischen Zustände reduziert werden. Vergleicht man diesen Zugang mit
der oben beschriebenen Vorgehensweise, so erkennt man, dass die SBMF-Theorie le-
diglich von der Definition der Operatoren, welche einen lokalen Leerplatz repräsentie-
ren, Gebrauch macht. Mit dieser Modifikation müssen die Operatoren im Hamilton-
Operator gemäß der Vorschrift
f †iσ → z
†
iσf
†
iσ , fiσ → fiσziσ (2.24)
ersetzt werden, wobei die Definition der Operatoren z†iσ, ziσ gewissen Freiheiten un-
terliegt [87]. Um eine konsistente Beschreibung für den Grenzfall Uf = 0 zu erhalten,
ergibt sich die Darstellung [91]:
ziσ = (1− d
†
idi − p
†
iσpiσ)
−1/2(e†ipiσ + p
†
iσ̄di )(1− e
†
iei − p
†
iσ̄piσ̄)
−1/2 . (2.25)
Analog zum oben diskutierten Fall des Anderson-Gitters mit unendlich starker Cou-
lombabstoßung werden die Bose-Operatoren in der Mean-Field -Näherung durch ihre
Erwartungswerte ersetzt. Betrachtet man nur die paramagnetische Phase, so lässt sich
der Hamilton-Operator unter Berücksichtigung der Nebenbedingungen durch
HPAM =
∑
kσ
εkc
†
kσckσ +
∑
iσ
(εf + Λ)f
†
iσfiσ
+
1√
N
∑
kiσ
zVk
(
c†kσf̂iσ e
−ikRi + f̂ †iσckσ e
ikRi
)
+ UfNd
2 − 2NΛnfσ (2.26)
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formulieren. Diese Näherung wird wiederum durch den Sattelpunktswert der Funktio-
nalintegraldarstellung repräsentiert. Im Rahmen dieses Zugangs findet man für den
Renormierungsfaktor:
z2 =
nfσ − d2
(1− nfσ)nfσ
(
d +
√
1− 2nfσ + d2
)2
, (2.27)
wobei mit nfσ = 〈f
†
iσfiσ〉 die lokale f -Besetzungszahl pro Spinkanal definiert wurde.
Dieses Resultat ist insofern bemerkenswert, da es eine unabhängige Herleitung des
bekannten Resultats aus dem Gutzwiller-Variationsansatz5 [92, 93] darstellt. Eine
klare Einsicht in die Unterschiede zwischen dem Gutzwiller-Resultat und dem SBMF-
Verhalten ergibt sich bei der Betrachtung des Grenzfalls Uf →∞. Da in diesem Fall
lokale Doppelbesetzungen ausgeschlossen sind, d. h. d2 = 0, folgt für den Renomie-
rungsfaktor für ein zweifach entartetes System z2 = (1 − 2nfσ)/(1 − nfσ). Vergleicht
man dieses Ergebnis mit dem Renormierungsfaktor r für ein zweifach entartetes Sys-
tem aus der SBMF-Theorie r2 = 1−2nfσ, so ergibt sich ein offensichtlicher Unterschied.
Dieses abweichende Verhalten mündet auch in einer unterschiedlichen Gitter-Kondo-
Temperatur:
kBT
∗ = µ exp
[
− Λ
4ρ0V 2
]
, (2.28)
welche einen Exponenten besitzt, der um einen Faktor zwei kleiner als in der SBMF-
Theorie ist. Das Ergebnis der Gutzwiller-Methode stellt einen echten Gittereffekt dar,
da die charakteristische Temperatur nicht mehr exakt mit der Kondo-Temperatur des
Störstellenmodells korrespondiert. Außerdem zeigt sich der Grundzustand des Sys-
tems instabil gegenüber einer ferromagnetischen Ordnung [87]. Verallgemeinert man
das Gutzwiller-Resultat auf beliebige Entartungen, so ergibt sich eine Übereinstim-
mung der verschiedenen Mean-Field -Zugänge im paramagnetischen Regime im Grenz-
fall νf →∞ [62].
Die eben diskutierte Gutzwiller-Methode stellt ein Werkzeug zur analytischen Be-
handlung des Anderson-Gitters dar und wurde von van Dongen et al. [95] zur Unter-
suchung eines Metall-Halbmetall-Phasenübergangs verwendet. Unter einem ähnlichen
Gesichtspunkt wurden die topologischen Kongruenzen zwischen einem Mott-Hubbard-
Übergang im Hubbard-Modell und dem Übergang von abgeschirmten zu nicht abge-
schirmten magnetischen f -Momenten in einem Anderson-Gitter mit Nächster-Nachbar-
Hybridisierung untersucht [96, 97, 98]. Daneben besteht das Interesse einer Reihe
jüngerer numerischer Arbeiten in der Untersuchung des Exhaustion-Problems (vgl. z.
B. [99, 100]) im Anderson-Gitter. Andererseits ist die Betrachtung des Wechselspiels
zwischen magnetischen Wechselwirkungen und Kondo-Effekt zur Charakterisierung
5Eine Übersicht zum Gutzwiller-Variationsansatz findet man in [94] und [65].
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eines Phasendiagramms für das Anderson-Gitter durch genauere Kalkulationen ins
Blickfeld theoretischer Arbeiten (vgl. z. B. [74, 101]) gerückt. Während das Studium
einer magnetischen Ordnung interessante Fragestellungen behandelt, sind viele Aspek-
te bei der Untersuchung des Anderson-Gitters in seiner paramagnetischen Phase noch
unverstanden.
3. Flussgleichungsmethode
Das vorliegende Kaptitel stellt sich die Aufgabe, eine Methode zur Behandlung theo-
retischer Modelle vorzustellen, die unter der Bezeichnung Flussgleichungsmethode
ihren Platz in der modernen Vielteilchenphysik gefunden hat. Die hier angegeben
Ausführungen sind als eine Einführung in diese Methode gedacht. Sie können als An-
regung für ein Studium der oft viel fundierteren Darstellungen in den Originalarbeiten,
auf welche an gegebener Stelle verwiesen wird, angesehen werden.
3.1. Kontinuierliche unit äre Transformationen
Unitäre Transformationen finden vielfach Anwendung in der theoretischen Physik.
Mit der Intention, den Hamilton-Operator eines quantenmechanischen Systems in ei-
ne möglichst einfache Form zu überführen, verbindet man die Eigenschaft der Invari-
anz der Eigenwerte des Hamilton-Operators unter der unitären Transformation. Diese
Eigenschaft resultiert in der Unveränderlichkeit wichtiger physikalischer Größen, wie
zum Beispiel der Erwartungswerte, Korrelationsfunktionen etc. Jede unitäre Transfor-
mation wird durch einen Operator U repräsentiert, der die Eigenschaft der Unitarität,
d.h. U−1 = U †, besitzt, und ein beliebiger Operator transformiert sich wie Ō = UOU †.
Während die Diagonalisierbarkeit von Hamilton-Operatoren mittels unitärer Trans-
formationen auf wenige Lehrbuchbeispiele beschränkt ist, werden sie bei einer Vielzahl
quantenmechanischer Systeme zur Konstruktion effektiver Hamilton-Operatoren ge-
nutzt. Als Resultat dabei verwendeter Approximationen ist die Transformation dann
nur noch näherungsweise unitär. Ein Beispiel für eine solche Transformation ist die
Schrieffer-Wolff-Transformation [49].
Um auftretende Schwierigkeiten bei approximativen Verfahren zu mildern, wurde von
Wegner [4] bzw. G lazek und Wilson [102, 103], unabhängig voneinander, eine verallge-
meinerte unitäre Transformation vorgeschlagen. Hierbei wird die Transformation als
Funktion eines reellen Flussparameters ` definiert:
U(`) =
(
U †(`)
)−1
. (3.1)
Für den Hamilton-Operator gilt somit:
H(`) = U(`) H U †(`) . (3.2)
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Verwendet man als Randbedingung H(0) = H und damit U(0) = 1, ist der Fluss der
Transformation von ` = 0 nach ` = ∞ festgelegt. Des Weiteren soll im Folgenden für
die vollständig transformierten Operatoren die Bezeichnung A(∞) = A∗ verwendet
werden. Durch Differentiation von H(`) nach ` gelangt man zu einer differentiellen
Formulierung der unitären Transformation:
dH(`)
d`
=
[
η(`), H(`)
]
, (3.3)
wobei der antihermitesche Operator η(`) den Generator der unitären Transformation
bezeichnet und durch
η(`) =
dU(`)
d`
U †(`) = −η†(`) (3.4)
gegeben ist. Durch Integration der letzten Gleichung lässt sich ein direkter Zusammen-
hang zwischen dem Generator η(`) und der unitären Transformation U(`) formulieren:
U(`) = T` exp
[∫ `
0
d`′η(`′)
]
, (3.5)
wobei der `-Ordnungsoperator T` analog dem Zeitordnungsoperator definiert ist. In der
Regel ist die Verwendung der `-Ordnung sehr unhandlich, deshalb assoziiert man die
kontinuierliche unitäre Transformation auch mit einer Exponentialdarstellung U(`) =
exp[S(`)]. Für den antihermiteschen Operator S(`) findet man:
S(`) =
∫ `
0
d`′η(`′) +
1
2!
∫ `
0
d`′
∫ `′
0
d`′′
[
η(`′), η(`′′)
]
+ . . . (3.6)
Umgekehrt ist es auch möglich, ausgehend von einem Exponentialansatz
H(` + δ`) = eG(`,δ`)H(`)e−G(`,δ`) (3.7)
mit dem antihermiteschen Operator G(`, δ`), eine Transformation mit der Darstellung
(3.3) abzuleiten. Dazu muss der Operator G(`, δ`) für infinitesimale Transformatio-
nen notwendigerweise linearisierbar sein: G(`, δ`) = δ` g(`). Für den transformierten
Hamilton-Operator ergibt sich:
H(` + δ`) = H(`) + δ`
[
g(`), H(`)
]
+O(δ2`) . (3.8)
Im Grenzfall δ` → 0 erhält man wie gefordert das Analogon zu (3.3):
dH(`)
d`
=
[
g(`), H(`)
]
. (3.9)
Mit Hilfe von Gleichung (3.6) überzeugt man sich leicht, dass mit dem Operator
S(`, δ`) die geforderten Prämissen erfüllt sind, und die Linearisierbarkeit durch S(`, δ`) =
δ` η(`) repräsentiert wird.
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3.2. Der Generator der unit ären Transformation
Die oben demonstrierte Methode ist zunächst noch völlig allgemein und wird erst
mit einer konkreten Wahl des Generators η spezifiziert. Die Form des Generators
kann unterschiedlich motiviert sein, in den meisten Fällen wird man η so wählen,
dass der Hamilton-Operator in Diagonal- oder Blockdiagonalform transformiert wird.
Mit dieser Zielstellung wurden in der Literatur verschiedene Generatoren eingeführt.
Der Anschaulichkeit wegen werden die verschiedenen Generatoren in der folgenden
Übersicht nur knapp vorgestellt. Für eine detailliertere Darstellung sei an dieser Stelle
auf den Anhang A und die zitierten Originalarbeiten verwiesen.
Wegner schlug einen Generator vor [4], der, ausgehend von einem Hamilton-Operator,
dessen diagonaler Anteil mit H0 bezeichnet wird, durch die Form
η =
[
H0, H] (3.10)
gegeben ist. Mit diesem Generator werden, wie in Anhang A gezeigt, die nicht-
diagonalen Elemente des Hamilton-Operators für ` → ∞ eliminiert. Der resul-
tierende Hamilton-Operator H∗ enthält nur noch diagonale Elemente, da für
den Generator η∗ = 0 gilt. Ausgehend von dieser Form des Generators wurde
bereits eine große Klasse von Modellen untersucht (siehe z. B. [104]). Eine neue-
re Übersicht zu diesem Verfahren ist neben mehreren Anwendungsbeispielen in
[105] zu finden.
Głazek/Wilson entwickelten, beinahe zeitgleich mit Wegner, eine Methode zur Re-
normierung von Hamilton-Operatoren, welche unter der Bezeichnung Ähnlich-
keits-Renormierungsverfahren bekannt ist [102, 103]. Die Verwendung einer kon-
tinuierlichen unitären Transformation erfüllt hier den Zweck, hochenergetische
Übergänge in einem Modell zu eliminieren. Der Hamilton-Operator H(λ) wird
in diesem Verfahren als Funktion eines Abschneideparameters λ definiert und
ist banddiagonal bezüglich der Eigenenergien seines ungestörten Anteils H0(λ).
Das Ausgangsmodell ist durch einen großen Abschneideparameter Λ gekenn-
zeichnet und enthält hochenergetische Übergänge. Ausgehend von H(Λ) wird
λ mit zunehmendem Fluss immer weiter reduziert und geht schließlich gegen
den Wert 0, was einer Diagonalisierung des Hamilton-Operators entspricht. Die
Eigenschaft der Banddiagonalität wird durch die Definition geeigneter Abschnei-
defunktionen uij(λ) sichergestellt (siehe Anhang A), für welche uij(λ) = 1, falls
|Ei(λ)−Ej(λ)|λ und uij(λ)=0 für den Fall, dass λ|Ei(λ)−Ej(λ)| gilt. In
Matrixschreibweise gelangt man zu dem Zusammenhang
ηij(λ) = −
1− uij(λ)
Ei(λ)− Ej(λ)
[
[η(λ), H1(λ)]−
duij(λ)
dλ
hij(λ)
uij(λ)
]
, (3.11)
aus welchem sich der Generator zum Beispiel iterativ bestimmen lässt.
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Knetter und Uhrig [106] erweiterten einen durch Mielke [107] vorgeschlagenen Ge-
nerator, um mit Hilfe der Flussgleichungsmethode eine systematische Störungs-
theorie für eine dimerisierte und frustrierte Spin-Kette abzuleiten. Bislang wurde
der verwendete Generator auf eine Vielzahl physikalischer Systeme angewen-
det (siehe zum Beispiel [108, 109]). Die Methode wurde speziell für Hamilton-
Operatoren mit Block- und Banddiagonalgestalt entwickelt. Die Motivation ent-
sprang dabei der Problematik des Wegnerschen Ansatzes, Hamilton-Operatoren
dieser Form während des Flusses nicht block- bzw. banddiagonal zu erhalten.
Entwickelt man den Hamilton-Operator in einer dem entsprechenden System
angepassten Besetzungszahlbasis für die Quasiteilchen, so ist der verwendete
Generator durch die Darstellung
ηij(`) = sign(qi(`)− qj(`))hij(`) (3.12)
gegeben. Die qi(`) stellen die (mittleren) Quasiteilchenbesetzungszahlen bezüglich
eines als ungestört definierten Hamilton-Operators dar. Die dafür benötigte Er-
wartungswertbildung schränkt diesen Zugang für Betrachtungen bei T = 0 ein.
Für eine genaue Herleitung des Generators sowie dessen Eigenschaften wird auf
die entsprechenden Originalarbeiten [106, 110, 108, 109] und darin enthaltene
Referenzen verwiesen.
White [111] verwendet eine analoge Flussgleichungsmethode zur Behandlung eines
Problems aus der Quantenchemie, dem H2O-Molekül. Im Wesentlichen unter-
scheidet sich sein Verfahren von den oben diskutierten Methoden nur durch die
Verwendung eines alternativen Generators:
ηij(`) =
1
Ei(`)− Ej(`)
hij(`) . (3.13)
Hierbei ist der Hamilton-Operator in einer Einteilchenbasis gegeben und die
korrespondierenden Einteilchenenergien sind mit Ei bezeichnet. Der Unterschied
zum Wegnerschen Ansatz liegt vorwiegend in der unterschiedlichen Wichtung
des Flusses der Parameter. Für das von White betrachtete Problem ergibt sich
eine effizientere numerischen Behandlung.
3.3. Korrelationsfunktionen und Transformation beliebiger
Operatoren
Mit Hilfe der oben eingeführten kontinuierlichen unitären Transformation gelangt man
im Allgemeinen zu einfachen Hamilton-Operatoren, welche eine Diagonal- oder zu-
mindest Blockdiagonalgestalt aufweisen. Diese Hamilton-Operatoren beschreiben das
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Anregungsspektrum neuer Quasiteilchen, womit die Berechnung von Quasiteilchen-
Korrelationsfunktionen trivial ist. Für wichtige physikalische Größen ist man jedoch
auf die Kenntnis der Korrelationfunktionen bezüglich der realen Teilchen angewiesen
[59]. Die retardierten Korrelationsfunktionen oder Green-Funktionen werden durch
die Definition
〈〈A(t); B(t′)〉〉 = −iθ(t− t′)〈
[
A(t), B(t′)
]
±〉 (3.14)
eingeführt, wobei die Wahl des Vorzeichens zwischen Kommutator- und Antikommu-
tatorkorrelationsfunktionen unterscheidet. Die folgenden Überlegungen gelten ganz
analog auch für die avancierten und kausalen Green-Funktionen, da deren physika-
lische Aussagen äquivalent sind. Die Operatoren selbst sind in ihrer zeitabhängigen
Heisenbergdarstellung gegeben, die bei einem explizit zeitunabhängigen Hamilton-
Operator durch
A(t) = eiHtAe−iHt (3.15)
gegeben ist, wobei die Eichung ~ = 1 verwendet wurde. Der Erwartungswert eines
Operators ist durch 〈A〉 = Sp[ρA] definiert, wobei der statistische Operator ρ im Falle
der kanonischen Gesamtheit die Form
ρ =
e−βH
Sp
[
e−βH
] (3.16)
besitzt. Falls der kontinuierlich transformierte Hamilton-Operator Diagonalgestalt
aufweist, ist die Auswertung der Spurbildung in der entsprechenden Einteilchenba-
sis trivial. Weiterhin lässt sich ausnutzen, dass die Spurbildung invariant unter einer
unitären Transformation ist. Innerhalb der Korrelationsfunktion (3.14) kann also der
Hamilton-Operator im statistischen Operator bzw. im Zeitentwicklungsoperator durch
den transformierten Hamilton-Operator H∗ ersetzt werden, falls man gleichzeitig an
Stelle der Operatoren A und B die jeweils transformierten Operatoren A∗ bzw. B∗
verwendet:
〈〈A(t); B(t′)〉〉 = ∗〈〈A∗(t)∗; B∗(t′)∗〉〉∗ . (3.17)
In dieser Darstellung bezeichnet A∗(t)∗=exp[iH∗t] A∗ exp[−iH∗t] einen transformier-
ten Operator, dessen Zeitabhängigkeit bezüglich H∗ definiert ist. Die für diese Vor-
gehensweise benötigten transformierten Operatoren lassen sich analog zur kontinuier-
lichen unitären Transformation des Hamilton-Operators herleiten. Die entsprechende
differentielle Formulierung
dA(`)
d`
=
[
η(`), A(`)
]
(3.18)
lässt sich mit Hilfe der Kenntnis des Generators η auswerten. Im Allgemeinen ist man
für wechselwirkende Systeme an dieser Stelle auf weitere Näherungen angewiesen, so
dass sich die Differentialgleichung (3.18) nicht vollständig auswerten lässt. Prinzipiell
wird durch die Kommutatorbildung eine Darstellung des `-abhängigen Operators als
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Linearkombination anderer Operatoren nahegelegt. Unter Umständen kann dies zur
Generierung komplexer Operatorprodukte führen, welche durch ein geeignetes Ent-
kopplungsschema reduziert werden müssen. Als Kontrolle für die Qualität der Appro-
ximation bietet sich zum Beispiel die Normierung der Korrelationsfunktion oder, falls
es sich um Operatoren mit komplexwertigen Kommutatoren handelt, die Invarianz
der Kommutatorrelationen bezüglich der unitären Transformation an.
Teil II.
Anwendungen

4. Flussgleichungen für das Anderson-Gitter
Das Anderson-Gitter bildet den Ausgangspunkt für viele theoretische Arbeiten zur
Beschreibung von Lanthanid- und Aktinid-Verbindungen [1]. Das Modell beschreibt
ein System, dessen physikalische Eigenschaften durch das Wechselspiel von Elektro-
nen aus lokalisierten Energieniveaus und frei beweglichen Leitungselektronen charak-
terisiert ist. Dieses Szenario ist für Verbindungen mit teilweise besetzten f -Niveaus
realistisch. Während die Leitungselektronen als frei bewegliche Teilchen angesehen
werden können, führt die Kompaktheit der f -Orbitale zu einer starken Lokalisie-
rung der Elektronenzustände. Betrachtet man ein mehrfach besetztes f -Niveau, so
wird klar, dass die Elektronen eine große Coulomb-Abstoßung spüren. Die wichtigs-
ten Aspekte des Anderson-Gitters wurden in Kapitel 2 beleuchtet. Dort wurde bereits
diskutiert, dass realistische Schwer-Fermion-Verbindungen ein reichhaltiges Phasen-
diagramm aufweisen. Neben paramagnetischem Fermi-Flüssigkeitsverhalten können
die Systeme Phasen mit langreichweitiger magnetischer Ordnung, Supraleitung und
Nicht-Fermi-Flüssigkeitsverhalten besitzen.
Im folgenden Abschnitt wird das Andersongitter (2.4) mit Hilfe der Flussgleichungs-
methode untersucht. Das theoretische Gerüst der Methode wurde in Kapitel 3 vor-
gestellt. Als Einstieg soll zunächst das unkorrelierte, exakt lösbare System behandelt
werden, um die Wirkungsweise der Methode an einem einfachen System zu untersu-
chen. Den Anschluss und Hauptteil dieses Abschnitts bildet danach die Durchführung
der Theorie für das System mit unendlich starker Coulombabstoßung Uf auf den
lokalen f -Plätzen. Dabei erfolgen die Betrachtungen immer für ein System in der
paramagnetischen Phase, d. h. Effekte, wie Magnetismus, Supraleitung und Nicht-
Fermi-Flüssigkeitsverhalten werden im Rahmen dieses Zugangs nicht untersucht. Den
Abschluss des Kapitels bildet die Diskussion numerischer Ergebnisse, welche im Rah-
men der Flussgleichungsmethode gewonnen wurden.
Eine Behandlung mit der Flussgleichungsmethode wurde bereits für das Störstellen-
Anderson-Modell [112] formuliert. Eine Verallgemeinerung für das Anderson-Gitter
stellt somit einen neuen Zugang zum Verständnis von SFS dar. Eine weitere erwähnens-
werte Arbeit in diesem Zusammenhang ist die Formulierung der Störungstheorie für
das Kondo-Gitter durch Stein [113]. Die Ergebnisse dieser beiden Betrachtungen wer-
den am Ende des Kapitels im Zusammenhang mit den Resultaten der vorliegenden
Arbeit diskutiert.
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4.1. Das unkorrelierte Anderson-Gitter
Die theoretische Beschreibung des Anderson-Gitters (2.4) ist für den Grenzfall ver-
schwindender Coulomb-Abstoßung trivial. Wenn dieses Szenario für die meisten Sub-
stanzen auch unrealistisch ist, so lassen sich doch grundlegende Aspekte diskutieren,
welche als Ausgangspunkt für die Beschreibung des korrelierten Systems dienen wer-
den. Für den einfachen Fall Uf = 0 reduziert sich das Anderson-Gitter auf ein Zwei-
bandsystem von dispersiven Leitungselektronen und lokalisierten, nichtwechselwirken-
den f -Elektronen. Die verschiedenen Orbitale sind durch eine Hybridisierung mitein-
ander verknüpft, und das resultierende Modell wird durch den Hamilton-Operator
HZB =
∑
kσ
εk c
†
kσckσ +
∑
kσ
εf f
†
kσfkσ
+
∑
kσ
Vk
(
c†kσfkσ + f
†
kσckσ
)
(4.1)
beschrieben. Der lokale Charakter der f -Elektronen kommt in einer wellenzahlun-
abhängigen Einteilchenenergie εf zum Ausdruck. Der Hamilton-Operator (4.1) enthält
ausschließlich Einteilchenbeiträge und kann durch eine Bogoliubov-Transformation
leicht in Diagonalgestalt gebracht werden:
HZB =
∑
kσ
ω−k α
†
kσαkσ +
∑
kσ
ω+k β
†
kσβkσ . (4.2)
Die neue Basis ist durch Operatoren festgelegt, die sich wiederum aus Linearkombi-
nationen der c- und f -Operatoren konstituieren:
αkσ = uk ckσ + vk fkσ und βkσ = −vk ckσ + uk fkσ . (4.3)
Die Koeffizienten unterliegen der Unitaritätsbedingung u2k + v
2
k = 1 und kennzeichnen
die Wahrscheinlichkeit, mit welcher die neuen Quasiteilchen f - bzw. Leitungselektro-
nencharakter tragen. Wie man sich leicht überzeugt (vergleiche auch Anhang B), ist
ihre genaue Form durch
u2k =
1
2
(
1 +
εk − εf
Wk
)
, v2k =
1
2
(
1− εk − εf
Wk
)
(4.4)
gegeben. Daraus resultieren die Dispersionsrelationen der Quasiteilchen zu
ω±k =
1
2
(
εk + εf ±Wk
)
mit Wk =
√
(εk − εf )2 + 4V 2k . (4.5)
Die Hybridisierung der f - und c-Orbitale führt ganz anschaulich zur Ausbildung zwei-
er Bänder. Diese Situation ist in Abbildung 4.1 dargestellt. Die beiden Quasiteil-
chenbänder sind um die Energie εf aufgespalten. Die Bandlücke beträgt für den Fall
4.1. Das unkorrelierte Anderson-Gitter 37
0 πk
0
1
2
Q
ua
si
te
ilc
he
ne
ne
rg
ie
ωk
+
ωk
-
Abbildung 4.1.: Quasiteilchenbänder für das unkorrelierte System, die gestrichenen und
gepunkteten Linien zeigen das kosinusförmige Leitungsband bzw. die Lage des f -Niveaus.
kleiner Hybridisierungsstärken δ ≈ V 2(1/(W−εf )+1/εf ) ≈ ρ0V 2, falls man von einer
dispersionslosen Hybridisierungsstärke Vk = V ausgeht. In Abhängigkeit von der La-
ge des chemischen Potentials sind sowohl Metall- als auch Isolatorverhalten denkbar.
Für die Dispersion der Leitungselektronen wurde in der vorliegenden Abbildung ein
typisches Kosinus-Band zu Grunde gelegt. Der Charakter der Quasiteilchen lässt sich
an Hand dieser Abbildung ganz anschaulich interpretieren. Während sich im unteren
Zweig die Quasiteilchen an der unteren Bandkante wie frei bewegliche Leitungselek-
tronen verhalten, ist ihre Dispersion für große Wellenvektoren stark eingeschränkt:
Sie tragen eher den Charakter schwerer f -Elektronen. Umgekehrt findet man für den
oberen Zweig f -Charakter für kleine Wellenvektoren und ein Verhalten, welches dem
von Elektronen aus dem Leitungsband entspricht, in der Nähe der oberen Bandkante.
4.1.1. Lösung mit Flussgleichungsmethode
Das unkorrelierte System eignet sich gut, um die Wirkungsweise der Flussgleichungs-
methode für ein konkretes physikalisches Modell zu demonstrieren. Zusätzlich lassen
sich Erfahrungen gewinnen, die für die Verallgemeinerung der Methode auf das korre-
lierte Problem nützlich sein werden. Die Behandlung mit der Flussgleichungsmethode
erfolgt intuitiv, wenn man als Zielstellung die Elimination des Hybridisierungsanteils
festlegt. Für den Generator verwendet man zunächst einen verallgemeinerten Wegner-
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Ansatz (vgl. z. B. [114]):
η(`) =
∑
kσ
ηk(`)
(
c†kσfkσ − f
†
kσckσ
)
, (4.6)
wobei der Faktor ηk(`) an dieser Stelle noch unbestimmt ist. Der Fluss des Hamilton-
Operators ist in differentieller Form definitionsgemäß durch den Zusammenhang
dH(`)
d`
=
[
η(`), H(`)
]
(4.7)
gegeben. Offensichtlich wird durch die Kommutatorbildung in den f -Freiheitsgraden
eine Dispersion generiert, so dass es zweckmäßig ist, zu einer wellenzahlabhängigen
Einteilchenenergie εf (`) → ∆k(`) für die f -Elektronen überzugehen.
Im Folgenden soll aus Gründen der Lesbarkeit die funktionale Abhängigkeit aller von
` abhängigen Größen nicht mehr explizit angegeben werden, d.h. alle auftretenden
Variablen werden als Funktionen von ` angesehen. Die Indizierung wird jedoch aus-
drücklich an solchen Stellen vorgenommen, an denen Verwechslungen möglich sind. Die
Parameter des Ausgangssystems werden als Initialwerte des Differentilalgleichungs-
systems aufgefasst und sind mit einem Index i gekennzeichnet. Beispielsweise gilt für
die Formulierung der Anfangsbedingung der Einteilchenenergie ∆k: ∆k(` = 0) = ε
i
f .
Im Gegenzug werden die ausintegrierten Einteilchenenergien, d. h. die Werte für den
Grenzfall ` →∞, durch die Indizierung εk(`=∞) = ε∗k usw. gekennzeichnet.
Wertet man die rechte Seite der Differentialgleichung (4.7) für das unkorrelierte Ander-
son-Gitter (4.1) aus, so ergeben sich aus der Kommutatorbildung die Beiträge[
η, H
]
=−
∑
kσ
ηk(εk −∆k)
(
c†kσfkσ + f
†
kσckσ
)
+ 2
∑
kσ
Vkηk
(
c†kσckσ − f
†
kσfkσ
)
. (4.8)
Dass es sich um ein exakt lösbares System handelt, äußert sich im Rahmen der Fluss-
gleichungsmethode darin, dass durch die Kommutatorbildung (4.7) keine höheren
Wechselwirkungen generiert werden. Das resultierende Differentialgleichungssystem
ist somit geschlossen, und der Hamilton-Operator ist während des gesamten Flusses
forminvariant. Diese Eigenschaft ist für wechselwirkende Systeme nicht per se gege-
ben, sondern muss, wie weiter unten genauer erörtert wird, durch die Formulierung
eines Abschneideschemas erzwungen werden.
Mit dem obigen Ergebnis der Kommutatorbildung ist der Fluss des Hamilton-Operators
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durch die Differentialgleichung (4.7) bestimmt. Dieses Ergebnis überträgt sich unmit-
telbar auf die `-Abhängigkeit der Einteilchenenergien, welche durch die Differential-
gleichungen
dVk
d`
= −ηk(εk −∆k) ,
dεk
d`
= 2ηkVk ,
d∆k
d`
= −2ηkVk (4.9)
und die Anfangswerte Vk(` = 0) = V
i
k, εk(` = 0) = ε
i
k bzw. ∆k(` = 0) = ε
i
f gegeben
ist. Die einfache Gestalt des Differentialgleichungssystem (4.9) gestattet ein exakte
Integration, unabhängig von der Wahl des Koeffizienten ηk. Offensichtlich ergeben
sich die folgende Zusammenhänge:
4
(
Vk(`)
)2
= (εik − εif )2 + 4
(
V ik
)2 − (εk(`)−∆k(`))2 (4.10)
und
εk(`) + ∆k(`) = ε
i
k + ε
i
f . (4.11)
Das formulierte Ziel der Flussgleichungsmethode ist die Elimination des Hybridisie-
rungsterms, d. h. V ∗k =0. Ausgehend von der Differentialgleichung für Vk hat man eine
gewisse Wahlfreiheit bezüglich des Koeffizienten ηk. Diese Wahlfreiheit findet in der
Formulierung der unterschiedlichen Zugänge der Flussgleichungsmethode, welche in
Abschnitt 3.2 vorgestellt wurden, ihren Niederschlag. Die Wahl eines konkreten Gene-
rators kann beispielsweise durch Symmetrien des betrachteten Systems motiviert sein.
An dieser Stelle soll die Methode mit dem kanonischen Generator von Wegner [4], al-
so ηk =Vk(εk −∆k), durchgeführt werden. Für diese Wahl sieht man leicht, dass die
Lösung der Differentialgleichung immer zu einem Verschwinden der Hybridisierung
führt, falls man Entartung ausschließt. Exemplarisch kann man sich verdeutlichen,
dass der Generator η im Grenzfall ` →∞ ebenfalls verschwindet, was dem Fluss des
Hamilton-Operators in einen stabilen Fixpunkt entspricht [4]. Das Verschwinden des
Generators ist zudem eine Voraussetzung für die Eindeutigkeit der Lösung des Dif-
ferentialgleichungssystems. An dieser Stelle sei noch einmal darauf hingewiesen, dass
die bisherigen Betrachtungen unabhängig von der Wahl von ηk gültig sind. Für jedes
ηk, für das V
∗
k = 0 gilt, erhält man für die Einteilchenenergien:
ε∗k, ∆
∗
k =
1
2
(
εik + ε
i
f ±
√
(εik − εif )2 + 4(V ik)2
)
. (4.12)
Dieses Ergebnis korrespondiert exakt mit der Lösung (4.5), welche durch eine Basis-
transformation erhalten wurde. Die Einteilchenenergien ε∗k und ∆
∗
k entsprechen den
beiden Quasiteilchenbändern. Verwendet man den diskutierten Wegner-Ansatz für den
Generator ηk, so erhält man bei Nichtentartung, d.h. ε
i
k 6= εif , für den expliziten Fluss
der Einteilchenenergien (siehe Anhang B):(
Vk(`)
)2
= W 2k
[
4 +
(εik − εif )2(
V ik
)2 e2W 2k `]−1 (4.13)
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und (
εk(`)−∆k(`)
)2
= W 2k
[
1 +
4(V ik)
2
(εik − εif )2
e−2W
2
k `
]−1
, (4.14)
wobei die Abkürzung Wk =
√
(εik − εif )2 + 4(V ik)2 verwendet wurde. Betrachtet man
den Fluss der Hybridisierungsstärke Vk, lässt sich für große ` ein exponentieller Ab-
fall Vk ∼ exp[−`W 2k ] beobachten. Dies ist ein typisches Ergebnis für den Wegner-
Generator. Die Verwendung unterschiedlicher Generatoren hat insbesondere Einfluss
auf die Skalierung der Einteilchenenergien im Grenzfall ` → ∞. So gestattet der
Generator von White [111] eine besonders effiziente numerische Lösung des von ihm
betrachteten H2O-Moleküls.
Darstellung der unit ären Transformation Um ein genaueres Verständnis der Fluss-
gleichungslösung zu erhalten, bietet sich ein Vergleich mit der exakten Lösung des
Problems an. Die Lösbarkeit des Hamilton-Operators (4.1) kann ausgenutzt werden,
um das System durch Anwendung einer unitären Transformation
H ′ = eSHe−S = H + [S, H] +
1
2!
[S, [S, H]] + . . . (4.15)
zu diagonalisieren. Die genauen Details der Rechnung sind im Anhang B ausgeführt,
und an dieser Stelle sei darauf hingewiesen, dass die Transformation notwendigerweise
durch die Aufsummation der in (4.15) definierten unendlichen Reihe erfolgt. Unter der
Maßgabe, einen Hamilton-Operator ohne Hybridisierungsanteile zu generieren, führt
die Wahl des Exponenten auf die Darstellung
S =
∑
kσ
µk(c
†
kσfkσ − f
†
kσckσ) mit µk = −
1
2
arctan
[
2V ik
εik − εif
]
. (4.16)
Andererseits lässt sich, wie im Abschnitt 3.1 gezeigt wurde, eine Exponentialdarstel-
lung U(`) = exp[S(`)] für die kontinuierliche unitäre Transformation finden, welche
im vorliegenden Fall durch die Vertauschbarkeit der Generatoren für verschiedene `
besonders einfach ist. Aus der Darstellung (3.6) folgt:
S(`) =
`∫
0
d`′η(`′) . (4.17)
Für die kontinuierliche unitäre Transformation wurde am Ende des letzten Abschnitts
die Wegner-Form des Generators
η =
∑
kσ
Vk
(
εk −∆k
) (
c†kσfkσ − f
†
kσckσ
)
(4.18)
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verwendet, und die `-Abhängigkeit der Einteilchenenergien ist explizit durch die Glei-
chungen (4.13) und (4.14) gegeben. Wie im Anhang B dargestellt ist, führt die Inte-
gration bis ` = ∞ auf die unitäre Transformation
U∗ = exp
[∑
σ
µk(c
†
kσfkσ − f
†
kσckσ)
]
mit µk = −
1
2
arctan
[
2V ik
εik − εif
]
. (4.19)
Die Äquivalenz mit dem Ergebnis (4.16) ist natürlich keine Überraschung. Allerdings
muss darauf hingewiesen werden, dass der Ausdruck (4.16) das Resultat einer Auf-
summation einer unendlichen Reihe darstellt. Im Fall der Flussgleichungsmethode
wird durch die Kommutatorbildung lediglich das Differential der entsprechenden Ein-
teilchenenergien festgelegt. Die Aufsummation der unendlichen Reihe entspricht hier
einer Integration der Flussgleichungen. Der Vorteil für wechselwirkende Systeme wird
mit diesen Betrachtungen offensichtlich. Verwendet man die Sprache diagrammati-
scher Störungstheorie, so ist die Philosophie der Flussgleichungsmethode immer die
unendliche Aufsummation von Diagrammen einer bestimmten Klasse, deren Struktur
durch die verwendeten Näherungen festgelegt wird.
4.2. Der Grenzfall starker Coulombabstoßung
Nachdem im letzten Abschnitt die Wirkungsweise der Flussgleichungsmethode an
Hand eines exakt lösbaren physikalischen Modells untersucht wurde, werden sich die
Betrachtungen des folgenden Abschnitts auf die Behandlung des Anderson-Gitters
mit Korrelation konzentrieren. Dabei wird die Situation betrachtet, in welcher die
lokale Coulomb-Abstoßung auf den f -Plätzen die größte Energieskale im System dar-
stellt. Der Grenzfall Uf → ∞ wurde bereits im Rahmen der einleitenden Bemerkun-
gen in Abschnitt 2.2.2 diskutiert. Als möglicher Zugang zu diesem Problem erweist
sich die SBMF-Theorie [84]. An dieser Stelle sei noch einmal ausdrücklich auf den
nicht-störungstheoretischen Charakter dieser Methode hingewiesen. Obwohl die Vor-
gehensweise bei der Behandlung mit Hilfe der Flussgleichungsmethode für das System
mit unendlich starker Coulomb-Abstoßung stark durch die Ergebnisse des letzten Ab-
schnitts motiviert ist, ist die Situation durch die Berücksichtigung der Korrelationen
um ein Vielfaches komplexer.
Die theoretische Beschreibung des Anderson-Gitters mit der Flussgleichungsmethode
wird im Wesentlichen in drei Schritten erfolgen. (i) Die Basis bildet die Formulierung
der kontinuierlichen unitären Transformation für den Hamilton-Operator. Als Ergeb-
nis dieses Schritts wird ein Differentialgleichungssystem für die Einteilchenenergien
abgeleitet. Diese Vorgehensweise ist bereits aus der Behandlung des unkorrelierten
Systems vertraut. Anders als dort werden die Flussgleichungen eine Abhängigkeit von
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Erwartungswerten aufweisen. (ii) Die Berechnung der Erwartungswerte wird in einem
anschließenden Schritt erfolgen. Dabei wird die Durchführung einer Operatortrans-
formation, wie sie in Abschnitt 3.3 vorgestellt wurde, eine wesentliche Rolle spielen.
(iii) Am Ende dieses Abschnitts wird ein Grenzfall betrachtet, der einen analytischen
Zugang für die abgeleiteten Flussgleichungen gestattet. Die allgemeine Lösung der
Flussgleichungen wird numerisch erfolgen und ausführlich in Abschnitt 4.3 dargelegt.
Als Startpunkt soll das Modell im Grenzfall Uf → ∞ in der aus Abschnitt 2.2.2
bekannten Darstellung verwendet werden:
HPAM =
∑
kσ
εk c
†
kσckσ +
∑
iσ
εf f̂
†
iσf̂iσ
+
1√
N
∑
kiσ
Vk
(
c†kσf̂iσ e
−ikRi + f̂ †iσckσ e
ikRi
)
. (4.20)
Dieses Modell bezeichnet einen effektiven Hamilton-Operator auf dem Unterraum der
einfach besetzten und leeren f -Plätze. Die verwendeten Hubbard-Operatoren sind wie
oben durch die Bezeichnungen
f̂ †iσ = f
†
iσ
∏
σ′
(
1− nfiσ′
)
und f̂iσ =
∏
σ′
(
1− nfiσ′
)
fiσ (4.21)
definiert. Anschaulich formuliert, ergibt die Anwendung eines modifizierten Erzeu-
gungsoperators nur dann einen Beitrag, falls der entsprechende lokale Platz unbesetzt
ist. Analog wirkt der dazugehörige adjungierte Operator f̂iσ nur auf einfach besetzte
lokale Zustände. Verwendet man zusätzlich die Bezeichnung P 0i für die Projektoren
auf lokale unbesetzte Zustände, so lassen sich die Hubbard-Operatoren abkürzend
als f̂ †iσ = f
†
iσP
0
i bzw. f̂iσ = P
0
i fiσ darstellen. Durch die Projektoreigenschaften ist es
einsichtig, dass die Hubbard-Operatoren keiner Fermi-Statistik unterliegen. Für den
wichtigen Antikommutator findet man statt dessen den Zusammenhang:{
f̂ †iσ, f̂i′σ′
}
+
= δii′
(
δσσ′ f̂iσf̂
†
iσ + f̂
†
iσf̂iσ′
)
. (4.22)
Mit Hilfe der Hubbard-Operatoren lässt sich für den relevanten Unterraum der einfach
besetzten und leeren f -Plätze eine Vollständigkeitsrelation formulieren:
P 0i +
∑
σ′
f̂ †iσ′ f̂iσ′ = f̂iσf̂
†
iσ +
∑
σ′
f̂ †iσ′ f̂iσ′ = 1 . (4.23)
Analog zu den bekannten Fermionenoperatoren wird eine wellenvektorabhängige Dar-
stellung durch die Transformation
f̂ †kσ =
1√
N
∑
i
eikRi f̂ †iσ , (4.24)
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nahegelegt. Man beachte, dass die Kommutatorrelation (4.22) in der Ortsraumdar-
stellung zu nichttrivialen Vertauschungsrelationen der Operatoren f̂kσ und f̂
†
kσ führen.
In seiner Struktur ist der Hamilton-Operator (4.20) dem Hamilton-Operator des un-
korrelierten Systems (4.1) sehr ähnlich. Beide beschreiben ein System aus lokali-
sierten und freien Elektronen, die durch einen Hybridisierungsterm miteinander ver-
knüpft sind. Die ähnliche Topologie der Systeme legt auch eine ähnliche Behandlung
im Rahmen der Flussgleichungsmethode nahe. Die ungewöhnliche Statistik der f -
Freiheitsgrade im korrelierten System verwehrt jedoch eine exakte Diagonalisierung.
Wie man im nächsten Abschnitt sehen wird, führt die Verwendung der oben defi-
nierten Statistik für die lokalen Operatoren zur Generierung neuer Wechselwirkungen
während des Flusses.
4.2.1. Wahl des Generators
Ähnlich wie bei der Behandlung des unkorrelierten Anderson-Gitters (4.1) in Ab-
schnitt 4.1 ist die Zielstellung der kontinuierlichen unitären Transformation die Eli-
mination des Hybridisierungsterms. Die Flussgleichungsmethode soll also als Schema
für eine Abbildung des Anderson-Gitters mit unendlich starker Coulomb-Abstoßung
auf ein entkoppeltes oder quasi-diagonales System dienen. Mit den Erfahrungen aus
Abschnitt 4.1 erweist sich die Wahl des Generators
η =
∑
kσ
ηk
(
c†kσf̂kσ − f̂
†
kσckσ
)
(4.25)
als zweckmäßig. Im Vergleich zum Generator (4.6) ist lediglich der Charakter der f -
Elektronen durch ihre ungewöhnliche Statistik modifiziert. Diese Form wird ebenfalls
durch die Verwendung des kanonischen Wegner-Ansatzes η = [H0, H] nahegelegt. Der
Koeffizient ηk ist an dieser Stelle noch nicht determiniert und kann später mit Blick
auf die Integrierbarkeit der resultierenden Differentialgleichungen gewählt werden.
Mit der Festlegung des Generators der kontinuierlichen unitären Transformation ist
man in der Lage, die Flussgleichungen für den Hamilton-Operator zu formulieren. Die
differentielle Abhängigkeit des Flusses ist per definitionem durch den Zusammenhang
dH/d` = [η, H] gegeben. Wertet man den Kommutator mit dem Hamilton-Operator
(4.20) und dem Generator (4.25) aus, so ergibt sich unter anderem ein nichtlokaler
Beitrag der f -Freiheitsgrade: Analog zum unkorrelierten Anderson-Gitter wird ein ef-
fektives Hüpfen der f -Elektronen induziert. Im obigen Fall wurde dieser Beitrag durch
eine Dispersion der f -Einteilchenenergie berücksichtigt. Für das korrelierte System ist
diese Vorgehensweise ebenso vernünftig, zusätzlich sollen aber lokale und nichtlokale
Beiträge des Hüpfterms ausdrücklich unterschieden werden. Als dispersiven Beitrag
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wird im Folgenden ausschließlich der nichtlokale Anteil bezeichnet, eine Vorgehens-
weise, die weiter unten bei der detaillierten Auswertung des Kommutators [η, H] ge-
rechtfertigt wird. Das Hüpfen der f -Elektronen wird durch den Term
Hff =
∑
i6=jσ
tij(`) f̂
†
iσf̂jσ (4.26)
berücksichtigt. Verwendet man weiterhin die Definition
∆k(`) =
1
N
∑
i6=j
tij(`) e
−ik(Ri−Rj) , (4.27)
so wird damit eine Dispersionsrelation der f -Freiheitsgrade eingeführt. Die Einteil-
chenenergie ∆k setzt sich demzufolge nur aus nichtlokalen Beiträgen zusammen, ei-
ne Tatsache, der in weiter folgenden Kalkulationen immer Rechnung getragen wird.
Nimmt man zunächst an, dass durch die Kommutatorbildung keine weiteren rele-
vanten Wechselwirkungen generiert werden, so ist die Form des Hamilton-Operators
während des gesamten Flusses durch
HPAM(`) =
∑
kσ
εk(`) c
†
kσckσ +
∑
kσ
(
εf (`) + ∆k(`)
)
f̂ †kσf̂kσ
+
∑
kσ
Vk(`)
(
c†kσf̂kσ + f̂
†
kσckσ
)
+ E(`) (4.28)
festgelegt. Für die Anfangswerte der Einteilchenenergien gelten die Zusammenhänge
εk(0) = ε
i
k, εf (0) = ε
i
f , Vk(0) = V
i
k und ∆k(0) = E(0) = 0. In den folgenden Betrach-
tungen wird ausschließlich der Fall einer lokalen Hybridisierung, das heißt V ik = V
i,
betrachtet. Ähnlich wie bei εf führt die kontinuierliche unitäre Transformation des Ha-
miltonoperators zu einer effektiven k-Abhängigkeit der Hybridisierung. Der Anteil der
f -Freiheitsgrade ist, wie gefordert, in einen lokalen (dispersionslosen) und einen nicht-
lokalen (dispersiven) Term geteilt. Aus den Anfangsbedingungen wird klar, dass die
Dispersion der f -Elektronen erst im Laufe der Transformation relevant wird. Daneben
gibt es einen zusätzlichen Energiebeitrag, der durch E(`) gekennzeichnet ist. Dieser
Beitrag resultiert aus der Entkopplung höherer generierter Wechselwirkungen, die in
den folgenden Abschnitten genauer erläutert wird. Dabei handelt es sich lediglich um
eine Nullpunktsverschiebung der freien Energie. In den folgenden Ausführungen soll
wie oben die `-Abhängigkeit der Einteilchenenergien nicht mehr explizit angegeben
werden.
Betrachtet man die Herleitung des ursprünglichen Wegner-Generators [4], so ist diese
von einer strengen Einteilung des Hamilton-Operators in einen freien Anteil und einen
Wechselwirkungsanteil ausgegangen. Der erstere wurde im Rahmen dieses Zugangs
als diagonal deklariert. Im Fall des nichtwechselwirkenden Anderson-Gitters war diese
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Einteilung intuitiv: Zum diagonalen Anteil kamen lediglich Beiträge einer f -Dispersion
hinzu. Im korrelierten System unterliegt diese Klassifizierung komplexeren Kriterien.
Da die Hubbard-Operatoren keiner Fermi-Statistik genügen, handelt es sich bei den bi-
linearen f -Beiträgen im Hamilton-Operator um komplizierte Vielteilchenprozesse, die
deshalb eher als quasi-diagonal bezeichnet werden können. Im besonderen Maß gilt das
für den dispersiven Anteil. Eine strenge Einteilung in Diagonal- und Wechselwirkungs-
anteil wurde von Wegner nur zur Herleitung des Generators verwendet. Eine exakte
Diagonalisierbarkeit des nichtwechselwirkenden Beitrags ist jedoch keine Vorausset-
zung für die Durchführung der Flussgleichungsmethode. Im Folgenden soll deshalb
von einem wechselwirkenden und einem nichtwechselwirkenden Anteil des Hamilton-
Operators gesprochen werden. Im vorliegenden Fall ist der Wechselwirkungsanteil aus-
schließlich durch den Hybridisierungsbeitrag bestimmt. Für den Hamilton-Operator
(4.28) gilt daher die Bezeichnung HPAM = H0 + HV , wobei H0 durch die erste Zeile
und die Energieverschiebung E(`) definiert ist. Da die Durchführung der kontinuierli-
chen unitären Transformation mit der Zielstellung erfolgt, den Hybridisierungsanteil
zu eliminieren, ist das Ergebnis der Transformation ein quasi-diagonaler Hamilton-
Operator, in welchem die f - und c-Freiheitsgrade vollständig entkoppelt sind. Dieser
Hamilton-Operator wird im Folgenden als H∗PAM bezeichnet.
4.2.2. Transformation des Hamilton-Operators
Für die Betrachtungen des folgenden Abschnitts soll von der gerade abgeleiteten Dar-
stellung des Hamilton-Operators in der Form HPAM =H0 + HV ausgegangen werden.
Die unitäre Transformation des Hamilton-Operators ist in der Flussgleichungsmethode
durch die Differentialgleichung dH/d` = [η, H] bestimmt. Zur Auswertung des Kom-
mutators soll in einem ersten Schritt der Beitrag des nichtwechselwirkenden Anteils
des Hamilton-Operators, welcher durch die erste Zeile in (4.28) repräsentiert wird,
betrachtet werden. Hierfür ergibt sich:[
η, H0
]
=−
∑
kσ
ηk
(
εk − εf
) (
c†kσf̂kσ + f̂
†
kσckσ
)
+
1√
N
∑
kσ
∑
i6=j
ηk tij e
−ikRi f̂iσf̂
†
iσc
†
kσf̂jσ
+
1√
N
∑
kσ
∑
i6=j
ηk tij e
ikRj f̂ †iσckσf̂jσf̂
†
jσ
+
1√
N
∑
kσσ′
∑
i6=j
ηk tij e
−ikRi f̂ †iσ′ f̂iσc
†
kσf̂jσ′
+
1√
N
∑
kσσ′
∑
i6=j
ηk tij e
ikRj f̂ †iσ′ckσf̂
†
jσf̂jσ′ . (4.29)
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Die erste Zeile liefert einen Beitrag zum Hybridisierungsterm und resultiert aus der
Vertauschung des c-Anteils und des lokalen f -Anteils mit dem Generator (4.25). Dane-
ben stellen die folgenden Zeilen neue Wechselwirkungen dar, welche aus Vertauschun-
gen des Generators mit dem korrelierten f -Hüpfen hervorgehen. In der zweiten Zeile
erkennt man beispielsweise eine Wechselwirkung, die einen hybridisierungsartigen Bei-
trag an einem Gitterplatz mit dem Projektor auf einen leeren Gitterplatz verknüpft.
Der Charakter dieser Wechselwirkung ist nichtlokal. Die Generierung solcher Wech-
selwirkungen ist eine Folge der besonderen Kommutatorrelationen der Operatoren f̂ †iσ
und f̂iσ und somit Ausdruck der starken Korrelationen. Die sukzessive Auswertung
des Kommutators würde bei fortschreitendem Fluss zur Erzeugung immer höherer
Wechselwirkungen führen. Andererseits ist man aber an einer forminvarianten Trans-
formation des Hamilton-Operators in der Gestalt (4.28) interessiert. Folglich gilt es,
ein Abschneideschema zu finden, welches die Erhaltung der Struktur des Hamilton-
Operators sicherstellt. Ein solches Schema ist notwendig, um ein geschlossenes System
von Differentialgleichungen für die entsprechenden Einteilchen- oder Wechselwirkungs-
energien zu erhalten. Der Umsetzung dieser Aufgabe wird sich der nächste Abschnitt
widmen.
An dieser Stelle ist es wichtig, darauf hinzuweisen, dass sich die Kopplungen der
zweiten und dritten Zeile in (4.29) von denen der vierten und fünften Zeile sowohl hin-
sichtlich der Stellung der f̂ -Operatoren als auch in der unterschiedlichen Summation
über die Spinfreiheitsgrade unterscheiden. Physikalisch lassen sich erstere als Prozesse
auffassen, die beim Vorhandensein von lokalen Leerplätzen für die f -Freiheitsgrade
relevant sind, während letztere nur für einfach besetzte Plätze auftreten. Diese Klassi-
fizierung wird an späterer Stelle relevant, wenn sich die Diskussion mit dem Abschnei-
deschema befasst.
Für die weiteren Kommutatorbeiträge, die sich aus der Vertauschung des Genera-
tors mit dem Wechselwirkungsanteil HV , also der zweiten Zeile aus (4.28), ergeben,
findet man: [
η, HV
]
=
1
N
∑
kk′
∑
iσ
ei(k
′−k)Ri
(
ηkVk′ + ηk′Vk
)
c†kσck′σf̂iσf̂
†
iσ
− 1
N
∑
kk′
∑
iσσ′
ei(k
′−k)Ri
(
ηkVk′ + ηk′Vk
)
c†kσck′σ′ f̂
†
iσ′ f̂iσ
− 1
N
∑
kσ
∑
ij
2e−ik(Ri−Rj)ηkVk f̂
†
iσf̂jσ . (4.30)
Die erste Zeile liefert anschaulich einen Beitrag, der für leere f -Plätze relevant ist. Im
Bild der lokalen f -Zustände repräsentiert dieser Term einen Prozess, welcher ein Lei-
tungselektron auf einen unbesetzten f -Platz und zurück ins Leitungsband transferiert.
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Im Gegenzug beschreibt die zweite Zeile den umgekehrten Prozess, welcher nur im Fall
eines einfach besetzten f -Niveaus stattfindet. Dieser Anteil besitzt die Form einer auf
ein Gitter verallgemeinerten Coqblin-Schrieffer-Wechselwirkung [50]. Die letzte Zeile
ist ein bilinearer Beitrag in den Operatoren f̂ †iσ und f̂iσ und zeigt die Generierung
nichtlokaler Beiträge, also eines effektiven Hüpfens der f -Freiheitsgrade. Betrachtet
man den Kommutator, so resultiert der letzte Term allein aus Vertauschungen von
dispersiven c-Elektronen. Ein analoger Beitrag ergab sich bereits bei der Betrach-
tung des unkorrelierten Systems. Wie oben angedeutet wurde, werden für die weitere
Auswertung die lokalen und nichtlokalen Anteile der letzten Zeile unterschieden.
4.2.3. Entkopplung der Wechselwirkungen
Im letzten Abschnitt wurde analysiert, welche Beiträge sich bei der Kommutatorbil-
dung des Generators (4.25) mit dem Hamilton-Operator (4.28) ergeben. Die resultie-
renden Terme in (4.29) und (4.30) enthielten sowohl Einteilchen- bzw. quasi-diagonale
Anteile als auch neue effektive Wechselwirkungen. In diesem Zusammenhang wurde
auf die Notwendigkeit eines Abschneideschemas hingewiesen, welches den Hamilton-
Operator während des gesamten Flusses forminvariant lässt. Ein Abschneidekriterium
für höhere Wechselwirkungen im Rahmen der Flussgleichungsmethode wurde bereits
in einer Reihe von Arbeiten diskutiert. Neben der Verwendung von normalgeordne-
ten Operatoren (vgl. z. B. [4]) wurde auch eine störungstheoretische Argumentation
erörtert (siehe z. B. [106, 110]). Während die Philosophie der ersten Methode eine
Reduzierung der höheren Wechselwirkungen auf effektive Einteilchenbeiträge ist, lie-
fert der zweite Zugang eine Möglichkeit der Trunkierung für den Fall eines kleinen
Entwicklungsparameters. In der Diskussion der SBMF-Theorie wurde bereits ange-
merkt, dass die Ergebnisse nicht durch eine Störungsentwicklung nach einer kleinen
Hybridisierungsstärke V darstellbar sind. Folglich liegt für den vorliegenden Fall die
Verwendung einer Normalordnung nahe. Dieses Schema verlangt jedoch die Aufteilung
des Hamilton-Operators in einen wechselwirkenden und einen freien Anteil, wobei der
letztere notwendig bilinear in Fermionenoperatoren sein muss (vgl. [4]). Wie bereits
weiter oben diskutiert wurde, ist diese Voraussetzung für das korrelierte Anderson-
Gitter nicht erfüllt.
Folgt man diesen Überlegungen, so erweist sich die Verwendung einer Hartree-Fock-
Entkopplung als sinnvoll. Die Idee dieses Entkopplungsschemas besteht in einer Fak-
torisierung von zusammengesetzten Operatoren nach der Vorschrift
AB → A〈B〉+ 〈A〉B − 〈A〉〈B〉 . (4.31)
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In dieser Näherung soll die Erwartungswertbildung mit dem vollen Hamilton-Operator
H(` = 0) erfolgen:
〈A〉 =
Sp
[
e−βHA
]
Sp[e−βH ]
. (4.32)
Alternativ wäre auch eine Erwartungswertbildung bezüglich H(`) oder H0(`) denk-
bar. Für das vorliegende System wird jedoch angenommen, dass die Fluktuationen
um die jeweiligen Erwartungswerte am kleinsten sind, falls man letztere bezüglich des
vollen Hamilton-Operators bildet. Offensichtlich sind sie in dieser Vorgehensweise un-
abhängig vom Flussparameter `. Ihre Berechnung für das vorliegende Problem wird
im Abschnitt 4.2.5 erläutert.
Die Entkopplung mittels Hartree-Fock-Näherung soll an dieser Stelle exemplarisch für
für die erste Zeile von (4.30) gezeigt werden. Mit dem obigen Faktorisierungsschema
ergibt sich:
1
N
∑
kk′
∑
iσ
ei(k
′−k)Ri
(
ηkVk′ + ηk′Vk
)
c†kσck′σf̂iσf̂
†
iσ
−→ 2
∑
kσ
ηkVk〈P 0i 〉 c
†
kσckσ −
2
N
∑
ik
∑
σσ′
ηkVk〈nckσ〉 f̂
†
iσ′ f̂iσ′
+
2
N
∑
ikσ
ηkVk〈nckσ〉
(
1− 〈P 0i 〉
)
. (4.33)
In dieser Darstellung wurde die Schreibweise 〈nckσ〉 = 〈c
†
kσckσ〉 verwendet. Der Erwar-
tungswert des Operators P 0i kennzeichnet die mittlere Besetzungszahl von Leerplätzen
der f -Elektronen. Des Weiteren wurde die Vollständigkeitsrelation (4.23) ausgenutzt.
Betrachtet man die einzelnen Terme, so erkennt man Beiträge für die dispersiven c-
Elektronen, einen lokalen f -Elektronenanteil sowie einen Beitrag zur Verschiebung der
Nullpunktsenergie. Die auftretenden Erwartungswerte haben einen direkten Einfluss
auf die Renormierung der Einteilchenenergien.
Die Faktorisierungen der weiteren Terme werden im Anhang C aufgeführt. Klassi-
fiziert man alle anfallenden Beiträge nach ihrer Operatorstruktur, so ergeben sich die
folgenden Differentialgleichungen für die Einteilchenenergien des Hamilton-Operators
(4.28):
dεk
d`
=2
[
〈P 0i 〉+ 〈n
f
iσ〉
]
ηkVk (4.34)
d∆k
d`
=− 2ηkVk (4.35)
dεf
d`
=− 2
N
(
1− 1
νf
) ∑
kσ
〈nckσ〉ηkVk
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− 1
N
(
1− 1
νf
) ∑
kσ
〈Akσ〉ηk∆k −
2
Nνf
∑
kσ
ηkVk (4.36)
dVk
d`
=−
(
εk − εf −
[
〈P 0i 〉+ 〈n
f
iσ〉
]
∆k
)
ηk (4.37)
dE
d`
=
2
N
∑
ikσ
〈nckσ〉
(
1− [〈P 0i 〉+ 〈n
f
iσ〉]
)
ηkVk
+
1
N
∑
ikσ
〈Akσ〉
(
1− [〈P 0i 〉+ 〈n
f
iσ〉]
)
ηk∆k . (4.38)
Dabei wurden die Bezeichnungen 〈Akσ〉= 〈c†kσf̂kσ + f̂
†
kσckσ〉 und 〈n
f
iσ〉= 〈f̂
†
iσf̂iσ〉 ver-
wendet. Der Parameter νf steht für die Entartung des Systems. Obwohl die Erzeugung
der höheren Wechselwirkungen eine direkte Folge der Korrelation der f -Elektronen
ist, handelt es sich bei der hier verwendeten Entkopplung nicht um eine Faktorisierung
der lokalen Coulomb-Abstoßung im Hamilton-Operator 2.4, wie sie zum Beispiel aus
der Stoner-Näherung des Hubbard-Modells bekannt ist. Betrachtet man in dem ab-
geleiteten Differentialgleichungssystem die erste und die letzten beiden Gleichungen,
so sieht man, dass das Auftreten des Erwartungswertes 〈P 0i 〉 immer mit dem Auftre-
ten des Erwartungswertes 〈nfiσ〉 assoziiert ist. Der Ursprung dieser Beiträge lässt sich
an Hand der oben durchgeführten Klassifizierung der Prozesse bezüglich des lokalen
f -Zustandsraumes verstehen. Dort wurden bereits Terme hinsichtlich ihrer Relevanz
für lokale Leerplätze bzw. lokal einfach besetzte Plätze unterschieden. Nach der Fak-
torisierung werden erstere durch den Erwartungswert 〈P 0i 〉 und letztere durch 〈n
f
iσ〉
repräsentiert. Während 〈P 0i 〉 die mittlere Zahl der Leerplätze kennzeichnet, ist durch
〈nfiσ〉 die mittlere lokale Einfachbesetzung pro Spinkanal gegeben. Verwendet man
die Vollständigkeitsrelation (4.23), so lässt sich zwischen beiden der Zusammenhang
〈nfiσ〉= (1 − 〈P 0i 〉)/νf herstellen, falls man, wie im vorliegenden Problem, ein nicht-
magnetisches System betrachtet. Mit der abgeleiteten Relation wird klar, dass 〈P 0i 〉
von der Größenordnung ν0f und 〈n
f
iσ〉 von der Größenordnung 1/νf ist. Diskutiert
man in diesem Kontext die Wechselwirkungsbeiträge aus (4.30), so erkennt man, dass
die Prozesse, die das Springen eines c-Elektrons von der Fermi-Kante auf einen lee-
ren f -Platz und zurück ins Leitungsband beschreiben, etwa νf -mal wahrscheinlicher
sind, als Prozesse, bei denen zunächst ein f -Elektron an die Fermi-Kante transferiert
wird. Dies wird aus der Betrachtung des Modells klar, wenn man bedenkt, dass für
den ersten Prozess νf Kanäle zur Verfügung stehen, während der zweite, auf Grund
der Einfachbesetzung des lokalen f -Platzes, nur in einem einzigen Kanal erfolgen kann.
Neben der Einordnung der Erwartungswerte lassen sich auch andere Beiträge bezüglich
ihrer Ordnung in νf klassifizieren. In Gleichung (4.36) kann man die Terme der Größen-
ordnung 1/νf ganz offensichtlich identifizieren. Betrachtet man den Fall großer Ent-
artungen, so gewährt die Vernachlässigung aller Beiträge ∼ 1/νf gegenüber den Bei-
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trägen der Größenordnung ν0f eine gute Näherungslösung. Für die Erwartungswerte der
lokalen f -Plätze heißt das anschaulich, eine Ersetzung der Art [〈P 0i 〉+ 〈n
f
iσ〉] → 〈P 0i 〉
vorzunehmen. Während diese Vorgehensweise für νf =2 wenig sinnvoll erscheint, stellt
sie beispielsweise für Ce-Verbindungen mit einer Entartung von νf = 6 bereits eine
brauchbare Näherung dar. Eine Beschreibung des Systems für große Entartungen wur-
de bereits bei der Diskussion der SBMF-Lösung in Abschnitt 2.2.2 erörtert (vgl. auch
[86]). Inwieweit die hier vorgeschlagene Näherung mit anderen 1/νf -Entwicklungen
korrespondiert, soll weiter unten diskutiert werden. Im Rahmen dieser Approximatio-
nen ist der Fluss des Hamilton-Operators durch das gekoppelte Differentialgleichungs-
system
dεk
d`
= 2〈P 0i 〉ηkVk (4.39)
d∆k
d`
= −2ηkVk (4.40)
dεf
d`
= − 2
N
∑
kσ
〈nckσ〉ηkVk −
1
N
∑
kσ
〈Akσ〉ηk∆k (4.41)
dVk
d`
= −
(
εk − εf − 〈P 0i 〉∆k
)
ηk (4.42)
dE
d`
=
2
N
∑
ikσ
〈nckσ〉
(
1− 〈P 0i 〉
)
ηkVk +
1
N
∑
ikσ
〈Akσ〉
(
1− 〈P 0i 〉
)
ηk∆k (4.43)
gegeben. Die Integration der Flussgleichungen unterliegt den Anfangsbedingungen
εk(` = 0) = ε
i
k , εf (` = 0) = ε
i
f , Vk(` = 0) = V
i
k (4.44)
sowie
∆k(` = 0) = 0 , E(` = 0) = 0 . (4.45)
Aus dem Vergleich der Differentialgleichungen ergeben sich weitere Vereinfachungen.
Mit den Beziehungen (4.39) und (4.40) folgt durch Integration über ` der Zusammen-
hang
〈P 0i 〉∆k(`) = εik − εk(`) , (4.46)
während die Energieverschiebung der Relation E(`) = N(εif − εf (`))(1 − 〈P 0i 〉) un-
terliegt. Die Gleichung (4.46) kann im Folgenden ausgenutzt werden, um die Einteil-
chenenergie ∆k in den Differentialgleichungen zu eliminieren, was zu einem weiteren
Gewinn an Übersichtlichkeit führt.
Von einem mathematischen Standpunkt aus gesehen handelt es sich bei dem vorlie-
genden Problem um das Anfangswertproblem eines gekoppelten nichtlinearen Systems
gewöhnlicher Differentialgleichungen erster Ordnung. Die komplexen Kopplungen der
einzelnen Gleichungen gestatten einen analytischen Zugang, das heißt eine direkte
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Integration, nur im Rahmen weiterer Näherungen. Aus den Differentialgleichungen
ist ersichtlich, dass auch eine eventuelle analytische Lösung eine Abhängigkeit von
den auftretenden Erwartungswerten aufweist. Diese werden in dem hier verwendeten
Entkopplungsschema mit dem vollen Hamiltonoperator gebildet. Die Berechnung der
Erwartungswerte wird detailliert weiter unten ausgeführt. Eine wichtige Vorausset-
zung für eine konsistente Darstellung ist die Beschreibung einer Transformation für
beliebige Operatoren. An dieser Stelle sei vorweggenommen, dass zur Berechnung der
Erwartungswerte die Kenntnis der Fixpunktwerte der Einteilchenenergien nötig ist.
Dies wiederum impliziert die Lösung eines Selbstkonsistenzproblems, da die renor-
mierten Einteilchenenergien ihrerseits Funktionen der Erwartungswerte sind.
4.2.4. Transformation der Operatoren
Die kontinuierliche unitäre Transformation wurde in den vergangenen Abschnitten nur
für den Hamilton-Operator durchgeführt. Für eine Darstellung von Erwartungswerten
und Korrelationsfunktionen ist es jedoch wichtig, zu verstehen, wie sich beliebige Ope-
ratoren unter dieser Transformation verhalten. Dieser Umstand wurde in Abschnitt
3.3 für Korrelationsfunktionen erörtert. Im folgenden Abschnitt werden diese allge-
meinen Überlegungen auf die Berechnung von Erwartungswerten für eine konkrete
unitäre Transformation übertragen. Die Kenntnis der Erwartungswerte ist eine wich-
tige Voraussetzung für die Lösung des oben abgeleiteten Differentialgleichungssystems.
Die unitäre Transformation, welche den Wechselwirkungsterm im Andersongitter eli-
miniert, ist durch den Generator (4.25) gegeben. Für die Operatoren der c- bzw. f -
Freiheitsgrade lässt sich die Transformation analog zur Transformation des Hamilton-
Operators durch die Differentialgleichungen
dckσ(`)
d`
=
[
η(`), ckσ(`)
]
und
df̂kσ(`)
d`
=
[
η(`), f̂kσ(`)
]
(4.47)
darstellen. Betrachtet man zunächst die niedrigsten Ordnungen, welche durch die Aus-
wertung des Kommutators mit der entsprechenden Form des Generators induziert
werden, so sieht man, dass die Operatoren während des Flusses Linearkombinationen
aller auftretenden Erzeugungs- bzw. Vernichtungsoperatoren sind. Um diesen Gedan-
kengang formal darzustellen, ist es vernünftig, den Fluss der Operatoren durch einen
Ansatz gemäß
ckσ(`) = αk(`) ckσ + βk(`) f̂kσ bzw. f̂kσ(`) = −γk(`) ckσ + δk(`) f̂kσ (4.48)
festzulegen. Wie man leicht sieht, werden durch die sukzessive Auswertung des Kom-
mutators, bedingt durch die speziellen Vertauschungsrelationen der Operatoren f̂kσ
und f̂ †kσ, immer höhere Wechselwirkungen generiert. Diese müssen erneut durch ein
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Trunkierungsschema eliminiert werden, um eine geschlossene Transformation für die
Operatoren zu erhalten. Es ist zu beachten, dass die Vertauschungsrelationen für die
Operatoren während des Flusses nicht erhalten bleiben, da beispielsweise im Fall der
c-Operatoren endliche f -Beiträge beigemischt werden. Diese Beimischungen sind als
eine Folge der angewendeten Näherung aufzufassen und kennzeichnen den approxima-
tiven Charakter der Auswertung von Korrelationsfunktionen bzw. Erwartungswerten.
Die durch den Ansatz (4.48) definierten reellen Koeffizienten genügen offensichtlich
den folgenden Anfangsbedingungen:
αik = δ
i
k = 1 , β
i
k = γ
i
kσ = 0 . (4.49)
Wie bereits erwähnt, ist man gezwungen, ähnlich den Approximationen bei der Trans-
formation des Hamilton-Operators, den Fluss zu entkoppeln. Überträgt man die Über-
legungen aus Abschnitt 4.2.3, so erweist es sich als zweckmäßig, für den Kommutator
bezüglich der f -Operatoren die Näherung[
η, f̂kσ
]
= ηk〈P 0i 〉 ckσ (4.50)
zu verwenden. Benutzt man dieses Entkopplungsschema in den Flussgleichungen (4.47),
so ist die Transformation tatsächlich geschlossen, und die Koeffizienten sind durch das
Differentialgleichungssystem
dαk
d`
= βkηk〈P 0i 〉 ,
dβk
d`
= −αkηk ,
dγk
d`
= −ηkδk〈P 0i 〉 ,
dδk
d`
= ηkγk (4.51)
und unter Berücksichtigung der oben gezeigten Anfangsbedingungen determiniert.
Aus den Gleichungen lassen sich sofort die Zusammenhänge δk = αk und γk = 〈P 0i 〉βk
ablesen. Diese lassen sich auch direkt aus der Definition (4.48) ableiten, wenn man
fordert, dass für den gesamten Fluss {c†kσ(`), f̂kσ(`)}+ = 0 erfüllt ist. Weiterhin gilt
α2k + 〈P 0i 〉β2k = 1 , (4.52)
was ein Ausdruck für die Unitarität der Transformation ist. Für die verbleibenden
Koeffizienten ergibt sich der Zusammenhang
dαk
d`
= βkηk〈P 0i 〉 =
βk
2Vk
dεk
d`
, (4.53)
wobei im letzten Schritt die Differentialgleichung (4.39) verwendet wurde. Durch Aus-
nutzen von (4.52) lässt sich auch βk eliminieren, so dass die Berechnung der Koeffizi-
enten aus der Integration der Differentialgleichung
d
d`
arcsin
[
1− 2α2k
]
= −2
√
〈P 0i 〉 ηk = −
1√
〈P 0i 〉Vk
dεk
d`
(4.54)
erfolgt. Die Koeffizienten sind mit diesem Zusammenhang allein aus der Kenntnis der
Variablen Vk und εk bestimmbar.
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4.2.5. Erwartungswerte
Die Berechnung der Erwartungswerte ist ein notwendiger Schritt, um das in Abschnitt
4.2.3 formulierte Selbstkonsistenzproblem zu lösen. Ihre Kenntnis ist sowohl für die
oben diskutierte analytische Lösung als auch für eine numerische Integration des Dif-
ferentialgleichungssystems notwendig. Für die Berechnung von Korrelationsfunktio-
nen wurde bereits in Abschnitt 3.3 gezeigt, dass diese invariant unter einer unitären
Transformation sind. Diese Überlegung überträgt sich analog auf die Berechnung von
Erwartungswerten. Die statistische Erwartungswertbildung ist durch den Zusammen-
hang
〈nckσ〉 =
Sp
[
e−βH̄c†kσckσ
]
Sp
[
e−βH̄
] (4.55)
definiert, wobei entsprechend der Wahl der statistischen Gesamtheit H̄ = H (kano-
nisch) bzw. H̄ = H − µN (großkanonisch) ist. Die Spurbildung ist immer invariant
unter einer unitären Transformation. Somit lässt sich im statistischen Operator der
Hamilton-Operator H durch den strukturell einfacheren Hamilton-Operator H∗PAM
substituieren, wenn man gleichzeitig die Operatoren ckσ durch die transformierten
Operatoren c∗kσ ersetzt. Die Form des Fixpunkt-Hamilton-Operators wurde bereits
am Ende des Abschnitts 4.2.1 diskutiert und ist durch
H∗PAM =
∑
kσ
ε∗k c
†
kσckσ +
∑
kσ
(ε∗f + ∆
∗
k) f̂
†
kσf̂kσ (4.56)
gegeben. Mit der Operatortransformation aus Abschnitt 4.2.4 gelangt man zu:
〈nckσ〉 = ∗〈(c
†
kσckσ)
∗〉∗ = (α∗k)2 ∗〈c
†
kσckσ〉
∗ + (β∗k)
2 ∗〈f̂ †kσf̂kσ〉
∗ . (4.57)
In dieser Darstellung wurde bereits ausgenutzt, dass gemischte Erwartungswerte, wie
∗〈c†kσf̂kσ〉∗, auf Grund der Struktur von H∗ verschwinden. Für die vollständige Lösung
des Selbstkonsistenzproblems ist des weiteren die Kenntnis des Erwartungswertes
〈Akσ〉 = 〈c†kσf̂kσ + f̂
†
kσckσ〉 notwendig. Analog zu den eben vollzogenen Betrachtun-
gen gelangt man für diesen Erwartungswert zu dem Ausdruck
〈Akσ〉 = 2 α∗kβ∗k
(
−〈P 0i 〉∗〈c
†
kσckσ〉
∗ + ∗〈f̂ †kσf̂kσ〉
∗) . (4.58)
Mit ähnlichen Überlegungen lässt sich auch ein Ausdruck für 〈P 0i 〉 herleiten. Im Unter-
schied zu 〈nckσ〉 charakterisiert dieser einen lokalen Erwartungswert. Dieser Umstand
und die spezielle Statistik der Operatoren verlangt eine besondere Behandlung des Er-
wartungswertes. Es erweist sich als vernünftig, statt der Transformation der einzelnen
Operatoren, die Transformation des gesamten Operators P 0i = f̂iσf̂
†
iσ zu betrachten.
Die ausführliche Durchführung dieser Transformation ist in Anhang D dargestellt. An
dieser Stelle wird lediglich das Ergebnis angegeben:
〈P 0i 〉 = 1−
1
N
∑
kσ
[(
1− (α∗k)2
) ∗〈c†kσckσ〉∗ + (1− (β∗k)2) ∗〈f̂ †kσf̂kσ〉∗] . (4.59)
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Mit Hilfe der Unitaritätsrelation (4.52) kann der Koeffizient βk in den hier abgelei-
teten Darstellungen für die Erwartungswerte eliminiert werden. Die gesuchten Er-
wartungswerte lassen sich folglich allein aus der Kenntnis von α∗k und der Erwar-
tungswerte ∗〈c†kσckσ〉∗ und ∗〈f̂
†
kσf̂kσ〉∗ herleiten. Dabei ist klar, dass die letzten beiden
ausschließlich Funktionen der Fixpunktwerte der Einteilchenenergien sind. Für die
Erwartungswerte in den Differentialgleichungen heißt das, dass diese bezüglich des
Flussparameters ` konstant sind. Dies ist ein wichtiges Resultat und unterscheidet
sich von der Vorgehensweise bisheriger Arbeiten, welche die Flussgleichungsmethode
verwenden (vgl. z. B. [104]). Dort wird in der Regel ein Entkopplungsschema ver-
wendet, welches von einer Normalordnung der Operatoren bezüglich eines bilinearen
Hamilton-Operators H0(`) ausgeht. In diesem Fall ergeben sich Erwartungswerte, wel-
che von dem Flussparameter ` abhängig sind.
4.2.6. Das Untersystem der korrelierten f -Freiheitsgrade
Im letzten Kapitel wurde eine Darstellung der Erwartungswerte 〈P 0i 〉, 〈nckσ〉 und 〈Akσ〉
gefunden. Für alle drei ist eine Kenntnis des Erwartungswertes ∗〈f̂ †kσf̂kσ〉∗ notwendig.
Anders als im Untersystem der c-Freiheitsgrade, welche einer einfachen Fermi-Statistik
unterliegen, handelt es sich bei den f -Freiheitsgraden um korrelierte Objekte mit
nichttrivialen Vertauschungsrelationen. Durch die oben beschriebene Transformation
gelangt man zu einem Hamilton-Operator, in welchem beide Untersysteme entkoppelt
sind. Insbesondere gilt für das Untersystem der f -Freiheitsgrade:
H∗f =
∑
iσ
ε∗f f̂
†
iσf̂iσ +
∑
kσ
∆∗k f̂
†
kσf̂kσ . (4.60)
In dieser Darstellung wird im Hamilton-Operator explizit zwischen einem lokalen und
einem dispersiven Anteil unterschieden. Das durch die unitäre Transformtion indu-
zierte korrelierte Hüpfen, ausgedrückt durch den zweiten Beitrag, enthält auf Grund
der Definition von ∆∗k keine lokalen Wechselwirkungen. Es ist offensichtlich, dass die
Auswertung von Erwartungswerten nicht so einfach wie im Fall eines nichtwechselwir-
kenden Fermionensystems ist.
Die Berechnung des gesuchten Erwartungswertes ist Näherungen unterworfen, welche
sich am anschaulichsten durch die Verwendung von Korrelationsfunktionen darstellen
lassen. Zu diesem Zweck verwendet man die (retardierte) Green-Funktion für reelle
Zeiten
Gffkσ(t− t
′) =
〈〈
f̂kσ(t); f̂
†
kσ(t
′)
〉〉
ret
= −i θ(t− t′)
〈[
f̂kσ(t), f̂
†
kσ(t
′)
]
+
〉
, (4.61)
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wobei die Zeitabhängigkeit und die Erwartungswerte bezüglich H∗ zu bilden sind. Mit
Hilfe ihrer Energiedarstellung
Gffkσ(ω) =
∞∫
−∞
d(t− t′) eiω(t−t′)Gffkσ(t− t
′) (4.62)
gelangt man zu der bekannten Bewegungsgleichung:
ω Gffkσ(ω) =
〈[
f̂kσ, f̂
†
kσ
]
+
〉
+
〈〈[
f̂kσ, H
∗]; f̂ †kσ〉〉ret(ω) . (4.63)
Der Kommutator auf der rechten Seite führt zu Generierung einer höheren Green-
Funktion. Die neu generierte Kopplung lässt sich jedoch analog der Entkopplungsnähe-
rung bei der Transformation des Hamilton-Operators faktorisieren, so dass mit dieser
Näherung für die Korrelationsfunktion der Zusammenhang
Gffkσ(ω) =
〈P 0i 〉
ω + is− (ε∗f + 〈P 0i 〉∆∗k)
(4.64)
folgt. Die Pole der Green-Funktion lassen sich als Anregungsenergien von Quasiteil-
chen interpretieren. Dies ist ein wichtiges Ergebnis für die Interpretation f -artiger
Anregungen und wird weiter unten bei der Diskussion der elektronischen Struktur ver-
wendet werden. Die Mean-Field -Näherung ist bis auf den zusätzlichen Renormierungs-
faktor 〈P 0i 〉 im Zähler äquivalent zur Einführung eines effektiven Hamilton-Operators
für das Untersystem der f -Freiheitsgrade, welcher durch
HMFf =
∑
kσ
(ε∗f + 〈P 0i 〉∆∗k) d
†
kσdkσ (4.65)
gegeben ist. Die Operatoren d†kσ und dkσ unterliegen einer Fermi-Statistik. Die Disper-
sion entspricht anschaulich der Anregungsenergie eines fermionischen Quasiteilchens,
das sich im Rahmen einer Mean-Field -Lösung für den Hamilton-Operator (4.60) be-
schreiben lässt. Ein weiterer Aspekt der Quasiteilchendispersion lässt sich verstehen,
wenn man berücksichtigt, dass der Erwartungswert durch 〈P 0i 〉=1−
∑
σ〈f̂
†
iσf̂iσ〉 gege-
ben ist. Betrachtet man das System zum Beispiel im Kondo-Grenzfall, für welchen die
lokalen f -Plätze jeweils einfach besetzt sind, wird das Hüpfen der Quasiteilchen un-
terdrückt. Diese Beschreibung ist offensichtlich konsistent mit der Darstellung durch
Hubbard-Operatoren in (4.60).
Der Erwartungswert ∗〈f̂ †kσf̂kσ〉∗ kann aus der Kenntnis der Green-Funktion mit Hilfe
des Spektraltheorems berechnet werden:
∗〈f̂ †kσf̂kσ〉
∗ = − 1
π
+∞∫
−∞
dω
Im Gffkσ
eβω + 1
= 〈P 0i 〉 nF
(
ε∗f + 〈P 0i 〉∆∗k
)
, (4.66)
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wobei nF(E) =
(
1 + exp(βE)
)−1
die Fermifunktion ist. Mit dem hier abgeleiteten
Ergebnis lässt sich nun ein geschlossender Ausdruck für die im Differentialgleichungs-
system verwendeten Erwartungswerte finden. Beispielsweise ergibt sich für die Beset-
zungszahlen der c-Elektronen:
〈nckσ〉 = (α∗k)2 nF
(
ε∗k
)
+
(
1− (α∗k)2
)
nF
(
ε∗f + 〈P 0i 〉∆∗k
)
. (4.67)
Eine analoge Darstellung folgt aus (4.59):
〈P 0i 〉 = 1−
1
N
∑
kσ
[(
1− (α∗k)2
)
nF
(
ε∗k
)
+
(
1− (β∗k)2
)
〈P 0i 〉 nF
(
ε∗f + 〈P 0i 〉∆∗k
)]
. (4.68)
Schließlich ergibt sich aus (4.58) der Ausdruck
〈Akσ〉 = −2α∗k
√(
1− (α∗k)2
)
〈P 0i 〉
[
nF
(
ε∗k
)
− nF
(
ε∗f + 〈P 0i 〉∆∗k
)]
. (4.69)
Die oben angesprochene ausschließliche Abhängigkeit der Erwartungswerte von den
Fixpunktwerten der Einteilchenenergien ε∗k, ε
∗
f und ∆
∗
k, sowie von α
∗
k wird mit den
abgeleiteten Ausdrücken offensichtlich. Die benötigten Größen lassen sich vollständig
aus der Integration des diskutierten Differentialgleichungssystems gewinnen.
4.2.7. Analytische L ösung
Mit den Ergebnissen des letzten Abschnitts ist man prinzipiell in der Lage, das Diffe-
rentialgleichungssystem, welches durch die Gleichungen (4.39) bis (4.43) gegeben ist,
zu lösen. Die komplexe Struktur der Flussgleichungen gestattet eine Lösung allerdings
nur mittels eines numerischen Zugangs. Im Folgenden soll jedoch dargestellt werden,
wie durch weitere Näherungen eine exakte Integration der Differentialgleichungen er-
folgen kann.
Die bisherigen Überlegungen für das korrelierte System erfolgten noch unabhängig
von einer konkreten Wahl des Koeffizienten ηk. Mit Blick auf die Flussgleichung für
die Einteilchenenergie Vk gibt es mehrere Möglichkeiten, ηk so festzulegen, dass der
Hybridisierungsterm für den Grenzfall ` → ∞ verschwindet. Die folgenden Betrach-
tungen gelten unabhängig von einer speziellen Wahl für ηk, gehen aber davon aus, dass
ηk zu einer Klasse von Koeffizienten gehört, die eine Elimination der Hybridisierung
sicherstellen. Allgemein lässt sich aus der Differentialgleichung (4.42) eine Beziehung
des Koeffizienten zum Differential der Einteilchenenergie Vk gemäß
ηk = −
1
2εk − εf − εik
dVk
d`
(4.70)
herstellen. In dieser Darstellung wurde die Einteilchenenergie ∆k durch den Zusam-
menhang 〈P 0i 〉∆k = εik − εk eliminiert. Die Beziehung (4.70) kann dazu ausgenutzt
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werden, eine Relation zwischen den Differentialen der elektronischen Einteilchenener-
gien und der Hybridisierungsstärke herzustellen. Verwendet man dieses Ergebnis in
(4.39), so lässt sich der Fluss der Energie εk durch die Differentialgleichung
dεk
d`
= − 〈P
0
i 〉
2εk − εf − εik
dV 2k
d`
(4.71)
ausdrücken. Man beachte, dass der Nenner auf der rechten Seite von (4.71) noch
von ` abhängige Größen enthält. Diese Tatsache verhindert zunächst eine direkte
Integration der Differentialgleichung. Durch Umformung von (4.71) gelangt man zu
der äquivalenten Darstellung
d
d`
[
ε2k − εk(ε∗f + εik) + 〈P 0i 〉V 2k
]
= (εf − ε∗f )
dεk
d`
. (4.72)
Während die Integration der linken Seite trivial ist, trägt die rechte Seite eine kom-
plizierte `-Abhängigkeit.
Betrachtet man den Fluss einer beliebigen Einteilchenenergie ε(`), so lässt sich eine
charakteristische Skale bezüglich ` durch ein `c definierten, welches dadurch charak-
terisiert ist, dass die wesentlichen Beiträge zur Änderung von ε(`) unterhalb von `c
erfolgen. Mit anderen Worten soll für ` & `c die entsprechende Einteilchenenergie in
guter Näherung durch ihren Fixpunktwert ε∗ ersetzt werden können. Für das vor-
liegende Problem soll angenommen werden, dass die charakteristische `-Skale für die
Einteilchenenergie εf wesentlich kleiner ist, als das entsprechende `c der anderen vom
Fluss abhängigen Energien. In der Flussgleichung (4.71) ist diese Näherung mit der Er-
setzung von εf durch seinen Fixpunktwert ε
∗
f äquivalent. Eine solche Vorgehensweise
wurde mit der gleichen Argumentation von Kehrein [112] bei der Flussgleichungsbe-
schreibung des Störstellen-Anderson-Modells verwendet. Überträgt man diese Über-
legungen auf die Darstellung (4.72), so ergibt sich die rechte Seite identisch zu null,
und die Differentialgleichung lässt sich exakt integrieren. Als Lösung für beliebige `
erhält man zunächst:
ε2k(`)− εk(`)
(
ε∗f + ε
i
k
)
+ εikε
∗
f − 〈P 0i 〉(V ik)2 + 〈P 0i 〉V 2k (`) = 0 (4.73)
Betrachtet man den Grenzfall ` → ∞ und beachtet, dass ηk so gewählt wurde, dass
V ∗k =0, so ergibt sich:
(ε∗k)
2 − ε∗k
(
ε∗f + ε
i
k
)
+ εikε
∗
f − 〈P 0i 〉(V ik)2 = 0 . (4.74)
Diese Gleichung stellt eine gewöhnliche quadratische Gleichung für die Energie ε∗k dar.
Sie besitzt die Lösungen
ε∗k =
1
2
(
ε∗f + ε
i
k
)
± 1
2
Wk , mit Wk =
√(
ε∗f − εik
)2
+ 4〈P 0i 〉(V ik)2 . (4.75)
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Unter Ausnutzung der Relation (4.46) ergibt sich eine analoge Lösung für die Einteil-
chenenergie der f -Freiheitsgrade:
ε∗f + 〈P 0i 〉∆∗k =
1
2
(
ε∗f + ε
i
k
)
∓ 1
2
Wk , (4.76)
welche sich von der Einteilchenenergie ε∗k nur durch ein Vorzeichen vor dem Wurzel-
ausdruck unterscheidet. Wiederum repräsentiert ε∗f die lokalen und ∆
∗
k die nichtloka-
len Beiträge. Vergleicht man diese Lösung mit den Ergebnissen für das unkorrelierte
Anderson-Gitter (4.12), so stellt man fest, dass die Bänder sich nur durch die Re-
normierung der Energien εf → ε∗f und (V ik)2 → 〈P 0i 〉(V ik)2 unterscheiden. Die beiden
Quasiteilchenbänder entsprechen hier den Lösungen für die Einteilchenenergien ε∗k
und ε∗f + 〈P 0i 〉∆∗k und haben eine ähnliche Form wie die in Abbildung 4.1 skizzier-
ten Bänder. Der Unterschied besteht lediglich in einer Verschiebung der Aufspaltung
durch ein renormiertes ε∗f , sowie einer Modifikation der Bandlücke ∼ ρ0〈P 0i 〉V 2. Analo-
ge Lösungen für das korrelierte System ergeben sich im Rahmen einer SBMF-Theorie
[84] oder einer Behandlung des Problems mit dem Gutzwiller-Variationsansatz [92, 93].
Um eine konsistente Näherungslösung für die Renormierung der Einteilchenenergie
εf zu erhalten, sollen die Betrachtungen von der Differentialgleichung (4.41) ausge-
hen. Die exakte Aufintegration von (4.71) wurde unter der Annahme möglich, dass
die `-Skale, auf welcher εf sich ändert, kleiner ist als die `-Skalen, die den Fluss der
anderen Einteilchenenergien kennzeichnen. Der Fluss dieser Energie erfährt also eine
große Änderung für sehr kleine Werte von ` und ist für große ` konstant. Betrachtet
man die Gleichung (4.41), so ist klar, dass dieser große Beitrag nur aus dem ersten
Term stammen kann. Dies wird durch Vergleich der `-Abhängigkeiten der Energien Vk
und ∆k klar. Weiter unten wird deutlich, dass innerhalb einer numerischen Integrati-
on der Differentialgleichung (4.41) der zweite Term nur einen sehr kleinen Beitrag zur
Renormierung der Energie εf liefert. Für die analytische Auswertung der Flussglei-
chung wird dieser Term in den folgenden Betrachtungen daher vernachlässigt. Unter
Berücksichtigung dieser Näherung lässt sich die Differentialgleichung (4.41) mit Hilfe
von (4.39) auf eine einfache Struktur bringen:
dεf
d`
= − 1
N
∑
kσ
〈nckσ〉
〈P 0i 〉
dεk
d`
. (4.77)
Auf der rechten Seite steht das Differential der Einteilchenenergie als einzige `-abhängi-
ge Größe. Durch Integration bis `=∞ gilt offensichtlich:
ε∗f − εif = −
1
N
∑
kσ
〈nckσ〉
〈P 0i 〉
(ε∗k − εik) = −
1
N
∑
kσ
〈nckσ〉(V ik)2
ε∗f − ε∗k
, (4.78)
wobei im zweiten Schritt die Näherungslösung (4.74) verwendet wurde. Daneben wur-
de von der Beziehung (ε∗k−εik) = 〈P 0i 〉(V ik)2/(ε∗f−ε∗k) Gebrauch gemacht, welche unmit-
telbar aus (4.74) folgt. Die Ergebnisse für die Einteilchenenergien (4.75), (4.76) und
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(4.78) korrespondieren formal mit dem bekannten Resultat der SBMF-Theorie [84]
(vgl. auch [90]) für das Anderson-Gitter mit unendlich starker Coulomb-Abstoßung
auf den lokalen f -Plätzen. Bei der Behandlung der numerischen Lösung des Differen-
tialgleichungssystems wird die Qualität der hier verwendeten Näherung eingehender
untersucht. Speziell wird überprüft, inwieweit die Annahme einer Einteilchenenergie
εf , welche sich auf einer kleinen `-Skale renormiert, gerechtfertigt ist.
Im Rahmen der Näherung, dass die Einteilchenenergie εf durch ihren Fixpunktwert
ersetzt werden kann, ist man in der Lage, eine analytische Darstellung für die Erwar-
tungswerte abzuleiten, die in den obigen Differentialgleichungen auftreten. Die allge-
meinen Ausdrücke für 〈nckσ〉, 〈P 0i 〉 und 〈Akσ〉 sind durch die Gleichungen (4.67), (4.68)
und (4.69) gegeben. Neben den Einteilchenenergien ε∗k, ε
∗
f und ∆
∗
k ist für ihre Auswer-
tung die Kenntnis des Koeffizienten α∗k notwendig. Die Einteilchenenergien wurden
im Rahmen der analytischen Näherungslösung bereits abgeleitet. Eine Darstellung
für α∗k kann aus der Integration der Differentialgleichung (4.53) erfolgen, wenn man
βk durch die Unitaritätsbedingung (4.52) eliminiert und für Vk die Näherungslösung
(4.73) verwendet. Für ` →∞ ergibt sich
(α∗k)
2 =
1
2
(
1 +
ε∗f − εik
Wk
)
und 〈P 0i 〉(β∗k)2 =
1
2
(
1−
ε∗f − εik
Wk
)
. (4.79)
Die Näherungslösung für die Erwartungswerte 〈nckσ〉, 〈P 0i 〉 und 〈Akσ〉 ergibt sich ein-
fach durch Einsetzen von (4.79) in die Darstellungen (4.67), (4.68) und (4.69). Bei-
spielsweise erhält man mit
〈nckσ〉 =
1
2
(
1 +
ε∗f − εik
Wk
)
nF
(
ε∗k
)
+
1
2
(
1−
ε∗f − εik
Wk
)
nF
(
ε∗f + 〈P 0i 〉∆∗k
)
. (4.80)
ein Ergebnis, welches mit dem entsprechenden Erwartungswert der SBMF-Theorie
übereinstimmt (vgl. z. B. [90]). Die gleiche Aussage gilt den Erwartungswert 〈Akσ〉.
Aus der Darstellung (4.68) folgt für die Besetzung der Leerplätze:
〈P 0i 〉 = 1−
1
N
∑
kσ
[
1
2
(
1−
ε∗f − εik
Wk
)
nF
(
ε∗k
)
+
1
2
(
2〈P 0i 〉−1+
ε∗f − εik
Wk
)
nF
(
ε∗f+〈P 0i 〉∆∗k
)]
.
(4.81)
Hier erkennt man eine leichte Modifikation gegenüber dem SBMF-Resultat, welche
durch die unterschiedliche Behandlung lokaler und nichtlokaler Beiträge bedingt ist.
Mit den Betrachtungen dieses Abschnitts wurde ein Grenzfall diskutiert, welcher eine
exakte Integration des Differentialgleichungssystems, das durch die Gleichungen (4.39)
bis (4.43) gegeben ist, gestattet. Dieser Grenzfall ist durch die Annahme begründet,
dass die Einteilchenenergie εf sich auf einer wesentlich kleineren Energieskale renor-
miert als die anderen Einteilchenenergien. Die Lösungen der Differenzialgleichungen
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reproduzieren Einteilchenenergien, wie sie ebenfalls im Rahmen der SBMF-Theorie ab-
geleitet werden. Während das Ergebnis der SBMF-Theorie ein nichtwechselwirkender
Hamilton-Operator ist, beschreibt der hier abgeleitete Hamilton-Operator ein System
freier Leitungselektronen und korrelierter f -Elektronen. Eine formale Äquivalenz zur
SBMF-Lösung ergibt sich für die letzteren nur dann, wenn man die Anregungsener-
gien in einer Näherung behandelt, wie sie in Abschnitt 4.2.6 vorgestellt wurde. In
diesem Sinne soll die formale Übereinstimmung der beiden Lösungen in den weiteren
Ausführungen im Hinblick auf diese Näherung verstanden werden. Ein gemeinsamer
Punkt beider Zugänge ist offenbar die Vernachlässigung von Korrekturen in 1/νf . Für
die weiter unten folgende numerische Behandlung der Flussgleichungen wird deshalb
die SBMF-Lösung immer eine gute Basis darstellen, um die Ergebnisse zu diskutieren.
In den vorangegangenen Betrachtungen wurde die Durchführung der Flussgleichungs-
methode für das Anderson-Gitter mit unendlich starker Coulomb-Abstoßung auf den
lokalen f -Plätzen gezeigt. Ausgehend von der Zielstellung der Elimination des Hybri-
disierungsterms wurde ein Generator der Form η =
∑
kσ ηk(c
†
kσf̂kσ − f̂
†
kσckσ) verwen-
det. Die Forminvarianz des Hamilton-Operators (4.28) wurde durch die Entkopplung
höherer Wechselwirkungen mittels einer Faktorisierungsnäherung erreicht. Anders als
bei der von Wegner [4] verwendeten Noramlordnung wurden hier die Erwartungswerte
mit dem vollen Hamiltonoperator gebildet. Für das resultierende gekoppelte Differen-
tialgleichungssystem wurde zunächst eine analytische Lösung diskutiert. Die abgelei-
teten Ausdrücke für die Einteilchenenergien sind formal mit der Lösung der SBMF-
Theorie [84] äquivalent. Zur Vorbereitung für die Berechnung von Erwartungswerten
wurde die Transformation der relevanten Operatoren bezüglich der durch η erzeugten
kontinuierlichen unitären Transformation abgeleitet. Aus ihrer Kenntnis konnten die
Erwartungswerte, die in den Differentialgleichungen auftreten, unter der besonderen
Behandlung des Untersystems der korrelierten f -Freiheitsgrade ermittelt werden. Eine
allgemeine numerische Lösung der Flussgleichungen für das Anderson-Gitter wird im
nächsten Abschnitt vorgestellt.
4.3. Numerische Integration der Flussgleichungen
Die Flussgleichungsmethode für das Anderson-Gitter verlangt die Lösung des Differen-
tialgleichungssystems, welches durch die Gleichungen (4.39) bis (4.43) gebildet wird.
Die Abhängigkeit der Flussgleichungen von Erwartungswerten erfordert die Behand-
lung eines Selbstkonsistenzproblems, welches für eine analytische Integration der Dif-
ferentialgleichungen auf der Basis algebraischer Gleichungen formuliert werden kann.
Der folgende Abschnitt untersucht die numerische Auswertung des Differentialglei-
chungssystems für das Anderson-Gitter. Die zwei wichtigsten Schritte zur Umsetzung
dieses Programms sind: (i) die numerische Integration der Flussgleichungen mit der
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Behandlung der Erwartungswerte als äußere Parameter und (ii) die selbstkonsisten-
te Bestimmung der Einteilchenenergien in Abhängigkeit von den Erwartungswerten.
Die Fixpunktwerte der Einteilchenenergien aus (i) werden, wie im letzten Abschnitt
erörtert wurde, zur Berechnung der Erwartungswerte in (ii) verwendet.
4.3.1. Der Generator der numerischen L ösung
Bei der Diskussion der Näherungslösung der Differentialgleichungen (4.39) bis (4.43)
war der Generator noch nicht genau spezifiziert. Der Relevanzbereich der obigen Be-
trachtungen erstreckt sich auf alle Koeffizienten ηk, die ein Verschwinden der Hybri-
disierung Vk im Grenzfall ` → ∞ gewährleisten. Für die numerische Integration der
Flussgleichungen ist eine solche allgemeine Behandlung nicht mehr möglich, vielmehr
ist man auf die spezielle Wahl eines Generators angewiesen, dessen Gestalt sich zum
Beispiel an numerischen Aspekten orientiert. Im obigen Gleichungssystem konnten
bereits eine Reihe von Vereinfachungen vorgenommen werden, ohne die Allgemeinheit
zu beschränken. Die Energien ∆k und E ließen sich beispielsweise aus den anderen
Gleichungen eliminieren. Betrachtet man in diesem Zusammenhang die Differential-
gleichung für den Fluss der Hybridisierungsstärke, so erhält man den vereinfachten
Ausdruck:
dVk
d`
= −
(
2εk − εf − εik
)
ηk . (4.82)
An Hand dieser Gleichung lässt sich die Wahl eines bestimmten Generators ganz
anschaulich diskutieren. Der Koeffizient
ηk =
(
2εk − εf − εik
)
Vk (4.83)
erfüllt offensichtlich die oben formulierten Anforderungen an den Generator. In dieser
Form entspricht er dem von Wegner [4] verwendeten Ansatz η = [H0, H], falls man
für H0 den oben diskutierten quasi-diagonalen Anteil des Hamilton-Operators (4.28)
verwendet. Bei einer solchen Wahl von ηk besitzt die Größe 1/
√
` die Dimension einer
Energie. Der Fluss der Hybridisierung kann veranschaulicht werden, wenn man die
Differentialgleichung (4.82) formal integriert:
Vk(`) = V
i
k exp
[
−
`∫
0
d`′
(
2εk(`
′)− εf (`′)− εik
)2]
. (4.84)
Das Integral auf der rechten Seite repräsentiert eine monoton wachsende Funktion von
`. Wegen des Vorzeichens des Exponenten verschwindet Vk mindestens exponentiell.
Die `-Abhängigkeit der Einteilchenenergien verwehrt jedoch eine direkte Auswertung
des Integrals. Andererseits stellt sie sicher, dass kein Entartungsproblem wie im Fall
des unkorrelierten Anderson-Gitters auftaucht.
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Ein ähnliches Verhalten ergibt sich, wenn man statt des Wegner-Generators den An-
satz von White [111] ηk = Vk/(2εk − εf − εik) verwendet. Während sich jedoch mit
dem Wegner-Ansatz große Energieskalen schneller renormierten als kleine, ist es beim
White-Ansatz umgekehrt. Ersteres entspricht eher einer Herangehensweise, wie sie
aus Renormierungsgruppenverfahren bekannt ist. Die Wahl auf den Wegner-Generator
fällt hier jedoch aus Gründen der besseren numerischen Handhabbarkeit.
Mit der konkreten Festlegung von ηk spezifiziert sich das Problem auf die Lösung
des Differentialgleichungssystems
dεk
d`
=2〈P 0i 〉
(
2εk − εf − εik
)
V 2k (4.85)
dVk
d`
=−
(
2εk − εf − εik
)2
Vk (4.86)
dεf
d`
=− 1
N
∑
kσ
2〈nckσ〉
(
2εk − εf − εik
)
V 2k
− 1
N
∑
kσ
〈Akσ〉
(
2εk − εf − εik
)
Vk
εik − εk
〈P 0i 〉
(4.87)
d
d`
arcsin
[
1− 2α2k
]
=− 2
√
〈P 0i 〉Vk
(
2εk − εf − εik
)
. (4.88)
Die letzte Zeile charakterisiert den Fluss des Parameters αk, der zur Auswertung der
Erwartungswerte nötig ist. Die Energien ∆k und E können aus der Kenntnis der an-
deren Einteilchenenergien abgeleitet werden.
Die `-Abhängigkeit der Hybridisierung wurde oben diskutiert und kann formal durch
die Relation (4.84) beschrieben werden . Sie resultiert in einem stetigen, weichen Ab-
klingen von Vk mit mindestens exponentieller Dämpfung. Durch die spezielle Wahl
des Koeffizienten ηk überträgt sich dieses Verhalten auf den gesamten Generator. Für
den Grenzfall ` → ∞ heißt das, dass der Generator verschwindet und damit der
Kommutator des Hamilton-Operators mit dem Generator keinen Beitrag mehr liefert.
Der transformierte Hamilton-Operator H∗ kann mit dieser Argumentation als effek-
tiver Hamilton-Operator eines stabilen Fixpunktes aufgefasst werden. Diese Tatsache
äußert sich speziell in der `-Abhängigkeit der anderen Einteilchenenergien. Betrachtet
man beispielsweise die Flussgleichung für die elektronischen Energien εk, so verschwin-
det auch hier das Differential für große ` auf Grund seiner Abhängigkeit von Vk, was
einer Konvergenz der entsprechenden Einteilchenenergie entspricht. Eine analoge Deu-
tung ergibt sich für die Energie εf und den Koeffizienten αk. Für alle lässt sich aus
den jeweiligen Differentialgleichungen ein stetiger Fluss ableiten.
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Betrachtet man die Differentiale als Funktionen aller Einteilchenenergien, so lassen
sich die notwendige Bedingungen für die Existenz und Eindeutigkeit einer Lösung for-
mulieren [115]: (i) Die Differentiale sind stetige Funkionen bezüglich der Einteilchen-
energien. (ii) Die partiellen Ableitungen der Differentiale nach den Einteilchenenergien
sind beschränkt. Die Verifikation des ersten Punktes ist mit den Gleichungen (4.85)
bis (4.88) einfach zu vollziehen. Der zweite Punkt ist wegen der Beschränktheit der
Differenz (2εk − εf − εik) ebenfalls erfüllt. Dies ist jedoch ein spezielles Merkmal des
Wegner-Generators und kann nicht auf den White-Generator verallgemeinert werden.
4.3.2. Analytik vs. Numerik
In Abschnitt 4.2.7 wurde eine analytische Näherungslösung für das Differentialglei-
chungssystem (4.39) bis (4.43) abgeleitet. Die Näherung basierte auf der Annahme,
dass der Fluss der Energie des lokalen f -Niveaus εf auf einer wesentlich kleineren
Energieskala erfolgt als die Renormierung der übrigen Energien. Als Folge konnte die
`-Abhängigkeit von εf vernachlässigt werden, und die Einteilchenenergie wurde durch
ihren Fixpunktwert ε∗f ersetzt. Das Ergebnis dieser Vorgehensweise ist formal mit der
SBMF-Lösung äquivalent. Allgemein wird durch die Differentialgleichung (4.87) für
εf eine nichttriviale `-Abhängigkeit vorgegeben. Im Unterschied zu den Energien εk
und Vk enthält (4.87) Beiträge sämtlicher Wellenvektoren. Für ein unkorreliertes und
exakt lösbares Störstellen-Anderson-Modell kann trotz der k-Summation eine analyti-
sche Lösung angegeben werden [112]. Im vorliegenden Fall kommt jedoch erschwerend
eine Abhängigkeit des Differentials von den Erwartungswerten hinzu. Unter diesen
Prämissen ist es sehr schwierig, eine analytische Lösung jenseits der obigen Näherung
abzuleiten. Andererseits wurde erörtert, dass die spezielle Wahl des Generators zu
einem weichen Fluss der Einteilchenenergien führt. Auch bei der Einteilchenenergie
εf ist ersichtlich, dass das Differential für ` →∞ verschwindet.
Im Folgenden soll als Vorbetrachtung für eine allgemeine numerische Lösung unter-
sucht werden, inwieweit eine Abweichung von der Näherung εf =ε
∗
f die Resultate, die
in der analytischen Behandlung abgeleitet wurden, beeinflusst. Mit den Überlegungen
des letzten Absatzes und den Erfahrungen bei der Lösung des unkorrelierten Systems,
scheint ein Ansatz für die `-Abhängigkeit von εf der Art
ε∗f − εf (`) = Λe−α
2` (4.89)
vernünftig zu sein. Der Fluss der Einteilchenenergie folgt einer exponentiellen Form,
deren Gewicht durch α charakterisiert ist. Der Parameter Λ = ε∗f−εif kennzeichnet die
Gesamtverschiebung des f -Niveaus. Der Ansatz beschreibt den Fluss als eine monoto-
ne stetige Funktion und soll als Ausgangspunkt für eine numerische Integration dienen.
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Abbildung 4.2.: Numerisch ermittelte Quasiteilchendispersion mit dem vorgegebenen Fluss
εf (`) = ε∗f − Λ exp[−α2`] für α2 = 0.2, 〈P 0i 〉 = 0.5, Λ = 0.4, εif = 0.85 und V i = 0.3.
Die Energie der c-artigen Anregungen ε∗k ist durch eine blau durchgezogene Linie, die
der f -artigen Anregungen durch eine rot durchgezogene Linie dargestellt. Die gestriche-
nen Linien charakterisieren die analytische Lösung, die gepunktete Linie die Lage des
renormierten f -Niveaus ε∗f .
Die Integration der Flussgleichungen erfolgt an dieser Stelle unter der Vorgabe der
äußeren Parameter α, Λ und 〈P 0i 〉. Damit reduziert sich das Differentialgleichungsys-
tem auf die Gleichungen (4.85) und (4.86) mit den Anfangsbedingungen εk(`=0) = ε
i
k
und Vk(` = 0) = V
i
k. Für die Implementierung der numerischen Integration existiert
eine Palette von Standardverfahren [115, 116]. Für das vorliegende Problem wurde ein
Runge-Kutta-Verfahren 5. Ordnung mit Schrittweitenadaption verwendet. Mit seiner
Hilfe kann das Differentialgleichungssystem mit vertretbarem numerischen Aufwand
integriert werden. Eine kurze Darstellung des numerischen Verfahrens wird in Anhang
E gegeben.
Als Grundlage für die Numerik dient ein eindimensionales System mit den Parametern
εif = 0.85 und der lokalen Hybridisierung V
i = 0.3. Für die Leitungselektronen wird
eine Bandbreite von W = 2 und eine lineare Dispersion verwendet. Der Gewichts-
faktor des Exponenten beträgt α2 = 0.2. Daneben wird eine Gesamtverschiebung
des f -Niveaus von Λ = 0.4 und 〈P 0i 〉 = 0.5 angenommen, was durchaus realistische
Größen für eine SBMF-Lösung sind [89]. Die berechneten Quasiteilchenbänder sind
in Abbildung 4.2 dargestellt. Dabei wird die Dispersion der c-artigen Anregungen ε∗k
durch eine blaue durchgezogene Linie und die Dispersion der f -artigen Anregungen
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Abbildung 4.3.: Unterer Quasiteilchenzweig für verschiedene Werte von α. Die Systempa-
rameter sind identisch mit denen aus Abb. 4.2. Für größer werdende Werte von α ist eine
asymptotische Annäherung an die analytische Lösung zu beobachten.
durch eine rote durchgezogene Linie repräsentiert. Zum Vergleich sind in der Abbil-
dung die entsprechenden Bänder aus der analytischen Lösung (schwarze gestrichelte
Linien) dargestellt, die durch (4.75) und (4.76) gegeben sind. Ein auffälliges Merk-
mal der numerischen Lösung ist die strikte Unterscheidung zwischen c-artigen und f -
artigen Anregungen. Insgesamt werden durch beide zwei stetige Quasiteilchenbänder
formiert, die qualitativ mit den analytisch ermittelten Bändern übereinstimmen. Be-
reits im Rahmen der analytischen Lösung wurden die Quasiteilchen für das untere
Band in der Nähe der unteren Bandkante als c-artig und am oberen Rand des Bandes
als f -artig klassifiziert (umgekehrte Überlegungen gelten für das obere Band). Die
Ergebnisse der numerischen Lösung treffen diese Unterscheidung noch strenger. Bei
einem kritischen Wellenvektor wechselt der Charakter der Quasiteilchenanregungen.
Vergleicht man die Form der Bänder, so stellt man besonders an den Bandkanten
eine gute Übereinstimmung zwischen numerischer und analytischer Lösung fest. Im
Bereich mittlerer Wellenvektoren ergeben sich jedoch signifikante Unterschiede, wel-
che auf die größere Energieskala der εf -Renormierung zurückzuführen sind. Die hier
dargestellte Ausprägung einer S-Form des Bandes ist bei einem α2 =0.2, welches mit
einer relativ langsamen Renormierung von εf assoziiert ist, besonders stark. Anders
liegt der Fall, wenn man den Koeffizienten α erhöht. Die numerischen Resultate für
das untere Band sind für die Werte α2 =0.2, α2 =2 und α2 =5 in Abbildung 4.3 darge-
stellt. Besonders im letzten Fall sieht man, dass die Voraussetzung für die analytische
Lösung aus Abschnitt 4.2.7 schon sehr gut erfüllt sind. Als weiteres Charakteristikum
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Abbildung 4.4.: schematische Darstellung des Selbskonsistenzzyklus zur Integration der
Flussgleichungen für das Anderson-Gitter (Erläuterung siehe Text).
ist für größere α eine Verschiebung des kritischen Wellenvektors, welcher c-artige und
f -artige Anregungen trennt, hin zu größeren Werten zu erkennen. Für α →∞ findet
man den kritischen Wellenvektor aus der Bedingung εk =ε
∗
f .
Resümierend kann festgehalten werden, dass eine numerische Integration der Differen-
tialgleichungen qualitativ gut mit der analytisch ermittelten Lösung übereinstimmt.
Weiterhin konnte die Annahme bestätigt werden, unter welcher die analytischen Er-
gebnisse relevant sind. Die Skale der Renormierung der Einteilchenenergie εf kann
durch die Wahl des Parameters α beeinflusst werden. Eine kleine charakteristische
`-Skale, die einem
”
schnellen“ Fluss von εf entspricht, wird durch große α nahegelegt.
Das Ergebnis wurde für das untere Quasiteilchenband in Abbildung 4.3 dargestellt.
Eine deutliche Tendenz der numerischen zur analytischen Lösung ist für große Werte
von α zu erkennen, was tatsächlich mit der Annahme konform ist, dass die Renor-
mierung des f -Niveaus auf sehr kleinen `-Skalen erfolgt. Während die `-Abhängigkeit
innerhalb dieser Kalkulation durch eine exponentielle Form festgelegt war und die
Charakteristika durch die Wahl der Koeffizienten Λ, α und 〈P 0i 〉 vorgegeben waren,
führt die Differentialgleichung (4.87) zu einer komplizierteren Struktur der Funktion
εf (`). Da das Differential sowohl Beiträge sämtlicher Wellenvektoren beinhaltet als
auch eine Abhängigkeit von Erwartungswerten aufweist, wird die allgemeine Behand-
lung die Lösung eines Selbstkonsistenzproblems verlangen.
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4.3.3. Numerische L ösung des Selbstkonsistenzproblems
Die numerische Implementierung der Selbstkonsistenzlösung kann anschaulich mit Hil-
fe der Abbildung 4.4 erläutert werden. Das Kernstück der gesamten Prozedur bildet
die Runge-Kutta-Integration. Ähnlich wie im vorangegangenen Abschnitt wird ein
Verfahren 5. Ordnung mit automatischer Schrittweitensteuerung verwendet. Dabei
handelt es sich wahlweise um die Verfahren Prince-Dormand 4/5 sowie England 4/5
(eine genauere Erläuterung der Verfahren findet man in Anhang E). Die Differenti-
algleichungen werden unter der Vorgabe der Erwartungswerte 〈P 0i 〉, 〈nckσ〉 und 〈Akσ〉
bis zur vollständigen Konvergenz aller beteiligten Einteilchenenergien integriert, was
typischerweise für Werte von ` ≈ 103 erfolgt. Als Anfangswerte für die Integration wer-
den die Systemparameter des Anderson-Gitters verwendet. Mit Hilfe des numerisch
ermittelten Fixpunktwertes α∗k lassen sich die beteiligten Erwartungswerte berechnen
und als neue Parameter für die Integration verwenden, wie in Abbildung 4.4 sche-
matisch dargestellt ist. Dieser Iterationszyklus lässt sich bis zu einer Konvergenz der
Erwartungswerte durchführen. Für die selbstkonsistente Bestimmung von 〈P 0i 〉 erwies
sich im Unterschied zu den anderen Erwartungswerten ein Bisektionsverfahren (vgl.
z. B. [115]) als geeignet. Die Endergebnisse für die Einteilchenenergien werden durch
das Auskonvergieren des Selbstkonsistenzverfahrens ermittelt.
Eine große Bedeutung kommt der Behandlung des chemischen Potentials innerhalb
der numerischen Lösung des Selbstkonsistenzproblems zu. Um den Einfluss des chemi-
schen Potentials zu diskutieren, soll zunächst ein System ohne Hybridisierung betrach-
tet werden. Für die lokalen f -Plätze führt die Ankopplung eines Teilchenreservoirs mit
dem chemischen Potential µ > εif zu einer Einfachbesetzung der lokalen f -Niveaus,
da die Elektronen auf den kompakten Schalen mit einer großen Coulomb-Abstoßung
wechselwirken. Auf der anderen Seite ist die Füllung des Leitungsbandes empfindlich
gegenüber einer Variation von µ. Für die numerische Kalkulation sind zwei äquivalente
Szenarien denkbar. Einerseits lässt sich die Gesamtteilchenzahl als konstant betrach-
ten. Wendet man Luttingers Summenregel an, so kann man den Fermi-Impuls des
Gesamtsystems aus dem Fermi-Impuls des nichtwechselwirkenden Systems aus f - und
c-Elektronen ableiten. Wählt man statt dessen das chemische Potential konstant, so
stellt sich ein Zustand mit einer neuen Teilchenzahl ein. Für die Betrachtung physi-
kalischer Observablen im thermodynamischen Limes sind beide Beschreibungen äqui-
valent. Die Verwendung eines konstanten chemischen Potentials liefert eine besonders
günstige Darstellung auch für endliche Temperaturen. Für die vorliegenden Rechnun-
gen erweist sich diese Strategie als nützlicher. Deshalb wird die Numerik unter der
Prämisse eines konstanten chemischen Potentials durchgeführt.
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Abbildung 4.5.: Dispersion der Quasiteilchen, die durch numerische Lösung des Selbstkon-
sistenzproblems für die Modellparameter V i = 0.35, εif = 0.85, νf = 6, W = 2, µ = 1,
T = 10−5 und N = 1000 gewonnen wurde. Für die Leitungselektronen wurde eine linea-
re Dispersion angenommen, und die Rechnung erfolgte für ein eindimensionales System.
Die renormierten Einteilchenenergien der c-artigen Elektronen, ε∗k, sind durch eine blaue
durchgezogene Linie, die der f -artigen Elektronen, ε∗f+〈P 0i 〉∆∗k, durch eine rote durchgezo-
gene Linie gekennzeichnet. Die korrespondierende analytische Lösung ist durch gestichelte
Linien dargestellt, des Weiteren ist die Lage des renormierten f -Niveaus eingezeichnet.
4.3.4. Einteilchenenergien des transformierten Hamilton-Operators
Die selbstkonsistent berechneten Quasiteilchenbänder sind für ein eindimensionales
Anderson-Gitter mit den Systemparametern V i = 0.35 und εf = 0.85 in Abbildung
4.5 dargestellt. Das Leitungsband eines typischen Metalls besitzt eine Bandbreite der
Größenordnung 1 − 10 eV ≈ 104 − 105 K. Die Einheiten der Energien für die vorlie-
genden Rechnungen werden als Vielfache der halben Bandbreite angesehen. Formal
wird diese Festlegung durch W =2 formuliert. Das chemische Potential liegt bei µ=1,
wobei der Energienullpunkt an der unteren Bandkante des Leitungsbands angenom-
men wurde. Für die Entartung der f -Elektronen wurde νf = 6 verwendet, was einem
4f -Niveau mit Spin-Bahn-Kopplung, wie es zum Beispiel in Ce-Verbindungen vor-
kommt, entspricht. Die numerische Kalkulation erfolgte für ein System mit N =1000
Gitterplätzen und für T = 10−5. Das Ergebnis entspricht dem Grenzfall T = 0, ei-
ne endliche, aber kleine Temperatur wurde aus technischen Gründen verwendet. Die
Struktur der Lösung entspricht erwartungsgemäß dem Bild aus Abschnitt 4.3.2, mit
dem Unterschied, dass die Einteilchenenergie ε∗f selbstkonsistent bestimmt wurde. Ih-
re Lage ist in Abbildung 4.5 durch eine gepunktete Linie dargestellt. Die c-artigen
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Abbildung 4.6.: Numerisch ermittelte Funktionen der Koeffizienten (α∗k)
2 (blaue Linie) und
〈P 0i 〉(β∗k)2 (rote Linie) durch Lösung des Selbstkonsistenzproblems mit den Modellpara-
metern aus Abb. 4.5. Wie bei der numerischen Lösung für die Quasiteilchenenergien gibt
es einen scharfen Wechsel zwischen c-artigen und f -artigen Anteilen bei einer kritischen
Wellenzahl k.
und f-artigen Anregungen bilden wieder zwei Quasiteilchenzweige, die um ε∗f aufge-
spaltet sind. Die Anregungslücke ist als indirekt klassifizierbar. Die zum numerisch
ermittelten ε∗f gehörende analytische Lösung beschreibt das Verhalten der Anregun-
gen qualitativ sehr gut, sie ist in Abbildung 4.5 durch eine gestrichelte schwarze Linie
dargestellt. Die wesentlichen Abweichungen sind in der Nähe des kritischen Wellen-
vektors zu erkennen, welcher die c-artigen von den f -artigen Anregungen trennt. Die
jeweiligen Quasiteilchenenergien sind für ε∗k durch eine rot durchgezogene Linie und
für ε∗f + 〈P 0i 〉∆∗k durch eine blau durchgezogene Linie gekennzeichnet. Die numerische
Lösung zeigt wiederum eine typische S-Form. Während die analytische Lösung für das
obere Quasiteilchenband eine monoton wachsende Funktion darstellt, zeigt das nume-
rische Ergebnis eine deutliche Abflachung des Bands in der Nähe des kritischen Wel-
lenvektors. In Kapitel 5 wird gezeigt, dass die Abflachung in diesem Bereich zu einer
Erhöhung der Quasiteilchenzustandsdichte führt. Betrachtet man die Bandlücke, so
ist das analytisch berechnete Resultat unwesentlich kleiner als die numerische Lösung.
Im System aus Abbildung 4.5 liegt das chemische Potential im unteren Quasiteilchen-
band, was einem Metall entspricht. Für die selbstkonsistent ermittelten Werte der
mittleren Leerplatzbesetzung findet man für diesen Parameterbereich 〈P 0i 〉 = 0.467,
für die Lage des verschobenen f -Niveaus ε∗f =1.265.
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Die Aufspaltung der Quasiteilchenbänder durch eine Anregungslücke ist typisch für
Systeme mit lokaler Hybridisierung, das heißt V ik = V
i. Andererseits lässt sich auch
eine Hybridisierung zwischen nächsten Nachbarn denken, die zu einem kosinusarti-
gen V ik führt. Ein solches System wurde durch von Dongen et al. [95] mittels eines
Gutzwiller-Variationsansatzes untersucht. Es ist durch das Auftreten eines schma-
len und eines breiten Quasiteilchenbandes gekennzeichnet. Das Fehlen einer Anre-
gungslücke gewährt bei beliebiger Lage von µ einen metallischen Grundzustand. Held
et al. [96, 97, 98] untersuchten dieses System durch eine DMFT+QMC-Rechnung
und klassifizierten das Einsetzen der Abschirmung der magnetischen Momente der
f -Elektronen als ein Analogon zum Mott-Hubbard-Übergang im Hubbard-Modell.
Im Unterschied zur dort verwendeten Wellenzahlabhängigkeit der Hybridisierungs-
stärke wird in der vorliegenden Arbeit ausschließlich eine Hybridisierung der f - und
c-Orbitale am gleichen Gitterplatz verwendet, was einem dispersionslosen V ik =V
i ent-
spricht. In der Flussgleichungsmethode trägt die Hybridisierung während des Flusses
eine effektive k-Abhängigkeit, welche jedoch nicht zu einem Verschwinden der Anre-
gungslücke führt.
Interessante Einblicke bietet die Betrachtung der renormierten Koeffizienten α∗k und
β∗k, welche die Grundlage zur Berechnung der Erwartungswerte bilden. Da letztere
keine `-Abhängigkeit besitzen, sind die Differentialgleichungen lediglich von den Fix-
punktwerten der Koeffizienten abhängig. Abbildung 4.6 zeigt die Wellenzahlabhängig-
keit der Koeffizienten für das eben diskutierte System. Die hier gezeigte Darstel-
lung korrespondiert mit den auskonvergierten Erwartungswerten der Selbstkonsis-
tenzlösung. Der abrupte Wechsel des Quasiteilchencharakters überträgt sich auf das
Verhalten von α∗k und β
∗
k. Dies wird beispielhaft aus der Darstellung (4.79) für die ana-
lytische Lösung ersichtlich, wenn man dort die numerische Lösung für ε∗k ”
einsetzt“.
Der Zusammenhang (α∗k)
2 + 〈P 0i 〉(β∗k)2 = 1 wurde oben schon als Ausdruck der Uni-
tarität der Transformation gewertet und gewährt hier einen stetigen Verlauf der Ge-
wichtskoeffizienten. Analog zu den Quasiteilchendispersionen aus Abbildung 4.5 kann
ein stetiger Zweig als eine Zusammensetzung aus Beiträgen von (αk)
2 und (β∗k)
2 ange-
sehen werden. Ein qualitativ ähnliches Verhalten kennt man aus der SBMF-Theorie
[117]. In Kapitel 5 werden die Koeffizienten eine wichtige Rolle bei der Berechnung
von Korrelationsfunktionen spielen.
Fluss der Einteilchenenergien Die Abhängigkeit der elektronischen Einteilchen-
energien vom Flussparameter ` ist in Abbildung 4.7 dargestellt. Das Diagramm zeigt
die Funktionen εk(`)− εik für ausgewählte Wellenvektoren in der Nähe des kritischen
Wellenvektors, der den Wechsel des Charakters der Quasiteilchen kennzeichnet. Deut-
lich ist zu sehen, dass die wesentlichen Zuwächse aus dem Bereich ` ≈ 1− 100 stam-
men, während oberhalb dieser Skale nur noch geringe Renormierungsbeiträge anfallen.
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Abbildung 4.7.: Flussdiagramm der Energiedifferenzen εk(`)− εik für die gleichen Mo-
dellparameter wie in Abb. 4.5. Deutlich ist der Übergang zwischen negativ und
positiv renormierten Energiedifferenzen oberhalb von k = 0.563 π zu erkennen. In
der Abbildung ist der Fluss der Energiedifferenzen für die Wellenzahlen k/π =
(0.51, 0.52, 0.53, 0.54, 0.55, 0.555, 0.56, 0.561, 0.562, ..., 0.573) dargestellt.
Ebenso auffällig ist eine Vergrößerung der charakteristischen Energieskale für Energien
in der Nähe des kritischen Wellenvektors. Diese Einteilchenenergien sind erst bei größe-
ren Werten von ` vollständig auskonvergiert. Ihre `-Abhängigkeit kann als besonders
sensitiv bezüglich des Flusses der Einteilchenenergie εf angesehen werden. Während
die Gesamtverschiebung der Energien ε∗k−εik unterhalb von k=0.563 π immer negativ
ist, erfahren die Einteilchenenergien oberhalb einen positiven Renormierungsbeitrag.
Dieses Verhalten kann durch die Betrachtung der Differentialgleichung (4.85) verstan-
den werden. In Abhängigkeit vom Wellenvektor k ergibt sich für das Differential der
Energie entweder ein positiver oder ein negativer Beitrag. Da V 2k immer positiv ist,
ist das Vorzeichen durch den Ausdruck wk = 2εk − εf − εik bestimmt. Zur besseren
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Abbildung 4.8.: Flussdiagramm der Energiedifferenzen εk(`)−εik für die Modellparame-
ter aus Abb. 4.5. Diese Darstellung entspricht einer Projektion der Abbildung 4.7 in die
Ebene. Zusätzlich zu den Wellenzahlen aus Abb. 4.7 sind am unteren Ende die Energie-
differenzen für die Wellenzahlen k/π=(0.4, 0.45, 0.49) dargestellt.
Anschauung ist es zweckmäßig, diesen Ausdruck in der Form
wk = (εk − εik) + (εk − εf ) (4.90)
zu betrachten. Für `=0 ist wk durch die Anfangswerte der Einteilchenenergien festge-
legt, so dass die Anfangsbedingung wik =ε
i
k− εif gilt. Andererseits ist der Fluss von εf
durch eine monoton wachsende Funktion gekennzeichnet (vergleiche Abbildung 4.9).
Diese Überlegungen führen zu der Schlussfolgerung, dass zumindest für Wellenvek-
toren k′, für welche εik′ < ε
i
f gilt, das Differential der Einteilchenenergie εk′ immer
negativ ist, der Fluss also eine monoton fallende Funktion darstellt. Im Unterschied
dazu gibt es Einteilchenenergien εk, welche während des gesamten Flusses oberhalb
von εf liegen, deren Differential also immer positiv ist. Ihre `-Abhängigkeit wird durch
eine monoton wachsende Funktion repräsentiert.
Eine alternative Darstellung für den Fluss der Einteilchenenergien ist durch die Ab-
bildung 4.8 gegeben. Das Diagramm stellt den Fluss aus einer Perspektive senkrecht
zur der Ebene dar, die durch ` und εk − εik aufgespannt wird. Neben dem auffälligen
Umschlagpunkt erkennt man zusätzlich eine interessante Eigenschaft des Flusses der
Einteilchenenergien kurz unterhalb des kritischen Wellenvektors. Für einige Einteil-
chenenergien beginnt der Fluss anfänglich mit einem positiven Anstieg. Nachdem es
zu einer deutlichen Zunahme der positiven Renormierung im ersten Drittel des Flusses
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Abbildung 4.9.: In Abbildung a) ist der Fluss der Einteilchenenergien Vk für die Wellen-
zahlen aus Abb. 4.7 dargestellt. Abb. b) zeigt das Flussdiagramm der Energie εf . Für
beide Darstellungen wurden die Modellparameter aus Abb. 4.5 zu Grunde gelegt.
kommt, wird dieser Effekt stark gedämpft und anschließend sogar umgekehrt. In der
Diskussion des letzten Absatzes lassen sich diese Energien in einem Zwischenbereich
anordnen, für welchen weder die Schlussfolgerung einer monoton fallenden noch ei-
ner monoton wachsenden Funktion möglich ist. In der Darstellung (4.90) erweist sich
oberhalb eines bestimmten Wertes von ` der zweite Term als dominant. Im übertra-
genen Sinn kann man davon sprechen, dass die Funktion εk(`) von εf (`) ”
überholt“
wird. Da das Verhalten dieser Energien besonders stark von εf abhängt, lässt sich
auch eine deutliche Erhöhung der charakteristischen Energieskale erkennen.
Weitere interessante Aspekte lassen sich durch die Untersuchung des Flusses der Ener-
gien Vk und εf beleuchten. In der Abbildung 4.9 sind die Flussdiagramme für aus-
gewählte Hybridisierungsenergien, sowie für die Energie des lokalen f -Niveaus darge-
stellt. Am auffälligsten ist zunächst die k-abhängige Renormierung der Energie Vk.
Dass die Differentialgleichungen auf eine Elimination der Hybridisierung führen, wur-
de bereits oben diskutiert. An dieser Stelle sieht man, dass das Verschwinden von Vk
mit unterschiedlicher Stärke erfolgt. Besonders im Bereich des kritischen Wellenvek-
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tors gewahrt man eine signifikante Erhöhung der charakteristischen `-Skale, welche
wiederum der erhöhten Empfindlichkeit des Flusses bezüglich der Renormierung der
Energie εf geschuldet ist. Andererseits wird der zunächst weiche Fluss für diesen Pa-
rameterbereich steiler, das heißt für bestimmte Wellenvektoren abrupter. Interessant
ist das Verhältnis der charakteristischen Energieskalen von εf und der anderen Einteil-
chenenergien zu untersuchen. In der Abbildung ist der Fluss der Energie, welche mit
dem lokalen f -Niveau korrespondiert, dargestellt. Die wesentlichen Beiträge ergeben
sich hier aus einem Bereich ` ≈ 1 − 100 und resultieren somit aus einer ähnlichen
Region wie bei den oben diskutierten Einteilchenenergien der Leitungselektronen. Für
die Annahme der analytischen Lösung ist das zunächst ein Widerspruch. Dennoch
sieht man im direkten Vergleich der Quasiteilchendispersionen aus analytischer und
numerischer Lösung eine qualitativ gute Übereinstimmung in Abbildung 4.5.
4.3.5. Struktur der Flussgleichungsl ösung
Die Basis für die Flussgleichungen für das Anderson-Gitter wird durch den Hamilton-
Operator (4.28) dargestellt. Dieser kennzeichnet ein System von dispersiven f - und
Leitungselektronen, die durch einen Hybridisierungsterm miteinander verknüpft sind.
Die kontinuierliche unitäre Transformation wurde so durchgeführt, dass der Hamilton-
Operator während des gesamten Flusses die gleiche Struktur hat. Das heißt, die Ge-
nerierung neuer Wechselwirkungen wurde durch eine Entkopplungsnäherung unter-
bunden. Dies ist erwähnenswert im Hinblick auf magnetische Wechselwirkungen. Ein
bekanntes störungstheoretisches Resultat ist die Generierung einer Kondo-Kopplung
und in höherer Ordnung einer RKKY-Wechselwirkung. Letztere kann zur Ausbildung
einer magnetischen Ordnung der f -Elektronen führen. Beide Wechselwirkungen wur-
den in der verwendeten Näherung nicht berücksichtigt. Statt dessen wurden Beiträge
aus höheren Kopplungen durch ein Trunkierungsschema auf Einteilchenprozesse re-
duziert. Für die weitere Diskussion ist wichtig, darauf hinzuweisen, dass das System
stets in seiner paramagnetischen Phase betrachtet wird. Auf der anderen Seite wird
in einer Reihe aktueller Arbeiten die wechselseitige Beeinflussung von Kondo-Effekt
und magnetischer Kopplung untersucht (vgl. u. a. [74, 101]). Dieses Zusammenspiel
gibt Aufschluss für die Untersuchung des Übergangs zwischen einer paramagnetischen
und einer langreichweitig geordneten Phase. In der vorliegenden Arbeit wurden sol-
che Effekte nicht untersucht, statt dessen wurde ausschließlich eine paramagnetische
Phase betrachtet.
Die Flussgleichungsmethode für das Anderson-Gitter ist so konzipiert, dass der Hy-
bridisierungsterm im Grenzfall ` → ∞ verschwindet. Das System der Leitungs- und
f -Elektronen entkoppelt also vollständig. Ein wesentliches Merkmal dieser Vorgehens-
weise ist das Ergebnis eines quasi-diagonalen Hamilton-Operators. Während die c-
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Operatoren einer Fermi-Statistik unterliegen, gelten für die Operatoren f̂iσ und f̂
†
iσ die
oben diskutierten Vertauschungsrelationen. Im Rahmen dieser Arbeit wurde für die
Erwartungswertbildung eine Näherung verwendet, die in Abschnitt 4.2.6 ausgeführt
ist. An dieser Stelle wurden mit den korrelierten f -Freiheitsgraden innerhalb einer
Mean-Field -Näherung fermionische Anregungen assoziiert, deren Dispersionsrelation
in Abbildung 4.5 dargestellt ist. Hier sieht man deutlich, dass zur Fermi-Kante, wel-
che durch die Energie µ definiert ist, schwere f -Anregungen einen Beitrag leisten. Die
strikte Unterscheidung zwischen c-artigen und f -artigen Anregungen ist ein besonde-
res Merkmal der vorliegenden Selbstkonsistenzlösung. Genauer gesagt konstituiert sich
das System aus einem stark dispersiven Band, welches vorwiegend durch c-Elektronen
gekennzeichnet ist und einem relativ flachen Band der f -Elektronen in der Nähe der
Fermi-Kante. Der geringe Anstieg der Quasiteilchendispersion im f -artigen Bereich
führt anschaulich zu einer dramatischen Vergrößerung der Zustandsdichte und kann
mit einer hohen effektiven Masse der Quasiteilchen in Verbindung gebracht werden.
Ein ähnlich abrupter Übergang im Charakter der niederenergetischen Anregungen
wird auch in anderen Arbeiten [118, 119] wahrgenommen, auf welche am Ende dieses
Abschnitts näher eingegangen wird.
Das Auftreten zweier Quasiteilchenbänder ist mit den Resultaten anderer Theorien
auf der Basis eines effektiven Hamilton-Operators konsistent. Ihr genauer Zusammen-
hang wird weiter unten diskutiert. Die beiden Bänder in Abbildung 4.5 sind durch
eine Lücke der Größenordnung ∼ 〈P 0i 〉(V i)2/W voneinander getrennt. Da die mini-
malen Anregungen mit einem Impulsübertrag verbunden sind, handelt es sich um eine
indirekte Lücke. Eine solche Struktur ist mit Hinblick auf die Resultate anderer Arbei-
ten zu erwarten, falls man eine lokale Hybridisierung verwendet. Auf diesen Umstand
wurde bereits oben hingewiesen. Vergleicht man die Dispersionen der analytischen
Lösung, welche formal mit der SBMF-Lösung übereinstimmt, und der numerischen
Lösung, so ist die letztere durch den Einfluss lokaler f -Fluktuationen in einem großen
Bereich des Flusses durch eine S-förmige Abflachung des Bandes gekennzeichnet. Die
Prozesse, die für diesen zusätzlichen Effekt sorgen, resultieren aus Übergängen, bei
denen ein Leitungselektron von der Fermi-Kante auf einen leeren f -Platz und wie-
der zurück hüpft. Entscheidend für die Ausprägung einer signifikanten Abflachung
der Bänder ist die `-Skale, auf welcher diese Prozesse relevant sind. Die Einteilchen-
energien der SBMF-Theorie werden genau dann reproduziert, falls man ein konstantes
f -Niveau betrachtet. Die genannten Übergänge sind nicht mit einem Spin-Flip-Prozess
verbunden. Die Beiträge solcher magnetischer Wechselwirkungen wurden auf Grund
der verwendeten Näherung nicht berücksichtigt, da sie nur für sehr kleine Entartungen
des f -Niveaus relevant sind.
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4.4. Eigenschaften der Selbstkonsistenzl ösung
Die numerische Lösung des Selbstkonsistenzproblems wurde in Abschnitt 4.3.3 für
einen konkreten Parametersatz untersucht. Aus den statischen Eigenschaften der elek-
tronischen Struktur konnten bereits wichtige Schlüsse für die Charakterisierung des
Anderson-Gitters gezogen werden. Die dabei abgeleiteten Ergebnisse wurden am Ende
des letzten Abschnitts mit den Resultaten anderer numerischer Arbeiten verglichen.
Im Folgenden werden die Eigenschaften der Selbstkonsistenzlösung ausführlicher un-
tersucht. Für die Diskussion physikalisch relevanter Größen ist dabei eine Betrach-
tung des Systems unter verschiedenen Anfangsbedingungen erforderlich. Die Physik
des Anderson-Gitters ist entscheidend von der Dimensionalität, der Größe der Hybri-
disierungsstärke sowie der Temperatur geprägt. Obwohl man in Abhängigkeit dieser
Größen ein reichhaltiges Phasendiagramm erwartet, welches auch geordnete oder su-
praleitende Phasen enthalten kann, wird sich die Diskussion ausschließlich mit der
Betrachtung der paramagnetischen Phase befassen.
4.4.1. Selbstkonsistenzl ösungen verschiedener Parameterbereiche
Die Numerik für das Selbstkonsistenzproblem, welches durch die Flussgleichungsme-
thode abgeleitet wurde, liefert für einen breiten Parameterbereich stabile Lösungen.
Für die Kennzeichnung der Physik ist besonders eine Betrachtung der Einteilchenener-
gie ε∗f sowie des Erwartungswertes 〈P 0i 〉 interessant. Letzterer beschreibt die mittlere
Besetzungszahl von Leerstellen auf den lokalen f -Niveaus und kann zur Charakteri-
sierung einer integral-valenten Situation für 〈P 0i 〉 ≈ 0 oder einer gemischt-valenten
Situation für 〈P 0i 〉 . 1 verwendet werden. Die besondere Statistik der Hubbard-
Operatoren assoziiert das Verschwinden der Leerplatzbesetzungen mit einer mittleren
Einfachbesetzung der lokalen f -Plätze, welche quantitativ durch den Zusammenhang
〈P 0i 〉 = 1 −
∑
σ〈f̂
†
iσf̂iσ〉 ausgedrückt wird. Der Grenzfall integraler Besetzung der f -
Plätze wird innerhalb der Flussgleichungslösung für kleine Verhältnisse ρ0(V
i)2/|εif−µ|
realisiert, was mit den bekannten Ergebnissen aus der Störungstheorie und der SBMF-
Theorie konsistent ist. Wie im einführenden Kapitel erwähnt wurde, beschreibt dieser
Parameterbereich den so genannten Kondo-Grenzfall.
In Tabelle 4.1 ist eine Auswahl an Selbstkonsistenzlösungen für verschiedene Aus-
gangswerte des Anderson-Gitters zusammengestellt. Die Ergebnisse beziehen sich auf
ein eindimensionales System mit linearer Dispersion, einer Bandbreite von W = 2
und einem chemischen Potential µ = 1 sowie νf = 6. Die Berechnung erfolgte für ein
System von N = 1000 Gitterplätzen und bei T = 0. Daneben sind die korrespondie-
renden Lösungen der SBMF-Theorie aufgeführt, deren formale Äquivalenz mit der
analytischen Lösung aus Kapitel 4.2.7 bereits oben diskutiert wurde. Die Basis für
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Modellparameter numerische Lösung SBMF-Lösung
εif V i 〈P 0i 〉 ε
∗
f 〈P 0i 〉 ε
∗
f
0.8 0.2 0.290 1.036 0.465 1.095
0.8 0.35 0.467 1.265 0.539 1.327
0.8 0.4 0.475 1.366 0.544 1.411
0.85 0.35 0.500 1.316 0.564 1.356
0.9 0.1 0.093 1.002 0.395 1.019
0.9 0.11 0.163 1.006 0.454 1.029
0.9 0.2 0.494 1.100 0.585 1.148
0.9 0.4 0.522 1.447 0.585 1.468
0.95 0.06 0.018 1.0002 0.350 1.0058
0.95 0.07 0.122 1.0019 0.483 1.0136
Tabelle 4.1.: Selbstkonsistent berechnete Ergebnisse aus der Flussgleichungsmethode im
Vergleich zur SBMF-Lösung (siehe Text).
ihre Berechnung bildet ebenfalls die Lösung eines Selbstkonsistenzproblems für die
Einteilchenenergie ε∗f und den Erwartungswert 〈P 0i 〉 (vgl. z. B. [90]). Die Lösungen
der Flussgleichungsmethode zeigen in Abhängigkeit von den Systemparametern eine
unterschiedlich gute Konvergenz. Die Integration der Flussgleichungen ist für Werte
0.2 . 〈P 0i 〉 ≤ 1 bereits bei einem ` ≈ 103 vollständig auskonvergiert. Für 〈P 0i 〉 . 0.2
muss die Integration bis hin zu `≈3−5 · 103 erfolgen, um eine brauchbare Konvergenz
zu erzielen. Ein qualitativ ähnliches Bild ergibt die Betrachtung des Selbstkonsis-
tenzzyklus zur Bestimmung der Erwartungswerte. Auch hier konvergiert die Iteration
besonders schnell für Systeme im gemischt-valenten Bereich. Eine deutliche Erhöhung
der Anzahl der Iterationsschritte bei vorgegebender Genauigkeit ist in der Nähe der
integral-valenten Phase notwendig. Allerdings wird ein dramatischer Anstieg des nu-
merischen Aufwands eher durch große Energiedifferenzen |εif − µ| als durch kleine V i
erzwungen. Für den vorliegenden Fall wurde bezüglich des Erwartungswertes 〈P 0i 〉
eine Genauigkeit von 10−4 verwendet. Mit diesen Betrachtungen erwartet man einen
höheren numerischen Fehler in der Nähe des integral-valenten Bereichs. Eine genauere
Quantifizierung dieses Fehlers wurde im Rahmen der vorliegenden Arbeit nicht vor-
genommen.
Bei der Betrachtung der SBMF-Lösung in Abschnitt 2.2.2 wurde bereits die Problema-
tik verschwindender Erwartungswerte 〈P 0i 〉 erörtert. Der effektive Hamilton-Operator
(2.18) beschreibt in diesem Fall ein System entkoppelter Elektronen. Dieses Verhalten
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wurde mit einer Symmetriebrechung des Hamilton-Operators assoziiert. Eine Diskussi-
on dieses Grenzfalls kann für die Flussgleichungen an Hand des Differentialgleichungs-
systems, welches durch die Gleichungen (4.85) bis (4.88) aufgespannt wird, erfolgen.
Setzt man formal 〈P 0i 〉 = 0, so ergibt sich beispielsweise für den Fluss der elektro-
nischen Einteilchenenergien ein verschwindendes Differential. Dieses Verhalten geht
mit dem Ergebnis der SBMF-Rechnung konform. Andererseits ergibt sich ein Bei-
trag für die Verschiebung des f -Niveaus, was durch den ersten Term in Gleichung
(4.87) ersichtlich ist. Der Grenzprozess des zweiten Terms ist an dieser Stelle sehr
schwer abzuschätzen, da sowohl der Nenner als auch der Zähler verschwinden. Diese
Problematik überträgt sich unmittelbar auf die numerischen Behandlung des Differen-
tialgleichungssystems. Für kleine Werte von 〈P 0i 〉 ergibt sich zwar ein nennenswerter
Beitrag für die Verschiebung des f -Niveaus, allerdings führt die numerischen Simula-
tion kleiner Zahlen zu einem instabilen Verhalten des zweiten Terms, was sich in einer
schlechteren Konvergenz bezüglich der Erwartungswerte äußert. Dieses Problem ist
allerdings rein numerischer und nicht formaler Natur wie in der SBMF-Theorie. Für
die weitere Diskussion der numerischen Ergebnisse wurden allerdings die Ergebnisse
mit 〈P 0i 〉= 0 als inkonsistent klassifiziert. Damit besitzt die Flussgleichungsmethode
einen Gültigkeitsbereich, der durch endliche Werte von 〈P 0i 〉 gekennzeichnet ist. In
diesem Sinne zeigt die Flussgleichungslösung ein analoges Verhalten wie die SBMF-
Theorie und kann somit keine Aussagen für Paramterbereiche mit 〈P 0i 〉=0 tätigen.
Für verschiedene Anfangsparameter des Anderson-Gitters ergeben sich unterschied-
lich gute Übereinstimmungen zwischen den Ergebnissen der Flussgleichungsmethode
und denen der SBMF-Theorie. Dies wird aus Tabelle 4.1 ersichtlich, wenn man die
Lösungen bezüglich der selbstkonsistent bestimmten Erwartungswerte 〈P 0i 〉 und der
renormierten Einteilchenenergien ε∗f vergleicht. Neben Lösungen mit stärkeren Abwei-
chungen, wie zum Beispiel für den Fall εif =0.8 und V
i =0.2, existieren Lösungen mit
guter Korrespondenz, wie etwa für εif = 0.9 und V
i = 0.4. In allen Parameterberei-
chen zeigt das Flussgleichungsresultat im Vergleich zur SBMF-Lösung eine eindeutige
Tendenz hin zum integral-valenten Verhalten. Dies äußert sich sowohl durch einen klei-
neren Erwartungswert 〈P 0i 〉 als auch eine kleinere Energie ε∗f , wobei die Ausprägung
dieses Unterschiedes stark vom betrachteten Parameterbereich abhängt. Eine syste-
matische Untersuchung dieses Verhaltens wird im nächsten Abschnitt mit Hilfe der
Definition einer Kohärenz-Temperatur erfolgen.
Während die meisten Ergebnisse aus Tabelle 4.1 ein gemischt-valentes Verhalten
charakterisieren, erkennt man für die Resultate für εif = 0.9 und V
i = 0.1 bzw. für
εif = 0.95 und V
i = 0.06 einen ausgewiesenen integral-valenten Fall. Die Nähe zum
Kondo-Grenzfall ist insbesondere durch den kleinen Erwartungswert 〈P 0i 〉 gekenn-
zeichnet. Betrachtet man für diese Lösungen die Ausgangsparameter des Systems, so
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gilt offensichtlich die Bedingung V i/|εif − µ| 1, was mit der Charakterisierung des
Kondo-Grenzfalls in Abschnitt 2.2.2 konsistent ist. Mit Hilfe der Flussgleichungsme-
thode lässt sich das Anderson-Gitter also sowohl im gemischt-valenten als auch im
integral-valenten Bereich beschreiben. Bei der Diskussion der numerischen Genauig-
keit der Lösung wurde jedoch ausgeführt, dass die Nähe des Kondo-Bereichs mit einem
starken Anstieg des numerischen Aufwands und einem wachsenden numerischen Fehler
verbunden ist.
4.4.2. Temperaturabh ängigkeit der Selbstkonsistenzl ösung
Die numerische Lösung des Selbstkonsistenzproblems in Abschnitt 4.3.3 wurde bei
T = 0 durchgeführt. Eine endliche kleine Temperatur wurde lediglich aus numeri-
schen Gründen verwendet. Obwohl der diagonalisierte Hamilton-Operator für das
nichtwechselwirkende Anderson-Gitter aus Abschnitt 4.1 keinerlei explizite Tempe-
raturabhängigkeit zeigt, kann eine näherungsweise Behandlung der Korrelation zu
einer solchen Abhängigkeit führen. Zunächst erscheint es ungewöhnlich, von expli-
zit temperaturabhängigen Hamilton-Operatoren zu sprechen. Allerdings führt bereits
die einfache Molekularfeld-Entkopplung einer Zweiteilchen-Wechselwirkung, wie etwa
der Coulomb-Abstoßung im Anderson-Gitter (2.4), zu einem Modell, welches durch
die Temperaturabhängigkeit der auftretenden Erwartungswerte gekennzeichnet ist.
Diese Überlegung lässt sich auch auf die Flussgleichungsmethode übertragen. Für
das Anderson-Gitter mit großer Coulombabstoßung ist man gezwungen, ein Trunkie-
rungsschema einzuführen, um die Generierung höherer Wechselwirkungen während
des Flusses zu vermeiden. Das Abschneiden dieser Terme erfolgte in Abschnitt 4.2.3
mittels einer Hartree-Fock-Näherung, unterscheidet sich aber von einer einfachen Fak-
torisierung des Coulomb-Terms. Als wesentliche Folge dieser Prozedur wurde ein von
Erwartungswerten abhängiger Fluss der Einteilchenenergien induziert. An dieser Stel-
le sei noch einmal betont, dass die Erwartungswertbildung immer bezüglich des vol-
len Hamilton-Operators vollzogen wird. Mit diesen Überlegungen ist es offensichtlich,
dass der Fluss bei endlichen Temperaturen durch die Temperaturabhängigkeit der Er-
wartungswerte beeinflusst wird. Die Abhängigkeit von der Temperatur kann bei der
numerischen Lösung des Selbstkonsistenzproblems berücksichtigt werden.
Im letzten Abschnitt wurde die Verwendung des selbstkonsistent bestimmten Erwar-
tungswerts 〈P 0i 〉 und des Fixpunktwerts der Einteilchenenergie ε∗f zur Charakterisie-
rung des Anderson-Gitters vorgeschlagen. Aus der Kenntnis beider Größen lässt sich
beispielsweise eine Klassifizierung des Systems bezüglich eines integral-valenten oder
gemischt-valenten Verhaltens durchführen. Ihre Sensibilität in Bezug auf die Varia-
tion der Temperatur kann gut durch die numerische Kalkulation erfasst werden. In
Abbildung 4.10 ist die Temperaturabhängigkeit von 〈P 0i 〉, 〈n
f
i 〉=
∑
σ〈f̂
†
iσf̂iσ〉 und ε∗f
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Abbildung 4.10.: (a) Temperaturverlauf der Erwartungswerte 〈P 0i 〉 und 〈n
f
i 〉 und (b) Tem-
peraturverlauf der Fixpunktenergie ε∗f für ein System mit ε
i
f =0.85 und V
i =0.35.
für ein eindimensionales System mit νf = 6, ε
i
f = 0.85 und V
i = 0.35 dargestellt. Das
System der Leitungselektronen besitzt eine Bandbreite von W = 2. Das chemische
Potential beträgt µ = 1. Der Temperaturverlauf dieser Größen für ein System mit
εif =0.9 und V
i =0.4 wird in Abbildung 4.10 gezeigt. Die Temperaturabhängigkeit des
Erwartungswerts 〈P 0i 〉 in Abbildung 4.10 (a) zeigt für kleine Temperaturen T . 0.1
ein annähernd konstantes Verhalten. Dieses Ergebnis rechtfertigt auch die Interpreta-
tion der Resultate für T = 10−5 als Grenzfall T = 0. Im Bereich um die Temperatur
T ≈0.1 beginnt eine starke Absenkung von 〈P 0i 〉. Physikalisch resultiert dieses Verhal-
ten aus einem Ansteigen der thermischen Besetzung des oberen Quasiteilchenbandes.
Bei einer Temperatur T ≈ 0.33 erkennt man einen scharfen Übergang nach 〈P 0i 〉= 0.
Die numerische Lösung liefert für diesen Bereich tatsächlich eine Lösung 〈P 0i 〉≈10−4,
was mit der numerischen Genauigkeit vereinbar ist. Oberhalb dieser charakteristischen
Temperatur ergibt sich keine endliche Besetzung der Leerplätze mehr. Anschaulich ist
das System durch eine mittlere Einfachbesetzung der lokalen f -Plätze gekennzeichnet.
Dieses Verhalten ist aus dem Temperaturverlauf des Erwartungswerts 〈nfi 〉 ersichtlich.
Betrachtet man die Temperaturabhängigkeit der Einteilchenenergie ε∗f in Abbildung
4.10 (b), so erkennt man wiederum einen annähernd konstanten Verlauf für Tempe-
raturen unterhalb von T ≈ 0.1. Oberhalb dieser Temperatur erfährt ε∗f einen starken
Anstieg. Für diesen Anstieg sind sowohl die thermische Besetzung des oberen Quasi-
teilchenbands als auch ein steigender Einfluss des Terms ∼ 〈Akσ〉 verantwortlich. Der
Einfluss des letzten Beitrags ist anschaulich an Hand der Differentialgleichung (4.87)
zu verstehen und resultiert aus einer effektiven Kopplung von Ladungsfluktuationen
an lokale Leerplätze. Oberhalb der charakteristischen Temperatur von T ≈0.33 ergibt
4.4. Eigenschaften der Selbstkonsistenzlösung 81
0,001 0,01 0,1 1
T
0,2
0,4
0,6
0,8
E
rw
ar
tu
ng
sw
er
t
(a)
〈ni
f〉
〈Pi
0〉
0,001 0,01 0,1
T
1,45
1,5
1,55
1,6
1,65
 εf*
(b)
Abbildung 4.11.: (a) Temperaturverlauf der Erwartungswerte 〈P 0i 〉 und 〈n
f
i 〉 und (b) Tem-
peraturverlauf der Fixpunktenergie ε∗f für ein System mit ε
i
f =0.9 und V
i =0.4.
sich keine sinnvolle numerische Lösung für die Einteilchenenergie ε∗f . Dieser Sach-
verhalt wurde an Hand der Differentialgleichung (4.87) bereits im letzten Abschnitt
diskutiert. Für die Analyse der Temperaturabhängigkeit für das System mit εif = 0.9
und V i = 0.4 ergibt sich ein ähnliches Verhalten. Sowohl die Erwartungswerte 〈P 0i 〉
und 〈nfi 〉 als auch die Einteilchenenergie ε∗f zeigt einen relativ konstanten Verlauf bei
kleinen Temperaturen. Oberhalb von T ≈0.1 ist ein starker Abfall der mittleren Leer-
platzbesetzung und ein starker Anstieg der Einteilchenenergie ε∗f zu erkennen. Die
charakteristische Temperatur, bei welcher 〈P 0i 〉 verschwindet, liegt bei Tc≈0.44.
Betrachtet man die Temperaturabhängigkeit der SBMF-Lösung, so ergibt sich ein
qualitativ ähnliches Verhalten. Der Temperaturverlauf der Erwartungswerte 〈P 0i 〉 und
〈nfi 〉 und die Energie des f -Niveaus wird in Abbildung 4.12 für das System mit
εif = 0.85 und V
i = 0.35 gezeigt. Der Verlauf der Erwartungswerte zeigt ein analoges
Verhalten wie bei der Flussgleichungslösung. Neben einer Modifikation des Absolut-
wertes ist eine unterschiedliche charakteristische Temperatur zu erkennen. Ein quali-
tativ anderes Verhalten gewährt die Temperaturabhängigkeit der Einteilchenenergie
ε∗f . Nach einem annähernd konstanten Verhalten für kleine Temperaturen ergibt sich
ein Anstieg, der nach Durchlaufen eines Maximums in einen Abfall übergeht. Ver-
gleicht man die Beiträge für ε∗f von einem formalen Standpunkt aus, so liegt der
qualitativ unterschiedliche Verlauf der Lösungen beider Methoden im Wesentlichen in
der Berücksichtigung von Ladungsfluktuationen, welche an lokale Leerplätze ankop-
peln, in der Flussgleichungslösung begründet. Ein solcher Zusammenhang kann durch
Gleichung (4.87) verstanden werden. Das Verschwinden der lokalen Leerplatzbeset-
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Abbildung 4.12.: SBMF-Lösung bzw. ”analytische Lösung“ für den Temperaturverlauf a)
des Erwartungswertes 〈P 0i 〉 und b) der selbstkonsistent bestimmten Einteilchenenergie ε∗f
für die gleichen Modellparameter wie in Abbildung 4.10.
zungszahlen in der SBMF-Lösung ist ein bekanntes Resultat, auf welches schon in
Kapitel 2.2.2 verwiesen wurde.
Kondo-Temperatur In Kapitel 2 wurde für die Modelle zur Beschreibung von SFS
eine charakteristische Energieskale, die Kondo-Temperatur, eingeführt. Für das Stör-
stellen-Anderson-Modell ergibt sich der bekannte exponentielle Zusammenhang (2.3).
Welchen Einfluss Gitter-Effekte auf diese Energieskale für SFS haben, wird kontro-
vers diskutiert (vgl. z. B. [82, 99]). Durch die Bezeichnung TK soll im Folgenden die
Kondo-Temperatur des Störstellen-Modells gekennzeichnet sein. Andererseits wird mit
T ∗ die charakteristische Energieskale des Gitters bezeichnet. Während erstere die lo-
kale Abschirmung der magnetischen Momente charakterisiert, ist letztere durch das
Einsetzen von kohärentem Fermi-Flüssigkeitsverhalten definiert (vgl. z. B. [82]). Für
T ∗ hat sich deshalb auch der Name Kohärenztemperatur etabliert. Für die Gitter-
Modelle wurden in verschieden Arbeiten unterschiedliche Definitionen vorgeschlagen.
Burdin et al. [80] betrachten beispielsweise ein Kondo-Gitter im Rahmen einer Mean-
Field -Theorie. Sie definieren die Kondo-Temperatur durch die Temperatur, unterhalb
welcher der Mean-Field -Parameter, der mit dem Erwartungswert 〈c†iσfiσ〉 assoziiert ist,
von null verschieden ist. Ein wichtiges Merkmal dieses Zugangs ist die Ableitung eines
analytischen Ausdrucks für diese Übergangstemperatur. Die Autoren finden TK in der
Nähe der Kondo-Temperatur des korrespondierenden Störstellen-Kondo-Modells. Ei-
ne weitere Skale, welche das Tieftemperaturverhalten charakterisiert, wird durch eine
Kohärenztemperatur T ∗<TK gefunden. Eine wichtige Folgerung der Autoren ist, dass
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das Verhältnis der beiden Skalen nur von der Leitungselektronendichte abhängt.
Eine anschauliche Definition einer Kondo-Temperatur für das Anderson-Gitter wur-
de von Bernhard et al. [120] abgeleitet. Ihre Betrachtung widmet sich dem Tem-
peraturverlauf der Größe 〈c†iσfiσ〉, welche hier eine andere Bedeutung als innerhalb
des eben diskutierten Zugangs zum Kondo-Gitter hat. Der Erwartungswert stellt ei-
ne monoton fallende Funktion in Abhängigkeit von T dar und verschwindet asym-
ptotisch für T → ∞. Die Autoren definieren T ∗ als das Maximum in der Ablei-
tung dieser Funktion bezüglich T und finden eine Absenkung gegenüber der Kondo-
Temperatur des entsprechenden Störstellen-Modells, welche durch lokale magnetische
Korrelationen verstärkt wird [101]. Ein entgegengesetztes Szenario wird durch das
bekannte Gutzwiller-Resultat von Rice und Ueda [92, 93] für die paramagnetische
Phase des Anderson-Gitters beschrieben. Hier wird die Kondo-Temperatur als ei-
ne Kondensationsenergie definiert, die den Energiegewinn des Systems mit Hybri-
disierung gegenüber dem entkoppelten System beschreibt (vgl. auch [121]). Für ein
System mit beliebiger Entartung finden die Autoren eine Kondo-Temperatur von
kBT
∗ = µ exp[−(νf − 1)(µ − εf )/ν2fρ(0)V 2], welche im Vergleich zur charakteristi-
schen Temperatur des Störstellen-Modells stark erhöht ist. Dieser Effekt ist bei νf =2
am meisten ausgeprägt und verschwindet für sehr große Entartungen. Ein entspre-
chendes Verhalten wird durch eine numerische Betrachtung des Anderson-Gitters mit
einem halbgefüllten Elektronenband mittels DMFT+NRG [99] untermauert. Das Sys-
tem zeigt jedoch deutliche Hinweise für Exhaustion (siehe unten), wenn man zu sehr
kleinen Besetzungszahlen des Leitungsbands übergeht. Innerhalb dieser Arbeit wird
die charakteristische Energie durch das Verhältnis der effektiven Masse der Quasi-
teilchen zur Elektronenmasse definiert. Vidhyadgiraja et al. [122] verwenden für die
Definition der Kondo-Skale die Breite der ermittelten Abrikosov-Suhl-Resonanz in der
f -Elektron-Spektraldichte. Allerdings wurde von Pruschke [99] angemerkt, dass hier
die Definition über die effektive Masse der Quasiteilchen und die Resonanzbreite zu un-
terschiedlichen Ergebnissen führt. Untersucht man die Energieskale für das Anderson-
Gitter im Rahmen der SBMF-Theorie, findet man eine Kondo-Temperatur, welche für
das schwach gekoppelte Gitter mit der Kondo-Temperatur des Gitters übereinstimmt.
Dieser Zusammenhang wurde bereits in Abschnitt 2.2.2 erörtert. Des Weiteren ergibt
sich eine einfache Darstellung der charakteristischen Temperatur zu kBT
∗=ε∗f−µ (vgl.
[90]). Anschaulich repräsentiert die Energieskale T ∗ die Lage der Einteilchenenergie
ε∗f relativ zum chemischen Potential.
Innerhalb der Flussgleichungsmethode lässt sich der Temperaturverlauf des Erwar-
tungswerts 〈P 0i 〉 ermitteln. Für zwei konkrete Situationen ist dieser in den Abbildun-
gen 4.10 (a) und 4.11 (a) dargestellt. Mit den bisherigen Überlegungen hinsichtlich der
Genauigkeit der Selbstkonsistenzlösung für kleine Werte von 〈P 0i 〉 erweist es sich für
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Modellparameter FG-Lösung SBMF-Lösung
εif V
i
k kBT
∗ W/kBT
∗ kBT
∗ W/kBT
∗
0.8 0.2 0.04 56 0.08 21
0.8 0.35 0.27 8 0.33 6
0.8 0.4 0.37 5 0.41 5
0.85 0.35 0.32 6 0.36 6
0.9 0.1 0.002 1000 0.02 100
0.9 0.11 0.006 333 0.029 69
0.9 0.2 0.1 10 0.15 13
0.9 0.4 0.45 5 0.47 4
0.95 0.07 0.002 1000 0.01 200
Tabelle 4.2.: Kondo-Temperaturen für die Systeme aus Tabelle 4.1 im Vergleich zur SBMF-
Theorie. Daneben ist das Verhältnis W/kBT ∗ angegeben, welches ein Maß für die effekti-
ven Quasiteilchenmassen darstellt (siehe Text).
eine systematische Untersuchung jedoch als ungeeignet, das Verschwinden der Leer-
platzbesetzungszahl für eine kritische Temperatur als Anhaltspunkt für die Definition
einer Kondo-Temperatur für das Anderson-Gitter zu verwenden. Stattdessen soll für
die folgenden Betrachtungen die Lage der Einteilchenenergie ε∗f relativ zum chemi-
schen Potential als Kriterium für die Darstellung einer charakteristischen Energies-
kale für das Anderson-Gitter angesehen werden. Die Definition kBT
∗ =ε∗f − µ erfolgt
also in direkter Analogie zur SBMF-Theorie. Da ε∗f eine Größe ist, die sich mit Hil-
fe der Flussgleichungsmethode mit verhältnismäßig hoher Genauigkeit und für einen
weiten Parameterbereich bestimmen lässt, ist mit dieser Darstellung eine gute Basis
für eine Diskussion der charakteristischen Energieskale für das Anderson-Gitter gege-
ben. In Tabelle 4.1 wurden bereits die Selbstkonsistenzlösungen der Erwartungswerte
〈P 0i 〉 sowie der Einteilchenenergien ε∗f für eine Auswahl von Systemen vorgestellt.
Die dazugehörigen Kondo-Temperaturen sind in Tabelle 4.2 sowohl für die Flussglei-
chungsmethode als auch für die SBMF-Theorie dargestellt. Mit der Definition einer
charakteristischen Temperatur lässt sich durch das Verhältnis m∗/m∼W/T ∗ (vgl. z.
B. [85]) ein quantitativer Zusammenhang zwischen der effektiven Masse der Quasi-
teilchen m∗ und der Elektronenmasse m herstellen. In den bisherigen Überlegungen
wurden die hohen Quasiteilchenmassen eher qualitativ durch die starke Abflachung
des unteren Quasiteilchenbands in der Nähe der Fermi-Kante interpretiert. Die ef-
fektiven Massen, die mit Hilfe der Flussgleichungsmethode abgeleitet wurden, liefern
in einigen Parameterbereichen sehr hohe Beiträge. Aus Experimenten weiß man, dass
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Quasiteilchenmassen, für welche das Verhältnis m∗/m in der Größenordnung 103 liegt,
durchaus nicht ungewöhnlich sind (vgl. z. B. [10]).
Aus der SBMF-Theorie ist bekannt, dass eine Darstellung der Kondo-Temperatur
durch T ∗ = ε∗f − µ nur für verhältnismäßig kleine T ∗ sinnvoll ist. Andererseits wurde
bereits diskutiert, dass in diesem Grenzfall die abgeleitete Kondo-Temperatur gut mit
der charakteristischen Temperatur des Störstellen-Anderson-Modells korrespondiert.
Diese Zusammenhänge sollen für die folgenden Diskussionen immer berücksichtigt
werden.
4.4.3. Exhaustion -Szenario
Ein interessanter Aspekt ergibt sich aus dem Vergleich der charakteristischen Tempe-
raturen aus der Flussgleichungsmethode und der SBMF-Theorie. Bei der Diskussion
der Resultate für die Einteilchenenergien ε∗f wurde bereits darauf hingewiesen, dass
die Flussgleichungslösung eine deutliche Tendenz hin zu kleineren Werten zeigt. In der
Kondo-Temperatur äußert sich dieser Unterschied in einer Absenkung gegenüber der
charakteristischen Temperatur aus der SBMF-Theorie. Letztere beschreibt ein äqui-
valentes Verhalten wie die Kondo-Temperatur des Störstellen-Modells. Mit anderen
Worten ist die charakteristische Temperatur der Flussgleichungslösung gegenüber der
des Störstellen-Modells tendenziell abgesenkt. Ein mögliche Ursache dieses Effekts
könnte in der Tatsache begründet liegen, dass nur Elektronen aus einem schmalen Be-
reich der Größenordnung TK um die Fermi-Kante zur Abschirmung der magnetischen
Momente der lokalen f -Elektronen beitragen. Dieses Verhalten wurde phänomeno-
logisch von Nozières [81, 82] diskutiert und ist unter der Bezeichnung Exhaustion
bekannt.
Das Exhaustion-Szenario wurde ursprünglich auf der Basis des Kondo-Gitters abgelei-
tet. In letzter Zeit sind eine Vielzahl von Arbeiten erschienen, welche diese Problema-
tik innerhalb einer mikroskopischen Betrachtung für das Anderson-Gitter untersuchen
(vgl. z. B. [122, 99, 100, 123]). Nozières argumentiert, dass die Anzahl der Metallelek-
tronen, welche zur Abschirmung der magnetischen Momente beitragen können von
der Größenordnung nscr = ρ0(εF)TK sind. Demnach tritt Exhaustion-Physik dann auf,
falls das Verhältnis von nscr zur mittleren Besetzung der lokalen f -Plätze nf kleiner
als eins ist. Dieser Umstand führt zu einer stark reduzierten charakteristischen Tem-
peratur, deren maximaler Wert von Nozières auf T ∗'T 2Kρ0(εF)/nf geschätzt wird. Die
Frage, ob Exhaustion-Verhalten mit einer oder zwei charakteristischen Energieskalen
verbunden ist, wird kontrovers diskutiert. An dieser Stelle muss erwähnt werden, dass
die Formulierung eines Composite-Fermion-Bildes durch Coleman [66] eine alterna-
tive Beschreibung von Schwer-Fermion-Verhalten darstellt, welche gänzlich ohne das
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Exhaustion-Problem auskommt.
An Hand von Tabelle 4.2 lassen sich die Kondo-Temperaturen aus der Flussgleichungs-
methode und der SBMF-Theorie direkt vergleichen. Die mittlere Besetzung der loka-
len f -Plätze ist auf Grund der Translationsinvarianz mit Hilfe der oben betrachteten
Erwartungswerte durch den Zusammenhang nf = 〈nfi 〉= 1 − 〈P 0i 〉 gegeben. Ganz of-
fensichtlich ist eine Tendenz der Flussgleichungslösung zu kleineren Werten von T ∗ zu
erkennen. Obwohl dieser Umstand für alle Parameterbereiche relevant ist, sollen sich
die folgenden Betrachtungen auf Grund der Überlegungen des letzten Abschnitts auf
Lösungen mit T ∗<0.1 beschränken. Für diese Systeme lässt sich die charakteristische
Temperatur der SBMF-Theorie mit guter Genauigkeit mit der Kondo-Temperatur
des Anderson-Modells TK identifizieren. Die Flussgleichungslösung zeigt somit eine
signifikante Absenkung gegenüber TK, ein Umstand, der sich mit der Diskussion von
Nozières deckt. Dies scheint zunächst ungewöhnlich zu sein, da im vorliegenden Fall
ein sechsfach entartetes System bei Halbfüllung betrachtet wird. Für dieses findet
man zunächst eine Dichte der Leitungselektronen von nc≈3. Konkret ergibt sich bei-
spielsweise für das System mit εif = 0.9 und V
i = 0.1 eine Dichte von nc = 2.95. Folgt
man jedoch Nozières’ Argumentation, dass nur eine effektive Anzahl von nscr = ρ0TK
Leitungselektronen zur Abschirmung der magnetischen Momente beitragen, so ergibt
sich für den betrachteten Fall nscr/nf ≈ 0.1. Das heißt, dass selbst für Systeme mit
verhältnismäßig großer Entartung Exhaustion-Verhalten zu erwarten ist. In bisherigen
Untersuchungen wurden lediglich Systeme mit νf =2 betrachtet. Pruschke et al. finden
für ein solches System Exhaustion lediglich für kleine Leitungselektronendichten. Für
ein halbgefülltes System ergibt sich stattdessen eine Erhöhung der Kondo-Temperatur
des Gitters gegenüber der des Störstellenmodells. Für die Abhängigkeit des Verhältnis-
ses der beiden charakteristischen Energieskalen finden die Autoren einen Zusammen-
hang T ∗/TK ∼ nc exp(nc5/2). Ein anderes Ergebnis wird durch die Gutzwiller-Lösung
nahegelegt. Hier ergibt sich eine Erhöhung von T ∗ für beliebige Füllungen. Im Rah-
men einer DMFT-Studie, die für die Behandlung des effektiven Modells eine iterative
Störungstheorie (ITP) verwendet, finden Vidhyadhiraja et al. [122] eine Abhängig-
keit von nc, die durch den Zusammenhang T
∗ = ρ0T
2
K/αnf gegeben ist. Eine solche
Struktur entspricht dem Ausdruck für die von Nozières abgeleitete maximale Kondo-
Temperatur für das Gitter.
Um einen Einblick in das Verhalten der charakteristischen Temperatur der Flussglei-
chungslösung zu erhalten, soll das Anderson-Gitter für kleine Bandfüllungen unter-
sucht werden. Wie oben bereits diskutiert wurde, erfolgt die numerische Auswertung
des Selbstkonsistenzproblems mit der Festlegung eines festen chemischen Potentials.
Durch eine Variation von µ wird im Allgemeinen die mittlere Anzahl der Leitungs-
elektronen justiert. Daneben ist aus den bisherigen Überlegungen klar, dass für die
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µ ε∗f nf nc kBT
∗ kBTK ρ0(kBTK)
2/nf
0.13 0.154 0.803 0.456 0.024 0.107 0.043
0.15 0.178 0.771 0.516 0.028 0.121 0.057
0.17 0.203 0.741 0.575 0.033 0.135 0.073
0.2 0.239 0.700 0.662 0.039 0.157 0.106
0.25 0.300 0.643 0.804 0.050 0.195 0.177
0.33 0.401 0.429 1.032 0.071 0.279 0.469
Tabelle 4.3.: Selbstkonsistenzlösungen aus der Flussgleichungsmethode für kleine
Bandfüllungen. Des Weiteren ist mit TK die zu nc korrespondierende Kondo-Temperatur
des Störstellen-Anderson-Modells angegeben. ρ0(kBTK)2/nf kennzeichnet die von No-
zières angegebene maximale Kondo-Temperatur für das Gitter.
Charakterisierung des Anderson-Gitters die Größen V i und |εif −µ| relevant sind. Für
die Betrachtung kleiner Bandfüllungen sollen diese Größen daher konstant gehalten
werden und lediglich das chemische Potential variiert werden. Diese Vorgehensweise
unterscheidet sich von den Rechnungen aus [99, 122], da dort statt eines konstanten
chemischen Potentials eine feste Teilchenzahl verwendet wurde. Die hier abgeleiteten
Ergebnisse lassen sich deshalb mit den genannten Arbeiten nur qualitativ vergleichen.
Die Ergebnisse für kleine Bandfüllungen sind in Tabelle 4.3 zusammengestellt. Die
Kondo-Temperaturen des betrachteten Systems sind hinreichend klein, um sie mit mit
der Kondo-Skale des korrespondierenden Störstellenmodells zu vergleichen. Diese lässt
sich unter der Vorgabe von nc aus dem Zusammenhang 2.3 gewinnen. Ein Vergleich
zeigt, dass auch für kleine Füllungen eine Absenkung von T ∗ gegenüber TK auftritt. Als
Anhaltspunkt ist weiterhin Nozières’ Ergebnis für die maximale Kondo-Temperatur
des Gitters gemäß T ∗=ρ0T
2
K/nf angegeben. Die Resultate für die selbstkonsistent be-
stimmten T ∗ sind mit dieser Abschätzung konsistent. Anders als in [122] findet man
kein konstantes Verhältnis für die Kondo-Temperatur der Flussgleichungslösung und
dem Resultat von Nozières. Qualitativ entspricht die hier gezeigte Abhängigkeit eher
dem Resultat von Vidhyadhiraja und damit dem von Nozières diskutierten Verhalten.
Pruschke et al. assoziieren das Auftreten von Exhaustion mit einem Verschwinden der
elektronischen Struktur aus zwei hybridisierten Bändern. Diese Argumentation kann
im Rahmen der Flussgleichungsmethode nicht bestätigt werden. Statt dessen zeigt
das System auch bei kleinen Füllungen, falls die Hybridisierungsstärke und |εif − µ|
konstant ist, eine deutliche Ausprägung zweier Quasiteilchenbänder, die durch eine
Lücke voneinander getrennt sind.
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Abbildung 4.13.: (a) Abhängigkeit des Erwartungswertes 〈P 0i 〉 von dem Modellparameter
V i (schwarze Punkte und durchgezogene Linie). Der Berechnung liegen die Modellpa-
rameter εif = 0.85, νf = 6, µ = 1, W = 2 und T = 10
−5 zugrunde. (b) Abhängigkeit
der selbstkonsistent bestimmten Einteilchenenergie ε∗f von dem Modellparameter V
i. Die
SBMF-Lösung ist jeweils durch eine gestrichelte Linie dargestellt.
4.4.4. Einfluss der Hybridisierungsst ärke
Eine Charakterisierung des Anderson-Gitters in Abhängigkeit von der Stärke der Hy-
bridisierung zwischen lokalen f -Elektronen und Leitungselektronen kann bereits an-
schaulich im Rahmen einer Störungstheorie vollzogen werden. In Abschnitt 2.2.2 wur-
de ausgeführt, dass die niederenergetische Physik für kleine Verhältnisse ρ0(V
i)2/|εif−
µ| durch das Kondo-Gitter beschrieben werden kann. Für die Ergebnisse der Fluss-
gleichungslösung konnte analog zu anderen Verfahren eine systematische Klassifika-
tion von integral- und gemischt-valentem Verhalten in Abhängigkeit von V i durch-
geführt werden. Des Weiteren ist eine Untersuchung des Einflusses der Hybridisie-
rungsstärke von großem Interesse, da sie einer systematischen experimentellen Be-
trachtung zugänglich ist. Ein weiterer interessanter Aspekt ergibt sich aus der For-
mulierung einer charakteristischen Temperatur für das Anderson-Gitter. Die SBMF-
Theorie findet beispielsweise mit dem Ausdruck (2.21) eine Kondo-Temperatur, die
mit kleiner werdender Hybridisierungsstärke exponentiell verschwindet. Dieses Ergeb-
nis ist mit der Kondo-Temperatur für das Störstellen-Anderson-Modell konsistent.
Die exponentielle Abhängigkeit ist Ausdruck eines Zugangs, welcher nicht auf einer
Störungstheorie bezüglich V i basiert und kann als universelles Resultat zur Beschrei-
bung der charakteristischen Energieskale in SFS angesehen werden.
Die Flussgleichungsmethode stellt einen guten Zugang zur systematischen Untersu-
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Abbildung 4.14.: (a) Ausschnitt von Abbildung 4.13 (b) für kleine V i (εif = 0.85). Die
numerisch ermittelten Werte (schwarze Kreise) werden im Bereich 0.14≤ V i ≤ 0.24 gut
durch die Kurve ε∗f = α + β exp[−γ/V 2] mit den Werten α = 1.002, β = 0.453 und
γ=0.079 reproduziert (blaue Linie). (b) Darstellung von kBT ∗=ε∗f − µ als Funktion von
1/J mit J = (V i)2/|εif − µ| für den Bereich 0.14 ≤ V i ≤ 0.24. Mit dem Zusammenhang
δ=γνfρ0/|εif − µ| findet man δ=1.58.
chung der Abhängigkeit physikalischer Größen von der Hybridisierungsstärke dar. Die
numerische Auswertung des Selbstkonsistenzproblems erfolgt völlig analog zur Be-
trachtung der Temperaturabhängigkeit. Auch hier lassen sich durch die Analyse der
numerisch bestimmten Größen 〈P 0i 〉 und ε∗f Aussagen über die niederenergetische Phy-
sik des Anderson-Gitters gewinnen. Die Resultate für ein System mit εif =0.85, νf =6,
µ = 1, W = 2 und T = 10−5 sind in Abbildung 4.13 dargestellt. Abbildung 4.13 (a)
zeigt den Verlauf des Erwartungswerts 〈P 0i 〉 für einen Parameterbereich 0≤V i≤0.7.
Die schwarzen Punkte kennzeichnen dabei das Ergebnis der Flussgleichungsmethode.
Als deutlichstes Merkmal ist ein Verschwinden des Erwartungswerts für den Bereich
V ikrit . 0.15 zu erkennen. Anschaulich entspricht dies dem Übergang zum Kondo-
Grenzfall, welches mit einer Einfachbesetzung der lokalen f -Plätze verbunden ist.
Unterhalb dieses kritischen Wertes für V i ergibt sich keine Lösung mehr, die eine end-
liche Besetzung der lokalen Leerplätze aufweist. Ein ähnliches Verhalten wurde bei der
Temperaturabhängigkeit oberhalb einer kritischen Temperatur diskutiert. Die dortige
Diskussion hinsichtlich der numerischen Ergebnisse für den Bereich mit 〈P 0i 〉=0 lassen
sich direkt auf die aktuelle Betrachtung übertragen. Untersucht man die Abhängigkeit
der renormierten Einteilchenenergie ε∗f , welche für dieses System in Abbildung 4.13 (b)
dargestellt ist, so erkennt man, dass die Kalkulation Lösungen mit ε∗f > µ nur oberhalb
der kritischen Hybridisierungsstärke liefert. Zum Vergleich ist in beiden Diagrammen
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Abbildung 4.15.: (a) Abhängigkeit der Einteilchenenergie ε∗f von der Hybridisierungsstärke
für εif = 0.9 und kleine V
i. Der Exponentialansatz aus Abbildung 4.14 liefert für den
Bereich 0.1≤ V i ≤ 0.21 eine gute Darstellung mit den Parametern α = 1.001, β = 0.364
und γ =0.052 (blaue Linie). (b) Darstellung von kBT ∗=ε∗f − µ als Funktion von 1/J für
den Bereich 0.1≤V i≤0.21. Für den Exponenten ergibt sich δ=1.56.
die V -Abhängigkeit der SBMF-Lösung dargestellt. Qualitativ ergibt sich für diese ein
ähnliches Bild. Für die mittlere Leerplatzbesetzung ist die Flussgleichungslösung deut-
lich gegenüber der SBMF-Lösung abgesenkt. Für ausgewählte Hybridisierungsstärken
wurde diese Tendenz bereits im letzten Abschnitt erörtert. Die Differenz beider Lösun-
gen ist für größere V i annähernd konstant. Die Einteilchenenergie ε∗f ist ebenfalls leicht
gegenüber der SBMF-Lösung abgesenkt. Die Differenz beider Lösungen verschwindet
jedoch für Werte von ε∗f in der Nähe der Bandkante des Leitungselektronenbands.
Die Einteilchenenergie zeigt für große V i zeigt in beiden Zugängen einen annähernd
linearen Verlauf. Für die SBMF-Theorie ist die Abhängigkeit des Erwartungswertes
für kleine V i quantitativ durch den Zusammenhang 〈P 0i 〉 = kBT ∗/νfρ(0)(V i)2 gege-
ben [90]. Aus der Beziehung ε∗f = kBT
∗ + µ lässt sich mit (2.21) eine exponentielle
Abhängigkeit von V i für die Energie des lokalen f -Niveaus ableiten.
Die Untersuchung der Skalierung der Kondo-Temperatur bezüglich der Hybridisie-
rungsstärke ist eine interessante Fragestellung für numerische Verfahren. Betrachtet
man lediglich sehr kleine Systeme, so lässt sich ein Nachweis einer exponentiellen
Abhängigkeit nicht erwarten [119]. Andererseits gelang es in letzter Zeit besonders
im Rahmen der DMFT, einer systematischen Untersuchung dieser Frage nachzuge-
hen. Insbesondere gelingt eine Darstellung dieser Skalierung mit hoher Genauigkeit,
falls die Behandlung des effektiven Modells mittels Numerischer Renormierungsgrup-
pentheorie (NRG) erfolgt. Pruschke et al. [99] finden mittels DMFT+NRG eine ex-
4.4. Eigenschaften der Selbstkonsistenzlösung 91
0 0,05 0,1 0,15 0,2 0,25 0,3
Vi
1
1,05
1,1
1,15
1,2
1,25
εf*
(a)
0 5 10 15
1/J
0,0001
0,001
0,01
0,1
k
B
T*
β exp(-δ/Jνfρ0)
(b)
Abbildung 4.16.: (a) Abhängigkeit der Einteilchenenergie ε∗f von der Hybridisierungsstärke
für εif = 0.95 und kleine V
i. Der Exponentialansatz aus Abbildung 4.14 liefert für den
Bereich 0.06≤ V i≤ 0.15 eine gute Darstellung mit den Parametern α = 1.001, β = 0.211
und γ =0.024 (blaue Linie). (b) Darstellung von kBT ∗=ε∗f − µ als Funktion von 1/J für
den Bereich 0.06≤V i≤0.15. Für den Exponenten ergibt sich δ=1.44.
ponentielle Abhängigkeit mit einem modifizierten Exponenten. Andererseits ist die
Identifizierung einer exponentiellen Skalierung problematisch, falls man den Grenzfall
großer Uf mit QMC als Lösungsmethode für das effektive Störstellenmodell verwen-
det [124, 123]. Die Ursache dafür liegt in der Beschränkung von QMC-Resultaten auf
endliche Temperaturen.
Die Analyse der Skalierung der Kondo-Temperatur im Rahmen der Flussgleichungs-
methode verlangt eine Betrachtung der Abhängigkeit der Einteilchenenergie ε∗f für
kleine Werte von V i. Eine Darstellung der Ergebnisse für verschiedene Systeme wird
in den Abbildungen 4.14 bis 4.16 gezeigt. Die betrachteten Systeme besitzen die Aus-
gangsparameter εif = 0.85, ε
i
f = 0.9 und ε
i
f = 0.95. Für kleinere Werte von ε
i
f konnte
auf Grund der oben diskutierten numerischen Schwierigkeiten keine Lösung erzielt
werden, welche dem Kriterium an die Genauigkeit, die für eine systematische Unter-
suchung nötig ist, gerecht werden konnte. Identifiziert man in Analogie zur Diskussion
zu Abbildung 4.13 das kritische V ikrit mit dem Schnittpunkt der Größe ε
∗
f mit µ, so
findet man für εif = 0.85 ein V
i
krit ' 0.14. Für das System mit εif = 0.9 findet man
V ikrit'0.1 und für εif =0.9 ergibt sich V ikrit'0.06.
Die Einteilchenenergie ε∗f zeigt für kleine V
i in allen betrachteten Systemen einen
exponentiellen Verlauf, der durch die Funktion ε∗f = α + β exp[−γ/(V i)2] darstellbar
ist. Für größere Hybridisierungen ergibt sich eine Abhängigkeit, die näherungsweise
92 4. Flussgleichungen für das Anderson-Gitter
als linear klassifiziert werden kann. Dies lässt sich anschaulich an Hand der Abbildun-
gen 4.14 (a), 4.15 (a) und 4.16 (a) nachvollziehen. Betrachtet man die ermittelten Fit-
Parameter, so erkennt man, dass α in guter Genauigkeit mit dem chemischen Potential
korrespondiert. Für den Parameter β, erhält man Werte, die deutlich unterhalb der
halben Bandbreite von W/2=1 liegen. In dieser Hinsicht ergibt sich eine Abweichung
von dem Resultat (2.3). Die Bandbreite, die in diese Lösung eingeht ist gegenüber der
Bandbreite der Leitungselektronen reduziert. Dieses Resultat ist qualitativ mit der
Reduzierung der Bandbreite in der RG-Theorie für das Störstellen-Anderson-Modell
[1, 41] äquivalent. Eine systematische Untersuchung dieser Abhängigkeit wird in der
vorliegenden Arbeit nicht durchgeführt.
Ein entscheidender Einblick lässt sich aus dem Vergleich der Exponenten der Kondo-
Temperatur des Störstellen-Modells und des Anderson-Gitters gewinnen. Im letzten
Abschnitt wurde die Kondo-Temperatur über den Zusammenhang kBT
∗ = ε∗f − µ
eingeführt. Der Verlauf der ermittelten Abhängigkeit der Einteilchenenergie ε∗f legt
ein exponentielles Verschwinden von T ∗ für kleine V i nahe. Diese Verhalten ist mit
dem Resultat der SBMF-Theorie und der Gutzwiller-Lösung konsistent. Während
jedoch die Kondo-Temperatur der ersteren mit der charakteristischen Temperatur
TK des Störstellen-Modells korrespondiert, lässt sich aus der letzteren eine Erhöhung
gegenüber TK ausmachen. Die systematische Betrachtung von T
∗ aus der Flussglei-
chungslösung kann an Hand der Abbildungen 4.14 (b), 4.15 (b) und 4.16 (b) vollzogen
werden. In diesen Darstellungen werden die numerischen Ergebnisse für T ∗ gezeigt.
Für eine anschauliche Interpretation ist es günstig, von der Definition der effektiven
Kondo-Kopplung, wie sie aus der Schrieffer-Wolff-Transformation abgeleitet werden
kann, Gebrauch zu machen. Diese ist durch J = (V i)2/|εif − µ| gegeben. Mit 2.3 er-
gibt sich für die Darstellung der Kondo-Temperatur des Störstellen-Anderson-Modells
TK = (W/2) exp[−1/Jνfρ0]. Im Gegenzug lässt sich aus den numerischen Resultaten
der Zusammenhang T ∗∼exp[−δ/Jνfρ0] ableiten, wobei der Zusammenhang zwischen
δ und dem Fit-Parameter γ durch den Ausdruck δ=γνfρ0/|εif−µ| gegeben ist. Offen-
sichtlich reproduziert δSIAM = 1 das Resultat für TK. Die Abweichung ist demzufolge
ein Maß für den Unterschied der charakteristischen Temperaturen des Störstellen- und
des Gitter-Modells. Für die betrachteten Systeme mit εif = 0.85, 0.9, 0.95 findet man
jeweils δ = 1.58, 1.56, 1.44. Der Einfluss der Gittereffekte führt insgesamt zu einer
Absenkung der charakteristischen Temperatur, was mit den obigen Betrachtungen
konsistent ist. Die charakteristischen Temperaturen genügen folglich dem Zusammen-
hang ln(TK/T
∗)∼(1− δ)/Jνfρ0. Für die Flussgleichungslösung findet man mit δ≈1.5
für die charakteristischen Temperaturen ln(TK/T
∗) > 0. Dieses Resultat steht im Ge-
gensatz zum Ergebnis von Pruschke et al. [99], welches für ein zweifach entartetes
System bei Halbfüllung ein Verhältnis ln(TK/T
∗) < 0, also eine Erhöhung der cha-
rakteristischen Temperatur des Gitters, liefert. Dieses Resultat wurde bereits weiter
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Abbildung 4.17.: Dispersion der Quasiteilchen für Wellenvektoren zwischen 3π/4 und π für
ein System mit εif =1.42, V
i =0.3, µ=1.9 und νf =6. Das chemische Potential (schwarze
Linie) liegt zwischen den beiden Bändern. Das System beschreibt einen Kondo-Isolator
(siehe Text).
oben diskutiert. Offensichtlich wird in diesem Fall kein Exhaustion beobachtet. Das
vorliegende Resultat entspricht eher dem von Nozières diskutierten Szenario, welches
von einer generellen Reduzierung der Anzahl der abschirmenden Elektronen ausgeht.
4.4.5. Kondo-Isolator
Die elektronische Struktur des Anderson-Gitters ist durch zwei Quasiteilchenbänder
gekennzeichnet, die durch eine indirekte Lücke getrennt sind. Dieses Resultat ist ty-
pisch für Systeme mit einer lokalen Hybridisierung. Die Füllung des Systems ist mit
den Füllungen der c- bzw. f -Elektronen durch ntot = nc + nf gegeben. Wegen der
Entartung der Elektronen entspricht eine Füllung von ntot = νf einem vollständig
besetzten unteren Quasiteilchenband. Diese Situation kennzeichnet einen so genann-
ten Kondo-Isolator. Betrachtet man ein sechsfach entartetes System, so entspricht
die Isolator-Situation einer Füllung von ntot = 6. Das zu dieser Füllung korrespon-
dierende System mit V i = 0 besitzt somit ein chemisches Potential von µ = 1.667.
Abbildung 4.17 zeigt einen mit Hilfe der Flussgleichungsmethode bestimmten Isolator
für ein System mit den Anfangsparametern εif = 1.42, V
i = 0.3 und µ = 1.9. Für den
selbstkonsistent ermittelten Erwartungswert findet man 〈P 0i 〉=0.362 und für den Fix-
punktwert der Energie des lokalen f -Niveaus ε∗f = 2.007. An Hand der Abbildung ist
ersichtlich, dass das chemische Potential zwischen den beiden Bändern liegt. Zwar ist
es mit der Flussgleichungsmethode möglich, für diesen bestimmten Parameterbereich
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Isolator-Verhalten zu reproduzieren. Allerdings gelingt es nicht, für beliebige Para-
meter einen Kondo-Isolator zu beschreiben. Betrachtet man ein Anderson-Gitter mit
vorgegebenen εif und V
i, so lässt sich die Füllung des diagonalisierten Systems durch
die Variation des chemischen Potentials festlegen. Eine Erhöhung der Teilchenzahl ist
durch eine Vergrößerung von µ möglich. Andererseits kann man das chemische Poten-
tial zu einem festen εif nicht beliebig groß machen. Im Wesentlichen zeigt die mittlere
Besetzung der lokalen Leerplätze eine Abhängigkeit gemäß 〈P 0i 〉 ∼ ρ0(V i)2/|εif − µ|.
Eine Erhöhung des chemischen Potentials führt dann anschaulich zu einer Verklei-
nerung des Erwartungswerts. Das Verschwinden von 〈P 0i 〉 ist mit dem Verschwinden
der Bandlücke und dem Zusammenbruch der Selbstkonsistenzlösung verbunden. Ein
solches Szenario stellt die allgemeine Situation dar, obwohl für spezielle Parameterbe-
reiche durchaus Isolatorverhalten gefunden werden kann. In der vorliegenden Arbeit
werden bis auf die eben gezeigte Ausnahme ausschließlich metallische Systeme unter-
sucht. Eine Erweiterung der Rechnungen mit dem Ziel, allgemeines Isolatorverhalten
zu charakterisieren, ist späteren Arbeiten vorbehalten.
4.5. Diskussion und Vergleich mit anderen Verfahren
In den Diskussionen des Abschnitts 4.4 wurde immer wieder auf die Resultate an-
derer Zugänge eingegangen. Ein Vergleich der verschiedenen Methoden erfolgte an
dieser Stelle an Hand konkreter physikalischer Ergebnisse. Die folgenden Ausführun-
gen sind dazu gedacht, einen Zusammenhang zwischen der Flussgleichungsmethode
und anderen Verfahren von einem allgemeineren Standpunkt aus zu beleuchten.
4.5.1. Flussgleichungen für Schwer-Fermion-Systeme
Die Behandlung von SFS mit der Flussgleichungsmethode wurde bereits in einigen
Arbeiten diskutiert. So führte die Behandlung des anisotropen Kondo-Modells unter
Einführung einer Vertexoperator-Darstellung zu einer guten Charakterisierung für den
Übergang von schwacher zu starker Kondo-Kopplung [60]. Diese Betrachtung konn-
te auf ein System mit äußerem Magnetfeld [61] erweitert werden. Weiterhin wurden
Flussgleichungen schon zur Herleitung der RKKY-Wechselwirkung für das Kondo-
Gitter [113] verwendet. Dieses Ergebnis stellt jedoch einen reinen störungstheoreti-
schen Zugang dar. Eine Erweiterung, welche über dieses Resultat hinaus geht, wird von
Sommer [125] diskutiert. Für die vorliegende Arbeit ist die Betrachtung der Ergebnisse
von Kehrein [112] interessant. Dort wird ein Störstellen-Anderson-Modell mit endli-
cher Coulomb-Abstoßung betrachtet. In Analogie zur Schrieffer-Wolff-Transformation
wird eine effektive Kondo-Kopplung generiert, welche sich von dem störungstheoreti-
schen Resultat im Wesentlichen durch die Vermeidung von Singularitäten unterschei-
det. Die Flussgleichungsmethode wurde in diesem Kontext zur Ableitung einer modifi-
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zierten Wechselwirkung verwendet. Der Unterschied zur Störungstheorie resultiert aus
der Renormierung der Einteilchenenergien, welche ihrerseits wieder einen Einfluss auf
die Kondo-Kopplung hat. Das von Kehrein verwendete Trunkierungsschema basiert
auf einer Normalordnung der Operatoren. Diese erfolgt bezüglich des ungestörten,
das heißt bilinearen, Anteils des Hamilton-Operators. Weiter oben wurde schon dis-
kutiert, dass ein solches Schema für das vorliegende Problem nicht verwendet wird.
Einerseits verwehrt die Statistik der f -Elektronen eine einfache Auswertung solcher
Erwartungswerte und andererseits ist für das Anderson-Gitter die Erwartungswertbil-
dung bezüglich des vollen Hamilton-Operators eine wesentliche Zutat zur Ableitung
von Schwer-Fermion-Verhalten.
4.5.2. Flussgleichungen und Slave-Boson-Mean-Field-Theorie
Das Wesen der SBMF-Theorie wurde bereits in Abschnitt 2.2.2 erörtert. Für eine de-
tailliertere Darstellung sei an dieser Stelle nochmals auf die Ausführungen in [90] und
[84] hingewiesen. Die Philosophie dieser Theorie besteht in der Neuformulierung der
Hubbard-Operatoren durch Kombinationen aus Fermi- und Bose-Operatoren, wobei
die letzteren über Hilfsbosonenfelder eingeführt werden. Eine konsequente Entwick-
lung der Zustandssumme nach kleinen 1/νf im Rahmen einer Pfadintegraldarstellung
gestattet eine Sattelpunktsnäherung, welche mit einem effektiven Hamilton-Operator
korrespondiert, in welchem die Bosonenfelder durch ihre Erwartungswerte ersetzt sind.
Um die Betrachtung konsistent zu gestalten, müssen die lokalen Zustände durch die
Formulierung einer Nebenbedingung auf den physikalisch relevanten Teilraum ein-
geschränkt werden. Die Nebenbedingung kann über ein Hilfsfeld, bzw. einen reellen
Lagrange-Multiplikator, in den Hamilton-Operator integriert werden und führt so zur
Renormierung der Energie des lokalen f -Niveaus und der Hybridisierungsstärke. Die
starke Kopplung der f -Elektronen führt also zur Modifikation bestimmter Einteil-
chenenergien. Der resultierende wechselwirkungsfreie Hamilton-Operator kann einfach
diagonalisiert werden. Seine elektronische Struktur ist qualitativ mit den Quasiteil-
chenbändern der Flussgleichungsmethode konsistent.
Betrachtet man den transformierten Hamilton-Operator der Flussgleichungsmethode,
so ist seine Gestalt dem Resultat der SBMF-Theorie sehr ähnlich. Auch hier führt die
Durchführung der Theorie zu einem vollständig entkoppelten System, dessen Einteil-
chenenergien durch Renormierungsbeiträge aus dem Fluss beeinflusst sind. Allerdings
repräsentiert der Hamilton-Operator kein vollständig wechselwirkungsfreies System,
da die Operatoren der f -Elektronen eine komplizierte Statistik besitzen. Anschaulich
erfolgen
”
Diagonalisierung“ und Renormierung in einem Zug. Während allerdings in
der SBMF-Lösung die Lage des renormierten f -Niveaus im strengen Sinne selbstkon-
sistent bestimmt werden muss, erfolgt der Fluss von εf in Abhängigkeit von ` parallel
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zur Diagonalisierung. Dies hat konkrete Auswirkungen auf die anderen Einteilchen-
energien, die selbst Funktionen von εf sind. Eine selbstkonsistente Berechnung erfolgt
lediglich für die verwendeten Erwartungswerte, d. h. 〈P 0i 〉, 〈nckσ〉 und 〈Akσ〉. Sie sind in
der SBMF-Theorie durch einen analytischen Ausdruck darstellbar und somit Funktio-
nen von ε∗f und 〈P 0i 〉. Für die Flussgleichungsmethode kann eine solche Darstellung nur
für die analytische Näherungslösung angeben werden. Für diese wurde in Abschnitt
4.2.7 bereits eine formale Äquivalenz zur SBMF-Lösung erörtert. Die analytische In-
tegration wurde dort unter der Bedingung möglich, dass die Einteilchenenergie εf
sich auf einer kleinen charakteristischen `-Skale renormiert. Für die verallgemeinerte
numerische Lösung bedeutet das, dass hier zusätzliche Fluktuationen berücksichtigt
werden, die in einer gegenseitigen Einflussnahme der Einteilchenenergien und εf be-
gründet sind. Die Klassifizierung nach Fluktuationen bezüglich 1/νf erfolgt also in der
Flussgleichungsmethode nach einer anderen Maßgabe. Für den Hamilton-Operator
lässt durch 1/
√
` eine charakteristische Energieskale einführen, welche die energeti-
schen Übergänge des Systems während des Flusses klassifiziert. Die kontinuierliche
unitäre Transformation basiert allerdings nicht auf der Ausintegration bestimmter
Zustände. Der abgeleitete effektive Hamilton-Operator ist somit ein Operator auf dem
gesamten Fock-Raum und kann demzufolge auch zur Beschreibung von Anregungen
und der Physik bei endlichen Temperaturen verwendet werden. Auf Gemeinsamkei-
ten und Unterschiede beider Zugänge hinsichtlich abgeleiteter physikalischer Größen
wurde bereits in den Ausführungen des Abschnitts 4.4 eingegangen.
4.5.3. Flussgleichungen und PRM
Das Anderson-Gitter im Grenzfall starker Coulomb-Abstoßung wird ebenfalls von
Hübsch und Becker [126] untersucht. Ihre Arbeit basiert auf der so genannten Projektor-
Renormierungsmethode (PRM), welche ursprünglich in [127] eingeführt wurde. Dabei
verfolgen die Autoren ein ähnliches Ziel wie die vorliegende Arbeit, nämlich die Ent-
kopplung der f - und c-Freiheitsgrade durch die sequenzielle Anwendung einer unitären
Transformation. Im Unterschied zur Flussgleichungsmethode von Wegner ist die Ab-
sicht der PRM die Ableitung eines banddiagonalen Hamilton-Operators, welcher nur
noch Übergänge beschreibt, die energetisch kleiner als ein Abschneideparameter λ
sind. Anschaulich werden in jedem Transformationsschritt höherenergetische Pro-
zesse unter der Verwendung von Projektionsoperatoren im Liouville-Raum aus dem
Hamilton-Operator ausintegriert. Diese Vorgehensweise führt zu einer Renormierung
der Einteilchenenergien und resultiert schließlich im Grenzfall λ → 0 in der Ent-
kopplung der f - und c-Elektronen. In diesem Sinne ähnelt die PRM der von G lazek
und Wilson [102, 103] formulierten Methode zur Konstruktion effektiver Hamilton-
Operatoren (vgl. Abschnitt 3.2). Letztere ist jedoch anders als die PRM auf einer
differentiellen Basis formuliert und verwendet zudem weiche Abschneidefunktionen.
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Wie in der vorliegenden Arbeit beschreibt der transformierte Hamilton-Operator bei
Hübsch und Becker ein entkoppeltes System freier Leitungselektronen und dispersi-
ver, aber korrelierter f -Elektronen. Eine weitere Gemeinsamkeit ist die Verwendung
einer äquivalenten Faktorisierungsnäherung, durch welche höhere Wechselwirkungen
entkoppelt werden.
Neben den eben besprochenen Gemeinsamkeiten beider Zugänge, die auf eine ähn-
liche Motivation zurückzuführen sind, existieren eine Reihe wesentlicher Unterschiede
sowohl auf technischer Ebene als auch hinsichtlich der physikalischen Resultate. Die
gerade besprochene Entkopplungsnäherung führt zu einer Abhängigkeit der Ergeb-
nisse von Erwartungswerten, welche in [126] auf andere Weise als in der vorliegenden
Arbeit ausgewertet werden. Dieser Unterschied betrifft im Wesentlichen die Ergebnisse
aus Abschnitt 4.2.6, in welchem die Bildung von Erwartungswerten für das Untersys-
tem der korrelierten f -Freiheitsgrade mittels einer Mean-Field -Näherung abgeleitet
wurde. Ein weiterer wichtiger Unterschied beider Rechnungen ist die unterschiedliche
Behandlung der Korrekturen der Ordnung 1/νf . In der vorliegenden Arbeit wurde
der Einfluss solcher Beiträge unter der Annahme großer Entartung vernachlässigt.
Hübsch und Becker schließen diese Prozesse explizit in ihre Rechnungen mit ein. Der
Schwerpunkt ihrer Betrachtungen richtet sich anders als hier auf eine analytische
Lösung, welche unter anderem auf der Näherung einer konstanten Einteilchenenergie
εf basiert. Diese Näherung wurde ebenfalls zur Ableitung einer Näherungslösung für
das Differentialgleichungssystem in Abschnit 4.2.7 verwendet. Die analytsiche Lösung
der PRM führt auf Resultate, welche qualitativ gut mit den Ergebnissen der SBMF-
Theorie übereinstimmen. Der Einschluss von Korrekturen mit 1/νf führt für kleine
Entartungen zu signifikanten quantitativen Unterschieden im Vergleich zum SBMF-
Ergebnis.
Ein wichtiger Unterschied zwischen der Flussgleichungsmethode und der PRM betrifft
den Verlauf der Einteilchenenergien während des Flusses. Erstere ist auf einer diffe-
rentiellen Basis definiert, was zur Folge hat, dass sämtliche Einteilchenenergien stetige
Funktionen vom Flussparameter ` sind. Die spezielle Abhängigkeit der Energien von
der Hybridisierungsstärke führt zu einem Verschwinden ihrer Differentiale und somit
zu einer Konvergenz aller Einteilchenenergien im Grenzfall ` →∞. Diese Eigenschaf-
ten wurden bereits an Hand einer formalen Betrachtung der Flussgleichungen für das
Anderson-Gitter erörtert. In der PRM stellen die Einteilchenenergien Funktionen einer
Abschneideenergie λ von der Größenordnung 1/
√
` dar. Eine Entkopplung des Systems
erfolgt also im Grenzfall λ → 0. Für den Verlauf von λ ergibt sich durch die sequenzi-
elle Anwendung der unitären Transformation eine kleine Schrittweite ∆λ. Allerdings
wird der Grenzübergang ∆λ → 0 in [126] formal nicht vollzogen, da die Einteilchen-
energien keinem stetigen Verlauf bezüglich λ folgen. Die Abhängigkeit der Energien
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wird deshalb auf der Basis von Differenzengleichungen formuliert. Für die Einteil-
chenenergien der Leitungselektronen finden Hübsch und Becker im Anderson-Gitter
eine stufenförmige Abhängigkeit von λ. Die Energie εf erfährt im Unterschied dazu
in jeder Sequenz einen Renormierungsbeitrag. Für die Hybridisierungsstärke wird in
der PRM keine Differenzengleichung formuliert, da sich der Hybridisierungsanteil des
Hamilton-Operators durch die Anwendung der Projektionsoperatoren transformiert.
Die Durchführung einer unitären Transformation in der PRM verlangt in jedem Renor-
mierungsschritt die Aufsummation einer unendlichen Reihe. In der hier verwendeten
Flussgleichungsmethode erfolgt eine solche Aufsummation durch die Integration der
Flussgleichungen. Dieser Umstand lässt sich besonders anschaulich an Hand des un-
korrelierten Anderson-Gitters verstehen und wurde bereits in Abschnitt 4.1 diskutiert.
Ähnlich wie in der vorliegenden Arbeit kann in der PRM eine Näherungslösung für
den Fall einer konstanten Einteilchenenergie εf abgeleitet werden. Die Differenzenglei-
chungen für die Energien der Leitungselektronen εk gewähren dann eine analytische
Lösung, da für jeden Wellenvektor k jeweils nur ein Renormierungsbeitrag erfolgt.
Die analytische Lösung hat eine ähnliche Struktur wie in Abschnitt 4.2.7, enthält
jedoch zusätzlich noch Beiträge mit 1/νf . Die Lösung ist auch hier durch zwei Quasi-
teilchenbänder gekennzeichnet, die durch eine Anregungslücke voneinander getrennt
sind. Die abgeleiteten Gleichungen beschreiben ein Selbstkonsistenzproblem, welches
in [126] numerisch gelöst und mit den Resultaten der SBMF-Theorie verglichen wird.
Dabei ermittelten Hübsch und Becker die notwendigen Erwartungswerte durch eine
Variation der freien Energie. Das in der PRM abgeleitete Selbstkonsistenzproblem
liefert eine Lösung für Systeme mit νf ≥ 7. Eine solche Beschränkung konnte in der
Flussgleichungsmethode weder für die analytische noch für die numerische Lösung
gefunden werden. Mittels des hier verwendeten Zugangs findet man prinzipiell auch
Lösungen für Systeme mit νf = 2. Ihr Charakter jedoch als Extrapolation zu verste-
hen, da Prozessen mit 1/νf vernachlässigt wurden.
Hübsch und Becker konzentrieren sich haupsächlich auf eine analytische Beschrei-
bung des Anderson-Gitters. Mit der Motivation, die Qualität der analytischen Nähe-
rungslösung zu untersuchen, betrachten sie ebenfalls eine allgemeinere Lösung durch
die numerische Integration der Differenzengleichungen. Dabei verwenden sie für die
Erwartungswerte als Näherung die Resultate der analytischen Lösung. Die Ergebnisse
in [126] korrespondieren qualitativ gut mit den analytischen Resultaten, zeigen aber
Oszillationen in einem bestimmten Wellenzahlbereich. Die Ursache dieser Abweichun-
gen der Quasiteilchenbänder von einem stetigen Verlauf wird von den Autoren in der
hohen Sensitivität der Differenzengleichungen bezüglich der Erwartungswerte gesehen.
Die numerische Behandlung der Differentialgleichungen schließt in der vorliegenden
Arbeit eine selbstkonsistente Bestimmung der Erwartungswerte (vgl. Abschnitt 4.2.5)
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ein. Das Ergebnis für die Einteilchenenergien des transformierten Hamilton-Operators
wird durch Auskonvergieren des in Abbildung 4.4 veranschaulichten Zyklus’ abgelei-
tet. Die numerischen Resultate der Flussgleichungsmethode führen auf zwei stetige
Quasiteilchenbänder, was mit den Ergebnissen anderer Zugänge konform ist. Dieses
Resultat wird in jedem Zyklus zur Berechnung der Erwartungswerte benutzt und
gewährt eine gute Konvergenz in einem weiten Parameterbereich1.
4.5.4. Zusammenhang mit anderen analytischen und numerischen
Resultaten
Neben den besprochenen Methoden gibt es eine Reihe anderer Zugänge zur Beschrei-
bung der statischen elektronischen Eigenschaften im Anderson-Gitter. Die Lösungen
mittels Gutzwiller-Variationsansatz und einer Hilfsbosonendarstellung für endliche Uf
wurden bereits in Abschnitt 2.2.2 vorgestellt. Auch hier wird ein effektiver Hamilton-
Operator konstruiert, der die niederenergetische Physik des Anderson-Gitters auf der
Basis zweier Quasiteilchenbänder beschreibt, welche energetisch durch eine Lücke ge-
trennt sind. Ein bemerkenswertes Ergebnis stellt dabei die Erhöhung der Kondo-
Temperatur gegenüber der des Störstellen-Modells dar. Weiterhin lässt sich für νf =2
eine magnetische Suszeptibilität ableiten, deren Vorzeichen immer negativ ist [93].
Dieses Ergebnis legt die Instabilität der paramagnetischen Phase gegenüber einer ma-
gnetischen Ordnung nahe. Eine Analyse einer charakteristischen Temperatur für die
Flussgleichungslösung und die Diskussion ihres Zusammenhangs mit der Gutzwiller-
Lösung wird im nächsten Abschnitt erfolgen.
Die Untersuchung der elektronischen Eigenschaften des Anderson-Gitters wurde eben-
falls mit einer Reihe numerischer Zugänge durchgeführt. Gröber und Eder [118] stu-
dieren ein eindimensionales System mit endlichem Uf mittels einer Quanten-Monte-
Carlo-Rechnung (QMC). Die Betrachtung erfolgt für den symmetrischen Fall, d. h.
|ε− µ|=Uf/2. Die Quasiteilchendispersionen können innerhalb dieses Zugangs durch
die Maxima der Spektralfunktionen ermittelt werden. Die beiden Anregungsbänder
sind auch hier durch eine Lücke getrennt. Daneben wird die Existenz zusätzlicher An-
regungen gesehen, die im Rahmen der Flussgleichungsmethode nicht auftreten. Eine
numerische Betrachtung im Rahmen einer Lanczos-Diagonalisierung wurde ebenfalls
für ein symmetrisches Anderson-Gitter durchgeführt [119]. Der Nachteil dieser Rech-
nung ist allerdings die Beschränkung auf Cluster mit lediglich 6 Gitterplätzen. Neben
der Bandstruktur, die qualitativ der Flussgleichungslösung entspricht, wird ebenfalls
ein scharfer Wechsel zwischen f - und c-artigen Anregungen festgestellt. Im Unter-
schied dazu interpretieren die Autoren die schweren Quasiteilchen als Linearkombi-
1Eine ausführliche Betrachtung der Konvergenz des Selbstkonsistenzzyklus für verschiedene Para-
meterbereiche erfolgt weiter unten in Abschnitt 4.4.
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nationen aus Lochzuständen und Spinwellenanregungen, eine Deutung, welche durch
die Vernachlässigung von Spinwechselwirkungen im Rahmen der Flussgleichungsme-
thode nicht bestätigt werden kann. Ein interessantes Merkmal in der elektronischen
Struktur eines symmetrischen Anderson-Gitters wird von Tahvildar-Zadeh et al. [123]
im Rahmen einer DMFT+QMC-Studie diskutiert. Neben dem Auftreten der bekann-
ten Quasiteilchenbänder wird eine Dispersion der Kondo-Resonanz beobachtet. Diese
führt zur Ausprägung eines relativ flachen Bandes mit f -Charakter knapp oberhalb
der Fermi-Kante. Dieses wird mit dem Band eines effektiven Hubbard-Modells für
die Kondo-Abschirmwolken assoziiert, welches von Nozierères [82] im Rahmen des
Exhaustion-Problems diskutiert wurde. Eine solches Band kann durch die Flussglei-
chungslösung nicht reproduziert werden. Weitere Arbeiten von Tahvildar-Zadeh, die
auf DMFT+QMC-Rechnungen basieren, wurden bereits in der Diskussion des Ex-
haustion-Szenarios in Abschnitt 4.4.3 diskutiert.
4.5.5. Dimensionalit ät: Fermi- vs. Luttinger-Flüssigkeit
In den einleitenden Darstellungen in Kapitel 2 wurde bereits aus experimentellen
Motivationen eine Charakterisierung von Fermi-Flüssigkeitsverhalten diskutiert. Die-
se Qualifizierung erfolgte unter Betrachtung der Temperaturabhängigkeit wichtiger
Messgrößen, wie zum Beispiel der spezifischen Wärme oder des elektrischen Wider-
stands. Neben Fermi- wird in vielen Substanzen auch Nicht-Fermi-Flüssigkeitsverhal-
ten diagnostiziert, welches durch signifikante Abweichungen vom beschriebenen Tem-
peraturverhalten ausgezeichnet ist. Innerhalb einer theoretischen Beschreibung von
SFS kann Fermi-Flüssigkeitsverhalten2 sowohl auf der Basis einer phänomenologischen
als auch mikroskopischen Herangehensweise erörtert werden. Landaus ursprüngliche
Darstellung geht von einer
”
Eins-Zu-Eins-Abbildung“ der elementaren Anregungen
eines Systems wechselwirkender Fermionen auf das System ohne Wechselwirkung aus.
Eine mikroskopische Beschreibung von Fermi-Flüssigkeitsverhalten für das Anderson-
Gitter wurde von Yip [129] formuliert. In diesem Zusammenhang sind die Arbeiten
von Heidbrink [108, 109] erwähnenswert, welche eine Darstellung der Landauschen
”
Eins-Zu-Eins-Abbildung“ für ein eindimensionales System mit Hilfe der Flussglei-
chungsmethode formulieren.
Das Versagen einer konsistenten Beschreibung vieler eindimensionaler Systeme wech-
selwirkender Fermionen durch die Fermi-Flüssigkeitstheorie ist eine anerkannte Tatsa-
che (vgl. z. B. [128]) und ist mit dem Fehlen einer echten Fermi-Fläche assoziiert. Die
Fermi-Fläche reduziert sich in einer Dimension auf zwei Punkte. Als Resultat lassen
sich die Anregungen besser unter dem Aspekt einer bosonischen Beschreibung verste-
2Für detailliertere Ausführungen zum Verständnis der Fermi-Flüssigkeitstheorie sei an dieser Stelle
auf die Darstellungen in [9] und [128] hingewiesen.
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hen. Eine solche Darstellung gewährt den Zugang zu einer neuen Klasse von Systemen,
die unter dem Namen Luttinger-Flüssigkeiten bekannt sind [130]. Für das eindimen-
sionale Kondo-Gitter wird eine solche Klassifizierung insbesondere durch die Möglich-
keit einer Lösung mittels Bosonisierung [131] nahegelegt. Tatsächlich zeigen numeri-
sche Arbeiten Luttinger-Flüssigkeitsverhalten für dieses System [132, 133]. Andererseit
existieren auch numerische Rechnungen, die für dieses System Fermi-Flüssigkeitsver-
halten beschreiben [134]. An diesem Beispiel wird klar, dass es oft schwierig ist, das
erwartete Luttinger-Flüssigkeitsverhalten durch numerische Rechnungen zu beschrei-
ben. Für das eindimensionale Anderson-Gitter wurde bisher noch keine Charakterisie-
rung als Luttinger-Flüssigkeit gefunden. Andererseits finden Gröber und Eder [118] für
ein eindimensionales System durch QMC-Rechnungen ein Verhalten, welches Ähnlich-
keit zu einer Fermi-Flüssigkeit zeigt. Als wesentliches Kriterium wird in der genannten
Arbeit der Verlauf der wellenzahlabhängigen Elektronenbesetzungszahlen untersucht.
Wegen der Beschränkung der QMC-Methode auf endliche Temperature ist jedoch
nicht klar, ob eine solche Rechnung das Tieftemperaturverhalten korrekt beschreiben
kann. Eine systematische Untersuchung von Luttinger-Flüssigkeitsverhalten wird in
der vorliegenden Arbeit nicht vorgenommen. Auf Grund der einfachen Molekularfeld-
Entkopplung und der damit verbundenen Ähnlichkeit zur SBMF-Theorie, kann man
eine Charakterisierung von Luttinger-Flüssigkeitsverhalten im Rahmen des hier ver-
wendeten Zugangs nicht erwarten. Eine solche würde insbesondere die Berücksich-
tigung bosonischer Anregungen erfordern, welche in dieser Arbeit nicht betrachtet
wurden.
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Im vorliegenden Kapitel wurde die Flussgleichungsmethode für das Anderson-Gitter
erörtert. Dabei wurde ein System mit einer unendlich großen Coulomb-Abstoßung
auf den lokalen f -Plätzen untersucht. Dieses System lässt sich durch einen Hamilton-
Operator darstellen, welcher durch die Verwendung von Hubbard-Operatoren lokale
Doppelbesetzungen explizit ausschließt. Ein solches Modell wurde ebenfalls im Rah-
men der SBMF-Theorie untersucht. Ihre Ergebnisse bilden daher immer eine gute
Vergleichsmöglichkeit für die Resultate des hier verwendeten Zugangs. Die Philo-
sophie der Flussgleichungsmethode besteht im Wesentlichen in der Elimination des
Hybridisierungsterms zwischen f - und c-Elektronen mit Hilfe einer kontinuierlichen
unitären Transformation. Diese geht über die störungstheoretische Beschreibung, wie
sie zum Beispiel durch eine Schrieffer-Wolff-Transformation erfolgt, hinaus. Durch
die Integration der Flussgleichungen werden anschaulich Prozesse bis zu einer belie-
bigen Ordnung aufsummiert. Dieser Umstand lässt sich besonders anschaulich an ei-
nem unkorrelierten System zeigen. Die konsistente Beschreibung des Anderson-Gitters
durch Flussgleichungen ist ein neuer Zugang zum Verständnis von Schwer-Fermion-
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Verhalten. Bisherige Arbeiten zur Untersuchung von SFS mittels Flussgleichungen
beschränken sich entweder auf Störstellen-Modelle (vgl. zum Beispiel [112, 60]) oder
auf eine störungstheoretische Beschreibung [113]. Ein weiterer Umstand, welcher den
hier gezeigten Zugang gegenüber bisherigen Flussgleichungsrechnungen auszeichnet,
ist die Verwendung einer Faktorisierungsnäherung, bei welcher die Erwartungswerte
mit dem vollen Hamilton-Operator gebildet werden. Für die abgeleiteten Flussglei-
chungen wurde in Abschnitt 4.2.7 eine Näherung gefunden, welche eine exakte Inte-
gration gestattet. Diese Näherung basierte auf der Annahme, dass die Energie des
lokalen f -Niveaus sich auf einer sehr kleinen Energieskale renormiert. Die Ergebnisse
für die Einteilchenenergien, die im Rahmen dieser Näherung abgeleitet wurden, sind
formal mit den Resultaten aus der SBMF-Theorie äquivalent.
Die allgemeine Lösung der Flussgleichungen erfolgte numerisch. Die aus der Faktori-
sierungsnäherung resultierenden Erwartungswerte konnten durch die Formulierung ei-
ner Operatortransformation innerhalb der Flussgleichungsmethode abgeleitet werden.
Das daraus resultierende Selbstkonsistenzproblem wurde zunächst für ein spezielles
System gelöst. Die numerische Umsetzung erfolgte dabei unter der Annahme eines
konstanten chemischen Potentials.
Die Betrachtungen wurden ausschließlich für ein System mit einer lokalen Hybridi-
sierung, das heißt V ik = V
i, durchgeführt. Für ein solches System ist aus anderen
Zugängen eine elektronische Struktur zu erwarten, die durch das Auftreten zweier
Quasiteilchenbänder gekennzeichnet ist, welche durch eine indirekte Anregungslücke
getrennt sind. Eine solche Struktur konnte gut durch die Resultate der Flussglei-
chungsmethode bestätigt werden. Dabei konnte im Unterschied zur SBMF-Theorie
eine strenge Klassifizierung nach f -und c-artigen Anregungen vorgenommen werden.
Die abgeleiteten Ergebnisse bezogen sich ausschließlich auf Systeme mit der Entartung
νf =6, was für teilweise besetzte 4f -Orbitale realistisch ist, falls man Kristallfeldeffek-
te vernachlässigt. Des Weiteren wurde lediglich der eindimensionale Fall betrachtet.
Im Allgemeinen ist die Verwendung der Flussgleichungsmethode nicht auf den eindi-
mensionalen Fall beschränkt, die Auswertung des Selbstkonsistenzproblems erfordert
in höheren Dimensionen einen größeren numerischen Aufwand. Daneben wurde das
Modell ausschließlich in seiner paramagnetischen Phase betrachtet. Die Betrachtung
effektiver magnetischer Wechselwirkungen wurde nicht vorgenommen.
Obwohl die Resultate der Flussgleichungsmethode qualitativ eine ähnliche elektro-
nische Struktur beschreiben, ergeben sich im Detail Unterschiede zur SBMF-Lösung.
Eine wichtige Unterscheidung betrifft die Form der Quasiteilchenbänder. Besonders
das obere Band der Flussgleichungslösung zeigt eine deutliche Abflachung im Vergleich
zu SBMF-Theorie. Dieser Umstand führt anschaulich zu einer starken Erhöhung der
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Quasiteilchenzustandsdichte, worauf im nächsten Kapitel näher eingegangen wird.
Daneben zeigt die Flussgleichungslösung für sämtliche untersuchte Parameterberei-
che eine deutliche Tendenz zum integral-valenten Verhalten, was sich durch kleinere
Besetzungen der lokalen Leerplätze und ein kleinere ε∗f ausdrückt. Eine allgemeine
Unterscheidung zwischen einer gemischt valenten und einer integral-valenten Situa-
tion ist mit den bekannten Abhängigkeiten anderer Zugänge konsistent. So findet
man den Übergang zu einem System mit einfach besetzten f -Plätzen für den Fall
ρ0(V
i)2/|εif−µ|  1. Obwohl beide Zugänge formal mit der Näherung arbeiten, welche
Prozesse der Ordnung 1/νf vernachlässigt, lassen sich die unterschiedlichen Ergebnis-
se durch die verschiedene Vorgehensweise rechtfertigen. Innerhalb der SBMF-Theorie
wird zum Beispiel die Einteilchenenergie ε∗f aus der selbstkonsistenten Berechnung
eines Mean-Field -Parameters abgeleitet. In der Flussgleichungsmethode trägt diese
Größe eine `-Abhängigkeit und wird während des gesamten Flusses durch lokale Pro-
zesse renormiert. Eine formale Äquivalenz zwischen beiden Zugängen ergibt sich erst
dann, wenn diese Renormierung auf einer sehr kleinen Energieskale erfolgt, so dass εf
näherungsweise durch den entsprechenden Fixpunktwert ε∗f ersetzt werden kann.
Die Temperaturabhängigkeit beider Lösungen besitzt qualitativ ein ähnliches Erschei-
nungsbild. Beiden Zugängen ist gemein, dass der Erwartungswert 〈P 0i 〉 bei einer end-
lichen Temperatur verschwindet. Während dieser Punkt für die SBMF-Theorie je-
doch formal mit einer Entkopplung der f - und c-Freiheitsgrade einhergeht, gewährt
die Flussgleichungslösung prinzipiell auch Lösungen oberhalb dieser kritischen Tem-
peratur. Andererseits ist eine Situation mit 〈P 0i 〉 = 0 numerisch nicht hinreichend
gut beschreibbar, weshalb die entsprechenden Lösungen als inkonsistent klassifiziert
wurden. Die kritische Temperatur ist in beiden Zugängen von der Größenordnung
der Kondo-Temperatur T ∗ und kann innerhalb der SMBF-Lösung für kleine Wer-
te mit der Kondo-Temperatur des Störstellen-Anderson-Modells TK identifiziert wer-
den. Eine gute Charakterisierung kleiner Kondo-Temperaturen kann durch die Dar-
stellung T ∗ = ε∗f − µ erfolgen [90]. Anschaulich ist diese also durch die Lage des
Fixpunktwertes der Energie des lokalen f -Niveaus relativ zum chemischen Poten-
tial bestimmt. Mit dieser Definition ist es möglich, die Kondo-Temperatur für das
Anderson-Gitter für einen weiten Parameterbereich zu berechnen. Vergleicht man die
Ergebnisse aus der Flussgleichungsmethode und der SBMF-Theorie, so bemerkt man
eine signifikante Absenkung für das Flussgleichungsresultat. Dieser Effekt ist mit dem
von Nozières diskutieren Exhaustion-Szenario konsistent [81, 82]. Ein entsrechendes
Verhalten wurde in letzter Zeit von einer Reihe von Autoren für ein Anderson-Gitter
mit νf = 2 untersucht. Während das hier abgeleitete Verhalten qualitativ mit den
Überlegungen von Nozières [82] und den DMFT+IPT-Rechnungen von Vidhyadhira-
ja [122] konsistent ist, zeigen Betrachtungen mittels DMFT+NRG von Pruschke [99]
und DMFT+QMC-Rechnungen von Tahvildar-Zadeh [123, 124] Exhaustion nur für
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Bandfüllungen nc . 0.8. Eine Abhängigkeit der Kondo-Temperatur von der Füllung
des Leitungsbands konnte mit der Flussgleichungsmethode nur qualitativ angegeben
werden. Sie zeigt tendenziell ein Verhalten, das mit den Ergebnissen von Vidhyad-
hiraja vergleichbar ist. Betrachtet man den Gültigkeitsbereich der angesprochenen
Methoden, so erweist sich die Flussgleichungsmethode als sehr flexibel. Während die
DMFT+QMC-Rechnungen auf endliche Temperaturen beschränkt sind, lassen sich
mittels DMFT+IPT nur Systeme mit verhältnismäßig kleinen Uf beschreiben. Beide
Einschränkungen treffen für die Flussgleichungsmethode nicht zu. Die DMFT+NRG-
Rechnung wird von den Autoren nur für den Grenzfall T = 0 durchgeführt. Eine
Erweiterung auf endliche Temperaturen ist prinzipiell zwar möglich, wird jedoch als
sehr aufwendig beschrieben. Wie in der Diskussion der Selbstkonsistenzlösung erörtert
wurde, liefert die Flussgleichungsmethode auch für endliche Temperaturen konsistente
Lösungen, solange sich das System unterhalb der kritischen Temperatur befindet, bei
welcher der Erwartungswert 〈P 0i 〉 verschwindet.
Eine weitere interessante Eigenschaft, welche mit der Flussgleichungsmethode unter-
sucht wurde, ist die Abhängigkeit der Kondo-Temperatur von der Hybridisierungs-
stärke. Innerhalb der SBMF-Theorie und der Gutzwiller-Lösung lässt sich ein ex-
ponentielles Verschwinden von T ∗ mit kleiner werdender Hybridisierung ableiten.
Im Rahmen der Flussgleichungsmethode konnte die Untersuchung eines solchen Zu-
sammenhangs nur numerisch erfolgen. Als Ergebnis wurde eine Abhängigkeit gemäß
T ∗ ∼ exp[−δ/Jνfρ0] gefunden werden, wobei mit J = (V i)2/|εif − µ| die Kondo-
Kopplung definiert ist. Für den Exponenten findet man δ≈1.5, was mit dem diskutier-
ten Exhaustion-Szenario konsistent ist, wenn man beachtet, dass für das Störstellen-
Anderson-Modell δ = 1 gilt.
5. Berechnung dynamischer Gr ößen für das
Anderson-Gitter
Korrelationsfunktionen oder Green-Funktionen [135, 136] sind ein verbreitetes Werk-
zeug zur theoretischen Beschreibung physikalischer Systeme. Ihre Verwendung ge-
stattet die Untersuchung dynamischer Anregungen. Die Betrachtung so genannter
Einteilchen-Korrelationsfunktionen bietet einen anschaulichen Zugang zum Quasiteil-
chenkonzept. Das Energiespektrum der elementaren Anregungen ist in diesem Zu-
sammenhang durch die Pole der Green-Funktionen bestimmt. Andererseits gestattet
die Analyse von Mehrteilchen-Green-Funktionen einen direkten Zugang zu wichtigen,
experimentell messbaren Größen, wie zum Beispiel der dynamischen magnetischen
Suszeptibilität.
Im vorangegangenen Kaptitel wurden mit Hilfe der Flussgleichungsmethode statische
Größen, wie die Dispersionsrelationen der Quasiteilchen, berechnet. Die aus diesem
Zugang gewonnenen Ergebnisse lassen sich für die Kalkulation dynamischer Anregun-
gen nutzen. Der Zusammenhang ergibt sich aus der in Abschnitt 3.3 beschriebenen
Möglichkeit für eine Darstellung von Korrelationsfunktionen im Rahmen des Kon-
zeptes der kontinuierlichen unitären Transformationen. Als wesentliche Eigenschaft
wurde dabei die Invarianz der Green-Funktionen unter der Anwendung einer unitären
Transformation ausgenutzt. Die Dynamik der Operatoren kann mit Hilfe des effektiven
Hamilton-Operators H∗ berechnet werden [59], falls man die Operatoren selbst einer
unitären Transformation unterwirft. Für das Anderson-Gitter wurde diese Transfor-
mation in Abschnitt 4.2.4 ausführlich erörtert und kann hier als Basis für die weiteren
Kalkulationen dienen. Der Nutzen der Verwendung von Green-Funktionen trat ebenso
bei der Berechnung von statischen Erwartungswerten in Abschnitt 4.2.6 hervor.
Das folgende Kapitel wird sich mit der Berechnung von Korrelationsfunktionen für
das Anderson-Gitter im Rahmen der Flussgleichungsmethode beschäftigen. Zunächst
wird sich die Betrachtung auf die Kalkulation von Einteilchen-Korrelationsfunktionen
konzentrieren. Anschließend wird die Darstellung einer Zweiteilchen-Green-Funktion,
der dynamischen magnetischen Suszeptibilität, erörtert.
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5.1. Einteilchen-Korrelationsfunktionen
Eine allgemeine Darstellung für die Bewegungsgleichung von Green-Funktionen wurde
bereits in Abschnitt 4.2.6 abgeleitet. Sie ist durch den Zusammenhang
ω〈〈A; B〉〉(ω) = 〈
[
A, B
]
±〉+ 〈〈
[
A, H
]
; B〉〉(ω) (5.1)
gegeben, wobei A und B zwei beliebige Operatoren repräsentieren. Die Kommuta-
torbildung im ersten Term auf der rechten Seite kann mit Bezug auf die Statis-
tik der betrachteten Teilchen erfolgen, so dass man zwischen Kommutator- bzw.
Antikommutator-Green-Funktionen unterscheidet. In Abhängigkeit von ihren Rand-
bedingungen wird die Korrelationsfunktion als retardiert, avanciert oder kausal be-
zeichnet, wobei der physikalische Informationsgehalt aller drei Funktionen äquivalent
ist. In Systemen mit Wechselwirkung wird der Kommutator im zweiten Term auf der
rechten Seite zur Generierung höherer Green-Funktionen führen. In Abschnitt 4.2.6
erwies sich in diesem Zusammenhang eine Entkopplungsnäherung als günstig, welche
analog zur Trunkierung des Hamilton-Operators erfolgte.
Offensichtlich ist eine Green-Funktion invariant unter einer unitären Transformation.
Das bedeutet, dass sowohl die Erwartungswertbildung in (5.1) als auch die Dynamik
der Operatoren bezüglich des transformierten Hamilton-Operators H∗ erfolgen kann,
falls man gleichzeitig die transformierten Operatoren A∗ bzw. B∗ verwendet. Die Be-
rechnung der Korrelationsfunktion erleichtert sich durch diesen Schritt erheblich, da
der Hamilton-Operator H∗ im Allgemeinen eine einfache Struktur besitzt. Natürlich
ist diese Vorgehensweise Näherungen unterworfen, die vorrangig aus der Entkopplung
des Hamilton-Operators und der Operatoren resultieren. Die kontinuierliche unitäre
Transformation der Operatoren für das Anderson-Gitter wurde bereits in Abschnitt
4.2.4 diskutiert. Dort wurde die Darstellung
ckσ(`) = αk(`)ckσ + βk(`)f̂kσ und f̂kσ(`) = −〈P 0i 〉βk(`)ckσ + αk(`)f̂kσ (5.2)
abgeleitet. Die Koeffizienten sind durch die Integration der Differentialgleichung (4.53)
unter Beachtung der Randbedingungen αk(` = 0) = 1 und βk(` = 0) = 0 gege-
ben. Als Ausdruck der Unitarität der Transformation wurde der Zusammenhang
α2k + 〈P 0i 〉β2k =1 gefunden. Die Berechnung der Gewichtsfaktoren stellte einen wichti-
gen Schritt zur Behandlung des Selbstkonsistenzproblems dar. Ihre Kenntnis kann an
dieser Stelle vorausgesetzt werden. Für ein konkretes System ist das Ergebnis für α∗k
und β∗k in Abbildung 4.6 dargestellt.
Die Dynamik der Operatoren ist durch den Fixpunkt-Hamilton-Operator H∗ be-
stimmt. Für das Anderson-Gitter wurde dieser im Rahmen der Flussgleichungsme-
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thode in Kapitel 4 abgeleitet und hat die einfache Form:
H∗PAM =
∑
kσ
ε∗k c
†
kσckσ +
∑
kσ
(ε∗f + ∆
∗
k) f̂
†
kσf̂kσ . (5.3)
Die Einteilchenenergien konnten für einen weiten Parameterbereich berechnet werden.
Daneben wurde in Abschnitt 4.2.6 erläutert, wie sich Korrelationsfunktionen bezüglich
der Hubbard-Operatoren formulieren lassen. Mit diesen Voraussetzungen lassen sich
Korrelationsfunktionen ohne weiteren Aufwand berechnen.
Als Einteilchen-Korrelationsfunktionen sollen in Anlehnung an die Klassifizierung von
Einteilchenwechselwirkungen Green-Funktionen der Gestalt (5.1) bezeichnet werden,
falls die Operatoren A und B jeweils Erzeugungs- oder Vernichtungsoperatoren im
Fock-Raum sind. Dies gilt offensichtlich für die Operatoren der Leitungselektronen c†kσ
und ckσ. Durch die Kalkulation der entsprechenden Green-Funktion für das Anderson-
Gitter lassen sich Aussagen über das Spektrum der Quasiteilchen gewinnen. Wenn
man die Invarianz bezüglich unitärer Transformationen ausnutzt, gelangt man zu der
Darstellung:
〈〈ckσ; c
†
kσ〉〉(ω) =
∗〈〈c∗kσ; c
∗†
kσ〉〉
∗(ω)
= (α∗k)
2 ∗〈〈ckσ; c
†
kσ〉〉
∗(ω) + (β∗k)
2 ∗〈〈f̂kσ; f̂
†
kσ〉〉
∗(ω)
=
(α∗k)
2
ω − ε∗k
+
〈P 0i 〉(β∗k)2
ω − (ε∗f + 〈P 0i 〉∆k)
. (5.4)
im letzten Schritt wurde von der Beziehung (4.64) aus Abschnitt 4.2.6 Gebrauch ge-
macht. Von dieser allgemeinen Darstellung gelangt man unter Beachtung der entspre-
chenden Randbedingung durch die Ersetzung ω → ω + iδ mit δ > 0 zur retardierten
und durch ω → ω − iδ zur avancierten Green-Funktion. Die komplexwertige Korre-
lationsfunktion lässt sich ganz allgemein in ihren Imaginär- und Realteil aufspalten,
wenn man die gebräuchliche Dirac-Identität
1
ω − ω0 ± iδ
= P 1
ω − ω0
∓ iπ δ(ω − ω0) (5.5)
verwendet. Hier bezeichnet P den Cauchyschen Hauptwert. Die Pole der Green-
Funktion (5.4) entsprechen ganz offensichtlich den Quasiteilchenenergien aus Kapitel
4, was die Äquivalenz beider Beschreibungen zeigt.
Eine wichtige Größe, die sich aus dem Imaginärteil der Korrelationsfunktion ableiten
lässt, ist die Zustandsdichte der Leitungselektronen, welche anschaulich die Anzahl
der Leitungselektronenzustände pro Energieintervall beschreibt. Mit (5.4) findet man
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leicht:
ρc(ω) = −
1
πN
∑
k
Im 〈〈ckσ; c
†
kσ〉〉(ω + iδ)
=
1
N
∑
k
[
(α∗k)
2 δ
(
ω − ε∗k
)
+
(
1− (α∗k)2
)
δ
(
ω − (ε∗f + 〈P 0i 〉∆∗k)
)]
. (5.6)
Analoge Überlegungen führen auf eine Darstellung der Zustandsdichte für die f -
Elektronen. Unter Verwendung der Operatortransformation findet man:
ρf (ω) =
〈P 0i 〉
N
∑
k
[(
1− (α∗k)2
)
δ
(
ω − ε∗k
)
+ (α∗k)
2 δ
(
ω − (ε∗f + 〈P 0i 〉∆∗k)
)]
. (5.7)
Die Größen in den Darstellungen in (5.6) und (5.7) sind sämtlich aus der Selbstkon-
sistenzlösung für das Anderson-Gitter bekannt.
Betrachtet man die analytische Näherungslösung aus Abschnitt 4.2.7, dann lassen
sich sowohl die Einteilchenenergien als auch die Gewichtskoeffizienten durch algebrai-
sche Ausdrücke darstellen. Innerhalb dieser Näherung findet man besonders einfache
Zusammenhänge für die Zustandsdichten (vgl. z. B. [137]). Verwendet man die oben
abgeleiteten Ergebnisse, dann folgt zunächst für die Korrelationsfunktion der Lei-
tungselektronen:
〈〈ckσ; c
†
kσ〉〉 =
ω − ε∗f
(ω − εik)(ω − ε∗f )− 〈P 0i 〉(V ik)2
. (5.8)
Ebenso lässt sich mit Hilfe von (5.6) die korrespondierende Zustandsdichte ableiten:
ρc(ω) =
∑
k
δ
(
ω − 〈P
0
i 〉(V ik)2
ω − ε∗f
)
= ρ0
(
ω − 〈P
0
i 〉(V ik)2
ω − ε∗f
)
. (5.9)
Mit ρo(ω) wurde dabei die Zustandsdichte der freien Leitungselektronen bezeichnet.
Das Einschalten einer Hybridisierung resultiert für die Leitungselektronenzustands-
dichte folglich in einer Energieverschiebung im Argument der Zustandsdichte. Ver-
gleicht man diese Darstellung mit der Quasiteilchendispersion (4.75), so erkennt man,
dass die Zustandsdichte in der Nähe von ε∗f verschwindet, was dem Auftreten einer
Lücke im Quasiteilchenspektrum entspricht. Für die Zustandsdichte der f -Elektronen
findet man mit ähnlichen Überlegungen die Form:
ρf (ω) =
〈P 0i 〉2(V i)2
(ω − ε∗f )2
ρ0
(
ω − 〈P
0
i 〉(V i)2
ω − ε∗f
)
. (5.10)
Hierbei wurde die Annahme einer lokalen Hybridisierung, das heißt V ik = V
i, ausge-
nutzt. Die eben gezeigte Argumentation bezüglich der Leitungselektronen lässt sich
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Abbildung 5.1.: Zustandsdichten ρc(ω) (blaue Linie) und ρf (ω) (rote Linie) im Vergleich
zur analytischen Lösung (gestrichelte Linie) für die Systemparameter εif = 0.9, µ = 1,
W = 2 und (a) V i = 0.2 und (b) V i = 0.4. Erläuterung siehe Text.
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Abbildung 5.2.: Quasiteilchenbänder für die Systeme aus Abbildung 5.1. Die c-artigen und
f -artigen Anregungen werden durch blau bzw. rot durchgezogene Linien repräsentiert.
Die selbstkonsistent berechneten Werte für 〈P 0i 〉 und ε∗f sind in Tabelle 4.1 aufgeführt.
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Abbildung 5.3.: Zustandsdichten ρc(ω) (blaue Linie) und ρf (ω) (rote Linie) im Vergleich
zur analytischen Lösung (gestrichelte Linie) für die Systemparameter εif = 0.8, µ = 1,
W = 2 und (a) V i = 0.2 und (b) V i = 0.4. Erläuterung siehe Text.
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Abbildung 5.4.: Quasiteilchenbänder für die Systeme aus Abbildung 5.3. Die c-artigen und
f -artigen Anregungen werden durch blau bzw. rot durchgezogene Linien repräsentiert.
Die selbstkonsistent berechneten Werte für 〈P 0i 〉 und ε∗f sind in Tabelle 4.1 aufgeführt.
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direkt auf die Zustandsdichte der f -Elektronen übertragen. In der Nähe von ε∗f zeigt
ihr Spektrum ebenfalls eine Lücke der Größenordnung ρ0〈P 0i 〉(V i)2.
Die Lösungen für die Zustandsdichten, welche sich aus der numerischen Behandlung
des Selbstkonsistenzproblems ergeben, lassen sich unter Verwendung der Gleichun-
gen (5.6) und (5.7) darstellen. Die Ergebnisse werden für verschiedene Systeme in
den Abbildungen 5.1 und 5.3 gezeigt. Für die grafische Darstellung wurde eine Li-
nienbreite von s = 5 · 10−5 verwendet. In allen Abbildungen wird die Zustandsdichte
der Leitungselektronen ρc(ω) durch eine blaue Linie und die Zustandsdichte der f -
Elektronen ρf (ω) durch eine rote Linie repräsentiert. Daneben ist die SBMF-Lösung,
welche mit den numerisch selbstkonsistent bestimmten Größen ε∗f und 〈P 0i 〉 korre-
spondiert, durch jeweils eine gestrichelte Linie dargestellt. Zur besseren Erläuterung
werden in den Abbildungen 5.2 und 5.4 die dazugehörigen Quasiteilchenbänder ge-
zeigt.
Die Ausdrücke für die Zustandsdichten aus der analytischen Näherungslösung und
der SBMF-Lösung sind formal äquivalent (vgl. z. B. [137]). Für ihre Abhängigkeit
von der Einteilchenenergie ε∗f und vom Erwartungswert 〈P 0i 〉 wurden in den gezeig-
ten Abbildungen die Ergebnisse der numerischen Lösung verwendet. Betrachtet man
ihre Darstellung in den Abbildungen 5.1 und 5.3, so zeigt ρc(ω) für das eindimen-
sionale System mit linearer Dispersion einen konstanten Verlauf, der eine Lücke um
die Energie ε∗f aufweist. Im Gegensatz dazu ist ρf (ω) in der Nähe der Lücke stark
erhöht. An der Fermi-Kante ergibt sich eine große Zustandsdichte, welche mit einer
großen Quasiteilchenmasse assoziiert ist. Innerhalb des Gültigkeitsbereichs der SBMF-
Theorie ergibt sich immer ein ähnliches Szenario. Die Energielücke ist ein universelles
Merkmal der elektronischen Struktur.
Betrachtet man die Zustandsdichten, welche mit der Flussgleichungsmethode abge-
leitet wurden, so ergibt sich für das System aus Abbildung 5.1 (a) qualitativ ein
ähnliches Bild. Die Abbildung zeigt die elektronische Struktur für ein System mit
εif = 0.9 und V
i = 0.2. Für das Leitungsband wurde eine Bandbreite von W = 2 und
eine lineare Dispersion angenommen. Die Lösung des Selbstkonsistenzproblems führt
auf ein ε∗f = 1.1 (vgl. Tabelle 4.1). Die drastische Erhöhung der Zustandsdichte der
f -Elektronen in der Nähe von ε∗f kann anschaulich durch die starke Abflachung des
f -artigen Bandes, welches in Abbildung 5.2 dargestellt ist, interpretiert werden. Auch
hier führt die hohe Zustandsdichte zu einer großen Quasiteilchenmasse, die in Tabelle
4.2 mit m∗/m = 10 angegeben wurde. Als deutlicher Unterschied zur SBMF-Lösung
lässt sich die Ausbildung einer kleinen Resonanz kurz oberhalb von ω = 1.2 ausma-
chen. An Hand der Quasiteilchenenergien in Abbildung 5.2 lässt sich dieser Effekt
mit einer leichten S-förmigen Abflachung des oberen Bandes assoziieren. Er wird noch
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viel ausgeprägter, wenn man die Zustandsdichten des Systems mit V i =0.4 in Abbil-
dung 5.1 (b) betrachtet. Dort ist eine eindeutige Verschiebung von Gewicht in eine
Resonanz um ω≈1.6 zu beobachten, welche mit einer deutlichen Abflachung des obe-
ren Quasiteilchenbands in Abbildung 5.2 (b) einher geht. Ein solcher Effekt resultiert
daraus, dass lokale Fluktuationen im gesamten Renormierungsprozess Beiträge zur
Renormierung des f -Niveaus liefern. Ihr Einfluss wäre nur dann gering, falls εf sich
auf einer wesentlich kleineren `-Skale renormiert als alle anderen Einteilchenenergien.
Diese lokalen Prozesse kennzeichnen im Wesentlichen Beiträge, bei welchen ein Lei-
tungselektron auf einen leeren f -Platz und danach wieder ins Leitungsband hüpft.
Offenbar führt dies zu einer starken effektiven Lokalisierung der Leitungselektronen,
welche sich in einer deutlichen Abflachung der Dispersionsrelationen der c-artigen An-
regungen äußert. Der Effekt ist umso relevanter, je geringer die mittlere Besetzung
der lokalen f -Plätze ist. Für die Systeme in Abbildung 5.1 wurde für (a) nf = 0.51
und für (b) nf =0.47 ermittelt (vgl. Tabelle 4.1).
Eine drastischere Ausprägung dieses Szenarios lässt sich bei der Betrachtung der Sys-
teme bei εif =0.8 beobachten. Die entsprechenden Zustandsdichten sind in Abbildung
5.3 (a) für V i = 0.2 und Abbildung 5.3 (b) für V i = 0.4 zu sehen. Das erstere Sys-
tem ist mit einem ε∗f = 1.036 und einer mittleren Besetzungszahl der f -Elektronen
von nf = 0.71 assoziiert (vgl. Tabelle 4.1). Für diese Situation zeigen die Flussglei-
chungslösung und die SBMF-Lösung ein ähnliches Verhalten. Die zusätzliche Resonanz
im oberen Band ist relativ klein und zeigt eine Tendenz zu einer Doppelstruktur. Für
das System mit V i =0.4 erkennt man eine große Verlagerung von spektralem Gewicht
in eine Resonanz bei ω ≈ 1.5. Diese ist mit einer deutlichen Abflachung des oberen
Quasiteilchenbands in Abbildung 5.4 (b) verbunden. Mit nf = 0.53 ist die mittlere
Besetzungszahl der f -Elektronen deutlich gegenüber dem System in Abbildung 5.4
(a) reduziert. Dies ist wiederum mit der Annahme konsistent, dass die wesentlichen
Prozesse, die zur Ausbildung dieses Effekts führen, an eine große Anzahl von Löchern
auf den lokalen f -Plätzen gebunden ist.
Die Flussgleichungsresultate für die Zustandsdichten der Leitungs- und f -Elektronen
zeigen eine qualitativ gute Übereinstimmung mit den Ergebnissen der SBMF-Theorie.
In der letzteren ist die elektronische Struktur ebenso wie in der Gutzwiller-Lösung
durch ein System zweier Quasiteilchenbänder gekennzeichnet, welche durch eine Lücke
der Größenordnung ρ0〈P 0i 〉(V i)2 voneinander getrennt sind. Eine andere Situation er-
gibt sich allerdings, falls man statt einer lokalen Hybridisierung eine Hybridisierung
zwischen nächsten Nachbarn untersucht [95]. Eine solche kann zum Verschwinden der
Lücke führen, so dass das System in jedem Fall einen metallischen Grundzustand
besitzt. Im Unterschied zum Hubbard-Modell [138] ist eine Beschreibung dynami-
scher Größen mit Hilfe des Gutzwiller-Variationsansatzes für das Anderson-Gitter
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noch nicht formuliert worden. Für einen systematischen Vergleich mit den Resulta-
ten der Flussgleichungsmethode bietet sich daher die SBMF-Lösung an. Eine spezielle
Berücksichtigung von Fluktuationen, die aus dem Transfer eines Leitungselektrons
von der Fermi-Kante auf einen leeren f -Platz und zurück resultieren, führt zu einer
effektiven Lokalisierung der Leitungselektronen und damit zu einer Abflachung des
Bands. Für Systeme mit kleinen Besetzungszahlen der f -Elektronen ist dieser Effekt
besonders drastisch und induziert die Ausprägung einer zusätzlichen Resonanz ober-
halb von ε∗f .
Einige numerische Arbeiten, die Anregungen im Anderson-Gitter untersuchen, wurden
bereits bei der Diskussion der statischen elektronischen Eigenschaften in Abschnitt 4.5
erörtert. So untersuchten Gröber und Eder [118] ein eindimensionales Anderson-Gitter
mittels QMC. Die f -Spektraldichte zeigt neben den bekannten Resonanzen oberhalb
und unterhalb vom chemischen Potential noch ein zusätzliches Maximum direkt bei µ,
welches eine Dispersion besitzt. Eine ähnliche Anregung ergibt sich aus den Betrach-
tungen von Tahvildar-Zadeh [123] und wird dort als ein effektives Hubbard-Band ge-
deutet, welches als Folge der Abschirmung der lokalen magnetischen Momente auftritt
(vgl. auch Diskussion in Abschnitt 4.5). Das von Gröber und Eder verwendete Sys-
tem besitzt mit Uf/V
i =2 eine relativ kleine Coulomb-Abstoßung. Zudem eignet sich
die QMC-Methode nicht für eine Beschreibung bei sehr kleinen Temperaturen. Ein
weiteres numerisches Ergebnis wurde ebenso in Abschnitt 4.5 diskutiert. Es handelt
sich um die Lanczos-Diagonalisierung eines Systems von 6 Plätzen durch Tsutsui et
al. [119]. Die Anregungsenergien zeigen jedoch qualitativ einen ähnlichen Verlauf wie
in der Flussgleichungsmethode. Die Maxima der k-abhängigen Zustandsdichten lassen
ebenfalls auf zwei Quasiteilchenbänder mit einer indirekten Anregungslücke schließen.
Eine Reihe neuerer numerischer Arbeiten zum Anderson-Gitter basieren auf DMFT-
Rechnungen. Zur Behandlung des resultierenden effektiven Störstellenmodells werden
unterschiedliche Techniken verwendet. Einige Resultate wurden schon im Zusammen-
hang mit der Exhaustion-Problematik in Abschnitt 4.4 diskutiert. Betrachtet man
zum Beispiel die elektronische Struktur der DMFT+NRG-Rechnung von Pruschke
[99], so erkennt man einen wesentlichen Unterschied zur Flussgleichungslösung. Wie
oben bereits diskutiert wurde, führt die Flussgleichungsmethode im Einklang mit der
SBMF-Theorie und dem Gutzwiller-Variationsansatz immer zu einer Struktur, die
durch die Existenz einer Lücke zwischen den beiden Quasiteilchenbändern gekenn-
zeichnet ist. Bei Pruschke kann die Variation der äußeren Parameter dazu führen,
dass die Lücke in eine Pseudolücke übergeht. Dies lässt sich beispielsweise durch eine
Reduzierung der Bandfüllung erreichen. Ein ähnliches Verhalten erhalten Vidhyadhi-
raja et al. im Rahmen einer DMFT+IPT-Rechnung. Pruschke argumentiert, dass das
Einsetzen von Exhaustion mit dem Verschwinden der Lücke assoziiert ist. Dies steht im
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Widerspruch zu den Ergebnissen der vorliegenden Arbeit. Eine elektronische Struktur,
welche durch die Existenz einer indirekten Lücke gekennzeichnet ist, ist ein generelles
Resultat der Flussgleichungsmethode, unabhängig von der Bandfüllung. Allerdings
untersucht Pruschke in diesem Zusammenhang ein System mit Uf =2 und (V
i)2 =0.2,
für welches die Annahme Uf/V
i  1 noch nicht gerechtfertigt ist. Eine Untersuchung
eines Systems mit größerer Coulomb-Abstoßung könnte Aufschluss darüber geben, ob
eine Reduzierung der Bandfüllung im Rahmen der DMFT+NRG-Rechnung auch in
diesem Fall zu einer Pseudolückenstruktur der f -Spektraldichte führt.
Eine Betrachtung der dynamischen Eigenschaften des Anderson-Gitters, die auf der
Verwendung einer Coherent Potential Approximation (CPA) basiert, wurde von Feng
et al. [139] durchgeführt. In ihrer Arbeit wurde besonderes Augenmerk auf die Be-
schreibung dynamischer magnetischer Suszeptibilitäten gerichtet, worauf im nächsten
Abschnitt näher eingegangen wird. Die folgende Diskussion soll sich zunächst nur auf
die abgeleitete elektronische Struktur beschränken. Das bemerkenswerteste Resultat
ist die Tatsache, dass durch die CPA eine starke Temperaturabhängigkeit der elek-
tronischen Zustandsdichten induziert wird. Diese hat den Effekt, dass die Lücke bei
endlichen Temperaturen in eine Pseudolücke übergeht. Ein anderes Verhalten lässt
sich jedoch aus der Flussgleichungsmethode ableiten. Hier ist die Lücke auch bei end-
lichen Temperaturen vorhanden. Die Temperaturabhängigkeit führt hier lediglich zu
einer Modifikation der Einteilchenenergie ε∗f und des Erwartungswerts 〈P 0i 〉. Ober-
halb einer kritischen Temperatur verschwindet mit 〈P 0i 〉 allerdings auch die Lösung
der Flussgleichungsmethode. Eine Korrespondenz zwischen diesem Effekt und dem
Verschwinden der Lücke innerhalb der CPA-Lösung kann nicht gesehen werden.
5.2. Suszeptibilit äten
Die dynamische magnetische Suszeptibilität ist als eine Zweiteilchen-Green-Funktion
klassifizierbar und kann im Rahmen der Flussgleichungsmethode in ähnlicher Wei-
se wie die Einteilchen-Korrelationsfunktionen im letzten Abschnitt berechnet wer-
den. Die Grundlage dieser Betrachtungen ist wiederum die Herleitung eines effektiven
Hamilton-Operators durch eine kontinuierliche unitäre Transformation, der auf Grund
seiner einfachen Struktur gut zur Berechnung dynamischer Größen geeignet ist.
Betrachtet man zunächst das System der Leitungselektronen, dann ist die dynamische
magnetische Suszeptibilität durch den Ausdruck
χαβqc (ω) = −g2µ2B 〈〈sαq; s
β
−q〉〉(ω) (5.11)
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definiert. Hier bezeichnet g den Landé-Faktor und µB das Bohrsche Magneton. Für
den ersteren ist die hier betrachtete starke Spin-Bahn-Kopplung zu beachten, so dass
dieser im Wesentlichen durch g = 1 + (j(j + 1) − l(l + 1) + s(s + 1))/2j(j + 1) ge-
geben ist. Während die oben betrachteten Einteilchen-Korrelationsfunktionen durch
die Verwendung von einzelnen Erzeugungs- und Vernichtungsoperatoren gekennzeich-
net waren, wird die Dynamik der magnetischen Suszeptibilität von Spinoperatoren
getragen. Der Operator
szq =
1√
N
∑
kσ
σ c†k+qσckσ (5.12)
bezeichnet die z-Komponente des Spinoperators. Für das vorliegende System mit ei-
ner Entartung von νf = 6 läuft die Pseudospinsummation über σ =−5/2, ..., 5/2. Die
Funktion χzzqc(ω) wird als longitudinale magnetische Suszeptibilität bezeichnet. Eine
weitere wichtige Größe ist die transversale Suszeptibilität χ+−qc (ω), für deren Darstel-
lung die Spinoperatoren
s+q =
1√
N
∑
kσ
Cσ c
†
k+q σ+1ckσ = (s
−
q )
† (5.13)
notwendig sind. In der letzten Gleichung wurde die Bezeichnung C2σ =(ν
2
f−1)/4−σ(σ+
1) verwendet. Betrachtet man ein System ohne äußeres Magnetfeld, so gelten zwischen
den unterschiedlichen Suszeptibilitäten die Beziehungen 2χzzqc(ω) =χ
+−
qc (ω) =χ
−+
qc (ω).
Im Folgenden kann sich daher ausschließlich auf die Behandlung der longitudinalen
Suszeptibilität beschränkt werden.
Eine Darstellung der Größe χzzqc(ω) durch Erzeugungs- und Vernichtungsoperatoren
der Elektronenzustände ergibt sich einfach aus der Definition (5.11) und den Spinope-
ratoren (5.12). An dieser Stelle wird die Bezeichnung als Zweiteilchen-Korrelations-
funktion legitimiert. Folgt man den Überlegungen, die im Rahmen der Beschreibung
der Einteilchen-Korrelationsfunktionen erörtert wurden, so ist auch hier klar, dass
die Suszeptibilität invariant unter einer unitären Transformation ist. Verwendet man
zur Beschreibung der Dynamik der Operatoren und für die Erwartungswertbildung
den transformierten Hamilton-Operator (5.3), so ist die Zweiteilchenkorrelationsfunk-
tion dadurch gegeben, dass man zu den transformierten Operatoren übergeht. Der in
(5.2) beschriebene Zusammenhang zwischen den
”
nackten“ und den transformierten
Operatoren kann auch an dieser Stelle verwendet werden. Durch die Auswertung der
Bewegungsgleichung (5.1) für die Spinoperatoren gelangt man für die longitudinale
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Suszeptibilität zu der Darstellung:
χzzqc(ω) =−
g2µ2B
N
∑
kσ
σ2
[
(α∗k+q)
2(α∗k)
2
nF(ε
∗
k+q)− nF(ε∗k)
ω − (ε∗k − ε∗k+q)
+
(
1− (α∗k+q)2
)(
1− (α∗k)2
) nF(ε∗f + 〈P 0i 〉∆∗k+q)− nF(ε∗f + 〈P 0i 〉∆∗k)
ω − (〈P 0i 〉∆∗k − 〈P 0i 〉∆∗k+q)
+ (α∗k+q)
2
(
1− (α∗k)2
) nF(ε∗k+q)− nF(ε∗f + 〈P 0i 〉∆∗k)
ω − (ε∗f + 〈P 0i 〉∆∗k − ε∗k+q)
+
(
1− (α∗k+q)2
)
(α∗k)
2
nF(ε
∗
f + 〈P 0i 〉∆∗k+q)− nF(ε∗k)
ω − (ε∗k − ε∗f − 〈P 0i 〉∆∗k+q)
]
, (5.14)
wobei das gleiche Trunkierungsschema wie bei der Herleitung der Einteilchen-Korre-
lationsfunktionen verwendet wurde. Die Durchführung der Operatortransformation
äußert sich durch das Auftreten der Koeffizienten α∗k. Andererseits resultieren die ω-
abhängigen Nenner aus der Auswertung von Einteilchen-Green-Funktionen. Die Funk-
tionen nF(ε) bezeichnen wie oben Fermi-Funktionen. Für den vorliegenden Fall eines
Systems ohne äußeres Magnetfeld kann die Summation über die Spinindizes ausgeführt
werden und führt für νf = 6 zu einem globalen Faktor 35/2. Für eine Aufteilung in
Real- und Imaginärteil lässt sich wiederum die Dirac-Identität (5.5) verwenden.
Die eben gezeigten Ausführungen lassen sich auf die Betrachtung der dynamischen
magnetischen Suszeptibilität der f -Elektronen übertragen. Die longitudinale Suszep-
tibilität ist in Analogie zur obigen Darstellung durch
χzzqf (ω) = −g2µ2B〈〈Szq; Sz−q〉〉(ω) mit Szq =
1√
N
∑
kσ
σ f̂ †k+qσf̂kσ (5.15)
definiert. Die Auswertung dieser Zweiteilchen-Korrelationsfunktion erfolgt nach einem
analogen Schema unter Berücksichtigung der Operatortransformation und mit Hilfe
der Bewegungsgleichung (5.1). Ebenso wie bei der Suszeptibilität der Leitungselektro-
nen werden höhere Green-Funktionen, die durch die Auswertung des Kommutators in
der Bewegungsgleichung generiert werden, durch das oft diskutierte Abschneidesche-
ma trunkiert. Die resultierende Korrelationsfunktion hat eine ganz ähnliche Form wie
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(5.14) und ist durch
χzzqf (ω) =−
g2µ2B
N
∑
kσ
σ2
[(
1− (α∗k+q)2
)(
1− (α∗k)2
) nF(ε∗k+q)− nF(ε∗k)
ω − (ε∗k − ε∗k+q)
+ (α∗k+q)
2(α∗k)
2
nF(ε
∗
f + 〈P 0i 〉∆∗k+q)− nF(ε∗f + 〈P 0i 〉∆∗k)
ω − (〈P 0i 〉∆∗k − 〈P 0i 〉∆∗k+q)
+
(
1− (α∗k+q)2
)
(α∗k)
2
nF(ε
∗
k+q)− nF(ε∗f + 〈P 0i 〉∆∗k)
ω − (ε∗f + 〈P 0i 〉∆∗k − ε∗k+q)
+ (α∗k+q)
2
(
1− (α∗k)2
) nF(ε∗f + 〈P 0i 〉∆∗k+q)− nF(ε∗k)
ω − (ε∗k − ε∗f − 〈P 0i 〉∆∗k+q)
]
(5.16)
gegeben. Die magnetische Suszeptibilität ist in dieser Form ausschließlich durch Größen
charakterisiert, welche sich aus der Selbstkonsistenzlösung ergeben. Die Summation
über σ ergibt wiederum einen Faktor 35/2, da ein paramagnetisches System ohne
äußeres Magnetfeld betrachtet wird. An Hand von (5.16) lassen sich die relevanten
Prozesse, die zur magnetischen Suszeptibilität beitragen anschaulich klassifizieren. Be-
trachtet man die ersten beiden Zeilen, so erkennt man Beiträge, die durch Übergänge
innerhalb des unteren bzw. oberen Quasiteilchenbandes induziert werden. Im Gegen-
satz dazu repräsentieren die letzten beiden Zeilen Interband -Übergänge. Betrachtet
man ein System, dessen chemisches Potential im unteren Quasiteilchenband liegt bei
T = 0, so reduzieren sich die relevanten Anteile auf Übergänge innerhalb des unteren
Bands und auf Übergänge, deren Ausgangs- und Endzustände ebenfalls im unteren
Band liegen.
Berechnet man die Suszeptibilitäten der f - und Leitungselektronen mit Hilfe der
Näherung aus Abschnitt 4.2.7, so lassen sich die Einteilchenenergien und die Ge-
wichtsfaktoren α∗k durch analytische Ausdrücke darstellen. Die letzteren sind durch
den Zusammenhang (4.79) gegeben. In Abschnitt 4.2.7 wurde die Äquivalenz zwischen
der analytischen Lösung und der SBMF-Lösung erörtert. Verwendet man die Resulta-
te der analytischen Näherung in (5.14) und (5.16), so korrespondieren die Ergebnisse
mit den von Riseborough [117, 140] abgeleiteten SBMF-Suszeptibilitäten. Sie stellen
somit einen guten Ausgangspunkt für die Diskussion der Flussgleichungsresultate dar.
Die numerischen Ergebnisse für die Suszeptibilitäten sind für ein eindimensionales
System mit den Parametern εif =0.9 und V
i =0.2 in den Abbildungen (5.5) bis (5.7)
dargestellt. Das Leitungselektronenband ist durch eine Bandbreite W = 2 und eine
lineare Dispersion charakterisiert. Das chemische Potential liegt bei µ=1. Die Lösung
des Selbstkonsistenzproblems führt auf eine Einteilchenenergie ε∗f = 1.1 und den Er-
wartungswert 〈P 0i 〉 = 0.494 (siehe Tabelle 4.1). Während der Imaginärteil der oben
betrachteten Einteilchen-Korrelationsfunktionen die Zustandsdichte der Elektronen
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Abbildung 5.5.: (a) Realteil und (b) Imaginärteil der magnetischen Suszeptibilität χzzqf (ω)
(rot durchgezogene Linie) für ein System mit den Parametern εif = 0.9 und V
i = 0.2
für q = 0. Das Leitungselektronenband ist durch W = 2 und µ = 1 gekennzeichnet. Die
korrespondierende analytische Lösung ist durch eine gestrichelte Linie dargestellt.
charakterisiert, repräsentiert der Imaginärteil der Suszeptibilitäten die Zustandsdich-
te magnetischer Anregungen, die mit einem Impulsübertrag q verbunden sind. In den
Abbildungen (5.5) bis (5.7) werden die numerischen Ergebnisse für die Wellenzahlen
q = 0 und q = π und für T = 0 gezeigt. Dabei wurde eine Linienbreite von s = 0.01
verwendet.
Real- und Imaginärteil der magnetischen Suszeptibilität χzzqf sind für q = 0 in den
Abbildungen 5.5 (a) bzw. (b) durch rote Linien dargestellt. Daneben kennzeichnet die
gestichelte Linie die entsprechenden Größen der SBMF-Lösung, die zu dem selbstkon-
sistent gelösten System korrespondiert. Ihre Darstellung folgt direkt aus der Gleichung
5.16, wenn man, wie gerade diskutiert wurde, für die Einteilchenenergien und die Ge-
wichtsfaktoren die Ergebnisse der analytischen Lösung aus Abschnitt 4.2.7 verwendet.
Sowohl Real- als auch Imaginärteil zeigen in beiden Lösungen qualitativ das gleiche
Verhalten. Bei der Flussgleichungslösung fällt jeweils eine Verschiebung von spektra-
lem Gewicht in eine zweite Resonanz auf. Ihre Ursache lässt sich durch eine Erhöhung
der Quasiteilchenzustandsdichte im oberen Band erklären. Die Prozesse, welche zur
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Abbildung 5.6.: (a) Realteil und (b) Imaginärteil der magnetischen Suszeptibilität χzzqf (ω)
(rot durchgezogene Linie)für ein System mit den Parametern εif = 0.9 und V
i = 0.2 für
q = π. Das Leitungselektronenband ist durch W = 2 und µ = 1 gekennzeichnet. Die
korrespondierende analytische Lösung ist durch eine gestrichelte Linie dargestellt.
Suszeptibilität beitragen, bestehen bei T =0 ausschließlich aus Interbandübergängen.
Formal lässt sich dieser Umstand an Hand von Gleichung (5.16) verstehen. Eine
auffällige Erscheinung ist das Auftreten einer scharfen Anregungslücke in der Zu-
standdichte der magnetischen Anregungen in Abbildung 5.5 (b). Anschaulich kostet
eine Spinanregung mit q=0 eine endliche Energie, was konsistent mit dem betrachte-
ten paramagnetischen Zustand ist. Diese Lücke lässt sich durch die Lücke der beiden
Quasiteilchenbänder erklären. Dabei ist die minimale Energie, die ein Quasiteilchen
benötigt, um von einem Zustand im unteren Band in einen Zustand mit gleichem
Impuls im oberen Band angeregt zu werden, durch den minimalen Abstand beider
Bänder bezüglich eines festen Wellenvektors gegeben. In der SBMF-Theorie lässt sich
dieser quantitativ leicht ermitteln. Die Differenz der beiden Dispersionszweige besitzt
ein Minimum der Größe δ = 2
√
〈P 0i 〉V i. Die reale Anregungslücke kann allerdings
noch durch die Lage des chemischen Potentials beeinflusst werden. Im vorliegenden
Fall ist der Fermi-Wellenvektor allerdings größer als der zum Minimum der Energiedif-
ferenz korrespondierende Wellenvektor, so dass der zum letzteren gehörende Zustand
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Abbildung 5.7.: (a) Realteil und (b) Imaginärteil der magnetischen Suszeptibilität der Lei-
tungselektronen χzzqc(ω) (blau durchgezogene Linie) für ein System mit den Parametern
εif =0.9 und V
i =0.2 für q=π (Leitungselektronenband wie in Abbildung 5.6).
immer besetzt ist. Aus Abbildung 5.5 wird klar, dass die in der SBMF-Theorie er-
mittelte Anregungslücke eine gute Abschätzung für die Flussgleichungslösung bietet.
Tatsächlich findet man für die gegebenen Systemgrößen eine Lücke von δ=0.28. Diese
Lücke kann als
”
direkt“ klassifiziert werden, da sie keinen Impulsübertrag einschließt.
Der Realteil der dynamischen magnetischen Suszeptibilität resultiert bei q = 0 eben-
falls ausschließlich aus Zwischenbandübergängen. Anders als der Imaginärteil weist
er einen endlichen Wert bei ω = 0 auf. Dieser kann als van-Vleck-artiger Beitrag zur
statischen Suszeptibilität interpretiert werden [117]. Letztere ist allgemein durch den
Realteil von χqf (0) im Grenzwert q → 0 gegeben. Aus der Darstellung (5.16) wird
klar, dass für die statische Suszeptibilität neben den van-Vleck-artigen auch Pauli-
artige Beiträge, welche aus Intraband-Übergängen stammen, auftreten.
Eine etwas andere Situation ergibt sich aus der Untersuchung der magnetischen Sus-
zeptibilität beim antiferromagnetischen Wellenvektor q=π. Real- und Imaginärteil der
Suszeptibilität der f -Elektronen sind in den Abbildungen 5.6 (a) bzw. (b) dargestellt.
Auch für diesen Wellenvektor ist eine gute Übereinstimmung zwischen den Fluss-
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gleichungs- und den SBMF-Resultaten zu erkennen, wobei die Flussgleichungslösung
wiederum eine Tendenz zur Verschiebung von spektralem Gewicht in eine zusätzliche
Resonanz zeigt. Ebenfalls wie für q = 0 besitzt die Zustandsdichte der magnetischen
Anregungen eine Anregungslücke. Dieser Umstand wird aus Abbildung 5.6 (b) klar.
Im Unterschied zu oben ist die Größe der Lücke deutlich reduziert und ihre Form
ist etwas ausgeschmiert. Betrachtet man zunächst ein System mit einem vollständig
besetzten unteren Quasiteilchenband, das heißt einen Isolator, so ist die minimale
Anregungsenergie durch die indirekte Lücke der beiden Quasiteilchenbänder gegeben.
In der SBMF-Theorie kann sie durch δ = 〈P 0i 〉(V i)2(1/(W − ε∗f ) + 1/ε∗f ) quantifiziert
werden. Für das vorliegende System ergibt sich in diesem Fall δ = 0.04, was offenbar
viel zu klein für die hier gezeigte Situation ist. Das Szenario eines vollständig besetz-
ten unteren Quasiteilchenbands wird von Riseborough [117, 140] diskutiert, worauf
weiter unten noch näher eingegangen wird. Für ein System mit einem chemischen
Potential, das im unteren Band liegt, ergibt sich eine Anregungsenergie von mindes-
tens δ ≈ ε∗f − µ + 〈P 0i 〉(V i)2/ε∗f . Für die hier betrachteten Systemparameter ergibt
sich δ = 0.12, was gut durch die Abbildung 5.6 (b) verifiziert wird. Neben den Inter-
bandübergängen, welche zu diesem Effekt beitragen, sind für q = π auch Übergänge
innerhalb eines Quasiteilchenbandes möglich. Die Anzahl der möglichen Übergänge ist
jedoch durch die Lage des chemischen Potentials stark beschränkt und führt lediglich
zu einer leichten Ausschmierung der Anregungslücke.
Das Auftreten einer Anregungslücke resultiert für das Anderson-Gitter aus der elek-
tronischen Struktur, die durch zwei Quasiteilchenbänder gekennzeichnet ist, welche
durch eine Lücke getrennt sind. Dieses Verhalten überträgt sich ebenfalls auf die Sus-
zeptibilitäten der Leitungselektronen. Aus dem Vergleich von (5.14) und (5.16) wird
deutlich, dass das Flussgleichungsresultat für χzzqc(ω) für den Wellenvektor q = 0 mit
dem Resultat für χzzqf (ω) identisch ist. Dieser Zusammenhang ergibt sich aus der Er-
haltung des Gesamtdrehimpulses. Die relevanten Prozesse stammen aus Übergängen
zwischen den beiden Quasiteilchenbändern zu gleichen Impulsen. Für den antiferro-
magnetischen Wellenvektor q = π sind die Resultate in den Abbildungen 5.7 (a) und
(b) durch blaue Linien dargestellt. Als wesentliches Merkmal lässt sich wiederum eine
Anregungslücke erkennen, die mit der Lücke für die magnetischen Anregungen der f -
Elektronen übereinstimmt. Auch für die Suszeptibilitäten der Leitungselektronen lässt
sich eine gute Übereinstimmung zu dem entsprechenden Resultat der SBMF-Theorie
erkennen, wenn man für die Einteilchenenergie ε∗f und den Erwartungswert 〈P 0i 〉 die
numerisch ermittelten Größen verwendet.
Bei den eben diskutierten dynamischen magnetischen Suszeptibilitäten handelt es sich
um Response-Größen, die durch Neutronenstreuexperimente bestimmbar sind. In Ka-
pitel 2 wurde bereits diskutiert, wie dieser Umstand zur Untersuchung der Fluktua-
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tionen in der Nähe eines quantenkritischen Punktes ausgenutzt wird. Schröder et al.
[20] untersuchten diese Fragestellung für die Schwer-Fermion-Verbindung CeCu6−xAux
und identifizierten die kritischen Beiträge als Fluktuationen lokaler magnetischer Mo-
mente. Dieses Szenario kann innerhalb der eben gezeigten Beschreibung der magneti-
schen Suszeptibilitäten nicht diskutiert werden, da in dieser Arbeit magnetische Wech-
selwirkungen generell unberücksichtigt bleiben. Andererseits existiert eine Vielzahl ex-
perimenteller Arbeiten, die SFS in der paramagnetischen Phase untersuchen. In einer
kürzlich erschienen Arbeit studieren Adroja et al. [141] die Ausbildung einer Spinlücke
in der Verbindung CeRu4Sb12 mittels inelastischer Neutronenstreuung. Ihre Ergebnis-
se können durch die Resultate der Flussgleichungsmethode qualitativ gut verifiziert
werden. Eine deutliche Auffälligkeit im gemessenen Spinspektrum ist die Ausbildung
einer Anregungslücke, welche in den vorliegenden theoretischen Berechnungen als das
Resultat einer elektronischen Struktur angesehen wurde, die durch zwei Quasiteil-
chenbänder mit einer indirekten Lücke charakterisiert ist. Einschränkend muss jedoch
auf den qualitativen Charakter dieses Vergleichs hingewiesen werden. In der hier ver-
wendeten Methode wurde lediglich ein eindimensionales System betrachtet. Für eine
genauere Charakterisierung der physikalischen Messwerte aus [141] ist die Behandlung
eines dreidimensionalen Systems erforderlich. Dies ist Gegenstand zukünftiger Arbei-
ten.
Die gute Korrespondenz der vorliegenden Ergebnisse mit den Resultaten von Rise-
borough [117, 140] wurde bereits bei der Diskussion der analytischen Lösung für die
Spinsuszeptibilitäten erörtert. In dieser Näherung ergibt sich eine formale Überein-
stimmung der resultierenden Ausdrücke Flussgleichungslösung und der SBMF-Lösung.
Ein Vergleich der beiden Zugänge im Kontext der magnetischen Spinsuszeptibilitäten
wurde bereits oben erörtert. Die wesentlichen Unterschiede der hier angestellten Be-
trachtungen zu denen Riseboroughs resultieren aus der Klassifikation des Systems
hinsichtlich seiner Eigenschaft als Metall oder Isolator. In der vorliegenden Arbeit
wurde ein metallischer Grundzustand betrachtet, was durch die Lage des chemischen
Potentials im unteren Quasiteilchenband klar wird. Im Unterschied dazu wird in [117]
ein Isolator untersucht, der dadurch gekennzeichnet ist, dass das chemische Potential
genau zwischen den beiden Bändern liegt. Der wichtigste Unterschied ist, dass die
resultierende indirekte Lücke für das Metall durch δ≈ε∗f − µ + 〈P 0i 〉(V i)2/ε∗f gegeben
ist und damit wesentlich größer als die indirekte Lücke des Isolators ist. Dies hat eine
unmittelbare Auswirkung auf die Spinsuszeptibilitäten bei q=π. Die Anregungslücke
der Spinanregungen, die zu diesem Wellenvektor korrespondieren, ist durch diese in-
direkte Lücke gegeben. Eine gute Übereinstimmung ergibt sich dagegen für die An-
regungslücke bei q = 0, welche Anregungen ohne Impulsübertrag charakterisiert. Die
Ursache dieser Beiträge findet sich ausschließlich in Zwischenbandübergängen, wo-
durch die Anregungslücke durch δ = 2
√
〈P 0i 〉V i bestimmt ist. Dieser Zusammenhang
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wurde für das vorliegende System abgeleitet. Es ist zu beachten, dass bei einer starken
Reduzierung der Bandfüllung eine Verbreiterung der direkten Lücke verursacht wird,
da die minimale Energiedifferenz durch die Lage des chemischen Potentials im unteren
Band bestimmt ist.
Magnetische Instabilit äten Der Zusammenhang der statischen Suszeptibilität und
den dynamischen Suszeptibilitäten wurde bereits oben erörtert. Die statische Suszep-
tibilität kann als Kriterium für das Auftreten magnetischer Instabilitäten verwendet
werden. Rice und Ueda [92, 93] zeigten im Rahmen eines Gutzwiller-Variationsansatzes,
dass das Anderson-Gitter im Grenzfall Uf →∞ im Fall ohne orbitale Entartung stets
eine negative magnetische Suszeptibilität besitzt. Das bedeutet, dass der paramagne-
tische Zustand eine Instabilität zu einer ferromagnetischen Ordnung besitzt. Aus den
obigen Überlegungen wird klar, dass die magnetische Suszeptibilität für das System in
Abbildung 5.5 stets eine positive magnetische Suszeptibilität besitzt. Das Resultat der
SBMF-Theorie ist eine positive magnetische Suszeptibilität für alle Parameterbereiche
und wird für das hier betrachtete System durch die Flussgleichungslösung bestätigt.
Aus diesem qualitativen Kriterium kann somit keine magnetische Instabilität gefol-
gert werden. Eine andere Möglichkeit, diese Frage zu untersuchen, ist die Betrachtung
der freien Energie bezüglich eines Hamilton-Operators mit einem symmetriebrechen-
den Feld. Eine solche Vorgehensweise wurde im Zusammenhang mit Flussgleichungen
von Grote et al. [142] für das zweidimensionale Hubbard-Modell verwendet. Für die
Faktorisierungsnäherung, von welcher in der vorliegenden Arbeit Gebrauch gemacht
wurde, bedeutet eine solche Betrachtung außerdem, dass die Entkopplung bezüglich
eines Hamilton-Operators mit einer gebrochenen Symmetrie erfolgen muss. Eine solche
Analyse wurde im Rahmen dieser Arbeit nicht vorgenommen und kann als Anregung
für zukünftige Untersuchungen dienen.
5.2.1. Endliche Temperatur
Die Temperaturabhängigkeit der Flussgleichungslösung wurde bereits eingehend in
Abschnitt 4.4.2 diskutiert. Als wesentliches Ergebnis wurde dort eine starke Tempera-
turabhängigkeit der Einteilchenenergie ε∗f und des Erwartungswerts 〈P 0i 〉 abgeleitet.
Daneben führt eine Erhöhung der Temperatur zu einem Verschwinden von 〈P 0i 〉. Die-
ses Verhalten ist ebenfalls typisch für die SBMF-Lösung. Während dort allerdings
das System der f - und c-Elektronen oberhalb der kritischen Temperatur vollständig
entkoppelt, liefert die Flussgleichungsmethode in diesem Bereich Lösungen. Das Ver-
schwinden des Erwartungswerts 〈P 0i 〉 führte dazu, dass letztere nicht als sinnvoll an-
gesehen werden können. Dieser Umstand wurde bereits ausführlich in Abschnitt 4.3
diskutiert. Die Temperaturabhängigkeit der Einteilchenenergien und der Gewichtsfak-
toren α∗k führt nach 5.16 zu einer starken Abhängigkeit der dynamischen magnetischen
124 5. Berechnung dynamischer Größen für das Anderson-Gitter
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Abbildung 5.8.: (a) Temperaturabhängigkeit des Imaginärteils der dynamischen magneti-
schen Suszeptibilität für ein System mit ε∗f =0.9 und V
i =0.4 für q=0.
Suszeptibilitäten von der Temperatur.
Am Beispiel eines Systems mit ε∗f = 0.9 und V
i = 0.4 ist die Temperaturabhängigkeit
des Imaginärteils von χzzqf (ω) für q=0 in Abbildung 5.8 dargestellt. Zunächst wird für
T = 0.22 und T = 0.3, die Ausprägung eines zweiten Maximums sichtbar. Seine Ur-
sache lässt sich anschaulich verstehen, wenn man die elektronischen Zustandsdichten
für dieses System in Abbildung 5.1 (b) betrachtet. Dort ist auffällig, dass das obere
Band eine zweite Resonanz aufweist. Während für T = 0 Anregungen auf Grund der
Lage des chemischen Potentials nur in Energiebereiche erfolgen, die durch das erste
Maximum gekennzeichnet sind, existieren bei höheren Temperaturen auch Anregun-
gen in Energiebereiche, welche dem zweiten Maximum entsprechen. Die Ursache dafür
liegt zum einen in einer endlichen Besetzung des unteren Bands oberhalb von µ als
auch in einer Reduzierung der indirekten Lücke durch die Temperaturabhängigkeit
von 〈P 0i 〉. Für Temperaturen kurz unterhalb der kritischen Temperatur, die für das
vorliegende System bei T ≈0.42 liegt, sieht man ein deutliches Verschwinden der aus-
geprägten Maxima. Die Ursache für diesen Effekt ist in einer thermischen Besetzung
des oberen Quasiteilchenbands zu sehen. Die relevanten Beiträge zur Suszeptibilität
bei q =0 resultieren auch bei endlichen Temperaturen aus Zwischenbandübergängen.
Dies ist deutlich am Auftreten einer Anregungslücke zu sehen. Diese zeigt wiederum
eine starke Temperaturabhängigkeit, deren Verhalten durch den Erwartungswert 〈P 0i 〉
bestimmt ist. Eine solche Reduzierung der Spinanregungslücke mit wachsender Tem-
peratur wird durch neuere experimentelle Befunde bestätigt [141].
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Die Temperaturabhängigkeit der dynamischen magnetischen Suszeptibilität wird eben-
falls von Feng et al. [139] untersucht. Die Autoren betrachten ein System mit endlicher
Coulomb-Abstoßung unter Verwendung einer CPA. Ihre Ergebnisse zeigen ein quali-
tativ ähnliches Verhalten, wie die in Abbildung 5.8 dargestellte Situation. Die thermi-
sche Besetzung führt auch hier zu einer Abflachung der magnetischen Suszeptibilität.
Allerdings deuten die Resultate auf eine Ausschmierung der Spinlücke hin, was im Wi-
derspruch zu den Resultaten der Flussgleichungsmethode steht. Weiter oben wurde
bereits die Temperaturabhängigkeit der CPA-Zustandsdichten diskutiert. Für große
Temperaturen zeigen die Spektraldichten der Elektronen eine typische Pseudolücken-
struktur. Innerhalb der CPA ist dies durch eine starke Temperaturabhängigkeit der
Selbstenergie zu erklären. Im Gegensatz dazu liefert die Flussgleichungslösung immer
eine scharfe Energielücke zwischen den Quasiteilchenbändern, wenn man Temperatu-
ren unterhalb der kritischen Temperatur des Anderson-Gitters betrachtet.
Neben der Temperaturabhängigkeit der dynamischen Suszeptibilitäten wird in ei-
ner Reihe von Arbeiten ebenfalls der Einfluss der Temperatur auf die statische Sus-
zeptibilität der lokalen Momente untersucht. In Abschnitt 4.4.3 wurde durch eine
Untersuchung der Kondo-Temperatur für das Anderson-Gitter eine deutliche Ten-
denz zu Exhaustion-Verhalten gezeigt. Tahvildar-Zadeh et al. [124] zeigten durch eine
DMFT+QMC-Rechnung eine Koinzidenz von Exhaustion und so genanntem Protrac-
ted Screening. Letzteres bezeichnet eine Verzögerung des Übergangs der freien ma-
gnetischen f -Momente bei höheren Temperaturen zum Fermi-Flüssigkeitszustand bei
kleinen Temperaturen im Vergleich zum Störstellen-Anderson-Modell. Die Abschir-
mung der f -Momente erfolgt also über einen weiteren Temperaturbereich. Da die
Flussgleichungslösung auf ein Exhaustion-Verhalten hinweist, würde man Protracted
Screening auch hier erwarten. Diese Frage kann jedoch nur an Hand einer syste-
matischen Untersuchung der Temperaturabhängigkeit der statischen Suszeptibilität
entschieden werden. Eine solche ist nicht Gegenstand dieser Arbeit und ist späteren
Untersuchungen vorbehalten.
5.3. Resümee
Im vorliegenden Kapitel wurde mit Hilfe der Flussgleichungsmethode die Darstellung
von Korrelationsfunktionen für das Anderson-Gitter diskutiert. Ausgehend von ei-
nem Hamilton-Operator, der durch eine kontinuierliche unitäre Transformation auf
eine einfache Gestalt gebracht wurde, war die Beschreibung der dynamischen Größen
unter Zuhilfenahme der Transformation der Operatoren möglich. Eine solche Trans-
formation wurde für das betrachtete Modell bereits in Abschnitt 4.2.4 hergeleitet. An
dieser Stelle sei noch einmal darauf hingewiesen, dass für ihre Durchführung analoge
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Näherungen notwendig waren wie bei der Transformation des Hamilton-Operators.
Die Diskussion setzte sich sowohl mit Einteilchen- als auch mit Zweiteilchenkorre-
lationsfunktionen auseinander. Für die ersteren richtete sich das Blickfeld auf die
Beschreibung von Zustandsdichten für die Leitungs- und f -Elektronen. Innerhalb der
Flussgleichungslösung wird die elektronische Struktur durch zwei Quasiteilchenbänder
charakterisiert, die durch eine Lücke voneinander getrennt sind. Dieses Resultat kor-
respondiert qualitativ gut mit der SBMF-Lösung und den Bändern der Gutzwiller-
Lösung. Allerdings wurde für letztere bisher noch keine dynamische Beschreibung für
das Anderson-Gitter formuliert, so dass sich die Vergleiche lediglich auf die Disper-
sionsrelationen der Quasiteilchen beziehen. Im Unterschied zur SBMF-Theorie zeigt
das Flussgleichungsresultat eine deutliche Tendenz zur Ausprägung einer zweiten Re-
sonanz im oberen Band. Ihre Ursache ist in lokalen Fluktuationen zu sehen, deren
Wahrscheinlichkeit mit kleiner werdender Besetzung der lokalen f -Plätze zunimmt.
Das Auftreten einer scharfen Anregungslücke ist ein charakteristisches Merkmal der
Flussgleichungslösung in allen betrachteten Parameterbereichen. Dies gilt insbesonde-
re auch für höhere Temperaturen. Alternative Zugänge, wie zum Beispiel die Verwen-
dung einer CPA [139] oder numerische Arbeiten mittels DMFT+NRG [99], zeigen für
bestimmte Parameterbereiche eine Pseudolückenstruktur.
Eine Betrachtung der dynamischen magnetischen Suszeptibilitäten konnte analog zur
Herleitung der Einteilchen-Korrelationsfunktionen erfolgen. Als wichtigste Merkmale
zeigen die Ergebnisse für die Zustandsdichten der Spinanregungen eine Anregungslücke,
die für einen Impulsübertrag q=0 im Wesentlichen durch δ=2
√
〈P 0i 〉V i charakterisiert
ist. Eine wesentlich kleinere Anregungslücke kann für q=π abgeleitet werden. Ihr Cha-
rakter kann als
”
indirekt“ klassifiziert werden. Sie resultiert aus der Lücke der beiden
Quasiteilchenbänder und ist von der Lage des chemischen Potentials im unteren Band
abhängig. Das Auftreten einer Anregungslücke lässt sich gut in Neutronenstreuexpe-
rimenten beobachten [141]. Daneben zeigen die Resultate der Flussgleichungslösung
eine gute Korrespondenz zur SBMF-Lösung. Für die analytische Näherung aus Ab-
schnitt 4.2.7 kann eine Übereinstimmung beider Ergebnisse gezeigt werden (vgl. z.
B. [117, 140]). Eine qualitativ gute Korrespondenz zwischen den hier abgeleiteten
Ergebnissen und dem Experiment ergibt sich ebenfalls für die magnetischen Suszepti-
bilitäten bei endlichen Temperaturen. Adroja et al. [141] beobachten eine Reduzierung
der Anregungslücke mit zunehmender Temperatur.
Für weiter gehende Untersuchungen sind mehrere Erweiterungen denkbar. Um einen
quantitativen Zusammenhang zwischen den Resultaten der Flussgleichungsmethode
und den experimentellen Befunden herzustellen, bietet es sich an, die Rechnungen auf
ein dreidimensionales System zu erweitern. Eine solche Erweiterung ist allerdings mit
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einem hohen numerischen Aufwand verbunden. Daneben kann die Möglichkeit zur
Darstellung von Korrelationsfunktionen zur Betrachtung weiterer Größen, wie zum
Beispiel der optischen Leitfähigkeit, verwendet werden. Als eine weitere interessante
Fragestellung ist eine Untersuchung der Temperaturabhängigkeit der statischen ma-
gnetischen Suszeptibilität denkbar. Durch ihre Analyse konnten Tahvildar-Zadeh et
al. [124] Protracted Screening nachweisen. Ein solches Verhalten würde man an dieser
Stelle aus dem Exhaustion-Verhalten erwarten, welches in Abschnitt 4.4.3 diskutiert
wurde.

6. Zusammenfassung und Ausblick
Im Blickfeld der vorliegenden Arbeit lag die theoretische Beschreibung von Schwer-
Fermion-Systemen. Diese Systeme zeigen eine Vielzahl physikalischer Phänomene,
wie Supraleitung, Nicht-Fermi-Flüssigkeitsverhalten und langreichweitige magnetische
Ordnung, welche nicht selten miteinander koexistieren oder konkurrieren. Obwohl de-
ren Verständnis eine große Herausforderung für die theoretische Physik darstellt, sind
für den einfachsten Zustand, das paramagnetische Metall, viele Aspekte unverstanden.
Seine Charakterisierung auf einer mikroskopischen Basis ist der Gegenstand intensi-
ver Forschung und war auch das zentrale Thema dieser Arbeit. Als Ausgangspunkt
für die theoretische Untersuchung diente das Anderson-Gitter. Es wurde für den Fall
einer starken Coulomb-Abstoßung betrachtet, für welchen die Korrelation der Elek-
tronen die dominante Energieskale im System darstellt. Den Zugang zur Beschreibung
dieses Modells stellte die Flussgleichungsmethode dar. Sie basiert auf der Konstrukti-
on eines effektiven Hamilton-Operators mittels einer kontinuierlichen unitären Trans-
formation. Die Methode wurde in anderen Arbeiten im Zusammenhang mit Schwer-
Fermion-Systemen einerseits für das Störstellen-Anderson-Modell und andererseits für
eine störungstheoretische Untersuchung des Kondo-Gitters verwendet. Neben einer
Erweiterung auf das Anderson-Gitter stellte die selbstkonsistente Betrachtung von
Erwartungswerten ein wichtiges Merkmal der vorliegenden Arbeit dar.
Einen wesentlichen Bestandteil der hier gezeigten Untersuchungen bildete die Be-
schreibung der elektronischen Struktur. Unter der Betrachtung einer lokalen Hybridi-
sierung der Leitungs- und f -Elektronen ergab sich eine Situation, welche durch zwei
Quasiteilchenbänder charakterisiert ist, die durch eine Lücke voneinander getrennt
sind. Die Bänder zeigten in der Nähe der Fermi-Kante eine starke Abflachung. Dieser
Umstand konnte mit einer Lokalisierung der Quasiteilchen in diesem Bereich assoziiert
werden, der zu einer starken Erhöhung ihrer effektiven Massen auf bis zu tausend Elek-
tronenmassen führt. Das Resultat einer endlichen Anregungslücke erwies sich als uni-
versell für das hier untersuchte System. Prinzipiell kann an Hand dieses Bildes das Auf-
treten so genannter Kondo-Isolatoren verstanden werden. In der vorliegenden Arbeit
wurde jedoch ausschließlich die Situation eines Metalls betrachtet. In Abhängigkeit
von der mittleren Besetzung der lokalen f -Plätze konnte eine Klassifizierung bezüglich
eines gemischt valenten und integral valenten Verhaltens vorgenommen werden. Da-
bei zeigte sich das letztere in solchen Parameterbereichen als relevant, die durch eine
einfache störungstheoretische Betrachtung vorhergesagt werden. Es konnte weiterhin
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gezeigt werden, dass die verwendete Methode in bestimmten Parameterbereichen kei-
ne Lösung liefert. Insbesondere führte der Einfluss von thermischen Anregungen zu
einem Verschwinden der Lösung bei einer charakteristischen Temperatur. Eine weite-
re Temperaturskale, die mit der eben genannten in Zusammenhang gebracht werden
kann, wurde durch die Gitter-Kondo-Temperatur T ∗ definiert. Als eine interessante
Fragestellung wurde ihre Abhängigkeit von der Hybridisierungsstärke untersucht. Für
kleiner werdende Hybridisierungen V i verschwindet T ∗ exponentiell mit V i. In die-
sem Grenzfall ist ebenso ein Verschwinden der indirekten Bandlücke zu erkennen. Für
den Verlauf von T ∗ wurde ein Exponent ermittelt, der eine Absenkung gegenüber der
Kondo-Temperatur des korrespondierenden Störstellenmodells anzeigt. Diese Redu-
zierung wurde sowohl bei kleinen als auch bei großen Füllungen des Elektronenbands
festgestellt. Sie kann durch das von Nozières diskutierte Exhaustion-Szenario verstan-
den werden, bei welchem nur ein Bruchteil der Leitungselektronen zur Abschirmung
der lokalen magnetischen Momente beiträgt. Das hier abgeleitete Resultat ist insofern
bemerkenswert, da es dieses Verhalten für ein sechsfach entartetes System beschreibt.
Bisherige Rechnungen untersuchten lediglich den Fall νf =2. Eine systematische Dar-
stellung der Kondo-Temperatur in Abhängigkeit von der Füllung des Leitungsbands
konnte im Rahmen der hier gezeigten Betrachtung nicht gefunden werden.
Neben statischen bieten auch dynamische Größen einen Möglichkeit zur Charakteri-
sierung von Schwer-Fermion-Systemen. Im Vordergrund der Untersuchungen standen
dabei zunächst die elektronischen Zustandsdichten. Ihre Betrachtung führte auf das
Bild zweier Bänder, die durch eine Lücke voneinander getrennt sind. Für das obere
Band ergab sich eine Struktur, die durch zwei Maxima gekennzeichnet ist, welche aus
einer Lokalisierung der Elektronen durch lokale Fluktuationen resultieren. Die Ausbil-
dung eines zweiten Maximums im oberen Band ist ein Resultat, worin sich die Fluss-
gleichungsmethode von anderen Rechnungen unterscheidet. Die hohen elektronischen
Zustandsdichten in der Nähe der Fermi-Kante konnten mit einer großen effektiven
Masse der Quasiteilchen in Zusammenhang gebracht werden. Die Untersuchung ma-
gnetischer Anregungen ermöglichte, einen direkten Zusammenhang zu experimentellen
Ergebnissen herzustellen. Hier zeigten Anregungen mit verschiedenen Wellenvektoren
jeweils eine Anregungslücke. Letztere konnte durch die charakteristische elektronische
Struktur des Systems verstanden werden. Experimentelle Befunde können eine solche
Lücke bestätigen und sind konsistent mit der Betrachtung eines paramagnetischen
Metalls. Daneben wird durch das Experiment eine typische Temperaturabhängigkeit
der Anregungslücke nahegelegt. Ihre Reduzierung mit zunehmender Temperatur war
ein wichtiges Resultat der hier vorgenommenen Betrachtungen.
Ein großer Teil der Ergebnisse der vorliegenden Arbeit basierte auf der numerischen
Integration eines Differentialgleichungssystems unter Einschluss der selbstkonsistenten
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Bestimmung relevanter Erwartungswerte. Daneben wurde zur Herleitung der Fluss-
gleichungen auf Näherungen zurückgegriffen, die im Wesentlichen das Ziel hatten,
die Generierung höherer Wechselwirkungen zu unterbinden. Eine wesentliche Ein-
schränkung der Betrachtungen erfolgte zudem durch die Betrachtung eines parama-
gnetischen Metalls. Durch diese Überlegungen werden eine Reihe von Möglichkeiten
nahegelegt, die Ergebnisse der vorliegenden Arbeit zu erweitern und zu verbessern.
Als wichtigster Punkt soll dabei eine Erweiterung der Rechnungen auf ein höherdi-
mensionales System genannt werden. Dieser Schritt kann einen besseren Vergleich mit
experimentellen Messungen ermöglichen. In diesem Zusammenhang bietet sich auch
die Betrachtung weiterer Korrelationsfunktionen, wie etwa der optischen Leitfähigkeit,
an. Eine Verallgemeinerung auf höhere Dimensionen ist allerdings mit einem hohen nu-
merischen Aufwand verbunden. Die Numerik ihrerseits bietet weitere Möglichkeiten,
um die Genauigkeit und die Effizienz der Rechnungen zu steigern. Als weiterer Beitrag
soll die Betrachtung magnetischer Wechselwirkungen genannt werden. Diese können
zu einer Beschreibung von Phasen mit langreichweitiger Ordnung berücksichtigt wer-
den. Insbesondere kann das Auftreten von Instabilitäten untersucht werden, was die
Verwendung eines symmetriegebrochenen Hamilton-Operators verlangt. Um Systeme
mit kleineren Entartungen zu charakterisieren, können Prozesse der Größenordnung
1/νf mit einbezogen werden. Als letzter Schritt soll an dieser Stelle die Betrachtung
der Temperaturabhängigkeit der statischen magnetischen Suszeptibilität der lokalen
magnetischen Momente genannt werden. Die Betrachtung dieses Zusammenhangs bie-
tet eine bessere Möglichkeit, die charakteristischen Energieskalen des Systems zu un-
tersuchen. In diesem Sinne ist eine Untersuchung des Protracted-Screening-Szenarios
denkbar.

Anhang A.
Generatoren der Flussgleichungsmethode
A.1. Wegners Generator
Im folgenden ist es günstig, für die Operatoren eine Matrixschreibweise zu verwen-
den. Dabei bezeichnen ηkq die Matrixelemente des Generators, hkq die des Hamilton-
operators, und für die Diagonalelemente des Hamiltonoperators soll die Bezeichnung
hkk = εk verwendet werden. Mit diesen Konventionen findet man für den Generator
die Darstellung:
ηkq = (εk − εq)hkq , (A.1)
und für die Bewegungsgleichung des Hamiltonoperators gilt:
dhkq
d`
=
∑
m
(
ηkmhqm − ηmqhkm
)
, (A.2)
woraus unmittelbar ∑
kq
hkq
dhkq
d`
=
1
2
∑
kq
d
d`
h2kq = 0 (A.3)
folgt. Damit lässt sich für die Summe der Quadrate der Diagonalelemente∑
k
d
d`
ε2k = −
∑
k 6=q
d
d`
h2kq = 2
∑
kq
(εk − εq)2h2kq = 2
∑
kq
η2kq (A.4)
folgern. Die Funktion
∑
k 6=q h
2
kq ist offensichtlich eine monoton abfallende Funktion
von `, deren Ableitung nach ` für ` → ∞ verschwindet und somit auch ηkq. Der
resultierende Fixpunkt-Hamiltonoperator kommutiert also wegen der Definition von
η mit seinem Wechselwirkungsanteil und kann somit diagonalisiert werden.
A.2. Der Generator von Głazek und Wilson
Die Autoren führen eine Transformation ein, die einen Hamiltonoperator durch sys-
tematische Ausintegration hochenergetischer Anregungen diagonalisiert. Der Hamil-
tonoperator soll dabei als Funktion eines Flussparameters λ definiert werden, welcher
die Interpretation einer Abschneideenergie hat:
H(λ) = H0(λ) + H1(λ) . (A.5)
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Hierfür wird der Hamiltonoperator an jeder Stelle des Flusses in einen ungestörten und
einen Wechselwirkungsanteil zerlegt. Die unitäre Transformation ist wieder durch
dH(λ)
dλ
=
[
η(λ), H(λ)
]
(A.6)
gegeben. Im Unterschied zu Wegner läuft der Flussparameter hier beginnend bei ei-
ner großen Abschneideenergie Λ mit zunehmendem Fortschreiten der Transformation
gegen 0. Das Verfahren soll dabei so funktionieren, dass H(λ) für jedes λ banddia-
gonal ist, also keine energetischen Übergänge mehr enthält, die größer als die Ab-
schneideenergie λ sind. Die Banddiagonalität ist bezüglich der Eigenenergien Ei(λ)
des ungestörten Anteils H0(λ) definiert und kann durch Einführen weicher Abschnei-
defunktionen realisiert werden:
H(λ) = u(λ)Q(λ) . (A.7)
Für die Abschneidefunktionen soll gelten:
uij(λ) = 〈i|u(λ)|j〉 =
{
1 für |Ei(λ)− Ej(λ)| < λ
0 für |Ei(λ)− Ej(λ)| > λ
(A.8)
Die komplementäre Funktion ist durch r(λ) = 1 − u(λ) gegeben. Schreibt man den
Fluss des Hamiltonoperators mit Hilfe der Abschneidefunktionen u(λ), so findet man
wegen (A.7):
du(λ)
dλ
Q(λ) + u(λ)
dQ(λ)
dλ
=
[
η(λ), H0(λ)
]
+
[
η(λ), H1(λ)
]
. (A.9)
In Matrixschreibweise gelangt man zu:
uij(λ)
dQij(λ)
dλ
+ (Ei(λ)− Ej(λ))ηij(λ) =
[
η(λ), H1(λ)
]
ij
− duij
dλ
Qij(λ) =: Gij(λ) .
(A.10)
Wählt man nun
ηij(λ)(Ei(λ)− Ej(λ)) = −rijGij(λ) , (A.11)
so folgt für den Generator
ηij(λ) = −
rij(λ)
Ei(λ)− Ej(λ)
[[
η(λ), H1(λ)
]
ij
− duij
dλ
hij(λ)
uij(λ)
]
, (A.12)
und für den Hamiltonoperator gilt:
dhij(λ)
dλ
= uij(λ)
[
η(λ), H1(λ)
]
ij
+ rij(λ)
duij(λ)
d
hij(λ)
uij(λ)
. (A.13)
Anhang B.
Diagonalisierung des unkorrelierten Andersongitters
B.1. Bogoliubov-Transformation
Der Hamiltonoperator (4.1) kann durch Einführen der Fermionenoperatoren
αkσ = uk ckσ + vk fkσ und βkσ = −vk ckσ + uk fkσ (B.1)
diagonalisiert werden, wobei für die Koeffizienten u2k + v
2
k = 1 gilt. Die Einteilchener-
gien lassen sich aus der Relation [αkσ, H] = ωkαkσ bestimmen. Man erhält:
ω±k =
1
2
(
εk + εf ±Wk
)
mit Wk =
√
(εk − εf )2 + 4V 2k . (B.2)
Für die Koeffizienten der Transformation ergibt sich:
u2k =
1
2
(
1 +
εk − εf
Wk
)
, v2k =
1
2
(
1− εk − εf
Wk
)
und ukvk = −
Vk
Wk
. (B.3)
Für die Erwartungswerte folgt entsprechend:
〈c†kσckσ〉 =u
2
k nk(ω
−
k ) + v
2
k nF(ω
+
k ) (B.4)
〈f †kσfkσ〉 =v
2
k nk(ω
−
k ) + u
2
k nF(ω
+
k ) (B.5)
〈c†kσfkσ〉 =ukvk nk(ω
−
k )− vkuk nF(ω
+
k ) (B.6)
mit den Fermifunktionen nF(E) = (1 + exp(βE))
−1.
B.2. Unit äre Transformation
Alternativ lässt sich das System über eine unitäre Transformation
H ′ = eSHe−S = H + [S, H] +
1
2!
[S, [S, H]] + · · · (B.7)
lösen. Verwendet man für den Exponenten den Ansatz
S =
∑
kσ
µk(c
†
kσfkσ − f
†
kσckσ) , (B.8)
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so führt eine geeignete Wahl von µk auf einen Hamiltonoperator, der diagonal in den
c- und f -Operatoren ist. Allerdings ist man durch die Form (B.7) zur Aufsummati-
on einer unendlichen Reihe gezwungen, welche im vorliegenden Fall als Potenzreihe
trigonometrischer Funktionen darstellbar ist. Für die Transformation der einzelnen
Operatoren findet man:
eSckσe
−S = cos µk ckσ − sin µk fkσ (B.9)
eSfkσe
−S = sin µk ckσ + cos µk fkσ , (B.10)
und das System ist für die Koeffizienten
cos2 µk =
1
2
(
1 +
εk − εf
Wk
)
und sin2 µk =
1
2
(
1− εk − εf
Wk
)
(B.11)
diagonal. Man erkennt hier die Äquivalenz zur Bogoliubov-Transformation. Für den
Koeffizienten findet man:
µk = −
1
2
arctan
[
2V ik
εik − εif
]
. (B.12)
B.3. Flussgleichungsmethode
Mit dem allgemeinen Ansatz für den Generator
η(`) =
∑
kσ
ηk(`)
(
c†kσfkσ − f
†
kσckσ
)
(B.13)
ergibt sich der Fluss des Hamiltonoperators durch das System (4.9). Dabei gilt
4
(
Vk(`)
)2
= (εik − εf )2 + 4
(
V ik
)2 − (εk(`)−∆k(`))2 (B.14)
und
εk(`) + ∆k(`) = ε
i
k + ε
i
f . (B.15)
Verwendet man den von Wegner vorgeschlagenen Generator, d.h. ηk = Vk(εk −∆k),
so ergibt sich das Differentialgleichungssystem
dVk
d`
=− Vk(εk −∆k)2 (B.16)
dεk
d`
=2 (εk −∆k)V 2k (B.17)
d∆k
d`
=− 2 (εk −∆k)V 2k . (B.18)
Betrachtet man zunächst das Differential
d
d`
[
Vk
εk −∆k
]
=
1
(εk −∆k)2
[
(εk −∆k)
dVk
d`
− Vk
d
d`
(εk −∆k)
]
, (B.19)
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so ergibt sich mit (B.16) und (B.17):
d
d`
[
Vk
εk −∆k
]
= − Vk
εk −∆k
[
(εk −∆k)2 + 4V 2k
]
, (B.20)
und mit (B.14) folgt schließlich:
d
d`
[
Vk
εk −∆k
]
= − Vk
εk −∆k
[
(εik − εif )2 + 4V 2k
]
= − Vk
εk −∆k
W 2k . (B.21)
Durch Integration gelangt man zu:
Vk(`)
εk(`)−∆k(`)
=
V ik
εik − εif
e−`W
2
k . (B.22)
Für den Fluss von Vk erhält man mit (B.14):(
Vk(`)
)2
= W 2k
[
4 +
(εik − εif )2(
V ik
)2 e2W 2k `]−1 (B.23)
und entsprechend ergibt sich:(
εk(`)−∆k(`)
)2
= W 2k
[
1 +
4(V ik)
2
(εik − εif )2
e−2W
2
k `
]−1
. (B.24)
Die Darstellung der unitären Transformation für ` → ∞ ist besonders einfach, da
die Generatoren (B.13) für verschiedene ` miteinander vertauschen:
[η(`), η(`′)] = 0 . (B.25)
Mit anderen Worten entfällt die `-Ordnung der Operatoren. Damit lässt sich die
unitäre Transformation auf eine Exponentialform U(`) = exp[S(`)] bringen, wobei
S(`) durch den Zusammenhang (3.6) gegeben ist. Wegen der Vertauschbarkeit gilt:
S(`) =
`∫
0
d`′η(`′) . (B.26)
Verwendet man (B.22) und (B.24), so ergibt sich für den Generator:
ηk(`) = Vk(`)
(
εk(`)−∆k(`)
)
= W 2k
[
1 +
4(V ik)
2
(εik − εif )2
e−2W
2
k `
]−1
V ik
εik − εif
e−`W
2
k . (B.27)
Diese Gleichung lässt sich leicht integrieren. Für das Integral erhält man:
∞∫
0
d`′ηk(`
′) =
1
2
arctan
[
2V ik
εik − εif
e−`W
2
k
]
− 1
2
arctan
[
2V ik
εik − εif
]
. (B.28)
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Für ` →∞ verschwindet der erste Term, so dass die unitäre Transformation in diesem
Grenzfall durch
U∗ = exp
[∑
σ
µk(c
†
kσfkσ − f
†
kσckσ)
]
mit µk = −
1
2
arctan
[
2V ik
εik − εif
]
(B.29)
gegeben ist. Dieses Ergebnis entspricht dem Resultat (B.12). Allerdings wird die Auf-
summation der unendlichen Reihe an dieser Stelle durch die Integration der Flussglei-
chungen vollzogen.
Anhang C.
Entkopplungsn äherung
In Kapitel 4 wird die Anwendung der Flussgleichungsmethode auf das Anderson-Gitter
untersucht. Der Abschnitt 4.2.2 beschreibt die kontinuierliche unitäre Transformati-
on des Hamiltonoperators. Die dort auftretende Kommutatorbildung des Generators
(4.25) mit dem Hamiltonoperator (4.28) führt zur Generierung höherer Wechselwir-
kungen. Für die Erzeugung eines forminvarianten Flusses ist es notwendig, diese Wech-
selwirkungen zu entkoppeln. In diesem Zusammenhang wurde ein Faktorisierungs-
schema der Art AB → A〈B〉 + 〈A〉B − 〈A〉〈B〉 vorgeschlagen. Die Entkopplung der
einzelnen Terme soll im Folgenden dargestellt werden.
Betrachtet man zunächst die generierten Wechselwirkungen aus (4.30), so ergeben
sich die Faktorisierungen
1
N
∑
kk′
∑
iσ
ei(k
′−k)Ri
(
ηkVk′ + ηk′Vk
)
c†kσck′σf̂iσf̂
†
iσ
−→ 2
∑
kσ
ηkVk〈P 0i 〉 c
†
kσckσ +
2
N
∑
ikσ
ηkVk〈nckσ〉 f̂iσf̂
†
iσ
− 〈· · · 〉〈· · · 〉 (C.1)
und
1
N
∑
kk′
∑
iσσ′
ei(k
′−k)Ri
(
ηkVk′ + ηk′Vk
)
c†kσck′σ′ f̂
†
iσ′ f̂iσ
−→ 2
∑
kσ
ηkVk〈nfiσ〉 c
†
kσckσ +
2
N
∑
ikσ
ηkVk〈nckσ〉 f̂
†
iσf̂iσ
− 〈· · · 〉〈· · · 〉 (C.2)
Für die Wechselwirkungen aus (4.29) erfolgt die Entkopplungsnäherung wie folgt:
1√
N
∑
kσ
∑
i6=j
ηktije
−ikRi f̂iσf̂
†
iσc
†
kσf̂jσ + h.c. −→
∑
kσ
ηk∆k〈P 0i 〉
(
c†kσf̂kσ + f̂
†
kσckσ
)
+
1
N
∑
ikσ
ηk∆k〈c†kσf̂kσ + f̂
†
kσckσ〉f̂iσf̂
†
iσ
− 〈· · · 〉〈· · · 〉 (C.3)
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sowie
1√
N
∑
kσσ′
∑
i6=j
ηk tij e
−ikRi f̂ †iσ′ f̂iσc
†
kσf̂jσ′ + h.c. −→
∑
kσ
ηk∆k〈nfiσ〉
(
c†kσf̂kσ + f̂
†
kσckσ
)
+
1
N
∑
ikσ
ηk∆k〈c†kσf̂kσ + f̂
†
kσckσ〉f̂
†
iσf̂iσ
− 〈· · · 〉〈· · · 〉 . (C.4)
Aus dieser Näherung gehen ausschließlich Beiträge hervor, die den Hamiltonoperator
(4.28) während des gesamten Flusses forminvariant lassen. Die einzelnen Terme liefern
Renormierungsbeiträge für die Einteilchenenergien des Hamiltonoperators.
Anhang D.
Transformation lokaler Operatoren
Für die Berechnung des Erwartungswerts 〈P 0i 〉 ist es günstig, von einer Transformation
des Operators P 0i auszugehen. Letztere kann unter Zuhilfenahme der Beziehung
P 0i = 1−
∑
σ
f̂ †iσf̂iσ (D.1)
erfolgen. Auf Grund der Translationsinvarianz gilt außerdem 〈f̂ †iσf̂iσ〉=1/N
∑
j〈f̂
†
jσf̂jσ〉,
so dass es günstig erscheint, die Transformation des Operators
F =1/N
∑
iσ
f̂ †iσf̂iσ (D.2)
zu betrachten. Die `-Abhängigkeit dieses Operators lässt sich durch den Zusammen-
hang dF (`)/d` = [η(`), F (`)] darstellen. Der Generator η ist durch (4.25) gegeben,
womit für F (`) der folgende Ansatz
F (`) =
1
N
∑
kσ
(
A(1)(`) + A
(2)
k (`)
)
f̂ †kσf̂kσ +
1
N
∑
kσ
Bk(`)c
†
kσckσ
+
1
N
∑
kσ
Gk(`)
(
c†kσf̂kσ + f̂
†
kσckσ
)
+
E(`)
N
(D.3)
nahegelegt wird. Dabei gilt die Anfangsbedinung A(1)(` = 0) = 1. Alle anderen Pa-
rameter sind für ` = 0 identisch null. Die Kommutatorbildung liefert die folgenden
Beiträge:
[η, F ] =− 1
N2
∑
kσ
ηk
(
−Bk + A(1) + 〈P 0i 〉A
(2)
k
) (
c†kσf̂kσ + f̂
†
kσckσ
)
+
1
N
∑
ik
∑
σσ′
2ηkGk〈nckσ〉f̂
†
iσf̂iσ +
1
N
∑
kσ
2ηkGk〈P 0i 〉c
†
kσckσ
− 1
N
∑
kσ
2ηkGkf̂
†
kσf̂kσ +
1
N2
∑
kiσ
2ηkGk〈nckσ〉
(
1− 〈P 0i 〉
)
, (D.4)
wobei eine analoge Faktorisierungsnäherung wie bei der Transformation des Hamilton-
operators in Abschnitt 4.2.3 verwendet wurde. Mit dieser Entkopplung ist der Fluss
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des Operators F geschlossen. Die Flussgleichungen für die Parameter ergeben sich zu:
dA(1)
d`
=− 1
N
∑
kσ
2〈nckσ〉ηkGk (D.5)
dA(2)
d`
=− 2ηkGk (D.6)
dBk
d`
=2〈P 0i 〉ηkGk (D.7)
dGk
d`
=−
(
Bk − A(1) − 〈P 0i 〉A
(2)
k
)
ηk (D.8)
dE
d`
=
∑
kσ
2ηkGk〈nckσ〉
(
1− 〈P 0i 〉
)
(D.9)
Damit ergeben sich die Zusammenhänge
A(1) =1 +
1
N
∑
kσ
〈nckσ〉A
(2)
k (D.10)
A
(2)
k =−
Bk
〈P 0i 〉
(D.11)
E =N
(
1− 〈P 0i 〉
)(
1− A(1)
)
. (D.12)
Daneben lässt sich die Differentialgleichung
〈P 0i 〉
dG2k
d`
+
dB2k
d`
− A(1) dBk
d`
= 0 (D.13)
ableiten. Die Summation auf der rechten Seite von (D.10) stellt eine kleine Korrektur
dar und kann vernachlässigt werden, so dass für den gesamten Fluss A(1) =1 gilt. Eine
solche Näherung wird gut durch numerische Betrachtungen bestätigt. Damit lässt sich
die Differentialgleichung (D.13) leicht integrieren und führt auf den Zusammenhang
d
d`
arcsin
[
1− 2Bk
]
= −2
√
〈P 0i 〉ηk , (D.14)
wobei mit (4.52) und (4.54) die Identität Bk = 〈P 0i 〉β2k offensichtlich wird. Mit diesem
Ergebnis lässt sich der Erwartungswert für ` →∞ insgesamt durch
〈P 0i 〉 = 1−〈F 〉 = 1−∗〈F ∗〉∗ = 1−
1
N
∑
kσ
[(
1−(α∗k)2
) ∗〈c†kσckσ〉∗+(1−(β∗k)2) ∗〈f̂ †kσf̂kσ〉∗]
(D.15)
darstellen. Man beachte, dass der gleiche Zusammenhang aus der Teilchenzahlerhal-
tung für das Gesamtsystem, also
1
N
∑
kσ
〈nckσ〉+
1
N
∑
iσ
〈f̂ †iσf̂iσ〉 =
1
N
∑
kσ
∗〈c†kσckσ〉
∗ +
1
N
∑
kσ
∗〈f̂ †kσf̂kσ〉
∗ , (D.16)
folgt, wenn man auf der linken Seite 〈nckσ〉 durch den Ausdruck 4.57 ersetzt.
Anhang E.
Runge-Kutta-Verfahren zur numerischen L ösung der
Differentialgleichungen
Die numerische Integration der in der vorliegenden Arbeit auftretenden Differenti-
algleichungssysteme wurde mit einem Runge-Kutta-Verfahren fünfter Ordnung mit
Schrittweitenadaption durchgeführt, die Implementierung erfolgte in C++. Eine ausführ-
liche Diskussion numerischer Verfahren zur Lösung von Differentialgleichungssystemen
findet man in [115] und [116].
Allgemein lässt sich ein Anfangswertproblem aus n gekoppelten gewöhnlichen Dif-
ferentialgleichungen erster Ordnung in der Form
dy
d`
= f(`,y), ` ∈ [0,∞),
y(0) = y0 (E.1)
schreiben, wobei die Funktionen durch
y =

y1(`)
y2(`)
...
yn(`)
 , und f =

f1(`, y1, y2, ..., yn)
f2(`, y1, y2, ..., yn)
...
fn(`, y1, y2, ..., yn)
 (E.2)
gegeben sind.
Der Näherungswert der Funktion y am Gitterpunkt i wird mit Yi bezeichnet. In
einem m-stufigen Runge-Kutta-Verfahren wird diese Näherungsfunktion durch
Yi+1 = Yi + hi
m∑
j=1
Ajkj(`i,Yi, hi) (E.3)
berechnet. Dabei sind die Hilfsfunktionen kj durch
k1(`,Y, h) := f(`,Y)
und kj(`,Y, h) := f
(
` + ajh,Y + h
j−1∑
s=1
bjsks(`,Y, h)
)
(E.4)
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j Ãj Aj aj bjs
1 19
216
31
540
0
2 0 0 1
5
1
5
3 1000
2079
190
297
3
10
3
40
9
40
4 −125
216
−145
108
5
3
3
10
− 9
10
6
5
5 81
88
351
220
2
3
226
729
−25
27
880
729
55
729
6 5
56
1
20
1 −181
270
5
2
−266
297
−91
27
189
55
Tabelle E.1.: Koeffizienten für Prince-Dormand-Einbettungsformel 4./5. Ordnung
gegeben. Hierbei bezeichnet h die Schrittweite des Verfahrens. An Hand dieser Dar-
stellung sieht man, dass es sich um ein so genanntes Einschrittverfahren handelt. Die
Koeffizienten aj und bjs kennzeichnen die unterschiedlichen Runge-Kutta-Verfahren.
Durch die Kombination zweier Verfahren unterschiedlicher Fehlerordnung ist man
in der Lage, ein geeignetes Kriterium für die Bestimmung der Schrittweite zu fin-
den (vgl. [115]). Man spricht in diesem Fall von so genannten Einbettungsformeln.
Der Berechnung der numerischen Ergebnisse in Abschnitt 4.3 wurden wahlweise die
Runge-Kutta-Verfahren Prince-Dormand 4/5 und England 4/5 zu Grunde gelegt,
deren Koeffizientenschema in den Tabellen E.1 bzw. E.2 angegeben ist.
j Ãj Aj aj bjs
1 14
336
1
6
0
2 0 0 1
2
1
2
3 0 4
6
1
2
1
4
1
4
4 35
336
1
6
1 0 −1 2
5 162
336
0 2
3
7
27
10
27
0 1
27
6 125
336
0 1
5
28
625
−125
625
546
625
54
625
−378
625
Tabelle E.2.: Koeffizienten für England-Einbettungsformel 4./5. Ordnung
Literaturverzeichnis
[1] Hewson, A. C. The Kondo Problem to Heavy Fermions. Cambridge University
Press, Cambridge, 1 edition, (1993). 1, 13, 16, 35, 92
[2] Carlson, E. W., Emery, V. J., Kivelson, S. A., and Orgad, D. Concepts in high
temperature superconductivity. In The Physics of Superconductors - Vol. I:
Conventional and High-Tc Superconductors, Bennemann, K.-H. and Ketterson,
J. B., editors. Springer-Verlag, Berlin Heidelberg New York1 edition (2002).
cond-mat/0206217. 1
[3] Yoshioka, D. The Quantum Hall Effect. Springer Series in Solid-State Sciences.
Springer-Verlag, Berlin Heidelberg New York, 1 edition, (2002). 1
[4] Wegner, F. Flow equations for hamiltonians. Ann. Phys. 3, 77 (1994). 2, 27,
29, 39, 44, 47, 60, 61
[5] Kondo, J. Resistance minimum in dilute magnetic alloys. Prog. Theor. Phys.
32, 37–49 (1964). 7, 13, 15
[6] Wilson, K. The renormalization group: Critical phenomena and the kondo pro-
blem. Rev. Mod. Phys. 47, 773 (1975). 7, 14, 15
[7] Landau, L. The theory of a fermi liquid. Sov. Phys, JETP 3, 920–925 (1957).
8
[8] Landau, L. On the theory of the fermi liquid. Sov. Phys, JETP 8, 70–74 (1959).
8
[9] Nozières, P. Theory of Interacting Fermi Systems. Advanced book Classics.
Addison-Wesley, Reading, Massachusetts, 1 edition, (1997). 8, 100
[10] Steglich, F. Heavy-fermion superconductivity: Experimental status report. In
Theory of Heavy Fermions and Valence Fluctuations, Kasuya, T. and Saso, T.,
editors, Springer Series in Solid-State Sciences, 23–44. Springer-Verlag, Berlin
Heidelberg New York1 edition (1985). 8, 85
[11] Steward, G. Heavy-fermion systems. Rev. Mod. Phys. 56, 755 (1984). 8, 9
145
146 Literaturverzeichnis
[12] Pines, D. The Many-Body Problem. Advanced book Classics. Addison-Wesley,
Reading, Massachusetts, 1 edition, (1997). 8
[13] Steglich, F., Bredel, C. D., Lieke, W., Meschede, D., and Franz, W. Supercon-
ductivity in the presence of strong pauli paramagnetism: CeCu2Si2. Phys. Rev.
Lett. 43, 1892–1896 (1979). 8
[14] Joynt, R. and Tailefer, L. The superconducting phases of UPt3. Rev. Mod. Phys.
74, 235 (2002). 9
[15] Mathur, D., Grosche, F. M., Julian, S. R., Walker, I. R., Freye, D. M., Haselwim-
mer, R. K. W., and Lonzarich, G. G. Magnetically mediated superconductivity
in heavy fermion compounds. Nature 394, 39–43 (1998). 9
[16] Sato, N. K., Aso, N., Miyake, K., Shiina, R., Thalmeier, P., Varelogiannis, G.,
Geibel, C., Steglich, F., Fulde, P., and Komatsubara, T. Strong coupling between
local moments and superconducting ’heavy’ electrons in UPd2Al3. Nature 410,
340–343 (2001). 9
[17] Seaman, C. L., Maple, M. B., Lee, B. W., Ghamaty, S., Torikachvili, M. S.,
Kang, J. S., Liu, L. Z., Allen, J. W., and Cox, D. L. Evidence for non-fermi-
liquid behavior in the kondo alloy Y1−xUxPd3. Phys. Rev. Lett. 67, 2882 (1991).
9
[18] Steward, G. Non-fermi-liquid behavior in d- and f-electron metals. Rev. Mod.
Phys. 73, 797 (2001). 9
[19] Sidorov, V. A., Nicklas, M., Pagliuso, P. G., Sarrao, J. L., Bang, Y., Balatsky,
A. V., and Thompson, J. D. Superconductivity and quantum criticality in
CeCoIn5. Phys. Rev. Lett. 89, 157004 (2002). 9, 10
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[28] Miranda, E., Dobrosavljević, V., and Kotliar, G. Disorder-driven non-fermi-
liquid behavior in kondo alloys. Phys. Rev. Lett. 78, 290 (1997). 11
[29] Kim, T.-S. and Cox, D. L. Theory of one-channel versus multichannel kondo
effekts for Ce3+ impurities. Phys. Rev. Lett. 75, 1622 (1995). 11
[30] Cox, D. L. and Zawadowski, A. Exotic kondo effect in metals: magnetic ions in
acrystalline electric field and tunnelling centres. Adv. Phys. 47, 599–942 (1998).
11, 15
[31] Kondo, S., Johnston, D. C., Swenson, C. A., Borsa, F., Mahajan, A. V., Miller,
L. L., Gu, T., Goldman, A. I., Maple, M. B., Gajewski, D. A., Freeman, E. J.,
Dilley, N. R., Dickey, R. P., Merrin, J., Kojima, K., Luke, G. M., Uemura, Y. J.,
Chmaissem, O., and Jorgensen, J. D. LiV2O4: A heavy fermion transition metal
oxide. Phys. Rev. Lett. 78, 3729 (1997). 11
[32] Hopkinson, J. and Coleman, P. LiV2O4: Frustration induced heavy fermion
metal. Phys. Rev. Lett. 89, 267201 (2002). 12
[33] Kouwenhoven, L. P. and Glazman, L. Revival of the kondo effect. Physics World
14, 33 (2001). 12
[34] Cronenwett, S. M., Oosterkamp, T. H., and Kouwenhoven, L. P. A tunable
kondo effect in quantum dots. Science 281, 540 (1998). 12
148 Literaturverzeichnis
[35] Goldhaber-Gordon, D., Shtrikman, H., Mahalu, D., Abusch-Magder, D., Meirav,
U., and Kastner, M. A. Kondo effect in a single-electron transistor. Nature 391,
156 (1998). 12
[36] van der Wiel, W. G., De Franceschi, S., Fujisawa, T., Elzerman, J. M., Tarucha,
S., and Kouwenhoven, L. P. The kondo effect in the unitary limit. Science 289,
2105 (2000). 12
[37] Nyg̊ard, J., Cobden, D. H., and Lindelof, P. E. Kondo physics in carbon nano-
tubes. Nature 408, 342 (2000). 12
[38] Konik, R. M., Saleur, H., and Ludwig, A. Transport in quantum dots from the
integrability of the anderson model. Phys. Rev. B 66, 125304 (2002). 12
[39] Anderson, P. W. Localized magnetic states in metals. Phys. Rev. 124, 41 (1961).
13
[40] Tsvelik, A. M. and Wiegmann, P. B. Exact results in the theory of magnetic-
alloys. Adv. Phys. 32, 453 (1983). 14, 15
[41] Krishnamurthy, H. R., Wilkins, J. W., and Wilson, K. G. Renormalization-
group approach to the anderson model of dilute magnetic alloys. Phys. Rev. B
21, 1003,1044 (1980). 14, 92
[42] Keiter, H. and Kimball, J. C. Perturbation technique for the anderson hamilto-
nian. Phys. Rev. Lett. 25, 672 (1970). 14
[43] Grewe, N. and Keiter, H. Diagrammatic approach to the intermediate-valence
compounds. Phys. Rev. B 24, 4420 (1981). 14
[44] Haule, K., Kirchner, S., Kroha, J., and Wölfle, P. Anderson impurity model
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