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Uvod
Martingalna kockarska strategija pojavila se te je bila vrlo popularna tijekom 18. sto-
ljec´a u Francuskoj. Najjednostavnija ovakva strategija je originalno nastala za igru u
kojoj kockar pobjeduje ako se na novcˇic´u okrene glava i gubi ako se na novcˇic´u okrene
pismo. Strategija je bila takva da kockar udvostrucˇuje svoj ulog nakon svake izgubljene
partije pri cˇemu prva pobjeda u igri donosi profit kojim bi kockar vratio pocˇetni ulog
te josˇ ostvario dodatni prihod u iznosu jednakom pocˇetnom ulogu. Ova martingalna
strategija se takoder primjenjivala i u ruletu jer je vjerojatnost pogadanja crvene ili
crne boje priblizˇno jednaka 1
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(isto kao i pismo/glava u bacanju novcˇic´a). Sˇto se kocka-
rov imetak i raspolozˇivo vrijeme viˇse priblizˇavalo beskonacˇnosti, vjerojatnost okretanja
glave na novcˇic´u se priblizˇavala 1, cˇime se ovakva strategija cˇinila kao sigurna stvar
onima koji su je zastupali. Naravno, nitko od kockara ne posjeduje beskonacˇno bo-
gatstvo pa c´e eksponencijalni rast uloga kroz partije u konacˇnici dovesti do bankrota
kockara koji je odlucˇio koristiti martingale. U realnim situacijama, kockar obicˇno os-
tvaruje malu neto zaradu. Medutim, kockarova ocˇekivana dobit i dalje ostaje jednaka
nuli (ili cˇak manja od nule). Postoje situacije kada vjerojatnost katastrofalnog gubitka
ne mora biti jako mala. Znamo da velicˇina uloga raste ekponencijalno. Upravo to, u
kombinaciji sa cˇinjenicom da se niz uzastopnih gubitaka pojavljuje cˇesˇc´e nego sˇto nam
intuicija nalazˇe, govori da postoje situacije kada se vrlo brzo mozˇe doc´i do kockarove
propasti, tj. bankrota.
Koncept martingala u teoriji vjerojatnosti je 1934. predstavio Paul Le´vy iako ih nije
tako nazvao. Izraz ”martingal” 1939. uvodi Jean-Andre´ Ville koji je dodatno prosˇirio
definiciju na neprekidne martingale. Veliku ulogu u razvoju ove teorije je imao Joseph
Leo Doob cˇije c´emo rezultate iskazati u ovome diplomskom radu. Jedna od motivacija
za uvodenje ove teorije je bila da se dokazˇe da je nemoguc´e ostvariti uspjesˇnu kockarsku
strategiju (tj. strategiju koja bi nam osigurala sigurnu dobit).
U teoriji vjerojatnosti, martingal je familija slucˇajnih varijabli za koji vrijedi da je
u svakom promatranom trenutku ocˇekivana sljedec´a vrijednost jednaka trenutacˇnoj
vrijednosti pri cˇemu su nam poznate sve prethodne vrijednosti procesa, ukljucˇujuc´i
sadasˇnju. Usporedbe radi, u procesima koji nisu martingali mozˇe se dogoditi da je
ocˇekivana vrijednost procesa u nekom trenutku jednaka njegovoj ocˇekivanoj vrijed-
nosti u sljedec´em trenutku. Medutim, znanje o prethodnim ishodima (npr. koje su sve
karte vec´ izvucˇene iz sˇpila) mozˇe reducirati neizvjesnost buduc´ih ishoda. Prema tome,
ocˇekivana vrijednost buduc´ih ishoda igre sa znanjem o sadasˇnjosti i svim prethodnim
ishodima mozˇe biti vec´a nego stvarna vrijednost ukoliko se ostvaruje uzastopni niz po-
bjeda. Martingali iskljucˇuju ostvarivanje profita na temelju informacija o povijesti igre
pa su oni stoga model za posˇtene igre.
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1 Martingali
1.1. Motivacija i definicija martingala u diskretnom vremenu
U daljnjem tekstu c´emo kroz primjere vidjeti da je jako korisno promatrati martingale
kroz kockanje, tj. poistovjetiti ih sa kockarskom strategijom. Medutim, velika vazˇnost
martingalne teorije proizlazi iz cˇinjenice da se martingali pojavljuju u mnogim drugim
kontekstima. Naprimjer, teorija difuzija koja se ranije proucˇavala metodama iz teorije
o Markovljevim lancima, teorije o parcijalnim diferencijalnim jednadzˇbama i slicˇno, a
koja je sada evoluirala u martingalnu teoriju.
U ovom poglavlju cilj nam je doc´i do definicije martingala za sˇto nam je potrebno
definirati osnovne pojmove kao sˇto su filtracija i adaptiranost. Navesti c´emo neke pri-
mjere koji c´e nam koristiti za bolje razumijevanje same definicije martingala, a kasnije
dodatne primjere najcˇesˇc´ih martingala te primjere njihove primjene na druge mate-
maticˇke pojmove.
Definicija 1.1. Neka je (Ω,F ,P) vjerojatnosni prostor i neka je za svaki prirodan broj
n, Xn slucˇajna varijabla na tom prostoru. Tada se familija X = (Xn, n ∈ N0) naziva
slucˇajni proces (s diskretnim vremenom).
Primjer 1.1. Neka je (Yn, n ∈ N) niz nezavisnih, jednakodistribuiranih slucˇajnih vari-
jabli na vjerojatnosnom prostoru (Ω,F ,P) s ocˇekivanjem µ. Slucˇajna sˇetnja je slucˇajni
proces X = (Xn, n ∈ N0) definiran na sljedec´i nacˇin:
X0 = 0
Xn = Y1 + · · ·+ Yn =
n∑
i=1
Yi.
Neka je F = (Fn, n ∈ N0) familija slucˇajnih varijabli definirana na sljedec´i nacˇin:
F0 = {∅,Ω}
Fn = σ(X1, X2, . . . , Xn), n ≥ 1.
Uocˇimo: kako je Yi = Xi − Xi−1, vrijedi Fn = σ(Y1, . . . , Yn). U Fn su sadrzˇane
sve informacije o slucˇajnom procesu X koje su poznate do trenutka n. Ocˇigledno je
F neopadajuc´a familija σ-podalgebri od F , tj. Fn−1 ⊂ Fn,∀n ≥ 1. Uocˇimo i da su
slucˇajne varijable Yk nezavisne od σ-algebre Fn, za k ≥ n+ 1.
Sada pretpostavimo da nam je poznata informacija o slucˇajnom procesu X do trenutka
n, tj. poznata nam je Fn. Tada, zbog svojstva linearnosti uvjetnog ocˇekivanja s obzirom
na σ-algebru (vidi [14]), vrijedi:
E[Xn+1 | Fn] = E[Xn+Yn+1 | Fn] = E[Xn | Fn]+E[Yn+1 | Fn] = Xn+EYn+1 = Xn+µ.
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U slucˇaju kada je µ = 0, za sve n ≥ 0 vrijedi E[Xn+1 | Fn] = Xn g.s. Prema tome,
najbolje sˇto mozˇemo rec´i o procesu X u trenutku n+1 s obzirom na poznate informacije
o tom procesu zakljucˇno s trenutkom n je Xn. Medutim, ukoliko na Xn stavimo dodatne
pretpostavku, a to je da su one kvadratno-integrabilne, gornju tvrdnju interpretiramo
na sljedec´i nacˇin: Xn je najbolja Fn-predikcija od Xn+1 u smislu najmanjih kvadrata
(vidi [9]). Takav slucˇajni proces zvat c´emo martingal.
Definicija 1.2. Neka je (Ω,F) izmjerivi prostor. Familija F = {Fn, n ≥ 0} σ-
podalgebri od F takvih da za svaki n ≥ 0 vrijedi Fn ⊂ Fn+1 zove se filtracija na
(Ω,F).
Definicija 1.3. Neka je (Ω,F) izmjerivi prostor i F = {Fn : n ≥ 0} filtracija. Slucˇajni
proces X = (Xn, n ≥ 0) je adaptiran na filtraciju F ako je za svaki n ≥ 0 slucˇajna
varijabla Xn Fn-izmjeriva, tj. ako je σ(Xn) ⊂ Fn.
Definicija 1.4. Neka je (Ω,F) izmjerivi prostor i X = (Xn : n ≥ 0) slucˇajni proces
na njemu. Za n ≥ 0 definiramo
F0n := σ(X0, X1, . . . , Xn).
Tada filtraciju F0 = {F0n : n ≥ 0} zovemo prirodna filtracija od X.
Primjedba 1.1. Svaki slucˇajni proces je adaptiran na svoju prirodnu filtraciju.
Sljedec´im primjerom c´emo objasniti ideju martingala i sˇto oni u biti predstavljaju.
Primjer 1.2. Kockarsku strategiju koju c´emo razmatrati u ovom primjeru zovemo
martingalna strategija. Pretpostavimo da kockar ima veliko bogatstvo. On ulazˇe je-
dinicˇni ulog u igri za koju je vjerojatnost dobitka i gubitka jednaka. Ako izgubi, u
sljedec´em krugu on ulazˇe iznos od dvije novcˇane jedinice. Ako izgubi prvih n partija,
u sljedec´oj partiji ulazˇe 2n. U nekoj partiji on treba dobiti, pretpostavimo da je to u
partiji T . Kockar tada prestaje s igrom pri cˇemu ostvaruje profit u sljedec´em iznosu
2T − (1 + 2 + 4 + · · ·+ 2T−1).
Prema tome, ovakvom strategijom kockanja, kockar si osigurava profit u iznosu od 2T
pa pretpostavljamo da je ovo dobra strategija.
Oznacˇimo s Yn iznos kojeg kockar posjeduje nakon n-te partije. Tada je
Y0 = 0, Yn ≤ 1 + 2 + · · ·+ 2n−1 = 2n − 1.
Nadalje, Yn+1 = Yn ako je kockar prestao sa igrom u trenutku n+ 1 i
Yn+1 =
{
Yn − 2n, s vjerojatnosˇc´u 12
Yn + 2
n, s vjerojatnosˇc´u 1
2
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inacˇe. Neka je Fn = σ(Y1, . . . , Yn) i uvodimo filtraciju F = {Fn : n ≥ 0}. Kako Yn+1
ovisi samo o Yn, vrijedi sljedec´e
E[Yn+1 | Fn] = Yn.
Prema tome, Y je martingal s obzirom na definiranu filtraciju.
Medutim, ovaj martingal ima izrazito negativno svojstvo. Naime, za slucˇajnu varijablu
T koja broji partije igre prije pobjede (slucˇajno vrijeme) vrijedi
P(T = n) =
(1
2
)n−1 1
2
=
(1
2
)n
, n ≥ 1,
tj. ona ima geometrijsku distribuciju s parametrom 1
2
.
Kockar u trenutku T nosi 2T−1, a do tada je izgubio
T−1∑
k=1
2k−1 = 2T−1 − 1.
Prema tome, ocˇekivani ukupni ulog do trenutka T , tj. do dobitka iznosi
E[2T−1 − 1] = E[2T−1]− 1 =
∞∑
n=1
2n−1P(T = n)− 1
=
∞∑
n=1
2n−1
1
2n
− 1
=
∞∑
n=1
1
2
− 1
gdje prva suma divergira.
Iz ovoga primjera vidimo da ovakva strategija ima smisla samo ako posjedujemo be-
skonacˇno bogatstvo, sˇto nije realno pa si u stvarnosti ovakvom strategijom ne osigura-
vamo profit.
Sljedec´i primjer prikazuje primjenu martingala na financijskom trzˇiˇstu. Naime, na
ovom se trzˇiˇstu postavlja bitno pitanje, a to je pronalazak nearbitrazˇne cijene spe-
cificˇnih financijskih instrumenata (vidi [11]). Do odgovora na ovo pitanje se dolazi
upravo primjenom martingala, tj. martingalnog svojstva.
Primjer 1.3. Pretpostavimo da na financijskom trzˇiˇstu imamo i financijskih instru-
menata za i ∈ {0, 1, . . . , d}. Tada diskontiranu vrijednost i-tog financijskog instrumenta
u trenutku t oznacˇavamo s S˜it i definiramo izrazom
S˜it =
1
(1 + r′)t
Sit ,
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gdje je r′ efektivna kamatna stopa.
Ovako definirana diskontirana vrijednost predstavlja vrijednost koju bi u trenutku t = 0
imao rizicˇni i-ti financijski instrument ukoliko bismo ga tretirali kao nerizicˇni.
Za nerizicˇni financijski instrument uz efektivnu kamatnu stopu r′ vrijedi
S˜0t =
1
(1 + r′)t
S0t = S
0
0 =
1
(1 + r′)t+1
S0t+1 = S˜
0
t+1
pa je
E[S˜0t+1 | Ft] = E[S˜0t | Ft] = S˜0t = S00
sˇto zovemo martingalnim svojstvom. U slucˇaju kada imamo rizicˇni financijski instru-
ment, to svojstvo ne vrijedi. Stoga se na financijskom trzˇiˇstu postavlja pitanje prona-
laska vjerojatnosti P ∗ t.d. s obzirom na nju vrijedi
E∗[S˜kt+1 | Ft] = S˜kt .
Takvu vjerojatnost P ∗ c´emo zvati vjerojatnost neutralna na rizik ili ekvivalentna mar-
tingalna mjera koja c´e osiguravati da na vec´ spomenutom trzˇiˇstu ne postoji arbitrazˇa
(detaljnije u [11]).
Sada kada smo definirali osnovne pojmove potrebne za definiranje martingala te u
primjerima vidjeli neke njihove tipicˇne primjene, mozˇemo izvesti trazˇenu definiciju
martingala, ali i definicije submartingala i supermartingala.
Definicija 1.5. Slucˇajni proces X = (Xn, n ≥ 0) je martingal s obzirom na filtraciju
F = {Fn : n ≥ 0} ako vrijedi:
1. E[| Xn |] <∞, ∀n ≥ 0,
2. X je adaptiran na F,
3. E[Xn+1 | Fn] = Xn, ∀n ≥ 0.
Definicija 1.6. Slucˇajni proces X = (Xn, n ≥ 0) je supermartingal s obzirom na
filtraciju F = {Fn : n ≥ 0} ako vrijedi:
1. E[| Xn |] <∞, ∀n ≥ 0,
2. X je adaptiran na F,
3. E[Xn+1 | Fn] ≤ Xn, ∀n ≥ 0.
Definicija 1.7. Slucˇajni proces X = (Xn, n ≥ 0) je submartingal s obzirom na filtra-
ciju F = {Fn : n ≥ 0} ako vrijedi:
1. E[| Xn |] <∞, ∀n ≥ 0,
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2. X je adaptiran na F,
3. E[Xn+1 | Fn] ≥ Xn, ∀n ≥ 0.
Primjedba 1.2. X je supermartingal ako i samo ako je (−X) submartingal.
Primjedba 1.3. X je martingal ako i samo ako je on istovremeno i submartingal i
supermartingal.
Oucˇimo josˇ jedno bitno svojstvo martingala. Dani proces X = (Xn, n ≥ 0) t.d. je
X0 ∈ L1(Ω,F0,P), gdje je L1(Ω,F0,P) prostor slucˇajnih varijabli na Ω s konacˇnim
ocˇekivanjem, je martingal ako i samo ako je proces X−X0 = (Xn−X0, n > 0) takoder
martingal. Analogna tvrdnja vrijedi i za supermartingale i submartingale.
U daljnjem tekstu, ukoliko filtracija F nije specificirana, govorimo o prirodnoj filtraciji
F0.
Primjedba 1.4. Neka su Y1, Y2, . . . nezavisne nenegativne slucˇajne varijable takve da
za sve n ≥ 1 vrijedi EYn = 1. Definiramo:
X0 := 1, F0 := {∅,Ω}
Xn := Y1 · Y2 · · ·Yn, Fn := σ(Y1, Y2, . . . , Yn), n ≥ 1.
Slucˇajna varijabla Xn je integrabilna zbog nezavisnosti i integrabilnosti slucˇajnih vari-
jabli Y1, . . . , Yn. Kako su Yn+1 i Fn nezavisni za n ≥ 1, slijedi:
E[Xn+1 | Fn] = E[XnYn+1 | Fn] = XnE[Yn+1 | Fn] = XnEYn+1 = Xn g.s.
pri cˇemu druga jednakost slijedi iz svojstva uvjetnog ocˇekivanja (vidi [14]) Ovime smo
pokazali da vrijedi martingalno svojstvo, pa je X martingal.
U nastavku ovoga rada navodimo bitna svojstva martingala kroz razne teoreme i pro-
pozicije koji c´e nam dati sˇiru sliku vazˇnosti martingala te c´e nam koristiti u nastavku
martingalne teorije.
Propozicija 1.1. Ako je X = (Xn : n ≥ 0) supermartingal, tada za sve 0 ≤ m < n
vrijedi
E[Xn | Fm] ≤ Xm g.s.
Ako je X martingal, tada za sve 0 ≤ m < n vrijedi
E[Xn | Fm] = Xm g.s.
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Dokaz
Za n = m+ 1 tvrdnja slijedi iz definicije. Neka je n = m+ k, k ≥ 2. Tada vrijedi:
E[Xm+k | Fm] = E[E[Xm+k | Fm+k−1] | Fm]
≤ E[Xm+k−1 | Fm] ≤ · · · ≤ E[Xm+1 | Fm]
≤ Xm g.s.
Prva jednakost je posljedica tzv. tower property (vidi [2]), dok nejednakost slijedi iz
tvrdnje da je X supermartingal.
Pokazˇimo i tvrdnju za martingal. Za n = m+ 1 tvrdnja slijedi iz definicije martingala.
Neka je stoga n = m+ k, k ≥ 2. Slijedi
E[Xm+k | Fm] = E[E[Xm+k | Fm+k−1] | Fm]
= E[Xm+k−1 | Fm] = · · · = E[Xm+1 | Fm]
= Xm g.s.
Kao i gore, prva jednakost je svojstvo uvjetnog ocˇekivanja kojeg zovemo tower property,
a nejednakost slijedi iz definicije martingala.
2
Propozicija 1.2.
1. Ako je X = (Xn : n ≥ 0) martingal i φ : R → R konveksna funkcija takva da je
E | φ(Xn) |<∞ za sve n ≥ 0, tada je (φ(Xn) : n ≥ 0) submartingal.
2. Ako je X = (Xn : n ≥ 0) submartingal i φ : R → R neopadajuc´a konveksna
funkcija takva da je E | φ(Xn) |< ∞ za sve n ≥ 0, tada je (φ(Xn) : n ≥ 0)
submartingal.
(dokaz: vidi [14])
Definicija 1.8. Familiju (Xn : 1 ≤ n ≤ N) integrabilnih slucˇajnih varijabli zovemo
pribliˇzno-martingal s obzirom na filtraciju {Fn : 1 ≤ n ≤ N} ako je
E[Xn+1 | Fn] = E[Xn | Fn], ∀1 ≤ n ≤ N − 1.
Analogno se definira pribliˇzno-submartingal i pribliˇzno-supermartingal.
Primjedba 1.5. Uocˇimo da je jednakost iz prethodne definicije ekvivalentna sljedec´oj
jednakosti
E[Xm | Fn] = E[Xn | Fn], ∀1 ≤ n ≤ m ≤ N − 1.
Takoder, ako je familija (Xn : 1 ≤ n ≤ N) adaptirana na {Fn : 1 ≤ n ≤ N},
tada je pribliˇzno-martingal martingal. Analogno vrijedi i za pribliˇzno-submartingale i
pribliˇzno-supermartingale.
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Primjer 1.4. Neka je ξ1, ξ2, . . . , ξn niz nezavisnih slucˇajnih varijabli s ocˇekivanjem 0
i V ar(ξn) = σ
2
n. Neka je Fn = σ{ξk : 1 ≤ k ≤ n}. Definiramo
Sn = ξ1 + . . .+ ξn, Xn = SnSN −
n∑
k=1
σ2k, 1 ≤ n ≤ N.
Lako se vidi da vrijedi
E[Xn+1 | Fn] = E
[
Sn+1SN −
n+1∑
k=1
σ2k | Fn
]
= E[(Sn + ξn+1)(Sn + ξn+1 + · · ·+ ξN) | Fn]−
n+1∑
k=1
σ2k
= S2n + σ
2
n+1 −
n+1∑
k=1
σ2k
= S2n −
n∑
k=1
σ2k.
Slicˇno se izvede
E[Xn | Fn] = S2n −
n∑
k=1
σ2k.
Iz prethodnih jednakosti slijedi da je E[Xn+1 | Fn] = E[Xn | Fn]. Stoga je (Xn, 1 ≤ n ≤
N) pribliˇzno-martingal, gdje je Xn = SnSN −
∑n
k=1 σ
2
k.
Nadalje, neka je ξ1, ξ2, . . . niz nezavisnih slucˇajnih varijabli s ocˇekivanjem 0 i V ar(ξn) =
σ2n. Definiramo Fn = σ{ξk : 1 ≤ k ≤ n}. Neka su Sn i Xn definirani kao na pocˇetku
primjera. Za fiksan N , (Xn : 1 ≤ n ≤ N) je pribliˇzno-martingal. Takoder, familija
(Xn, n ≥ N) je martingal.
Primjer 1.5. Neka je ξ1, ξ2, . . . niz nezavisnih slucˇajnih varijabli s ocˇekivanjem 0 i
V ar(ξn) = σ
2
n. Stavimo da je Fn = σ{ξk : 1 ≤ k ≤ n}. Definiramo Sn = ξ1 + · · ·+ ξn.
Za fiksan N , promotrimo familiju (Xn, 1 ≤ n ≤ N), gdje je Xn = SnSN . Pokazˇimo
prvo da je ova familija pribliˇzno-submartingal. Lako se vidi da je
E[Xn+1 | Fn] = E[Sn+1SN | Fn]
= E[(Sn + ξn+1)(ξ1 + · · ·+ ξN) | Fn]
= E[(Sn + ξn+1)2 | Fn]
= E[S2n + 2Snξn+1 + ξ2n+1 | Fn]
= S2n + σ
2
n+1.
Takoder vrijedi
E[Xn | Fn] = E[SnSN | Fn] = SnE[SN | Fn] = S2n.
Stoga je E[Xn+1 | Fn] ≥ E[Xn | Fn] g.s. pa je (Xn, 1 ≤ n ≤ N) pribliˇzno-submartingal.
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Teorem 1.1. (Doobova dekompozicija) Neka je X = (Xn, n ≥ 0) submartingal.
Tada postoji martingal M = (Mn, n ≥ 0) i slucˇajni proces A = (An, n ≥ 0) takav da je
0 = A0 ≤ A1 ≤ A2 ≤ · · · g.s.,
An je Fn−1-izmjeriva za sve n ≥ 1, te vrijedi
X = M + A
i ta dekompozicija je jedinstvena g.s.
Primjedba 1.6. Slucˇajni proces A = (An, n ≥ 0) sa svojstvom
A0 ≤ A1 ≤ A2 ≤ · · · g.s.
zovemo neopadajuc´i proces. Slucˇajni proces Y = (Yn, n ≥ 1) takav da je Yn Fn−1-
izmjerivo za sve n ≥ 1 zove se predvidiv proces. Dakle, slucˇajni proces A iz tvrdnje
gornjeg teorema je predvidiv, neopadajuc´i proces koji se naziva kompenzator submar-
tingala X.
Dokaz
Dokaz provodimo matematicˇkom indukcijom. Za pocˇetak definirajmo
A0 = 0, M0 = X0 t.d. X0 = M0 + A0.
Nadalje, induktivno definiramo
An := An−1 + E[Xn | Fn−1]−Xn−1, Mn := Xn − An.
Kako je
E[Xn | Fn−1] ≥ Xn−1,
slijedi
An ≥ An−1 g.s.
Iz pretpostavke indukcije znamo da je An−1Fn−2 ⊂ Fn−1-izmjerivo, a E[Xn | Fn−1] −
Xn−1 je Fn−1-izmjerivo. Prema tome, An je Fn−1-izmjeriv. Sada racˇunamo sljedec´e
uvjetno ocˇekivanje
E[Mn | Fn−1] = E[Xn − An | Fn−1]
= E[Xn | Fn−1]− An
= (Xn−1 + An − An−1)− An
= Xn−1 − An−1
= Mn−1.
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Pokazˇimo sada jedinstvenost. U tu svrhu, neka je X = M ′+A′ dodatna dekompozicija.
Tada je proces Y := M −M ′ = A′ − A martingal pa je
E[Yn | Fn−1] = Yn−1 g.s.
Proces Y je i predvidiv pa je
E[Yn | Fn−1] = Yn g.s.
za svaki n ∈ N. Kako je Y0 = A′0 − A0 = 0, iterativno dobivamo da je Yn = 0 g.s. za
svaki n ∈ N pa je trazˇena dekompozicija jedinstvena gotovo sigurno.
2
Doobova dekompozicija koja prikazuje submartingal kao sumu martingala i predvi-
divog rastuc´eg procesa je vazˇan rezultat koji je temelj za teoriju stohasticˇkih integrala
(vidi [14]).
Definicija 1.9. Slucˇajni proces X = (Xn, n ≥ 0) za koji vrijedi EX2n < ∞ za sve
n ≥ 0 zovemo kvadratno-integrabilan slucˇajni proces.
Primjer 1.6. Doobova dekompozicija se analogno definira za pribliˇzno-submartingal.
Stoga pronadimo ovu dekompoziciju za pribliˇzno-submartingal iz Primjera 1.5.
Prisjetimo se iz Primjera 1.4. da je familija (Zn, 1 ≤ n ≤ N) pribliˇzno-submartingal,
gdje je Zn = SnSN −
∑n
k=1 σ
2
k.
Ovo nas motivira da definiramo Mn i An na sljedec´i nacˇin:
Mn =
{
S1SN , n = 1
SnSN −
∑n
k=2 σ
2
k, n ≥ 2,
An =
{
0, n = 1∑n
k=2 σ
2
k, n ≥ 2.
Uocˇimo da je Mn = Zn +σ
2
1. Stoga je Mn pribliˇzno-submartingal. Sada se lako vidi da
je Doobova dekompozicija od SnSN dana s
SnSN = Mn + An, 1 ≤ n ≤ N.
Potrebno je istaknuti razliku izmedu martingalnog slucˇaja i pribliˇzno-martingalnog.
Prepostavimo da je Xn kvadratno integrabilan martingal. Tada je X
2
n submartingal.
Medutim, za kvadratno integrabilan pribliˇzno-martingal Xn, generalno ne vrijedi da je
X2n pribliˇzno-submartingal.
Martingali i obrnuti martingali 11
1.2. Martingalna transformacija i teorem o opcionalnom za-
ustavljanju
U sljedec´em poglavlju razmatrat c´emo specificˇne strategije kockanja. Upravo s tim
razmatranjima zakljucˇit c´emo da igre na srec´u u pravilu nisu posˇtene i idu u korist
kockarnice. Pogledajmo kako c´emo to matematicˇki zapisati. Ako je X = (Xn : n ≥ 0)
slucˇajni proces takav da su slucˇajne varijable Xn integrabilne i ∆n = Xn − Xn−1
dobitak/gubitak po jedinici uloga u n-toj igri, tada za nasˇu igru vrijedi
0 ≥ E[∆n | Fn−1] = E[Xn −Xn−1 | Fn−1].
Takoder, kada govorimo o pravednoj igri, u gornjem izrazu imamo jednakost. Prema
tome, pravednu igru modeliramo martingalom, dok je supermartingal logicˇan model za
realne igre na srec´u.
U ovom poglavlju zˇelimo otkriti kako efikasno kockati, tj. zˇelimo pronac´i strategiju
kockanja koja c´e nam omoguc´iti pravednu igru. Pretpostavimo da neposredno prije n-
te igre ulozˇimo iznos Hn u nekoj igri na srec´u. Taj iznos smije ovisiti o ishodima igre u
prethodnim trenucima i takoder ne mozˇe ovisiti o ishodu u trenutku n. Matematicˇkim
rjecˇnikom, ako je F0 prirodna filtracija procesa X, Hn mora biti F0n−1-izmjeriva slucˇajna
varijabla. Dobitak/gubitak u n-toj igri jednak je
Hn∆n = Hn(Xn −Xn−1),
a ukupni dobitak do n-te igre
n∑
m=1
Hm∆m =
n∑
m=1
Hm(Xm −Xm−1).
Probajmo sada pronac´i trazˇenu strategiju kockanja.
Definicija 1.10. Neka je (Ω,F ,P) vjerojatnosni prostor s filtracijom F, neka je X =
(Xn : n ≥ 0) adaptiran slucˇajni proces i H = (Hn : n ≥ 0) predvidiv slucˇajni proces.
Martingalna transformacija procesa X s obzirom na proces H je slucˇajni proces H ·X =
((H ·X)n : n ≥ 0) definiran sa:
(H ·X)n := H0X0 +
n∑
m=1
Hm(Xm −Xm−1), n ≥ 0.
Sljedec´i teorem nam govori: ne mozˇesˇ prevariti sustav.
Teorem 1.2. Neka je H = (Hn : n ≥ 0) predvidiv proces takav da je Hn ogranicˇena
slucˇajna varijabla za svaki n ≥ 0.
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1. Ako je X = (Xn : n ≥ 0) supermartingal i Hn ≥ 0 za sve n ≥ 0, tada je H ·X
takoder supermartingal.
2. Ako je X = (Xn : n ≥ 0) submartingal i Hn ≥ 0 za sve n ≥ 0, tada je H · X
takoder submartingal.
3. Ako je X = (Xn : n ≥ 0) martingal , tada je H ·X takoder martingal.
Dokaz
Primjetimo da iz nejednakosti trokuta slijedi sljedec´a nejednakost:
E | (H ·X)n |≤ E
( | H0 || X0 | + n∑
m=1
| Hm || Xm −Xm−1 |
)
.
Desna strana je integrabilna jer je to zbroj produkata integrabilnih slucˇajnih varijabli
s ogranicˇenim slucˇajnim varijablama. Uocˇimo i da je H ·X adaptiran. Dokazˇimo sada
tvrdnje teorema:
1. Pretpostavimo da je X supermartingal i neka je n ≥ 0. Racˇunamo:
E[(H ·X)n+1 | Fn] = E[(H ·X)n +Hn+1(Xn+1 −Xn) | Fn]
= (H ·X)n + E[Hn+1(Xn+1 −Xn) | Fn]
= (H ·X)n +Hn+1E[Xn+1 −Xn | Fn]
jer je Hn+1 Fn-izmjerivo i
≤ (H ·X)n
jer je E[Xn+1 −Xn | Fn] ≤ 0 i Hn+1 ≥ 0 .
2. Pretpostavimo da je X submartingal i neka je n ≥ 0. Racˇunamo:
E[(H ·X)n+1 | Fn] = E[(H ·X)n +Hn+1(Xn+1 −Xn) | Fn]
= (H ·X)n + E[Hn+1(Xn+1 −Xn) | Fn]
= (H ·X)n +Hn+1E[Xn+1 −Xn | Fn]
jer je Hn+1 Fn-izmjerivo i
≥ (H ·X)n
jer je E[Xn+1 −Xn | Fn] ≥ 0 i Hn+1 ≥ 0 .
3. Pretpostavimo da je X martingal i neka je n ≥ 0. Racˇunamo:
E[(H ·X)n+1 | Fn] = E[(H ·X)n +Hn+1(Xn+1 −Xn) | Fn]
= (H ·X)n + E[Hn+1(Xn+1 −Xn) | Fn]
= (H ·X)n +Hn+1E[Xn+1 −Xn | Fn]
jer je Hn+1 Fn-izmjerivo i
= (H ·X)n
jer je E[Xn+1 −Xn | Fn] = 0.
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2
Sada c´emo definirati vrijeme zaustavljanja T . Primjerice, T je trenutak u kojemu
kockar mozˇe odlucˇiti odustati od igre. Hoc´e li on zaista odmah odustati nakon n-te
partije ovisi samo o prethodnim partijama (ukljucˇujuc´i i n-tu).
Definicija 1.11. Neka je (Ω,F) izmjeriv prostor s filtracijom F. Funkcija T : Ω →
Z+ ∪ {+∞} zove se vrijeme zaustavljanja s obzirom na filtraciju F ako vrijedi:
{T ≤ n} ∈ Fn, za sve n ≥ 0.
Na primjer, konstantno vrijeme je (trivijalno) vrijeme zaustavljanja.
Primjer 1.7. 1. Neka je T = m deterministicˇko vrijeme, tj. T (ω) = m,∀ω ∈ Ω.
Kako je T konstanta, a znamo da konstanta generira trivijalnu σ-algebru, vrijedi:
{T = n} = Ω, n = m
{T = n} = ∅, n 6= m.
Stoga je T vrijeme zaustavljanja nekog slucˇajnog procesa X.
2. Neka je X = (Xn, n ≥ 0) slucˇajni proces adaptiran na filtraciju F = {Fn, n ≥ 0}
i neka je B ∈ B(R). Vrijeme prvog pogadanja skupa B definiramo s
TB = min{n ≥ 0 : Xn ∈ B}.
Kako je
{TB = n} = {ω ∈ Ω : TB(ω) = n}
= {ω ∈ Ω : X0(ω) 6∈ B,X1(ω) 6∈ B, . . . , Xn−1(ω) 6∈ B,Xn(ω) ∈ B}
= {X0 ∈ Bc, X1 ∈ Bc, . . . , Xn−1 ∈ Bc, Xn ∈ B} ∈ Fn, n ≥ 0,
TB je vrijeme zaustavljanja procesa X.
3. Vrijeme zadnjeg izlaska iz skupa B definiramo s
LB = max{n ≥ 0 : Xn ∈ B}, max ∅ = 0.
LB nije vrijeme zaustavljanja jer {LB = n} ovisi o slucˇajnim varijablama (Xm+n,m ≥
0), n ≥ 0, tj. ovisi o buduc´nosti procesa X nakon trenutka n pa {LB = n} 6∈ Fn.
Martingali i obrnuti martingali 14
Definicija 1.12. Neka je X = (Xn : n ≥ 0) slucˇajni proces i T vrijeme zaustavljanja.
Proces zaustavljen u vremenu T, XT = (XTn : n ≥ 0) definira se sljedec´im izrazom:
XTn := XT∧n =
{
Xn n < T
XT n ≥ T
, n ≥ 0.
Propozicija 1.3. Neka je X = (Xn : n ≥ 0) (super)martingal i T vrijeme zaustavlja-
nja. Tada je zaustavljeni proces XT takoder (super)martingal. U slucˇaju supermartin-
gala vrijedi
EXT∧n ≤ EX0, za sve n ≥ 0,
a u slucˇaju martingala:
EXT∧n = EX0, za sve n ≥ 0.
Dokaz
Dokaz propozicije slijedi iz Teorema 1.2. Definirajmo sljedec´u strategiju H = (Hn :
n ≥ 0):
H0 = 0, Hn = 1{n≤T} za n ≥ 1,
tj. ulazˇemo jedinicˇni ulog sve do vremena T nakon kojeg prestajemo kockati. Kako je
{n ≤ T} = {T < n}c = {T ≤ n− 1}c ∈ Fn−1,
proces H je predvidiv, a i ogranicˇen. Sada racˇunamo martingalnu transformaciju H ·X:
(H·X)n =
n∑
m=1
Hm(Xm−Xm−1) =
n∑
m=1
1{m≤T}(Xm−Xm−1) =
T∧n∑
m=1
(Xm−Xm−1) = XT∧n−X0.
Kako je Hn ≥ 0, slijedi da je martingalna transformacija (super)martingala opet (su-
per)martingal. Jednakost i nejednakost iz propozicije slijedi direktno iz svojstava (su-
per)martingala.
2
Bitno je uocˇiti da prethodni teorem ne zahtijeva nikakve dodatne uvjete na integra-
bilnost (osim naravno onih koji proizlaze iz definicija martingala i supermartingala).
Medutim, ovdje treba biti oprezan. Evo i zasˇto. Neka je X slucˇajna sˇetnja na N koja
krec´e iz 0. Tada je X martingal (pod uvjetom da je ocˇekivanje spomenute slucˇajne
sˇetnje jednako 0). Neka je sada T vrijeme zaustavljanja:
T := inf{n : Xn = 1}.
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Znamo da je P(T <∞) = 1. Medutim, iako je
EXT∧n = EX0, ∀n,
vrijedi dodatno
1 = EXT 6= EX0 = 0.
Zˇelimo znati kada c´emo moc´i tvrditi da je EXT = EX0 za martingal X. Sljedec´i teorem
c´e nam dati dovoljne uvjete.
Teorem 1.3. (Doobov teorem o opcionalnom zaustavljanju) Neka je (Ω,F ,P)
vjerojatnosni prostor te neka je T vrijeme zaustavljanja t.d. je P(T <∞) = 1.
1. Neka je X = (Xn : n ≥ 0) supermartingal. Pretpostavimo da vrijedi jedan od
sljedec´ih uvjeta:
(a) T je omedeno, tj. postoji N > 0 t.d. je T (ω) ≤ N za sve ω ∈ Ω;
(b) X je omeden, tj. postoji K > 0 t.d. je | Xn(ω) |≤ K za sve ω ∈ Ω i za sve
n ≥ 0;
(c) ET <∞, te postoji K ≥ 0 t.d. | Xn(ω)−Xn−1(ω) |≤ K za sve ω ∈ Ω i sve
n ≥ 0.
Tada je XT integrabilna slucˇajna varijabla i vrijedi EXT ≤ EX0.
2. Ako je X martingal i vrijedi jedno od svojstava (a)-(c), tada je XT integrabilna i
vrijedi EXT = EX0.
Dokaz
1. Iz Propozicije 1.2. znamo da je (XT∧n : n ≥ 0) supermartingal i da je EXT∧n ≤
EX0 za sve n ≥ 0.
(a) Ako stavimo da je n = N , dobivamo: XT∧N = XT i EXT = EXT∧N ≤ EX0.
(b) Kako je | XT∧n |≤ K, mozˇemo primjeniti teorem o dominiranoj konvergen-
ciji (vidi [12]). Prema tome:
EXT = E[ lim
n→∞
XT∧n] = lim
n→∞
EXT∧n ≤ EX0.
(c) Uocˇimo:
| XT∧n |=| X0+
T∧n∑
m=1
(Xm−Xm−1) |≤| X0 | +
T∧n∑
m=1
| Xm−Xm−1 |≤| X0 | +KT
Prema pretpostavci teorema, slucˇajna varijabla | X0 | +KT je integrabilna,
pa tvrdnju dokazujemo primjenom teorema o dominiranoj konvergenciji.
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2. Kako je X martingal, XT je takoder martingal i vrijedi E[XTn ] = E[X0], ∀n ∈ N0.
(a) Pretpostavimo da je T ogranicˇena. Tada za n = N vrijedi XT∧N = XT pa
je EXT = EXT∧N = EX0.
(b) Pretpostavimo da je X ogranicˇen, tj. | XT∧n |≤ K. Tada je
EXT = E[ lim
n→∞
XTn ] = lim
n→∞
E[XT∧n] = lim
n→∞
E[X0] = EX0.
(c) Tvrdnja slijedi iz dokaza tvrdnji 1.(c) i 2.(b)
2
Primjer 1.8. Neka je (Yn : n ≥ 1) niz nezavisnih Bernoullijevih slucˇajnih varijabli s
vrijednostima −1 i 1 i parametrom p ∈ (0, 1
2
) t.d. P(Yn = 1) = p. Sada definirajmo
proces X na sljedec´i nacˇin:
X0 = 0, Xn =
n∑
j=1
Yj.
Za p = 1
2
, proces X je martingal, a kad p poprima vrijednosti iz intervala (0, 1
2
), X je
supermartingal. U sljedec´em koraku definiramo strategiju kockanja H = (Hn : n ≥ 1) i
to na sljedec´i nacˇin:
H1 = 1, Hn =
{
2Hn−1, Yn−1 = −1
1, Yn−1 = 1
za n ≥ 2.
Ovako definirana strategija nam zapravo govori da u slucˇaju gubitka, u sljedec´em koraku
udvostrucˇimo nasˇ ulog. Ukoliko dobijemo, ova strategija nam govori da ulozˇimo jednu
novcˇanu jedinicu. Takva kockarska strategija se naziva martingal. Prema teoremu
o martingalnoj transformaciji, proces H · X je supermartingal za p ∈ (0, 1
2
), dok je
za p = 1
2
, taj proces martingal. Za vrijeme zaustavljanja T uzimamo geometrijsku
slucˇajnu varijablu s parametrom p, tj. T = min{n ≥ 1 : Yn = 1}. Vrijedi: ET = 1p
i P(T < ∞) = 1. Zanima nas koliki je ukupni dobitak u trenutku kada prvi put
dobijemo u igri, tj. zanima nas (H ·X)T . Kako su vrijednosti strategije H u trenucima
1, 2, . . . , T bile redom jednake 1, 2, 22, . . . , 2T−2, 2T−1, te su u istim trenucima dobici
Hm(Xm −Xm−1) = HmYm bili jednaki −1,−2,−23, . . . ,−2T−2,−2T−1, slijedi:
(H ·X)T =
T∑
m=1
Hm(Xm −Xm−1) =
T−1∑
m=1
−2m−1 + 2T−1 = 1.
Nadalje, uocˇimo da je zaustavljeni proces (H · X)T supermartingal za p ∈ (0, 1
2
) i
martingal za p = 1
2
. Kako je (H ·X)T = 1, zakljucˇujemo da ne vrijedi sljedec´e:
E[(H ·X)T ] ≤ E[(H ·X)1] = 0.
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Prethodnim razmatranjima zakljucˇili smo da je nasˇ dobitak u trenutku kada prestanemo
sa kockanjem, u trenutku T jednak 1. Znacˇi da ovako definirana strategija sigurno vodi
do dobitka koji je jednak pocˇetnom ulogu. Izracˇunajmo sada ukupni ocˇekivani ulog do
prve igre u kojoj dobivamo:
T−1∑
m=1
= 2T−1 − 1.
Takoder, vrijedi:
E[2T−1] =
∑
n=1
2n−1p(1− p)n−1 = p
∞∑
n=0
[2(1− p)]n =∞.
1.3. Primjeri martingala u diskretnom vremenu
Primjer 1.9. (De Moivreov martingal) Oko jednog stoljec´a prije nego su martin-
gali postali popularni medu pariˇskim kockarima, Abraham de Moivre je koristio (ma-
tematicˇke) martingale da bi odgovorio na pitanje ”kockarove propasti”. Jednostavna
slucˇajna sˇetnja na skupu {0, 1, 2, . . . , N} se zaustavlja kada prvi puta pogodi apsorbi-
rajuc´u barijeru u 0 ili u N . Kolika je vjerojatnost da c´e se zaustaviti u barijeri 0, tj.
da c´e doc´i do totalnog gubitka?
Neka su X1, X2, . . . koraci sˇetnje i neka je Sn pozicija nakon n koraka, pri cˇemu je
S0 = k. S0 nam predstavlja pocˇetni kapital kockara, a Sn iznos s kojim on raspolazˇe
u n-toj igri. Koraci sˇetnje, tj. varijable Xi oznacˇavaju iznos kockarevog dobitka ili
gubitka u i-toj partiji igre. Definiramo Yn =
(
q
p
)Sn
gdje je p = P(Xi = 1), p+ q = 1
i 0 < p < 1. Uvodimo filtraciju: Fn = σ(X1, . . . , Xn). Sada tvrdimo da je
E[Yn+1 | Fn] = Yn, ∀n.
Ako je Sn jednako 0 ili N tada je proces zaustavljen u vremenu n sˇto povlacˇi da je
Sn+1 = Sn pa je Yn+1 = Yn. Ako je 0 < Sn < N , tada je
E[Yn+1 | Fn] = E
[(q
p
)Sn+Xn+1 | Fn]
=
(q
p
)Sn[
p
q
p
+ q
(q
p
)−1]
= Yn,
pa smo pokazali navedenu tvrdnju. Promotrimo li ocˇekivanje od E[Yn+1 | Fn], slijedi
da je E[Yn+1] = E[Yn] za sve n pa je E | Yn |= E | Y0 |=
(
q
p
)k
, za sve n. Specijalno, Y
je martingal s obzirom na filtraciju F .
Neka je T broj koraka prije apsorbcije u trenutku ili 0 ili N . De Moivre je tvrdio
sljedec´e: E[Yn] =
(
q
p
)k
za sve n pa je stoga E[YT ] =
(
q
p
)k
. Ukoliko prihvatimo ovu
tvrdnju kao tocˇnu, tada je odgovor na pocˇetno pitanje sljedec´a njezina jednostavna
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posljedica. Raspisivanjem E[YT ], dobivamo
E(YT ) =
(
q
p
)0
pk +
(
q
p
)N
(1− pk),
gdje je pk = P(apsorbirano u 0 | S0 = k). Nadalje, prema pretpostavci je E[YT ] =(
p
q
)k
zbog cˇega je
pk =
ρk − ρN
1− ρN , ρ =
q
p
.
Ovo je vrlo korisna metoda koja se oslanja na cˇinjenicu da je E[YT ] = E[Y0].
Primjer 1.10. Neka je (Yn : n ≥ 1) niz nezavisnih jednakodistribuiranih slucˇajnih
varijabli s distribucijom zadanom na sljedec´i nacˇin:
P(Yn = −1) = P(Yn = +1) = 1
2
.
Nadalje, neka je S = (Sn : n ≥ 0) jednostavna simetricˇna slucˇajna sˇetnja, tj.:
S0 = 0, Sn = Y1 + Y2 + · · ·+ Yn.
Sa T definirajmo vrijeme prvog pogadanja stanja 1:
T := min{n > 0 : Sn = 1}
te pokazˇimo da je P(T <∞) = 1 i odredimo distribuciju slucˇajne varijable T. Da bismo
to napravili, najbitnije nam je pronac´i pogodan martingal.
Neka je Fn = σ(Y1, Y2, . . . , Yn) = σ(S1, S2, . . . , Sn) i F = (Fn : n ≥ 0). Kako za fiksan
realan broj λ vrijedi da je
E
[
eλYn
]
=
1
2
(
eλ + e−λ
)
= coshλ
slijedi:
E
[
eλYn
coshλ
]
= 1.
Uocˇimo i da je niz ( e
λYn
coshλ
, n ≥ 1) niz nezavisnih slucˇajnih varijabli. Definirajmo novi
slucˇajni proces X = (Xn, n ≥ 0) na sljedec´i nacˇin:
X0 := 1, Xn :=
n∏
j=1
eλYj
coshλ
=
eλSn
(coshλ)n
, n ≥ 1.
Ovako definiran slucˇajni proces je martingal (vidi [14] Primjer 1.48.). Znamo da je
T vrijeme zaustavljanja s obzirom na filtraciju F pa mozˇemo primjeniti teorem o opci-
onalnom zaustavljanju na ogranicˇeno vrijeme zaustavljanja T ∧ n iz cˇega dobivamo:
1 = EX0 = E[XT∧n] = E
[
eλST∧n
(coshλ)T∧n
]
, n ≥ 1.
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Pretpostavimo sada da je λ > 0. Uocˇimo da je ST∧n ≤ 1 iz cˇega slijedi da je za svaki
n ≥ 1, eλST∧n ≤ eλ. Znamo i da je coshx ≥ 1 za svaki x ∈ R iz cˇega slijedi da je
XT∧n ≤ eλ ≤ eλ za svaki n ≥ 1. Nadalje, vrijedi:
1 = E
[
eλST∧n
(coshλ)T∧n
]
= E
[
eλST∧n
(coshλ)T∧n
1{T <∞}
]
+ E
[
eλSn
(coshλ)n
1T=∞
]
. (1.1)
Pustimo n→∞. Za dogadaj {T =∞} vrijedi: Sn ≤ 0 iz cˇega slijedi da je eλSn ≤ 1 za
sve n ≥ 0. Kako (coshλ)n →∞, prema teoremu o dominiranoj konvergenciji slijedi:
lim
n→∞
E
[ eλSn
(coshλ)n
1T=∞
]
= 0.
Promotrimo sada dogadaj {T <∞}. Za njega vrijedi sljedec´e:
lim
n→∞
eλST∧n = eλST = eλ
i
lim
n→∞
(coshλ)T∧n = (coshλ)T . (1.2)
Sada, iz teorema o dominiranoj konvergenciji dobivamo:
lim
n→∞
E
[ eλST∧n
(coshλ)T∧n
1{T<∞}
]
= E
[ eλ
(coshλ)T
1{T<∞}
]
. (1.3)
Sada iz 1.1., 1.2. i 1.3. slijedi:
1 = E
[ eλ
(coshλ)T
1{T<∞}
]
,
tj.
E
[ 1
(coshλ)T
1{T<∞}
]
= e−λ. (1.4)
Pustimo sada λ→∞. Vrijedi:
lim
λ→0
1
coshλ
= 1.
Kako je 0 < 1
coshλ
≤ 1, mozˇemo primjeniti teorem o dominiranoj konvergenciji iz cˇega
dobivamo:
P(T <∞) = E[1{T<∞}] = lim
λ→0
e−λ = 1.
Iz izraza 1.4. slijedi:
E
[
1
(coshλ)T
]
= e−λ. (1.5)
Stavimo da je
α =
1
coshλ
=
2
eλ + e−λ
< 1,
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odakle rjesˇavanjem kvadratne nejednadzˇbe dobivamo:
e−λ =
1−√1− α2
α
< 1.
Uvrstimo to u 1.5. i iskoristimo razvoj u Taylorov red funkcije α → √1− α2 pa
dobivamo:
E[αT ] =
1−√1− α2
α
=
∞∑
m=1
(−1)m+1
(
1
2
m
)
α2m−1.
Nadalje, funkcija izvodnica vjerojatnosti od T je jednaka:
E[αT ] =
∞∑
n=0
P(T = n)αn
pa je
P(T = n) =
{
(−1)m+1( 12
m
)
n = 2m− 1
0 n = 2m
.
Primjer 1.11. Markovljev lanac (vidi [14]) ima svojstvo da je njegovo ponasˇanje u
neposrednoj buduc´nosti, uvjetno na njegovu sadasˇnjost i prosˇlost jednako ponasˇanju tog
Markovljevog lanca u neposrednoj buduc´nosti uvjetno samo na sadasˇnjost. U ovom
primjeru cilj nam je pronac´i vezu izmedu Markovljevih lanaca i supermartingala. Za
pocˇetak, definirajmo dva pojma koja c´e nam kasnije biti potrebna:
Neka je S prebrojiv skup i neka je h : S → [0,∞) nenegativna funkcija. Definiramo
novu funkciju Ph : S → [0,∞) na sljedec´i nacˇin:
Ph(i) :=
∑
j∈S
p(i, j)h(j). (1.6)
1. Funkcija h se zove superharmonijska ako vrijedi: Ph ≤ h na S.
2. Funkcija h se zove harmonijska ako vrijedi: Ph = h na S.
Neka je S prebrojivi skup, a X = (Xn : n ≥ 0) slucˇajni proces na vjerojatnosnom
prostoru (Ω,F ,P) koji ima vrijednosti u skupu S s pocˇetnom distribucijom µ takvom
da je:
µ(j) = P(X0 = j), P = (p(i, j) : i, j ∈ S),
gdje je [P ] stohasticˇka matrica. Za n ≥ 0 definiramo σ-podalgebre
Fn = σ(X0, X1, . . . , Xn), n ≥ 0.
Pretpostavimo sada da je X Markovljev lanac, tj. vrijedi Markovljevo svojstvo:
P(Xn+1 = j | Fn) = p(Xn, j).
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Ako je f : S → [0,∞), tada prethodno Markovljevo svojstvo poprima sljedec´i oblik:
E[f(Xn+1) | Fn] = E[
∑
j∈S
f(Xn+1)1{Xn+1=j} | Fn],
dok iz uvjetnog teorema o monotonoj konvergenciji slijedi dodatno:
E
[∑
j∈S
f(j)1{Xn+1=j} | Fn
]
= E
∑
j∈S
f(j)P(Xn+1 = j | Fn) =
∑
j∈S
p(Xn, j)f(j).
Neka je funkcija h definirana sa 1.6. superharmonijska. Iz prethodne jednakosti slijedi:
E[h(Xn+1 | Fn] =
∑
j∈S
p(Xn, j)h(j) = Ph(Xn) ≤ h(Xn), n ≥ 0.
pa je slucˇajni proces (h(Xn) : n ≥ 0) nenegativni supermartingal. Primjetimo kako to
vrijedi za svaku pocˇetnu distribuciju µ.
Definiramo novu funkciju f:
f(i, j) := Pi(Tj <∞), i, j ∈ S,
gdje je Pi(·) := P(· | X0 = i), a Tj = min{n ≥ 1 : Xn = j} prvo vrijeme povratka u j.
Pretpostavimo da je X ireducibilan (svako stanje ovoga Markovljevog lanca je dostiˇzno
iz svih ostalih stanja) i povratan (Markovljev lanac se vrac´a u svako stanje iz kojega je
krenuo). To znacˇi da je f(i, j) = 1 za sve i, j ∈ S. Vrijedi sljedec´a implikacija:
Pi(Tj <∞) = f(i, j) = 1 ⇒ Ei[h(XTj ] = h(j).
Kako je (h(Xn) : n ≥ 0) supermartingal, vrijedi:
Ei[h(XTj)] ≤ h(i).
Prethodne dvije tvrdnje nam zajedno daju da je h(j) < h(i) za proizvoljne i, j ∈ S iz
cˇega slijedi da je funkcija h konstantna funkcija. Prema tome, svaka superharmonijska
funkcija ireducibilnog i povratnog Markovljevog lanca je konstanta.
Primjer 1.12. (Markovljevi lanci) Neka je X Markovljev lanac u diskretnom vre-
menu sa prebrojivim skupom stanja S i matricom prijelaza P. Pretpostavimo da je
ψ : S → S omedena harmonijska funkcija, tj.∑
j∈S
pijψ(j) = ψ(i), ∀i ∈ S.
Direktnom primjenom Markovljevog svojstva se vidi da je Y = (ψ(Xn) : n ≥ 0) mar-
tingal s obzirom na filtraciju F = (Fn, n ≥ 0), Fn = σ(X0, X1, . . . , Xn):
E
[
ψ(Xn+1) | Fn
]
= E
[
ψ(Xn+1) | Xn
]
=
∑
j∈S
pXn,jψ(j) = ψ(Xn).
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Opc´enitije, pretpostavimo da je ψ desni svojstveni vektor od P. Tada, po definiciji
svojstvenog vektora, postoji λ 6= 0 takav da je∑
j∈S
pijψ(j) = λψ(i), i ∈ S.
Tada je
E[ψ(Xn+1) | Fn] = λψ(Xn),
sˇto implicira da je sa λ−nψ(Xn) definiran martingal dokle god je E | ψ(Xn) |< ∞ za
sve n.
1.4. Konvergencija martingala
U ovom poglavlju se bavimo konvergencijom martingala i to gotovo sigurno i u prostoru
Lp(Ω,F ,P), p > 1 svih slucˇajnih varijabli X na Ω t.d. je
1. E[Xp] <∞
2. σ(X) ⊆ F .
Za konvergenciju gotovo sigurno bitna nam je sljedec´a karakterizacija konvergencije
niza realnih brojeva. Neka je x : N→ R niz realnih brojeva i neka su a, b ∈ R takvi da
je a < b. Definiramo:
t0 := −1,
t2k−1 := min{m > t2k−2 : xm ≤ a}, k ≥ 1,
t2k := min{m > t2k−1 : xm ≥ b}, k ≥ 1,
pri cˇemu je min ∅ =∞. Primjetimo da je x(t2k−1) ≤ a i x(t2k) ≥ b, sˇto interpretiramo
na sljedec´i nacˇin: niz x izmedu t2k−1 i t2k radi prijelaz od ispod nivoa a do iznad nivoa
b. Sada mozˇemo definirati sljedec´a dva pojma. Neka je n ∈ N. Ukupan broj prelazaka
intervala [a, b] prema gore niza x do trenutka n oznacˇavamo sa un i definiramo sa
un = un([a, b]) = max{k : t2k ≤ n}.
Ukupan broj prelazaka intervala [a, b] prema gore niza x oznacˇavamo sa u i definiramo
sa
u = u([a, b]) = lim
n→∞
un([a, b]) = sup{k : t2k <∞}.
Sljedec´a lema nam daje bitno svojstvo nizova realnih brojeva. U ovom radu c´e biti
i dokazana, a potrebna nam je da bismo dokazali teorem o konvergenciji submartingala.
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Lema 1.1. Neka je x : Z+ → R niz realnih brojeva. Tada limn→∞ xn ∈ [−∞,+∞]
postoji ako i samo ako za sve a, b ∈ Q takve da je a < b vrijedi da je u([a, b]) <∞.
Dokaz
⇒ Pretpostavimo da je u([a.b]) < ∞ za sve a, b ∈ Q, a < b. Treba pokazati da
limn→∞ xn ∈ [−∞,+∞] postoji. Pretpostavimo suprotno, tj. pretpostavimo
da niz (xn : n ≥ 0) ne konvergira u. Tada je lim infn xn < lim supn xn pa
postoje a, b ∈ Q za koje vrijedi lim infn xn < a < b < lim supn xn. Iz toga
slijedi da je u([a, b]) = ∞ sˇto je kontradikcija sa pretpostavkom. Prema tome,
limn→∞ xn ∈ [−∞,+∞] postoji.
⇐ Pretpostavimo da limn→∞ xn ∈ [−∞,+∞] postoji. Treba pokazati da je tada
u([a, b]) < ∞. Pretpostavimo suprotno: neka postoje a, b ∈ Q, a < b takvi
da je u([a, b]) = ∞. Tada niz (xn : n ≥ 0) sadrzˇi beskonacˇno mnogo cˇlanova
manjih od a i beskonacˇno mnogo cˇlnanova vec´ih od b. Prema tome, lim infn xn ≤
a < b ≤ lim supn xn pa niz (xn : n ≥ 0) ne kovergira, a to je kontradikcija sa
pretpostavkom. Prema tome, u([a, b]) <∞.
2
Sada c´emo razmatranje s pocˇetka poglavlja provesti i za submartingal X = (Xn :
n ≥ 0). Neka su a, b ∈ R, a < b. Definiramo
T0 := −1,
T2k−1 := min{m > T2k−2 : Xm ≤ a}, k ≥ 1,
T2k := min{m > T2k−1 : Xm ≥ b}, k ≥ 1.
Tako definirani, T2k−1 i T2k za k ≥ 1 su vremena zaustavljanja. Kako je X(T2k−1) ≤ a
i X(T2k) ≥ b, prethodne definicije mozˇemo koristiti za sljedec´u interpretaciju: submar-
tingal X u vremenskom razdoblju izmedu vremena zaustavljanja T2k−1 i T2k napravi
prijelaz od ispod nivoa a do iznad nivoa b . Neka je sada n ∈ N. Ukupan broj pre-
lazaka intervala [a, b] prema gore submartingala X do trenutka n oznacˇavamo sa Un i
definiramo sa
Un = Un([a, b]) = max{k : T2k ≤ n}.
Ukupan broj prelazaka intervala [a, b] prema gore submartingala X oznacˇavamo sa U
i definiramo sa
U = U([a, b]) = lim
n→∞
Un([a, b]) = sup{k : T2k <∞}.
Uocˇimo da vrijedi
{T2k−1 < m ≤ T2k} = {T2k−1 ≤ m− 1} ∩ {T2k ≤ m− 1}c ∈ Fm−1.
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Prema tome, ukoliko slucˇajni proces H = (Hm : m ≥ 0) definiramo izrazom
Hm :=
{
1, ako je m ∈ (T2k−1, T2k] za neki k ≥ 0
0, inacˇe,
H je predvidiv proces. Primijetimo i da je Hm = 1 za sve trenutke m u kojima
submartingal X radi prijelaz od ispod nivoa a do iznad nivoa b.
Lema 1.2. (Nejednakost prelazaka) Neka je X = (Xm : m ≥ 0) submartingal.
Tada za sve a, b ∈ R, a < b i sve n ≥ 0 vrijedi:
(b− a)E[Un] ≤ E[(Xn − a)+]− E[(X0 − a)+],
pri cˇemu je Un = Un([a, b]) i gdje je
(Xn − a)+ = max{0, Xn − a}
(X0 − a)+ = max{0, X0 − a}.
Dokaz
Definirajmo novi proces Y = (Ym : m ≥ 0) sa Ym := (Xm − a)+. Proces Y
je submartingal. Uocˇimo da je broj prelazaka prema gore segmenta [0, b − a] za Y
jednak broju prelazaka prema gore segmenta [a, b] za X. Neka su T2k−1 i T2k vremena
zaustavljanja za Y i neka je H = (Hm : m ≥ 0) predvidivi proces za proces Y. Sada
racˇunamo martingalnu transformaciju (H · Y )n:
(H · Y )n =
n∑
m=1
Hm(Ym − Ym−1) =
n∑
m=1
1{Hm=1}(Ym − Ym−1).
Uocˇimo da je Hm = 1 samo za trenutke m za koje vrijedi da je T2k−1 < m ≤ T2k za
proizvoljni k, tj. za trenutke m u kojima Y radi prijelaz od ispod nivoa 0 do iznad
nivoa b− a. Zbroj prirasta Ym − Ym−1 po svim trenucima m unutar takvog dovrsˇenog
prijelaza nije manji od b − a. Kako smo Un definirali kao broj dovrsˇenih prijelaza do
vremena n, oni u prethodnoj sumi doprinose barem (b−a)Un. Posebno josˇ promotrimo
zadnji prijelaz koji bi mogao biti nedovrsˇen. Pretpostavimo da taj prijelaz zapocˇinje u
vremenu K < n. Tada je YK = 0 pa je
n∑
m=K
(Ym − Ym−1) = Yn − YK = Yn ≥ 0.
Iz toga slijedi:
(H · Y )n ≥ (b− a)Un.
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Sada za m ≥ 1 definiramo Km := 1−Hm. Tada je:
Yn − Y0 = ((H +K) · Y )n = (H · Y )n + (K · Y )n.
Iz druge tvrdnje Teorema 1.2. slijedi da je martingalna transformacija K · Y submar-
tingal, pa vrijedi:
0 = E[(K · Y )0] ≤ E[(K · Y )n].
Sada dobivamo:
E[Yn]− E[Y0] = E[Yn − Y0] ≥ E[(H · Y )n] ≥ (b− a)E[Un],
sˇto smo i trebali pokazati.
2
Teorem 1.4. (O konvergenciji submartingala) Neka je X = (Xn : n ≥ 0) sub-
martingal za koji vrijedi:
sup
n
EX+n <∞.
Tada postoji X∞ = limn→∞Xn g.s. i vrijedi E | X∞ |<∞.
Dokaz ovoga teorema se oslanja na procjenu broja prelazaka submartingala izmedu
razina a < b.
Dokaz
Neka su a, b ∈ Q takvi da je a < b. Kako je (Xn − a)+ ≤ X+n + | a |, iz Leme 1.2.
dobivamo:
EUn
(
[a, b]
) ≤ 1
b− a
( | a | +EX+n ) ≤ 1b− a( | a | + supm EX+m) <∞.
Niz (Un([a, b]) : n ≥ 0) monotono raste prema U([a, b]), pa iz teorema o monotonoj
kovergenciji (vidi [12]) dobivamo:
EU([a, b]) = lim
n→∞
EUn([a, b]) ≤ 1
b− a
( | a | + sup
m
EX+m
)
<∞.
Prema tome, U([a, b]) < ∞ g.s. Kako prebrojivom unijom P-nul skupova dobivamo
P-nul skup, vrijedi:
P(U([a, b]) <∞ za sve a, b ∈ Q, a < b) = 1.
Iz Leme 1.1. zakljucˇujemo:
lim sup
n→∞
Xn = lim inf
n→∞
Xn g.s.
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Sada definiramo:
X∞ :=
{
lim supn→∞Xn, Xn t.d. lim supn→∞Xn = lim infn→∞Xn
0, inacˇe.
Ovako definiran X∞ je slucˇajna varijabla i vrijedi:
X∞ = lim
n→∞
Xn g.s.
Pokazˇimo sada da je E | X∞ |<∞. Iz prethodno dokazane tvrdnje slijedi:
X+∞ = lim
n→∞
X+n ,
pa iz Fatouove leme (vidi [12]) dobivamo:
EX+∞ ≤ lim inf
n→∞
EX+n ≤ sup
n
EX+n <∞.
Uocˇimo da vrijedi:
EX0 ≤ EXn ⇒ EX−n = EX+n − EXn ≤ EX+n − EX0,
pa iz Fatouove leme slijedi i sljedec´a tvrdnja:
EX−∞ ≤ lim inf
n→∞
EX−n <∞.
Dakle, E | X∞ |<∞.
2
Teorem 1.5. (Doobova maksimalna nejednakost) Neka je X = (Xn : n ≥ 0)
submartingal i λ > 0. Za n ≥ 0 definiramo
A = { max
0≤m≤n
Xm ≥ λ}.
Tada vrijedi
λP(A) ≤ E[Xn1A] ≤ E[X+n ].
Dokaz
Definiramo vrijeme T na sljedec´i nacˇin:
T = inf{m ≥ 0 : Xm ≥ λ} ∧ n.
Mozˇe se pokazati da je T vrijeme zaustavljanja. XT ≥ λ na dogadaju A pa slijedi
λP(A) = E[λ1A] ≤ E[XT1A]. (1.7)
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Kako je T omedeno vrijeme zaustavljanja (T ≤ n), prema tvrdnji za submartingal iz
Teorema 1.3. vrijedi EXT ≤ EXn. Na dogadaju Ac je T = n, pa je
E[XT1Ac ] = E[Xn1Ac ]
iz cˇega slijedi
E[XT1A] ≤ E[Xn1A]. (1.8)
Iz tvrdnji 1.7. i 1.8. slijedi λP(A) ≤ E[Xn1A]. Druga nejednakost iz teorema slijedi iz
sljedec´ih nejednakosti
Xn1A ≤ X+n 1A ≤ X+n .
2
Korolar 1.1. (Kolmogorovljeva nejednakost) Neka je (Yn : n ≥ 1) niz nezavisnih
slucˇajnih varijabli takvih da je EYn = 0 i EY 2n < ∞ za svaki n ≥ 1, te neka je S0 = 0
i Sn = Y1 + · · ·+ Yn, n ≥ 1. Tada za svaki x ≥ 0 vrijedi
P( max
1≤m≤n
| Sm |≥ x) ≤ 1
x2
V ar(Sn).
Dokaz
Slucˇajni proces (Sn : n ≥ 0) je martingal. Proces X = (Xn : n ≥ 0) definiran s
Xn = S
2
n je submartingal. Sada, ukoliko u Teoremu 1.5. stavimo λ = x
2, slijedi
P( max
1≤m≤n
| Sm |≥ x) = P( max
1≤m≤n
Xm ≥ x2) ≤ 1
x2
E[X+n ] =
1
x2
E[S2n] =
1
x2
V ar(Sn).
2
Lema 1.3. Neka je Z nenegativna slucˇajna varijabla na vjerojatnosnom prostoru (Ω,F ,P).
Tada za svaki p ≥ 1 vrijedi
E[Zp] =
∫ ∞
0
ptp−1P(Z > t)dt.
Dokaz
Pomoc´u Fubinijevog teorema (vidi [12]) racˇunamo∫ ∞
0
ptp−1P(Z > t)dt =
∫ ∞
0
ptp−1
(∫
Ω
1{Z>t}dP
)
dt
=
∫
Ω
(∫ ∞
0
ptp−11{Z>t}dt
)
dP
=
∫
Ω
(∫ Z
0
ptp−1dt
)
dP
= E[Zp]
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2
Teorem 1.6. (Doobova nejednakost) Neka je X = (Xn : n ≥ 0) submartingal i
Xn := max
0≤m≤n
X+m.
Tada za svaki p > 1 vrijedi
E[Xpn] ≤
(
p
p− 1
)p
E[(X+n )p].
Specijalno, ako je Y = (Yn : n ≥ 0) martingal i
Y ∗n := max
0≤m≤n
| Ym |,
tada za sve p > 1 vrijedi
E[| Y ∗n |p] ≤
(
p
p− 1
)p
E[| Yn |p].
Dokaz
Kako je (Yn, n ≥ 0) martingal, iz Propozicije 1.2. je Xn :=| Yn | submartingal i
vrijedi X+n =| Yn | i Xn = Y ∗n . Prema tome, druga nejednakost teorema slijedi iz prve
nejednakosti teorema. Dokazˇimo i tu nejednakost. (X+n : n ≥ 0) je submartingal pa
primjenjujemo Teorem 1.5. i dobivamo
P
(
Xn > λ
) ≤ 1
λ
E
[
X+n 1{Xn>λ}
]
.
Iz prethodno dokazane nejednakosti, Leme 1.3. i Fubinijevog teorema slijedi
E[Xpn] =
∫ ∞
0
pλp−1P
(
Xn > λ
)
dλ
≤
∫ ∞
0
pλp−1
(
λ−1
∫
Ω
X+n 1{Xn>λ}dP
)
dλ
=
∫
Ω
X+n
(∫ Xn
0
pλp−2dλ
)
dP
=
p
p− 1
∫
Ω
X+nX
p−1
n dP
≤ q
(
E[| X+n |p]
) 1
p
(
E[| Xn |p]
) 1
q
2
Teorem 1.7. (Hoeffdingova nejednakost) Neka je Y martingal. Pretpostavimo da
postoji niz realnih brojeva K1, K2, . . . t.d. je P(| Yn − Yn−1 |≤ Kn) = 1 za sve n. Tada
je
P
( | Yn − Y0 |≥ x) ≤ 2exp( −12x2∑n
i=1K
2
i
)
, x > 0.
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Gornji teorem nam govori: ako je niz martingalnih razlika omeden (gotovo sigurno),
tada je vjerojatnost da Yn puno odstupa od svoje inicijalne vrijednosti Y0 jako mala.
Dokaz
Ako je ψ > 0, funkcija g(d) = eψd je konveksna, pa je
eψd ≤ 1
2
(1− d)e−ψ + 1
2
(1 + d)eψ za | d |≤ 1.
Primjenimo to na slucˇajnu varijablu ∆ koja ima ocˇekivanje 0 i zadovoljava P(| ∆ |≤
1) = 1 te dobivamo
E[eψ∆] ≤ 1
2
(e−ψ + eψ) < e
1
2
ψ2 . (1.9)
Dokazˇimo sada tvrdnju teorema. Prema Markovljevoj nejednakosti (vidi [14]) je
P(Yn − Y0 ≥ x) ≤ e−θxE[eθ(Yn−Y0)], θ > 0. (1.10)
Stavimo ∆n = Yn − Yn−1, pa je
E[eθ(Yn−Y0)] = E[eθ(Yn−1−Y0)eθ∆n ].
Uvjetovanjem na Fn−1, dobivamo
E[eθ(Yn−Y0) | Fn−1] = eθ(Yn−1−Y0)E[eθ∆n | Fn−1]
≤ eθ(Yn−1−Y0)exp(1
2
θ2K2n),
pri cˇemu smo koristili cˇinjenicu da je razlika Yn−1 − Y0 Fn−1-izmjeriva i tvrdnju 1.9.
primjenjenu na slucˇajnu varijablu ∆n
Kn
. Sada racˇunamo ocˇekivanje prethodnog izraza i
taj postupak ponavljamo iterativno cˇime dobivamo
E[eθ(Yn−Y0)] ≤ E[eθ(Yn−1−Y0)]exp(1
2
θ2K2n) ≤ exp(
1
2
θ2
n∑
i=1
K2i ).
Prema tome, iz 1.10. slijedi
P(Yn − Y0 ≥ x) ≤ exp(−θx+ 1
2
θ2
n∑
i=1
K2i ), θ > 0.
Pretpostavimo sada da je x > 0 i stavimo
θ =
x∑n
i=1K
2
i
,
tada je
P(Yn − Y0 ≥ x) ≤ exp
( −1
2
x2∑n
i=1K
2
i
)
, x > 0.
Analogno se pokazuje tvrdnja za Y0−Yn, pa tvrdnja teorema slijedi iz tih dviju nejed-
nakosti.
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2
Primjer 1.13. Neka su X1, X2, . . . nezavisne slucˇajne varijable koje imaju Bernoulli-
jevu distribuciju sa parametrom p. Stavimo da je Sn = X1+X2+· · ·+Xn i Yn = Sn−np
da bismo dobili martingal Y . Kao posljedicu Hoeffdingove nejednakosti dobivamo
P(| Sn − np |≥ x
√
n) ≤ 2exp
(−1
2
x2
µ
)
, x > 0,
gdje je µ = max{p, 1 − p}. Ova nejednakost je jedna od modifikacija Bernsteinove
nejednakosti (vidi [13]).
Teorem 1.8. (Konvergencija u Lp) Neka je X = (Xn : n ≥ 0) martingal takav da
za p > 1 vrijedi
sup
n
E[| Xn |p] <∞.
Tada postoji slucˇajna varijabla X∞ takva da je X∞ = limn→∞Xn g.s. i u Lp(Ω,F ,P).
Dokaz
Prvo primjetimo da vrijedi
EX+n ≤ E | Xn | = E
[ | Xn | 1{|Xn|≤1}]+ E[ | Xn | 1{|Xn|>1}]
≤ 1 + E[ | Xn |p 1{|Xn|>1}]
≤ 1 + E[ | Xn |p ].
Zbog gornje nejednakosti i pretpostavke teorema da je
sup
n
E[| Xn |p] <∞,
vrijedi
sup
n
EX+n ≤ sup
n
(1 + E[| Xn |]p) <∞.
Tada, prema Teoremu 1.4. postoji slucˇajna varijabla X∞ takva da je X∞ = limn→∞Xn
g.s.
Dokazˇimo sada drugu tvrdnju teorema, tj. konvergenciju u Lp. Definiramo:
X∗n = max
1≤m≤n
| Xm |, X∗ = sup
m
| Xm | .
Uz ovakve oznake, za sve n ≥ 0 vrijedi
X∗n ≤ X∗n+1 ≤ X∗, X∗ = lim
n→∞
X∗n.
Iz Teorema 1.6. dobivamo
E
[
(X∗n)
p
] ≤ ( p
p− 1
)p
E[| Xn |p] ≤ ( p
p− 1)
p sup
n
E[| Xn |p] <∞.
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Zbog pretpostavke teorema, iz Lebesguevog teorema o monotonoj konvergenciji slijedi
E[(X∗)p] = lim
n→∞
E[(X∗n)p] ≤
p
p− 1
p
sup
n
E[| Xn |p] <∞,
tj. X∗ ∈ Lp(Ω,F ,P).Kako su slucˇajne varijable |Xn| i |X∞| dominirane p-integrabilnom
slucˇajnom varijablom X∗, po teoremu o dominiranoj konvergenciji zakljucˇujemo da je
lim
n→∞
E | Xn −X∞ |p= 0.
2
Definicija 1.13. Neka su (Ω1,F1,P1) i (Ω2,F2,P2) dva vjerojatnosna prostora. Skup
A = {A1 × A2 : A1 ∈ F1, A2 ∈ F2}
zovemo pi-sustav podskupova skupa Ω = Ω1×Ω2. Dodatno definiramo produkt σ-algebri
sa
F1 ⊗F2 = σ(A)
i uvodimo oznaku F = F1 ⊗F2.
Korolar 1.2. Pretpostavimo da je X ∈ Lp(Ω,F ,P) i definiramo Xn = E[X | Fn], n ≥
0, gdje je F = {Fn : n ≥ 0} filtracija. Ako stavimo da je
F∞ = σ
( ∞⋃
n=0
Fn
)
,
tada je
lim
n→∞
Xn = E[X | F∞] g.s. i u Lp(Ω,F ,P).
Dokaz
Kako je | · |p konveksna funkcija, prema uvjetnoj Jensenovoj nejednakosti (vidi
[14]) vrijedi
E[| Xn |p] = E[| E[X | Fn] |p] ≤ E[E[| X |p| Fn]] = E[| X |p],
iz cˇega slijedi
sup
n
E[| Xn |p] ≤ E[| X |p] <∞.
Prema Teoremu 1.8. postoji
X∞ = lim
n→∞
Xn g.s. i u Lp(Ω,F ,P).
Znamo da je Xn izmjeriva s obzirom na filtraciju F∞ ⊃ Fn, pa je stoga i X∞ F∞-
izmjeriva. Odredimo sada X∞ i E[X | F∞]. Neka je A ∈ Fn. Iz Ho¨lderove nejednakosti
slijedi
lim sup
m→∞
E[| Xm −X∞ | 1A] ≤ lim sup
m→∞
(
E | Xm −X∞ |p
) 1
p
P(A)
1
q = 0,
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sˇto povlacˇi da je
E[X∞1A] = lim
m→∞
E[Xm1A].
Zbog martingalnog svojstva je E[Xm1A] = E[X1A] za svaki m ≥ n (A ∈ Fn ⊂ Fm),
zbog cˇega je E[X1A] = E[X∞1A]. Ovdje je n ≥ 0 bio proizvoljan, pa vrijedi∫
A
XdP =
∫
A
X∞dP, za sve A ∈
∞⋃
n=0
Fn
(ovakvu vrstu integrala zovemo stohasticˇki integral, detaljnije u [10]). Familija
⋃∞
n=0Fn
je pi-sustav i generira σ-agebru F∞. Stoga gornja relacija vrijedi i za sve A ∈ F∞, sˇto
znacˇi da je X∞ = E[X | F∞].
2
1.5. Primjena teorema o konvergenciji martingala
Primjer 1.14. Neka su X1, X2, . . . nezavisne jednakodistribuirane slucˇajne varijable
sa zajednicˇkom funkcijom gustoc´e f. Pretpostavimo da je poznato da je f(·) jednako
ili p(·) ili q(·), gdje su p i q dane (razlicˇite) gustoc´e. Matematicˇki je problem odrediti
koja od ove dvije funkcije je prava gustoc´a. To se cˇesto pokazuje koristec´i koeficijent
vjerodostojnosti definiran s
Yn =
p(X1)p(X2) · · · p(Xn)
q(X1)q(X2) · · · q(Xn)
(pretpostavljamo q(x) > 0 za sve x) te usvajanjem sljedec´e strategije:
biramo p ako je Yn ≥ a, biramo q ako je Yn < a,
pri cˇemu je a neka unaprijed odabrana pozitivna velicˇina.
Neka je sada Fn = σ(X1, X2, . . . , Xn). Ako je f = q, slijedi:
E[Yn+1 | Fn] = YnE
[
p(Xn+1)
q(Xn+1)
]
= Yn
∫ ∞
−∞
p(x)
q(x)
q(x)dx = Yn
jer je p funkcija gustoc´e. Nadalje,
E | Yn |=
∫
Rn
p(x1)p(x2) · · · q(xn)
q(x1)q(x2) · · · q(xn) p(x1)p(x2) · · · p(xn)dx1dx2 · · · dxn = 1.
Iz toga slijedi da je Y martingal, pod pretpostavkom da je q zajednicˇka funkcija gustoc´e
od Xi. Iz teorema o konvergenciji, limes Y∞ = limn→∞ Yn postoji gotovo sigurno pod
ovim pretpostavkama. Y∞ mozˇemo eksplicitno izracˇunati na sljedec´i nacˇin:
log Yn =
n∑
i=1
log
(
p(Xi)
q(Xi)
)
,
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sˇto je suma nezavisnih jednakodistribuiranih slucˇajnih varijabli. Logaritamska funkcija
je konkavna pa prema Jensenovoj nejednakosti slijedi:
E
[
log
(p(X1)
q(X1)
)]
= 0.
Primjenom jakog zakona velikih brojeva, zakljucˇujemo da n−1 log Yn kovergira gotovo
sigurno u neku tocˇku iz intervala [−∞, 0), sˇto povlacˇi sljedec´u tvrdnju: Yn → Y∞ = 0
gotovo sigurno. (ovo je slucˇaj kada niz Yn ne konvergira prema Y∞ u srednjem reda 1
i kada je Yn 6= E[Y∞ | Fn].)
Rezultat koji nam govori da Yn → 0 gotovo sigurno nam govori da je Yn < a za sve
velike n te da stoga nasˇe pravilo odlucˇivanja daje tocˇan rezultat (tj. da je f=q) za sve
velike n.
Primjer 1.15. Neka je f : [0, 1]→ R izmjeriva funkcija takva da je∫ 1
0
| f(x) | dx <∞.
Pokazati c´emo da postoji niz step funkcija (fn : n ∈ N0) takvih da fn(x) → f(x) kada
n→∞, osim mozˇda na nekom skupu Lebesgueove mjere 0.
Neka je X uniformno distribuirana na skupu [0, 1]. Definiramo Xn na sljedec´i nacˇin
Xn = k2
−n ako je k2−n ≤ X ≤ (k + 1)2−n
pri cˇemu su k i n nenegativni cijeli brojevi. Lako se vidi da Xn ↑ X g.s. kada n→∞
te da je 2n(Xn −Xn−1) jednako n-tom koeficijentu u binomnoj formuli za X.
Definiramo Y = f(X) i Yn = E[Y | Fn] gdje je Fn = σ(X0, X1, . . . , Xn). Sada je
E | f(X) |< ∞ pa je Y uniformno integrabilan martingal. Sada slijedi da Yn →
Y∞ = E[Y | F∞] gotovo sigurno gdje je F∞ = σ(X0, X1, X2, . . .) = σ(X). Stoga je
Y∞ = E[f(X) | X] = f(X) te dodatno vrijedi:
Yn = E[Y | Fn] = E[Y | X0, X1, . . . , Xn] =
∫ Xn+2−n
Xn
f(u)2ndu = fn(X)
gdje je fn : [0, 1]→ R step funkcija definirana sa
fn(x) = 2
n
∫
xn
xn + 2
−nf(u)du,
xn je broj oblika k2
−n koji zadovoljava xn ≤ x ≤ xn + 2−n. Kako znamo da fn(X) →
f(X) gotovo sigurno, stoga fn(x)→ f(x) za skoro sve x i dodatno vrijedi∫ 1
0
| fn(x)− f(x) | dx→ 0 kada n→∞
.
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Primjer 1.16. (Problem pakiranja) Dano nam je n objekata sa velicˇinama
x1, x2, . . . , xn i neogranicˇen broj kutija volumena 1. Postavlja se pitanje koliki je mi-
nimalan broj kutija potrebnih da bismo spakirali ove objekte. U slucˇajnoj verziji ovoga
problema pretpostavljamo da objekti imaju nezavisne slucˇajne velicˇine X1, X2, . . . koje
imaju neku zajednicˇku distribuciju na [0, 1]. Neka je Bn (slucˇajan) broj kutija potrebnih
da bismo ucˇinkovito spakirali redom X1, X2, · · · , Xn, tj. Bn je minimalan broj kutija sa
ukupnim kapacitetom jednak kapacitetu svih objekata koje treba spakirati takav da suma
velicˇina objekata u svakoj kutiji ne premasˇuje ukupni kapacitet. Mozˇe se pokazati da
Bn raste pribliˇzno linearno u n, tj. postoji pozitivna konstanta β takva da n
−1Bn → β
g.s. kada n→∞. Ovo nec´emo pokazivati, ali uocˇimo posljedicu toga:
1
n
E[Bn]→ β, n→∞. (1.11)
Sljedec´e pitanje koje se postavlja je koliko je Bn blizu svom ocˇekivanju E[Bn] i tu
mozˇemo iskoristiti Hoeffdingovu nejednakost. Za i ≤ n, neka je Yi = E[Bn | Fi], gdje
je Fi σ-algebra generirana sa X1, X2, . . .. Lako se vidi da je Y = (Yi, i ≤ n) martingal
i to cˇak konacˇan. Nadalje, Yn = Bn i Y0 = E[Bn] jer je F0 trivijalna σ-algebra.
Neka je sada Bn(i) minimalan broj kutija potrebnih za pakiranje svih objekata osim
i-tog. Kako objekte pakiramo ucˇinkovito, mora vrijediti Bn(i) ≤ Bn ≤ Bn(i) + 1.
Racˇunamo:
E[Bn(i) | Fi−1] ≤ Yi−1 ≤ E[Bn(i) | Fi−1] + 1,
E[Bn(i) | Fi] ≤ Yi ≤ E[Bn(i) | Fi] + 1.
Takoder, E[Bn(i) | Fi−1] = E[Bn(i) | Fi] jer ne pakiramo i-ti objekt pa je stoga infor-
macija o Xi nebitna. Iz prethodne dvije nejednakosti slijedi da je | Yi−Yi−1 |≤ 1. Sada
primjenjujemo Hoeffdingovu nejednakost (Teorem 1.7.) i dobivamo
P(| Bn − E(Bn) |≥ x) ≤ 2exp
(−1
2
x2
n
)
, x > 0.
Na primjer, ako stavimo x = εn, vidimo da vjerojatnost da Bn odstupa od svog
ocˇekivanja za εn (ili viˇse) raste eksponencijalno u n kada n → ∞. Takoder, iz 1.11.
dobivamo da kada n→∞ vrijedi
P
( | Bn − βn |≥ εn) ≤ 2exp{− 1
2
ε2n
[
1 + o(1)
]}
.
Primjer 1.17. (Problem trgovacˇkog putnika) Trgovacˇki putnik treba posjetiti n
gradova pri cˇemu si sam bira rutu. Postavlja se pitanje kako c´e pronac´i najkrac´u rutu
i koliko c´e ona biti duga. Postavimo problem matematicˇki. Neka su P1 = (U1, V1), P2 =
(U2, V2), . . . , Pn = (Un, Vn) nezavisne i uniformno distribuirane tocˇke u jedinicˇnom kva-
dratu [0, 1]2, tj. pretpostavljamo da su U1, U2, . . . , Un, V1, V2, . . . , Vn nezavisne slucˇajne
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varijable s uniformnom distribucijom na [0, 1]. Potrebno je obic´i sve ove tocˇke ko-
ristec´i avion. Ukoliko ih posjec´ujemo sljedec´im redosljedom: Ppi(1), Ppi(2), . . . , Ppi(n) za
neku permutaciju pi skupa {1, 2, . . . , n}, ukupna duljina puta iznosi
d(pi) =
n−1∑
i=1
| Ppi(i+1) − Ppi(i) | + | Ppi(n) − Ppi(1) |,
gdje je | · | Euklidska udaljenost. Najkrac´a ruta ima duljinu Dn = minpi d(pi). Mozˇe
se pokazati da se asimptotsko ponasˇanje od Dn za velike n mozˇe opisati na sljedec´i
nacˇin: postoji pozitivna konstanta τ takva da Dn/
√
n → τ g.s. To nec´emo dokazati,
ali uocˇimo posljedicu
1√
n
E[Dn]→ τ, n→∞. (1.12)
Koliko je Dn blizu svog ocˇekivanja? Kao i u prosˇlom primjeru, na ovo pitanje se mozˇe
odgovoriti pomoc´u Hoeffdingove nejednakosti. Neka je Yi = E[Dn | Fi] za i ≤ n, gdje
je Fi σ-algebra generirana sa P1, P2, . . . , Pi. Y je martingal te je Yn = Dn i Y0 = E[Dn].
Neka je Dn(i) duljina minimalnog puta kroz tocˇke P1, P2, . . . , Pi−1, Pi+1, . . . , Pn i uocˇimo
da je E[Dn(i) | Fi] = E[Dn(i) | Fi−1]. Bitna nam je sljedec´a nejednakost
Dn(i) ≤ Dn ≤ Dn(i) + 2Zi, i ≤ n− 1, (1.13)
gdje je Zi najkrac´a udaljenost od tocˇke Pi do jedne od tocˇaka Pi+1, Pi+2, . . . , Pn. Ocˇito
je Dn ≥ Dn(i) jer svaka tura koja sadrzˇi svih n tocˇaka sadrzˇi i turu sastavljenu od
podskupa P1, . . . , Pi−1, Pi+1, . . . , Pn. Pokazˇimo sada drugu nejednakost u 1.13. Pret-
postavimo da je tocˇka Pj najbliˇza tocˇki Pi od svih tocˇaka iz skupa {Pi+1, Pi+2, . . . , Pn}.
Jedan od nacˇina kako mozˇemo posjetiti svih n tocˇaka je da idemo optimalnom turom
P1, . . . , Pi−1, Pi+1, . . . , Pn i da se kada dodemo u Pj vratimo u Pi. Rezultirajuc´a putanja
nije prava tura, ali se mozˇe preformulirati da dobijemo turu i to tako da pri povratku ne
slijec´emo u Pj nego idemo direktno u sljedec´u tocˇku. Tako dobivamo turu cˇija duljina
nije vec´a od Dn(i) + 2Zi.
Sada uzimamo uvjetno ocˇekivanje s obzirom na Fi−1 i Fi od 1.13. i dobivamo
E[Dn(i) | Fi−1] ≤ Yi−1 ≤ E[Dn(i) | Fi−1] + 2E[Zi | Fi−1],
E[Dn(i) | Fi] ≤ Yi ≤ E[Dn(i) | Fi] + 2E[Zi | Fi],
iz cˇega slijedi
| Yi − Yi−1 |≤ 2 max{E[Zi | Fi],E[Zi | Fi−1]}, i ≤ n− 1. (1.14)
Da bismo odredili desnu stranu, stavimo da je Q ∈ [0, 1]2 i neka je Zi(Q) najkrac´a
udaljenost od Q do najbliˇze tocˇke iz skupa od n− i tocˇaka koje su izabrane uniformno
na slucˇajan nacˇin iz jedinicˇnog kvadrata. Ako je Zi(Q) > x, tada nijedna tocˇka ne
lezˇi unutar kruga C(x,Q) radijusa x sa srediˇstem u Q. Primjetimo da je
√
2 najvec´a
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moguc´a udaljenost dviju tocˇaka iz ovoga kvadrata. Sada postoji c takav da, za svaki
x ∈ (0,√2], presjek od C(x,Q) sa jedinicˇnim kvadratom ima povrsˇinu barem cx2,
uniformno na Q. Prema tome
P(Zi(Q) > x) ≤ (1− cx2)n−i, 0 < x ≤
√
2.
Integriranjem po x dobivamo
E[Zi(Q)] ≤
∫ √2
0
(1− cx2)n−idx ≤
∫ √2
0
e−cx
2(n−i)dx <
C√
n− i ,
za neku konstantu C. Vrac´anjem na 1.14., zakljucˇujemo da su slucˇajne varijable E[Zi |
Fi] i E[Zi | Fi−1] ogranicˇene s C/
√
n− i odakle je
| Yi − Yi−1 |≤ 2 C√
n− i , i ≤ n− 1.
U slucˇaju kada je i = n, koristimo trivijalnu medu | Yn−Yn−1 |≤ 2
√
2, sˇto je dvostruka
duljina dijagonale kvadrata.
Sada primjenjujemo Hoeffdingovu nejednakost. Dobivamo
P(| Dn − EDn |≥ x) ≤ 2exp
(
− x
2
2
(
8 +
∑n−1
i=1 4
C2
i
))
≤ 2exp
(
−Ax2
log n
)
, x > 0,
za neku pozitivnu konstantu A. Ova tvrdnja, zajedno sa 1.12. daje
P(| Dn − τ
√
n |≥ √n) ≤ 2exp(−B2 n
log n
),  > 0,
za neku pozitivnu konstantu B i sve velike n.
Primjer 1.18. (Waldov identitet) Neka su X1, X2, . . . nezavisne jednakodistribu-
irane slucˇajne varijable sa zajednicˇkom funkcijom izvodnicom momenata M(t) = E[etX ].
Pretpostavimo da postoji barem jedna vrijednost t 6= 0 takva da je 1 ≤ M(t) < ∞ i
fiksirajmo takav t. Neka je Sn = X1 +X2 + · · ·+Xn. Definiramo
Y0 = 1, Yn =
etSn
M(t)n
, n ≥ 1,
i stavimo da je Fn = σ(X1, X2, . . . , Xn). Ocˇito je Y martingal s obzirom na filtraciju
F . Sada nas zanima kada c´e vrijediti
postoji konstanta c t.d. E
[ | Yn+1 − Yn | ∣∣Fn] ≤ c ∀n < T, (1.15)
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gdje je T vrijeme zaustavljanja. U slucˇaju kada prethodna nejednakost vrijedi, imati
c´emo: E[YT ] = E[Y0]. Neka T ima konacˇno ocˇekivanje i uocˇimo
E
[ | Yn+1 − Yn | ∣∣Fn] = YnE[∣∣ etX
M(t)
− 1∣∣] ≤ Yn
M(t)
E
[
etX +M(t)
]
= 2Yn. (1.16)
Pretpostavimo sada da je T takav da je
| Sn |≤ C za n < T, (1.17)
gdje je C konstanta. Sada je M(t) ≥ 1 i
Yn =
etSn
M(t)n
≤ e
|t|C
M(t)n
≤ e|t|C , za n < T
sˇto nam daje tvrdnju 1.16. pa je zadovoljeno svojstvo 1.15.. Prema tome, ako je T
vrijeme zaustavljanja sa konacˇnim ocˇekivanjem t.d. je zadovoljeno 1.17., tada je
E[etSTM(t)−T ] = 1 kad god je M(t) ≥ 1
i ovu jednadzˇbu zovemo Waldov identitet.
Pogledajmo sada jednu primjenu Waldovog identiteta. Pretpostavimo da Xi ima strogo
pozitivnu varijancu i neka je T = min{n : Sn ≤ −a ili Sn ≥ b} gdje su a, b > 0 (T
zovemo vrijeme prvog izlaska iz intervala (−a, b)). Zasigurno je | Sn |≤ max{a, b}
ako je n < T . Nadalje, ET < ∞ sˇto se mozˇe pokazati na sljedec´i nacˇin. Prema
nedeterminiranosti od Xi, postoje M i ε > 0 takvi da je P(| SM |> a + b) > ε. Ako
bilo koji od | SM |, | S2M − SM |, . . . , | SkM − S(k−1)M | prede iznos od a + b, tada je
proces u vremenu kM morao premasˇiti (−a, b). Prema tome, P(T ≥ kM) ≤ (1 − )k
sˇto implicira
E[T ] =
∞∑
i=1
P(T ≥ i) ≤M
∞∑
k=0
P(T ≥ kM) <∞.
Zakljucˇujemo da je zadovoljen Waldov identitet. U puno slucˇajeva primjene Waldovog
identiteta postoji θ 6= 0 takav da je M(θ) = 1. Ako u Waldov identitet stavimo t = θ,
dobivamo E(eθST ) = 1 ili
ηaP(ST ≤ −a) + ηbP(ST ≥ b) = 1
gdje je
ηa = E[eθST | ST ≤ −a]
ηb = E[eθST | ST ≥ b]
pa je
P(ST ≤ −a) = ηb − 1
ηb − ηa
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P(ST ≥ b) = 1− ηa
ηb − ηa .
Za velike a i b, razumno je pretpostaviti da je ηa ' e−θa i ηb ' eθb sˇto nam daje sljedec´e
aproksimacije
P(ST ≤ −a) ' e
θb − 1
eθb − e−θa
P(ST ≥ b) ' 1− e
−θa
eθb − e−θa
Ove aproksimacije su tocˇne ako je S jednostavna slucˇajna sˇetnja i ako su a i b pozitivni
cijeli brojevi.
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2 Obrnuti martingali
2.1. Motivacija i definicija obrnutih martingala
Obrnuti martingali su, kako se mozˇe zakljucˇiti iz imena, suprotni standardnim mar-
tingalima. Naime, u ovoj kockarskoj strategiji se i dalje povec´ava ulog, ali za razliku
od martingala, ovdje to radimo nakon pobjede. Cilj je prije doc´i do pobjede (vratiti
ulozˇeno) kroz pobjednicˇki niz. Naime, znamo da c´emo u nekom trenutku izgubiti ulog.
Ukoliko povisujemo svoj ulog nakon pobjede, u samo jednoj partiji mozˇemo ostati bez
kapitala ukoliko nismo disciplinirani te tako ispadamo iz igre. Stoga je nuzˇno strogo
se drzˇati prakse upravljanja novcem. Potrebno je sacˇuvati profit tokom cijele igre i
ponoviti pocˇetni ulog u sljedec´oj partiji. Tada se sve svodi na to da li mozˇemo precizno
procijeniti koliko dugo c´e trajati nasˇ pobjednicˇki niz.
Obrnuti martingali su martingali indeksirani vremenom iz Z−. Oni su nesˇto ”finiji” u
odnosu na klasicˇne martingale jer automatski imaju svojstvo uniformne integrabilnosti
posˇto je X0 ∈ L1(Ω,F,P) i E[X0|Fn] = Xn, ∀n ≤ 0.
Pretpostavimo da igramo rulet i to Parolijev sustav koji koristi obrnute martingale.
Podsjetimo se, to znacˇi da udvostrucˇujemo svoj ulog nakon dobitka. Ono sˇto kockari
preporucˇuju jeste da se izabere jedna boja (crvena ili crna) na koju c´emo se ”kladiti”.
To znacˇi, ako izaberemo crvenu boju, cˇekamo trenutak kada c´e se pojaviti crvena boja
kao pobjednicˇka (prije toga ne sudjelujemo u igri) te u sljedec´em trenutku stavljamo
svoj ulog opet na crvenu i tako nastavljamo kroz sve partije. Takoder, bitno je zapamtiti
da dokle god ne dodemo do trenutku u kojemu c´emo odustati, gubimo jednu novcˇanu
jedinicu. Objasnimo to primjerom. Neka smo izabrali crvenu boju kako je ranije
objasˇnjeno te da odustajemo nakon sedam crvenih karata za redom i opet cˇekamo da
se pojavi crvena da se vratimo u igru. Nakon sˇto se pojavila crvena, opet ulazˇemo
i odnosimo pet pobjeda te na zadnjem ulogu izgubimo. Da nismo izgubili, osvojili
bi 1 + 2 + 4 + 8 + 16 = 31. Sljedec´i ulog bi bio u iznosu od 32 novcˇane jedinice
koji smo izgubili pa smo ukupno kroz cijeli niz partija izgubili jednu novcˇanu jedinicu.
S obzirom na cˇinjenicu da gubimo jednu novcˇanu jedinicu svaki put kada nismo u
trenutku u kojemu odustajemo od igre, dolazimo do puno malih gubitaka koji se vrlo
brzo nagomilaju.
Definicija 2.1. Neka je (Ω,F) izmjerivi prostor. Familija F = {Fn : n ≥ 0} σ-
podalgebri od F takvih da za svaki n ≥ 0 vrijedi Fn ⊇ Fn+1 zove se obrnuta filtracija
na (Ω,F).
Definicija 2.2. Slucˇajni proces X = (Xn, n ≥ 0) je obrnuti martingal s obzirom na
obrnutu filtraciju F = {Fn : n ≥ 0} ako vrijedi:
1. E[| Xn |] <∞, ∀n ≥ 0,
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2. X je adaptiran na F,
3. E[Xn | Fn+1] = Xn+1, ∀n ≥ 0.
Definicija 2.3. Slucˇajni proces X = (Xn, n ≥ 0) je obrnuti supermartingal s obzirom
na obrnutu filtraciju F = {Fn : n ≥ 0} ako vrijedi:
1. E[| Xn |] <∞, ∀n ≥ 0,
2. X je adaptiran na F,
3. E[Xn | Fn+1] ≤ Xn+1, ∀n ≥ 0.
Definicija 2.4. Slucˇajni proces X = (Xn, n ≥ 0) je obrnuti submartingal s obzirom
na obrnutu filtraciju F = {Fn : n ≥ 0} ako vrijedi:
1. E[| Xn |] <∞, ∀n ≥ 0,
2. X je adaptiran na F,
3. E[Xn | Fn+1] ≥ Xn+1, ∀n ≥ 0.
Definicija 2.5. Neka je (Ω,F ,P) vjerojatnosni prostor. Funkcija f ∈ L1(µ) je uni-
formno integrabilna u odnosu na mjeru µ ako za svaki  > 0 postoji δ > 0 takav da
je ∫
E
|f |dµ < 
za µ(E) < δ.
Teorem 2.1. Neka je Xn obrnuti martingal. Tada
lim
n→−∞
Xn = X−∞
postoji gotovo sigurno u prostoru L1(Ω,F,P).
Dokaz
Neka je
Λ : = {ω : Xn(ω) ne konvergira prema limesu iz [−∞,∞]}
= {ω : lim inf
n
Xn(ω) < lim sup
n
Xn(ω)}
=
⋃
a,b∈Q
{ω : lim inf
n
Xn(ω) < a < b < lim sup
n
Xn(ω)}.
Neka je UN [a, b](ω) jednako najvec´em k koji zadovoljava sljedec´e: postoje
0 ≤ s1 < t1 < . . . < sk < tk ≤ N
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takvi da je
Xsi(ω) < a < b < Xti(ω), 1 ≤ i ≤ k.
Ovako definiran, UN [a, b] je broj prelazaka intervala [a, b] prema gore do trenutka N .
Ocˇito je UN [a, b](ω) neopadajuc´i u N . Neka je sada
U∞[a, b](ω) = lim
N→∞
UN [a, b](ω).
Tada raspis s pocˇetka dokaza mozˇemo zapisati u sljedec´em obliku:
Λ =
⋃
a<b;a,b∈Q
{ω : U∞[a, b](ω) =∞} =
⋃
a<b;a,b∈Q
Λa,b.
Nejednakost prelazaka nam daje da je P(Ωa,b) = 0 za sve a < b pa je stoga P(Ω) = 0.
Podsjetimo se, Un[a, b] je broj prelazaka intervala [a, b] prema gore od Xn kada n →
−∞. Prema nejednakosti prelazaka slijedi
(b− a)E[Un[a, b]] ≤ E[| X0 |]+ | a | .
Kako Un[a, b]↗ U∞[a, b], iz teorema o monotonoj konvergenciji slijedi
E[U∞[a, b]] <∞ ⇒ P(Λa,b) = 0.
Ova tvrdnja povlacˇi da Xn konvergira gotovo sigurno prema X−∞.
Sada, Xn = E[X0 | Fn]. Prema tome, Xn je uniformno integrabilan sˇto znacˇi da
Xn → X−∞ u L1(Ω,F,P).
2
Teorem 2.2. Ako je X−∞ = limn→−∞Xn i F−∞ =
⋂
nFn, tada je
X−∞ = E[X0 | F−∞].
Dokaz
Neka je Xn = E[X0 | Fn]. Ako je A ∈ F−∞ ⊂ Fn, tada je E[Xn|A] = E[X0|A].
Sada vrijedi
| E[Xn|A]− E[X−∞|A] | =| E[Xn −X−∞|A] |
≤ E[| Xn −X−∞ | |A]
≤ E[| Xn −X−∞ |]→ 0, n→ −∞(prema prethodnom teoremu)
Nadalje, E[X−∞|A] = E[X0|A]. Prema tome, X−∞ = E[X0 | F−∞].
2
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Teorem 2.3. Neka Fn ↘ F−∞ i Y ∈ L1(Ω,F,P). Tada
E[Y | Fn]→ E[Y | F−∞] g.s. u L1(Ω,F,P).
Dokaz
Xn = E[Y | Fn] je obrnuti martingal po definiciji. Nadalje,
Xn → X−∞ g.s. u L1(Ω,F,P).
Prema prethodnom teoremu
X−∞ = E[X0 | F−∞] = E[Y | F−∞].
Prema tome,
E[Y | Fn]→ E[Y | F−∞].
2
Primjer 2.1. (Jaki zakon velikih brojeva) Jaki zakon velikih brojeva se mozˇe do-
kazati koristec´i obrnute martingale. Da bismo to vidjeli, prvo iskazˇimo ovaj teorem:
Neka je (Xi, i ≥ 1) familija nezavisnih jednakodistribuiranih slucˇajnih varijabli u L1(Ω,F,P)
sa µ = E[X1]. Definiramo Sn = X1 + · · · + Xn, za n ≥ 1 i S0 = 0. Tada Sn/n → µ
kada n→∞ u prostoru L1(Ω,F,P).
Dokaz:
Neka je Gn = σ(Sn, Sn+1, . . .) = σ(Sn, Xn+1, . . .). Sada c´emo pokazati da je (Mn, n ≤
−1) = (S−n/(−n), n ≤ −1) obrnuti martingal s obzirom na {Fn : n ≤ −1} = {G−n :
n ≤ −1}. Za m ≤ −1 vrijedi
E
[
Mm+1 | Fm
]
= E
[ S−m−1
−m− 1 | G−m
]
.
Kako je Xn nezavisno od Xn+1, Xn+2, . . ., ako stavimo da je n = −m dobivamo
E[
Sn−1
n− 1 | Gn] = E
[Sn −Xn
n− 1 | Gn
]
=
Sn
n− 1 − E
[ Xn
n− 1 | Sn
]
.
Koristec´i simetriju, uocˇimo da je E[Xk | Sn] = E[X1 | Sn] za sve k. Zaista, za svaki
A ∈ B(R) E[Xk1(Sn ∈ A)] ne ovisi o k. Ocˇito je
E[X1 | Sn] + · · ·+ E[Xn | Sn] = E[Sn | Sn] = Sn,
pa je stoga E[Xn | Sn] = Sn/n g.s. Konacˇno dobivamo
E
[
Sn−1
n− 1 | Gn
]
=
Sn
n− 1 −
Sn
n(n− 1) =
Sn
n
g.s.
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Prema teoremo o konvergenciji obrnutih martingala, zakljucˇujemo da Sn/n konver-
gira kada n → ∞ u prostoru L1(µ) prema nekoj slucˇajnoj varijabli, recimo Y =
limn→∞ Sn/n. Ocˇito je za svaki k
Y = lim
n→∞
Xk+1 + · · ·+Xk+n
n
,
pa je Y Tk = σ(Xk+1, . . .)-izmjerivo, za svaki k pa je i ∩kTk-izmjerivo. Prema Kolmo-
gorovljevom 0− 1 zakonu (vidi [12]), zakljucˇujemo da postoji konstanta c ∈ R takva da
je P(Y = c) = 1 i tada je
c = E[Y ] = lim
n→∞
E[Sn/n] = µ.
Teorem 2.4. (De Finettijev teorem) Neka je X1, X2, . . . izmjenjivi niz, tj. za svaki
n i pin ∈ Sn vrijedi
(X1, . . . , Xn) , (Xpin(1),...,Xpin(n))
(postoji permutacija koja jedan niz preslikava u drugi). Neka je ξ izmjenjiva σ-algebra
takva da je
ξn = {A : pinA = A,∀pin ∈ Sn}, ξ =
⋃
n
ξn.
Tada, uvjetno na ξ, X1, . . . , Xn, . . . je niz nezavisnih jednakodistribuiranih slucˇajnih
varijabli.
Dokaz
Definiramo
An(φ) =
1
npk
∑
(i1,...,ik)
φ(Xi1 , . . . , Xik).
Zbog izmjenjivosti vrijedi
An(φ) = E[An(φ) | ξn] = E[φ(X1, . . . , Xn) | ξn]
→ E[φ(X1, . . . , Xn) | ξ]
prema teoremu o konvergenciji obrnutih martingala. Kako X1, X2, . . . ne mozˇe biti niz
nezavisnih jednakodistribuiranih slucˇajnih varijabli, slijedi da ξ mozˇe biti netrivijalna.
Prema tome, limes ne treba biti jednak konstanti. Definirajmo sada dvije pomoc´ne
funkcije
f : Rk−1 → R, g : R→ R.
Nadalje, neka je In,k skup koji sadrzˇi sve brojeve za koje vrijedi 1 ≤ i1, . . . , ik ≤ n.
Tada je
npk−1An(f)nAn(g) =
∑
i∈In,k−1f(Xi1 ,...,Xik−1 )
∑
m≤n
g(Xm)
=
∑
i∈In,k
f(Xi, . . . , Xik−1)g(Xik) +
∑
i∈In,k−1
[
f(Xi1 , . . . , Xik−1)
k−1∑
j=1
g(Xij)
]
.
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Neka su sada
φj(X1, . . . , Xk−1) = f(X1, . . . , Xk−1)g(Xj), 1 ≤ j ≤ k − 1
φ(X1, . . . , Xk) = f(X1, . . . , Xk−1)g(Xk).
Tada je
npk−1An(f)nAn(g) = npkAn(φ) + npk−1
k−1∑
j=1
An(φj).
Gornji izraz podijelimo sa npk te dobivamo
n
n− k + 1An(f)An(g) = An(φ) +
1
n− k + 1
k∑
j=1
An(φj)
Kako je ‖ f ‖∞< ∞ i ‖ g ‖∞< ∞, iz prethodan dva raspisa dobivamo sljedec´u
jednakost
E[f(X1, . . . , Xk−1 | ξ)]E[g(X1) | ξ] = E[f(X1, . . . , Xk−1)g(Xk) | ξ]
Na temelju prethodne jednakosti, zakljucˇujemo da za svaku kolekciju omedenih funckija
f1, . . . , fk vrijedi
E
[ k∏
i=1
fi(Xi) | ξ
]
=
k∏
i=1
E
[
fi(Xi) | ξ
]
2
2.2. Primjeri obrnutih martingala
Primjer 2.2. Neka su X1, X2, . . . nezavisne jednakodistribuirane slucˇajne varijable sa
vrijednostima u 0, 1, 2, . . . te neka je Sn = X1 +X2 + · · ·+Xn. Tvrdimo da je
P(Sk ≥ k za neke 1 ≤ k ≤ N | SN = b) = min(1, b
N
), (2.1)
za sve b takve da je P(SN = b) > 0. Nije odmah ocˇito da ovo implicira Ballot teorem
(vidi [1]), medutim mozˇemo to promotriti i na sljedec´i nacˇin. U tome teoremu, svaki
od N glasacˇa ima dva glasa; on ili ona dodjeljuje oba glasa ili kandidatu A ili kandidatu
B. Oznacˇimo sa Xi broj glasova koje je i-ti glasacˇ dodijelio osobi A (prema tome, Xi
je jednak ili 0 ili 2) te pretpostavimo da su Xi nezavisni. Sada je Sk ≥ k za neke
1 ≤ k ≤ N ako i samo ako B nije uvijek u vodstvu. Izraz 2.1. povlacˇi
P(B uvijek vodi | A dobiva svih 2a glasova) = 1− P(Sk ≥ k za neke 1 ≤ k ≤ N | Sn)
= 2a
= 1− 2a
N
=
p− q
p+ q
,
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ako je 0 ≤ a ≤ 1
2
N , gdje je p = 2N − 2a broja glasova koje je dobila osoba B, a q = 2a
broj glasova dodijeljenih osobi A. Ovo je tzv. teorem o glasacˇkim listic´ima. Da bi smo
dokazali 2.1., stavimo da je Fn = σ(Sn, Sn+1, . . .) i podsjetimo se da je Snn obrnuti
martingal s obzirom na filtraciju F . Fiksirajmo N i stavimo da je
T =
{
max{k : Sk ≥ k i 1 ≤ k ≤ N}, ako ovo postoji
1, inacˇe.
Ovo mozˇda ne izgleda kao vrijeme zaustavljanja, ali jeste. Uostalom, za 1 < n ≤ N ,
T = n = Sn ≥ n, Sk < k za n < k ≤ N,
je dogadaj definiran preko Sn, Sn+1, . . . pa prema tome on lezˇi u σ-algebri Fn generira-
nom ovim slucˇajnim varijablama. Slicˇnim zakljucˇivanjem dobivamo da je {T = 1} ∈
Fj.
Mozˇemo pretpostaviti da je SN = b < N jer je 2.1. ocˇito za b ≥ N . Neka je
A = {Sk ≥ k za neke 1 ≤ k ≤ N}.
Kako je SN < N to znacˇi da, ako se A dogodi, to mora biti slucˇaj da je ST ≥ T i
ST+1 < T +1. U ovom slucˇaju je XT+1 = ST+1−ST < 1, pa je XT+1 = 0 iz cˇega slijedi
ST
T
= 1. U drugom slucˇaju, ako se A nije dogodio, tada je T = 1 i takoder ST = S1 = 0
sˇto povlacˇi da je ST
T
= 0. Iz toga slijedi da je ST
T
= IA ako je SN < N , gdje je IA
indikator dogadaja A. Primjenjujuc´i ocˇekivanje, dobivamo:
E
[ 1
T
ST | SN = b
]
= P
(
A | SN = b
)
ako je b < N.
Na kraju, kako je Sn
n
obrnuti martingal dobivamo
E
[ 1
T
ST | SN = b
]
= P
( 1
N
SN | SN = b
)
=
b
N
.
Spajanjem posljednje dvije jednakosti, dobivamo tvrdnju 2.1.
2
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Sazˇetak
U ovome radu promatramo specificˇnu vrstu slucˇajnih procesa koje zovemo martinga-
lima. Zbog njihove velike primjene u raznim matematicˇkim aspektima, navodimo pri-
mjere gdje se upravo primjenom tzv. martingalnog svojstva dolazi do bitnih rezultata
u tim matematicˇkim podrucˇjima. Kroz cijeli rad navodimo razne definicije potrebne
za iskazivanje bitnih tvrdnji o martingalima. U drugom dijelu uvodimo drugu vrstu
slucˇajnih procesa koju c´emo zvati obrnuti martingali. Navodimo razlike u odnosu na
klasicˇne martingale te modificiramo tvrdnje koje vrijede za martingale.
Kljucˇne rijecˇi: slucˇajni procesi, martingali, martingalno svojstvo, martingali u dis-
kretnom vremenu, martingali u neprekidnom vremenu, obrnuti martingali
Summary
In this paper, we observe a specific type of random processes that we call martingales.
Due to their great application in various mathematical aspects, we list examples where
we see important results which arise from martingal property. Through the whole
paperwork, we list the various definitions that are needed to express the important
statements about martingales. In second part, we introduce a second type of random
processes that we call reverse (or backward) martingales. We mention the differences
compared to the classic martingales and we modify the claims that apply to martinga-
les.
Keywords: random processes, martingales, martingal property, martingales in a dis-
crete time, martingales in a continuous time, backwards martingales
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Zˇivotopis
Rodena sam 2. prosinca 1992. godine u Vinkovcima. Godine 2007. zavrsˇavam Os-
novnu sˇkolu fra. Bernardina Tome Leakovic´a u Bosˇnjacima te upisujem Gimnaziju u
Zˇupanji, smjer prirodoslovno-matematicˇka gimnazija. Tijekom osnovnosˇkolskog i sred-
njosˇkolskog obrazovanja biljezˇim nastupe na natjecanjima iz matematike, hrvatskog
jezika, njemacˇkog jezika te informatike. Nakon zavrsˇene srednje sˇkole, upisujem se
na Odjel za matematiku u Osijeku gdje u razdoblju od 2011.-2014. pohadam preddi-
plomski studij matematike nakon kojega upisujem diplomski studij matematike, smjer
financijska matematika i statistika. Na drugoj godini diplomskog studija odradujem
strucˇnu praksu u Hrvatskoj agenciji za hranu (HAH) gdje provodim statisticˇku analizu
njihovih podataka i to deskriptivnu statistiku za podatke dobivene iz Hrvatskog epide-
miolosˇkog zavoda, procjenu rizika za kolicˇinu zˇive u ribi te procjenu rizika za kolicˇinu
nitrata u povrc´u (podaci dobiveni vlastitim mjerenjima HAH-a). Od 18. travnja
2017. sam zaposlena u Erste&Steierma¨rkische Bank d.d. kao mladi strucˇni suradnik
za upravljanje risk podacima i izvjesˇtavanje u Sektoru upravljanja rizicima, Direkcija
za strategiju i izvjesˇtavanje u Zagrebu.
