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Resumen 
 
El objetivo del TFC ha sido colaborar con AENA y AGE-CONTROL en la 
implantación de un interface de monitorización y control de las instalaciones 
electromecánicas y de energía del Aeropuerto de Barcelona, englobando todo 
el conjunto aeroportuario de Campo de Vuelo y  Terminales de pasajeros. 
 
El trabajo se  basa en la guía corporativa de AENA (Aeropuertos Españoles y 
Navegación Aérea), denominada: Estándares de Desarrollo de Proyectos con 
Software Wonderware-Industrial Application Server. 
 
El paquete principal para la confección de las estructuras utiliza la tecnología 
ArchestrA, con la “Deployment guide” Wonderware FactorySuite A2. Gracias a 
la conectividad de IAS (INDUSTRIAL  APPLICATION SERVER) utilizando los 
SCADAS existentes se ha configurado una plataforma de  control capaz de 
soportar un número “ilimitado” de clientes, necesarios para la explotación de 
las instalaciones del aeropuerto. Además, la conectividad de IAS permite 
integrar el sistema de Gestión de Instalaciones dentro del Bus de Mensajería 
de los Sistemas de Información  de la red de AENA con el software de gestión 
TIBCO. 
 
En los capítulos del TFC se transmite la necesidad de utilizar la herramienta 
seleccionada para su  integración en la red de AENA. Las características de 
integración de IAS mejoran el coste total de implantación (TCO). 
 
En este TFC se ilustran los objetos más significativos dentro de cada 
instalación. Se determina los pasos seguidos y documentados en las 
reuniones con la empresa AGE-CONTROL para la creación de los objetos. Se 
presenta una posible solución para su publicación dentro de la plantilla de 
objetos de la red corporativa de AENA. Se describen las funcionalidades y 
estructuras de estos objetos dentro de las áreas.  
 
Como colofón, se presenta el desarrollo de la instalación de control de la 
plataforma SCI (Sistema de Control de Instalaciones).  
 
La interface de control y monitorización que se está desarrollando tiene una 
importancia  vital  para  afrontar las averías energéticas con agilidad. El control 
de los parámetros y la calidad de la energía nos permiten solventar problemas 
puntuales en el presente,  ahorrando energía para  el futuro. 
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Overview 
 
 
The main goal of the TFC has been to collaborate with AENA and AGE-
CONTROL in the creation of a monitored interface system and control of 
electromechanical and energy facilities at Barcelona’s Airport. 
 
The work is based on the AENA (Aeropuertos Españoles y Navegación Aérea) 
corporate guide: Development Standard Projects with Wonderware-industrial 
Application Server.  
 
The main package for the making of the structures works with ArchestrA 
technology, together with the “Deployment guide” Wonderware FactorySuite 
A2. Owing to the connectivity of IAS (INDUSTRIAL APPLICATION SERVER) 
and using the existing SCADAS, a control platform has been configured to able 
to support a number “limitless” of clients, necessary for the exploitation of  
airport facilities. The IAS'connectivity allows to integrate the Administration 
Facilities system  inside the AENA net Operational Systems Messaging Bus 
(working with TIBCO, the management software) 
 
During TFC charters, necessity of using the selected tools is transmitted for its 
integration at AENA´s net. IAS integration characteristics improves the TCO 
(Total Cost Ownership) 
 
The most significant aspects are illustrated inside each installation in this TFC. 
Followed steps are determined and documented during the meetings with 
AGE-CONTROL organization for the creation of the objects. A possible 
solution is presented for its publication inside the objects pattern of AENA 
corporation net. Inside the different areas we can find in these TFC 
functionalities and structures of these objects are described.    
   
As culmination, the development a control model SCI installation (Sistema de 
Control de Instalaciones) is presented.    
 
The controls interface and monitoring system which is developing have a vital 
importance to confront energy mishaps with agility. The control of parameters 
and the quality of energy allow us to resolve present punctual problems, saving 
energy for the future.  
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INTRODUCCIÓN 
 
El objetivo de este documento es colaborar en la puesta en servicio de una 
interface de monitorización y control de las instalaciones electromecánicas y de 
energía del Aeropuerto de Barcelona, englobando todo el conjunto 
aeroportuario de Campo de Vuelo y  Terminales de pasajeros. La intención del 
autor es enmarcar el sistema de gestión dentro de la estructura de  sistemas de 
información y operacionales de AENA.  Utilizando los recursos de conectividad 
de la herramienta IAS para su plena integración en el  Bus de mensajería de 
todas las aplicaciones que operaran en tiempo real en el ámbito aeroportuario. 
 
Como se puede observar en la lectura del documento, la ejecución del proyecto 
ha consistido en estudiar la situación actual de los dispositivos de control y 
sistemas operacionales. También, se ha intervenido en las reuniones de  AENA 
y AGE-CONTROL para el desarrollo de la aplicación dentro de la instalación de 
control SCI (Sistema de Control de Instalaciones), y con la OEPB (Oficina 
Ejecutiva del Plan Barcelona) se han mantenido sendas reuniones para 
analizar las instalaciones de SCE (Sistema de Control Eléctrico) con las 
plataformas ya implementadas CELT y CELA. Se ha presentado una 
posibilidad de integración de las instalaciones utilizando la plataforma indicada 
en la guía de AENA-estándares de desarrollo de proyectos.  
 
En la actualidad existen plataformas de control con el  SCADA In Touch V8.   
La acertada elección de esta herramienta permite progresar en un sistema de 
gestión integrado. Los problemas de las islas de control sin posibilidad de 
evolución y escalamiento global dejan de existir con la implantación de la 
tecnología ArchestrA. Con este proyecto se ha conseguido un producto final 
que permite mantener todo el conjunto con las mismas herramientas limitando 
los esfuerzos y los costes de mantenimiento. 
 
La plataforma utilizada servirá para incorporar otras disciplinas dentro del 
ámbito de control aeroportuario, calidad del aire, niveles freáticos, niveles de 
los canales y calidad del agua, red de sonómetros para control acústico, etc. 
 
El capítulo primero es un estudio de la red de AENA y especialmente en el 
marco actual del Aeropuerto de Barcelona. Realizando un  análisis DAFO 
observamos como afecta la competencia de otros países a nuestro reto de 
futuro. Se analizan los retos de la red para el nuevo milenio, cómo integrar los 
Sistemas de Información logrando una conectividad total de aplicaciones. El 
sistema aeroportuario es un conjunto de  sistemas que operan en”real time”,  la 
interconexión de estos sistemas permite intercambiar sus bases de datos. 
Podemos trabajar  con los datos  reales y actuar en consecuencia reduciendo 
el tiempo de respuesta en las decisiones operativas. Se ilustra la necesidad de 
la integración y homogeneización de los sistemas operacionales, informativos y  
de control actualmente operativos en la red de AENA.  
 
El capítulo segundo se introduce el concepto de SCADA. Se justifica la 
adopción de la tecnología ArchestrA con la plataforma IAS. Se analiza en 
detalle los productos y ventajas desarrolladas por Wonderware para su 
2                                                            Aeropuerto. Control y monitorización del sistema energético de campo de vuelo 
 
implantación en la estructura operativa de AENA. Dentro del estudio se hace un 
especial énfasis en el desarrollo de interfaces, aplicaciones lógicas, estructuras 
jerárquicas, planificadores y plataformas físicas. Abordamos la importancia del 
software instalado para el desarrollo de la aplicación, conectividad y 
mantenimiento. Y analizamos en profundidad como se elaboran las 
herramientas para las plantillas de objetos. Veremos su importancia en el resto 
de capítulos. 
 
El capítulo tercero es un repaso a las instalaciones de control actuales, su 
situación, estructura y explotación. Es importante conocer  los pormenores 
diarios. El análisis se efectúa en campo,  realizando visitas y reuniones con los 
diferentes responsables de las instalaciones. Se plantea la posibilidad de 
integrar todas las instalaciones. Además, se crea la necesidad de una 
plataforma abierta para otras instalaciones con incorporación de nuevos nodos 
IAS. 
 
El capítulo cuarto corresponde a la esencia del proyecto. Se puede extraer la 
importancia de las librerías particularizadas para nuestro desarrollo, explotación 
y mantenimiento del sistema ArchetrA. La estandarización es tratada como vía 
conductora necesaria para reducir el TCO (Total Cost of Ownership). Los 
objetos seleccionados son significativos dentro del control de instalaciones. El 
material es altamente profesional, fruto de las reuniones mantenidas con la 
empresa de desarrollo AGE-CONTROL y  Wonderware. 
 
El capítulo quinto es la implementación de la teoría. Justificamos las distintas 
exposiciones y planteamientos con la implementación de la instalación SCI. 
SCI es un sistema primordial de control de instalaciones electromecánicas.  Las 
explicaciones y desarrollos han sido consecuencia de una serie de visitas y 
reuniones mantenidas en las oficinas de CEMAT con el Sr. Javier Roca 
responsable de la Sección y la empresa de Ingeniería AGE-CONTROL. 
 
El capítulo  sexto tiene una gran relevancia. AENA cuida el Medio Ambiente 
con especial atención. Como se extrae de este capítulo, el ahorro energético es 
una preocupación de toda la organización y un objetivo prioritario.  Se podría 
justificar todo el proyecto con las premisas  elaboradas en este capítulo. Las 
conclusiones son obvias, ilustrando las decisiones de los responsables del 
proyecto ejecutivo para la implantación de estándares de control de la red 
cooperativa de AENA. 
 
Para no entorpecer la lectura del TFC, se ha tenido en cuenta las indicaciones 
de la maqueta. Todas las figuras, tablas y diagramas que por extensión no 
queden suficientemente claras en el contexto del proyecto se marcarán con (A), 
se incluirán en un índice de figuras exponiéndose con toda su magnitud en un 
apartado del anexo. Por la extensión del documento anexo ha sido 
encuadernado en dos volúmenes independientes. El contenido y estructura de 
los  anexos se explica con detalle en el punto octavo. 
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CAPÍTULO 1. AENA.  
1.1. ¿Qué es AENA? 
 
[1] Antes de abordar el proyecto es importante establecer las tendencias y los 
retos de AENA, conocer las planificaciones de infraestructuras y las apuestas 
de futuro. 
 
[1] AENA-Aeropuertos Españoles y Navegación Aérea- es una Entidad Pública 
Empresarial, creada en virtud de lo dispuesto en el artículo 82 de la Ley 4/1990, 
de 29 de junio, de Presupuestos Generales del Estado para 1990, se rige por lo 
dispuesto en el Real Decreto 905/1991, de 14 de junio, por el que se aprueba 
el Estatuto de dicha Entidad. 
 
[1] AENA tiene como misión “contribuir al desarrollo del transporte aéreo en 
España y garantizar el tránsito aéreo con seguridad, fluidez, eficacia y 
economía, ofreciendo una calidad de servicio acorde con la demanda de 
clientes y usuarios, en el marco de la política general de transportes del 
Gobierno”.  
 
[1] AENA tiene encomendada la gestión de los aeropuertos de interés general 
con las siguientes funciones: 
 
• Ordenación, dirección, coordinación, explotación, conservación y 
administración de los aeropuertos, helipuertos y aeródromos públicos de 
carácter civil. 
 
• Proyecto, ejecución, dirección y control de las inversiones en las 
infraestructuras e instalaciones del epígrafe anterior. 
 
• Ordenación, dirección, coordinación, explotación, conservación y 
administración de las instalaciones de Navegación Aérea. 
 
• Proyecto, ejecución, dirección y control de las inversiones en 
infraestructuras, instalaciones de Navegación Aérea. 
 
• Propuesta de planificación de nuevas infraestructuras aeronáuticas, así 
como de modificaciones de la estructura del espacio aéreo. 
 
• Desarrollo de los servicios de orden y seguridad en las instalaciones que 
gestione. 
 
[1] El patrimonio de AENA es distinto al del Estado y está formado por el 
conjunto de bienes, derechos y obligaciones de su titularidad, utilizando este 
patrimonio para consecución de los objetivos anteriores. 
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1.2. Situación actual  
 
[2] AENA gestiona una red de 47 aeropuertos y un helipuerto en España.   
 
 
 
Fig. 1.1 Red actual de aeropuertos en España (A) 
 
[2] La Entidad Pública está adscrita al Ministerio de Fomento. El Ministerio fija 
las actuaciones y aprueba el plan anual de objetivos. En el Plan de 
Infraestructuras para el Transporte (PEIT 2000/2007) asigna inversiones para 
la red de aeropuertos por valor de 13.901M €. 
  
[2] Las instalaciones, aunque modernas, necesitan adaptarse al crecimiento del 
tráfico aéreo. Los objetivos que marca el plan se pueden resumir en: 
 
• Modernizar la capacidad de los aeropuertos españoles para hacer 
efectiva la liberalización  del transporte aéreo. 
• Completar los planes directores de todos los aeropuertos. 
 
[2] Los objetivos de la red tienen la misma tendencia en menor o mayor 
medida, ofrecer la mayor calidad de servicio con una mejor eficacia en la 
utilización de los recursos. Este TFC se centrará en las inversiones y  en el 
crecimiento espectacular de las infraestructuras del Aeropuerto de Barcelona 
consolidándose como una de las plataformas aeroportuarias más moderna y 
eficiente del mundo. El Aeropuerto de Barcelona busca la consolidación de 
aeropuerto “HUB” de referencia del espacio mediterráneo y del sur de Europa. 
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1.3. Aeropuerto de Barcelona  
 
[2] Las estadísticas del aeropuerto de Barcelona justifican las propuestas de 
inversiones para infraestructuras. El tráfico de pasajeros se ha duplicado con 
creces pasando de 10 millones a 20 millones en 10 años. La prognosis 
manejada por AENA dobla esta cantidad elevando la cifra a más de 40 millones 
de pasajeros para mediados del 2020. 
 
[2] Barcelona es una  gran apuesta de AENA para el tráfico regular de 
pasajeros y carga aérea en España. El área de influencia del aeropuerto tiene 
más de 17 millones de habitantes que son en definitiva clientes potenciales; a 3 
Km se encuentra el Puerto de Barcelona con la ampliación ZAL (una zona 
logística con 2.100 hectáreas), el tráfico de contenedores y líder en viajes de 
cruceros.  
 
 
Tabla 1.1. Crecimiento de infraestructuras en el Aeropuerto de Barcelona 
 
 
   
[2] Cataluña y en especial Barcelona tienen un fuerte dinamismo comercial, 
industrial y logístico. Barcelona forma parte de la red europea de grandes 
ciudades turísticas y de celebración de ferias y congresos, y está considerada 
la 7ª ciudad de Europa más atractiva para los negocios. 
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[2] La zona geográfica en la que nos encontramos nos da la  oportunidad de 
ser un catalizador para atraer inversiones y un eslabón fundamental de la 
cadena logística, turística y de negocios. Cataluña y el área metropolitana de 
Barcelona son ya una referencia en el espacio Mediterráneo y como puerta de 
Europa por el sur. Su proyección como aeropuerto HUB es un gran reto. Las 
ampliaciones de infraestructuras permiten aumentar la capacidad de captación 
de tráficos de transferencia canalizando más del 40% del mercado de conexión 
España-Europa. 
 
Por cuestiones de tamaño se ha dejado como parte del Anexo I el estudio del 
entorno, el análisis DAFO y el reto para el nuevo milenio. 
 
1.4. Sistemas de Información 
 
1.4.1. ¿Qué son los sistemas de información en AENA? 
 
Para un funcionamiento correcto de los  aeropuertos se requiere un esfuerzo 
en homogeneizar, estandarizar y distribuir los recursos de toda la red. Existe un  
Plan de Sistemas que tiene como objetivo general la alineación de las 
estrategias de la empresa con los sistemas y tecnologías de información. Este 
objetivo se completa con los siguientes planes: 
 
• Analizar los procedimientos de negocio, objetivos estratégicos y 
situación actual de AENA. 
• Definir una arquitectura de sistemas y un entorno tecnológico adecuado 
a las necesidades de la organización. 
• Alinear las necesidades de información con soluciones pragmáticas, 
persiguiendo la máxima rentabilidad de las inversiones realizadas. 
• Evaluar la estructura organizativa de la función informática adecuada a 
las necesidades de la organización. 
• Planificar las actuaciones recomendadas para garantizar un crecimiento 
armónico y homogéneo. 
 
Los sistemas de información proporcionan las herramientas necesarias para 
soportar la planificación, gestión en tiempo real y análisis de todas las 
operaciones aeroportuarias y vuelos que se desarrollan en el aeropuerto.  
 
Los sistemas que nos interesan en este proyecto son SIGMA y control de 
instalaciones. SIGMA está asociado a los sistemas de información siguientes: 
 
• Planificación de vuelos y operaciones coordinando los horarios con 
compañías, simulación de operaciones y planificación, programación y 
evaluación de las operaciones. 
• Gestión del tiempo real de operaciones, de Plataforma y control de lado 
aire. Difusión de información (público y a compañías), facturación y 
embarque.   
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• Tratamiento de equipajes, con direccionamiento automático y 
localización. 
• Análisis de operaciones con extracción de estadísticas de operaciones y 
explotación de la información histórica. 
 
El sistema de información para control de instalaciones proporciona las 
herramientas necesarias para la gestión del mantenimiento y el control de las 
instalaciones aeroportuarias.  
 
1.4.2. Necesidades actuales 
 
La política de AENA tiene dos claves esenciales y prioritarias, estandarización 
y conectividad.  
 
El principal objetivo de la  estandarización se materializa en la maximización de 
resultados, que se pueden medir con la reducción de costes (TCO). El TCO 
corresponde al “TOTAL COST of OWNERSHIP” referido al coste total de la 
instalación en implantación, desarrollo y mantenimiento de toda la vida útil de la 
aplicación. 
  
Reducción del TCO: 
 
• Menor Coste de adquisición de la tecnología por volumen 
• Menores Costes de Desarrollo 
• Menores Costes de Mantenimiento 
 
La Estandarización debe asegurar una implantación de aplicaciones con 
efectividad en el uso y re-uso de nuevas tecnologías. 
 
[10] La conectividad relaciona el tráfico fluido de datos entre los sistemas de 
información. Para conseguir este objetivo hay sistemas de conexión de 
mensajería especializados en grandes negocios. AENA apuesta por TIBCO. 
Con el conector TIBCO pretende sacar el máximo partido de los recursos 
tecnológicos, de su personal, información y de las actividades que definen su 
ventaja competitiva y éxito. 
 
[10] TIBCO ofrece material de análisis y estudio para desarrollar un proyecto 
paralelo a este TFC. Los beneficios de la herramienta con tres claves precisas: 
  
 
• Software de optimización de negocios: Software que proporciona 
información de fuentes internas y externas. El  usuario tiene 
conocimiento completo  de su negocio en todo momento. El 
conocimiento de la información permite mejorar continuamente el 
rendimiento y  la rentabilidad del negocio. Podemos correlacionar la 
información con respecto a los datos en tiempo real, objetivos 
comerciales, rendimientos históricos y previsiones de demanda.  La 
información proporcionada es proactiva identificando automáticamente 
los problemas y oportunidades. Se dispone de información para pensar 
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antes de actuar, utilizar la información para superar las limitaciones 
corrigiendo errores en tiempo real. Buscando el éxito de nuestro 
negocio.  
• Software de integración de negocio: Coordina personal y aplicaciones 
para  proporcionar a AENA la capacidad de gestionar y supervisar 
actividades que superan los límites tecnológicos, geográficos y 
organizativos. Utilizando interfaces gráficas los gestores y el personal 
técnico pueden definir y modificar las reglas de la empresa y los flujos de 
procesos que definen las actividades mercantiles mientras están en 
curso. Podemos redundar la eficacia de los procesos en nuestros 
clientes con decisiones en tiempo real que satisfaga sus necesidades 
operativas. 
• Software de sistema nervioso corporativo: Constituye la vertebración de 
los sistemas globales corporativos. Distribución de datos en los ámbitos 
tecnológico, geográfico y organizativo de modo que la información esté 
siempre donde y cuando se necesita. Se establecen redes entre sus 
socios y clientes. El software proporciona información utilizando una 
gama amplia de estándares y tecnologías que dependen de la urgencia, 
importancia y sensibilidad de la información que se facilita y del tipo de 
transacción o actividad que se desarrolla 
 
1.5. Sistemas de Gestión de Instalaciones 
 
 
El control de instalaciones tiene las funcionalidades de un sistema propio en 
cada aeropuerto para controlar aquellas instalaciones que se consideren 
necesarias. Integrando los  sistemas de control de instalaciones actuales en 
una consola central.  Se puede consolidar la lectura centralizada de contadores 
de energía para asignar consumo, afianzando el análisis de costes. Se puede 
programar las acciones en función de parámetros (hora, temperatura de sala, 
etc.). Además,  se detectan los problemas mejorando los procedimientos de 
trabajo del personal de mantenimiento del aeropuerto. 
  
Los beneficios conseguidos están en la mejora de la operatividad aeroportuaria 
al disponer de una herramienta común en los aeropuertos.  Optimizamos  el 
uso de la infraestructura, debido al establecimiento de procedimientos 
generales y estandarizados de mantenimiento y control. Garantizamos y 
mantenemos  la operatividad aeroportuaria. Racionalizamos los costes, debido 
a que imputa los costes de consumos a los locales comerciales.  Se aumenta  
la seguridad, tanto de las instalaciones como de las personas, en la realización 
de las operaciones, al implementar las actividades de control  adecuadas. El 
control de las averías energéticas lleva a la racionalización de costes, pudiendo 
adoptar políticas de ahorro energético. 
 
AENA ha elegido la aplicación IAS (INDUSTRIAL  APPLICATION SERVER) 
que se analiza  extensamente en el capítulo segundo.  
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1.5.1. Justificación  
 
Necesidad de estandarización de las aplicaciones de control de instalaciones y 
el sistema SIGMA. Los niveles de estandarización de las aplicaciones de 
gestión y su impacto en los resultados determinarán el tiempo de amortización.  
 
Existen diversos grados de estandarización, que van desde la definición del 
Nivel Tecnológico hasta el Nivel Metodológico para la  implantación efectiva del 
Estándar: 
 
• Nivel Tecnológico: Se centra exclusivamente en armonizar el software y 
el hardware como redes de comunicación, protocolos, drivers  de 
comunicación, y sistemas Scadas e integración de mensajería TIBCO. 
• Nivel Metodológico: Corresponde a la integración completa añadiendo al 
nivel tecnológico la formación de personal técnico, documentación de 
procesos y sistemas, certificación de proyectos, administración efectiva 
de las Librerías de Objetos (con paquetización Doc. “Proyectos Tipo” -
central eléctrica, sist. transporte, SIGMA, paquete aeropuerto pequeño, 
etc.-), determinar la confección de expedientes y la formación de 
integradores, administración de plantillas, herramientas gestión de 
versiones (tipo, expediente, integrador, aeropuerto), entorno de pruebas 
y simulación, gestión de cambios, equipo humano de soporte a 
implantaciones. 
 
La obtención de resultados está directamente ligado con el nivel de 
estandarización elegido. 
 
 
 
Fig. 1.2 Esquemas de niveles de estandarización (A). 
  
Los sistemas de información no deben suponer un incremento de los esfuerzos 
individuales sino una cooperación entre toda la Red. En las implantaciones y 
estudios de nuevas tecnologías AENA utiliza un sistema mixto. 
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La División de Sistemas de Información se  encarga de planificar, desarrollar y 
explotar los sistemas globales, elaborando estrategias y metodologías 
comunes para todos los centros geográficos y Unidades de Aena. Las 
Unidades de Informática de los aeropuertos dependen  funcionalmente de la 
DSI.  
 
La DSI coordinaría todas las actuaciones (específicas y globales) que se 
desarrollen en las diferentes Unidades de AENA, en los aeropuertos principales 
y secundarios. Cada aeropuerto principal cuenta con una Unidad de 
Informática, responsable de explotar todos los sistemas, identificar necesidades 
globales de la Organización y particulares del aeropuerto, planificar y 
desarrollar soluciones para satisfacer las necesidades particulares del centro 
(de acuerdo a la planificación global).  El resto de Centros cuenta con una 
Unidad de Informática encargada de detectar sus necesidades particulares y 
explotar sus Sistemas.  
 
Esta estandarización metodológica proporciona los beneficios de una 
plataforma tecnológica única, mantenimiento de software único, 
aprovechamiento de recursos, reducción de costes por economías de escala, 
facilidad para el desarrollo de sistemas comunes y capacidad para detectar 
necesidades comunes y particulares.   
 
1.5.2. Esquema. Marco de localización del Sistema de Gestión 
 
El contexto para localizar el marco de este TFC dentro de los sistemas de 
información se aprecia en el esquema siguiente: 
 
 
 
Fig. 1.3 Esquema de los sistemas operativos de AENA y marco de localización 
del TFC (A). 
 
El esquema ilustra la importancia de la conectividad y la necesidad de bases de 
datos comunes. El bus de mensajería con conexión TIBCO permite el 
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intercambio fluido de información. El entorno se denomina SCENA donde los 
sistemas de información operacionales obligan a nuevos desarrollos de 
entorno. Desarrollos de  Sistemas Cooperativos para el Entorno Aeroportuario 
como son CONOPER (Aplicación de Control y Operaciones), SADAMA 
(Sistema de Ayuda a la Decisión para la Asignación de Medios Aeroportuarios), 
e-SIA (Sistema de Información Aeroportuaria), etc. 
 
Nuevamente se debe insistir en la arquitectura de Integración y una 
oportunidad de la centralización de los sistemas. Esta plataforma obliga a la 
migración del entorno operacional a la nueva arquitectura con nuevos 
conceptos operacionales, integración de potentes herramientas de informes,  
integración con nuevas fuentes de información, utilización del lenguaje 
operacional XML (AOML). 
 
Se debe hacer frente a las problemáticas de complejidad de las tecnologías 
implantadas, mantenimientos complejos, definición de un idioma común  
buscando la solución  de multiaeropuerto. AENA orienta sus sistemas de 
información a arquitecturas de servicios, ampliaciones e implantaciones 
flexibles y escalables, desarrollo de servicios centralizados y cuadros de mando 
centralizados en tiempo real.   
 
Potenciar la integración es facilitar que la información fluya una sola vez en 
extensiones multicanal. La Información debe llegar a cualquier punto a través 
de cualquier medio 
 
1.6. AENA-estándares de desarrollo de proyectos 
 
¿Qué se deduce de la lectura del documento AENA-estándares de desarrollo 
de proyectos? Como se ha comentado en apartados anteriores, AENA necesita 
homogeneizar aplicaciones de sistemas de información para tener un control 
seguro de sus recursos, costes y amortizaciones de las inversiones.  
 
La Estandarización de una Metodología de Implantación para AENA que 
asegure la máxima efectividad en el uso y re-uso de la tecnología IAS en todos 
los expedientes, implica disponer de forma controlada dentro de AENA de los 
siguientes activos: 
 
• Administración de plantillas 
• Documentación estándar (plantillas, paquetes de formación por 
proyecto tipo) 
• Librerías por topología de proyectos (centrales eléctricas, sist. 
transporte, fingers, aeropuertos medianos, aeropuertos 
pequeños) 
• Herramientas para la gestión de versiones distribuidas y 
adquiridas (expediente, aeropuerto, integrador, tipo de proyecto, 
etc.) 
• Disponer de un entorno de pruebas y simulación 
 
• Gestión de la relación con los proyectos 
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• Colaboración con la confección de expedientes 
• Gestión de la formación para AENA y para Integradores de 
sistemas (transferencia de conocimiento proyectos tipo) 
• Supervisión / certificación ejecución expedientes 
• Gestión de cambios en plantillas estándar 
• Gestión de los recursos y medios para coordinar la implantación 
de la metodología y las relaciones con los distintos entes 
implicados: DSI, Aeropuertos, Directores de Proyecto, 
Integradores de Sistemas, Proveedores de Tecnología. 
 
A continuación se  expone un comparativo de los métodos utilizados en la 
implantación de los estándares en AENA: 
 
 
 
Fig. 1.4 Esquema comparativo de niveles de estandarización (A). 
 
Los métodos anteriores son puramente tecnológicos y dejan patente la 
necesidad de pasar al nivel metodológico. La reingeniería es la opción del 
mantenimiento complejo y reducción de esfuerzos.  Buscamos la certificación 
técnica y funcional de objetos reutilizables siguiendo las pautas de 
especificaciones recogidas en el documento AENA-estándares de desarrollo de 
proyectos. 
 
1.6.1. Retos  
 
AENA tiene que planificar para el futuro. La organización tiene una gran fuerza 
que radica en su personal técnico y ejecutivo.  AENA es una empresa que 
busca desarrollo de alta sinergia en  la excelencia en sus operaciones. 
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El documento tiene por objetivo: “establecer parámetros de configuración y 
diseño de aplicaciones utilizando tecnología ArchestrA y software Wonderware, 
una división del grupo Invensys. Estos parámetros han sido elaborados por el 
Grupo de Consultoría de Wonderware en conjunto con la División de Desarrollo 
de Proyectos de AENA. Se busca así que todos los proyectos usando software 
de Wonderware sigan patrones y estándares que den uniformidad y coherencia 
a las aplicaciones SCADA.” 
 
El documento va dirigido a Integradores de Sistemas y sirve de guía de control 
a los Directores de Expedientes de implantación de sistemas de control de 
instalaciones. 
 
El reto principal es concienciar a todos los miembros que intervienen en este 
tipo de proyectos para que se ajusten a la guía. La guía es un resumen de otro 
documento utilizado para la confección de este proyecto denominado 
“Wonderware FactorySuite A² Deployment Guide”.  Se contempla la descripción 
de las herramientas informáticas utilizadas y su estructura, en este TFC se 
definen en el capítulo segundo. 
 
El principal enfoque de la guía es el desarrollo de objetos. Define la utilización 
de librerías para la construcción de las aplicaciones de control. Es la parte 
principal para el despliegue de la aplicación. Debido a su importancia se trata  
en el capítulo cuarto.  Se plantea la necesidad de crear oficinas de 
estandarización y certificación de plantillas, objetos, aplicaciones y estructuras 
de hardware. 
 
1.6.2. Diagrama de desarrollo  
 
¿Cómo desarrollar un proyecto a partir del documento? La idea de la guía es 
crear librerías de objetos para el  desarrollo común de las aplicaciones. En 
instalaciones pequeñas se pueden diseñar equipos que tengan la misma 
utilidad, el problema aparece en grandes instalaciones y en plazos inmediatos. 
En la actualidad se están ejecutando diversas aplicaciones de IAS. 
 
Un método para el desarrollo podría ser el proceso de Benchmarking siendo 
una herramienta extendida en procesos industriales. La idea es reducir 
esfuerzos en diseños primarios utilizando la experiencia de otras 
organizaciones similares que denominaremos socios. Se trata de mejorar el 
elemento y adaptarlo a nuestro proceso y necesidad. Podemos utilizar 
integradores con catálogos propios y adquirir las librerías y las plantillas mejor 
elaboradas. El objetivo es disponer de librerías de plantillas con objetos para la 
aplicación IAS y diseños BMP de equipos para aplicaciones de visualización 
SCADA. 
 
No siempre tiene que ser un socio exterior a la Organización de AENA. El 
primer paso es analizar y estudiar la situación actual de todas las aplicaciones 
implantadas en la Red, rescatando y estandarizando los desarrollos que 
cumplan las premisas de la Guía. 
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AENA ya posee experiencia en implantación y estandarización de aplicaciones 
gráficas como DIACAE. Aplicación flotante de Autocad con librerías propias de 
aeropuerto definidas, diseñadas y elaboradas por personal técnico de AENA. 
Las ingenierías tienen la obligación de adaptar sus planos, esquemas y 
sistemas de cotas al estándar de DIACAE. Podemos aplicar a las fases de 
DIACAE el proceso de Benchmarking para mejorar la implantación de IAS. 
 
En el esquema de la página siguiente se ha  realizado un diagrama de flujo que 
puede ser válido como “Diagrama de desarrollo”, con los pasos necesarios 
para afrontar la estandarización con éxito. 
 
PLANIFICACIÓN
1. Identificar proceso propio Objeto
2. Identificar proceso externo  Objeto (socio).
3. Recopilar datos del proceso Modelización
EXISTEN 
SOCIOS
SI
DESARROLLO CON 
GUÍA DE ESTANDARES 
DE AENA
Puntos 1 y 3
NO
ANÁLISIS 4. Determinar diferencias actuales.
5. Proyectar niveles futuros
Datos 
punto 5
INTEGRACIÓN
6. Fijar metas funcionales con la modelización
# Comunicación de Datos
# Aceptación del análisis
7. Desarrollar plantilla
ACCIÓN
ACEPTACIÓN DE 
PLANTILLA
NO
8. Implantar plantilla de objetos.
9. Documentar, controlar e informar a todas las unidades.
10.Evaluar el proceso y mejorar.
11.Sustituir y extender los nuevos modelos
SI
MADUREZ
 # Catálogo de todos los modelos.
# Integración plena de  los procesos en la red
 
 
Fig. 1.5 Diagrama de desarrollo para las plantillas de objetos(A). 
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CAPÍTULO 2. IAS. INDUSTRIAL APPLICATION SERVER  
2.1. ¿Qué es un SCADA? 
 
[3] El acrónimo de SCADA corresponde a “Supervisory, Control And Data 
Adquisition”. Los SCADAs reúnen todos los procesos encargados de realizar 
las funciones específicas que han de llevar a cabo dentro del sistema general, 
para la supervisión, control y adquisición de datos de los equipos que engloban  
una instalación. La ejecución de los procesos se debe realizar de forma 
concurrente dentro de un  entorno multitarea.  
 
[3] El entorno HMI (interface del SCADA) ha de ser capaz de gestionar la 
utilización de los diferentes recursos, teniendo en cuenta las restricciones de 
los diferentes procesos que componen el sistema, que implican que la 
ejecución de cada proceso debe producirse dentro de unos intervalos de 
tiempo prefijados. Esta herramienta conforma la plataforma de gestión de 
recursos y debe ser amigable para el operador. 
 
[3] Las herramientas de los sistemas SCADA se implementan dentro de 
entornos de tiempo real, caracterizando sus diferentes procesos en cuanto a 
funcionalidad dentro del sistema y tipo de restricciones de tiempo asociadas. 
Podemos resumir el contenido indicando que un sistema SCADA es un 
conjunto de dispositivos y programas destinados a controlar y supervisar, 
desde un puesto de operador, de forma segura y eficaz un proceso industrial 
en tiempo real. 
 
El objetivo de un sistema de control es facilitar su operación y explotación. Se 
deben facilitar al operador tres herramientas importantes: 
 
• Adquisición centralizada en tiempo real. 
• Acciones remotas de control (tensión, generación, flujos, topología, etc.) 
• Información del comportamiento histórico de las variables del sistema. 
 
A través del empleo eficiente de las herramientas que suministran los SCADA 
se pueden obtener las siguientes ventajas: 
 
• Visión conjunta del sistema que permita detectar los fallos del sistema. 
• Obtención de situaciones anteriores, almacenadas en los históricos, para 
su estudio.  
• Llevar un control sobre las maniobras y disparos de los equipos.  
• Realización de estudios estadísticos, y visualizaciones de las curvas de 
las medidas.  
• Llevar un control sobre el estado de las comunicaciones con los 
diferentes equipos.  
• Llevar el control del estado de funcionamiento de los equipos hardware. 
 
Además debe ofrecer herramientas para el diseño y mantenimiento del sistema 
para las evoluciones de las instalaciones e inclusión de nuevas tecnologías. 
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2.2. FactorySuite A2TM 
 
[3] FactorySuite A2 es un conjunto integrado de aplicaciones para la gestión y 
supervisión de plantas industrializadas. Son productos de software de la 
empresa Wonderware, líder en herramientas de gestión industrial y 
aplicaciones corporativas para grandes clientes, aunque gracias a su estructura 
y variedad de soluciones se puede aplicar en cualquier industria. El SCADA ha 
perdido el protagonismo, en este conjunto es un elemento más de la colección 
de software industrial.  Con la utilización de los productos de FactorySuite para 
el desarrollo de esta aplicación se da un paso importante en las tareas críticas 
del planificador.  
 
[3] Los objetivos son rentabilizar las instalaciones, mejorar la efectividad en la 
gestión y mejorar la eficiencia del hardware. Podemos asumir el control y la 
toma de decisiones en tiempo real.  
 
[3] Para la elaboración y estudio del proyecto ha sido necesario instalar el 
software utilizado en instalaciones reales.  Durante la ejecución del proyecto se 
ha contado con la plena colaboración de Wonderware para la obtención del 
software y sus licencias. Los productos utilizados para los AENA-estándares de 
desarrollo de proyectos y este TFC son: 
 
• IAS. Proporcionan automatización y soluciones de información. Es la 
esencia del proyecto y se trata ampliamente en el punto 2.3. 
• Intouch 9.0. Es el HMI (Humane Machine Interface) para visualización y 
control de procesos. Ofrece sencillez, facilidad de uso y gráficos 
configurables por el usuario. Poderosos wizards (asistentes) y los 
nuevos SmartSymbols de Wonderware permitiendo a los usuarios crear 
y distribuir rápidamente aplicaciones personalizadas que intercambian 
datos en tiempo real. La arquitectura flexible de InTouch permite que las 
aplicaciones cubran las necesidades actuales y puedan escalarse 
fácilmente para satisfacer futuros requerimientos. InTouch es un 
software abierto y extensible que ofrece la conectividad más amplia del 
mercado, compatible con una gran cantidad de dispositivos de 
automatización y control en la industria. 
• InSQL 8.0. El producto de Wonderware IndustrialSQL Server almacena 
la información histórica en tiempo real y ofrece un alto rendimiento, 
reduciendo costes a la propiedad. Está  basado en el producto Microsoft 
SQL Server. Proporciona a los ejecutivos acceso a información en 
tiempo real para el análisis del estado de la planta o de los equipos. 
Introduce total flexibilidad en la definición de captura y almacenamiento 
de datos. Los datos de producción son capturados automáticamente de 
múltiples fuentes en tiempo real. Estas fuentes incluyen estándares de la 
industria como servidores OPC.  
• Device Integration Products I/O Servers y DAServers. Estándares de 
comunicaciones de datos industriales. Los servidores I/O Servers dan 
fiabilidad y soporte para DDE, FastDDE y protocolos SuiteLink. El amplio 
rango de servidores I/O de FactorySuite es la clave incuestionablemente 
para los objetivos de conectividad de Wonderware. Los servidores I/O de 
Wonderware, así como servidores I/O de terceros, junto con el I/O 
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Server Toolkit de Wonderware, satisfacen las necesidades de 
conectividad entre dispositivos industriales. Los productos DAServers se 
comunican con el protocolo SuiteLink, así como FastDDE y DDE. En 
consecuencia, los usuarios del software de Wonderware pueden 
continuar compartiendo datos entre diferentes aplicaciones de Microsoft 
Windows. 
• ActiveFactory. El  cliente maximiza el valor de los datos almacenados en 
el IndustrialSQL Server. Los clientes de ActiveFactory permiten a los 
empleados de todos los niveles de la organización acceder de forma 
fácil a los datos de los proceso y de planta, mediante sencillos cuadros 
de diálogo. Se distribuye la información en la red, intranet o Internet. El 
software proporciona informes y análisis de tendencias en el tiempo, fácil 
acceso a análisis de datos numéricos mediante el uso de Microsoft 
Excel, informes de datos generados en Microsoft Word, y acceso ad-hoc 
a información histórica de planta en tiempo real. 
 
[3]Además, asociado al software de control se comercializan potentes 
herramientas de análisis industrial.  
 
El soporte básico de FactorySuite A2 corresponde a SQL Server 2000 SP3 de 
Microsoft. Es el software necesario para la gestión y administración de base de 
datos. 
 
[3] Ahora se analiza la importancia, las ventajas y la estructura e introducimos 
un nuevo término “ArchestrA”. Es el elemento que ofrece la arquitectura y 
orquestación de estas aplicaciones. 
 
2.2.1. Justificación y ventajas 
 
Las aplicaciones de software propietario no han dado soluciones óptimas. Los 
desarrollos son tediosos y muy costosos. Cuando el programador maestro 
desaparece,  la empresa de desarrollo no puede asegura los resultados. Las 
aplicaciones terminan por sustituirse en todo su conjunto con excusas de 
cambios de versión. Los programas fuentes no están suficientemente 
documentados. En definitiva, son aplicaciones que necesitan un alto grado de 
especialización y conocimiento. 
 
Como se indica en el capítulo de Sistemas de Información, AENA identifica sus 
objetivos hacia la Excelencia de sus operaciones. Para conseguir sus objetivos 
a nivel corporativo necesita herramientas de mercado suficientemente testadas.  
Los explotadores de la aplicación deben ser capaces de entender, modificar y 
decidir los aspectos de control. 
 
[3] La infraestructura de ArchestrA de Wonderware posee los servicios 
funcionales primarios que necesitamos construir para nuestra aplicación 
industrial. La tecnología Archestra es el armazón estructural que soporta todas 
las aplicaciones para el despliegue fluido en un ámbito aeroportuario. 
 
[3] Utilizando la estructura conseguimos: 
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• Dar herramientas al operario para poder manejar los datos y realizar su 
trabajo. 
• Potentes herramientas de explotación de datos y análisis 
• Cálculos de datos en tiempo real  
• Integración de bases de datos 
• Integración de sistemas 
• Integración de áreas 
• Integración de aeropuertos 
• Modelo de planta potente 
• Configuración sencilla 
• Posibilidades de cambios  
• Que las áreas trabajen coordinadas 
 
Se puede representar la estructura de AchestrA de forma gráfica relacionando 
los cinco niveles que intervienen en la  industria de procesos: 
 
1. Conectividad a nivel de planta. 
2. Supervisión   
3. Producción   
4. Planta Inteligente  
5. Colaboración industrial   
 
 
 
Fig. 2.1 Pirámide de Información de Automatización(A). 
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[4] La Pirámide muestra la automatización, de la  Información y de los 
procesos. AchestrA asegura el apoyo de  todas las capas de la industria. Es la 
base para la  supervisión, la producción y las soluciones de Planta Inteligente 
(oficina de desarrollo de proyectos). Además, extiende la funcionalidad por la 
empresa, habilitando la verdadera colaboración industrial. La Pirámide de 
Información de Automatización  ilustra bien estos puntos. Despliega la 
efectividad completa de ArchestrA por todos los niveles del ambiente industrial. 
 
[3] Como se ha comentado en AENA-estándares de desarrollo de proyectos la 
preparación de integradores y personal de AENA configuran un soporte robusto 
para mantener la aplicación. En fases de procesos activos los técnicos pueden 
realizar pruebas sin comprometer el funcionamiento de la planta gracias al nivel 
documental y pragmático  de las herramientas utilizadas. 
 
[3] Además, con Wonderware aseguramos el apoyo logístico para la 
implantación, el desarrollo, la estandarización y el mantenimiento. La 
organización de Wonderware a nivel mundial da garantías suficientes. La 
cartera de clientes de Wonderware avala la decisión de AENA.   
 
 
 
Fig. 2.2 Esquema de conectividad SQL para acceso a bases de datos. 
 
[3] La utilización de lenguajes SQL permiten su integración en el bus de 
mensajería. Cumple  así las premisas indicadas de estandarización y 
conectividad.  En el análisis de TIBCO aparece la premisa: “Cualquier Dato 
desde Cualquier Fuente en Cualquier Instante”. Con las herramientas de 
Microsoft conseguimos el propósito, la tecnología embebida de  Microsoft SQL  
Server permite contar con conectividad hacia otros sistemas de datos de la 
planta que cuenten con interfaces estándar ODBC y SQL. Toda la información 
que necesita el personal del aeropuerto para tomar las decisiones correctas la 
puede conseguir de un  mismo lugar. 
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[3] También se ha comentado la importancia de la reutilización de los 
desarrollos de ingeniería. Con el sistema Archetra la ingeniería puede utilizar la 
centralización de planta, usando los soportes de Windows y Framework los 
componentes ejemplares o básicos pueden desplegarse por todas las áreas del 
aeropuerto, y una vez certificadas, extenderse a las áreas de todos los 
Aeropuertos de la Red. La  reingeniería está asegurada en un 70% de ahorro,  
minimizando los esfuerzos y el mantenimiento. 
 
La síntesis de  la justificación y de las ventajas en la elección de software 
Archestra de Wonderware se pueden observar en el siguiente esquema: 
 
 
 
Fig. 2.3 Modelo esquematizado de ArchestrA (A). 
 
2.3. IAS  
 
[3] “Industrial Application Server” proporciona la captura de datos en tiempo 
real, gestión de alarmas y eventos, servicios de manipulación de datos y 
capacidades para ingeniería de colaboración. Los beneficios más destacados 
para la industria incluyen la reducción significativa en tiempos de ingeniería, 
bajos costes de propiedad y de mantenimiento de las aplicaciones, 
escalabilidad, flexibilidad y un framework  extensible. 
 
2.3.1. Presentación 
 
[4] Los desarrollos de InTouch son monolíticos con creación de la etiqueta, 
configuración de históricos, configuración de alarmas y desarrollo de los 
gráficos con las herramientas integradas. Posee la ventaja de ser manejable 
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para instalaciones reducidas y una desventaja por estar integrada la aplicación 
en un sólo nodo reduciendo la escalabilidad. La introducción de referencias 
remotas hace posible desarrollar la HMI sin las etiquetas favoreciendo la 
ampliación y la capacidad del nodo InTouch. Aparece la aplicación 
Cliente/Servidor con el Server (de etiqueta central) y múltiples clientes que 
acceden a los mismos datos.   
 
[4] Las necesidades de escalabilidad han evolucionado hacia la programación 
dirigida a  objetos. La programación se realiza modelizando cualquier objeto 
físico de la planta. Los objetos con la misma funcionalidad tienen varios puntos 
de I/O asociados,  el funcionamiento operacional y los estados de la alarma son 
comunes. Los estados son representados típicamente por las etiquetas en la 
aplicación de HMI y en el servidor de la etiqueta. La lógica de supervisión se 
crea para generar la alarma condicionada y los estados operacionales, la 
seguridad se mantiene a un nivel de ventana, se necesitan otros scripting para 
el mantenimiento preventivo, cálculos de flujo, etc.   
   
[4] Estas necesidades desbordan a los SCADA. Se puede apreciar 
gráficamente el desbordamiento del sistema utilizando las técnicas descritas: 
 
 
 
Fig. 2.4 Desbordamiento de los sistemas SCADA tradicionales(A). 
 
[4] Aparece la  solución de IAS. Se guardan todas las etiquetas, configuración 
de I/O, configuración de la Alarma, configuraciones de seguimientos de 
históricos, escrituras de supervisión y configuraciones de seguridad dentro del 
objeto. Esto hace que la aplicación sea más fácil de mantener con toda la 
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lógica y la configuración relacionada del objeto. Cada uno de los objetos puede 
verse como una aplicación pequeña de InTouch o un pequeño servidor de  
etiquetas.   
 
 
 
Fig. 2.5 Aplicación de IAS dirigida a objetos (A). 
[4] Para evitar el mantenimiento individual del objeto y obtener la máxima 
eficacia del sistema tenemos la solución de IAS.   
 
[4] IAS permite crear plantillas que pueden contener otras plantillas y objetos 
derivados de patrones de objetos. Los objetos de la plantilla pueden contener 
scripting para  crear configuraciones individuales. Los objetos y plantillas 
pueden ser muy simples, representando un instrumento del proceso, o puede 
ser muy complejo, representando las máquinas completas de la planta.    
   
[4] IAS permite crear objetos que hereden sus I/O automáticamente de los 
registros de PLC, se puede  crear y manejar la configuración de los objetos 
globalmente, como las escrituras y atributos. Los objetos se crean en la 
aplicación (la Galaxia) arrastrando y dejándolos caer desde las plantillas del 
objeto. Los objetos pueden organizarse en áreas lógicas que representan al 
modelo de la planta. Pueden desplegarse los objetos y las áreas fácilmente 
hacia los Servidores de Objeto de Aplicación en una topología de 
INFORMÁTICA escalable. La configuración completa de la aplicación (la 
Galaxia) se guarda en una posición central, el Almacén de la Galaxia (GR) que 
es muy fácil de manejar.  
 
En definitiva, ¿qué proporciona IAS? Un ambiente de desarrollo con modelo 
integrado. Se centraliza y se mantiene la colaboración de los equipos de 
trabajo  en la implantación y el mantenimiento de la aplicación.  Se desarrolla 
un modelo realista de planta y de las áreas de trabajo. La Organización puede 
usar la información disponible en tiempo real o utilizar los históricos para 
análisis de resultados. 
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Los Objetos de la aplicación son una nueva manera de desarrollar los sistemas 
de control  dónde se sustituye la etiqueta y  se usan los objetos para 
representar la planta y el equipo asociado con más  precisión.  IAS proporciona 
la infraestructura e integración para extender las capacidades del Sistema de 
FactorySuite.  Se pueden  agregar fácilmente nodos de IAS para aumentar la 
actuación o distribuir la carga. IAS aprovecha las ventajas de las arquitecturas 
cliente-servidor con una arquitectura totalmente distribuida. 
 
La administración centralizada y la expansión de la aplicación permiten a los 
usuarios controlar todos los aspectos de la configuración del sistema desde 
una Estación de Trabajo. Incluso la posibilidad de mover objetos y etiquetas de 
un nodo de Servidor de Aplicación a otro.  
 
Al principio de este capítulo se ha tratado del software utilizado para el 
desarrollo, ahora se presentará un esquema de estructura e integración de IAS 
añadiendo el hardware necesario. El término de Galaxia y el desarrollo de los 
objetos se tratarán en  los capítulos siguientes.  
 
 
 
Fig. 2.6 Estructura completa de IAS (A). 
 
[4] Se representa un sistema típico con,  un Servidor de la Aplicación, el nodo 
de Almacén de Galaxia con IDE, nodo de InSQL e InTouch y las Estaciones de 
Trabajo. Si fallara el nodo de InSQL  o las comunicaciones con el Servidor de la 
Aplicación, los datos del histórico se guardarían  localmente en la memoria 
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intermedia. Cuando InSQL se restaura se recupera el  histórico sin pérdida de 
datos. La redundancia de la instalación dependerá del  número de nodos IAS 
que se implementen en la arquitectura. La lógica indica como mínimo dos 
nodos IAS, un nodo de trabajo y un nodo de stand by. 
  
2.3.2. Ventajas económicas 
 
[4] El problema fundamental en cualquier proyecto de automatización es el 
coste del ciclo de vida de la aplicación. En el capítulo primero ya se habló del 
TCO. Típicamente los proyectos de automatización tienen unos costes, el 
hardware representa el 25%, el software representa el 15%, mientras la 
ingeniería representa el 60%. Por consiguiente, si reducimos la ingeniería,  se 
disminuirán los costes globales asociados con los proyectos de automatización.  
 
 
 
Fig. 2.7 Gráficos  comparativos de proyectos de automatización con 
convencional y con FactorySuite A2(A). 
 
El primer gráfico muestra un proyecto convencional, hay un esfuerzo de 
ingeniería y de desarrollo que no se mantiene durante la vida útil de la 
aplicación, perdiendo interés en su tiempo de vida. 
 
El segundo gráfico corresponde al desarrollo de FactorySuite A2, ha sido 
diseñado para minimizar la ingeniería y aumentar el ciclo de vida del proyecto. 
[4] Se explica con tres puntos clave: 
 
• Primero, a través de una arquitectura fuerte y re-usable de los objetos.  
• Segundo, a través de la expansión y el mantenimiento con herramientas 
integradas en la arquitectura de ArchestrA. El conjunto comparte el 
hardware y los productos del software, dilatando la vida útil del proyecto.  
• Tercero, a través de la arquitectura abierta y  basada en la disponibilidad 
creciente de ArchestrA, se pueden agregar sistemas actualizando la 
aplicación  a lo largo del ciclo de vida  del proyecto. 
 
Por consiguiente, estos factores benefician al proyecto, aumentando el valor 
funcional durante el tiempo de vida y aumentando el rendimiento de la inversión 
(representado por el área bajo la curva).  
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CAPÍTULO 3. SITUACIÓN ACTUAL  
3.1. Instalaciones de control del Aeropuerto de Barcelona  
 
Los clientes del aeropuerto son diversos dependiendo del área que se analicé: 
 
• Lado Tierra  
• Lado Aire.  
 
En el “Lado Tierra” se encuentran las Terminales,  el cliente es el pasajero. En 
una sala como la Terminal B pueden coincidir más de 3000 personas entre 
pasajeros y trabajadores del aeropuerto. La División de Ingeniería y 
Mantenimiento debe establecer los mecanismos necesarios para regular las 
condiciones ambientales de las salas elevando las condiciones de confort. Por 
este motivo se han implementado sistemas de regulación PID que favorecen la 
eliminación de errores de control utilizando retroalimentación. La iluminación 
ofrece confort y visibilidad al pasajero creando ambientes agradables para la 
espera de embarques o tránsitos. La regulación de circuitos de alumbrado  
permite establecer políticas de ahorro.  
 
Para afrontar el tráfico de pasajeros se instalarán sistemas automáticos de 
tratamiento de equipajes (SATE). Las Terminales se comunicarán con sistemas 
automáticos de transporte de pasajeros (APM) y se establecerá una red de 
túneles para servicios aeroportuarios. 
 
En las zonas de urbanización y accesos se encuentran las redes hidráulicas 
(bombeos de agua potable, fluxores, contraincendios y potabilizadoras), los 
parking, los sistemas de alumbrado, las parrillas de taxis…. Todas las 
instalaciones deben ser controladas con dispositivos de tiempo real para evitar 
la utilización innecesaria de recursos energéticos y eliminación de averías en 
las instalaciones. En breve, emergerá una Ciudad Aeroportuaria con industrias 
aeronáuticas.   
 
En el “Lado Aire”  el cliente principal es la aeronave. Las compañías y los 
explotadores del aeropuerto se deben volcar en atender en el mínimo tiempo 
todas las operaciones necesarias para agilizar la rotación de la aeronave. El 
control realizado en tiempo real permite agilizar las franjas horarias de los 
recursos aeroportuarios gestionados en SIGMA. En ese mismo instante los 
datos son cursados por las bases de datos de administración para su 
facturación y asignación de medios por parte de Operaciones. 
 
También situado en el “Lado Aire” tenemos el Campo de Vuelo, es la zona más 
extensa del aeropuerto y alberga las instalaciones más voluminosas y con más 
peso en el control industrial y el desarrollo aeronáutico. Encontramos las 
instalaciones de ayudas visuales que tienen una importancia vital para las 
operaciones de las aeronaves.  
 
Asimismo, en las zonas próximas a las pistas (Área de Movimientos) están los 
controles de calidad del aire mediante análisis de muestras y comunicación de 
parámetros al PSCA (Puesto de Supervisión de la Calidad del Aire) situado en 
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el Departamento de Medio Ambiente. Este mismo Departamento controla la red 
de sonómetros, sistema de análisis y procesado del ruido ambiente para su 
difusión y medidas correctoras; y los sistemas freáticos e hidráulicos del 
Campo de Vuelo.  
 
La instalación principal es el  Sistema de Alimentación Primario (SAP), un  
anillo constituido por  centrales con entradas directas de compañía de 25kV 
para soportar el consumo global del aeropuerto. Las descripciones anteriores 
dan una imagen de la envergadura de instalaciones de energía que deben 
construirse para afrontar la demanda. La situación actual es compleja pero no 
puede compararse con las expectativas de futuro. En la imagen siguiente 
podemos ver la situación de CELT y CELA dentro de la futura red eléctrica del 
aeropuerto: 
 
 
 
Fig. 3.1 Configuración de la red eléctrica definida para el Aeropuerto de 
Barcelona(A). 
 
La red de anillos de 25kV se mantiene, ampliando el conjunto con nuevas 
subcentrales que se sitúan en los puntos críticos de consumo. Aparecen dos 
grandes subestaciones de 220kV que gestionará ENDESA.  
 
Es necesario estudiar la situación actual de los sistemas de control de 
instalaciones para justificar la propuesta de este proyecto. El control de 
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instalaciones será un pilar fundamental para el desarrollo sostenido. Las 
instalaciones analizadas a continuación son el eslabón adecuado para añadir 
sucesivamente nuevas instalaciones. 
   
3.2. SCI  
 
SCI es el acrónimo de Sistema de Control de Instalaciones. Corresponde al 
control de las instalaciones que se utiliza en las terminales de pasajeros.  
 
El Aeropuerto de Barcelona está dividido en terminales de pasajeros y en 
módulos de preembarque. Hay una rambla transversal que da acceso desde 
las terminales a los módulos de preembarque facilitando la segregación de 
tráfico. Esta disposición se utiliza para dividir y localizar las instalaciones de 
alumbrado, fuerza, sistemas de alimentación ininterrumpida, climatización, 
posiciones de handling (pasarelas, 400Hz, climatización), etc.  La distribución 
de las instalaciones facilita la combinación de diferentes sistemas de control, de 
hecho, todavía persisten los sistemas de software propietario con programación 
C++ en dos módulos (M1 y M2) y en la Terminal de Puente Aéreo. El resto de 
instalaciones se controla mediante el SCADA In Touch V8. 
 
AGE-CONTROL está ejecutando actualmente el expediente de normalización y 
estandarización de estas instalaciones con el sistema IAS. Corresponde a la 
instalación para el desarrollo de este TFC.  La implantación de la instalación se 
ha acabado con éxito en la fecha prevista por el expediente de adjudicación de 
la obra.   
 
3.2.1. Software 
 
Como se ha indicado en el punto anterior, hay una combinación de 
aplicaciones. En este punto se describirá  exclusivamente la instalación que 
presenta un interés para este proyecto desarrollada con In Touch V8. 
 
Las herramientas de software utilizadas para la programación son estándar. Se 
han utilizado las mismas plataformas descritas en el capítulo segundo 
exceptuando IAS y  la versión instalada del SCADA  que en este caso es In 
Touch V8. 
 
Utiliza la aplicación base Windows 2000 Advanced Server, para configuración 
de las aplicaciones distribuidas de Cliente/Servidor. Una vez instalada la 
aplicación en los equipos se completa con la aplicación con los productos WW 
(WonderWare),  In Touch V8, SQL Server 2000 e I/O Server. 
 
El software de campo también es estándar, utilizando paquetes para la 
programación de los PLC con diagramas de contactos y lenguaje estructurado. 
De I/O Server se instalan los elementos comunes (drivers de estándar de  
mercado) y se añade para el acceso de entradas/salidas de los PLC’s el Driver 
Modbus para Ethernet.  
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3.2.2. Hardware y arquitectura de control  
 
 
 
 
Fig. 3.2 Estructura del hardware de SCI. 
 
SCI está formado por dos servidores (BCNSCI 1 y BCNSCI 2) en configuración 
redundante. La estructura de control de campo está basada en la gama de PLC 
Momentum de Scheneider.  El número de clientes soportado por un servidor es 
de siete clientes concurrentes. 
 
Los servidores disponen de dos adaptadores de red. El primer adaptador se 
utiliza para acceder a la red de control de las instalaciones. El segundo 
adaptador se conecta a la red corporativa para permitir la operación de la 
instalación desde cualquier cliente disponible en la red. 
 
Se deduce del párrafo anterior que la aplicación dispone de dos redes 
independientes. La primera red de campo es del tipo Ethernet 10/100 con cable 
físico 100BASET. Esta red es del topología bus y enlaza todos los armarios de 
control que poseen PLC’s. La segunda red es corporativa del tipo LAN debido a 
su extensión, es red híbrida compuesta de diferentes topologías (anillo de fibra  
óptica entre CC – Centros de Cableado-, bus para disposición de áreas,  cable 
estructurado de topología estrella, etc.). 
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3.2.3. Funcionalidad 
 
La funcionalidad y el objetivo de esta estructura es comunicarse con las 
subestaciones del SCI. Las subestaciones del SCI están formadas por PLC’s 
que realizan de forma autónoma el control y monitorización de diversas 
instalaciones tales como climatizadores, estaciones de transformación, puertas, 
ascensores, etc. 
 
Además, es la interface de visualización y soporte para los distintos operadores 
de las instalaciones con sus áreas de trabajo. Mediante los servicios de 
Terminal Server, los servidores permiten que varios usuarios (clientes) accedan 
al SCI permitiéndoles operar la instalación de su interés. Los clientes están 
situados en la oficina de CEMAT (Centro de Mantenimiento).  
 
La redundancia de los servidores se ha establecido de forma que estos son 
plenamente autónomos en su funcionamiento. Así, el eventual fallo de uno de 
los servidores no impide que el otro preste servicio a los clientes que lo 
requieran. 
 
Nos queda señalar una funcionalidad muy importante, mantener el histórico de 
los datos de proceso, los eventos y las alarmas de los mismos.  
 
3.3. SCE (CELT/CELA) 
 
En la presentación de este capítulo se ha introducido un gráfico espectacular 
que da una visión global de la importancia del sistema SCE.  
 
El acrónimo de SCE corresponde al Sistema de Control Eléctrico. CELT es la 
Central Eléctrica Lado Tierra y CELA es la Central Eléctrica Lado Aire. 
 
En la actualidad CELT es el corazón del sistema eléctrico del Aeropuerto. Se 
puede introducir la analogía del sistema arterial del cuerpo humano. Las redes 
están configuradas en topología de anillos redundantes para evitar la falta 
prolongada de energía. Dispone de dos acometidas de 25kV de diferentes 
subestaciones exteriores y de diferentes compañías eléctricas. Y dispone de 
sistema automático de conmutación de redes para evitar fluctuaciones 
mantenidas o corte de suministro prolongado.  Cuando hay falta de ambas 
acometidas o baja calidad de la energía eléctrica (fliker, microcortes, 
fluctuaciones,  etc.), dispone de seis grupos electrógenos de diferentes 
características, dos grupos de emergencia con potencia nominal de 10MW, dos 
grupos de emergencia de 5MW y dos grupos de continuidad (SAI dinámica) de 
1750kVA, para los circuitos de balizamiento e instalaciones de máxima 
prioridad. Los anillos se interconectan en más de 50 centros de transformación 
(CT) que están distribuidos por la urbanización, terminales y Campo de Vuelo.  
 
La CELA está situada en Campo de Vuelo, recibe acometidas en anillo desde 
la CELT y está preparada para interconectar las acometidas de las centrales 
venideras.  La CELA tiene como apoyo dos grupos de emergencia de 2,5MW y 
dos grupos de continuidad de 1750kVA para atender las demandas de energía 
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eléctrica sin interrupción “NO BREAK”. De esta central parten anillos a las 
cámaras de reguladores, equipos de regulación de tensión para mantener 
corriente constante en los circuitos serie de balizamiento. Además, acomete a 
las subestaciones de Navegación Aérea (Radar PSR BCN, Radar SSR BCN, 
DVOR PRAT y DVOR BCN, TWR nueva y TWR vieja, etc.). Por consiguiente, 
es un centro neurálgico para la funcionalidad de los sistemas aeroportuarios y 
aeronáuticos como son los sistemas de ayudas visuales, sistemas de 
radioayuda  y  sistemas de vigilancia Radar. 
 
Además de los grupos mencionados, las centrales y los CT’s disponen de 
cabinas de Media tensión de interconexión, remonte, protección, medida y 
protección de transformadores, transformadores reductores MT/BT y armarios 
de energía eléctrica para distribución local. Las cabinas será uno de los 
equipos que desarrollaremos como objeto por ser el elemento más común de 
estas instalaciones. 
 
Ambas instalaciones funcionan con el sistema IAS pero no están integradas en 
nodos comunes. Los objetos son diferentes y no se pueden mantener 
conjuntas. Las aplicaciones fueron tratadas como integración tecnológica. El 
software, el hardware, la topología de redes, la funcionalidad y los clientes son 
los mismos. Por tanto, la descripciones de los puntos siguientes son comunes 
para caracterizar ambas instalaciones. 
  
3.3.1. Software   
 
Utiliza la aplicación base Windows Server2003 SP3, para configuración de las 
aplicaciones distribuidas de Cliente/Servidor. Una vez instalada la aplicación en 
los equipos se completa con la aplicación con los productos WW 
(WonderWare),  In Touch V9, INSQL Server 8.0 e I/O Server. 
 
De I/O Server se instalan los elementos comunes (drivers de estándar de  
mercado) y se añade para el acceso de entradas/salidas de los PLC’s el Driver 
Modbus para Ethernet.  
3.3.2. Hardware y arquitectura de control  
 
En esta estructura se dispone de tres servidores dos de ellos con la aplicación 
SCADA In Touch V9 y otro servidor dispone de las bases de datos con INSQL 
y la aplicación de IAS.  
 
Hay cuatro consolas de control dos con formato  3:4, una con formato 16:9 y 
otra portátil para trabajo en campo. 
 
En campo se distribuyen los PLC’s Scheneider comentados anteriormente y se 
deben añadir una gran colección de PLC’s de diferentes marcas que se 
comunican mediante los estándares OPC. Además, en los CT hay instalados 
equipos de conversión de fibra óptica para comunicación con la central 
formando un gran anillo.  
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El aspecto gráfico unifillar es muy extenso y se incluirá en los reportajes 
gráficos del anexo. 
 
3.3.3. Funcionalidad 
 
Son sistemas para la visualización de las señales eléctricas y el telecontrol de 
los distintos equipos de los que dispone el Aeropuerto de Barcelona. Para ello 
se han creado las interfaces que permiten al operador de forma sencilla 
controlar el estado de los equipos, realizar informes de estado y rendimiento, 
obtener de forma detallada estadísticas mediante gráficas y visualizar las 
imágenes que ofrecen las cámaras de vigilancia. 
 
El diseño es amigable e intuitivo para el operador, gracias al formato 16:9 el 
operador puede ver la aplicación en dos monitores contiguos para visualización 
completa, sistema de vigilancia por cámaras y generación de gráficas e 
informes de rendimiento. 
 
Los clientes de estas aplicaciones son los operarios de la Central Eléctrica. 
 
3.4. SIGMA 
 
Como se ha comentado en el apartado de Sistemas de Información SIGMA es 
una herramienta esencial para el control de los medios de asistencia a las 
aeronaves. 
 
 
 
Fig. 3.3 Diagrama de bloques de los controles de SIGMA. 
Las abreviaturas que aparecen en el esquema son: 
 
• CBTH. Cuadro de Baja Tensión  
• AOL. Armario de Operaciones y Luces. 
• CTL. Contacto Libre de Tensión. 
• A/A. Aire Acondicionado. 
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Los medios de asistencia a la aeronave están ubicados en 24 posiciones de 
contacto para el desembarque mediante pasarela. El sistema tiene que, 
controlar y monitorizar las conexiones desconexiones de pasarela telescópica, 
controlar el tiempo de uso del aire acondicionado conectado a la aeronave, el 
tiempo de uso de la energía de 400Hz y las modificaciones de las guías de 
atraque automático. 
 
Como se verá en funcionalidad, el sistema tiene que estar interconectado para 
coger información de los vuelos asignados a su posición y corresponder con la 
información de la desconexión de los servicios. 
 
3.4.1. Software  
 
El Sistema de Control ejecuta la aplicación SCADA Wonderware InTouch V8 a 
la cual se accede remotamente vía Terminal Service y está integrado con 
Windows 2000 Advanced Server. Es una herramienta integrada en las 
Estaciones de Trabajo de SCI y opera con las mismas aplicaciones WW. 
 
Se utiliza el protocolo TCP/IP para intercambiar información con los 24 
controladores SIGMA. Como la red es Ethernet se utiliza el protocolo Modbus-
TCP.  
 
Las comunicaciones y el software adaptado para Ethernet dan ventajas de 
estandarización y disponibilidad ya conocidas. 
 
3.4.2. Hardware y arquitectura de control  
 
Comentado en el párrafo anterior, las estaciones de trabajo y los servidores 
corresponden al hardware de SCI. 
 
En campo existe un controlador SIGMA por punto de atraque, con la misión de 
gestionar los sistemas de asistencia. En cada uno de los PLC que actúan como 
controladores SIGMA corren tres tareas simultáneamente. El objetivo es 
independizar la funcionalidad operativa propia de SIGMA de las 
comunicaciones.  
3.4.3. Funcionalidad 
 
El Sistema permite a la Organización del Aeropuerto de Barcelona realizar el 
control y el almacenamiento de datos de las instalaciones. El objetivo es la 
obtención de datos, gestión y monitorización de los sistemas de asistencia a la 
aeronave  en cada una de las 24 posiciones de atraque en los 
estacionamientos de contacto.  
 
Para cada posición de atraque, el sistema de asistencia  gestiona la pasarela, 
guía de atraque, sistema de suministro de energía a la aeronave en 400Hz y 
sistema de suministro de aire acondicionado a la aeronave. Adicionalmente, 
cada posición de atraque dispone de un AOL (Armario de Operaciones y 
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Luces) con sistemas de señalización y bloqueo de los servicios mencionados, 
gestionado igualmente por el sistema SIGMA. 
 
La información se centraliza en un sistema de control en clúster y es distribuida 
a ordenadores auxiliares CEMANT, CECOPS, CONOPER y MAXIMO, en la red 
Ethernet de AENA. 
 
La ventana principal de la aplicación presenta una vista general del área del 
estacionamiento de aviones del aeropuerto. La vista general permite el 
conocimiento del estado básico y  la posible existencia de alarmas de todas las 
pasarelas de un solo vistazo. El usuario puede seleccionar cualquiera de las 
pasarelas para mostrar información detallada sobre cada una de ellas y sus 
sistemas de asistencia. La ventana detallada de cada pasarela permite 
igualmente efectuar peticiones de inicio y fin de servicios. Las reservas de 
pasarela, cambios de programación y datos de vuelo normalmente se 
realizarán automáticamente como parte del procesado de peticiones desde 
CONOPER, pero de manera adicional, esta ventana permite efectuarlas 
manualmente. 
 
 
 
Fig. 3.3 Diagrama funcional de SiGMA. 
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3.5. Otras instalaciones de control  
 
Como se ha indicado en algún apartado de este TFC, existen diferentes 
aplicaciones de control que están distribuidas en las instalaciones del 
aeropuerto y que son explotadas por Divisiones como Operaciones, Medio 
Ambiente y  Servicios  Aeroportuarios.  
 
Al no disponer de documentación suficiente no se pueden analizar estas 
aplicaciones objetivamente. Únicamente se debe señalar que cualquier 
aplicación está en disposición de incluirse dentro de las galaxias y los nodos de 
IAS. Con la información disponible para este TFC se comprueba que están 
desarrolladas en InTouch V8. 
 
Podemos enumerar las más relevantes que corresponden a la División de 
Medioambiente.  Estas aplicaciones son: 
 
• Agua: Control de aguas pluviales (Tornillos de Arquímedes, niveles 
de canales); Control de EDAR (Depuradora); Control de calidad de 
agua. 
• Aire: Control de calidad del aire (equipos SANOA, analizador de 
monóxido de carbono, captación de partículas PM10, estaciones 
meteorológicas). 
• Ruido: Control acústico SIRBCN (Sistema de Información de Ruido) 
mediante terminales TMR-Terminal de Medición de Ruido-, 
dispuestas estratégicamente en un mapa de ruido perimetral al 
entorno aeroportuario y las poblaciones de influencia. 
 
El conjunto de las aplicaciones de control del aeropuerto deben seguir las 
pautas de estandarización y normalización expuestas anteriormente. Con el fin 
de reducir los costes de explotación y mejorar las actuaciones a nivel 
corporativo. En el punto siguiente se indican la posibilidad de integración de 
todo el conjunto. 
 
3.6.   Integración 
 
Las posibilidades de topologías para la implantación de IAS son diversas. 
Podemos configurar la estructura como una red  Punto a Punto (Peer-to-Peer), 
o como Cliente/Servidor.   
 
En nuestro caso queremos instalar una aplicación con posibilidades de 
concurrencia de múltiples usuarios. La configuración que necesitamos es la de 
Cliente/Servidor. Dentro de esta configuración también existen diferentes 
posibilidades.  Las estrategias de implantación gravitan entorno a la seguridad 
y mantenimiento de la aplicación optando por la redundancia como solución 
más estable y segura. 
 
Las estrategias de integración de IAS como única herramienta de control pasan 
por establecer una plataforma abierta. La configuración de Cliente/Servidor 
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redundante sobre la red corporativa nos permite incorporar tantos nodos 
servidores como islas de control existentes en la actualidad. La primera parte 
de la integración está conseguida, las aplicaciones que se están utilizando se 
han desarrollado con InTouch. 
 
Por lo tanto, la integración de IAS se consigue introduciendo nuevos nodos de 
control y la instalación del paquete FactorySuite A2. Este juego de software se 
incrementa únicamente adquiriendo nuevas licencias de aplicación que 
reducen el coste al aumentar el número de usuarios ? Desarrollo de 
Multiusuarios.  
 
El desarrollo elegido en AENA- Aeropuerto de Barcelona consiste en establecer 
dos grandes Galaxias de IAS: 
 
• SCE, es el acrónimo de Sistema de control Eléctrico, nombre de la 
Galaxia que incluye la recepción de acometidas de entrada de 
energía al aeropuerto, la generación de electricidad, la red de 
distribución eléctrica en Media Tensión, la transformación y los 
sistemas de ayudas visuales del Campo de Vuelo. En la actualidad 
podemos visualizar las centrales eléctricas existentes de CELT y 
CELA. Actualmente están en fase de  ejecución las centrales 
CEREM y CENAT 
 
 
• SCI, Sistema de Control de Instalaciones, nombre de la Galaxia 
que incluye la Climatización, distribución eléctrica de Terminales, 
instalaciones electromecánicas,  SIGMA, red hidráulica, etc. 
 
 
 
Fig. 3.4 Extensión de la Red Multiservicio del Aeropuerto(A). 
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La Galaxia SCI está prevista para incorporar todas las instalaciones 
aeroportuarias que están en servicio.  Gracias al sistema de Red Multiservicio 
del Aeropuerto de Barcelona la inversión de integración se centra 
exclusivamente en los equipos y el software. La idea es consolidar los sistemas 
que hemos desarrollado en SCI e incorporar paulatinamente las instalaciones 
de Medio Ambiente al GR. 
 
La localización de las instalaciones mencionadas  con sus respectivos GR se 
ilustran en la siguiente imagen: 
 
 
 
 
Fig. 3.5 Localización de las instalaciones y GR asociado (A). 
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CAPÍTULO 4. DESARROLLO DE OBJETOS 
4.1. Programación dirigida a objetos 
 
Cuando se escribe un programa en un lenguaje orientado a objetos, definimos 
una plantilla o clase que describe las características y el comportamiento de un 
conjunto de objetos similares. La clase motor  describe las características 
comunes de todos los motores: sus atributos y su comportamiento. Los 
atributos o propiedades se refieren a la entradas o salidas asociadas, las 
alarmas, los “SmartSymbol” asociados, etc.. El comportamiento se refiere a la 
posibilidad de activar una acción para dar respuesta a unas entradas concretas 
como son los Scripting. 
 
Una clase es por tanto una plantilla implementada en software que describe un 
conjunto de objetos con atributos y comportamiento similares. 
 
Los atributos son las características individuales que diferencian un objeto de 
otro y determinan sus entradas y estados. Los atributos se guardan en 
variables denominadas de instancia, y cada objeto particular puede tener 
valores distintos para estas variables. 
 
Además de las variables de instancia hay variables de clase, las cuales se 
aplican a la clase y a todas sus instancias. En nuestro caso estas variables se 
heredan de objetos padre a los objetos hijo. 
 
4.1.1.  Proceso para identificar los objetos 
 
Para desarrollar un proyecto es imprescindible documentar cada acción que se 
emprende valorando la evolución y los progresos.  
 
Un aeropuerto es complejo, su estructura obliga a modelar todo el conjunto en 
zonas características. Aparece la segmentación en Módulos, Terminales y 
edificaciones notables que  simplifica la comprensión de la estructura. A su vez 
cada  segmentación se divide en instalaciones con funcionalidades comunes. 
 
Tenemos que modelar cada instalación implicada para valorar la funcionalidad 
y variables de clase que se repetirá en la plantilla padre. Los atributos serán 
comunes y en la explotación de la herramienta se modificarán individualmente 
según los valores de E/S de los PLC asociados a los TAG de cada atributo. 
 
[6] Utilizando la guía AENA- Estándares de Desarrollo de Proyectos con 
Software Wonderware vemos las herramientas para el desarrollo de la Galaxia. 
Cada galaxia creada en IAS incluye una librería (toolset) de herramientas de 
sistema con plantillas para plataforma ($Platform), motor ($Engine), y área 
($Area). AENA/Wonderware han desarrollado plantillas base para reemplazar 
estas herramientas de sistema con una librería llamada AENA-Plantillas de 
Sistema. Esta librería incluye las siguientes plantillas: 
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Tabla 4.1. Plantillas para el desarrollo de la Galaxia. 
 
PLANTILLAS DE SISTEMA: Herramientas.. 
de Sistema de Áreas de Aplicación de Integración (DI)
$Plataforma $Zona $Analogico $DDESuiteLink 
$Motor $Aeropuerto $Booleano $InTouch 
$MotorAccesoBBDD $Sistemas $Texto $OPC 
$MotorRedundante  $Discreto $RDI 
  $Doble  
  $Entero  
  $Interruptor  
  $Real  
  $ReferenciadeCampo  
  $Vacio  
 
[6] La premisa principal es crear plantillas de sólo lectura para copiar los 
objetos tantas veces como requiera la instalación. De la tabla anterior las 
plantillas más utilizadas son las de aplicación. Esta columna corresponde a los 
objetos básicos de los cuales derivarán nuestras librerías de objetos. 
 
[4] Resumiendo, los pasos básicos que se han seguido para el desarrollo fluido 
del proyecto han sido: 
 
• Identificar los  dispositivos de campo y los requisitos funcionales.  
• Definir el modelo de desarrollo. 
• Definir las denominaciones de los objetos.   
• Definir el Modelo de Área.  
• Planificar las Plantillas.  
• Definir el Modelo de Seguridad. 
 
4.1.2. ¿Cómo crear un objeto? 
 
Tenemos que identificar los dispositivos de campo y los requisitos funcionales. 
Utilizaremos un ejemplo de un elemento básico como puede ser una sonda de 
temperatura: 
 
Fig. 4.1 Esquema funcional de sonda de temperatura. 
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La funcionalidad se puede consultar en el Anexo I. Ahora hay que centrase en 
las siguientes preguntas: 
 
• Las entradas. ¿Cuántas entradas se requieren para el dispositivo?  
• Scripting. ¿Qué escrituras se asociarán con el dispositivo? Por ejemplo 
¿Hace el dispositivo cálculos directos?, ¿Requiere cualquier cálculo 
indirecto?   
• Histórico. Hay valores del proceso asociados con este dispositivo que 
queremos guardar en histórico ¿Se tiene que modificar los valores para 
guardar en histórico?, ¿Hace falta variar  los límites de cambio para el 
histórico?   
• Las alarmas y eventos. ¿Qué valor requieren las alarmas?, ¿Qué 
valores hay que acotar?    
• La seguridad. ¿Qué usuarios deben tener acceso al dispositivo?, ¿Qué 
tipo de acceso?  Por ejemplo, se puede conceder a un grupo de 
operadores sólo acceso de lectura para un dispositivo, pero el supervisor 
tiene acceso para leer y escribir.  También  podemos introducir un nivel 
de seguridad para cada  atributo de un dispositivo. 
 
Utilizando la aplicación IDE y la librería de aplicación relacionadas en la tabla 
asociamos el objeto básico más próximo para nuestros intereses.  
 
 
4.2. Documentación de objetos 
 
Una vez estudiadas las características del dispositivo se procede a su creación. 
Para conseguir una aplicación pragmática se debe documentar como el 
ejemplo aplicado a la  sonda de temperatura: 
 
El primer paso es establecer una tabla de control de documentación: 
 
Tabla 4.2. Tabla de documentación del proyecto  objeto. 
 
La versión  Estado de la documentación El estado  
El autor  El autor y las autorizaciones Las personas para autorizan este documento  
El nombre del Aeropuerto La información del 
Aeropuerto de desarrollo Instalación 
Wonderware®FactorySuite A2TM. Deployment 
Guide 
AENA- Estándares de Desarrollo de Proyectos 
con Sotfware Wonderware- Industrial 
Application Server. 
Referencias de consulta 
ArchestrA™ Integrated Development 
Environment (IDE) User’s Guide 
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4.2.1. Descripción 
 
$SondaTemp  
Éste es un objeto de la plantilla que puede ser utilizado en la instalación de una 
aplicación de IAS. Se puede usar para el mando de temperatura, incluye dos 
cálculos de datos de temperatura. 
 
4.2.2. Objeto padre 
 
Este objeto se deriva del Servidor de la Aplicación $AnalogDevice y heredando 
la configuración básica de éste. El $AnalogDevice está diseñado como una 
plantilla para los dispositivos de entrada con características básicas analógicas. 
Se puede ampliar información en la guía de desarrollo de Wonderware. 
 
4.2.3. Propósito de objeto 
 
Este objeto será usado siempre que haya una necesidad de controlar un 
sensor analógico. Este objeto contiene dos tipos diferentes de cálculo de los 
datos, del valor de la Variable del Proceso (de aquí en adelante PV) recibido 
del PLC y agregar la información adicional necesaria. 
 
4.2.4. Configuración 
 
Descripción de las etiquetas de las diferentes configuraciones del objeto: 
 
 
 
Fig. 4.2  Detalle de configuración general. 
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Cerrando el candado condenamos las modificaciones que se deriven de este 
objeto. Como el Tipo de este objeto es fijo cerramos el candado de “Analog”. 
Este hecho provoca que algunas de las escenas de la configuración se 
habiliten y otras se invaliden. Cuando se configura como un “Analog” este 
dispositivo mantiene campos  para lectura y escritura de dos signos analógicos. 
 
En los puntos “Enable PV override”  y “PV deadband” se almacenan las 
escenas predefinidas (desactivado y 0.0), cerramos la llave para no modificarlo 
en sucesivas copias al ser una variable de clase. En la primera escena el valor 
de “PV” está en “Auto”, no siendo posible cambiarlo a manual. La segunda 
escena define todos los cambios que el PLC va actualizando en el  “PV” 
 
Está diseñando para las unidades del Sistema Internacional con “ºC” pero 
puede cambiarse en los casos de objetos derivados con grados F.  
 
El escalado “scaling I/O” está bloqueado y habilitado y los modos de la 
conversión se utilizan en lineal, para que 0.0 en los valores de entrada 
correspondan a 0.0 en el valor EU –Unidad de Ingeniería- (y  el valor de 
entrada 100.0 sea “convertido” en 100.0 EU). 
 
Nota: la ecuación que utiliza el escalado es la siguiente:  
ScaledValue=((RawValue-RawMin)/(Rawmax-RawMin)*(ScaledMax-ScaledMin)) +ScaledMin   (4.1) 
 
La Alerta de entrada al rango de EU está fijada para que el resultado de la 
conversión nunca pueda rebasar el valor del máximo,  o el valor bajo EU nunca 
este por debajo del valor del min. 
 
Tabla 4.3. Tabla de seguridad de atributos generales. 
 
Escena Seguridad Descripción 
Enable PV 
override 
Acceso con 
escritura 
Requiere que el usuario que tiene que 
operar nuevos atributos, introduzca a priori 
el login que habilita su permiso para 
ejecutar la acción. Los operadores escriben 
estos atributos como una interacción 
normal con la seguridad del objeto. 
PV Deadband Acceso con 
escritura Ídem 
Escalado 
Mínimo / Máximo 
Acceso con 
escritura Ídem 
Alerta de entrada 
para el valor de 
EU  
Acceso con 
escritura ídem 
 
 
Si apreciamos la figura 4.2 podemos observar que la configuración se va 
realizando entrando en cada apartado, que está identificado por las solapas. 
Ahora tratamos las E/S (para no variar la denominación de la aplicación las 
llamaremos I/O). La PV de la fuente de entrada “PV Input Source” se programa 
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como “---” para poder cambiar la dirección física y/o puede asignarse después 
por una escritura. Esto se hace en el script  “AssignI/O”. 
 
 
 
Fig. 4.3  Detalle de configuración I/O. 
 
 
Tabla 4.4. Tabla de seguridad de atributos I/O. 
 
Escena Seguridad Descripción 
PV Input Source Configuración Permite el acceso a los usuarios finales 
con configuración de los permisos para 
variar el valor del atributo. Requiere que 
el usuario examine primero el objeto 
para verificar que el atributo es correcto. 
 
La configuración de alarmas sigue el mismo proceso. Por razones de diseño se 
presenta en primer lugar la tabla se seguridad. 
 
Tabla 4.5. Tabla de seguridad de atributos de alarma. 
 
Escena Seguridad Descripción 
El nivel alarma 
HiHi  
Acceso con 
escritura 
Requiere que el usuario que tiene que 
operar nuevos atributos, introduzca a priori 
el login que habilita su permiso para 
ejecutar la acción. Los operadores escriben 
estos atributos como una interacción 
normal con la seguridad del objeto. 
Nivel Hi Ídem Ídem 
Nivel alarma Lo  Ídem Ídem 
Nivel alarma LoLo  Ídem ídem 
Alarma de banda 
muerta Ídem Ídem 
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Fig. 4.4  Detalle de configuración de alarmas. 
 
 
 
Fig. 4.5  Detalle de configuración de Histórico. 
 
Atributos normales. Como estas plantillas se deriva del $AnalogDevice también 
contienen algunos atributos normales que provienen del objeto padre. Algunos 
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de estos atributos se conectan a direcciones interiores. Estos atributos tienen 
las extensiones siguientes: 
 
Tabla 4.6. Tabla de atributos normales. 
 
Nombre Extensión Dirección  
EngUnitsMax Input Me.PVEUMax 
EngUnitsMin Input Me.PVEUMin 
EngUnitsRangeMax Input Me.PVEUMax 
EngUnitsRangeMin Input Me.PVEUMin 
PV.TrendHi Input Me.PVEUMax 
PV.TrendLo Input Me.PVEUMin 
RawMax Input Me.EngUnitsRangeMax 
RawMin Input Me.EngUnitsRangeMin 
SP.HiLimit Input Me.PVEUMax 
SP.LoLimit Input Me.PVEUMin 
SP.TrendHi Input Me.PVEUMax 
SP.TrendLo Input Me.PVEUMin 
 
 
 
Fig. 4.5  Detalle de configuración de script y editor. 
 
'Script con el cálculo para linealizar la señal. 
 
'                 me.temp_calc1 = F(me.PV)* F(me.SPRamp)* F(SPOffset); 
 
         Script con delay para retrasar las alarmas. 
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Por último, el usuario puede introducir las acciones que cree oportunas con la 
extensión UDA’s  que corresponde a “Atributos Definidos por el Usuario”.  
 
 
 
 
Fig. 4.6  Detalle de configuración de UDA’s. 
 
4.3. Objetos de interés 
 
Para la aplicación que se ha desarrollado en el aeropuerto, la sonda es un 
dispositivo simple.  En ocasiones puede ir aislado como dispositivo de control 
de los transformadores de tensión o formar parte de un objeto mayor como 
puede ser un Climatizador.  
 
Para desarrollar y explicar todos los objetos que intervienen en el control del 
Aeropuerto es necesario extenderse en varios volúmenes como el actual TFC. 
En los anexos se incluyen diferentes objetos característicos. 
 
4.3.1. Librería SCI 
 
Los objetos más interesantes son aquellos que requieren de una regulación 
especial. El caso espectacular lo encontramos en el Climatizador que es 
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analizado ampliamente en el Anexo I. Siguiendo con climatización encontramos 
las calderas, las bombas de calor, los ventiladores, los equipos autónomos y 
las sondas de temperatura.  
 
La parte de energía se puede dividir en MT y BT. Para MT caracterizamos las 
celdas de protección, conexión, remonte, medida, transformadores y grupos 
generadores. En el caso de BT encontramos el CGBT (Cuadro General de Baja 
Tensión), Cuadros secundarios de fuerza y alumbrado, circuitos de alumbrado, 
SAI y baterías de condensadores. 
 
En las instalaciones electromecánicas tenemos ascensores, mostradores, 
escaleras mecánicas, cintas de maletas, cintas de personas,etc. 
 
En la aplicación desarrollada se ha realizado la siguiente librería de base para 
copiar comunicaciones, sistemas y objetos. 
 
 
 
Fig. 4.7  Librerías utilizadas en IDE SCI. 
 
La acción es capturar y soltar sobre el “visualizador del modelo” que lo veremos 
en el capítulo siguiente. Los objetos son derivados de estas librerías ahorrando 
tiempo de ingeniería. Como se ha explicado a lo largo del TFC, este entorno 
integrado ayuda a mantener la aplicación eficazmente. En definitiva, el entorno 
de desarrollo consigue reducir el Coste Total de la Propiedad (TCO) en su 
desarrollo inmediato y futuro. 
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CAPÍTULO 5. PLATAFORMA DE CONTROL  SCI 
5.1. IDE SCI.  
 
Para completar la  plataforma de control SCI se ha utilizado el sistema 
integrado de desarrollo IDE. Para acceder al IDE de ArchestrA se debe 
conectar con su GR mediante la siguiente pantalla de diálogo: 
 
 
 
Fig. 5.1  Ventana de diálogo para conectar la Galaxia con su GR. 
 
Como se puede observar aparecen los datos de ubicación del nodo (en este 
caso corresponde al equipo de trabajo portátil), el nombre de la Galaxia con la 
cual trabajaremos, y los datos de la licencia. 
 
 
 
Fig. 5.2  Interface de trabajo de IDE de ArchestrA (A). 
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Una vez introducidos los datos correctos accedemos al entorno de trabajo o 
interface IDE de ArchetrA. Al ser un conjunto de herramientas  integrado  no 
hay problemas de compatibilidad.  
 
No se debe perder el concepto de Servidor de Objetos que corresponde al 
conjunto de IAS. La importancia del nodo de conexión es vital para la fluidez de 
las comunicaciones de datos entre los multiusuarios del sistema. 
 
5.2.  INTOUCH SCI. 
 
Debido a la dimensión de las pantallas de InTouch con una resolución de  
1280X1024 no se pueden presentar en el bloque principal de TFC. Sin 
embargo, en el Anexo I se presenta un ejemplo de 28 pantallas significativas de 
la aplicación instalada y operativa del Aeropuerto de Barcelona. 
 
En la parte superior de la pantalla nos encontramos con los diferentes menús 
disponibles para el operador, como el anagrama de AENA que nos permite 
posicionar la navegación en la primera pantalla o pantalla de inicio; el retroceso 
a la pantalla anterior; la seguridad de accesos,  ajustables por necesidades de 
grupos de trabajo o individuales que permite la  declaración de perfiles; la 
presentación de gráfica de algunos parámetros de energía; el listado completo 
de alarmas; el listado de eventos recogidos en el histórico;  la pantalla de 
configuración de comunicaciones donde aparecen los distintos PLC y equipos 
implicados, y el menú de navegación que nos permite elegir el orden de las 
pantallas a visualizar. Además, en la parte superior nos aparece el nombre de 
la pantalla, la fecha y el perfil del usuario que está accediendo.  
 
En la parte central aparecen los gráficos de las instalaciones donde se está 
operando. 
 
En la parte inferior de las pantallas podemos observar la lectura de alarmas. 
 
Las características que se presentan al operador son: 
 
• Amigables. 
• Ajustadas al usuario (Técnicos, informáticos o administrativos). 
• Modificables por el usuario. 
• Navegabilidad virtual total por todas las instalaciones. 
• Interactivo, actuaciones que el usuario comprueba instantáneamente, 
control de parámetro eléctrico, actuación sobre regulaciones como 
actualización de consignas actuando sobre variables del sistema, 
actuación sobre interruptores de todo o nada, etc. 
• Cambios rápidos de pantallas e instalaciones. 
• Alarmas emergentes. 
• Dibujos en perspectivas y gráficos 3D para su mejor comprensión. 
• SMARTSYMBOL copiados en pantallas son sus atributos automatizados 
enlazados con la etiquetas distribuidas de IAS que están actualizadas 
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por los PLC en caso de eventos o lectura de parámetros cada cierto tipo 
de scan 
5.3. SCI. 
 
5.3.1. Montaje de hardware  
 
El montaje del hardware se adapta a las premisas indicadas en el capitulo de 
integración de las aplicaciones de control del aeropuerto. Por tamaño, la 
pantalla de comunicaciones que refleja con claridad la estructura de hardware 
se incluye como la pantalla SCI número 28. 
 
Los Puntos que se deben resaltar de la estructura implementada en el SCI son: 
 
• Un dispositivo PC denominado DS para el desarrollo de la aplicación, 
para mantenimiento y prueba de maqueta de objetos y nuevas 
instalaciones. 
• Dos SERVIDORES AOS.  Servidores de Aplicación de Objetos. Hay 
conexión redundantemente entre ellos con puente óptico. 
• Dos SERVIDORES TSV.  Servidores para establecer la red multiusuario 
de la aplicación de InTouch. 
• Un SERVIDOR con el GR. Servidor para el almacén de la galaxia y el 
almacenamiento de la base de datos IN SQL. 
• Doce equipos de visualización con posibilidad de ampliación como 
clientes InTouch. 
• Red Multiservicio corporativa del Aeropuerto de Barcelona 
• Red de control con el sistema de PLC. 
• Posibilidad de crecimiento introduciendo nuevos AOS según las 
instalaciones que se quieran desarrollar y situación de la instalación para 
no saturar la filosofía de LAN 80%/20% con las redes VLAN que existen 
en el aeropuerto. 
 
En la explicación de cada pantalla se repasan los puntos más relevantes para 
comprensión del objetivo de navegación y control de las instalaciones. 
 
5.3.2. Pruebas y  Análisis de campo  
 
Las primeras pruebas de campo han sido satisfactorias, los servidores y 
sistemas de PLC ya están comunicando. La conexión con la Red Multiservicio 
ha sido un éxito.  
 
Al ser herramientas de trabajo en tiempo real se efectúan cambios 
constantemente para adaptarlas a las exigencias de la instalación. La 
aplicación actual todavía está sometida a las revisiones pertinentes de 
funcionamiento. El M1 y el M2 están al 70% de actividad, el resto de 
instalaciones y equipos se están acondicionando. 
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CAPÍTULO 6. IMPACTO MEDIOAMBIENTAL Y 
CONCLUSIONES  
 
6.1. Impacto medioambiental 
 
El impacto medioambiental de este proyecto es positivo. La implementación del 
control no supone la instalación de nuevos tendidos de red o tratamiento 
especial de terrenos. En la integración de las instalaciones se incluye 
únicamente nuevos equipos servidores utilizando las redes existentes y las 
infraestructuras de canalizaciones y edificaciones.  
 
El control permite afrontar las averías energéticas con agilidad. “El control de 
los parámetros y la calidad de la energía nos permiten solventar problemas 
puntuales en el presente,  ahorrando energía para  el futuro”,  la frase  no es 
utópica o vacía, las instalaciones del Aeropuerto de Barcelona tienen un 
consumo global >15GW y la nueva ampliación elevará esta cantidad  >58GW. 
En la siguiente tabla se realizan una serie de hipótesis de ahorro basados en 
datos estadísticos de AENA: 
 
Tabla. 6.1. Supuestos de ahorro 
 
 
POSIBILIDADES DE AHORRO CON SISTEMAS DE CONTROL 
 
Instalación Proceso de ahorro KW  
Periodo
en 
horas 
Total 
Ahorro  
KW 
Plataforma 
Con una instalación 
de 41 torres de 
alumbrado de 12 kW. 
Supuesto: fallo de 
mando a distancia. 
Avería energética 
detectada por vista 
directa a las 2 horas 
y media. 
492 2,5 1.230
Iluminación 
Terminal B 
Nueva iluminación 
hall principal 56kW. 
Supuesto: control 
alternativo de líneas 
durante 12 horas al 
día TODO EL AÑO. 
56/2 3650 102.200
 
 
Un buen control de las instalaciones de climatización, alumbrado y 
electromecánicas nos dan la propia amortización de la instalación ejecutada. Si 
además de las instalaciones señaladas añadimos el control en tiempo real de 
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los recursos aeronáuticos podemos asegurar el máximo rendimiento en la 
explotación del Aeropuerto. 
 
Por consiguiente, la aplicación desarrollada es este TFC cumple con las 
indicaciones de la política medioambiental de AENA que esta avalada por el 
certificado ISO14.001.  
  
6.2. Conclusiones 
 
La elección de este proyecto ha supuesto un gran reto para mí. Me ha 
permitido trabajar todas las disciplinas tratadas en la carrera. Por enumerar 
algún caso se puede destacar el  Dibujo Técnico y 3D para el desarrollo de las 
pantallas; OEMA (Organización Explotación y Mantenimiento de Aeropuertos) 
con el trabajo en terminales y campo de vuelo, y trabajar directamente con la 
organización de AENA; CG (Control y Guiado) para trabajar los sistemas de 
regulación P y PI;  Electricidad para enumerar y cooperar en  las instalaciones 
aeroportuarias; Electrónica, comunicaciones, ESNAII y Aviónica para 
confeccionar y entender la estructura y composición de las redes de 
ordenadores, sensores, equipos electrónicos, PLC, etc.; Programación y 
Laboratorio de Ordenadores para la programación de IAS, desarrollo de 
aplicaciones y implantación de servidores; Proyectos para llevar a cabo el 
seguimiento, TCO, ROI, etc.; Termodinámica para entender el proceso de  
temperatura de las salas, intercambiadores de calor, fuentes de calor y 
turbinas;  y Aerodinámica para el control de conductos de aire, ruido, fluidos 
laminares y turbulentos. 
 
El aeropuerto es una gran ciudad donde se desarrollan todas las actividades 
técnicas de nuestros días.  Un aeropuerto como el de Barcelona es mutante en 
el tiempo, las instalaciones no pueden perdurar, todo cambia de forma 
compulsiva para adaptarse a las exigencias de los clientes y las nuevas 
tecnologías. 
 
La justificación de mi elección del TFC “Control y monitorización del sistema 
energético de campo  de vuelo” tiene  tres  pilares básicos: 
 
• Aglutina un número muy importante de disciplinas tratadas en la carrera. 
He podido trabajar con profesionales que utilizaban los temas tratados 
en clase. 
• Poder trabajar en la Gestión de proyectos con personal de AENA en sus 
instalaciones para adquirir conocimientos y experiencia. Se establece 
una simbiosis entre los conocimientos que adquiero y mi experiencia 
profesional aportada al proyecto. 
• Para mí es muy importante el control energético. Mi inquietud es 
conseguir el máximo ROI (retorno de la inversión en la propiedad) en las 
tareas diarias de control de la energía para conseguir un desarrollo 
sostenible y las metas de la política Medioambiental de AENA. 
 
Del TFC se pueden extraer dos enfoques uno empresarial y otro académico. El 
primero gira alrededor del Coste y el control de recursos controlando las 
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instalaciones. El segundo está enfocado más al desarrollo de interfaces de 
control de instalaciones y utilización de paquetes de programación dirigidos a 
objetos. 
 
El estudio de la situación actual y el entorno del aeropuerto dentro del ámbito  
de a sociedad nacional e internacional preparan al lector para la comprensión 
del TFC. Para entender el desarrollo de las nuevas infraestructuras, porqué 
deben cumplir las necesidades del nuevo milenio y la importancia del control de 
los recursos. Cómo vive el Aeropuerto de Barcelona la oportunidad de 
desarrollarse como aeropuerto HUB, aprovechando su  situación 
geoestratégica en el cono sur de Europa. El conjunto nos enseña  que AENA 
es la organización aeronáutica más importante de EUROPA al estar constituida 
como una RED, sus recursos le permiten realizar inversiones de desarrollo de 
aplicaciones aeronáuticas vendiendo sus experiencias a países como Gran 
Bretaña. 
 
Se percibe la insuficiencia de las infraestructuras actuales con el consiguiente 
desbordamiento de instalaciones para hacer frente a las nuevas necesidades 
que introducen los usuarios. Como pasará el consumo actual de 15MW a 
56MW, apreciable en el esquema la distribución de redes de Alta y Media 
Tensión. Con el TFC se ha estudiado la situación actual, aportando experiencia 
personal de las instalaciones eléctricas del aeropuerto, estrategias y puntos 
sensibles para el control de la energía, enfocando el control para la integración 
de FactorySuite con IAS como herramienta estrella. Se han analizado las 
posibilidades de los sistemas actuales de software propietario  desarrollos de 
programas en C++ concluyendo con su ineficacia e inoperancia para 
instalaciones de gran envergadura. 
 
Gracias a la colaboración del Departamento de Informática y otras fuentes de la 
Red de AENA. El TFC se ha enmarcado dentro de los Sistemas de 
Información.  Parte del trabajo ha sido ubicarlo en la Red de sistemas de AENA 
que están en explotación y que soportan toda la gestión realizada en tiempo 
real.  Se ha puesto énfasis en comprobar las premisas importantes introducidas 
por la DSI 
 
• Conectividad de los sistemas de mensajería TIBCO.  
• Integración de los sistemas de control existentes en el aeropuerto para 
comunicación fluida de incidencias y situaciones. (Estratégica, PRE 
táctica y Táctica). 
• Escalabilidad de la extensión de la aplicación por toda la red para 
aprovechamiento de recursos y experiencias. 
• Excelencia empresarial. 
 
Con la herramienta  IAS se ha conseguido: 
 
• Plena conectividad de todas las herramientas informativas. 
• Escalabilidad hasta 1.000.000 de señales. 
• Desarrollo en un sistema integrado (IDE). 
• Funcionamiento de las herramientas de control con estándares de 
mercado para su explotación (SERVER2003 y  SQL  de MICROSOFT).  
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• Implementar la aplicación con integradores profesionales del mercado, 
ajustando ofertas y presupuestos. 
• Realización de cursos de adiestramiento del paquete FactorySuite con 
IAS, INTOUCH, INSQL, ETC. 
 
De lo expuesto podemos extraer las conclusiones conseguidas con la 
aplicación del TFC en tres aspectos, el económico, el medioambiental y el 
técnico. 
 
El económico se divide en: 
 
• Políticas de ahorro. 
• Reducción de costes (TCO). 
• Reutilización por toda la red. 
• Asignaciones contables. 
 
 El aspecto medioambiental  gira entrono a: 
 
• Ahorro energético. 
• Control de recursos. 
• Reducción de emisiones. 
 
Por último las conclusiones técnicas son: 
 
• Control de parámetros 
• Predicción de averías (MTBF) 
• Aplicación escalable 
• Creación del Centro de Competencia de Librerías de Objetos (CCLO). 
 
El objetivo del TFC se ha conseguido. Los documentos realizados y las 
diferentes reuniones han dado como fruto una interface de control y gestión 
que está operativa en la sala de control del aeropuerto de Barcelona 
(CEMANT).  
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INTRODUCCIÓN ANEXO I: 
 
 
En este anexo se recoge la ejecución material del TFC, desarrollo, 
cronogramas, reportajes fotográficos, esquemas, dibujos, etc. Debido a la 
dimensión del proyecto se ha minimizado y solamente se exponen los 
elementos y los procesos relevantes. 
 
La estructura del  anexo que se aprecia en el índice es la siguiente: 
 
Para la correcta comprensión del TFC el lector dispone de un glosario con los 
términos y acrónimos que aparecen en texto. Las definición son extensas y en 
leguaje llano. 
 
Al comienzo del TFC se estableció un cronograma con los hitos y las fechas de 
interés para el desarrollo del proyecto y formalizar las reuniones y revisiones. 
Se ajunta un diagrama de Gantt realizado con MSPROJECT. 
 
En el punto tercero ampliamos el análisis de AENA con una visión comercial. A 
que retos se enfrenta la organización, que amenazas y de que fuerzas dispone.  
Se realiza un análisis DAFO y un gráfico de fuerzas. Como se indica en la 
introducción del TFC, las imágenes que por su tamaño no están bien definidas 
se presentan en A4 o en A3 según su pixelado. Se presenta una tabla de 
figuras con el número y definición del TFC para su identificación. 
 
En el Capítulo cuarto del TFC, dedicado al desarrollo de objetos, se ha 
presentado una muestra con la documentación de un único objeto. En el 
apartado quinto de este anexo incluimos los objetos más relevantes de la 
Galaxia implementada para el sistema de gestión SCI.  También se presentan 
la raíz de la Galaxia. 
 
Para entender adecuadamente el apartado anterior se añade la planificación 
del proyecto. Como se ha establecido la funcionalidad de cada elemento de la 
instalación. 
 
Para rematar y entender la aplicación se presentan las pantallas más 
interesantes del SCADA IN TOUCH V9. Son Bit-maps que permiten navegar 
virtualmente por todas las instalaciones del aeropuerto. 
 
Por último, se incluye un reportaje fotográfico de campo donde se puede 
apreciar la importancia y relevancia de las instalaciones implicadas en este 
proyecto.  
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INTRODUCCIÓN ANEXO II: 
 
En este anexo se recoge parte de la documentación utilizada en el desarrollo 
del TFC. Siendo necesaria para la consulta del TFC y sus fuentes, se adjunta 
esta documentación por su carácter restringido y de difícil acceso. 
 
La estructura del  anexo que se aprecia en el índice es la siguiente: 
 
En el apartado de AENA se incluyen los documentos más interesantes para 
evaluar la situación actual de la red, como hace frente la Organización al nuevo 
milenio con el desarrollo de nuevas infraestructuras. Hay que destacar la 
importancia del Medio Ambiente dentro de la Organización, por eso,  se incluye 
la declaración de política medioambiental. 
 
Para evaluar adecuadamente los capítulos del TFC dedicados al desarrollo de 
la aplicación y las ventajas de IAS, se ha incluido la “Deployment Guide -
Wonderware® FactorySuite A2™”. Debido al tamaño del Training Manual  se 
adjunta minimizado  aportando en este anexo  el índice y el primer capítulo. 
 
Evaluando la importancia documental se incluye la guía desarrollada por 
Wonderware para AENA denominada “AENA-estándares de desarrollo de 
proyectos” 
 
La parte del PEIT corresponde al Plan Estratégico de Infraestructuras y 
Transporte editado por el Ministerio de Fomento. Del plan únicamente se 
adjuntan las páginas consultadas y el índice. 
 
 
 
 
. 
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Introducción  1 
INTRODUCCIÓN 
 
 
En este anexo se recoge la ejecución material del TFC, desarrollo, 
cronogramas, reportajes fotográficos, esquemas, dibujos, etc. Debido a la 
dimensión del proyecto se ha minimizado y solamente se exponen los 
elementos y los procesos relevantes. 
 
La estructura del  anexo que se aprecia en el índice es la siguiente: 
 
Para la correcta comprensión del TFC el lector dispone de un glosario con los 
términos y acrónimos que aparecen en texto. Las definición son extensas y en 
leguaje llano. 
 
Al comienzo del TFC se estableció un cronograma con los hitos y las fechas de 
interés para el desarrollo del proyecto y formalizar las reuniones y revisiones. 
Se ajunta un diagrama de Gantt realizado con MSPROJECT. 
 
En el punto tercero ampliamos el análisis de AENA con una visión comercial. A 
que retos se enfrenta la organización, que amenazas y de que fuerzas dispone.  
Se realiza un análisis DAFO y un gráfico de fuerzas. Como se indica en la 
introducción del TFC, las imágenes que por su tamaño no están bien definidas 
se presentan en A4 o en A3 según su pixelado. Se presenta una tabla de 
figuras con el número y definición del TFC para su identificación. 
 
En el Capítulo cuarto del TFC, dedicado al desarrollo de objetos, se ha 
presentado una muestra con la documentación de un único objeto. En el 
apartado quinto de este anexo incluimos los objetos más relevantes de la 
Galaxia implementada para el sistema de gestión SCI.  También se presentan 
la raíz de la Galaxia. 
 
Para entender adecuadamente el apartado anterior se añade la planificación 
del proyecto. Como se ha establecido la funcionalidad de cada elemento de la 
instalación. 
 
Para rematar y entender la aplicación se presentan las pantallas más 
interesantes del SCADA IN TOUCH V9. Son Bit-maps que permiten navegar 
virtualmente por todas las instalaciones del aeropuerto. 
 
Por último, se incluye un reportaje fotográfico de campo donde se puede 
apreciar la importancia y relevancia de las instalaciones implicadas en este 
proyecto.  
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1. GLOSARIO  
1.1. ACRÓNIMOS Y DEFINICIONES 
 
 
A 
 
A/A Aire Acondicionado. 
ActiveFactory Permiten a los empleados de todos los niveles de la 
organización acceder de forma fácil a los datos de los 
procesos y de planta, mediante sencillos cuadros de diálogo 
Ad-hoc Es una frase latina que significa "para esto [el propósito]. " 
Generalmente es una solución que se ha preparado para  un 
propósito específico, como un traje hecho a medida, un 
protocolo de la red hecho a medida o una ecuación específica.  
AENA Aeropuertos Españoles y Navegación Aérea, es una Entidad 
Pública Empresarial, encargada de gestionar, desarrollar y 
proveer servicios del transporte aéreo en España.  
AOL Armario de Operaciones y Luces, relacionado a los equipos de 
control de SIGMA. 
AOS Servidores de Aplicación de Objetos 
APM Automatic People Mover, es un tren guiado sin conductor que 
se desplaza a través de un túnel subterráneo de servicios 
aeroportuarios, conectando estaciones de las terminales de 
pasajeros con andenes dispuestos en los laterales. 
AppEngines ApplicationEngine, motores de aplicación para poder definir 
tiempos de scan por grupos de objetos. Son ejecutables que 
actúan en tiempo  real  organizando y ejecutado objetos y 
plataformas automáticamente. 
Archestra Armazón estructural que soporta todas las aplicaciones de 
Wonderware, posee los servicios funcionales primarios que 
necesitamos construir para nuestra aplicación industrial. 
AVE AVE es un tren de alta velocidad derivado del TGV-Atlántico, 
al que se han incorporado numerosas modificaciones 
B  
Benchmarking Es un método de medición, comparación y emulación que no 
significa copiar. Se trata de conocer a los mejores, sus 
prácticas de trabajo, estilos de dirección, tecnologías 
empleadas, etc y adaptar lo aprendido a la propia 
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organización, para establecer una estrategia de mejora. Se 
trata de cambiar para mejorar. 
BMP Imagen de archivo de mapa de bits. 
C  
CBTH  Cuadro de Baja Tensión de Equipos de Handling, relacionado 
a los equipos de control de SIGMA. 
CC  Centros de Cableado, sala donde están alojados gran 
cantidad de conmutadores de red, interconectando múltiples 
segmentos de red, funciona a velocidades muy rápidas. Los 
conmutadores de red (switches) pueden tener otras 
funcionalidades, como redes virtuales y permiten su 
configuración a través de la propia red. 
CCLO Centro de Competencias  de Librería de Objetos, oficina 
creada en AENA para la estandarización de librerías. El centro 
está formado por personal Técnico, usuarios, desarrolladores 
de WW, especialistas WW e integradores WW. 
CECOPS Centro de Control de Operaciones del Aeropuerto. 
CELA Central Eléctrica Lado Aire. 
CELT  Central Eléctrica Lado Tierra 
CEMAT Centro de Mantenimiento, sección que controla, mantiene y 
explota los procesos industriales instalados en el Aeropuerto 
de Barcelona. 
CGBT Cuadro General de Baja Tensión, equipo donde parten todas 
las acometidas de baja tensión hacia los cuadros de 
distribución. 
CONOPER Es el sistema de planificación y gestión del tráfico aéreo de 
AENA, para el control de procesos aeroportuarios 
(Facturación, Handling, Embarque, etc.). 
CT Centro de transformación, recinto donde se ubican los 
transformadores y equipos de media tensión para la 
transformación de tensión MT/BT. 
CTL Contacto Libre de Tensión, relacionado a los equipos de 
control de SIGMA. 
D  
Dafo. Consiste en establecer las Debilidades, Amenazas, Fortalezas 
y Oportunidades que se presentan en el plan de márketing.  
Las debilidades y fortalezas son internas a la empresa y las 
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amenazas y oportunidades son externas. 
DDE Dynamic Data Exchange, es el protocolo de intercambio de 
datos de Microsoft para aplicaciones Windows. 
DIACAE Aplicación flotante de Autocad con librerías propias de 
aeropuerto definidas, diseñadas y elaboradas por personal 
técnico de AENA. Todos los dibujos, esquemas y planos 
dirigidos a los departamentos técnicos de AENA deben 
adaptarse y seguir sus especificaciones. 
DSI División de Sistemas de Información se  encarga de planificar, 
desarrollar y explotar los sistemas globales a nivel corporativo 
para toda la red de AENA. 
DVOR Doppler VHF Omni Range,  Radiofaro direccional de muy alta 
frecuencia. 
E  
ED Entrada digital de PLC. 
EDAR Estación Depuradora de Aguas Residuales. 
EFQM European Foundation for Quality Management, Fundación 
Europea para la Administración de la Calidad, es una 
fundación localizada en Holanda. Tiene más de 800 
organizaciones miembros, localizadas en más de 38 países en 
todo el mundo. La EFQM se fundó en 1988 con el respaldo de 
la Comisión Europea. El impulso para fundar esta poderosa 
red de administración fue la necesidad de crear un marco de 
trabajo para la mejora de la calidad. 
ERP Sigla de Enterprise Resource Planning. Significa, en 
castellano, Planificación de los Recursos de la Empresa. Esta 
sigla se usa para identificar a los paquetes de software de 
gestión. Este software se caracteriza por estar dividido en 
módulos con funciones específicas, aunque perfectamente 
interrelacionados. 
e-SIA Sistema de Información Aeroportuaria, en la red. 
Ethernet Norma o estándar (IEEE 802.3) que determina la forma en que 
los puestos de la red envían y reciben datos sobre un medio 
físico compartido que se comporta como un bus lógico, 
independientemente de su configuración física. 
EU Unidad de ingeniería utilizada en el proceso, se adapta el 
Sistema Internacional y se puede modificar mediante 
operaciones introducidas en IDE por el usuario.  
Excelencia El Modelo de Excelencia EFQM fue introducido en 1991 como 
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EFQM el marco de trabajo para la autoevaluación de las 
organizaciones. Este modelo es el más ampliamente utilizado 
en Europa y se ha convertido en la base para la evaluación de 
las organizaciones. Desde sus inicios la EFQM se ha 
orientado por la visión de ayudar a crear organizaciones 
europeas fuertes que practiquen los principios de la 
administración de la calidad total en sus procesos de negocios 
y en sus relaciones con sus empleados, clientes, accionistas y 
comunidades donde operan. 
F  
Framework Los frameworks orientados al objeto (llámense simplemente 
frameworks) son la piedra angular de la moderna ingeniería 
del software. El desarrollo del framework está ganando 
rápidamente la aceptación debido a su capacidad para 
promover la reutilización del código del diseño y el código 
fuente (source code). Los frameworks son los Generadores de 
Aplicación que se relacionan directamente con un dominio 
específico, es decir, con  una familia de problemas 
relacionados. 
G  
Galaxia Es  todo el conjunto de la aplicación. El sistema de ArchestrA 
completo consiste en un solo espacio del nombre lógico y una 
colección de WinPlatforms, AppEngines y objetos. PC’s 
conectados una red de computadoras que constituye  un 
sistema de automatización. La Galaxia define el espacio de 
nombre en que todos los componentes y objetos conviven y  
define un juego de política de sistema común que todos los 
componentes y objetos obedecen.   
GR Galaxy Repository, es el Almacén de la Galaxia, consiste en 
una o más Bases de datos de la Galaxia, y corresponde a un 
sistema subalterno del software.  
GW Gigavatio. 
H  
HMI Humane Machine Interface, para visualización y control de 
procesos. Ofrece sencillez, facilidad de uso y gráficos 
configurables por el usuario. 
HUB Distribución, hub and spoke, es un sistema de la distribución 
físico desarrollado y planeado en la industria del transporte 
para mantener la distribución correcta de vuelos, pasajeros y 
carga. Se basa en el "distribuidor" de los traslados de 
pasajeros y carga entre rutas de densidad importante y puntos 
de destino próximos. Se diseña para aumentar la eficacia del 
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transporte y  mejorar el tránsito, reduciendo tiempo de rotación 
de aeronaves en tierra. 
I  
IAS Industrial Application Server constituye el núcleo de desarrollo 
y la plataforma de control supervisión para la línea de 
productos FactorySuite A²™. Proporciona un ambiente 
unificado para visualización, histórico, comunicaciones e 
integración de aplicaciones de automatización. 
IDE Integrated Development Environment, (Ambiente de Desarrollo 
Integrado) es un  juego de  programas con una sola interfaz 
del usuario. Por ejemplo, programa de IAS con idiomas que 
incluyen editor del texto, compilador y depurador, están todos 
activados y funcionan en un menú común. 
In Touch Es un SCADA de Wonderware para control industrial y 
visualización utilizada en FactorySuite A²™. 
InSQL Producto de Wonderware IndustrialSQL Server almacena la 
información histórica en tiempo real y ofrece un alto 
rendimiento, reduciendo costes a la propiedad 
Intermodalidad Relacionado con el aprovechamiento de las sinergias del Tren 
y el avión para facilitar los trámites de facturación al usuario. 
ISO14.001 Norma para la implantación de un Sistema de Gestión 
Medioambiental que es certificado mediante auditorias 
realizadas por organismos competentes (AENOR). Establece 
procedimientos para velar por el cumplimiento de los 
requisitos de la legislación y reglamentación medioambiental 
aplicable, así como de otros requisitos voluntarios que 
suscriba. Desarrollo de políticas medioambientales para 
conseguir objetivos y metas medioambientales. Comunicar la 
política a todos los empleados y publicar informes. 
Concienciar y sensibilizar a los empleados y prevenir la 
contaminación de los recursos. 
L  
Lado Aire Área del aeropuerto bajo la jurisdicción de las autoridades de 
control gubernamental y cuyo acceso está restringido a 
pasajeros con tarjeta de embarque y empleados con 
autorización previa. 
Lado Tierra Áreas en las que el acceso no está controlado, ya sean dentro 
o fuera de la Terminal, y a las que tiene acceso todo el 
público, sin pasar control de seguridad. 
LAN Es un acrónimo inglés de Local Area Network (Red de Área 
8                                                           Aeropuerto. Control y monitorización del sistema energético de campo de vuelo 
 
  
Local), y que se refiere a las redes locales de ordenadores. 
LAN Acrónimo de Local Area Network. Grupo de computadoras y 
otros dispositivos compartidos (como impresoras, módems, 
discos duros grandes) y dispersos en un área relativamente 
limitada conectados por enlaces de comunicaciones que 
permiten a un dispositivo interactuar con cualquier otro en la 
red. 
M  
MAXIMO Es un estándar de sistemas de mantenimiento y gestión 
estratégica de activos.  
• Aumenta la productividad y vida útil de los activos, 
controlándolos a lo largo de todo su ciclo de vida. 
• Gestiona con el mismo sistema todas las clases de activos : 
Producción, Flotas, Facilites, IT. 
• Incluye control de costes, análisis de averías, mantenimiento 
preventivo, predictivo y correctivo, rutas, informes, gráficos y 
planes de trabajo y seguridad,  recursos, almacenes, compras, 
etc. 
• Arquitectura 100% para entorno Internet/Intranet. 
• Multi-organización y Multi-idioma. 
• Integración con sistemas de Producción y ERP. 
MCT Tiempo Mínimo de Conexión. El tiempo mínimo que requiere 
un pasajero para realizar una conexión/tránsito desde un vuelo 
de llegada hasta un vuelo de salida (del inglés Minimum 
Connection Time). 
Modbus Es un protocolo de red industrial, los  mensajes del protocolo 
Modbus están integrados en la trama o estructura de paquetes 
utilizadas sobre la red. Con software de aplicación asociado – 
drivers y librerías - se proporciona la conversión entre el 
mensaje de protocolo Modbus y las tramas específicas de los 
protocolos que esas redes utilizan para comunicar entre sus 
dispositivos de nodo. 
MT/BT Media Tensión/Baja Tensión, aplicado al primario y secundario 
de un transformador de tensión elevador/reductor. 
MTBF Mean Time Between Faillures. Significa "Tiempo medio de 
vida entre fallos". En ingeniería, electrónica y 
telecomunicaciones, es el tiempo medio entre fallos de un 
sistema. Se mide generalmente en horas e indica la dureza o 
fortaleza de un sistema 
MW Megavatios. 
N  
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.NET Es un proyecto de Microsoft para crear una nueva plataforma 
de desarrollo de software con énfasis en transparencia de 
redes, con independencia de plataforma y que permita un 
rápido desarrollo de aplicaciones. Basado en esta plataforma, 
Microsoft intenta desarrollar una estrategia horizontal que 
integre todos sus productos, desde el Sistema Operativo hasta 
las herramientas de mercado. 
NO BREAK Red eléctrica de continuidad, posee un dispositivo de 
alimentación ininterrumpida que evita corte de suministro en 
redes de carácter esencial. 
O  
ODBC Son las siglas de Open DataBase Connectivity, un estándar de 
acceso a Bases de Datos desarrollado por Microsoft 
Corporation, el objetivo de ODBC es hacer posible el acceder 
a cualquier dato de cualquier aplicación, sin importar qué 
Sistema Gestor de Bases de Datos (DBMS en Inglés) 
almacene los datos, ODBC logra esto al insertar una capa 
intermedia llamada manejador de Bases de Datos, entre la 
aplicación y el DBMS, el propósito de esta capa es traducir las 
consultas de datos. 
OEM Abreviación en inglés de Original Equipment Manufacturer, en 
español seria Fabricante Original de Equipo. Empresas o 
personas que adquieren dispositivos al por mayor para 
ensamblar computadoras o equipos de forma personalizada 
que presentan su propio nombre. 
OEPB Oficina Ejecutiva del Plan Barcelona, equipo de más de 
ochenta profesionales que, in situ, están dirigiendo el proceso 
de concepción, diseño y construcción del nuevo aeropuerto. 
OLE 
 
Object Linking and Embedding. Tecnología Microsoft que 
permite crear documentos mediante incorporación de 
elementos creados utilizando diferentes tipos de software. 
OPC OLE for Process Control, es un estándar de comunicación en 
el campo del control y supervisión de procesos. Este estándar 
permite que diferentes fuentes de datos envíen datos a un 
mismo servidor OPC, al que a su vez podrán conectarse 
diferentes programas compatibles con dicho estándar. De este 
modo se elimina la necesidad de que todos los programas 
cuenten con drivers para dialogar con múltiples fuentes de 
datos, basta que tengan un driver OPC. 
P  
PEIT Plan de Infraestructuras para el Transporte, elaborado por el 
Ministerio de Fomento tiene como objetivo  abordar los retos a 
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los que actualmente ha de hacer frente el sistema de 
transporte en España y proponer las medidas que puedan 
contribuir a mejorar la competitividad económica, la cohesión 
territorial y social, y la seguridad y calidad del servicio en todos 
los modos de transporte desde los principios de racionalidad y 
eficiencia en el uso de los recursos. 
PID Controlador Proporcional Integral Derivativo,  es un tipo de 
dispositivo de electrónica de control cuya tecnología intenta 
mantener su salida en un nivel predeterminado. 
PLC Controlador Lógico Programable (Programmable Logic 
Controller) son dispositivos electrónicos muy usados en 
automatización industrial. Controlan la lógica de 
funcionamiento de máquinas, plantas y procesos industriales, 
realizando operaciones aritméticas, manejan señales 
analógicas para realizar estrategias de control, tales como 
controladores proporcional integral derivativo (PID).  
Pueden comunicarse con otros controladores y computadoras 
en redes de área local, y son una parte fundamental de los 
modernos sistemas de control distribuido. 
PM10 Partículas con diámetro menor a 10 micras 
PSCA Puesto de Supervisión de la Calidad del Aire. 
PSR Radar primario de vigilancia (Primary Surveillance Radar) 
emite ráfagas de ondas electromagnéticas, las cuales se 
reflejan sobre los cuerpos sólidos en los que impactan 
(blanco), siendo captadas de nuevo por el sistema PSR 
resultando en una señal luminosa en la pantalla radar del 
controlador de trafico aéreo 
PV Variable de proceso, valor que será modificado en el 
transcurso de la aplicación por el PLC y los cálculos señalados 
para las operaciones de la planta. 
R  
RAM Acrónimo inglés de Random-Access Memory (memoria de 
acceso aleatorio). Memoria de semiconductor en la que se 
puede tanto leer como escribir. Se trata de una memoria 
volátil, es decir, pierde su contenido al desconectar la energía 
eléctrica. Se utilizan normalmente como memorias temporales 
para almacenar resultados intermedios y datos similares no 
permanentes. 
Red 
Multiservicio 
Red con capacidad para conectar 14.000 puntos con los 
nodos principales mediante un cableado estructurado y 
tecnología Ethernet (100BaseT) garantizando la conectividad 
de los servicios de datos, telefonía, videoconferencia, 
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recepción de video IP o señal de televisión comercial, a través 
de las aplicaciones integradas y la infraestructura de 
comunicaciones instalada. 
RRHH Recursos humanos. 
S  
SADAMA Sistema Asignación  Medios Aeroportuarios en tiempo real. 
SANOA Utiliza la tecnología DOAS (espectroscospia de absorción 
óptica diferencial), sin realizar extracciones puede medir hasta 
15 contaminantes diferentes en una distancia de 
aproximadamente 500 metros. 
SAP Sistema de Alimentación Primario, sistemas con redes 
eléctricas, ampliamente interconectadas, situadas fuera del 
aeropuerto o del emplazamiento; generalmente, son redes 
comerciales o públicas. A veces se utilizan dos sistemas 
primarios independientes, en lugar de uno solo, para mantener 
la integridad de las instalaciones en caso de fallo de uno de 
los sistemas. La energía que suministran estos sistemas suele 
entrar en la central eléctrica y se distribuye por subestación de 
transformación en media tensión. 
SATE Sistema Automatizado de Tratamiento de Equipajes, para el 
tratamiento de los equipajes y procesamiento, centrando sus 
funciones en el transporte y clasificación automático de los 
equipajes de llegada y salida, así como de todos los equipajes 
en tránsito y el transporte automático (sin clasificación) de los 
equipajes a entregar en la sala de recogida de equipajes. 
Dispone de cintas de alta velocidad, capaces de transportar 
los equipajes a mas de 10 m/s, parte de los cuales discurren 
por el túnel de servicios aeroportuarios para el transporte de 
maletas entre los edificios, con clasificadores para la 
clasificación y separación de los equipajes y almacenes 
automáticos de equipajes anticipados (facturados antes de la 
apertura de su vuelo). Junto a estas funciones, el SATE facilita 
también la inspección de seguridad del 100% de todos los 
equipajes de salida y conexión en la nueva Terminal.  
SCADA Acrónimo de Supervisory Control and Data Acquisition (en 
español, Supervisión de Control y Adquisición de Datos. 
SCE Sistema de Control Eléctrico, nombre de la Galaxia que 
incluye la recepción de acometidas de entrada de energía al 
aeropuerto, la generación de electricidad, la red de distribución 
eléctrica en media tensión, la transformación y los sistemas de 
ayudas visuales del Campo de Vuelo. 
SCENA Base de Datos Centralizada y Asignación de Medios, base de 
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datos operacional centralizada donde se recoge toda la 
información operativa que se dispone en el aeropuerto y 
sistema para la ayuda en la decisión de asignación de medios 
(puertas, stands, cintas, etc.). 
SCI Sistema de Control de Instalaciones de Terminales de 
pasajeros que incluye: Climatización, Distribución Eléctrica de 
Terminales, Instalaciones Electromecánicas,  SIGMA, Red 
Hidráulica del Aeropuerto de Barcelona. 
Scripting Los lenguajes interpretados forman un subconjunto de los 
lenguajes de programación. Cuando se cumplen las 
sentencias establecidas se activan la programación de estos 
códigos. 
SIGMA Sistema Integrado de Gestión de Medios Aeroportuarios. 
Sinergia La sinergia es la integración de elementos que da como 
resultado algo más grande que la simple suma de éstos, es 
decir, cuando dos o más elementos se unen sinérgicamente 
crean un resultado que aprovecha y maximiza las cualidades 
de cada uno de los elementos. 
SIP Sistema de Información al Público, sistema que permite la 
gestión de la información relativa a las salidas y llegadas de 
los vuelos para presentarlos vía monitores, paneles y 
megafonía 
SIRBCN Sistema de Información de Ruido. 
Slots Intervalo de tiempo en que se autoriza la operación de una 
aeronave. 
SmartSymbols Representan un enorme avance en la creación, desarrollo y 
modificación de elementos gráficos en la aplicación de HMI. 
Usando el creador de SmartSymbols se puede crear a partir 
de gráficos unas plantillas que se pueden conectar a objetos 
de ArchestrA, tagnames (nombre de etiquetas) locales de 
InTouch y referencias remotas a tags(etiquetas) de otras 
aplicaciones InTouch. Esas plantillas de símbolos son 
guardadas en la librería de SmartSymbols y pueden ser 
rehusados al seleccionarlos y colocarlos dentro de una 
ventana 
SQL El Lenguaje de Consulta Estructurado (Structured Query 
Language) es un lenguaje declarativo de acceso a Bases de 
Datos relacionales que permite especificar diversos tipos de 
operaciones sobre las mismas. Aúna características del 
Álgebra y el Cálculo Relacional permitiendo lanzar consultas 
con el fin de recuperar información de interés de una Base de 
Datos, de una forma sencilla. 
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SSR Secondary Surveillance Radar, radar secundario de vigilancia 
tiene la ventaja de acompañar a las señales que aparecen en 
la pantalla de un código que permite identificar la aeronave e 
incluso su altitud. De este modo es más sencillo reconocer en 
la pantalla las aeronaves en vuelo y diferenciarlas de otros 
objetos. 
SuiteLink  Es un protocolo de comunicación utilizado por los productos 
de la  "Factory Suite " de Wonderware. Basado en los  sockets 
TCP/IP y disponible únicamente en entornos NT, SuiteLink 
prevé los servicios de intercambio de datos entre los 
componentes lógicos y los  drivers de los protocolos de 
comunicación industrial. La aplicación de servidor  PCDDE es 
compatible con este protocolo 
T  
Tag  Etiqueta, rótulo, identificador, etiqueta prendida a algo con el 
propósito de identificación o brindar información. 
TCO Total Cost of Ownership. Se utiliza para evaluar el coste de la 
propiedad en el ciclo de vida de cualquier recurso. Los 
proveedores e integradores  de hardware y software de 
mercados secundarios aplican estrategia que acortan los 
costes del TCO en el ciclo de vida de 50-80%.  La  idea es 
integrar estos mismos proveedores en la fase de desarrollo, 
mitigando riesgo y perfeccionando así la recuperación de 
valores ROI (retorno en la inversión). Las fases para evaluar el 
TCO del recurso son cinco: Planificación, Delegación, 
Evolución, Mantenimiento, y Disposición.   
TCP/IP Transmission Control Protocol/Internet Protocol, Sistema de 
protocolos en los que se basa en buena parte Internet. El 
primero se encarga de dividir la información en paquetes en 
origen, para luego recomponerla en el destino. El segundo la 
dirige adecuadamente a través de la red 
TIBCO Es una compañía del software global, con la oficina principal 
en Palo Alto, California. Proporcionan el software de 
integración comercial, integración de menaje y aplicaciones de 
empresa para intercambio de información. Sus productos de 
software incluyen las aplicaciones para coordinar proceso 
comercial y actividades industriales, mientras intercambia la 
información fiable entre  departamentos,  manteniendo el 
lenguaje de documentación XML para  el manejo de los 
sistemas distribuidos. 
TMR Terminal de Medición de Ruido. 
TSV Servidores para establecer la red multiusuario de la aplicación 
de InTouch. 
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TWR Torre de Control del aeropuerto. 
U  
UCA Sistemas de uso compartido que facilita la gestión de las 
operaciones de facturación. 
UTA Unidad de Tratamiento de Aire, equipo de climatización con 
baterías de frío y calor para intercambio agua/aire con 
ventiladores de impulsión y retorno. También tiene compuertas 
para utilización de la energía exterior (entalpía favorable de 
aire exterior), recirculación o desenfumage (quitar humos de 
un incendio aportando aire y tirándolo al exterior). Tiene 
incorporadas sondas de temperatura y de entalpía para el 
control de la temperatura en los conductos de impulsión y de 
retorno. 
V  
VLAN VLAN es el acrónimo de Virtual Local Area Network o Virtual 
LAN. Corresponde a un  grupo de dispositivos en una o más 
LANs que son configurados (utilizando software de 
administración) de tal manera que se pueden comunicar como 
si ellos estuvieran conectados al mismo cable, cuando en 
realidad están localizados en un segmento diferente de LAN. 
Esto es porque VLANs están basadas en las conexiones 
lógicas en lugar de las físicas y es por eso que son 
extremadamente flexibles. 
W  
WinPlatforms Es un “marco de trabajo” de una sola computadora como 
Servidor de Aplicación de la Galaxia que consiste en 
Intercambiar  mensajes de la Red,  juego de servicios básicos, 
el sistema operativo y el hardware físico; en definitiva,  los 
organizadores de la Galaxia 
WW Referido a WonderWare. 
X  
XML Es el acrónimo del inglés eXtensible Markup Language 
(lenguaje de marcado ampliable o extensible) desarrollado por 
el World Wide Web Consortium (W3C). 
Z  
ZAL Zona de Actividades Logísticas del Puerto de Barcelona, es 
una plataforma de distribución intermodal para Europa y el 
Mediterráneo. 
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Id Nombre de tarea Duración Comienzo Fin
1 Reunión para determinar condiciones
iniciales de proyecto
0,16 días vie 18/02/05 vie 18/02/05
2 Supervisión UPC (Sr. José Ignacio
Galán)
6,28 días vie 18/02/05 mié 31/08/05
3 Reunión Director de Proyecto AENA
(Sr. José Luis Gonzalez)
0,16 días jue 24/02/05 jue 24/02/05
4 Preparación indice e introducción
TFC
2 días vie 25/02/05 dom 27/02/05
5 Verificaciones Director 6,13 días mar 22/02/05 mié 31/08/05
6 Reunión AENA-AGE ACTA1
(Sr.Javier Roca)
0,16 días mar 22/02/05 mar 22/02/05
7 Reunión AENA-AGE ACTA2
(Sr.Javier Roca)
0,16 días jue 17/03/05 jue 17/03/05
8 Reunión AENA-AGE ACTA3
(Sr.Javier Roca)
0,16 días mar 05/04/05 mar 05/04/05
9 Reunión AENA-AGE ACTA4
(Sr.Javier Roca)
0,16 días mar 26/04/05 mar 26/04/05
10 Reunión AENA-AGE ACTA5
(Sr.Javier Roca)
0,16 días mar 03/05/05 mar 03/05/05
11 Reunión AENA-AGE ACTA6
(Sr.Javier Roca)
0,16 días mar 17/05/05 mar 17/05/05
12 Reunión AENA-AGE ACTA7
(Sr.Javier Roca)
0,16 días jue 26/05/05 jue 26/05/05
13 Reunión AENA-WONDERWARE (Sr.
José Luis Gonzalez)
0,2 días mar 22/03/05 mar 22/03/05
14 Curso avanzado IAS/ ArchestrA
WONDERWARE (Sr. Cristian Marfa y
Sr. Albert Peña)
0,2 días jue 14/04/05 jue 14/04/05
15 Toma de contacto con ArchestrA
WONDERWARE (Sr. Cristian Marfa y
Sr. Albert Peña) Entrega software y
licencias
0,2 días jue 14/04/05 jue 14/04/05
16 Definición de Indice, desarrollo de
documentos -->Capítulo 2 IAS
25 días jue 14/04/05 mar 24/05/05
17 Instalación de software  y toma de
contacto
2 días mar 24/05/05 sáb 28/05/05
18 Implementación de maqueta con
desarrollo de objetos
3 días sáb 28/05/05 jue 02/06/05
19 Afianzamiento curso  IAS/ ArchestrA
WONDERWARE. Cambio de ideas
(Sr. Cristian Marfa y Sr. Albert Peña)
0,2 días jue 02/06/05 jue 02/06/05
20 Implementación de la instalación SCI 20 días jue 02/06/05 dom 03/07/05
21 Pruebas de la instalación en campo 27,63 días lun 04/07/05 jue 18/08/05
22 Adquisición de datos 104 días sáb 05/03/05 vie 19/08/05
23 Montaje TFC 25 días jue 14/07/05 mar 23/08/05
24 Montaje Presentación PPT 31,5 días vie 01/07/05 vie 19/08/05
25 Deposito TFC 1 día lun 05/09/05 lun 05/09/05
26 Lectura y defensa TFC 2 días lun 12/09/05 jue 15/09/05
27 Desarrollo  del TFC 132 días vie 18/02/05 jue 15/09/05
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PROYECTO TFC .
Aeropuerto. Control y monitorización del sistema energético de campo de vuelo.
Página 1
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3. AENA E IMÁGENES AMPLIADAS DEL TFC  
3.1. Ampliación del estudio de AENA 
 
4.1.1. Entorno 
 
Es evidente que en la actualidad no hay competencias entre los aeropuertos 
nacionales.  El problema lo tenemos a nivel internacional con el país vecino. 
Francia posee gran tradición en explotación y desarrollo de infraestructuras 
aeronáuticas y de transporte en general. La gran red de aeropuertos y 
ferroviaria ponen a prueba nuestra capacidad de crecimiento y competitividad.  
 
AENA apuesta por una oferta intermodal, coordinando los medios de transporte 
necesarios (taxis, autobuses, cercanías, AVE) para satisfacer las necesidades 
de los pasajeros. La manera de conseguirlo es una explotación y desarrollo de 
las infraestructuras de forma más competitiva. Por este motivo se apuesta por 
un modelo integrado de la red de AENA. 
 
¿Cómo podemos ser más competitivos? Para favorecer la entrada de nuevos 
operadores necesitamos abaratar las tasas, ofreciendo precios competitivos y 
disposición de recursos (oficinas, aparcamientos, talleres, hangares, etc.). Una 
vez realizada la construcción o implantación de la infraestructura se debe 
amortizar. Reducir los costes en todos los niveles y fases del proyecto 
favorecen la competitividad.  
 
[8] El análisis DAFO del entorno, negocio aeroportuario y aeronáutico nos da 
una visión de partida para actuar en consecuencia. Para desarrollar el análisis 
se ha utilizado los datos estadísticos e informes del Aeropuerto de Barcelona 
2003.  
 
Debilidades: 
 
[9] Las debilidades son internas y externas. Las empresas como AENA poseen 
sindicatos fuertes que favorecen la protección de sus trabajadores pero frenan 
decisiones operativas, decisiones impopulares para agilizar las necesidades de 
los clientes.  El Aeropuerto de Barcelona se emplazó en zona estéril y de baja 
productividad agrícola. Cuando se inauguró el aeropuerto de Muntadas, las 
instalaciones aeroportuarias quedaban muy alejadas de las poblaciones 
vecinas. Actualmente es una pedanía del Prat que se confunde con las 
viviendas y polígonos que  se han creado en sus proximidades. El aeropuerto 
es el centro de las críticas de diferentes grupos de presión que perjudican la 
funcionalidad y la toma de decisiones. La proximidad de zonas habitadas obliga 
a modificar las rutas de acceso, las operaciones de aproximación y despegue 
de aeronaves, los horarios de utilización de las pistas de aterrizaje, el 
crecimiento del Campo de vuelo, la construcción de Terminales y ciudad 
aeroportuaria, etc.  
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Amenazas: 
 
[9] Las  tendencias políticas pueden ser una oportunidad para compartir 
decisiones y mejorar la gestión, es la amenaza que abre este punto. Es una 
amenaza para el equilibrio de la red. AENA gracias a su contexto de red  de 
aeropuertos es la empresa más potente de Europa para el desarrollo de 
actividades aeronáuticas y aeroportuarias. Actualmente vende aplicaciones 
aeronáuticas de Navegación Aérea a países como Reino Unido. Las políticas 
de transporte de Francia suponen una amenaza latente para la implantación de 
Barcelona como Aeropuerto HUB del cono sur de Europa.  
 
Fuerzas: 
 
[9] No todos los puntos son negativos. Las fuerzas de AENA y concretando con 
el Aeropuerto de Barcelona son “fuerzas vivas”. Se ha comentado que los 
sindicatos son una debilidad de AENA pero sus representados sostienen la red 
con beneficios constantes. La sinergia obtenida por los miembros de nuestra 
organización favorece el crecimiento de los activos. La Red es nuestra fuerza 
primaria, su solidez asegura un crecimiento sostenible. Los esfuerzos de 
mantener la productividad, la eficiencia y las condiciones ambientales 
conducen a los empleados del aeropuerto hacia su excelencia laboral. La 
eficiencia del Aeropuerto (segundo aeropuerto con más crecimiento de tráfico 
en Europa) y  la localización del Puerto de Barcelona favorece la elección del 
aeropuerto como centro de tráfico intercontinental y transoceánico de personas 
y mercancías.  Las tasas son las más bajas de Europa favoreciendo la entrada 
de operadores alternativos. 
 
Oportunidades: 
 
[9] Las oportunidades corresponderían a la coyuntura favorable de las 
inversiones del PEIT. La puesta en marcha del Plan Director es una apuesta de 
futuro que nos permitirá afrontar el crecimiento y la demanda a medio y largo 
plazo.  Como se ha indicado anteriormente, la situación geográfica del 
Aeropuerto es la clave para consolidarse como aeropuerto distribuidor de 
tráfico entre España y sur de Europa. La Ciudad Aeroportuaria en construcción 
aumenta la oferta y el atractivo a operadores nacionales e internacionales. El 
negocio en torno al aeropuerto favorece la inversión en servicios de 
restauración y logística. El incremento de Slots (franjas horarias para 
operaciones aeroportuarias) favorecerá la elección del Aeropuerto de 
Barcelona como base de operaciones de compañías aéreas.  
 
[9] El análisis se completa con un diagrama de fuerzas. En el diagrama se ven 
las tendencias de competitividad. Se sitúan las amenazas como 
encabezamiento, prosigue los proveedores. En el caso de AENA tenemos los 
proveedores de infraestructuras, servicios, los propios sindicatos y las 
concesiones que aportarán ofertas a nuestras instalaciones. Hay proveedores 
que mantendrán una actitud negociadora pero otros que imponen acciones 
rigurosas. La fiscalización de Hacienda Pública y la obtención de presupuestos 
para inversiones por parte del Ministerio son los casos más latentes. En el 
negocio del transporte aparecen alternativas que pueden competir con nuestro 
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producto. El transporte ferroviario (AVE) es una alternativa para la movilidad 
geográfica. AENA tiene que ofrecer la intermodalidad para sacar provecho de 
la sinergia de las nuevas tendencias. En concepto de clientes AENA debe 
reducir las tasas y ofrecer un abanico de servicios utilizando la sostenibilidad 
como soporte para reducción de costes de explotación. En definitiva, debe 
tener una oferta atractiva  para los operadores aeronáuticos y aeroportuarios. 
No podemos olvidar que la intermodalidad puede provocar indirectamente la 
competitividad de aeropuertos nacionales. 
 
 
 
Fig. 3.1  Diagrama de fuerzas. 
 
4.1.2. Organización 
 
Hasta ahora, en el estudio sobre AENA se ha trabajado los aspectos materiales 
del patrimonio. En el apartado referente a las Fuerzas, se  indicaba que AENA 
posee un equipo humano que trabaja por y para la Excelencia profesional. 
Quien ha tenido la oportunidad de trabajar dentro de la organización sabe que 
el personal es el patrimonio principal y fundamental de AENA.  
 
“Me siento orgulloso de haber pertenecido a la Estructura Directiva del 
Aeropuerto de Barcelona. La experiencia personal y profesional dentro del 
Aeropuerto ha motivado mis metas y ambiciones intelectuales y profesionales. 
Cuando trabajas codo a codo con todas las Divisiones sientes la importancia de 
trabajar en equipo”.  
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[8] La formación del personal es un pilar básico para la Excelencia empresarial. 
AENA apuesta por sus empleados y  por el desarrollo sostenible. El objetivo es 
aprender de los mejores utilizando el Benchmarking “cambiar para mejorar”.  El 
éxito de AENA reside en analizar los progresos de los cambios que se 
producen en su seno.  Podemos evaluarlo con las premisas siguientes: 
 
[8] La Organización tiene clara su Cultura empresarial. “La Ética” necesaria 
para perdurar y progresar, es fiel a ella, haciendo creíble sus actuaciones a la 
sociedad (empleados y clientes). 
 
[8] Los objetivos están bien definidos,  son claros a medio y largo plazo. Todos 
los empleados son conscientes de su cometido, cuándo y cómo evaluar sus 
actuaciones.   
 
[8] El modelo de Organización tiene bien definidas sus funciones. La tendencia 
es implantar un modelo participativo por procesos abandonando el modelo 
funcional. Igualmente su cometido es buscar la Calidad Total, (calidad de 
productos, procesos y servicios orientada hacia los clientes externos e 
internos).  Es el modelo definido por EFQM (European Foundation for Quality 
Management). 
 
 [8] La Organización cuida las relaciones interpersonales mediante un Sistema 
de  Comunicación fluida. La clave para la comunicación es disponer de datos 
fiables en el momento oportuno para tomar las decisiones precisas. Como 
podemos concluir con la lectura del TFC, hay una gran inquietud en montar un 
sistema de comunicación integral de información informatizada. 
 
[8] La formación técnica y humana es una tarea que beneficia a la 
Organización, a los empleados y a los clientes. El conocimiento de las técnicas 
correspondientes de cada proceso mejora el producto final para el cliente 
(interno y externo). La elección eficiente y justa de los RRHH hace que AENA 
mejore día a día. 
 
 
 
Fig. 3.2 Sinopsis de la excelencia empresarial. 
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[8] Con estás premisas AENA mejora los procesos, la resolución de problemas 
y técnicas de creatividad. Cada rama organizativa de procesos corporativos se 
encarga de elaborar un Plan de Actuaciones priorizando sus acciones. Los 
planes son abiertos para favorecer la participación del personal y la entrada de 
nuevas tecnologías. El punto final a los procesos es el ciclo de mejora 
continuada que se impone en la Organización. 
 
Los aeropuertos tienen un organigrama claro y bien definido. Dentro de la cada 
rama operativa  se extiende una cultura corporativa con unidades de procesos 
a nivel nacional. La Red trabaja en cohesión reduciendo esfuerzos. El 
organigrama funcional del Aeropuerto de Barcelona es el siguiente: 
 
 
 
Fig. 3.3 Organigrama funcional del Aeropuerto de Barcelona (A). 
 
 
Las diferentes unidades que han colaborado en la propuesta, definición, 
elaboración e implementación del objetivo de este TFC están remarcadas en 
verde. Corresponden a:  
 
• Departamento de Informática. Jefe del Departamento y Director de este 
TFC. Sr. José Luís González Santos. 
• Sección de Soporte de Sistemas. Sr. Jorge Asensi García. 
 
• División de Ingeniería y Mantenimiento. Sr. José Luís Rodríguez Martín. 
24                                                           Aeropuerto. Control y monitorización del sistema energético de campo de vuelo 
 
  
• Sección Centro de Mantenimiento. Sr. Javier Roca Lezama 
 
• Departamento de Edificios. Sr. Manolo Carreño Rubio. 
• Sección de Baja Tensión. Sr. José A. Domínguez Matés.  
 
• Departamento de Campo de Vuelo. Sr. José Luís Galán García. 
• Sección Central Eléctrica. Sr. Joaquín Gracía Monedero  
4.1.3. Reto para el nuevo milenio 
 
Con la expectativa de Organización expuesta con el patrimonio de personal, el 
reto está fijado exclusivamente en condicionantes económicos que actualmente 
están asignados para lograr los objetivos señalados. 
 
[2] El Aeropuerto de Barcelona evoluciona como aeropuerto HUB. El 
aeropuerto para el nuevo milenio tendrá capacidad para alojar a las mayores 
alianzas de compañías aéreas. Esto supone: 
 
• Atractivo para los pasajeros y las compañías aéreas. 
• Eficiente para la transferencia de pasajeros y equipajes. 
• Flujo de tránsito sin congestión. 
• Tiempos Mínimos de Conexión (MCT- Minimun Connection Time-) para 
pasajeros y equipajes. 
 
La configuración del aeropuerto será una gran plataforma de conexiones para 
tráfico intercontinental, fundamental para conectar Barcelona con las 
principales capitales económicas del mundo. 
 
Otros cometidos están fijados en mejorar la calidad de servicio aumentado la 
oferta, más capacidad y más compañías, con una  gestión automática de 
equipajes unida a una red intermodal moderna y eficaz.  
 
Aumento en Lado Aire de infraestructuras y medios aeroportuarios para las 
aeronaves. Construcción de la Tercera Pista, una nueva Torre de Control y una 
Terminal de pasajeros (Terminal Sur). 
 
Aumentar la oferta en Lado Tierra con una ciudad aeroportuaria (ciudad de 
servicios, nuevas terminales de carga y parque aeronáutico con industrias 
relacionadas con el sector). Nuevas infraestructuras para facilitar el acceso a 
las instalaciones. 
 
Todos los procesos están basados en el respeto al Medio Ambiente. Hay un 
compromiso de integración territorial, medioambiental, social y urbanística del 
Aeropuerto. El compromiso medioambiental es el eje fundamental de la 
ampliación. 
  
[2] En definitiva, AENA siempre buscará la satisfacción de sus clientes y el 
reconocimiento de la sociedad, a la que finalmente sirve.  
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Fig. 3.4  Estructura de gestión y mejoras. 
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3.2. Tabla de imágenes ampliadas 
 
Imagen  Descripción 
TFC  
Fig. 1.1 Red actual de aeropuertos en España. 
Fig. 1.2 Esquemas de niveles de estandarización. 
Fig. 1.3 Esquema de los sistemas operativos de AENA y marco de localización del TFC. 
Fig. 1.4 Esquema comparativo de niveles de estandarización. 
Fig. 1.5 Diagrama de desarrollo para las plantillas de objetos. 
Fig. 2.1 Pirámide de Información de Automatización. 
Fig. 2.3 Modelo esquematizado de ArchestrA. 
Fig. 2.4 Desbordamiento de los sistemas SCADA tradicionales. 
Fig. 2.5 Aplicación de IAS dirigida a objetos. 
Fig. 2.6 Estructura completa de IAS. 
Fig. 2.7 Gráficos  comparativos de proyectos de automatización con convencional y con FactorySuite A2. 
Fig. 3.1 Configuración de la red eléctrica definida para el Aeropuerto de Barcelona. 
Fig. 3.4 Extensión de la Red Multiservicio del Aeropuerto 
Fig. 3.5 Localización de las instalaciones y GR asociado 
Fig. 5.2   Interface de trabajo de IDE de ArchestrA 
ANEXO I  
Fig. 3.3 Organigrama funcional del Aeropuerto de Barcelona 
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LEYENDA:
Organigrama del Aeropuerto de Barcelona
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4. GALAXIA SCI-OBJETOS   
 
Antes  de  proceder con la selección de objetos es necesario completar la 
descripción de la herramienta IDE y la composición de la Galaxia. 
 
Como se puede observar en las imágenes ampliadas del TFC la característica 
del IDE se centra en  tres secciones: 
 
• La caja de herramientas de las plantillas (Template toolbox). En esta 
sección podemos seleccionar los objetos que derivaremos, crear nuestra 
caja de herramientas, etc. 
 
 
 
Fig. 4.1  Caja de herramientas de las plantillas. 
 
• El visualizador de aplicaciones (Application Views) con tres 
posibilidades: 
 
• Visualizador del modelo (Model View). 
 
 
 
Fig. 4.2  Visualización del modelo. 
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Podemos establecer cuantos objetos desarrollaremos. 
La situación de los objetos no es significativa. 
• Vista del desarrollo y despliegue de la aplicación 
(Deployment View). En este visualizador apreciamos 
donde están los objetos, en que plataformas, que 
motores y que áreas tienen asignadas. 
 
 
 
Fig. 4.3  Visualización del despliegue de la aplicación. 
 
Podemos observar como toda la aplicación está  
dentro del GR. Del GR aparecen 2 motores de 
aplicación, un motor corresponde a los objetos 
EngineAOS2 que será el denominado Application 
Objet Server 2 y el otro motor IO_Engine 
corresponde al despliegue de los PLC.  Se puede 
observar la dimensión de la aplicación (más de 4400 
objetos) en los despliegues realizados  en ambos 
motores de aplicación. Se observa el AOS1 está sin 
“deploy” (cuadrado naranja encima del objeto) 
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debido a que está instalado en otra red y un equipo 
no permite desplegar más de una plataforma.  
 
• Visualizador de derivaciones (Derivation View). El 
operador puede seguir la procedencia de todos los 
objetos. Se presenta en tres expansiones para dar a 
entender la magnitud. En la primera se puede 
apreciar la estructura de las derivaciones, en la 
segunda vemos los objetos no utilizados y aquellos 
objetos que han sido menos clonados  y en la 
tercera vemos un objeto muy utilizado como es el 
$AnalogDevice. 
 
 
 
Fig. 4.4 Visualización de las procedencias y derivaciones de objetos. 
 
• La ventana de desarrollo y configuración de los objetos. Corresponde 
en esencia al desktop de la aplicación. En la primera imagen vemos 
el área vacía y en la segunda podemos apreciar un objeto abierto 
para su configuración. Se procede con la plataforma GR para 
identificar las condiciones necesarias para su despliegue  
“Deploymet”. En al atributo “General” se configura la red de trabajo, 
los archivos para guardar el histórico, la RAM mínima asignada, las 
alarmas emergentes de InTouch, los canales para facilitar la 
redundancia con el equipo AOS1 y los tiempos de espera entre 
mensajes.  Con esta misma operación se configuran todos los 
atributos necesarios para esta plataforma. 
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Fig. 4.5 Ventana de la aplicación. 
 
 
 
Fig. 4.6 Ventana de la aplicación para configurar el GR. 
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Cuando la Galaxia esta preparada para su puesta en marcha se procede al 
despliegue de las plataformas, motores y objetos.  
 
 
 
Fig. 4.7 Ventana de configuración del despliegue. 
 
 
 
Fig. 4.8 Proceso para el despliegue de la Galaxia. 
 
Una vez derivado el objeto es necesaria la asignación de Tag para la obtención 
de datos. En la imagen inferior podemos ver como se realiza automáticamente. 
El ejemplo trata al objeto  M2CLC07GN corresponde a una máquina UTA 
(Unidad de Tratamiento de Aire) del clima general del Módulo 2. Utilizando un 
Scripts se indica la posición de memoria física del PLC asignado a la máquina. 
Utilizando las tablas de Excel que se presentan en “Planificación SCI” podemos 
automatizar la asignación.  
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Fig. 4.9 Configuración automática del nodo fuente. 
 
El código está implementado en Microsoft .NET: 
 
IF me.NumeroMaquina.inputSource == "---" or me.NumeroOrden.inputSource  == "---" THEN 
 me.NumeroMaquina.inputSource = me._CNF_NODOPLC + "400500"; 
 me.NumeroOrden.inputSource= me._CNF_NODOPLC + "400501"; 
ENDIF; 
 
Me.ReadNow = false; 
me.setref = True; 
 
El proceso de configuración se realiza para cada objeto clonado.  Una vez 
configurada la Galaxia y desplegada podemos trabajar en ella sin detenerla. 
Las Tag generadas en el proceso se relacionan con los SmartSymbols de 
InTouch para hacer efectivo el proceso SCADA. 
 
 
4.1. Objetos significativos 
 
En este punto se analizan y documentan los objetos más significativos 
desarrollados en esta aplicación.  
 
Los objetos seleccionados para completar la presentación de ejemplos son: 
 
? $Cabina 
? $Clima_General 
? $CVM 
? $Interruptor _Alumbrado 
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4.1.1. $Cabina 
 
 
 
Fig. 4.10 Esquema funcional de la Cabina de Media Tensión. 
 
$Cabina 
Este es un objeto de la plantilla que puede ser utilizado en la instalación de una 
aplicación de IAS. Se puede usar  para control de Cabinas de Media Tensión. 
 
Este objeto se deriva del Servidor de la Aplicación $User Defined y heredando 
la configuración básica de éste. El $User Defined está diseñado como una 
plantilla para los dispositivos de entrada configurables con las necesidades del 
usuario y no necesitan gran cantidad de parámetros. Se puede ampliar 
información en la guía de desarrollo de Wonderware. 
 
Este objeto será usado siempre que haya una necesidad de controlar una 
Cabina de Media Tensión. Este objeto no contiene cálculos, constituye un 
encapsulado para albergar otros objetos con atributos definidos. 
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Información del objeto:  
 
? Descripción: Plantilla Maquina Cabina. 
? Nombre jerárquico: $Cabina. 
? Código base: ArchestrA.UserDefined.2. 
? Deriva de: $UserDefined. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución. 
 
Scripts:  
 
Init.On ? Tipo de acción: “OnScan” en escaneado. 
 
? Código:  
 
if not MyEngine.Redundancy.FailoverOccurred then 
 Me._Delay = Me._CNF_Maquina; 
 Me._FetchTime = Now(); 
 Me.ReadNow = True; 
'endif; 
 
Run.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: Me.ReadNow == True and Me._FetchTime + Me._Delay < 
Now() 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
IF me.NumeroMaquina.inputSource == "---" or 
me.NumeroOrden.inputSource  == "---" THEN 
 me.NumeroMaquina.inputSource = me._CNF_NODOPLC + "400500"; 
 me.NumeroOrden.inputSource= me._CNF_NODOPLC + "400501"; 
ENDIF; 
 
Me.ReadNow = false; 
me.setref = True; 
 
 
Set.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: me.Orden 
? Tipo de Trigger: “DataChange” Cambio de datos. 
? Periodo de Trigger: No procede. 
? Banda muerta: 0.0 habilitada para cambios en derivaciones. 
? Código: 
 
me.NumeroMaquina = me._CNF_Maquina; 
me.NumeroOrden = me.Orden; 
me.Orden = 0; 
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UDAs: 
 
_CNF_NODOPLC 
 
? Tipo de Dato:”String” Cadena de caracteres. 
? Categoría: Modificable por el usuario. 
? Valor: Momentum_PA2_PA2 
 
_Delay 
 
? Tipo de Dato:”ElapsedTime” Tiempo de retraso. 
? Categoría: Modificable por el usuario. 
? Valor: 00:00:00.0000000 abierto para derivación. 
 
_FetchTime 
 
? Tipo de Dato:”Time” Tiempo. 
? Categoría: Modificable por el usuario. 
? Valor: 5/12/2005 4:04:28:140PM 
 
ADR_BASE _CONTADORES 
 
? Tipo de Dato:”Integer” Entero. 
? Categoría: Modificable por el usuario. 
? Valor: 401100 
 
ADR_BASE_ESTATS 
 
? Tipo de Dato:”Integer” Entero. 
? Categoría: Modificable por el usuario. 
? Valor: 401000 
 
BIT_ALD 
 
? Tipo de Dato:”String” Cadena de caracteres. 
? Categoría: Modificable por el usuario. 
? Valor: :7 
 
BIT_ANO 
 
? Tipo de Dato:”String” Cadena de caracteres. 
? Categoría: Modificable por el usuario. 
? Valor: :16 
 
BIT_FCC 
 
? Tipo de Dato:”String” Cadena de caracteres. 
? Categoría: Modificable por el usuario. 
? Valor: :1 
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Descripcion 
Titulo 
 
? Tipo de Dato:”String” Cadena de caracteres. 
? Categoría: Modificable por el usuario. 
? Valor: Sin valor abierto para derivación. 
 
_CNF_Maquina 
NumeroMaquina 
NumeroOrden 
Orden 
 
? Tipo de Dato:”Integer” Entero. 
? Categoría: Modificable por el usuario. 
? Valor: 0 abierto para derivación. 
 
ReadNow 
SetRef 
 
? Tipo de Dato:”Boolean” Boleano. 
? Categoría: Modificable por el usuario. 
? Valor: True/False abierto para derivación. 
 
 
Extensiones: 
 
NumeroMaquina 
 
? I/O Fuente habilitada para derivación 
 
NumeroOrden 
 
? I/O Fuente habilitada para derivación 
 
Atributos: 
 
$Cabina.ALD 
 
Información atributo: 
 
? Descripción: Alarma de Disparo. 
? Nombre jerárquico: $Cabina.ALD. 
? Contenido en: $Cabina 
? Código base: ArchestrA.DiscreteDevice.3. 
? Deriva de: $ DiscreteDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
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General:  
 
? Entradas habilitadas. 
 
Estados:  
 
? Estado pasivo?Alarma Disparo. 
? Primer estado activo?Alarma Disparo. 
? Estado de Falta?Error. 
 
Entradas:  
 
? Número de entrada: 1 
? INPUT 1: ALD ? Abierto fuente destino para derivación. 
? Entrada para mapeado PV (Variable de proceso). 
? Alarma de Disparo: 0 ? Sin Alarma. 
? Alarma de Disparo: 1 ? Con Alarma. 
 
Alarmas: 
 
? Información del primer estado activo de la alarma: Prioridad 500/Atributo 
de mensaje de alarma: me.Descripcion 
  
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.ALD.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_ESTATS) + 
MyContainer._CNF_Maquina ,10) + mycontainer.BIT_ALD; 
me.SetRef = false; 
 
 
Set.Ex: Ver Comunes. 
UDAs: Ver Comunes. 
 
$Cabina.ANO 
 
Información atributo: 
 
? Descripción: Resumen de Alarmas. 
? Nombre jerárquico: $Cabina.ANO. 
? Contenido en: $Cabina 
? Código base: ArchestrA.DiscreteDevice.3. 
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? Deriva de: $ DiscreteDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Entradas habilitadas. 
 
Estados:  
 
? Estado pasivo?Anomalia.  
? Primer estado activo? Anomalia.  
? Estado de Falta?Error. 
 
Entradas:  
 
? Número de entrada: 1 
? INPUT 1: ANO ? Abierto fuente destino para derivación. 
? Entrada para mapeado PV (Variable de proceso). 
? Alarma de Disparo: 0 ? Sin Anomalia. 
? Alarma de Disparo: 1 ? Con Anomalia.  
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.ANO.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_ESTATS) + 
MyContainer._CNF_Maquina ,10) + mycontainer.BIT_ANO; 
me.SetRef = false; 
 
Set.Ex: Ver Comunes. 
UDAs: Ver Comunes. 
 
$Cabina.FCC 
 
Información atributo: 
 
? Descripción: Cabina cerrada. 
? Nombre jerárquico: $Cabina.FCC. 
? Contenido en: $Cabina 
? Código base: ArchestrA.DiscreteDevice.3. 
? Deriva de: $ DiscreteDevice. 
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? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Entradas habilitadas. 
 
Estados:  
 
? Estado pasivo? Cerrada.  
? Primer estado activo? Cerrada.  
? Estado de Falta?Error. 
 
Entradas:  
 
? Número de entrada: 1 
? INPUT 1: FCC ? Abierto fuente destino para derivación. 
? Entrada para mapeado PV (Variable de proceso). 
? Alarma de Disparo: 0 ? Abierta. 
? Alarma de Disparo: 1 ? Cerrada.  
 
 
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.FCC.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_ESTATS) + 
MyContainer._CNF_Maquina ,10) + mycontainer.BIT_FCC; 
me.SetRef = false; 
 
Set.Ex: Ver Comunes. 
UDAs: Ver Comunes. 
 
Comunes: 
 
Scripts:  
 
Set.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.Descripcion 
? Tipo de Trigger: “DataChange” Cambio de datos. 
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? Periodo de Trigger: No procede. 
? Banda muerta: 0.0 habilitada para cambios en derivaciones. 
? Código: 
 
me.Descripcion = me.shortDesc + " " + MyContainer.Descripcion; 
 
UDAs: 
 
Descripcion 
 
? Tipo de Dato:”String” Cadena de caracteres. 
? Categoría: Modificable por el usuario. 
? Valor: Sin valor abierto para derivación. 
 
SetRef 
 
? Tipo de Dato:”Boolean” Boleano. 
? Categoría: Modificable por el usuario. 
? Valor: True/False abierto para derivación. 
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4.1.2. $Clima_General 
 
 
 
Fig. 4.11 Esquema funcional de un climatizador y objeto desarrollado. 
 
$Clima_General 
Este es un objeto de la plantilla que puede ser utilizado en la instalación de una 
aplicación de IAS. Se puede usar para control de Climatización General en el 
tratamiento del aire. 
 
Este objeto se deriva del Servidor de la Aplicación $User Defined y heredando 
la configuración básica de éste. El $User Defined está diseñado como una 
plantilla para los dispositivos de entrada configurables con las necesidades del 
usuario y no necesitan gran cantidad de parámetros. Se puede ampliar 
información en la guía de desarrollo de Wonderware. 
 
Este objeto será usado siempre que haya una necesidad de controlar una UTA 
o Climatizador. Este objeto no contiene cálculos, constituye un encapsulado 
para albergar otros objetos con atributos definidos. Con los atributos 
albergados introducimos un Controlador  Proporcional P y  un Controlador 
Proporcional Integral PI en cascada.  
 
Los parámetros son configurables por el operador mediante la asignación de 
consignas y Set Point. 
 
Información del objeto:  
 
? Descripción: Plantilla Maquina CLIMA GENERAL. 
? Nombre jerárquico: $ Clima_General. 
? Código base: ArchestrA.UserDefined.2. 
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? Deriva de: $UserDefined. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución. 
 
Scripts:  
 
Init.On ? Tipo de acción: “OnScan” en escaneado. 
 
? Código:  
 
if not MyEngine.Redundancy.FailoverOccurred then 
 Me._Delay = Me._CNF_Maquina; 
 Me._FetchTime = Now(); 
 Me.ReadNow = True; 
'endif; 
 
Run.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: Me.ReadNow == True and Me._FetchTime + Me._Delay < 
Now() 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
IF me.NumeroMaquina.inputSource == "---" or 
me.NumeroOrden.inputSource  == "---" THEN 
 me.NumeroMaquina.inputSource = me._CNF_NODOPLC + "400500"; 
 me.NumeroOrden.inputSource= me._CNF_NODOPLC + "400501"; 
ENDIF; 
 
Me.ReadNow = false; 
me.setref = True; 
 
Set.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: me.Orden 
? Tipo de Trigger: “DataChange” Cambio de datos. 
? Periodo de Trigger: No procede. 
? Banda muerta: 0.0 habilitada para cambios en derivaciones. 
? Código: 
 
Dim FR as Time; 
 
me.NumeroMaquina = me._CNF_Maquina; 
me.NumeroOrden = me.Orden; 
 
IF me.Orden == 5THEN; 
      FR = Now(); 
      Me.FechaReset = FR.ToString (“dd/MM/yyyy HH:mm”); 
ENDIF; 
me.Orden = 0; 
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UDAs: 
 
_CNF_NODOPLC 
 
? Tipo de Dato:”String” Cadena de caracteres. 
? Categoría: Modificable por el usuario. 
? Valor: Momentum_PA2_PA2 
 
_Delay 
 
? Tipo de Dato:”ElapsedTime” Tiempo de retraso. 
? Categoría: Modificable por el usuario. 
? Valor: 00:00:00.0000000 abierto para derivación. 
 
_FetchTime 
 
? Tipo de Dato:”Time” Tiempo. 
? Categoría: Modificable por el usuario. 
? Valor: 5/12/2005 4:04:28:140PM 
 
ADR_BASE _ANALOGICA 
 
? Tipo de Dato:”Integer” Entero. 
? Categoría: Modificable por el usuario. 
? Valor: 400900 
 
ADR_BASE _BPH 
 
? Tipo de Dato:”Integer” Entero. 
? Categoría: Modificable por el usuario. 
? Valor: 401200 
 
ADR_BASE _BPC 
 
? Tipo de Dato:”Integer” Entero. 
? Categoría: Modificable por el usuario. 
? Valor: 402000 
 
ADR_BASE _CONTADORES 
 
? Tipo de Dato:”Integer” Entero. 
? Categoría: Modificable por el usuario. 
? Valor: 401100 
 
ADR_BASE_ESTATS 
 
? Tipo de Dato:”Integer” Entero. 
? Categoría: Modificable por el usuario. 
? Valor: 401000 
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BIT_ANO 
 
? Tipo de Dato:”String” Cadena de caracteres. 
? Categoría: Modificable por el usuario. 
? Valor: :16 
 
BIT_APC 
 
? Tipo de Dato:”String” Cadena de caracteres. 
? Categoría: Modificable por el usuario. 
? Valor: :10 
 
BIT_APF 
 
? Tipo de Dato:”String” Cadena de caracteres. 
? Categoría: Modificable por el usuario. 
? Valor: :8 
 
BIT_AUTPID 
 
? Tipo de Dato:”String” Cadena de caracteres. 
? Categoría: Modificable por el usuario. 
? Valor: :2 
 
BIT_CNF 
 
? Tipo de Dato:”String” Cadena de caracteres. 
? Categoría: Modificable por el usuario. 
? Valor: :1 
 
BIT_COM 
 
? Tipo de Dato:”String” Cadena de caracteres. 
? Categoría: Modificable por el usuario. 
? Valor: :5 
 
BIT_HOR 
 
? Tipo de Dato:”String” Cadena de caracteres. 
? Categoría: Modificable por el usuario. 
? Valor: :4 
 
BIT_PEM 
 
? Tipo de Dato:”String” Cadena de caracteres. 
? Categoría: Modificable por el usuario. 
? Valor: :7 
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BIT_REM 
 
? Tipo de Dato:”String” Cadena de caracteres. 
? Categoría: Modificable por el usuario. 
? Valor: :3 
 
Descripcion 
FechaReset 
Titulo 
 
? Tipo de Dato:”String” Cadena de caracteres. 
? Categoría: Modificable por el usuario. 
? Valor: Sin valor abierto para derivación. 
 
_CNF_Maquina 
Inicio_BPC 
Inicio_BPH 
NumeroMaquina 
NumeroOrden 
Orden 
 
? Tipo de Dato:”Integer” Entero. 
? Categoría: Modificable por el usuario. 
? Valor: 0 abierto para derivación. 
 
ReadNow 
SetRef 
 
? Tipo de Dato:”Boolean” Boleano. 
? Categoría: Modificable por el usuario. 
? Valor: True/False abierto para derivación. 
 
Extensiones: 
 
NumeroMaquina 
 
? I/O Fuente habilitada para derivación 
 
NumeroOrden 
 
? I/O Fuente habilitada para derivación 
 
Atributos: 
 
$Clima_General.ANO 
 
Información atributo: 
 
? Descripción: Resumen de alarmas. 
? Nombre jerárquico: $Clima_General.ANO. 
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? Contenido en: $Clima_General 
? Código base: ArchestrA.DiscreteDevice.3. 
? Deriva de: $ DiscreteDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Entradas habilitadas. 
 
Estados:  
 
? Estado pasivo?Anomalia.  
? Primer estado activo? Anomalia.  
? Estado de Falta?Error. 
 
Entradas:  
 
? Número de entrada: 1 
? INPUT 1: ANO ? Abierto fuente destino para derivación. 
? Entrada para mapeado PV (Variable de proceso). 
? Alarma de Disparo: 0 ? Sin Anomalia. 
? Alarma de Disparo: 1 ? Con Anomalia.  
 
Alarmas: 
 
? Información del primer estado activo de la alarma: Prioridad 500/Atributo 
de mensaje de alarma: me.Descripcion 
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.ANO.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_ESTATS) + 
MyContainer._CNF_Maquina ,10) + mycontainer.BIT_ANO; 
me.SetRef = false; 
 
Set.Ex: Ver Comunes. 
UDAs: Ver Comunes. 
 
$Clima_General.APC 
 
GALAXIA SCI-OBJETOS                                                                                      81 
Información atributo: 
 
? Descripción: Alarma presostato correa. 
? Nombre jerárquico: $Clima_General.APC. 
? Contenido en: $Clima_General 
? Código base: ArchestrA.DiscreteDevice.3. 
? Deriva de: $ DiscreteDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Entradas habilitadas. 
 
Estados:  
 
? Estado pasivo?Presostato Correa. 
? Primer estado activo? Presostato Correa. 
? Estado de Falta?Error. 
 
Entradas:  
 
? Número de entrada: 1 
? INPUT 1: APC ? Abierto fuente destino para derivación. 
? Entrada para mapeado PV (Variable de proceso). 
? Alarma de Disparo: 0 ? Sin Anomalia Presostato Correa. 
? Alarma de Disparo: 1 ? Con Anomalia Presostato Correa. 
 
Alarmas: 
 
? Información del primer estado activo de la alarma: Prioridad 500/Atributo 
de mensaje de alarma: me.Descripcion 
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.APC.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_ESTATS) + 
MyContainer._CNF_Maquina ,10) + mycontainer.BIT_APC; 
me.SetRef = false; 
 
Set.Ex: Ver Comunes. 
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UDAs: Ver Comunes. 
 
$Clima_General.APF 
 
Información atributo: 
 
? Descripción: Alarma filtro sucio. 
? Nombre jerárquico: $Clima_General.APF. 
? Contenido en: $Clima_General 
? Código base: ArchestrA.DiscreteDevice.3. 
? Deriva de: $ DiscreteDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Entradas habilitadas. 
 
Estados:  
 
? Estado pasivo?Filtro Sucio. 
? Primer estado activo? Filtro Sucio. 
? Estado de Falta?Error. 
 
Entradas:  
 
? Número de entrada: 1 
? INPUT 1: APF ? Abierto fuente destino para derivación. 
? Entrada para mapeado PV (Variable de proceso). 
? Alarma de Disparo: 0 ? Sin Anomalia Filtro Sucio. 
? Alarma de Disparo: 1 ? Con Anomalia Filtro Sucio.  
 
Alarmas: 
 
? Información del primer estado activo de la alarma: Prioridad 500/Atributo 
de mensaje de alarma: me.Descripcion 
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
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me.APF.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_ESTATS) + 
MyContainer._CNF_Maquina ,10) + mycontainer.BIT_APF; 
me.SetRef = false; 
 
 
Set.Ex: Ver Comunes. 
UDAs: Ver Comunes. 
 
$Clima_General.AUTPID 
 
Información atributo: 
 
? Descripción: PID Automático. 
? Nombre jerárquico: $Clima_General.AUTOPID. 
? Contenido en: $Clima_General 
? Código base: ArchestrA.DiscreteDevice.3. 
? Deriva de: $ DiscreteDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Entradas habilitadas. 
 
Estados:  
 
? Estado pasivo?PID Automático. 
? Primer estado activo? PID Automático. 
? Estado de Falta?Error. 
 
Entradas:  
 
? Número de entrada: 1 
? INPUT 1: AUTOPID? Abierto fuente destino para derivación. 
? Entrada para mapeado PV (Variable de proceso). 
? Alarma de Disparo: 0 ? Sin PID Automático. 
? Alarma de Disparo: 1 ? Con PID Automático.  
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
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me.APF.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_ESTATS) + 
MyContainer._CNF_Maquina ,10) + mycontainer.BIT_AUTOPID; 
me.SetRef = false; 
 
Set.Ex: Ver Comunes. 
UDAs: Ver Comunes. 
 
$Clima_General.BloqueParametros 
 
Información atributo: 
 
? Descripción: Bloque parámetros clima. 
? Nombre jerárquico: $Clima_General.BloqueParametros. 
? Contenido en: $Clima_General 
? Código base: ArchestrA.UserDefined.2. 
? Deriva de: $ UserDefined. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
Scripts:  
 
Dirección.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.ATIM = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_BPC) + 
((MyContainer.Inicio_BPC - 1) * 25) + 0 ,10) + " S"; 
me.ATRE = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_BPC) + 
((MyContainer.Inicio_BPC - 1) * 25) + 1 ,10) + " S"; 
me.AHRE = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_BPC) + 
((MyContainer.Inicio_BPC - 1) * 25) + 2 ,10) + " S"; 
me.AERE = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_BPC) + 
((MyContainer.Inicio_BPC - 1) * 25) + 3 ,10) + " S"; 
me.ATEX = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_BPC) + 
((MyContainer.Inicio_BPC - 1) * 25) + 4 ,10) + " S"; 
me.AHEX = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_BPC) + 
((MyContainer.Inicio_BPC - 1) * 25) + 5 ,10) + " S"; 
me.AEEX = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_BPC) + 
((MyContainer.Inicio_BPC - 1) * 25) + 6 ,10) + " S"; 
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me.ASPC = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_BPC) + 
((MyContainer.Inicio_BPC - 1)  * 25) + 8 ,10) + " S"; 
me.ASP2 = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_BPC) + 
((MyContainer.Inicio_BPC - 1) * 25) + 9 ,10) + " S"; 
me.AOUT = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_BPC) + 
((MyContainer.Inicio_BPC - 1) * 25) + 10 ,10) + " S"; 
me.ASPT = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_BPC) + 
((MyContainer.Inicio_BPC - 1) * 25) + 13 ,10) + " S"; 
me.ASPH = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_BPC) + 
((MyContainer.Inicio_BPC - 1) * 25) + 14 ,10) + " S"; 
me.ASPA = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_BPC) + 
((MyContainer.Inicio_BPC - 1) * 25) + 15 ,10) + " S"; 
me.AGAIN1F = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_BPC) + 
((MyContainer.Inicio_BPC - 1) * 25) + 16 ,10) + " S"; 
me.AOFFSETF = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_BPC) + 
((MyContainer.Inicio_BPC - 1) * 25) + 17 ,10) + " S"; 
me.AGAIN2F = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_BPC) + 
((MyContainer.Inicio_BPC - 1) * 25) + 18 ,10) + " S"; 
me.ATIF = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_BPC) + 
((MyContainer.Inicio_BPC - 1) * 25) + 19 ,10) + " S"; 
me.AGAIN1C = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_BPC) + 
((MyContainer.Inicio_BPC - 1) * 25) + 20 ,10) + " S"; 
me.AOFFSETC = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_BPC) + 
((MyContainer.Inicio_BPC - 1) * 25) + 21 ,10) + " S"; 
me.AGAIN2C = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_BPC) + 
((MyContainer.Inicio_BPC - 1) * 25) + 22 ,10) + " S"; 
me.ATIC = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_BPC) + 
((MyContainer.Inicio_BPC - 1) * 25) + 23 ,10) + " S"; 
me.AYMAN = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_BPC) + 
((MyContainer.Inicio_BPC - 1) * 25) + 24 ,10) + " S"; 
 
me.Descripcion = MyContainer.Descripcion; 
 
 
UDAs: 
 
AEEX 
AERE 
AGAIN1C 
AGAIN1F 
AGAIN2C 
AGAIN2F 
AHEX 
AHRE 
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AOFFSETC 
AOFFSETF 
AOUT 
ASP2 
ASPA 
ASPC 
ASPH 
ASPT 
ATEX 
ATIC 
ATIF 
ATIM 
ATRE 
AYMAN 
Descripcion 
 
? Tipo de Dato:”String” Cadena de caracteres. 
? Categoría: Modificable por el usuario. 
? Valor: Sin valor abierto para derivación. 
 
SetRef  
SetRef_BPC 
 
? Tipo de Dato:”Boolean” Boleano. 
? Categoría: Modificable por el usuario. 
? Valor: True/False abierto para derivación. 
 
$Clima_General.BloqueParametros.EEX 
 
Información atributo: 
 
? Descripción: Entalpía exterior. 
? Nombre jerárquico: $ Clima_General.BloqueParametros.EEX. 
? Contenido en: $Clima_General.BloqueParametros. 
? Código base: ArchestrA.AnalogDevice.3. 
? Deriva de: $ AnalogDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Tipo: Analog. 
? Unidad de Ingeniería EU: kJ/kg. 
? Banda muerta PV: 0.0. 
? Escalado de Entradas habilitado. 
? Valor de entrada: min.(-10000,0),máx.(10000,0). 
? Valor EU: min.(-10000,0),máx.(10000,0). 
? Rango valor EU: min.(-1006,0),máx.(1006,0). 
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? Modo de conversión: Lineal. 
 
I/O: Ver Comunes. 
Histórico: Ver Comunes. 
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef_BPC==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.PV.Input.InputSource = MyContainer.AEEX; 
 
Set.Ex: Ver Comunes. 
UDAs: Ver Comunes. 
 
$Clima_General.BloqueParametros.ERE 
 
Información atributo: 
 
? Descripción: Entalpía de retorno. 
? Nombre jerárquico: $ Clima_General.BloqueParametros.ERE. 
? Contenido en: $Clima_General.BloqueParametros. 
? Código base: ArchestrA.AnalogDevice.3. 
? Deriva de: $ AnalogDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Tipo: Analog. 
? Unidad de Ingeniería EU: kJ/kg. 
? Banda muerta PV: 0.0. 
? Escalado de Entradas habilitado. 
? Valor de entrada: min.(-10000,0),máx.(10000,0). 
? Valor EU: min.(-10000,0),máx.(10000,0). 
? Rango valor EU: min.(-1006,0),máx.(1006,0). 
? Modo de conversión: Lineal. 
 
I/O: Ver Comunes. 
Histórico: Ver Comunes. 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
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? Expresión: MyContainer.SetRef_BPC==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.PV.Input.InputSource = MyContainer.AERE; 
 
Set.Ex: Ver Comunes. 
UDAs: Ver Comunes. 
 
$Clima_General.BloqueParametros.GAIN1C 
 
Información atributo: 
 
? Descripción: Ganancia 1 control calor. 
? Nombre jerárquico: $ Clima_General.BloqueParametros.GAIN1C. 
? Contenido en: $Clima_General.BloqueParametros. 
? Código base: ArchestrA.AnalogDevice.3. 
? Deriva de: $ AnalogDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Tipo: Analog. 
? Unidad de Ingeniería EU: adimensional. 
? Banda muerta PV: 0.0. 
? Escalado de Entradas habilitado. 
? Valor de entrada: min.(-10000,0),máx.(10000,0). 
? Valor EU: min.(-10000,0),máx.(10000,0). 
? Rango valor EU: min.(-1006,0),máx.(1006,0). 
? Modo de conversión: Lineal. 
 
I/O: Ver Comunes. 
 
Histórico: Ver Comunes. 
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef_BPC==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.PV.Input.InputSource = MyContainer.AGAIN1C; 
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me.PV.OutPut.OutPutDest = MyContainer.AGAIN1C; 
me.SetRef = false; 
 
Set.Ex: Ver Comunes. 
UDAs: Ver Comunes. 
 
 
$Clima_General.BloqueParametros.GAIN1F 
 
Información atributo: 
 
? Descripción: Ganancia 1 control frío. 
? Nombre jerárquico: $ Clima_General.BloqueParametros.GAIN1F. 
? Contenido en: $Clima_General.BloqueParametros. 
? Código base: ArchestrA.AnalogDevice.3. 
? Deriva de: $ AnalogDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Tipo: Analog. 
? Unidad de Ingeniería EU: adimensional. 
? Banda muerta PV: 0.0. 
? Escalado de Entradas habilitado. 
? Valor de entrada: min.(-10000,0),máx.(10000,0). 
? Valor EU: min.(-10000,0),máx.(10000,0). 
? Rango valor EU: min.(-1006,0),máx.(1006,0). 
? Modo de conversión: Lineal. 
 
I/O: Ver Comunes. 
Histórico: Ver Comunes. 
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef_BPC==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.PV.Input.InputSource = MyContainer.AGAIN1F; 
me.PV.OutPut.OutPutDest = MyContainer.AGAIN1F; 
me.SetRef = false; 
 
Set.Ex: Ver Comunes. 
UDAs: Ver Comunes. 
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$Clima_General.BloqueParametros.GAIN2C 
 
Información atributo: 
 
? Descripción: Ganancia 2 control calor. 
? Nombre jerárquico: $ Clima_General.BloqueParametros.GAIN2C. 
? Contenido en: $Clima_General.BloqueParametros. 
? Código base: ArchestrA.AnalogDevice.3. 
? Deriva de: $ AnalogDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Tipo: Analog. 
? Unidad de Ingeniería EU: adimensional. 
? Banda muerta PV: 0.0. 
? Escalado de Entradas habilitado. 
? Valor de entrada: min.(-10000,0),máx.(10000,0). 
? Valor EU: min.(-10000,0),máx.(10000,0). 
? Rango valor EU: min.(-1006,0),máx.(1006,0). 
? Modo de conversión: Lineal. 
 
I/O: Ver Comunes. 
Histórico: Ver Comunes. 
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef_BPC==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.PV.Input.InputSource = MyContainer.AGAIN2C; 
me.PV.OutPut.OutPutDest = MyContainer.AGAIN2C; 
me.SetRef = false; 
 
Set.Ex: Ver Comunes. 
UDAs: Ver Comunes. 
 
$Clima_General.BloqueParametros.GAIN2F 
 
Información atributo: 
 
? Descripción: Ganancia 2 control frío. 
? Nombre jerárquico: $ Clima_General.BloqueParametros.GAIN2F. 
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? Contenido en: $Clima_General.BloqueParametros. 
? Código base: ArchestrA.AnalogDevice.3. 
? Deriva de: $ AnalogDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Tipo: Analog. 
? Unidad de Ingeniería EU: adimensional. 
? Banda muerta PV: 0.0. 
? Escalado de Entradas habilitado. 
? Valor de entrada: min.(-10000,0),máx.(10000,0). 
? Valor EU: min.(-10000,0),máx.(10000,0). 
? Rango valor EU: min.(-1006,0),máx.(1006,0). 
? Modo de conversión: Lineal. 
 
I/O: Ver Comunes. 
Histórico: Ver Comunes. 
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef_BPC==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.PV.Input.InputSource = MyContainer.AGAIN2F; 
me.PV.OutPut.OutPutDest = MyContainer.AGAIN2F; 
me.SetRef = false; 
  
 
Set.Ex: Ver Comunes. 
UDAs: Ver Comunes. 
 
$Clima_General.BloqueParametros.HEX 
 
Información atributo: 
 
? Descripción: Humedad exterior. 
? Nombre jerárquico: $ Clima_General.BloqueParametros.HEX. 
? Contenido en: $Clima_General.BloqueParametros. 
? Código base: ArchestrA.AnalogDevice.3. 
? Deriva de: $ AnalogDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
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? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Tipo: Analog. 
? Unidad de Ingeniería EU: %. 
? Banda muerta PV: 0.0. 
? Escalado de Entradas habilitado. 
? Valor de entrada: min.(-10000,0),máx.(10000,0). 
? Valor EU: min.(-10000,0),máx.(10000,0). 
? Rango valor EU: min.(-1006,0),máx.(1006,0). 
? Modo de conversión: Lineal. 
 
I/O: Ver Comunes. 
Histórico: Ver Comunes. 
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef_BPC==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.PV.Input.InputSource = MyContainer.AHEX; 
me.SetRef = false; 
 
Set.Ex: Ver Comunes. 
UDAs: Ver Comunes. 
 
$Clima_General.BloqueParametros.HRE 
 
Información atributo: 
 
? Descripción: Humedad de retorno. 
? Nombre jerárquico: $ Clima_General.BloqueParametros.HRE. 
? Contenido en: $Clima_General.BloqueParametros. 
? Código base: ArchestrA.AnalogDevice.3. 
? Deriva de: $ AnalogDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Tipo: Analog. 
? Unidad de Ingeniería EU: %. 
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? Banda muerta PV: 0.0. 
? Escalado de Entradas habilitado. 
? Valor de entrada: min.(-10000,0),máx.(10000,0). 
? Valor EU: min.(-10000,0),máx.(10000,0). 
? Rango valor EU: min.(-1006,0),máx.(1006,0). 
? Modo de conversión: Lineal. 
 
I/O: Ver Comunes. 
Histórico: Ver Comunes. 
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef_BPC==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.PV.Input.InputSource = MyContainer.AHRE; 
me.SetRef = false;  
 
Set.Ex: Ver Comunes. 
UDAs: Ver Comunes. 
 
$Clima_General.BloqueParametros.OFFSETC 
 
Información atributo: 
 
? Descripción: Offset control calor. 
? Nombre jerárquico: $ Clima_General.BloqueParametros.OFFSETC. 
? Contenido en: $Clima_General.BloqueParametros. 
? Código base: ArchestrA.AnalogDevice.3. 
? Deriva de: $ AnalogDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Tipo: Analog. 
? Unidad de Ingeniería EU: ºC. 
? Banda muerta PV: 0.0. 
? Escalado de Entradas habilitado. 
? Valor de entrada: min.(-10000,0),máx.(10000,0). 
? Valor EU: min.(-10000,0),máx.(10000,0). 
? Rango valor EU: min.(-1006,0),máx.(1006,0). 
? Modo de conversión: Lineal. 
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I/O: Ver Comunes. 
Histórico: Ver Comunes. 
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef_BPC==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.PV.Input.InputSource = MyContainer.AOFFSETC; 
me.PV.OutPut.OutPutDest = MyContainer.AOFFSETC; 
me.SetRef = false; 
 
Set.Ex: Ver Comunes. 
UDAs: Ver Comunes. 
 
$Clima_General.BloqueParametros.OFFSETF 
 
Información atributo: 
 
? Descripción: Offset control frío. 
? Nombre jerárquico: $ Clima_General.BloqueParametros.OFFSETF. 
? Contenido en: $Clima_General.BloqueParametros. 
? Código base: ArchestrA.AnalogDevice.3. 
? Deriva de: $ AnalogDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Tipo: Analog. 
? Unidad de Ingeniería EU: ºC. 
? Banda muerta PV: 0.0. 
? Escalado de Entradas habilitado. 
? Valor de entrada: min.(-10000,0),máx.(10000,0). 
? Valor EU: min.(-10000,0),máx.(10000,0). 
? Rango valor EU: min.(-1006,0),máx.(1006,0). 
? Modo de conversión: Lineal. 
 
I/O: Ver Comunes. 
Histórico: Ver Comunes. 
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
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? Expresión: MyContainer.SetRef_BPC==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.PV.Input.InputSource = MyContainer.AOFFSETF; 
me.PV.OutPut.OutPutDest = MyContainer.AOFFSETF; 
me.SetRef = false; 
 
Set.Ex: Ver Comunes. 
UDAs: Ver Comunes. 
 
$Clima_General.BloqueParametros.OUT 
 
Información atributo: 
 
? Descripción: Salida PID. 
? Nombre jerárquico: $ Clima_General.BloqueParametros.OUT. 
? Contenido en: $Clima_General.BloqueParametros. 
? Código base: ArchestrA.AnalogDevice.3. 
? Deriva de: $ AnalogDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Tipo: Analog. 
? Unidad de Ingeniería EU: %. 
? Banda muerta PV: 0.0. 
 
I/O: Ver Comunes. 
Histórico: Ver Comunes. 
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef_BPC==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.PV.Input.InputSource = MyContainer.AOUT; 
me.PV.OutPut.OutPutDest = MyContainer.AOUT; 
me.SetRef = false; 
 
Set.Ex: Ver Comunes. 
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UDAs: Ver Comunes. 
 
$Clima_General.BloqueParametros.SP2 
 
Información atributo: 
 
? Descripción: Set point 2 temperatura impulsión. 
? Nombre jerárquico: $ Clima_General.BloqueParametros.SP2. 
? Contenido en: $Clima_General.BloqueParametros. 
? Código base: ArchestrA.AnalogDevice.3. 
? Deriva de: $ AnalogDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Tipo: Analog. 
? Unidad de Ingeniería EU: ºC. 
? Banda muerta PV: 0.0. 
? Escalado de Entradas habilitado. 
? Valor de entrada: min.(-10000,0),máx.(10000,0). 
? Valor EU: min.(-10000,0),máx.(10000,0). 
? Rango valor EU: min.(-1006,0),máx.(1006,0). 
? Modo de conversión: Lineal. 
 
I/O: Ver Comunes. 
Histórico: Ver Comunes 
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef_BPC==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
 
me.PV.Input.InputSource = MyContainer.ASP2; 
me.PV.Output.OutputDest = MyContainer.ASP2; 
me.SetRef = false; 
 
Set.Ex: Ver Comunes. 
UDAs: Ver Comunes. 
 
$Clima_General.BloqueParametros.SPA 
 
Información atributo: 
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? Descripción: Set point abertura mínima. 
? Nombre jerárquico: $ Clima_General.BloqueParametros.SPA. 
? Contenido en: $Clima_General.BloqueParametros. 
? Código base: ArchestrA.AnalogDevice.3. 
? Deriva de: $ AnalogDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Tipo: Analog. 
? Unidad de Ingeniería EU: %. 
? Banda muerta PV: 0.0. 
 
I/O: Ver Comunes. 
Histórico: Ver Comunes. 
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef_BPC==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.PV.Input.InputSource = MyContainer.ASPA; 
me.PV.Output.OutputDest = MyContainer.ASPA; 
me.SetRef = false; 
 
Set.Ex: Ver Comunes. 
UDAs: Ver Comunes. 
 
$Clima_General.BloqueParametros.SPC 
 
Información atributo: 
 
? Descripción: Set point 1 apertura mínima compensada. 
? Nombre jerárquico: $ Clima_General.BloqueParametros.SPC. 
? Contenido en: $Clima_General.BloqueParametros. 
? Código base: ArchestrA.AnalogDevice.3. 
? Deriva de: $ AnalogDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
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General:  
 
? Tipo: Analog. 
? Unidad de Ingeniería EU: ºC. 
? Banda muerta PV: 0.0. 
? Escalado de Entradas habilitado. 
? Valor de entrada: min.(-10000,0),máx.(10000,0). 
? Valor EU: min.(-10000,0),máx.(10000,0). 
? Rango valor EU: min.(-1006,0),máx.(1006,0). 
? Modo de conversión: Lineal. 
 
I/O: Ver Comunes. 
Histórico: Ver Comunes. 
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef_BPC==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.PV.Input.InputSource = MyContainer.ASPC; 
me.PV.Output.OutputDest = MyContainer.ASPC; 
me.SetRef = false; 
  
Set.Ex: Ver Comunes. 
UDAs: Ver Comunes. 
 
$Clima_General.BloqueParametros.SPH 
 
Información atributo: 
 
? Descripción: Set point humedad retorno. 
? Nombre jerárquico: $ Clima_General.BloqueParametros.SPH. 
? Contenido en: $Clima_General.BloqueParametros. 
? Código base: ArchestrA.AnalogDevice.3. 
? Deriva de: $ AnalogDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Tipo: Analog. 
? Unidad de Ingeniería EU: %. 
? Banda muerta PV: 0.0. 
? Escalado de Entradas habilitado. 
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? Valor de entrada: min.(-10000,0),máx.(10000,0). 
? Valor EU: min.(-10000,0),máx.(10000,0). 
? Rango valor EU: min.(-1006,0),máx.(1006,0). 
? Modo de conversión: Lineal. 
 
I/O: Ver Comunes. 
Histórico: Ver Comunes. 
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef_BPC==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.PV.Input.InputSource = MyContainer.ASPH; 
me.PV.Output.OutputDest = MyContainer.ASPH; 
me.SetRef = false; 
 
Set.Ex: Ver Comunes. 
UDAs: Ver Comunes. 
 
$Clima_General.BloqueParametros.SPT 
 
Información atributo: 
 
? Descripción: Set point temperatura de  retorno. 
? Nombre jerárquico: $ Clima_General.BloqueParametros.SPT. 
? Contenido en: $Clima_General.BloqueParametros. 
? Código base: ArchestrA.AnalogDevice.3. 
? Deriva de: $ AnalogDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Tipo: Analog. 
? Unidad de Ingeniería EU: ºC. 
? Banda muerta PV: 0.0. 
? Escalado de Entradas habilitado. 
? Valor de entrada: min.(-10000,0),máx.(10000,0). 
? Valor EU: min.(-10000,0),máx.(10000,0). 
? Rango valor EU: min.(-1006,0),máx.(1006,0). 
? Modo de conversión: Lineal. 
 
I/O: Ver Comunes. 
100                                                    Aeropuerto. Control y monitorización del sistema energético de campo de vuelo.  
  
Histórico: Ver Comunes. 
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef_BPC==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.PV.Input.InputSource = MyContainer.ASPT; 
me.PV.Output.OutputDest = MyContainer.ASPT; 
me.SetRef = false; 
 
Set.Ex: Ver Comunes. 
UDAs: Ver Comunes. 
 
$Clima_General.BloqueParametros.TEX 
 
Información atributo: 
 
? Descripción: Temperatura exterior. 
? Nombre jerárquico: $ Clima_General.BloqueParametros.TEX. 
? Contenido en: $Clima_General.BloqueParametros. 
? Código base: ArchestrA.AnalogDevice.3. 
? Deriva de: $ AnalogDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Tipo: Analog. 
? Unidad de Ingeniería EU: ºC. 
? Banda muerta PV: 0.0. 
? Escalado de Entradas habilitado. 
? Valor de entrada: min.(-10000,0),máx.(10000,0). 
? Valor EU: min.(-10000,0),máx.(10000,0). 
? Rango valor EU: min.(-1006,0),máx.(1006,0). 
? Modo de conversión: Lineal. 
 
I I/O: Ver Comunes. 
Histórico: Ver Comunes. 
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
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? Expresión: MyContainer.SetRef_BPC==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.PV.Input.InputSource = MyContainer.ATEX; 
me.SetRef = false; 
 
Set.Ex: Ver Comunes. 
UDAs: Ver Comunes. 
 
$Clima_General.BloqueParametros.TIC 
 
Información atributo: 
 
? Descripción: Tiempo integral control calor. 
? Nombre jerárquico: $ Clima_General.BloqueParametros.TIC. 
? Contenido en: $Clima_General.BloqueParametros. 
? Código base: ArchestrA.AnalogDevice.3. 
? Deriva de: $ AnalogDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Tipo: Analog. 
? Unidad de Ingeniería EU: s. 
? Banda muerta PV: 0.0. 
 
I/O: Ver Comunes. 
Histórico: Ver Comunes. 
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef_BPC==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.PV.Input.InputSource = MyContainer.ATIC; 
me.PV.OutPut.OutPutDest = MyContainer.ATIC; 
me.SetRef = false; 
 
Set.Ex: Ver Comunes. 
UDAs: Ver Comunes. 
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$Clima_General.BloqueParametros.TIF 
 
Información atributo: 
 
? Descripción: Tiempo integral control frio. 
? Nombre jerárquico: $ Clima_General.BloqueParametros.TIF. 
? Contenido en: $Clima_General.BloqueParametros. 
? Código base: ArchestrA.AnalogDevice.3. 
? Deriva de: $ AnalogDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Tipo: Analog. 
? Unidad de Ingeniería EU: s. 
? Banda muerta PV: 0.0. 
 
I/O: Ver Comunes. 
Histórico: Ver Comunes. 
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef_BPC==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.PV.Input.InputSource = MyContainer.ATIF; 
me.PV.OutPut.OutPutDest = MyContainer.ATIF; 
me.SetRef = false; 
 
Set.Ex: Ver Comunes. 
UDAs: Ver Comunes. 
 
$Clima_General.BloqueParametros.TIM 
 
Información atributo: 
 
? Descripción: Temperatura impulsión. 
? Nombre jerárquico: $ Clima_General.BloqueParametros.TIM. 
? Contenido en: $Clima_General.BloqueParametros. 
? Código base: ArchestrA.AnalogDevice.3. 
? Deriva de: $ AnalogDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
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? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Tipo: Analog. 
? Unidad de Ingeniería EU: ºC. 
? Banda muerta PV: 0.0. 
? Escalado de Entradas habilitado. 
? Valor de entrada: min.(-10000,0),máx.(10000,0). 
? Valor EU: min.(-10000,0),máx.(10000,0). 
? Rango valor EU: min.(-1006,0),máx.(1006,0). 
? Modo de conversión: Lineal. 
 
I/O: Ver Comunes. 
Histórico: Ver Comunes. 
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef_BPC==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.PV.Input.InputSource = MyContainer.ATIM; 
me.SetRef = false; 
 
 
Set.Ex: Ver Comunes. 
UDAs: Ver Comunes. 
 
$Clima_General.BloqueParametros.TRE 
 
Información atributo: 
 
? Descripción: Temperatura retorno. 
? Nombre jerárquico: $ Clima_General.BloqueParametros.TRE. 
? Contenido en: $Clima_General.BloqueParametros. 
? Código base: ArchestrA.AnalogDevice.3. 
? Deriva de: $ AnalogDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Tipo: Analog. 
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? Unidad de Ingeniería EU: ºC. 
? Banda muerta PV: 0.0. 
? Escalado de Entradas habilitado. 
? Valor de entrada: min.(-10000,0),máx.(10000,0). 
? Valor EU: min.(-10000,0),máx.(10000,0). 
? Rango valor EU: min.(-1006,0),máx.(1006,0). 
? Modo de conversión: Lineal. 
 
I/O: Ver Comunes. 
Histórico: Ver Comunes. 
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef_BPC==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.PV.Input.InputSource = MyContainer.ATRE; 
me.SetRef = false; 
 
Set.Ex: Ver Comunes. 
UDAs: Ver Comunes. 
 
$Clima_General.BloqueParametros.YMAN 
 
Información atributo: 
 
? Descripción:  Salida manual del PID. 
? Nombre jerárquico: $ Clima_General.BloqueParametros.YMAN. 
? Contenido en: $Clima_General.BloqueParametros. 
? Código base: ArchestrA.AnalogDevice.3. 
? Deriva de: $ AnalogDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Tipo: Analog. 
? Unidad de Ingeniería EU:  %. 
? Banda muerta PV: 0.0. 
 
I/O: Ver Comunes. 
Histórico: Ver Comunes. 
 
Scripts:  
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IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef_BPC==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.PV.Input.InputSource = MyContainer.AYMAN; 
me.PV.Output.OutputDest = MyContainer.AYMAN; 
me.SetRef = false; 
 
Set.Ex: Ver Comunes. 
UDAs: Ver Comunes. 
 
$Clima_General.CNF 
 
Información atributo: 
 
? Descripción: Confirmación conectado. 
? Nombre jerárquico: $Clima_General.CNF. 
? Contenido en: $Clima_General 
? Código base: ArchestrA.DiscreteDevice.3. 
? Deriva de: $ DiscreteDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Entradas habilitadas. 
 
Estados:  
 
? Estado pasivo? Confirmación conectado. 
? Primer estado activo? Confirmación conectado. 
? Estado de Falta?Error. 
 
Entradas:  
 
? Número de entrada: 1 
? INPUT 1: CNF ? Abierto fuente destino para derivación. 
? Entrada para mapeado PV (Variable de proceso). 
? Alarma de Disparo: 0 ? Sin Confirmación conectado. 
? Alarma de Disparo: 1 ? Con Confirmación conectado.  
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
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? Expresión: MyContainer.SetRef==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.CNF.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_ESTATS) + 
MyContainer._CNF_Maquina ,10) + mycontainer.BIT_CNF; 
me.SetRef = false;  
 
Set.Ex: Ver Comunes. 
UDAs: Ver Comunes. 
 
$Clima_General.COM 
 
Información atributo: 
 
? Descripción: Compensación PID. 
? Nombre jerárquico: $Clima_General.COM. 
? Contenido en: $Clima_General 
? Código base: ArchestrA.DiscreteDevice.3. 
? Deriva de: $ DiscreteDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Entradas habilitadas. 
 
Estados:  
 
? Estado pasivo? Compensación. 
? Primer estado activo? Compensación. 
? Estado de Falta?Error. 
 
Entradas:  
 
? Número de entrada: 1 
? INPUT 1: COM ? Abierto fuente destino para derivación. 
? Entrada para mapeado PV (Variable de proceso). 
? Alarma de Disparo: 0 ? Sin Compensación. 
? Alarma de Disparo: 1 ? Con Compensación.  
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef==True AND me.SetRef==True 
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? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.COM.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_ESTATS) + 
MyContainer._CNF_Maquina ,10) + mycontainer.BIT_COM; 
me.SetRef = false; 
 
Set.Ex: Ver Comunes. 
UDAs: Ver Comunes. 
 
$Clima_General.HOR 
 
Información atributo: 
 
? Descripción: Horario/manual. 
? Nombre jerárquico: $Clima_General.HOR. 
? Contenido en: $Clima_General 
? Código base: ArchestrA.DiscreteDevice.3. 
? Deriva de: $ DiscreteDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Entradas habilitadas. 
 
Estados:  
 
? Estado pasivo? Horario. 
? Primer estado activo? Horario. 
? Estado de Falta?Error. 
 
Entradas:  
 
? Número de entrada: 1 
? INPUT 1: HOR ? Abierto fuente destino para derivación. 
? Entrada para mapeado PV (Variable de proceso). 
? Alarma de Disparo: 0 ? Sin Horario. 
? Alarma de Disparo: 1 ? Con Horario.  
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
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? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.HOR.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_ESTATS) + 
MyContainer._CNF_Maquina ,10) + mycontainer.BIT_HOR; 
me.SetRef = false; 
 
Set.Ex: Ver Comunes. 
UDAs: Ver Comunes. 
 
$Clima_General.Tabla_Horaria 
 
Información atributo: 
 
? Descripción: Tabla horaria maquina climatizador. 
? Nombre jerárquico: $Clima_General.Tabla_Horaria. 
? Contenido en: $Clima_General 
? Código base: ArchestrA.UserDefined.2. 
? Deriva de: $ UserDefined. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
Scripts:  
 
Dirección.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
Direccion = MyContainer.ADR_BASE_BPH + ((MyContainer.Inicio_BPH 
- 1)* 12); 
me.SPL.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(Direccion ,10); 
me.Modo.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(Direccion + 1 ,10); 
me.DiaSemana.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(Direccion + 2 ,10); 
me.DiaMes.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(Direccion + 3 ,10); 
me.Inicio1.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(Direccion + 4 ,10); 
me.Fin1.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(Direccion + 5 ,10); 
me.Inicio2.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(Direccion + 6 ,10); 
me.Fin2.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(Direccion + 7 ,10); 
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me.Inicio3.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(Direccion + 8 ,10); 
me.Fin3.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(Direccion + 9 ,10); 
me.Inicio4.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(Direccion + 10 ,10); 
me.Fin4.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(Direccion + 11 ,10); 
me.SetRef = false; 
 
UDAs: 
 
DíaMes 
DíaSemana 
Fin1 
Fin2 
Fin3 
Fin4 
Inicio1 
Inicio2 
Inicio3 
Inicio4 
Modo 
SPL 
 
? Tipo de Dato:”Integer” Entero. 
? Categoría: Modificable por el usuario. 
? Valor: 0 abierto para derivación. 
 
SetRef  
 
? Tipo de Dato:”Boolean” Boleano. 
? Categoría: Modificable por el usuario. 
? Valor: True/False abierto para derivación. 
 
Extensiones: 
 
DíaMes 
DíaSemana 
Fin1 
Fin2 
Fin3 
Fin4 
Inicio1 
Inicio2 
Inicio3 
Inicio4 
Modo 
SPL 
 
? I/O Fuente habilitada para derivación 
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Comunes: 
 
I/O:  
 
? Fuente de entrada de PV: “---“habilitado para entrada derivación. 
 
Histórico: 
 
? PV: Periodo de almacenamiento 0ms Límite Superior: 100,0 EU. 
? Valor de banda muerta 0.0 Límite inferior: 0.0 EU. 
Scripts:  
 
Set.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.Descripcion 
? Tipo de Trigger: “DataChange” Cambio de datos. 
? Periodo de Trigger: No procede. 
? Banda muerta: 0.0 habilitada para cambios en derivaciones. 
? Código: 
 
me.Descripcion = me.shortDesc + " " + MyContainer.Descripcion; 
 
UDAs: 
 
Descripcion 
 
? Tipo de Dato:”String” Cadena de caracteres. 
? Categoría: Modificable por el usuario. 
? Valor: Sin valor abierto para derivación. 
 
SetRef 
 
? Tipo de Dato:”Boolean” Boleano. 
? Categoría: Modificable por el usuario. 
? Valor: True/False abierto para derivación. 
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4.1.3. $CVM  
 
 
 
Fig. 4.12 Carátula de presentación del CVM y objeto desarrollado. 
 
 
$CVM 
Este es un objeto de la plantilla que puede ser utilizado en la instalación de una 
aplicación de IAS. Se puede usar para control de parámetros de un CVM. 
 
Este objeto se deriva del Servidor de la Aplicación $User Defined y heredando 
la configuración básica de éste. El $User Defined está diseñado como una 
plantilla para los dispositivos de entrada configurables con las necesidades del 
usuario y no necesitan gran cantidad de parámetros. Se puede ampliar 
información en la guía de desarrollo de Wonderware. 
 
Este objeto será usado siempre que haya una necesidad de controlar un CVM. 
Este objeto no contiene cálculos, constituye un encapsulado para albergar 
otros objetos con atributos definidos.  
 
Información del objeto:  
 
? Descripción: Plantilla Maquina CVM. 
? Nombre jerárquico: $ CVM. 
? Código base: ArchestrA.UserDefined.2. 
? Deriva de: $UserDefined. 
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? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución. 
 
Scripts:  
 
Init.On ? Tipo de acción: “OnScan” en escaneado. 
 
? Código:  
 
if not MyEngine.Redundancy.FailoverOccurred then 
 Me._Delay = Me._CNF_Maquina; 
 Me._FetchTime = Now(); 
 Me.ReadNow = True; 
'endif; 
 
Run.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: Me.ReadNow == True and Me._FetchTime + Me._Delay < 
Now() 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.AV1 = Me._CNF_NodoPLC + StringFromIntg(StringToIntg( 
Me.ADR_BASE_CVM) + ((Me._CNF_Maquina -1) * 68) + 2,10) + " I"; 
me.AmA1 = Me._CNF_NodoPLC + StringFromIntg(StringToIntg( 
Me.ADR_BASE_CVM) + ((Me._CNF_Maquina -1) * 68) + 4,10) + " I"; 
me.AW1 = Me._CNF_NodoPLC + StringFromIntg(StringToIntg( 
Me.ADR_BASE_CVM) + ((Me._CNF_Maquina -1)* 68) + 6,10) + " I"; 
me.AvarL1 = Me._CNF_NodoPLC + StringFromIntg(StringToIntg( 
Me.ADR_BASE_CVM) + ((Me._CNF_Maquina -1)* 68) + 8,10) + " I"; 
me.AvarC1 = Me._CNF_NodoPLC + StringFromIntg(StringToIntg( 
Me.ADR_BASE_CVM) + ((Me._CNF_Maquina -1)* 68) + 10,10) + " I"; 
me.APF1 = Me._CNF_NodoPLC + StringFromIntg(StringToIntg( 
Me.ADR_BASE_CVM) + ((Me._CNF_Maquina -1)* 68) + 12,10) + " I"; 
 
me.AV2 = Me._CNF_NodoPLC + StringFromIntg(StringToIntg( 
Me.ADR_BASE_CVM) + ((Me._CNF_Maquina -1)* 68) + 14,10) + " I"; 
me.AmA2 = Me._CNF_NodoPLC + StringFromIntg(StringToIntg( 
Me.ADR_BASE_CVM) + ((Me._CNF_Maquina -1)* 68) + 16,10) + " I"; 
me.AW2 = Me._CNF_NodoPLC + StringFromIntg(StringToIntg( 
Me.ADR_BASE_CVM) + ((Me._CNF_Maquina -1)* 68) + 18,10) + " I"; 
me.AvarL2 = Me._CNF_NodoPLC + StringFromIntg(StringToIntg( 
Me.ADR_BASE_CVM) + ((Me._CNF_Maquina -1)* 68) + 20,10) + " I"; 
me.AvarC2 = Me._CNF_NodoPLC + StringFromIntg(StringToIntg( 
Me.ADR_BASE_CVM) + ((Me._CNF_Maquina -1) * 68) + 22,10) + " I"; 
me.APF2 = Me._CNF_NodoPLC + StringFromIntg(StringToIntg( 
Me.ADR_BASE_CVM) + ((Me._CNF_Maquina -1)* 68) + 24,10) + " I"; 
 
me.AV3 = Me._CNF_NodoPLC + StringFromIntg(StringToIntg( 
Me.ADR_BASE_CVM) + ((Me._CNF_Maquina -1) * 68) + 26,10) + " I"; 
me.AmA3 = Me._CNF_NodoPLC + StringFromIntg(StringToIntg( 
Me.ADR_BASE_CVM) + ((Me._CNF_Maquina -1) * 68) + 28,10) + " I"; 
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me.AW3 = Me._CNF_NodoPLC + StringFromIntg(StringToIntg( 
Me.ADR_BASE_CVM) + ((Me._CNF_Maquina -1) * 68) + 30,10) + " I"; 
me.AvarL3 = Me._CNF_NodoPLC + StringFromIntg(StringToIntg( 
Me.ADR_BASE_CVM) + ((Me._CNF_Maquina -1) * 68) + 32,10) + " I"; 
me.AvarC3 = Me._CNF_NodoPLC + StringFromIntg(StringToIntg( 
Me.ADR_BASE_CVM) + ((Me._CNF_Maquina -1) * 68) + 34,10) + " I"; 
me.APF3 = Me._CNF_NodoPLC + StringFromIntg(StringToIntg( 
Me.ADR_BASE_CVM) + ((Me._CNF_Maquina -1) * 68) + 36,10) + " I"; 
 
me.AVavIIIN = Me._CNF_NodoPLC + StringFromIntg(StringToIntg( 
Me.ADR_BASE_CVM) + ((Me._CNF_Maquina -1) * 68) + 38,10) + " I"; 
me.AmAavIII = Me._CNF_NodoPLC + StringFromIntg(StringToIntg( 
Me.ADR_BASE_CVM) + ((Me._CNF_Maquina -1) * 68) + 40,10) + " I"; 
me.AWIII = Me._CNF_NodoPLC + StringFromIntg(StringToIntg( 
Me.ADR_BASE_CVM) + ((Me._CNF_Maquina -1) * 68) + 42,10) + " I"; 
me.AvarLIII = Me._CNF_NodoPLC + StringFromIntg(StringToIntg( 
Me.ADR_BASE_CVM) + ((Me._CNF_Maquina -1) * 68) + 44,10) + " I"; 
me.AvarCIII = Me._CNF_NodoPLC + StringFromIntg(StringToIntg( 
Me.ADR_BASE_CVM) + ((Me._CNF_Maquina -1) * 68) + 46,10) + " I"; 
me.APFIII = Me._CNF_NodoPLC + StringFromIntg(StringToIntg( 
Me.ADR_BASE_CVM) + ((Me._CNF_Maquina -1) * 68) + 48,10) + " I"; 
me.AHz = Me._CNF_NodoPLC + StringFromIntg(StringToIntg( 
Me.ADR_BASE_CVM) + ((Me._CNF_Maquina -1) * 68) + 50,10) + " I"; 
 
me.AVAIII = Me._CNF_NodoPLC + StringFromIntg(StringToIntg( 
Me.ADR_BASE_CVM) + ((Me._CNF_Maquina -1) * 68) + 52,10) + " I"; 
me.AV12 = Me._CNF_NodoPLC + StringFromIntg(StringToIntg( 
Me.ADR_BASE_CVM) + ((Me._CNF_Maquina -1) * 68) + 54,10) + " I"; 
me.AV23 = Me._CNF_NodoPLC + StringFromIntg(StringToIntg( 
Me.ADR_BASE_CVM) + ((Me._CNF_Maquina -1) * 68) + 56,10) + " I"; 
me.AV31 = Me._CNF_NodoPLC + StringFromIntg(StringToIntg( 
Me.ADR_BASE_CVM) + ((Me._CNF_Maquina -1) * 68) + 58,10) + " I"; 
me.AVavIII = Me._CNF_NodoPLC + StringFromIntg(StringToIntg( 
Me.ADR_BASE_CVM) + ((Me._CNF_Maquina -1) * 68) + 60,10) + " I"; 
 
me.AWh = Me._CNF_NodoPLC + StringFromIntg(StringToIntg( 
Me.ADR_BASE_CVM) + ((Me._CNF_Maquina -1) * 68) + 62,10) + " I"; 
me.AvarhL = Me._CNF_NodoPLC + StringFromIntg(StringToIntg( 
Me.ADR_BASE_CVM) + ((Me._CNF_Maquina -1) * 68) + 64,10) + " I"; 
me.AvarhC = Me._CNF_NodoPLC + StringFromIntg(StringToIntg( 
Me.ADR_BASE_CVM) + ((Me._CNF_Maquina -1) * 68) + 66,10) + " I"; 
 
Me.ReadNow = false; 
Me.setref = True; 
 
UDAs: 
 
_CNF_Maquina 
? Tipo de Dato:”Integer” Entero. 
? Categoría: Modificable por el usuario. 
? Valor: 0 abierto para derivación. 
 
_CNF_NODOPLC 
 
? Tipo de Dato:”String” Cadena de caracteres. 
? Categoría: Modificable por el usuario. 
? Valor: Momentum_PA2_PA2 
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_Delay 
 
? Tipo de Dato:”ElapsedTime” Tiempo de retraso. 
? Categoría: Modificable por el usuario. 
? Valor: 00:00:00.0000000 abierto para derivación. 
 
_FetchTime 
 
? Tipo de Dato:”Time” Tiempo. 
? Categoría: Modificable por el usuario. 
? Valor: 5/30/2005 9:59:31.218PM 
 
ADR_BASE _CVM 
 
? Tipo de Dato:”Integer” Entero. 
? Categoría: Modificable por el usuario. 
? Valor: 402000 
 
AHz 
AmA1 
AmA2 
AmA3 
AmAavIII 
APF1 
APF2 
APF3 
APFIII 
AV1 
AV12 
AV2 
AV23 
AV3 
AV31 
AVAIII 
AvArC1 
AvArC2 
AvArC3 
Abarrí 
AvArhC 
AvArhL 
AvArL1 
AvArL2 
AvArL3 
AvArLIII 
AVavIII 
AVavIIIN 
AW1 
AW2 
AW3 
AWh 
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AWIII 
Descripcion 
FechaReset 
Titulo 
 
? Tipo de Dato:”String” Cadena de caracteres. 
? Categoría: Modificable por el usuario. 
? Valor: Sin valor abierto para derivación. 
 
 
ReadNow 
SetRef 
 
? Tipo de Dato:”Boolean” Boleano. 
? Categoría: Modificable por el usuario. 
? Valor: True/False abierto para derivación. 
 
 
Atributos: 
 
Agrupación por afinidad: 
 
$CVM.Hz 
 
Información atributo: 
 
? Descripción: Frecuencia red eléctrica. 
? Nombre jerárquico: $CVM.Hz. 
? Contenido en: $CVM. 
? Código base: ArchestrA.AnalogDevice.3. 
? Deriva de: $AnalogDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Tipo: Analog. 
? Unidad de Ingeniería EU: Hz. 
? Banda muerta PV: 0.0. 
? Escalado de Entradas habilitado. 
? Valor de entrada: min.(0,0),máx.(1000,0). 
? Valor EU: min.(0,0),máx.(100,0). 
? Rango valor EU: min.(-6,0),máx.(106,0). 
? Modo de conversión: Lineal. 
 
I/O: Histórico: Ver Comunes. 
Histórico: Ver Comunes. 
Scripts: Ver Comunes. 
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$CVM.mA1 
$CVM.mA2 
$CVM.mA3 
$CVM.mAavIII 
 
Información atributo: 
 
? Descripción: Intensidad línea 1,2,3 y trifásica. 
? Nombre jerárquico: $CVM. mA1/ mA2/ mA3/ mAavIII. 
? Contenido en: $CVM. 
? Código base: ArchestrA.AnalogDevice.3. 
? Deriva de: $AnalogDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Tipo: Analog. 
? Unidad de Ingeniería EU: mA. 
? Banda muerta PV: 0.0. 
? Escalado de Entradas habilitado. 
? Valor de entrada: min.(0,0),máx.(10000000,0). 
? Valor EU: min.(0,0),máx.(1000,0). 
? Rango valor EU: min.(-6,0),máx.(1006,0). 
? Modo de conversión: Lineal. 
 
I/O: Ver Comunes. 
Histórico: Ver Comunes. 
Scripts: Ver Comunes. 
 
$CVM.PF1 
$CVM.PF2 
$CVM.PF3 
$CVM.PFIII 
 
Información atributo: 
 
? Descripción: Factor de potencia L1, L2, L3 y trifásico. 
? Nombre jerárquico: $CVM. PF1/PF2/PF3/PFIII. 
? Contenido en: $CVM. 
? Código base: ArchestrA.AnalogDevice.3. 
? Deriva de: $AnalogDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
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General:  
 
? Tipo: Analog. 
? Unidad de Ingeniería EU: Adimensional. 
? Banda muerta PV: 0.0. 
? Escalado de Entradas habilitado. 
? Valor de entrada: min.(0,0),máx.(10000,0). 
? Valor EU: min.(0,0),máx.(100,0). 
? Rango valor EU: min.(-6,0),máx.(106,0). 
? Modo de conversión: Lineal. 
 
I/O: Ver Comunes. 
Histórico: Ver Comunes. 
Scripts: Ver Comunes. 
 
$CVM.V1 
$CVM.V12 
$CVM.V2 
$CVM.V23 
$CVM.V3 
$CVM.V31 
$CVM.VavIIIN 
$CVM.VavIII 
 
Información atributo: 
 
? Descripción: Tensión simple L1, L2, L3 y promedio trifásico. 
                      Tensión compuesta L1-L2/L2-L3/L3-L1 y pro. trifásico. 
? Nombre jerárquico: $CVM. V1/V12/V2/V23/V3/V31/VavIII. 
? Contenido en: $CVM. 
? Código base: ArchestrA.AnalogDevice.3. 
? Deriva de: $AnalogDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Tipo: Analog. 
? Unidad de Ingeniería EU: V. 
? Banda muerta PV: 0.0. 
 
I/O: Ver Comunes. 
Histórico: Ver Comunes. 
Scripts: Ver Comunes. 
 
$CVM.VArC1 
$CVM.VArC2 
$CVM.VArC3 
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$CVM.VArCIII 
$CVM.VArL1 
$CVM.VarL2 
$CVM.VarL3 
$CVM.VArLIII 
 
Información atributo: 
 
? Descripción:  Potencia Capacitiva L1/L2/L3 y trifásica. 
 Potencia Inductiva L1/L2/L3 y trifásica. 
? Nombre jerárquico: $CVM.VArC1/VAr2/VArC3/VArCIII/VArL1/VArL2/ 
VArL3/ VArLIII . 
? Contenido en: $CVM. 
? Código base: ArchestrA.AnalogDevice.3. 
? Deriva de: $AnalogDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Tipo: Analog. 
? Unidad de Ingeniería EU: VAr. 
? Banda muerta PV: 0.0. 
 
 
I/O: Ver Comunes. 
Histórico: Ver Comunes. 
Scripts: Ver Comunes. 
 
$CVM.VarhC 
$CVM.VArhL 
 
Información atributo: 
 
? Descripción:  Energía Reactiva (Capacitiva). 
 Energía Reactiva (Inductiva). 
? Nombre jerárquico: $CVM. VarhC/VarhL. 
? Contenido en: $CVM. 
? Código base: ArchestrA.AnalogDevice.3. 
? Deriva de: $AnalogDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Tipo: Analog. 
GALAXIA SCI-OBJETOS                                                                                      119 
? Unidad de Ingeniería EU: Var·h. 
? Banda muerta PV: 0.0. 
 
 
I/O: Ver Comunes. 
Histórico: Ver Comunes. 
Scripts: Ver Comunes. 
 
$CVM.W1 
$CVM.W2 
$CVM.W3 
$CVM.WIII 
 
Información atributo: 
 
? Descripción:  Potencia Activa L1/L2/L3 y trifásica. 
? Nombre jerárquico: $CVM.W1/W2/W3/WIII. 
? Contenido en: $CVM. 
? Código base: ArchestrA.AnalogDevice.3. 
? Deriva de: $AnalogDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Tipo: Analog. 
? Unidad de Ingeniería EU: W. 
? Banda muerta PV: 0.0. 
 
 
I/O: Ver Comunes. 
Histórico: Ver Comunes. 
Scripts: Ver Comunes. 
 
$CVM.Wh 
 
Información atributo: 
 
? Descripción:  Energía Activa  
? Nombre jerárquico: $CVM.Wh 
? Contenido en: $CVM. 
? Código base: ArchestrA.AnalogDevice.3. 
? Deriva de: $AnalogDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
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General:  
 
? Tipo: Analog. 
? Unidad de Ingeniería EU: W·h 
? Banda muerta PV: 0.0. 
 
 
I/O: Ver Comunes. 
Histórico: Ver Comunes. 
Scripts: Ver Comunes 
 
Comunes: 
 
I/O:  
 
? Fuente de entrada de PV: “---“habilitado para entrada derivación. 
 
Histórico: 
 
? PV: Periodo de almacenamiento 5000ms Límite Superior: 100,0 EU. 
? Valor de banda muerta 0.0 Límite inferior: 0.0 EU. 
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
  
        me.PV.Input.InputSource = MyContainer.X 
me.SetRef = false; 
 
Nota: donde x se sustituye en cada ocasión por?AHz/ AmA1 /AmA2/ 
AmA3/AmAavIII/APF1/APF2/APF3/APFIII/AV1/AV2/AV3/AV12/AV23/AV31/
AVAIII/AVArL1/AVArL2/AVArL3/AVArLIII/AVArC1/AVArC2/AVArC3/AVArCIII
/AVArhL/AVArhC/ AVavIII/ AVavIIIN/ AW1/ AW2/ AW3/ AWIII/AWh 
 
Set.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.Descripcion 
? Tipo de Trigger: “DataChange” Cambio de datos. 
? Periodo de Trigger: No procede. 
? Banda muerta: 0.0 habilitada para cambios en derivaciones. 
? Código: 
 
me.Descripcion = me.shortDesc + " " + MyContainer.Descripcion; 
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UDAs: 
 
Descripcion 
 
? Tipo de Dato:”String” Cadena de caracteres. 
? Categoría: Modificable por el usuario. 
? Valor: Sin valor abierto para derivación. 
 
SetRef 
 
? Tipo de Dato:”Boolean” Boleano. 
? Categoría: Modificable por el usuario. 
? Valor: True/False abierto para derivación. 
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4.1.4. $Interruptor _Alumbrado  
 
 
 
Fig. 4.13 Esquema y presentación de circuitos de alumbrado y objeto 
desarrollado. 
 
$Interruptor _Alumbrado 
Este es un objeto de la plantilla que puede ser utilizado en la instalación de una 
aplicación de IAS. Se puede usar para control de circuitos de alumbrado o 
dispositivos de relés electromecánicos. 
 
Este objeto se deriva del Servidor de la Aplicación $User Defined y heredando 
la configuración básica de éste. El $User Defined está diseñado como una 
plantilla para los dispositivos de entrada configurables con las necesidades del 
usuario y no necesitan gran cantidad de parámetros. Se puede ampliar 
información en la guía de desarrollo de Wonderware. 
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Este objeto será usado siempre que haya una necesidad de controlar un 
circuito de alumbrado. Este objeto no contiene cálculos, constituye un 
encapsulado para albergar otros objetos con atributos definidos.  
 
Información del objeto:  
 
? Descripción: Plantilla Maquina Interruptor de alumbrado. 
? Nombre jerárquico: $Interruptor_Alumbrado 
? Código base: ArchestrA.UserDefined.2. 
? Deriva de: $UserDefined. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución. 
 
Scripts:  
 
Init.On ? Tipo de acción: “OnScan” en escaneado. 
 
? Código:  
 
if not MyEngine.Redundancy.FailoverOccurred then 
 Me._Delay = Me._CNF_Maquina; 
 Me._FetchTime = Now(); 
 Me.ReadNow = True; 
'endif; 
 
Run.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: Me.ReadNow == True and Me._FetchTime + Me._Delay < 
Now() 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
IF me.NumeroMaquina.inputSource == "---" or 
me.NumeroOrden.inputSource  == "---" THEN 
 me.NumeroMaquina.inputSource = me._CNF_NODOPLC + "400500"; 
 me.NumeroOrden.inputSource= me._CNF_NODOPLC + "400501"; 
ENDIF; 
 
Me.ReadNow = false; 
me.setref = True; 
 
Set.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: me.Orden 
? Tipo de Trigger: “DataChange” Cambio de datos. 
? Periodo de Trigger: No procede. 
? Banda muerta: 0.0 habilitada para cambios en derivaciones. 
? Código: 
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Dim FR as Time; 
 
me.NumeroMaquina = me._CNF_Maquina; 
me.NumeroOrden = me.Orden; 
 
IF me.Orden == 5THEN; 
      FR = Now(); 
      Me.FechaReset = FR.ToString (“dd/MM/yyyy HH:mm”); 
ENDIF; 
me.Orden = 0; 
 
UDAs: 
 
_CNF_NODOPLC 
 
? Tipo de Dato:”String” Cadena de caracteres. 
? Categoría: Modificable por el usuario. 
? Valor: Momentum_PA2_PA2 
 
_Delay 
 
? Tipo de Dato:”ElapsedTime” Tiempo de retraso. 
? Categoría: Modificable por el usuario. 
? Valor: 00:00:00.0000000 abierto para derivación. 
 
_FetchTime 
 
? Tipo de Dato:”Time” Tiempo. 
? Categoría: Modificable por el usuario. 
? Valor: 5/6/2005 1:47.625PM 
 
ADR_BASE _BPH 
 
? Tipo de Dato:”Integer” Entero. 
? Categoría: Modificable por el usuario. 
? Valor: 401200 
 
ADR_BASE _CONTADORES 
 
? Tipo de Dato:”Integer” Entero. 
? Categoría: Modificable por el usuario. 
? Valor: 401100 
 
ADR_BASE_ESTATS 
 
? Tipo de Dato:”Integer” Entero. 
? Categoría: Modificable por el usuario. 
? Valor: 401000 
 
BIT_ANO 
 
? Tipo de Dato:”String” Cadena de caracteres. 
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? Categoría: Modificable por el usuario. 
? Valor: :16 
 
BIT_AUT 
 
? Tipo de Dato:”String” Cadena de caracteres. 
? Categoría: Modificable por el usuario. 
? Valor: :2 
 
BIT_CNF 
 
? Tipo de Dato:”String” Cadena de caracteres. 
? Categoría: Modificable por el usuario. 
? Valor: :1 
 
BIT_ENC 
 
? Tipo de Dato:”String” Cadena de caracteres. 
? Categoría: Modificable por el usuario. 
? Valor: :6 
 
BIT_FTR 
 
? Tipo de Dato:”String” Cadena de caracteres. 
? Categoría: Modificable por el usuario. 
? Valor: :10 
 
BIT_HOR 
 
? Tipo de Dato:”String” Cadena de caracteres. 
? Categoría: Modificable por el usuario. 
? Valor: :4 
 
BIT_SON 
 
? Tipo de Dato:”String” Cadena de caracteres. 
? Categoría: Modificable por el usuario. 
? Valor: :5 
 
Descripcion 
FechaReset 
 
? Tipo de Dato:”String” Cadena de caracteres. 
? Categoría: Modificable por el usuario. 
? Valor: Sin valor abierto para derivación. 
 
_CNF_Maquina 
Inicio_BPH 
NumeroMaquina 
NumeroOrden 
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Orden 
 
? Tipo de Dato:”Integer” Entero. 
? Categoría: Modificable por el usuario. 
? Valor: 0 abierto para derivación. 
 
Emergencia 
ReadNow 
SetRef 
 
? Tipo de Dato:”Boolean” Boleano. 
? Categoría: Modificable por el usuario. 
? Valor: True/False abierto para derivación. 
 
Extensiones: 
 
NumeroMaquina 
 
? I/O Fuente habilitada para derivación 
 
NumeroOrden 
 
? I/O Fuente habilitada para derivación 
 
Titulo 
 
? Tipo de Dato:”String” Cadena de caracteres. 
? Categoría: Modificable por el usuario. 
? Valor: MODULO 1 
 
Atributos: 
 
$Interruptor_Alumbrado.ANO 
 
Información atributo: 
 
? Descripción: Resumen de Alarmas. 
? Nombre jerárquico: $Interruptor_Alumbrado.ANO. 
? Contenido en: $Interruptor_Alumbrado 
? Código base: ArchestrA.DiscreteDevice.3. 
? Deriva de: $ DiscreteDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Entradas habilitadas. 
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Estados:  
 
? Estado pasivo?Anomalia.  
? Primer estado activo? Anomalia.  
? Estado de Falta?Error. 
 
Entradas:  
 
? Número de entrada: 1 
? INPUT 1: ANO ? Abierto fuente destino para derivación. 
? Entrada para mapeado PV (Variable de proceso). 
? Alarma de Disparo: 0 ? Sin Anomalia. 
? Alarma de Disparo: 1 ? Con Anomalia.  
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.ANO.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_ESTATS) + 
MyContainer._CNF_Maquina ,10) + mycontainer.BIT_ANO; 
me.SetRef = false; 
 
Set.Ex: Ver  Comunes. 
UDAs: Ver  Comunes. 
 
$Interruptor_Alumbrado.AUT 
 
Información atributo: 
 
? Descripción: Automático. 
? Nombre jerárquico: $Interruptor_Alumbrado.AUT. 
? Contenido en: $Interruptor_Alumbrado. 
? Código base: ArchestrA.DiscreteDevice.3. 
? Deriva de: $ DiscreteDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Entradas habilitadas. 
 
Estados:  
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? Estado pasivo?Automático. 
? Primer estado activo?Automático. 
? Estado de Falta?Null. 
 
Entradas:  
 
? Número de entrada: 1 
? INPUT 1: AUT? Abierto fuente destino para derivación. 
? Entrada para mapeado PV (Variable de proceso). 
? Alarma de Disparo: 0 ? Sin Automático. 
? Alarma de Disparo: 1 ? Con Automático.  
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.APF.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_ESTATS) + 
MyContainer._CNF_Maquina ,10) + mycontainer.BIT_AUT; 
me.SetRef = false; 
 
Set.Ex: Ver  Comunes. 
UDAs: Ver  Comunes. 
 
$Interruptor_Alumbrado.CNF 
 
Información atributo: 
 
? Descripción: Confirmación conectado. 
? Nombre jerárquico: $Interruptor_Alumbrado.CNF. 
? Contenido en: $Interruptor_Alumbrado 
? Código base: ArchestrA.DiscreteDevice.3. 
? Deriva de: $ DiscreteDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Entradas habilitadas. 
 
Estados:  
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? Estado pasivo? Confirmación conectado. 
? Primer estado activo? Confirmación conectado. 
? Estado de Falta?Error. 
 
Entradas:  
 
? Número de entrada: 1 
? INPUT 1: CNF ? Abierto fuente destino para derivación. 
? Entrada para mapeado PV (Variable de proceso). 
? Alarma de Disparo: 0 ? Sin Confirmación conectado. 
? Alarma de Disparo: 1 ? Con Confirmación conectado.  
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.CNF.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_ESTATS) + 
MyContainer._CNF_Maquina ,10) + mycontainer.BIT_CNF; 
me.SetRef = false;  
 
Set.Ex: Ver Comunes. 
UDAs: Ver Comunes. 
 
$Interruptor_Alumbrado.CNT 
 
Información atributo: 
 
? Descripción:  Horas de funcionamiento. 
? Nombre jerárquico: $Interruptor_Alumbrado.CNT  
? Contenido en: $Interruptor_Alumbrado. 
? Código base: ArchestrA.AnalogDevice.3. 
? Deriva de: $AnalogDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Tipo: Analog. 
? Unidad de Ingeniería EU:  Adimensional. 
? Banda muerta PV: 0.0. 
 
I/O: Ver Comunes. 
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Scripts: Ver Comunes. 
 
$Interruptor_Alumbrado.ENC 
 
Información atributo: 
 
? Descripción: Modo enclavamiento. 
? Nombre jerárquico: $Interruptor_Alumbrado.ENC. 
? Contenido en: $Interruptor_Alumbrado 
? Código base: ArchestrA.DiscreteDevice.3. 
? Deriva de: $ DiscreteDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Entradas habilitadas. 
 
Estados:  
 
? Estado pasivo? Enclavamiento. 
? Primer estado activo? Enclavamiento. 
? Estado de Falta?Error. 
 
Entradas:  
 
? Número de entrada: 1 
? INPUT 1: ENC? Abierto fuente destino para derivación. 
? Entrada para mapeado PV (Variable de proceso). 
? Alarma de Disparo: 0 ? Sin Enclavamiento. 
? Alarma de Disparo: 1 ? Con Enclavamiento.  
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.CNF.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_ESTATS) + 
MyContainer._CNF_Maquina ,10) + mycontainer.BIT_ENC; 
me.SetRef = false;   
 
Set.Ex: Ver Comunes. 
UDAs: Ver Comunes. 
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$Interruptor_Alumbrado.FTR 
 
Información atributo: 
 
? Descripción: fallo tensión. Barras remota ENC 
? Nombre jerárquico: $Interruptor_Alumbrado.FTR. 
? Contenido en: $Interruptor_Alumbrado 
? Código base: ArchestrA.DiscreteDevice.3. 
? Deriva de: $ DiscreteDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Entradas habilitadas. 
 
Estados:  
 
? Estado pasivo? Fallo remota. 
? Primer estado activo? Fallo remota. 
? Estado de Falta?Error. 
 
Entradas:  
 
? Número de entrada: 1 
? INPUT 1: FTR? Abierto fuente destino para derivación. 
? Entrada para mapeado PV (Variable de proceso). 
? Alarma de Disparo: 0 ? Sin Fallo remota. 
? Alarma de Disparo: 1 ? Con Fallo remota. 
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.CNF.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_ESTATS) + 
MyContainer._CNF_Maquina ,10) + mycontainer.BIT_FTR; 
me.SetRef = false;   
 
Set.Ex: Ver Comunes. 
UDAs: Ver Comunes. 
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$Interruptor_Alumbrado.HOR 
 
Información atributo: 
 
? Descripción: Modo horario. 
? Nombre jerárquico: $Interruptor_Alumbrado.HOR. 
? Contenido en: $Interruptor_Alumbrado. 
? Código base: ArchestrA.DiscreteDevice.3. 
? Deriva de: $ DiscreteDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Entradas habilitadas. 
 
Estados:  
 
? Estado pasivo? Horario. 
? Primer estado activo? Horario. 
? Estado de Falta?Error. 
 
Entradas:  
 
? Número de entrada: 1 
? INPUT 1: HOR ? Abierto fuente destino para derivación. 
? Entrada para mapeado PV (Variable de proceso). 
? Alarma de Disparo: 0 ? Sin Horario. 
? Alarma de Disparo: 1 ? Con Horario.  
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.HOR.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_ESTATS) + 
MyContainer._CNF_Maquina ,10) + mycontainer.BIT_HOR; 
me.SetRef = false; 
 
Set.Ex: Ver Comunes. 
UDAs: Ver Comunes 
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$Interruptor_Alumbrado.SON 
 
Información atributo: 
 
? Descripción: Modo sonda. 
? Nombre jerárquico: $Interruptor_Alumbrado.SON. 
? Contenido en: $Interruptor_Alumbrado. 
? Código base: ArchestrA.DiscreteDevice.3. 
? Deriva de: $ DiscreteDevice. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
General:  
 
? Entradas habilitadas. 
 
Estados:  
 
? Estado pasivo? Sonda. 
? Primer estado activo? Sonda. 
? Estado de Falta?Error. 
 
Entradas:  
 
? Número de entrada: 1 
? INPUT 1: HOR ? Abierto fuente destino para derivación. 
? Entrada para mapeado PV (Variable de proceso). 
? Alarma de Disparo: 0 ? Sin Sonda. 
? Alarma de Disparo: 1 ? Con Sonda. 
 
Scripts:  
 
IO.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
me.HOR.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(StringToIntg( mycontainer.ADR_BASE_ESTATS) + 
MyContainer._CNF_Maquina ,10) + mycontainer.BIT_SON; 
me.SetRef = false; 
 
Set.Ex: Ver Comunes. 
UDAs: Ver Comunes 
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$Interruptor_Alumbrado.Tabla_Horaria 
 
Información atributo: 
 
? Descripción: Tabla horaria maquina Interruptores de alumbrado. 
? Nombre jerárquico: $Interruptor_Alumbrado.Tabla_Horaria. 
? Contenido en: $Interruptor_Alumbrado 
? Código base: ArchestrA.UserDefined.2. 
? Deriva de: $ UserDefined. 
? Host: N/A (No asignado). 
? Área: N/A. 
? Seguridad Grupo: Por Defecto. 
? Sin orden de ejecución 
 
Scripts:  
 
Dirección.On.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.SetRef==True AND me.SetRef==True 
? Tipo de Trigger: “While True” Mientras la condición sea verdadera. 
? Periodo de Trigger: habilitada para cambios en derivaciones. 
? Banda muerta: No procede. 
? Código:  
 
Direccion = MyContainer.ADR_BASE_BPH + ((MyContainer.Inicio_BPH 
- 1)* 12); 
me.SPL.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(Direccion ,10); 
me.Modo.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(Direccion + 1 ,10); 
me.DiaSemana.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(Direccion + 2 ,10); 
me.DiaMes.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(Direccion + 3 ,10); 
me.Inicio1.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(Direccion + 4 ,10); 
me.Fin1.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(Direccion + 5 ,10); 
me.Inicio2.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(Direccion + 6 ,10); 
me.Fin2.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(Direccion + 7 ,10); 
me.Inicio3.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(Direccion + 8 ,10); 
me.Fin3.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(Direccion + 9 ,10); 
me.Inicio4.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(Direccion + 10 ,10); 
me.Fin4.InputSource = MyContainer._CNF_NodoPLC + 
StringFromIntg(Direccion + 11 ,10); 
me.SetRef = false; 
 
UDAs: 
 
DíaMes 
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DíaSemana 
Fin1 
Fin2 
Fin3 
Fin4 
Inicio1 
Inicio2 
Inicio3 
Inicio4 
Modo 
SPL 
 
? Tipo de Dato:”Integer” Entero. 
? Categoría: Modificable por el usuario. 
? Valor: 0 abierto para derivación. 
 
SetRef  
 
? Tipo de Dato:”Boolean” Boleano. 
? Categoría: Modificable por el usuario. 
? Valor: True/False abierto para derivación. 
 
Extensiones: 
 
DíaMes 
DíaSemana 
Fin1 
Fin2 
Fin3 
Fin4 
Inicio1 
Inicio2 
Inicio3 
Inicio4 
Modo  
SPL 
 
Comunes: 
 
I/O:  
 
? Fuente de entrada de PV: “---“habilitado para entrada derivación. 
 
Histórico: 
 
? PV: Periodo de almacenamiento 5000ms Límite Superior: 100,0 EU. 
? Valor de banda muerta 0.0 Límite inferior: 0.0 EU. 
 
Scripts:  
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Set.Ex ? Tipo de acción: Ejecutable básico habilitado. 
 
? Expresión: MyContainer.Descripcion 
? Tipo de Trigger: “DataChange” Cambio de datos. 
? Periodo de Trigger: No procede. 
? Banda muerta: 0.0 habilitada para cambios en derivaciones. 
? Código: 
 
me.Descripcion = me.shortDesc + " " + MyContainer.Descripcion; 
 
UDAs: 
 
Descripcion 
 
? Tipo de Dato:”String” Cadena de caracteres. 
? Categoría: Modificable por el usuario. 
? Valor: Sin valor abierto para derivación. 
 
SetRef 
 
? Tipo de Dato:”Boolean” Boleano. 
? Categoría: Modificable por el usuario. 
? Valor: True/False abierto para derivación. 
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5. PLANIFICACIÓN SCI                                                
 
Antes de comenzar se establece el siguiente documento realizado durante las 
reuniones mantenidas con AGE-CONTROL y AENA: 
 
Se describe las especificaciones funcionales y diseño global para el control de 
instalaciones de AENA del aeropuerto del Prat en Barcelona. 
El control de instalaciones abarca distintos sistemas: 
 
• Salas de máquinas (bombas de frío, calor, etc.) 
• Estaciones transformadoras 
• Cuadros eléctricos 
• Redes hidráulicas 
• Climatización 
• Iluminación 
• Control electromecánico (ascensores y puertas) 
• Control Comunicaciones con PLC’s 
 
El funcionamiento del sistema estará controlado automáticamente por PLC’s 
Schneider Momentum y monitorizado por clientes de SCADA Intouch de 
Wonderware. El SCADA  permitirá  visualizar y actuar sobre los diferentes 
sistemas así como el registro continuo de parámetros ambientales y el control 
de las incidencias del sistema. También se podrá realizar la programación 
horaria de cada climatizador y líneas de iluminación. 
 
La navegación en el SCADA partirá de una pantalla inicial del tipo  foto aérea 
actual. 
 
Marcando con el ratón en una zona se desplegará una ventana de selección de 
las plantas y sistemas donde podemos ir. 
 
 
 
Fig. 5.1 Esquema de planta y pop-up de navegación. 
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Al seleccionar una planta de una zona aparece un plano de dicha selección,  
donde podremos elegir el sistema de control. 
 
Si elegimos climatización, iluminación, control electromecánico, nos aparecerán 
superpuestos en dicho plano la distribución de los dispositivos con tag y valores 
importantes (en climatizadores temperatura sala, en iluminación estado 
encendido apagado). 
 
 
 
Fig. 5.2 Esquema con valores de consigna. 
 
Cuando con el ratón seleccionemos un dispositivo de los que aparecen en el 
mapa, entraremos en la pantalla de este dispositivo, donde tenemos toda la 
información y la posibilidad de dar órdenes y consignas. 
 
 
 
 
Distribución de PLC’s 
 
Fase Mod. Descripción ud.PLC 
1 M1 Módulo 1 Embarque Puente aéreo 5 
2 M2 Módulo 1 Embarque Nacional 5 
3 BT Bloque Técnico 2 
4 M0 Módulo 0 Embarques especiales 3 
5 PT Potabilizadora y Bombeo (S7-400) 2 
6 TO Terminal B Olímpica 7 
7 TB Term.B Llegada Remotas, Sala Calderas 2 
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Fase Mod. ud.PLC PLC Ubicación IP 
1 M1 5 PA1 Subestación transformadora de Módulo 1  
      PA2 Sala de cuadros en viales de Módulo 1  
      PA3 Sala de cuadros en cubierta de Módulo 1  
      PA4 Sala de cuadros en cubierta de Módulo 1  
      PA5 Sala de cuadros en cubierta de Módulo 1  
2 M2 5 LN1 Subestación transformadora de Módulo 2  
      LN2 Sala de cuadros en viales de Módulo 2  
      LN3 Sala de cuadros en cubierta de Módulo 2  
      LN4 Sala de cuadros en cubierta de Módulo 2  
      LN5 Sala de cuadros en cubierta de Módulo 2  
3 BT 2 BT01 Cuarto de Halón en planta baja del Bloque Técnico  
      BT02 Cuarto Climatización en terraza del Bloque Técnico  
4 M0 3 LR1 Sala de cuadros en Módulo 0  
      LR2 Sala de cuadros en Módulo 0  
      LR3 Sala de cuadros en Módulo 0  
5 PT 2 S7_1    
      S7_2    
6 TO 7 RM12 Subestación transformadora en Term. Olímpica  
      RM13 Sala de cuadros en Terminal Olímpica  
      RM14 Sala de cuadros en Terminal Olímpica  
      RM15 Sala de cuadros en Terminal Olímpica  
      RM16 Cubierta de Terminal B  
      RM17 Cubierta de Terminal Olímpica  
      RM18 Cubierta de Terminal Olímpica  
7 TB 2 RM19 Cubierta de Terminal B  
      RM20 Sala de equipos en Bloque Técnico  
 
Equipos de los PLC’s 
TO             TB   
RM12 RM13 RM14 RM15 RM16 RM17 RM18 RM19 RM20
5ETR002 5SQE-AIRE 5CLM-CLA1 5CLM-CLA5 5EPK207 5CLM-CL10 5CLM-CL16   
5ETR003 5CSE-35 5CLM-CLA2 5CLM-CLA6 5EPK208 5CLM-CL11 5CLM-CL17   
5EXTR01 5SQE-TIERR 5CLM-CLA3 5CLM-CLA7 5EPK209 5CLM-CL12 5CLM-CL18   
5SQE-SERV 5CSE-36 5CLM-CLA4 5ZIN004 5EPK210 5CLM-CL13 5SQE-CLIPP   
5AL.PTA6 5SQE-AIREF 5CLM-CLC1 5ZIN005 51CALD2 5CLM-CL15 5VC51   
 5SQE-TIERF 5CLM-CLC2 5ZIN006 5BOM201 5AL.PTA3 5AL.PTA4   
 5SQE-SAI 5SQE-CLIPB 5ZIN007 5BOM202  5EXT204   
 5MONT02 5AL.PTA1 5ZIN008 5BOM203  5SLE201   
 5TM10  5ASC010 5BOM204     
 5TM11  5ASC011 5BOM205     
 5AL.PTA7  5CTR008 5BOM206     
   5CTR009 5BOM207     
   5PUE001 5SQE-CLIPC     
   5PUE002 5AL.PTA5     
   5PUE003 55XTM-RM16     
   5PUE004 5SQR203     
   5PUE005 5SQR204     
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M1         
PA1 PA2 PA3 PA4 PA5 
1ASC003 1CS-1 1BSC201 1CLD203 1CLC207 
1ASC004 1CS-2 1EPK201 1CLV201 1CLV205 
1ASC005 1CS-3 1EPK202 1CLV202 1CLV206 
1ASC006 1CS-4 1EPK203 1CLV204 1CLV208 
1ASC007 1CS-5A 1MFR201 1TM4 1TM5 
1ESC001 1CS-5B 1SQR201 1EXT200 1EXT201 
1ESC002 1CSE-1 1XIN201 1SLE200 1RET203 
1ETR001 1CSE-2 1XIN202 1CLD201 1RET204 
1PUE123 1CSE-3 1XIN203 1CLD202  
1PUE110F 1CTR001 1XTM3(PA3) 1CLD204  
1PUE110 1CTR002 1CALD 1RET201  
1PUE124 1PFA001 1CLV201   
1PUE111F 1PFA002 1CLV202   
1PUE111 1PFA003 1CLD203   
1PUE125 1PUE116 1CLV204   
1PUE112F 1PUE117 1CLV205   
1PUE112 1PUE118 1CLV206   
1PUE113 1PUE119 1CLC207   
1PUE113F 1ZIN001 1CLV208   
1PUE126 1ZIN002    
1PUE114F 1ZIN003    
1PUE114 1ZIN009    
1PUE127 1ZIN010    
1PUE115F 1ZIN101    
1PUE115 1ZIN102    
1PUE128 1ZIN103    
1TRF001 1ZIN201    
1TRF002 1ZIN202    
1TRF003 1CTR003    
1ETR002 1CTR004    
CBTH A3 1PUE118B    
CBTH A2 1ZIN104    
CBTH A1 1BCP001    
CBTH B6 1BCP002    
CBTH B5 1BCP003    
CBTH B4     
SERV. AUX.     
INT. GEN.     
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M2         BT   M0     PT   
LN1 LN2 LN3 LN4 LN5 BT01 BT02 LR1 LR2 LR3 S7_1 S7_2
2ETR001 2ASC012 2BSC201 2CLD203 2CLC207   LRDAIKIN1     
2PUE101 2ASC013 2EPK201 2CLR201 2CLR206   LRDAIKIN2     
2PUE102 2ASC008 2EPK202 2CLV204 2CLV202   G1BPB     
2PUE103 2CS-4 2EPK203 2CLV205 2CLV208   G1BP     
2PUE104 2CS-8 2MFR201 2CS-5 2CSE-4   G2BPB     
2PUE105 2CS-9 2TM3 2TM4 2TM5   G2BP     
2PUE106 2CSE-3 2XIN201 2EXT201 2EXT202   G1BSB     
2PUE107 2CSE-7 2XIN202 2RET201 2RET202   G1BS     
2PUE108 2PUE001 2XIN203     G2BSB     
2PUE109 2PUE002 2CALD201     ILUMINAPB     
2PUE110 2PUE003 2CALD202          
2PUE111 2PUE004 2SQR201          
2PUE112 2ZIN001 2CALD001          
2PUE113 2ZIN002           
2PUE114 2ZIN003           
2PUE115 2ZIN101           
2PUE116 2ZIN102           
2PUE117 2ZIN103           
2PUE118 2ZIN104           
2TRF001 2ZIN201           
2TRF002 2ZIN202           
2TRF003            
 2PUE005           
 2CTR001           
 2CTR002           
 
 
Navegación SCADA 
Árbol de Navegación y ubicación de equipos 
 
Fase Módulo Descripción PLC's Plantas abrev. Sistemas 
1 M1 Módulo 1 Embarque Puente aéreo PA1 Planta 1 P1 CL,IL,DI,EL 
      PA2 Planta 0 P0 CL,IL,DI,EL 
      PA3 Sala de Máquinas SM SM 
      PA4 Estación Transformadora ET ET 
      PA5 Cuadros Eléctricos CE CE 
2 M2 Módulo 1 Embarque Nacional LN1 Planta 1 P1 CL,IL,DI,EL 
      LN2 Planta 0 P0 CL,IL,DI,EL 
      LN3 Sala de Máquinas SM SM 
      LN4 Estación Transformadora ET ET 
      LN5 Cuadros Eléctricos CE CE 
3 BT Bloque Técnico BT01 Planta 2 P2 CL,IL,DI,EL 
      BT02 Planta 1 P1 CL,IL,DI,EL 
        Planta 0 P0 CL,IL,DI,EL 
        Sala de Máquinas SM SM 
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        Estación Transformadora ET ET 
        Cuadros Eléctricos CE CE 
4 M0 Módulo 0 Embarques especiales LR1 Planta 1 P1 CL,IL,DI,EL 
      LR2 Planta 0 P0 CL,IL,DI,EL 
      LR3 Sala de Máquinas SM SM 
        Estación Transformadora ET ET 
        Cuadros Eléctricos CE CE 
5 PT Potabilizadora y Bombeo (S7-400) S7_1 Bombas BO BO 
      S7_2       
6 TO Terminal B Olímpica RM12 Planta 1 P1 CL,IL,DI,EL 
      RM13 Planta 0 P0 CL,IL,DI,EL 
      RM14 Sala de Máquinas SM SM 
      RM15 Estación Transformadora ET ET 
      RM16 Cuadros Eléctricos CE CE 
      RM17       
      RM18       
7 TB Term.B Llegada Remotas, Sala Calderas RM19 Planta 1 P1 CL,IL,DI,EL 
      RM20 Planta 0 P0 CL,IL,DI,EL 
        Sala de Máquinas SM SM 
        Estación Transformadora ET ET 
        Cuadros Eléctricos CE CE 
 
Sistemas, Modos de funcionamiento. 
 
Distinguimos dos conjuntos de modos de funcionamiento, los referidos a un 
sistema o climatizador entero y los modos de funcionamiento de los elementos  
individuales (ventiladores, compuertas,...) 
 
SISTEMAS   
MODOS DE 
FUNCIONA
MIENTO         
              
CIRCUITO ELECTRICO NORMAL   HORARIO MARCHA PARO SONDA LUX   
CIRCUITO ELECTRICO EMERGENCIA   HORARIO MARCHA PARO SONDA LUX ENCLAVAMIENTO
              
SALA MAQUINAS PRODUCCION ENFRIADORA HORARIO MARCHA PARO     
  BOMBA DE CALOR HORARIO MARCHA PARO     
  CALDERA HORARIO MARCHA PARO     
              
SALA MAQUINAS BOMBAS BOMBAS PRIMARIAS   MARCHA PARO     
  BOMBAS SECUNDARIAS   MARCHA PARO     
              
CLIMATIZADOR   HORARIO MARCHA PARO DEPRESION SOBREPRESION 
              
ESTACIÓN TRANSFORMADORA CABINAS           
  TRAFOS           
  CUADRO C G D           
  SAIS           
              
ELECTROMECANICAS PUERTAS           
  ASCENSORES           
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Modos de funcionamiento de climatizador. 
 
El sistema climatizador funcionará controlado por el PLC, según un plan horario 
de marcha/paro de máximo 4 periodos por día,  modificable en el SCADA. Pero 
distinguimos 5 tipos de funcionamiento diferentes. 
 
• Horario (4 periodos M/P por día regulando) 
• Marcha (regulando) 
• Paro  
• Sobrepresión (free-cooling y ventilador impulsión) 
• Depresión (free-cooling y ventilador de retorno) 
 
En todos los casos, si el climatizador está en marcha, el PLC controlará el 
posicionamiento o estado de todos sus elementos según su lógica de control y 
regulación. 
 
• Horario, Marcha: Es la opción normal de funcionamiento. Cada 
elemento es regulado según la lógica del PLC. Aquí intervienen las 
consignas de regulación de temperatura, humedad dadas desde el 
SCADA. 
• Paro, Sobrepresión, Depresión: Los elementos quedan en posición 
fija. 
 
A pesar de ésto, los elementos individuales podrán pasarse de modo 
automático a modo manual, sin tener ningún control sobre ellos el sistema 
Climatizador y por tanto sin efectuar ninguna regulación 
 
 
 
Fig. 5.3 Esquema funcional del climatizador. 
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Objetivos regulación del climatizador 
 
• Regular la temperatura de la sala ( o retorno) alrededor del  Set-Point 
con una banda muerta. Usamos válvula de frío, válvula de calor y 
compuertas de free-cooling. 
• Mantener humedad relativa por debajo de un Set-Point. La única 
forma que se dispone para bajar la humedad es abriendo free-
cooling, siempre que la entalpía exterior sea menor que la interior. 
• Mantener temperatura de impulsión por encima de un mínimo 
definido. 
• Ahorro energético usando cuando sea posible el free-cooling. 
• Aporte mínimo de oxígeno tomando aire del exterior 
 
 
Regulación de temperatura 
 
La regulación de temperatura se realizará por software, implementando un 
regulador tipo PI en cascada con un regulador P según esquema: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5.4 Controlador en cascada con 2 salidas. 
 
 
 
 
 
 
 
 
 
 
Fig. 5.5 Esquema reducido aplicable al aeropuerto. 
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A partir de la consigna de temperatura deseada (temperatura del aire de 
retorno de la sala), el regulador P calculará una consigna de temperatura en la 
impulsión, según la siguiente fórmula: 
 
 
 SP2 = K(SP1-PV1) + SP1 + K1   )                                 (6.1) 
 
Ejemplo: 20=1.5(22-23)+22+(-0.5) )                                (6.2) 
 
 
K1 es una medida de la aportación de calor de la sala. La temperatura de 
consigna calculada para la impulsión, después de aplicarle un filtro limitador, 
pasará a ser la consigna del segundo regulador PI. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5.6 Detalle de temperatura en la sala. 
 
El regulador PI trabajará con las variables PV2: Ti (temperatura medida en la 
impulsión)  y SP2: Ti (consigna calculada para la impulsión). Para regular 
dispondrá de la batería de frío, el sistema de mezcla y la batería de calor. 
 
Free-Cooling   
 
El sistema de mezcla (Free-Cooling  F.C.) sirve para ahorrar energía 
aprovechando el aire exterior para enfriar o calentar cuando las condiciones 
son favorables. Consiste en aumentar o disminuir el aporte de aire exterior en 
función de la diferencia entre la entalpía interior y la exterior y de la diferencia 
entre la temperatura actual y la de consigna. 
 
La salida de dicho regulador se dividirá en tres tramos que actuarán sobre las 
válvulas de regulación y las compuertas de mezcla de la forma siguiente: 
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Fig. 5.7 Detalle de regulación por entalpías. 
 
 
• En el primer tramo regulará la apertura de la válvula de frío. La 
válvula de calor estará cerrada y  la compuerta de recirculación 
totalmente abierta o cerrada dependiendo de las entalpías. 
  
• En el segundo tramo las válvulas de frío y calor estarán cerradas y 
regulará la apertura de  las compuertas de mezcla (recirculación y 
aporte de aire exterior). 
 
• En el tercer tramo regulará la válvula de calor. La válvula de frío 
estará cerrada y  la compuerta de recirculación totalmente abierta o 
cerrada dependiendo de las entalpías. 
 
 
Control límite superior de humedad relativa 
 
El climatizador deberá mantener la humedad de las salas por debajo de un 
límite máximo modificable desde SCADA. 
 
Si la humedad supera este límite se intentará aprovechar el aire exterior para 
bajar la humedad abriendo el free-cooling. Este sólo se realizará cuando la 
0% Free-Cooling  
Salida del Regulador  
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0% 
100% 
100% 
0% 
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Bajar Humedad (solo sí Eext < Eint) 
 Poner Free-Cooling del 50% al 100% 
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entalpía exterior sea menor que la de la sala y  de forma que contradecimos la 
norma de posición del Free-Cooling descrito anteriormente. 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5.8 Gráfico de control de humedad relativa. 
 
 
Apertura mínima de las compuertas 
 
Las compuertas de Free-Cooling nunca cerrarán del todo (mínimo 10% ) para 
garantizar la renovación del aire del exterior. 
 
Corrección Set-Point temperatura verano-invierno 
 
Se podrá activar a voluntat la función correctora del Set-Point de temperatura 
que sigue la gráfica siguiente en función de la temperatura exterior. Según el 
estándar DIN 1946 parte 2 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5.9 Gráficas de corrección de Set-Point temperatura verano. 
 
 
Para evitar el derroche de energía los límites de regulación de confort estarán 
trucados. Las consignas introducidas por el operador tendrán un offset de 2ºC.  
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Fig. 5.10 Curva de compensación. 
 
Plan Horario 
 
Para cada climatizador habrá un Plan horario de 4 periodos de marcha por dia. 
 
Podrán configurarse de una a cuatro situaciones: 
 
• Día Normal 
• Un día del año 
• Un día del mes 
• Un día de la semana 
 
Siendo la prioridad de ejecución en el PLC: 
 
1-Día del año 
2-Día del mes 
3-Día de la semana 
4-Día normal 
 
Tabla 6.1  de configuración horaria. 
 Normal Mar Paro Mar Paro Mar Paro Mar Paro 
Activ. 
Si/No 
Fecha anual Mar Paro Mar Paro Mar Paro Mar Paro 
Activ. 
Si/No 
Día del mes Mar Paro Mar Paro Mar Paro Mar Paro 
Activ. 
Si/No 
Día de la 
semana 
Mar Paro Mar Paro Mar Paro Mar Paro 
 
 
 
 
 
 
 
+
SPcomp
SPRT
SP_SPCV
CV
SP
Compensation curve
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Equipos electromecánicos. El sistema de gestión de instalaciones se encarga 
del control de todos los equipos electromecánicos, encargados de garantizar 
las condiciones de confort a los usuarios del edificio, y de supervisar a aquellos 
equipos de funcionamiento autónomo, con el fin de detectar averías y contar 
horas de funcionamiento. 
 
Dentro del grupo de equipos controlados encontramos: 
 
• Instalaciones eléctricas: 
• Control de los cuadros de alumbrado. 
• Apertura y cierre de puertas automáticas. 
• Permisión y monitorización del funcionamiento de ascensores.  
• Sobrepresión y depresión de zonas del edificio cuando se produzca un 
incendio, 
 
Los  equipos supervisados del edificio correspondientes a instalaciones 
eléctricas y electromecánicas son: 
 
• Estado de las estaciones transformadores.  
• Estado y detección de alarmas de los cuadros secundarios de baja 
tensión.  
• Estado y detección de alarmas de funcionamiento de cintas 
transportadoras y de las puestos de facturación. 
• Estado de las escaleras mecánicas. 
 
Se toma la señal de alarma de falta de tensión en barras del cuadro eléctrico 
en el que se han dispuesto todos los arranques. 
 
Dentro de cada estación transformadora se monitorizan las siguientes señales: 
 
• Cabinas de los anillos de media tensión. 
• Cabinas de protección de transformadores. 
• Rectificador y baterías de mando de la estación transformadora. 
• Disyuntores generales de baja tensión, uno para cada uno de los 
transformadores que haya. 
• Cada uno de los disyuntores de acoplamiento de barras. 
• Cada uno de los transformadores. 
 
Cabinas del anillo de alta tensión. Para cada cabina de los anillos de media  
tensión (normal y de emergencia) se monitorizan las siguientes señales: 
 
• ED: Estado del disyuntor (abierto-cerrado).  
• ED: Falta de continua en el accionador (alarma). 
Nota: también se las conoce con el nombre de disyuntores generales de media 
tensión. 
 
Transformadores. Desde el punto de vista del sistema de gestión el 
transformador está formador por los siguientes elementos electromecánicos: 
 
152                                                         Aeropuerto. Control y monitorización del sistema energético de campo de vuelo.  
  
• Cabina de protección del transformador o I.P.T. 
• El transformador propiamente dicho. 
• El disyuntor general de baja tensión o D.G.B.T. 
• Los disyuntores de acoplamiento de barras. 
• Medidas de tensión corriente y potencia a la salida del transformador. 
 
Disyuntores de acoplamiento de barras. Para cada uno de los disyuntores 
de acoplamiento de barras se monitorizan las siguientes señales: 
 
• ED: Estado del disyuntor. 
 
Transformador 
Para cada transformador se monitoriza la siguiente señal: 
 
• ED: Alarma de temperatura interna. 
Realmente esta señal se toma del paralelo de las señales de alarma del relé 
Bucholz y sobretemperatura del nácleo del transformador. 
 
Rectificador y baterías de mando. Se monitorizan las siguientes señales: 
 
• ED: Ausencia de tensión de entrada del rectificador.  
• ED: Alarma de baja tensión en baterías 
 
CVM. Se utilizarán los protocolos de comunicación para visualizar los 
parámetros eléctricos disponibles y no redundantes. 
 
Cuadros secundarios de baja tensión. Sobre el total de los cuadros 
secundarios, se distinguen los siguientes grupos según los dispositivos que 
alimentan. Cuadros secundarios de fuerza y cuadros secundarios de 
alumbrado. 
 
Los cuadros secundarios de fuerza: 
 
• ED: Ausencia de tensión en barras.  
• ED: Alarma de caída de protecciones. 
• ED: Posición de control. 
 
Los cuadros secundarios de alumbrado: 
 
• ED: Ausencia de tensión en barras.  
• ED: Alarma de caída de protecciones. 
• ED: Posición de control. 
• ED: Situación del circuito. 
• SD: Mando de contactor. 
 
El resto de equipos electromecánicos necesitarán exclusivamente contactos 
libres de tensión para las ED (entradas digitales de control). 
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Las tablas de configuración de los dispositivos, direcciones de memoria de los 
PLC, equipos asociados a cada controlador, etc. Se resumen a continuación: 
 
 
 
Fig. 5.11 Memorias PLC. 
 
 
 
Fig. 5.12 Definición general de Tag. 
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Fig. 5.13 Definición Estación Transformadora. 
 
 
 
 
Fig. 5.14 Definición Cabinas. 
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Fig. 5.15 Definición Transformadores. 
 
 
 
Fig. 5.16 Definición Disyuntores. 
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Fig. 5.17 Definición Cuadros Secundarios de Fuerza. 
 
 
 
Fig. 5.18 Definición Cuadros Secundarios de Alumbrado. 
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Fig. 5.19 Definición Cuadros Secundarios de Emergencia y  Alumbrado. 
 
 
 
Fig. 5.20 Definición Escaleras. 
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Fig. 5.21 Definición Cuadros Secundarios con circuitos de alumbrado. 
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Fig. 5.22 Definición Ascensores.  
 
 
 
Fig. 5.23 Definición Puertas. 
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Fig. 5.24 Detalle de nomenclaturas y asignaciones de memoria. 
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6. IN TOUCH 9-PANTALLAS  SCI       
  
La elección de las pantallas se realiza en el siguiente cuadro de diálogo: 
 
 
 
Fig. 6.1 Elección de pantallas para el TFC. 
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6.1. LISTADO DE PANTALLAS SCI. 
 
Número 
pantalla Descripción 
 
General 
 
En la parte superior de la pantalla nos encontramos con los 
diferentes menús disponibles para el operador, como el anagrama 
de AENA que nos permite posicionar la navegación en la primera 
pantalla o pantalla de inicio; el retroceso a la pantalla anterior; la 
seguridad de accesos,  ajustables por necesidades de grupos de 
trabajo o individuales que permite la  declaración de perfiles; la 
presentación de gráfica de algunos parámetros de energía; el 
listado completo de alarmas; el listado de eventos recogidos en el 
histórico;  la pantalla de configuración de comunicaciones donde 
aparecen los distintos PLC y equipos implicado y el menú de 
navegación que nos permite elegir el orden de las pantallas a 
visualizar. Además, en la parte superior nos aparece el nombre 
de la pantalla, la fecha y el perfil del usuario que está accediendo. 
 
En la parte central aparecen los gráficos de las instalaciones 
donde se está operando. 
 
En la parte inferior de las pantallas podemos observar la lectura 
de alarmas 
 
1 
 
Menú de navegación de inicio. 
 
Nos aparece el ortofotomapa del recinto aeroportuario en toda su 
extensión. En este momento sólo está activo el acceso a la “Zona 
de Terminales” donde opera el GR SCI. En el futuro desde esta 
pantalla se accederá a todos los nodos operativos. Una vez 
posicionado encima de la zona se ilumina para activar el acceso 
con un clic de ratón. 
 
2 Navegación zona de Terminales. 
 
Se ha identificado el nombre de los enlaces encima de cada zona 
de interés. PT (Planta potabilizadora), EI (Edificio Intermodal), TA, 
TB y TC (Terminales A, B y C), TO (Terminal Olímpica), M0 a M5 
(Módulos de preembarque del 0 al 5). Cuando nos posicionamos 
encima de la zona requerida se ilumina para activar el acceso a la 
pantalla correspondiente. Hay acceso a todos los recinto pero 
solamente están completos los correspondientes al Módulo 0, 
Módulo 1, Módulo 2, Terminal C y   Planta potabilizadora.  Al 
pulsar sobre la zona iluminada nos aparece un menú desplegable 
“pop-up” donde podemos elegir la instalación que queremos 
visualizar, dependerá del potencial de control de la zona 
remarcada. Por ejemplo, si nos posicionamos encima de PT sólo 
aparece “Potabilizadora”, sin embargo, si pulsamos encima de M1 
nos aparece el menú siguiente: 
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• Planta 0 
• Planta 1 
• Planta Técnica 
• Cuadros Eléctricos 
• Estación transformadora 1 
• Estación transformadora 2 (400Hz) 
• Sala de Máquinas 
 
Pulsado encima del nombre se abre la pantalla para seguir 
navegando. 
 
3 Planta de tratamiento y bombeo de Agua. 
 
Desde esta pantalla podemos controlar los bombeos, el estado de 
los pozos y el acceso a la Planta potabilizadora. 
 
4 Potabilizadora por osmosis inversa. 
 
Corresponde a la planta de tratamiento de agua para mejorar su 
calidad y permitir el consumo humano.  Aparece el sinóptico de la 
planta,  los cilindros de osmosis, los tanques, la cloración y todos 
los parámetros en tiempo real. Todavía está en proceso de 
diseño. 
 
5 Terminal A Planta 0. 
 
Podemos apreciar la calidad de los planos introducidos, la 
disposición de las cintas de maletas y la zona acotada de las 
instalaciones involucradas de la planta 0. Si pulsamos encima de 
la zona acotada aparece un nuevo cuadro de diálogo: 
 
• Climatización 
• Iluminación 
• Detección de Incendios 
• Electromecánico 
 
En este plano no tenemos enlace. 
 
6 Módulo 3 Planta 1. 
 
Tiene las mismas características que la pantalla anterior. 
Podemos resaltar los finger y las flechas de navegación que 
aparecen en la parte inferior. Las flechas  permiten moverse por 
las  pantallas cuando son muy extensas. 
 
7 Módulo 1 Planta 1. Detalle de zonas de incendio. 
 
En esta pantalla podemos acceder al punto de “Detección de 
Incendios”, además de poseer  las mismas características que las 
pantallas anteriores abrimos las zonas de incendio que dividen a 
este módulo. La sectorización de incendios es necesaria para 
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controlar la detección y las paradas de los equipos de 
climatización en caso de producirse un conato de incendio. 
 
8 Módulo 2 Planta 0. 
 
Es un módulo remoto característico con las mismas 
funcionalidades que las pantallas anteriores. En esta pantalla 
podemos apreciar como es sin la sectorización de incendios para 
pasar a visualizar la sectorización. 
 
9 Módulo 2 Planta 0. Detalle sectores de incendio. 
 
Se aprecia la zona pública y las zonas de las estaciones 
transformadoras ubicadas en los extremos de la base del módulo. 
 
10 Módulo 1 Planta 1. Instalaciones electromecánicas. 
 
En esta pantalla accedemos al estado de las instalaciones 
electromecánicas. Pulsado encima de cada elemento aparecen 
los Smartsymbol que permiten controlar todos los dispositivos 
como son las puertas automáticas, escaleras mecánicas y 
ascensores. 
 
11 Terminal A detalle de menú POP-UP. 
 Corresponde al detalle del menú indicado anteriormente.  
12 Cuadros de iluminación. 
 
Es la base para el desarrollo del SmartSymbol utilizado para 
enlazar con los esquemas unifilares de los cuadros de 
iluminación. 
 
13 Cuadros de fuerza. 
 Idéntico que el anterior para los cuadros de fuerza.  
14 Puente Aéreo Subcuadros CS. 
 
Esta pantalla nos enseña todos los cuadros que disponen de 
control remoto. Pulsando sobre el cuadro enlazamos con el 
esquema unifilar para operar sobre los dispositivos que permiten 
cerrar o abrir circuitos de fuerza o alumbrado. Además, en el 
cuadro aparece si está alarmado y la posición de control local o 
remoto. 
 
15 Terminal Nacional CS-11. 
 
Este cuadro corresponde a los circuitos de fuerza podemos 
visualizar la posición de local/remoto. El cuadro dispone de 
contactos de señalización OF/SD para advertir de una caída por 
protecciones o un disparo intencionado del interruptor. No 
podemos actuar sobre los circuitos de fuerza. 
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16 Terminal Nacional CSE-4. 
 
Sumando a las características señalas en la pantalla anterior, en 
este esquema unifilar podemos ver los contactores. Este 
dispositivo electromecánico nos permite controlar los circuitos de 
alumbrado remotamente y en automático. Si pulsamos encima del 
contactor abrimos un SmartSymbol que nos permite abrir, cerrar, 
introducir control horario (diario, semanal, mensual) o asociar un 
dispositivo crepuscular.  Todas las opciones se pueden asociar 
siguiendo una jerarquía de prioridades establecidas en 
programación. 
 
17 Página de histórico de Cuadros de Iluminación. 
 
Asociada a los cuadros y al INSQL podemos extraer cualquier 
evento relacionado con alarmas, controles y actuaciones 
generadas en el programa. 
 
18 Detalle SmartSymbol: CVM y actuación disyuntor. 
 
Cuando pulsamos sobre un CVM localizado en los esquemas 
unifilares de las estaciones transformadoras aparece este 
SmartSymbol que permite visualizar hasta 39 parámetros 
eléctricos y realizar todo tipos de cálculos y análisis matemáticos 
de los resultados. La actuación del disyuntor habilita la posibilidad 
de cierre o apertura de automáticos motorizados. 
 
19 Detalle SmartSymbol: Programación horarias y confirmación. 
 
Detalle de las tablas de programación horaria y un control de 
confirmación para operaciones delicadas con doble confirmación 
de acción. 
 
20 Esquema unifilar del Sistema de 400Hz. 
 
Pantalla para el control del estado de las instalaciones de 400Hz, 
cabinas de media tensión, grupos de continuidad, subestaciones, 
transformadores, etc. Para los técnicos de SCI es una pantalla 
informativa mientras para los técnicos de la Central Eléctrica es 
operativa con el acceso a los dispositivos y actuadores. 
 
21 Detalle SmartSymbol: Control de Celda de Media Tensión. 
 
Este detalle corresponde a la pantalla que aparece a los técnicos 
de la Central Eléctrica para operar en las cabinas de media 
tensión. El enlace del SEPAM corresponde a un analizador similar 
al CVM preparado para las instalaciones de MT. 
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22 Sala Máquinas Terminal Nacional. 
 
Corresponde al esquema unifilar del clima general de la Terminal 
Nacional ubicados encima del Módulo 2. La pantalla nos permite 
visualizar las bombas en funcionamiento y las consignas de 
temperaturas del agua de producción. Tenemos enlace con todos 
los dispositivos. Los más característicos son los climatizadores, 
las calderas, las enfriadoras, las bombas, los difusores y las 
compuertas. 
 
23 Sala Máquinas Módulo 1. 
 
Esta pantalla es la más desarrollada porque tenemos control 
sobre todos los dispositivos de clima. Se puede observar el 
control sobre la válvula de gas para abastecimiento de las 
calderas. 
 
24 Climatizador 1 Módulo 0. 
 
Climatizador de aire o UTA. En la pantalla se visualizan los 
valores de los  parámetros que intervienen en la climatización de 
las salas. Pulsando sobre los dispositivos como compuertas, 
ventiladores o consignas accedemos al cambio de sus valores y a 
su control. 
 
25 Detalle mando de compuertas del climatizador 1 Módulo 0. 
 
Esta pantalla es la misma que la anterior con el SmartSymbol que 
controla la apertura de la compuerta. 
 
26 Detalle SmartSymbol: Controles  de climatización. 
 
Estos SmartSymbol nos permiten realizar controles de los 
procesos más avanzados de la aplicación de climatización. 
Podemos variar los valores del Controlador Proporcional P y del 
Controlador Proporcional Integral PI en frío y calor. Modificamos 
los valores de la ganancia K, el offset y el tiempo de integración. 
También podemos fijar los valores de temperatura, los set point 
de regulación y la humedad relativa. Todo el sistema pude 
comandarse remotamente, localmente o mediante las tablas 
horarias que se aplican a dispositivos. 
 
27 Detalle SmartSymbol: Control de climatización y llamada. 
 
Otros SmartSymbol nos permiten controlar los diagramas del 
proceso o efectuar llamadas de dispositivos electromecánicos. 
 
28 Estructura y comunicaciones. 
 
Es una de las pantallas más significativas. Podemos apreciar la 
estructura y cambiar los parámetros de configuración de los PLC. 
Controlamos los equipos operativos, fuera de servicio o en 
backup. Se puede observar que el sistemas se compone de: 
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• 1  PC denominado DS para el desarrollo de la aplicación, 
para mantenimiento y prueba de maqueta de objetos y 
nuevas instalaciones. 
• 2 SERVIDORES AOS.  Servidores de Aplicación de 
Objetos. Hay conexión redundantemente entre ellos con 
puente óptico. 
• 2 SERVIDORES TSV.  Servidores para establecer la red 
multiusuario de la aplicación de InTouch. 
• 1 SERVIDOR con el GR. Servidor para en almacén de la 
galaxia y el almacenamiento de la base de datos IN SQL. 
• 12 equipos de visualización con posibilidad de ampliación 
como clientes InTouch. 
• Las conexiones a la Red Multiservicio corporativa del 
Aeropuerto de Barcelona 
• Las conexiones a la Red de control con el sistema de PLC. 
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Fotografía 7.1 Climatizador CL2 en Sala Máquinas Módulo 2. 
 
 
 
Fotografía 7.2 Climatizador CL4 en Sala Máquinas Nacional. 
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Fotografía 7.3 Detalle del ventilador de impulsión del Climatizador CL2. 
 
 
 
Fotografía 7.4 Detalle compuertas Climatizador CL2. 
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Fotografía 7.5 Detalle enfriadora. 
 
 
 
Fotografía 7.6 Detalle bombas de recirculación de enfriadora. 
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Fotografía 7.7 Calderas para producción de agua caliente. 
 
 
 
Fotografía 7.8 Detalle del quemador de gas. 
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Fotografía 7.9 Cabinas de Media Tensión del Módulo 1. 
 
 
 
Fotografía 7.10 Cabinas de Media Tensión para protección de Transformador. 
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Fotografía 7.11 Cuadros Generales de Baja Tensión con CVM en Panel. 
 
 
 
Fotografía 7.12 Detalle de SAI de 140kVA. 
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Fotografía 7.13 Armario con PLC para control de campo. 
 
 
 
Fotografía 7.14 Detalle de PLC activo. 
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Fotografía 7.15 Detalle conversor Fibra óptica/RS232. 
 
 
 
Fotografía 7.16  Concentrador y conmutador Ethernet. 
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Fotografía 7.17  Sistema SCADA In Touch localizado en CELT. 
 
 
 
Fotografía 7.18  Detalle de pantalla de control de subestaciones. 
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Fotografía 7.19  Grupos Electrógenos de 10MW. 
 
 
 
Fotografía 7.20  Control de Grupos Electrógenos de 10MW. 
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Fotografía 7.21  Instalaciones CELT. 
 
 
 
Fotografía 7.22  Servidores para control de  CELT. 
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Fotografía 7.23  Servidores para control de  CELA. 
 
 
 
Fotografía 7.24  Pantallas SCADA In Touch para control de  CELA. 
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Introducción  1 
INTRODUCCIÓN 
 
 
En este anexo se recoge parte de la documentación utilizada en el desarrollo 
del TFC. Siendo necesaria para la consulta del TFC y sus fuentes, se adjunta 
esta documentación por su carácter restringido y de difícil acceso. 
 
La estructura del  anexo que se aprecia en el índice es la siguiente: 
 
En el apartado de AENA se incluyen los documentos más interesantes para 
evaluar la situación actual de la red, como hace frente la Organización al nuevo 
milenio con el desarrollo de nuevas infraestructuras. Hay que destacar la 
importancia del Medio Ambiente dentro de la Organización, por eso,  se incluye 
la declaración de política medioambiental. 
 
Para evaluar adecuadamente los capítulos del TFC dedicados al desarrollo de 
la aplicación y las ventajas de IAS, se ha incluido la “Deployment Guide -
Wonderware® FactorySuite A2™”. Debido al tamaño del Training Manual  se 
adjunta minimizado  aportando en este anexo  el índice y el primer capítulo. 
 
Evaluando la importancia documental se incluye la guía desarrollada por 
Wonderware para AENA denominada “AENA-estándares de desarrollo de 
proyectos” 
 
La parte del PEIT corresponde al Plan Estratégico de Infraestructuras y 
Transporte editado por el Ministerio de Fomento. Del plan únicamente se 
adjuntan las páginas consultadas y el índice. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
AENA   3 
1. AENA  
1.1. AENA EN CIFRAS 
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INSTITUTIONAL INFORMATION
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AENA EN CIFRAS
AENA IN FIGURES
• Entidad Pública Empresarial adscrita al Ministerio de Fomento
• El mayor sistema aeroportuario y de navegación aérea de Europa
• Entre las 50 empresas españolas más importantes
• De las primeras en transporte aéreo
• Gestiona más de 60 aeropuertos en España e Iberoamérica
• Atiende a más de 170 millones de pasajeros
• Transporta 600 mil toneladas de carga
• Sus 7 centros controlan 2,5 millones de movimientos aéreos
• 1.900 millones € de ingresos de explotación
• Inversión anual superior a 2.200 millones €
• Public Business Entity attached to the Ministry of
Development
• The biggest airport and air navigation system in
Europe
• Among the 50 most relevant Spanish companies
• Among the first air transport companies
• It manages more than 60 airports in Spain and
Latin America
• It provides services to more than 170 million
passengers
• It transports 600,000 tons of cargo
• Its 7 centres control 2.5 million air movements
• 1,900 million € of operating revenue
• More than 2,200 million € of annual investment
AENA   5 
1.2. AEROPUERTOS 
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Evolución del tráfico aéreo en España
Pasajeros
El tráfico aéreo en España durante el año 2003 experimentó un cre-
cimiento medio del 7,5%, repartido entre los diferentes aeropuer-
tos hasta alcanzar un total de 153,8 millones de pasajeros. Los datos
sobre pasajeros comerciales (sin incluir tránsitos ni otros tipos de trá-
fico como aviación general), se incrementaron un 7,6%, con un
total de 151,9 millones de pasajeros. El crecimiento general de Aena
en dicho año fue superior en 5 puntos al crecimiento medio en
Europa y de 3,7 respecto al total de aeropuertos de ACI (Airports
Council International).
Entre todos los aeropuertos de la red, destacan los incrementos
experimentados por Girona-Costa Brava (160%),  Alicante (17%),
Tenerife Norte (17%) y Bilbao (16%). Entre los de menor tráfico,
aumentan entre el 20% y el 80%, Murcia-San Javier, La Gomera y
León. Los aeropuertos de Málaga, Palma de Mallorca, Barcelona y
Madrid-Barajas mantuvieron durante el año crecimientos del 11%,
8%, 7% y 6%, respectivamente. En el otro extremo figuran,
Madrid-Torrejón (-11%), Córdoba (-7%) y Santander (-3%).
Entre los seis aeropuertos de primer nivel, aparte de los crecimien-
tos ya comentados, crece en relación con la media del año, Gran
Canaria (2%) mientras Tenerife Sur se mantienen en niveles inferio-
res al año anterior, e inferiores a la media.
Evolution of air traffic in Spain
Passengers
During 2003, air traffic in Spain underwent an
average 7.5% growth shared between the different
airports, adding a total 153.8 million passengers.
Commercial passenger data (not including transits
or other kinds of traffic such as general aviation),
increased 7.6%, with a total of 151.9 million
passengers. Aena general growth in this year was 5
points higher than the average European growth
and 3.7 points higher than the total for ACI
(Airports Council International) airports.
Of all the network’s airports, the increases
undergone in Girona-Costa Brava (160%), Alicante
(17%), Tenerife Norte  (17%) and Bilbao (16%)
were the most significant. From amongst those with
less traffic, Murcia-San Javier, La Gomera and León
grew between 20% and 80%. Málaga, Palma de
Mallorca, Barcelona and Madrid-Barajas airports
grew during the year 11%, 8%, 7% and 6%
respectively. On the opposite side there figured
Madrid-Torrejón (-11%), Córdoba (-7%) and
Santander (-3%).
Between the six first level airports, apart from the
aforementioned growths, Gran Canaria (2%) grew
in relation to the year average while Tenerife Sur
remained lower than the previous year levels and
inferior than the average.
Aumentó el tráfico 
y creció la red 
aeroportuaria 
Traffic increased
and the airport
network grew
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AEROPUERTOS
AIRPORTS
Siguiendo la tendencia histórica de años anteriores, los aumentos
de tráfico se producen principalmente en tráfico regular, al tiempo
que el no regular retrocede. En cambio, en lo referente a distribu-
ción por destinos, el tráfico doméstico ha aumentado ligeramente
más que el internacional, aunque todavía sigue siendo mayoritario
este último con un 59% frente al 41%. Respecto a la distribución
de tráfico en regular y no regular, en este año se ha reforzado el cre-
cimiento del tráfico regular, que alcanza el 77% del total, y porcen-
tajes de crecimiento  superiores.
El reparto de tráfico entre los distintos aeropuertos de la red se man-
tiene en los mismos valores que años anteriores:
• Los seis aeropuertos de mayor tráfico suponen el 70% del tráfico
comercial en España, destacando los de Madrid con 36 millones
de pasajeros, Barcelona 23 millones y Palma de Mallorca con 19.
• Los 10 aeropuertos con más de 1 millón de pasajeros concentran
el 27% del tráfico.
• Los otros 28 aeropuertos representan el 7% restante.
Operaciones
El número de operaciones totales durante el año 2003 fue de 1,97
millones, lo que supone un 4% de incremento respecto a los valo-
res de 2002. Las operaciones comerciales (sin incluir aviación gene-
ral ni otras clases de tráfico) ascendieron a 1,6 millones, con un
incremento del 6%. El crecimiento experimentado por los aero-
puertos de Aena es superior en dos puntos y medio, al experimen-
tado por la Región Europea de ACI, y de cinco respecto al total de
las regiones ACI.
Los tres aeropuertos que superaron las 100.000 operaciones fue-
ron Madrid-Barajas (384.000), Barcelona (282.000) y Palma de
Mallorca (169.000). Respecto al crecimiento, hay que señalar los
aumentos experimentados por Fuerteventura (22%), Girona-Costa
Brava (35%), La Palma (26%), Murcia-San Javier (29%) y Reus
(26%), y  los experimentados por Madrid-Barajas (4%) y Barcelona
(4%). Otros aeropuertos como Tenerife Sur (-1%), Valencia (-2%),
o Jerez de la Frontera (-24%) disminuyen respecto a los valores de
años anteriores. 
Following the previous years historical trends, traffic
increases took place mainly with regular traffic,
while on the other hand non-regular traffic
diminished. However, and in relation to the
distribution by destination, domestic traffic
increased slightly more than the international one,
even though the latter is still predominant with
59% versus 41%. With respect to the distribution
of traffic between regular and non-regular, this year
regular traffic has been reinforced, achieving 77%
of the total and higher growth percentages.
The share of traffic between the different
airports of the network remains the same as in
preceding years:
• The six airports with most traffic represent 70%
of the commercial traffic in Spain, having to
highlight Madrid with 36 million passengers,
Barcelona with 23 million and Palma de
Mallorca with 19.
• The 10 airports with more than 1 million
passengers concentrate 27% of the traffic.
• The other 28 airports represent the remaining 7%.
Operations
The total number of operations during 2003 was
1.97 million, representing a 4% increase with
respect to the 2002 figures. Commercial operations
(not including general aviation or other kinds of
traffic) grew 1.6 million, with a 6% increase. The
increase undergone by Aena airports represents 2.5
points more than the one experimented by ACI
European Region and 5 points more than the total
for ACI regions.
The three airports that exceeded 100.000
operations were Madrid-Barajas (384.000),
Barcelona (282.000) and Palma de Mallorca
(169.000). With respects to growth, the
increments experimented by Fuerteventura (22%),
Girona-Costa Brava (35%), La Palma (26%),
Murcia-San Javier (29%) and Reus (26%) are
significant together with those of Madrid-Barajas
(4%) and Barcelona (4%). Other airports such as
Tenerife Sur (-1%), Valencia (-2%) o Jerez de la
Frontera (-24%) diminish compared with their
figures of previous years.
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Comparativamente, las operaciones han experimentado duran-
te 2003 un crecimiento menor a los datos de pasajeros, con
mayor incidencia en el mercado nacional. El 52% de operacio-
nes en los aeropuertos son vuelos domésticos frente al 48%
internacional, mientras que en la distribución regular-no regular
se confirman los crecimientos de vuelos regulares y descensos
en los servicios a petición.
Carga
Durante 2003 se transportaron 605 mil toneladas de carga total, lo
que supone un crecimiento del 1,4% frente a los datos del año
anterior. Más del 50% de toda la mercancía transportada se con-
centra en el aeropuerto de Madrid Barajas. El tráfico total se distri-
buye entre Nacional (40%) e Internacional (60%), con mayor creci-
miento del tráfico internacional.
Respecto al reparto por aeropuertos, se ha producido un aumento
del tráfico en aeropuertos como Zaragoza (166%), Tenerife Norte
(13%), Lanzarote (4%), o Madrid Barajas (4%), mientras que aero-
puertos con fuerte presencia histórica de carga tienen bajada en su
crecimiento medio, como Barcelona (-8%), Vitoria (-5%), Valencia
(-0,6%).y Palma de Mallorca (-2%),
Apertura de nuevos aeropuertos
Hay que destacar la apertura de dos nuevos aeropuertos en dos pro-
vincias distintas como Albacete, con un tráfico de pasajeros totales
de 4.666 y 257 operaciones; y Logroño con 20.222 pasajeros y
1.624 operaciones. 
Comparatively, operations have experimented
during 2003 a smaller growth than passenger
figures, with a greater incidence in the national
market. 52% of airport operations are domestic
compared to 48% international ones, whilst the
regular-non regular distribution confirms the
growth of regular flights and decrease of services
on petition.
Cargo
During 2003, a total of 605 thousand tons were
transported, which means a 1.4% increase with
respect to the figures of the previous year. More
than 50% of all the transported goods is
concentrated in Madrid-Barajas airport. The total
traffic is distributed between National (40%) and
International (60%), with a bigger increase of
international traffic.
Regarding the distribution per airports, there has
been an increase in airports such as Zaragoza
(166%), Tenerife Norte (13%), Lanzarote (4%) or
Madrid-Barajas (4%) while on the other hand
airports with a strong historical presence of cargo
have decreased their average growth, like Barcelona
(-8%), Vitoria (-5%), Valencia (-0.6%) and Palma de
Mallorca (-2%).
Opening of new airports
The inauguration of two new airports in two
different provinces has to be highlighted: Albacete,
with a total passenger traffic of 4.666 and 257
operations; and Logroño, with 20.222 passengers
and 1.624 operations.
A CORUÑA 549.871 12.621 541.944 44
ALBACETE 4.666 257 0 18
ALICANTE 8.195.454 66.571 5.847.314 123
ALMERIA                       839.859 14.918 59.353 56
ASTURIAS                      839.814 12.867 484.441 65
BADAJOZ                       66.522 10.374 19 6
BARCELONA 22.752.667 282.020 70.117.771 81
BILBAO 2.850.524 44.009 3.813.599 65
CORDOBA                       16.787 8.097 0 2
EL HIERRO                     134.352 3.810 173.657 35
FUERTEVENTURA 3.919.224 39.695 3.694.598 99
GIRONA-COSTA BRAVA 1.448.796 20.138 289.947 72
GRAN CANARIA 9.181.229 99.712 40.050.037 92
GRANADA                       525.869 12.804 101.201 41
IBIZA                         4.157.291 47.990 4.232.712 87
JEREZ DE LA FRONTERA 846.452 24.946 146.665 34
LA GOMERA 28.588 3.372 2.739 8
LA PALMA                      941.118 17.542 1.433.112 54
LANZAROTE 5.383.426 47.667 7.492.796 113
LEON 31.607 3.148 9 10
LOGROÑO                20.222 1.624 118 12
MADRID-BARAJAS 35.855.861 383.804 307.026.083 93
MADRID-CUATRO VIENTOS 39 73.086 0 0
MADRID-TORREJON 21.253 9.210 1.135 2
MALAGA 11.566.616 110.220 6.837.573 105
MELILLA                       223.437 9.017 479.304 25
MENORCA 2.704.038 32.388 3.705.013 83
MURCIA-SAN JAVIER 556.927 9.892 74.442 56
PALMA DE MALLORCA 19.185.919 168.988 19.935.400 114
PAMPLONA 312.787 9.746 186.276 32
REUS                          846.731 19.654 4.205 43
SABADELL                      0 51.901 -- 0
SALAMANCA                     22.650 11.417 0 2
SAN SEBASTIAN 283.843 8.879 96.556 32
SANTANDER 253.756 11.326 39.817 22
SANTIAGO 1.381.826 18.454 5.318.564 75
SEVILLA 2.269.565 38.483 4.287.514 59
TENERIFE NORTE 2.919.087 53.718 23.842.324 54
TENERIFE SUR 8.852.878 62.505 8.775.214 142
VALENCIA 2.432.126 65.547 11.769.667 37
VALLADOLID                    232.254 8.912 208.501 26
VIGO 840.013 13.453 1.134.407 62
VITORIA 102.328 13.291 40.155.860 8
ZARAGOZA                      228.069 10.748 8.365.562 21
TOTAL 153.826.341 1.968.821 580.725.449 78
Tráfico total en aeropuertos españoles año 2003*
Total traffic in Spanish airports in 2003*
Aeropuertos
* Incluidos tránsitos y otras clases de tráficos.
** Los datos de Kgs. de mercancía no incluyen Otras Clases de Tráfico ni Mercancia en Tránsito.
También pertenecen a la red de Aena el Aeropuerto de Palma - Son Bonet y el Helipuerto de Ceuta. Los Aeropuertos de Burgos y de Monflorite-Alcalá (Huesca) han sido declarados
de interés general y Aena está llevando a cabo en ellos diversas actuaciones para su apertura al tráfico civil.
* Including transits and other kinds of traffic.
** The data for Kg. of cargo does not include Other Kinds of Traffic nor Cargo in Transit.
Palma-Son Bonet airport and Ceuta heliport also belong to Aena´s network. Burgos and Monflorite-Alcalá (Huesca) airports have been declared of general interest and Aena is undertaking in them various
actions for their opening to civil traffic.
Pasajeros Operaciones Mercancía** Media Pax/oper
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Aeronaves
Nacional 846.066 5,7% 43%
Internacional 784.249 7,3% 40%
Otras Clases 338.506 -6,6% 17%
Total 1.968.821 4,0% 100%
Pasajeros
Nacional 62.928.063 8,2% 41%
Internacional 89.047.440 7,1% 58%
Otras Clases 256.261 -11,3% 0%
Tránsitos 1.594.577 6,3% 1%
Total 153.826.341 7,5% 100%
Kgs. Mercancias
Nacional 229.624.115 -1,1% 38%
Internacional 351.101.334 2,2% 58%
Otras Clases 324.932 -0,2% 0%
Tránsitos 23.457.231 18,9% 4%
Total 604.507.612 1,4% 100%
Unidades de tráfico**
Nacional 65.224.304 7,9% 41%
Internacional 92.558.453 6,9% 58%
Otras Clases 259.510 -11,1% 0%
Tránsitos 1.829.149 7,7% 1%
Total 159.871.417 7,3% 100%
Tráfico en los aeropuertos españoles durante el año 2003*
Traffic in Spanish airports during 2003*
* Datos totales incluyendo tránsitos y otras clases de tráfico.
** Las Unidades de Tráfico equivalen a un pasajero y su equipaje o 100 Kg. de carga.
* Total data including transits and other kinds of traffic.
** The units of traffic are the equivalent to one passenger and his luggage or 100 kilograms of cargo.
2003 %Inc 2003/2002 %Tráfico
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MADRID-BARAJAS 35.855.861
BARCELONA 22.752.667
PALMA DE MALLORCA 19.185.919
MALAGA 11.566.616
GRAN CANARIA 9.181.229
TENERIFE SUR 8.852.878
ALICANTE 8.195.454
LANZAROTE 5.383.426
IBIZA                         4.157.291
FUERTEVENTURA                 3.919.224
TENERIFE NORTE 2.919.087
BILBAO 2.850.524
MENORCA 2.704.038
VALENCIA 2.432.126
SEVILLA 2.269.565
GIRONA-COSTA BRAVA 1.448.796
SANTIAGO 1.381.826
LA PALMA                      941.118
REUS                          846.731
JEREZ DE LA FRONTERA          846.452
VIGO 840.013
ALMERIA                       839.859
ASTURIAS                      839.814
MURCIA-SAN JAVIER 556.927
A CORUÑA 549.871
GRANADA                       525.869
PAMPLONA 312.787
SAN SEBASTIÁN 283.843
SANTANDER 253.756
VALLADOLID                    232.254
ZARAGOZA                      228.069
MELILLA                       223.437
EL HIERRO                     134.352
VITORIA 102.328
BADAJOZ                       66.522
LEÓN 31.607
LA GOMERA 28.588
SALAMANCA                     22.650
MADRID-TORREJÓN 21.253
LOGROÑO 20.222
CORDOBA                       16.787
ALBACETE 4.666
MADRID-CUATRO VIENTOS 39
SABADELL                      0
TOTAL 153.826.341
Girona
Costa Brava
Sevilla
Valencia
Menorca
Bilbao
Tenerife Norte
Fuerteventura
Ibiza
Lanzarote
Alicante
Tenerife Sur
Gran Canaria
Málaga
Palma de
Mallorca
Barcelona
Madrid-Barajas
5.000.000 10.000.000 15.000.000 20.000.000 25.000.000 30.000.000 35.000.000
Santiago
0 40.000.000
Pasajeros totales 2003
Total passengers 2003
Aeropuertos Pasajeros
Aeropuertos con mayor número de pasajeros totales durante el año 2003
Airports with a higher number of total passengers during 2003
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1994 91.725.603
1995 97.933.669
1996 103.554.386
1997 111.331.125
1998 119.024.523
1999 128.891.671
2000 140.997.305
2001 144.600.598
2002 143.092.601
2003 153.826.341
REGULAR
Nacional 60.325.919 8,0% 52%
Internacional 56.291.001 13,1% 48%
TOTAL 116.616.920 10,4% 100%
CHARTER
Nacional 2.590.053 14,5% 7%
Internacional 32.740.373 -1,9% 93%
TOTAL 35.330.426 -0,8% 100%
OTROS SERVICIOS 28.157 20,9% -
OTRAS CLASES TRÁFICO 256.261 -11,3% 0%
TRÁNSITO 1.594.577 6,3% 1%
TOTAL 153.826.341 7,5% 100%
* Pasajeros totales incluyendo tránsitos y Otras Clases de Tráfico
* Total number of passengers including transits and Other Kinds of Traffic
Evolución del tráfico de pasajeros totales
Evolution of the total of passenger traffic
Año Pax. Totales
Tráfico aéreo de pasajeros totales del año 2003*
Total passenger air traffic in 2003*
2003 %Inc 2003/2002 %Tráfico
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1997 43.782.549 2.638.224 30.974.879 31.392.863 239.219 2.303.391
1998 45.269.075 2.473.072 35.727.908 33.321.003 282.040 1.951.425
1999 48.668.536 2.410.194 40.330.558 35.396.521 265.272 1.820.590
2000 55.979.285 1.875.832 45.781.831 35.401.016 298.517 1.660.824
2001 57.883.172 1.655.429 49.185.247 34.143.728 230.476 1.479.352
2002 55.857.853 2.261.547 49.773.812 33.386.752 288.783 1.500.565
2003 60.325.919 2.590.053 56.291.001 32.740.373 256.261 1.594.577
Reg. Nac 60.325.919
No Reg. Nac. 2.590.053
Reg. Int. 56.291.001
No Reg. Int. 32.740.373
Otras clases 256.261
Tránsitos 1.594.577
153.798.577
Otros servicios no incluidos 28.157
153.826.341
Regular No regular Otras clases Tránsitos
Nacional
Regular No regular
Internacional
Pasajeros
Passengers
Pasajeros comerciales nacionales
National commercial passengers
Pasajeros comerciales internacionales
International commercial passengers
Distribución pasajeros totales año 2003
Total passenger distribution for 2003
0
10.000.000
20.000.000
30.000.000
40.000.000
50.000.000
60.000.000
70.000.000
1997 1998 1999 2000 2001 2002 2003
0
10.000.000
20.000.000
30.000.000
40.000.000
50.000.000
60.000.000
1997 1998 1999 2000 2001 2002 2003
Regular No regular Regular No regular
Distribución del tráfico de pasajeros totales año 2003
Distribution of total passenger traffic for 2003
No Reg. Int 21%
Otras clases 0%
Tránsitos 1%
Reg. Nac. 39%
No Reg. Nac. 2%
Reg. Int. 37%
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REGULAR
Nacional 755.310 6,1% 58%
Internacional 554.659 11,3% 42%
TOTAL  1.309.969 8,2% 100%
CHARTER
Nacional 73.402 1,3% 25%
Internacional 218.012 -1,2% 75%
TOTAL 291.414 -0,6% 100%
OTROS SERVICIOS 28.932 2,9% 1%
OTRAS CLASES TRÁFICO 338.506 -6,6% 17%
TOTAL 1.968.821 4,0% 100%
1994 1.200
1995 1.256
1996 1.350
1997 1.464
1998 1.543
1999 1.685
2000 1.854
2001 1.902
2002 1.894
2003 1.969
Tráfico aéreo de aeronaves del año 2003*
  Total air traffic in 2003*
2003 %Inc 2003/2002 %Tráfico
Evolución del tráfico aeronaves
Evolution of aircraft traffic
Año Pax. Totales
(totales en miles)
Evolución del tráfico de aeronaves 1994-2003
Evolution of aircraft traffic 1994-2003
1994 1995 1996 1997 1998 1999 2000 2001 2002 2003
800
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* Operaciones totales incluyendo Otras Clases de Tráfico
* Total operations including Other Kinds of Traffic
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REGULAR
Nacional 177.890.598 -6,3% 40%
Internacional 263.587.994 1,1% 60%
TOTAL 441.478.592 -2,0% 100%
CHARTER
Nacional 50.681.447 22,2% 37%
Internacional 87.318.668 5,4% 63%
TOTAL 138.000.115 11,0% 100%
OTROS SERVICIOS 1.246.742 18,8% -
OTRAS CLASES TRÁFICO 324.932 -0,2% 0%
TRÁNSITOS 23.457.231 18,9% 4%
TOTAL 604.507.612 1,4% 100%
1994 415
1995 455
1996 501
1997 550
1998 559
1999 608
2000 638
2001 601
2002 596
2003 605
* Mercancías totales incluyendo tránsitos y Otras Clases de Tráfico
* Total cargo including transits and Other Kinds of Traffic
2003 %Inc 2003/2002 %Tráfico
Tráfico aéreo de mercancías del año 2003 (Kgs)*
Total air cargo traffic in 2003 (Kg.)*
Evolución del tráfico de mercancía total año 2003
Evolution of the total cargo traffic – year 2003
Año Mercancía total
(miles de toneladas)
Evolución del tráfico total de mercancías 1994-2003
Evolution of the total cargo traffic 1994-2003
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LONDRES (Heathrow)  63.468,6 0,2
FRANCF0RT   48.351,7 -0,2
PARIS, (Charles de Gaulle)                                     48.122,0 -0,4
AMSTERDAM  39.959,2 -1,9
MADRID-BARAJAS  35.855,9 5,7
LONDRES (Gatwick)  30.007,2 1,3
ROMA (Fiumicino)  26.285,0 3,7
MUNICH          24.193,3 4,4
BARCELONA    22.752,7 6,6
PARIS (Orly)        22.390,2 -3,3
MANCHESTER   19.867,9 4,6
PALMA DE MALLORCA  19.185,9 7,6
LONDRES (Stansted)             18.716,7 16,6
MILAN (Malpensa)  17.630,5 1,1
ZURICH  16.997,6 -5,1
COPENAGUE         15.958,7 -3,0
DUBLIN  15.856,3 5,1
ESTOCOLMO         15.206,4 -8,0
BRUSELAS  15.164,9 5,5
DUSSELDORF  14.273,1 -3,2
OSLO  13.470,5 1,6
VIENA  12.784,5 6,8
ATENAS  12.252,2 3,6
MALAGA  11.566,6 10,9
BERLIN (Tegel)  11.104,1 12,4
HELSINKI  9.698,4 1,0
LISBOA  9.636,6 2,9
GRAN CANARIA  9.181,2 1,9
NIZA  9.127,3 -0,8
TENERIFE SUR, ES       8.852,9 -1,4
Tráfico en aeropuertos europeos en 2003
Traffic in European airports in 2003
Llegadas+salidas+tránsitos Incr.
Media de crecimiento de Europa 2,1%
Average growth in Europe 2.1%
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Planificación de Operaciones y Servicios
Operaciones
• Campo de Vuelo y Plataforma
En lo referente a la seguridad operativa en el campo de vuelos y
plataforma, durante el año 2003 se realizó el seguimiento y se ini-
ció la revisión de la Normativa de seguridad en plataforma (2002).
Continúan los trabajos en el proceso de certificación de aeródro-
mos, con el estudio de las implicaciones de las Normas Técnicas
de Aeródromos Civiles y con la creación de una Asistencia Técnica
para la definición de una metodología para la realización de
Estudios Aeronáuticos de Seguridad y su aplicación en el
Aeropuerto de La Palma, la elaboración e implantación de un
Manual de Aeródromo y la evaluación del procedimiento de cer-
tificación en el Aeropuerto de Ibiza, en coordinación con la
Dirección General de Aviación Civil. 
Asimismo, se trabaja en la definición de un Sistema de Gestión de
la Seguridad Operacional de acuerdo con lo establecido por la
Dirección General de Aviación Civil.
En materia de colaboración con el Instituto Nacional de
Meteorología merece destacarse la evaluación del “Procedimiento
para la notificación de caída de rayos en la proximidad de los
Operations and services planification
Operations
• Flight field and platform
Regarding operational safety in the flight field
and platform, during 2003 Platform Safety
Regulations (2002) were followed up and
revision initiated.
Activities relative to aerodrome certification
procedures are continuing with the study of the
implications of the Civil Aerodrome Technical
Regulations and the creation of a Technical
Assistance Group for the definition of a
methodology for the delivery of an
Aeronautical Study for Safety and its
application in the La Palma airport, the
elaboration and implementation of an
Aerodrome Manual and the evaluation of a
certification procedure for Ibiza Airport, in
coordination with the Spanish DGAC.
Furthermore, work is being pursued for the
definition of an Operational Safety Management
System in accordance with that established by the
Spanish DGAC.
In relation to collaboration with the National
Meteorological Institute, the evaluation of a
“Procedure for the notification of lightning in the
Trabajo a pie de avión
Working next to the aircraft
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Aeropuertos” y elaboración de los criterios y procedimientos de
“Avisos de Aeródromos”.
Relativo a los procedimientos de visibilidad reducida (LVP), se
aprobaron los de los aeropuertos de Almería, Fuerteventura,
Gran Canaria, Ibiza, La Palma, Lanzarote, Menorca, Pamplona,
Reus, Valencia y la actualización del Aeropuerto de Asturias
(categoría II/III).
El LVP del Aeropuerto de Málaga está pendiente de su aprobación
y los de los de Alicante, Granada, Jerez, Melilla, Sevilla, Tenerife
Sur y Vigo se encuentran en tramitación. El del Aeropuerto de
Girona-Costa Brava se encuentra en fase de elaboración y los de
los aeropuertos de A Coruña, Barcelona, Bilbao, Madrid-Barajas,
Palma de Mallorca, Santiago, San Sebastián, Tenerife Norte y
Vitoria están en fase de actualización.
También se realizó el seguimiento y análisis de accidentes e inci-
dentes en el área de movimiento, mejorando el sistema de cap-
tación de datos, el análisis del accidente de la aeronave Fokker
50 en el aeropuerto de Melilla (17/01/03), y se coordinaron las
obras que afectan a la operatividad de los aeropuertos. Por otra
parte, se participó en la definición de una aplicación para la ges-
tión de los Permisos de Conducción en Plataforma (PCP), y se
llevó a cabo un Plan de actuación frente a contingencias inver-
nales de hielo y nieve (Plan de Invierno), y un borrador del Plan
de Homologación de Aeropuertos de Aena para la realización de
operaciones VFR nocturnas.
Además se procedió a la definición de la metodología y procedi-
miento relativos a la medición de puntos de interés aeronáutico y
obstáculos en las áreas de aproximación, despegue y circuito y se
realizaron estudios aeronáuticos para la determinación de obstá-
culos en el entorno del Helipuerto de Ceuta y en el Aeropuerto de
Logroño, en las áreas de aproximación, despegue y circuito en los
Aeropuertos de Córdoba, El Hierro, Gran Canaria y Valencia;
Almería, Fuerteventura, Málaga y Zaragoza.
Por último, se elaboró la instrucción operativa para el diseño y
operación de los estacionamientos autónomos, y un procedimien-
to relativo a la protección de servidumbres aeronáuticas.
• Área Terminal
En lo que a este apartado se refiere, destaca una nueva edición del
Manual Normativo de Señalización en Aeropuertos y una versión
actualizada del Manual Técnico para la Accesibilidad en los
Aeropuertos Españoles.
proximity of airports” and the elaboration of
criteria and procedures for “Aerodrome
Warnings” must be highlighted.
With regards to low visibility procedures (LVP),
those for Almería, Fuerteventura, Gran Canaria,
Ibiza, La Palma, Lanzarote, Menorca, Pamplona,
Reus and Valencia airports were approved and the
one for Asturias airport (category II/III) updated. 
The LVP for Málaga airport is pending approval
and those for Alicante, Granada, Jerez, Melilla,
Sevilla, Tenerife Sur and Vigo are being pursued.
The one for Girona-Costa Brava airport is in the
preparation phase and those for A Coruña,
Barcelona, Bilbao, Madrid-Barajas, Palma de
Mallorca, Santiago, San Sebastián, Tenerife Norte
and Vitoria airports are being updated.
Follow up and analysis of accidents and incidents
in the movement area was undertaken, improving
the systems´ data capture, analysing the Fokker
50 aircraft accident in Melilla airport (17/01/03),
and the civil works affecting airport operability
were coordinated. On the other hand, there was
participation in the definition of an application for
the management of the Platform Driving Licenses
(PCP), and an action plan for ice and snow winter
contingencies (Winter Plan) and a draft of the
Aena Airports Homologation Plan for the flight of
nocturnal VFR operations were addressed.
Moreover, a methodology and procedures
relative to the measurement of points of
aeronautical interest and obstacles in the
approach, take off and circuit areas were defined
and aeronautical studies for the determination of
obstacles in the surroundings of Ceuta Heliport
and Logroño Airport were undertaken together
with those for the approach, take off and circuit
areas of Córdoba, El Hierro, Gran Canaria,
Valencia, Almería, Fuerteventura, Málaga and
Zaragoza airports.
Finally, an operational instruction for the design
and operation of autonomous parking areas and
a procedure relative to the protection of
aeronautical easements were produced.
• Terminal Area
Regarding this point, the new edition of the
Airport Signalling Regulatory Manual and an
updated version of the Accessibility to Spanish
Airports Technical Manual deserve to be
highlighted.
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Asimismo, se han elaborado los manuales de autoprotección de
los Aeropuertos de Albacete, Alicante, Almería, Córdoba, Gran
Canaria, La Gomera, Logroño, Madrid-Torrejón, Murcia-San Javier,
Reus, Salamanca, San Sebastián, Tenerife Norte y Vigo, así como
del Helipuerto de Ceuta, efectuándose el seguimiento de la situa-
ción actual, del estado de dichos manuales en todos los
Aeropuertos así como la realización del trabajo para su implanta-
ción en los de: Granada, Alicante, Tenerife Norte, Bilbao, San
Sebastián y Gran Canaria, y el asesoramiento en la realización de
los simulacros de evacuación de edificios terminales realizados en
los Aeropuertos de Logroño y Almería.
Durante el año 2003 se desarrolló un nuevo modelo paramétrico
para realizar cálculos de capacidad en las zonas de facturación y
embarque con la aplicación informática Witness, y se desarrolló una
herramienta para la estimación de la capacidad y el dimensiona-
miento de edificios terminales, realizando estudios de capacidad de
Edificio Terminal en los Aeropuertos de Lanzarote, Logroño,
Albacete, Girona-Costa Brava, La Gomera, León y San Sebastián.
En el mismo ejercicio también se participó en los diseños funcio-
nales de los Aeropuertos de Vigo, Gran Canaria, Badajoz y El
Hierro, y en la revisión del proyecto del Nuevo Área Terminal (NAT)
del Aeropuerto de Alicante.
Asimismo se procedió a revisar la situación de los Puestos de
Inspección Fronteriza en los Aeropuertos de Aena, identificando
sus necesidades, y se redactaron las directrices para el uso equi-
librado de los segundos idiomas oficiales en los Aeropuertos
Españoles. Además, se realizó el seguimiento de la implantación
de las medidas cautelares respecto a las importaciones de pro-
ductos de origen animal destinados al consumo humano
(Decisión 2002/995/CE).
Por último, se elaboraron estudios sobre el Desarrollo de la
Aviación Civil por Helicóptero en España y acerca del Desarrollo de
la aviación de negocios en el Aeropuerto de Madrid - Barajas y
Situación actual de la Aviación Regional en España.
• Servicio de Extinción de Incendios (S.E.I). 
Durante el 2003 se colaboró con la Dirección de Organización y
Recursos Humanos en lo relativo al Plan de Formación SEI / ins-
tructores SEI, en la definición de equipos de protección indivi-
dual para el SEI y en la formación relativa a Planes de
Emergencia en los Aeropuertos.
Moreover, auto protection manuals for Albacete,
Alicante, Almería, Córdoba, Gran Canaria, La
Gomera, Logroño, Madrid-Torrejón, Murcia-San
Javier, Reus, Salamanca, San Sebastián, Tenerife
Norte and Vigo airports have been elaborated
together with one for Ceuta Heliport, undertaking
the follow up of the current situation, of the state
of those manuals in all the airports as well as
addressing their implementation in the airports of:
Granada, Alicante, Tenerife Norte, Bilbao, San
Sebastián and Gran Canaria, and the assessment
for terminal building evacuation drills in Logroño
and Almería airports.
During 2003 a new parametrical model for
capacity calculations in the check-in and boarding
areas with the Witness programme was
developed, as well as a tool for capacity
estimation and dimensioning of terminal
buildings, undertaking terminal building capacity
studies in the airports of Lanzarote, Logroño,
Albacete, Girona-Costa  Brava, La Gomera, León
and San Sebastián.
During this same period there was also
participation in the functional design of the
airports of Vigo, Gran Canaria, Badajoz and El
Hierro and the project for the New Terminal Area
(NAT) of Alicante airport was revised.
Furthermore the situation of the Customs Posts of
Aena airports was revised, identifying their
necessities and  the guidelines for the balanced
use of the second official languages in Spanish
airports were set down. Moreover, follow up of
the implementation of the preventive measures
for importation of animal derived products
destined for human consumption was undertaken
(Decision 2002/995/CE).
Finally, studies were done about the Development
of Civil Aviation by Helicopter in Spain and about
the Development of business aviation in Madrid-
Barajas airport and the Current Situation of
Regional Aviation in Spain.
• Fire Extinction Service (S.E.I.)
During 2003 collaboration with the Organisation
and Human Resources Directorate was
established for the Training Plan Fire Extinction
Service / Fire Extinction Service instructors, in the
definition of the individual protection equipment
for the Fire Extinction Service and training relative
to the Emergency Plans for Airports.
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Además, se revisó la categoría OACI-SEI de los diversos
Aeropuertos de la red de Aena y se ha colaborado con la Dirección
de Infraestructuras, proporcionando asesoramiento sobre las esta-
ciones SEI y el equipamiento de las mismas. Durante este año se
determinaron las necesidades de agentes extintores, y equipos de
protección individual para el SEI, llevándose a cabo su adquisición
y distribución a los Aeropuertos. 
Se llevó a cabo una labor de asistencia y asesoramiento a los aero-
puertos sobre Planes de Emergencia, Planes de retirada de
Aeronaves Inutilizadas y realización de simulacros, y cuestiones
relacionadas con el Servicio de Extinción de incendios. 
También se difundió a los aeropuertos el documento denominado
“Plan de Simulacros de Emergencia en la red de Aeropuertos de
Aena”, así como la programación, seguimiento de los Simulacros
Generales de Emergencia y la asistencia, como grupo de observa-
ción y crítica, a los simulacros generales realizados en los
Aeropuertos de Barcelona, Lanzarote, Bilbao, Pamplona,
Santander y Palma de Mallorca.
• Equipamiento y Mantenimiento
Durante el año 2003 se realizó la adjudicación y seguimiento de
los expedientes relativos a:
-  “Adquisición de 15 vehículos SEI de 10.000 litros de agua y 250
kg de polvo químico”.
-  “Adquisición de 2 vehículos SEI de 5.500 litros de agua y 250
kg de polvo químico para el Aeropuerto de Logroño”.
-  “Adquisición de 2 vehículos SEI de 2.500 litros de agua y 150
kg de polvo químico para el Aeropuerto de Son Bonet”.
-  “Adquisición de 2 vehículos SEI de 1.700 litros de agua y 250
kg de polvo químico para el Helipuerto de Ceuta”, que además
se certificó y en diciembre de 2003 ha entrado en servicio.
Furthermore, category ICAO-Fire Extinction
Service for the different airports of the Aena
airport network has been revised and
collaboration has been established with the
Infrastructure Directorate, providing assessment
about the Fire Extinction Service stations and their
equipment. During this year the requirements for
extinguishers were determined, as well as
individual protection equipment for the Fire
Extinction Service, undertaking their purchase
and distribution to the airports.
Assistance and assessment was provided to
airports about Emergency Plans, Plans for
Withdrawal of Non-used Aircraft and about drill
practices, and other issues related to the Fire
Extinction Service.
A document called “Plan for Emergency Drills in
the Aena Airport Network” was also
disseminated to the airports, as well as the
programme and follow up of the General
Emergency Drills and the assistance, as an
observer and critical group, to the general drills
undertaken in the airports of Barcelona,
Lanzarote, Bilbao, Pamplona, Santander and
Palma de Mallorca.
• Equipment and maintenance
During 2003 follow up and acquisition of the
hereunder described dossiers was effected:
- “Acquisition of 15 Fire Extinction Service
vehicles of 10.000 litres of water and 250 kg. of
chemical powder”.
- “Acquisition of 2 Fire Extinction Service vehicles
of 5.500 litres of water and 250 kg. of chemical
powder for Logroño airport”.
- “Acquisition of 2 Fire Extinction Service vehicles
of 2.500 litres of water and 150 kg. of chemical
powder for Son Bonet airport”.
- “Acquisition of 2 Fire Extinction Service vehicles
of 1.700 litres of water and 250 kg. of chemical
Señalero actuando en plataforma
Marshall acting on the platform
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Se elaboró y tramitó el concerniente a “Adquisición de 10 vehí-
culos SEI de 10.000 l de agua”, y se tramitó el de “Adquisición de
16 vehículos SEI de 13.500 litros de agua y 250 kg de polvo quí-
mico”, ambos en fase de informe de evaluación técnica de ofer-
tas. También se realizó la elaboración, tramitación, adjudicación y
seguimiento del relativo a “Adquisición de 2 vehículos SEI de
2.500 litros para los Aeropuertos de Burgos y Monflorite-Alcalá”. 
También se elaboró y tramitó el relativo al suministro de vehículos
ligeros para Aeropuertos en régimen de Renting, y se preparó un
expediente para la implantación de un Sistema Integral de Gestión
de Carros Portaequipajes para las nuevas terminales T4 y T4S del
Aeropuerto de Madrid-Barajas.
Además, se llevó a cabo el Plan de Autoextintores 2002-2007, y
la Edición 2003 del Manual de Dotación y Reposición de
Autoextintores.
En cuanto a la gestión y normativa, se realizó el control y la ges-
tión de los automóviles y sus seguros, así como el seguimiento de
“Partes de accidentes” a través del Consorcio de Compensación
de Seguros del Ministerio de Economía y Hacienda.
• Actividades específicas significativas
Merece destacarse la colaboración en distintos grupos y comisio-
nes: Ponencia de Aeródromos de CIDEFO (Comisión
Interministerial Defensa Fomento), Technical and Operational
Safety Committee (Palma de Mallorca, 3 y 4 de Abril y Atenas 25
y 26 de septiembre), Comisión de coordinación y seguimiento
Aena-INM y grupo de trabajo para la definición del Servicio de
Dirección de Plataforma de Madrid-Barajas. Participó en la puesta
en operación de los Aeropuertos de Logroño y Albacete y el
Helipuerto de Ceuta.
powder for Ceuta Heliport”, which was
furthermore certified and in December 2003
entered into service.
The dossier for “Acquisition of 10 Fire Extinction
Service vehicles of 10.000 litres of water” was
elaborated and processed and the one for
“Acquisition of 16 Fire Extinction Service vehicles
of 13.500 litres of water and 250 kg. of chemical
powder” was also processed, and both are in the
technical evaluation phase of the bid. The
elaboration, processing, assignment and follow
up of the dossier relative to “Acquisition of 2 Fire
Extinction Service vehicles of 2.500 litres of water
for the airports of Burgos and Monflorite-Alcalá”
was also undertaken.
The elaboration and processing of the dossier
relative to the provision of light vehicles for
airports in Renting conditions was also
addressed, and a dossier for the
implementation of an Integral System for the
Management of Luggage Trolleys for the new
terminals T4 and T4S of Madrid-Barajas airport
was prepared.
Furthermore, an Auto Extinguisher Plan 2002-
2007 and the 2003 Edition of the Auto
Extinguisher Provision and Reposition Manual
were developed.
Regarding management and regulation, control
and management of the automobiles and their
insurances was effected, as well as follow up of
the “Accident Reports” through the Consortium
for Compensation of Insurances of the Ministry of
Economy and Treasury.
• Significant specific activities
Collaboration between different groups and
commissions deserves highlighting: CIDEFO
Aprovisionamiento y mantenimiento de servicios aeroportuarios
Provision and maintenance of airport services
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Coordinación Operativa
Durante el año 2003, se realizaron las actividades de coordinación y
asignación de slots aeroportuarios correspondientes al final de la
Temporada de Invierno 02 y a las Temporadas de Verano 03,
Invierno 03 y Verano 04 en todos aquellos aeropuertos declarados
como Coordinados o Totalmente Coordinados. 
Además, de estas dos últimas temporadas de Invierno 03 y Verano
04, se efectuó la Coordinación Inicial de acuerdo a las solicitudes de
demanda inicial recibidas de las compañías aéreas y a las capacida-
des aeroportuarias declaradas, y se celebraron dos Conferencias
Mundiales de Coordinación de Horarios en Vancouver (Canadá) y
Singapur en junio y noviembre, respectivamente.
Asimismo, la División de Coordinación Operativa estuvo también
representada en la reunión para el intercambio de slots (swaps) y
mejora de las programaciones de las compañías aéreas que se cele-
bró en el mes de febrero en París convocada por la Asociación
Europea de Coordinadores de Slots Aeroportuarios (EUACA) con el
propósito de aliviar los problemas de congestión en los aeropuertos
y ajustar las programaciones de las compañías correspondientes a la
Temporada de Verano 03. 
Durante el desarrollo de su actividad de Coordinación de slots aero-
portuarios, se ha coordinado y controlado la asignación de la cuota
de ruido nocturna en el Aeropuerto de Madrid-Barajas, promovien-
do la reducción del ruido nocturno.
Por otro lado, en el año 2003 Coordinación Operativa participó acti-
vamente en la constitución de dos nuevos Subcomités de
Seguimiento del Uso de Slots para el Aeropuerto de Barcelona y los
aeropuertos canarios, que se unen a los ya existentes para el
Aeropuerto de Madrid-Barajas y los aeropuertos de Baleares.
En el año 2003 se iniciaron o continuaron los estudios de viabilidad
correspondientes a las propuestas de modificación de los horarios
operativos de los Aeropuertos de Albacete, Asturias, Badajoz, Bilbao,
El Hierro, Girona-Costa Brava, Granada, León, Logroño, Reus, Sevilla
y Tenerife Norte. Como resultado de dichos estudios, se han modifi-
cado los horarios operativos de Fuerteventura y Tenerife Norte a fin de
adaptarlos mejor a la demanda de operación existente.
(Defence and Development Interministerial
Commission) Aerodrome Meeting, Technical
and Operational Safety Committee (Palma de
Mallorca, 3rd and 4th of April and Athens 25th
and 26th of September), Aena-National
Meteorological Institute Co-ordination and
Monitoring Commission and working group for
the definition of the Madrid-Barajas Platform
Director Service. There was also participation in
the initialisation of operations of the Logroño
and Albacete airports and Ceuta heliport.
Operational co-ordination
During 2003, coordination activities and slot
assignment relative to the end of the 2002 Winter
Season as well as the 2003 Summer Season and
Winter Season and the 2004 Summer Season were
undertaken in all those airports declared as
Coordinated or Totally Coordinated.
For these last two seasons (Winter 2003 and
Summer 2004) Initial Coordination was also
addressed in accordance with the petitions of
initial demand received from the airlines and the
declared airport capacity, and World Conferences
for Timetable Coordination in Vancouver
(Canada) and Singapore were held in June and
November, respectively.
Furthermore, the Operative Coordination Division
was also represented in the slot interchange (swaps)
and airline programme improvement meeting held in
Paris in February called by the European Airport Slot
Coordinators Association (EUACA) with the aim to
alleviate the congestion problems and adjust airline
programmes for the Summer 2003 Season.
During the development of the airport slot
Coordination activity, the nocturnal noise quota for
Madrid-Barajas airport has been coordinated and
controlled, promoting noise reduction at night.
On the other hand, in 2003 Operative Coordination
participated actively in the constitution of two new
Subcommittees for Monitoring the Use of Slots in
Barcelona airport and the Canary airports, joining
those already in existence for Madrid-Barajas airport
and the Balearic airports.
In 2003, the feasibility studies corresponding to the
proposals for modification of the operating
schedules for the airports of Albacete, Asturias,
Badajoz, Bilbao, El Hierro, Girona-Costa Brava,
Granada, León, Logroño, Reus, Sevilla and Tenerife
Norte were initiated or continued. As a result, the
operating schedules for Fuerteventura and Tenerife
Norte were modified with the aim to better adapt
them to the existing operations demand.
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Calidad de Servicios
• Control de Calidad
La metodología para obtener los Niveles de Calidad Percibida
(NCP) se consolidó, de manera que se han realizado todas las tare-
as que durante un año definen la percepción de la calidad en los
aeropuertos españoles, para conseguir los indicadores de calidad
de los mismos, como son el Índice General de Calidad (IGC) y el
Índice de Calidad de Seguridad Percibida (ICSP) en pasajeros y
acompañantes, así como indicadores generales de calidad referi-
dos a las compañías aéreas, y en ambos casos con la determina-
ción de los índices de calidad por áreas de servicio que se prestan:
-  Informes regulares de calidad percibida de pasajeros y acompa-
ñantes, en 39 aeropuertos con tráfico comercial de pasajeros,
además de los correspondientes informes trimestrales y anuales
de aeropuertos españoles.
-  Informe anual de calidad de compañías aéreas, en 45 aero-
puertos, y su correspondiente informe agregado de aeropuertos
españoles.
-  Informe general de quejas y reclamaciones presentadas en los
aeropuertos.
-  Informe del “Compromiso de Servicio de los Aeropuertos de
Aena con los Pasajeros”.
Se ha implantado un Sistema de Gestión de la Calidad (SGC)
según la Norma UNE-EN-ISO 9001:2000 en nueve aeropuertos
(Barcelona, Alicante, Fuerteventura, Ibiza, Lanzarote, Menorca,
Almería, Jerez, Vigo), que han sido certificados por AENOR, con lo
que se suman a los aeropuerto de Málaga y Santiago, además de
Gran Canaria, donde se cuenta con una certificación de algunos
servicios, con lo que existen 12 Aeropuertos Españoles con siste-
mas de calidad implantados y certificados.
• Diagnóstico y Verificación Ambiental
Durante este año se obtuvo la certificación del Sistema de Gestión
Medioambiental (SGMA) según la Norma UNE-EN-ISO 14001:1996
en los aeropuertos de Málaga, Santiago y Gran Canaria, que se unen
al resto de aeropuertos donde previamente estaba implantado y cer-
tificado el sistema medioambiental (BCN, MAD, PMI, TFS, FUE, IBZ,
ACE, MAH, SVQ, VLC, LCG, OVD, SPC, VIT), con lo que son 18 los
aeropuertos certificados medioambientalmente a finales de 2003. 
En otros tres aeropuertos se implantó el sistema aunque la certifica-
ción se ha retrasado para el próximo año. También se mantiene la
colaboración en las auditorías iniciales de certificación, y en el resto
Quality of Services
• Quality Control
The methodology for obtaining the Levels of
Perceived Quality (NCP) were consolidated, so
that all the activities that during a year define the
perception of quality in the Spanish airports have
been undertaken, thus achieving the quality
indicators in them, such as the General Rate of
Quality (IGC) and the Quality Rate of Perceived
Safety (ICSP) in passengers and accompanying
people, as well as the general quality indicators
relative to airlines, in both cases determining the
quality rates by areas of service provided:
-  Regular reports on perceived quality by
passengers and accompanying people, in 39
airports with commercial passenger traffic, as
well as the corresponding trimester and annual
reports of the Spanish airports.
-  Annual airline quality report, in 45 airports,
and the corresponding aggregate report for
Spanish airports.
-  General report of complaints and reclamations
presented in airports.
-  Report of “The Service Commitment of Aena
Airports to the Passengers”.
The implementation of a Quality Management
System (SGC) in accordance with Ruling UNE-EN-
ISO 9001:2000 has taken place in nine airports
(Barcelona, Alicante, Fuerteventura, Ibiza,
Lanzarote, Menorca, Almería, Jerez and Vigo),
certified by AENOR, joining in this way the
airports of Málaga and Santiago, as well as Gran
Canaria, were some of the services are certified,
so that there are in existence 12 Spanish airports
with implemented and certified quality systems.
• Environmental Diagnosis and Verification
The certificate for Environmental Management
System (SGMA), in accordance with Ruling UNE-
EN-ISO 14001:1996, was obtained by the airports
of Málaga, Santiago and Gran Canaria, thus
joining the rest of the airports were the
environmental system was previously
implemented and certified (BCN, MAD, PMI, TFS,
FUE, IBZ, ACE, MAH, SVQ, VLC, LCG, OVD, SPC,
VIT) making fifteen environmentally certified
Spanish airports at the end of 2003. 
In another three airports the system was
implemented even though certification has been
postponed until the next year. Collaboration with
the initial certification audits has also been
maintained, as well as with the rest of the airports
in the monitoring and renovation audits.
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de aeropuertos en las auditorías de seguimiento y de renovación.
Además, se realizan también las auditorías internas de los siste-
mas, y en todos estos casos se apoya el proceso de solución de las
acciones correctoras detectadas. 
También se continúan las actividades de formación y sensibiliza-
ción medioambiental a través de cursos en los aeropuertos donde
se elabora el diagnóstico medioambiental, así como de refuerzo
en aquellos donde se requiera.
Un hecho relevante en la organización es la obtención alcanzada
por el Aeropuerto de Tenerife Sur de la certificación medioam-
biental conforme al reglamento europeo EMAS II, que supone un
paso más allá en el reconocimiento de las buenas prácticas
medioambientales de este centro. 
Tuvieron lugar las I Jornadas de Gestión Medioambiental de
Aeropuertos, donde los responsables de los sistemas de gestión
medioambiental y los coordinadores medioambientales de los aero-
puertos intercambiaron experiencias pretendiendo la adopción de
prácticas positivas en relación con la mejora medioambiental.
Se convocaron las VII Jornadas de responsables del Servicio de
Control de Fauna (SCF), celebrada en Tenerife Sur, que consolida
esta práctica de coordinación y de comunicación entre los aero-
puertos de la red. El estudio sobre la población de aves en los aero-
puertos de Aena, se desarrolla en cuatro zonas geográficas espa-
ñolas, el norte y el este desde el año pasado, y el sur y el centro
desde este año, que comprenderán una campaña de observación
de las aves en cada aeropuerto por un período de dos años, que se
completará con una quinta región, la canaria, a iniciar próxima-
mente, para contar con la información pertinente en toda la red. 
• Estudios y Análisis Estadísticos 
Durante este ejercicio se elaboraron los estudios de movilidad del
modo aéreo (EMMA), correspondientes a encuestas del año 2002,
de los aeropuertos de Alicante, Lanzarote, Ibiza, Fuerteventura,
Menorca, Valencia, Sevilla y Santiago. También se realizaron estu-
dios puntuales de caracterización del tráfico en los aeropuertos de
Bilbao y Girona-Costa Brava, y el informe anual de seguimiento en
los aeropuertos de Madrid y Barcelona. 
Se realizaron diversas campañas de encuestas durante dicho año en
el que destacan la campaña anual, varias oleadas, en el aeropuerto
de Madrid-Barajas, las campañas de seguimiento en los aeropuer-
tos de Málaga, Gran Canaria, Tenerife Sur y Tenerife Norte y cam-
pañas individuales en otros aeropuertos como son Reus, Girona-
Costa Brava, Murcia-San Javier, Asturias y San Sebastián.
Furthermore, system internal audits have also
been undertaken, and in all these cases the
solution procedure for the detected corrective
actions has been supported.
Training and awareness environmental activities
have been continued through courses in the
airports where the environmental diagnosis is
elaborated, as well as reinforcement courses
where required.
A relevant fact in the organisation is the
environmental certification of Tenerife Sur airport
in accordance with European regulations EMAS II,
which means a step further in the recognition of
the good environmental practices of this centre.
The First Airport Environmental Management
Work Shop took place, where those responsible
for the environmental management systems and
the airport environmental coordinators
interchanged experiences aiming at the
adoption of positive practices in relation to
environmental improvement.
The VII Meeting of those Responsible for the
Fauna Control Service (SCF) was convened and
hosted in Tenerife Sur, consolidating this practice
of coordination and communication of the
network airports. The study about bird population
in Aena airports, undertaken in four Spanish
geographical zones, North and East since last
year, and South and Centre since this year,  will
include a bird observation campaign in each
airport during a period of two years, and it will be
completed with a fifth region, the Canary one,
soon to be started, so as to have the relevant
information in all the network.
• Statistical Studies and Analysis
During this period the Studies on Mobility of the
Air Mode (EMMA), corresponding to the surveys
of year 2002, for the airports of Alicante,
Lanzarote, Ibiza, Fuerteventura, Menorca,
Valencia, Sevilla and Santiago were elaborated.
Specific studies of traffic characterisation in the
airports of Bilbao and Girona-Costa Brava were
also carried out, as well as the annual follow up
report in Madrid and Barcelona airports.
Various surveying campaigns were carried out
during the afore mentioned year between which
the most relevant are the annual campaign, in
various phases, in Madrid-Barajas airport, the
follow up campaigns in the airports of Málaga,
Gran Canaria, Tenerife Sur and Tenerife Norte and
individual campaigns in other airports such as
Reus, Girona-Costa Brava, Murcia-San Javier,
Asturias and San Sebastián.
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• Servicios Aeroportuarios
Se ha finalizado con el proceso de elaboración de todos los
Pliegos de Cláusulas de Explotación que regirán las concesiones
próximas a finalizar de los servicios aeroportuarios de asistencia
en tierra para las actividades de rampa a terceros. Destaca la
incorporación en este proceso del nuevo segundo agente para
el Aeropuerto de Girona-Costa Brava. 
Respecto a la asistencia en tierra hay que destacar la participa-
ción activa en los foros europeos, especialmente en ACI
Europe, que han tenido como principal asunto a tratar durante
este año la revisión de la Directiva europea (96/67/CE) que
regula la prestación de estos servicios y cuya decisión final está
prevista para el 2005. 
Se elaboró un Manual de los Servicios de Asistencia en Tierra,
orientado a la definición de los niveles de calidad que deben con-
seguirse en esta actividad y con el objetivo de su implantación
progresiva en todos los aeropuertos para asegurarse que es perci-
bido por el cliente como un servicio de la máxima eficacia, segu-
ridad y confort. También se ha iniciado la selección de los nuevos
prestadores del servicio de limpieza en todos los aeropuertos de
Aena para los próximos cuatro años por un importe de licitación
superior a los 120 millones de euros.
Se editó y distribuyó la edición anual de las publicaciones
“Información para personas con movilidad reducida” y “Los dere-
Airport Services
• Airport Services
The preparation process of the Exploitation
Specifications, that will govern the concessions
nearing termination for the airport services of
assistance on ground to  third party ramp
activities, has finalised. The incorporation to this
process of the second agent for the Girona-Costa
Brava airport deserves highlighting.
Regarding assistance on ground, active
participation in European forums is to be
signified, especially in ACI Europe, the main
topic being during this year the revision of
European Directive96/67/CE regulating the
provision of these services and the final
decision of which is envisaged for 2005.
An On-ground Assistance Service Manual was
done, oriented towards the definition of the
quality levels to be achieved in this activity and
with the objective of implementing it
progressively in all airports in order to ensure
that it is perceived by the customer as a service
of maximum efficiency, security and comfort.
The selection of new cleaning service providers
for all Aena airports for the next four years has
also been initialised with a bidding total of
more than 120 million Euros.
The annual editions of publications
“Information for people with reduced
mobility” and “Passenger Rights” were edited
and distributed. Additionally, a simplified
version in Braille and a print run of 84 cm x
Actividad de “handling”
Handling activities
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chos del pasajero”. Adicionalmente, se preparó una versión sim-
plificada en Braille, y una tirada de carteles de 84 cm. x 118 cm.
acerca de los “Derechos del pasajero”.
En el ámbito de la facilitación cabe destacar también la participación
efectiva en el Comité Nacional de Facilitación, recientemente rede-
finido, así como en los subgrupos de nueva creación. Es relevante la
continua colaboración con la DGAC en lo que a asistencia a PMR
(Personas con movilidad reducida) en los aeropuertos se refiere.
Respecto a este último aspecto, hay que destacar la colaboración y
participación conjunta en el grupo de facilitación de la ECAC.
118 cm posters regarding “Passenger Rights”
were prepared.
In the sphere of facilitation, effective participation
in the National Facilitation Committee, recently
redefined, is to be highlighted as well as that in
subgroups newly created. The continuous
collaboration with Spanish DGAC regarding
assistance to people with reduced mobility (PMR)
in airports is highly relevant. Regarding this last
issue, collaboration and joint participation in the
ECAC facilitation group is significant.
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Se ha iniciado el proceso de definición del servicio y selección del
prestador del que será el próximo año el nuevo servicio de atención
telefónica de Aena, así como la identificación de las fases de la
puesta en marcha del mismo.
• Estadística
En esta faceta se mantuvo la concesión del Certificado de
Registro de Empresa con el número ER-1620/2000, y
Certificado IQNet, de conformidad con el Requisito de la Norma
UNE-EN ISO 9001-2000.
Se editó y difundió el Anuario Estadístico de Operaciones de 2002
en formato papel, CD y Web pública de Aena y se inició el proce-
so de actualización de nuevas tablas corporativas de aeronaves
correspondientes a Compañías aéreas, países y aeropuertos, en
aeropuertos piloto como Girona-Costa Brava e Ibiza.
También se gestionó la organización de los cursos de formación
en todos los aeropuertos, para el inicio de la utilización de la
nueva herramienta de acceso a la base de datos de ESTOP. 
Por último, merece destacarse la elaboración y desarrollo de los
informes estadísticos de seguimiento del tráfico de operaciones
y puntualidad en tiempo real, así como la incorporación a la
base de datos ESTOP de nuevos informes de periodicidad diaria,
mensual y anual.
Oficina Central de Seguridad
A lo largo del año se coordinaron las actuaciones necesarias para
conseguir que los aeropuertos españoles cumplan con las directrices
Reglamento de la Unión Europea por el que se establecen normas
comunes para la seguridad de la aviación civil. 
Cabe destacar que, en todos los aeropuertos de la red (excepto los
que, por volumen o tipo de tráfico se hallan exentos del cumpli-
miento del Reglamento Europeo), se realiza la inspección 100% del
equipaje de bodega, aunque en algunos de ellos con soluciones
provisionales hasta tanto se procede a las definitivas. 
Además, desde la Oficina Central de Seguridad se han seguido revi-
sando los proyectos dirigidos por la Dirección de Desarrollo de
Infraestructuras en los aspectos relacionados con la seguridad, y se
ha colaborado con el Plan Barajas y el Plan Barcelona en la defini-
ción de los aspectos funcionales de los distintos elementos relacio-
nados con la seguridad.
The service definition and provider selection process
for the new telephonic attention service of Aena
has started, as well as the identification of its initial
coming into operations phases.
• Statistics
Company Registry Certificate number ER-
1620/2000, and the IQNet certificate were
maintained in accordance with the requirements
of Rule UNE-EN ISO 9001:2000.
The Operations Statistics Annual Report for year
2002 was edited and disseminated on paper, CD
and the Aena public web and the procedures for
updating the new corporate tables for aircraft
corresponding to airlines, countries and airports
was initialised for test airports such as Girona-
Costa Brava and Ibiza.
The organisation of training courses in all airports,
for the initiation of the use of the new access tool
to the ESTOP data base, was also managed.
Finally, the elaboration and development of the
statistical reports on operations traffic monitoring
and punctuality in real time deserve highlighting,
as well as the incorporation to the ESTOP data
base of new daily, monthly and annual reports.
Central Security Office
Throughout the year Aena addressed the work
required to bring the Spanish airports in line with
the guidelines of the European Union Regulation
whereby common regulations are established for
the safety of civil aviation. 
It is significant that in all the network’s airports
(except those that, due to their volume of type of
traffic do not have to comply with the European
Union Regulation) 100% inspection of all the
luggage in the hold is done, even though in some
of them it is accomplished through provisional
measures pending the definite ones.
Moreover, the Central Security Office has continued
revising the projects directed by the Infrastructure
Development Directorate in those issues related
with security, and collaborated with the Barajas Plan
and the Barcelona Plan in the definition of the
functional aspects of the different elements related
with security.
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La Oficina Central de Seguridad se ha hecho cargo del Sistema
Integrado de Control de Accesos del Plan Barajas que actualmente
se encuentra en fase de ejecución.
Asimismo, hay que destacar que se está desarrollando un trabajo
enfocado a la definición de los requisitos técnicos y funcionales del
nuevo sistema de gestión integral de seguridad de Aena, lo que
supone una renovación y un cambio importante en el concepto glo-
bal de seguridad y, sobre todo, en la gestión de la misma. Como
parte de estos requisitos técnicos, se han realizado pruebas con sis-
temas biométricos (lectores de huellas, reconocimiento facial, ...)
cuyo desarrollo puede encontrar aplicación en futuros sistemas de
control de accesos y video vigilancia. 
Aena participó en los grupos de trabajo creados por el Comité
Nacional de Seguridad para la redacción del Programa Nacional de
Seguridad de la Aviación Civil y del Programa Nacional de Control
de Calidad de la Seguridad de la Aviación Civil, aprobados en abril
y julio de 2003 respectivamente. 
Se han iniciado Auditorias de Seguridad de la Dirección General de
Aviación Civil en aeropuertos, tal y como establecen el Reglamento
Europeo y el Programa Nacional de Control de la Calidad de la Seguridad
The Central Security Office has taken over the
Integrated System for Access Control in the Barajas
Plan which is currently in its execution phase.
Moreover, the development of work focused on the
definition of the technical and functional
requirements of the new system for integral safety
management for Aena is to be highlighted, as it
means the renovation and important change in the
global security concept and, above all, in its
management. As part of these technical
requirements, trials have been carried out with
biometrical systems (fingerprint scanners, facial
recognition,…) whose development can find
application in future systems of access control and
video surveillance.
Aena participated in working groups created by
the National Security Committee for the drafting
of the Civil Aviation Security National Programme
and the Civil Aviation Security Quality Control
National Programme, approved in April and July
2003, respectively.
The Security Audits of the Spanish DGAC in airports
have started, in accordance with the European
Regulations and the Civil Aviation Security National
Programme and the Civil Aviation Security Quality
Personal al servicio de las compañías aéreas
Airline servicing personnel
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de la Aviación Civil, con la participación activa del personal de la Oficina
Central de Seguridad, que cuenta entre su personal con tres auditores
de seguridad cualificados por la Autoridad competente (DGAC).
También se ha procedido a iniciar un nuevo expediente de contra-
tación de vigilancia privada para todos los aeropuertos de la red,
marcando plazos comunes para todos ellos y ofreciendo a las
empresas la posibilidad de optar a prestar el servicio de forma indi-
vidual o en varios aeropuertos agrupados por lotes. 
Además, se sigue renovando los sistemas de control de accesos,
CCTV y sistemas de alarma, y se han incorporado nuevos sistemas
de detección perimetral de intrusión. Concretamente finalizaron las
actuaciones encaminadas a dotar de instalaciones nuevas a los aero-
puertos de El Hierro, La Palma, León, Tenerife Norte, y Valladolid, y
la primera fase del aeropuerto de Tenerife Sur.
También se abordaron las ampliaciones de los sistemas de control de
accesos de Asturias, Madrid-Cuatro Vientos, Málaga, Vitoria,
Logroño, Palma de Mallorca, Reus, Sabadell y Girona-Costa Brava.
En los cinco últimos casos la ampliación ya ha concluido.
Por último, está en fase de ejecución la instalación de sistemas de
detección perimetral en los aeropuertos de Pamplona, San
Sebastián y Vitoria.
Sistemas de Información
El año 2003 ha sido en lo referente a Sistemas de Información un año
de trabajo y preparación de la mayor instalación realizada en Aena
hasta ahora: el nuevo terminal del Aeropuerto de Madrid-Barajas.
Durante este tiempo se concluyeron y entregaron al laboratorio de
pruebas los desarrollos SCEnA, aplicación de Control de
Operaciones en tiempo real que sustituirá en todos los aeropuertos
Control National Programme, with the active
participation of the Central Security Office
personnel, that counts between its staff with three
security auditors qualified by the competent
authority (Spanish DGAC).
A new dossier for the contracting of private
surveillance for all the airports of the network has
been launched, fixing common deadlines for all of
them and offering the companies the possibility of
providing the service individually or in various
airports by batches.
The access control system, CCTV and alarm systems
also continue to be renovated, and new perimeter
intrusion detection systems have been incorporated.
More precisely, the actions aimed at providing with
new installations the airports of El Hierro, La Palma,
León, Tenerife Norte and Valladolid finished,
together with the first phase for Tenerife Sur airport.
Enlargement of the access control systems of
Asturias, Madrid-Cuatro Vientos, Málaga, Vitoria,
logroño, Palma de Mallorca, Reus, Sabadell and
Girona-Costa Brava was undertaken. In the latter
five cases the enlargement has ended.
Finally, the installation of perimeter detection
systems is underway in the airports of Pamplona,
San Sebastián and Vitoria.
Information Systems
2003 has been, in relation to information systems, a
year of work and preparation for the largest
installation to be done by Aena up till now: the new
terminal for Madrid-Barajas airport.
During this time both the SCEnA developments,
application for Operations Control in real time which
will substitute in all airports the Conoper-Sadama
joint application, and the UCA system, used in all
check-in and boarding counters by the airlines, were
finalised and delivered to the test laboratory.
Operadores de carga aérea
Air cargo operators
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al conjunto Conoper-Sadama, y del sistema UCA, utilizado en todos
los mostradores de facturación y embarque por parte de las com-
pañías aéreas. Otros sistemas para la dotación de las torres del ser-
vicio de Dirección de Plataforma, o las instalaciones del Centro de
Gestión Aeroportuario, están en fase de desarrollo y entrarán en
pruebas a lo largo del próximo año.
Todos los sistemas del nuevo terminal, y progresivamente los utili-
zados en los edificios actuales, se integrarán en un EAI o middlewa-
re aeroportuario, que comunicará en un protocolo standard a los
usuarios y sistemas informáticos, tanto internos como externos. 
Durante el año 2003 se realizó el estudio y definición de los adap-
tadores necesarios para que cada una de las más de 100 aplicacio-
nes que se instalarán, hablen en el lenguaje común a través de este
bus de datos. Actualmente se han firmado la mayoría de los modi-
ficados de estos sistemas.
En temas de explotación de los sistemas aeroportuarios, se ha actua-
lizado la infraestructura de aeropuertos y centros de control con la
instalación de nuevo hardware, implantación de W2000 en toda la
red, y puesta en marcha de sistemas de almacenamiento masivo de
datos (redes SAN) en los aeropuertos de primer nivel y servicios cen-
trales de Aena, con una capacidad total de 60 Terabytes. 
Durante el último semestre, se concluyó la remodelación del Centro
de Proceso de Datos de la sede de Arturo Soria, lo que permitirá
balancear la carga entre las localizaciones de Madrid con objeto de
mejorar los tiempos de respuesta y la seguridad del servicio. Todo el
soporte de esta infraestructura está soportado por un Acuerdo de
Nivel de Servicio que garantiza la respuesta a los usuarios en los
mínimos plazos necesarios para la continuidad del negocio.
El año 2003 fue importante para los servicios de red, que tuvieron
que potenciarse para dar servicio a todas las aplicaciones centraliza-
das basadas en los nuevos paradigmas de e-business. Por ello, las
nuevas instalaciones en los aeropuertos de Logroño, Albacete o el
helipuerto de Ceuta se han realizado ya de forma centralizada con
objeto de mejorar el soporte y reducir los costes de instalación. 
Además, se han ampliado los enlaces con los aeropuertos de mayor
crecimiento, duplicado el ancho de banda de Internet, y puesto en
marcha las aplicaciones de videoconferencia, control de gasto tele-
fónico y todas las acciones de Formación y Gestión del Desempeño
emprendidas por la Dirección de Recursos Humanos. 
Other systems for the provision of the service towers of
the Platform Director or the installation of the Airport
Management Centre, are in their development phase
and will be tried during next year.
All the new terminal systems, and progressively
those used in the current buildings, will be
integrated in an EAI or airport middleware, which
will communicate in standard protocol the users
and computer systems, both internal and external.
During 2003 the study and definition was carried
out of the necessary adaptors for each of the more
than 100 applications to be installed to read a
common language through this data bus. Currently
the majority of the modifications of these systems
have been signed.
Regarding exploitation of the airport systems, the
airport infrastructure and control centres have been
updated with the installation of new hardware,
implementation of W2000 in all the net and
launching of massive data storage systems (SAN
networks) in the first level airports and Aena central
services, with a total capacity of 60 Terabytes.
During the last semester, the remodelling of the
Data Processing Centre at the Arturo Soria
headquarters was finalised, allowing for the
balancing of the Madrid sites with the objective
of improving the time of reaction and service
safety. All the support to this infrastructure is
based on a Service Level Agreement guaranteeing
answer to the users in the minimum deadlines for
business continuity.
2003 was important for the network services, which
had to be boosted in order to provide service for all
the centralised applications based on the new
e-business paradigms. Due to this, the new
installations in the airports of Logroño, Albacete or
the Ceuta Heliport  have already been done in a
centralised manner with the objective of improving
the support and reducing installation costs.
Furthermore, the links with the with the fastest
growing airports have been enlarged, duplicating
the Internet band width and launching
videoconference and telephone expense control
applications and all the actions of Performance
Training and Management initiated by the Human
Resources Directorate.
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Relaciones Internacionales
La actividad internacional durante el año 2003 vivió momentos de
auténtica revolución, fruto de los cambios políticos y económicos
que afectan a buena parte del mundo y que han abierto las puertas
a un nuevo escenario aéreo en el que epidemias como el SARS, el
auge de las compañías de bajo coste y la posible creación del Área
Trasatlántica Común obligan a una remodelación del sector aéreo
que se adapte a las nuevas necesidades del mercado. 
Diversas y de distinto carácter fueron las áreas en las que se experi-
mentaron cambios en el transcurso del pasado año destacando,
entre otras, las relativas a seguridad, medioambiente, competencia
y derechos de tráfico.
En seguridad destaca la escalada de medidas propuestas por el
Gobierno de Estados Unidos para hacer frente al nuevo tipo de ame-
naza terrorista que se evidenció tras el 11 de septiembre de 2001.
Algunas de estas iniciativas impuestas por este país, como puede ser
la relativa a la transmisión de datos personales de los pasajeros, han
sido atemperadas gracias a la intervención de la Comisión Europea. 
Por su parte, el Ejecutivo comunitario continuó su labor de refuerzo
de la nueva normativa comunitaria en materia de seguridad, acla-
rando conceptos y planificando las necesidades del futuro. Aena ha
International Relations
The international activity during 2003 lived
through moments of real revolution, due to the
political and economical changes affecting a
large part of the world which have opened the
door to a new air transport scenario in which
epidemics such as SARS, the rise of low cost
companies and the possible creation of a
Common Transatlantic Area force remodelling on
the sector in order for it to adapt to the new
market necessities.
The areas in which changes were experienced
during the past year were various and of a
different character, having to highlight those
relative to security, environment, competence
and traffic rights.
In security the measures proposed by the United
States government in order to confront the new
kind of terrorist threat evidenced after September
11th are most relevant. Some of the initiatives
imposed by this country, such as the one relative
to the transmission of the personal data of the
passengers, have been smoothed out thanks to
the intervention of the European Commission.
On its side, the Community Executive continued its
task of reinforcing the new Community regulations
relative to security, clarifying concepts and planning
Representación geográfica de las conexiones de Aena
Geographical representation of Aena connections
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future necessities. Aena has had the opportunity of
participating in this great work of clarification and
reinforcement through ACI Europe.
In parallel, from ACI Europe a study of new
technologies, to enable more efficient and safer
security control, was initiated. This way, the
Biometrics Working Group was created, and its
efforts should allow to influence the Commission
regarding the possible adoption of a common
standard for all the European Union.
Regarding environment, during the afore mentioned
time new proposals were submitted such as the one
relative to emission rights interchange in air
transport. Aena also participated actively in the study
of this and other tendencies which will determine
our future environmental policy.
Restructuring of airlines and the growing
competition between them has been, undoubtedly,
the star theme that absorbed attention during the
year. On one hand, the spectacular growth of low
cost carriers has taken place. Their controversial role
and negotiating techniques have been questioned
by the highest authorities, including the European
Commission. On the other hand, traditional airlines
have adopted several measures to protect their
market quota in reaction to the competition posed
by the low cost carriers and have boosted their
alliances with their equals, even reaching a real
merge between airlines (KLM-Air France).
tenido la oportunidad de participar en esta labor de aclaración y
refuerzo a través de ACI EUROPA.
Paralelamente, desde ACI EUROPA se inició el estudio de nuevas
tecnologías que permitan un control de seguridad más eficaz y
seguro. De este modo, se creó el Grupo de Trabajo de Biométricos
cuya labor permitirá influir en la Comisión ante la posible adopción
de un estándar común para toda la Unión Europea.
En lo que respecta al medioambiente, durante dicho ejercicio se
plantearon novedosas propuestas como la relativa al intercambio de
derechos de emisión en el transporte aéreo. Aena también partici-
pó activamente en el estudio de ésta y otras tendencias que deter-
minarán nuestra política medioambiental del futuro.
La reestructuración de las compañías aéreas y su creciente compe-
tencia fue, sin duda, el tema estrella que acaparó la atención del año.
Por una parte, ha podido observarse el espectacular crecimiento de
las compañías de bajo coste. Su controvertido papel y técnicas nego-
ciadoras han sido cuestionadas desde las más altas instancias, inclui-
da la Comisión Europea. Por otra parte, las compañías aéreas tradi-
cionales han adoptado diversas medidas para proteger su cuota de
mercado ante la competencia de las líneas aéreas de bajo coste y han
potenciado las alianzas entre sus homólogos, llegando a acordar una
auténtica fusión entre compañías aéreas (KLM-Air France).
Routes-03. Edimburgo
Routes-03. Edinburgh
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Estos cambios se han visto favorecidos por el nuevo ambiente libe-
ralizador surgido de las negociaciones entre Estados Unidos y la
Unión Europea sobre derechos de tráfico. 
Las negociaciones pueden llegar a ser un auténtico hito para el
transporte aéreo entre otras razones porque, además de suponer un
innegable crecimiento del tráfico aéreo, la liberalización afectará a
todas las políticas relacionadas con el sector aéreo, desde la seguri-
dad y el medioambiente a la asignación de franjas horarias y la com-
petencia. Por ello, ACI EUROPA está asesorando activamente al
Ejecutivo comunitario en las negociaciones.
Durante el año 2003 también se impulsó la tramitación legislativa
del anteproyecto de Reglamento de Enmienda del Reglamento
95/93 sobre Asignación de Franjas Horarias que permitirá mejorar la
labor desarrollada por los coordinadores.
Ante un escenario tan cambiante, se ha hecho necesaria, una vez
más, la continua presencia de expertos de Aena en todos los
Comités y Grupos de Trabajo de Organizaciones relacionadas con el
Transporte Aéreo (ACI, ACI Europe, CEAC...) para conocer de cerca
los pasos que se están dando en las diferentes áreas de trabajo
(medioambiente, seguridad, slots etc) y velar por que los intereses
de los gestores aeroportuarios sean tenidos en cuenta en la elabo-
ración de políticas que nos afectan.
Además de la labor de presencia en foros de debate y análisis de la
actualidad internacional, la participación de Aena en el Foro Routes
These changes have been helped by the new
liberalization environment risen from the
negotiation between the United States and the
European Union over traffic rights.
The negotiations could end up being a real
milestone for air transport as, in between other
reasons, liberalization will affect all policies
related to the air transport sector, from security
and environment to the assignment of time slots
and competition. Due to this, ACI Europe is
actively counselling the Community Executive in
these negotiations.
During 2003, the legal proceedings for the
preliminary project for the Regulation Amending
Regulation 95/93, relative to Time Slot Assignment
allowing improvement of the task undertaken by
the coordinators, were promoted.
Confronted with such a changing scenario it has
been necessary, once again, to have the continuous
presence of Aena experts in all the Committees and
Working Groups of the organisations linked to Air
Transport (ACI, ACI Europe, ECAC…) in order to
know the steps that are being taken in the different
areas of work (environment, security, slots, etc) and
ensure that the interests of the airport managers are
being taken into account when producing policies
which affect us.
Further to the tasks of being present in debate
forums and analysing the international situation,
the participation of Aena in the Routes Forum, held
last September in Edinburgh, made all matters
Aena participa en las principales organizaciones internacionales de transporte aéreo
Aena participates in the main air transport international organisations
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el pasado mes de septiembre en Edimburgo, hizo que cobrasen
especial relevancia todo los asuntos relativos al desarrollo de rutas
en los aeropuertos que conforman la red.
Routes es un foro anual que reúne a compañías aéreas y aero-
puertos para debatir sobre desarrollo de rutas y oportunidades
comunes de negocio en este ámbito. En la pasada edición, la
Dirección de Aeropuertos Españoles mantuvo 62 reuniones con
compañías aéreas para animarlas a iniciar operaciones en los aero-
puertos españoles. 
Las jornadas de Edimburgo fueron el marco para la presentación de
Aena como el nuevo anfitrión del evento en el año 2004. El
Presidente-Director General, José Eladio Seco, recogió el testigo de
Routes y agradeció el reto que supondrá la celebración de un foro
único en el mundo que permitirá mostrar a las compañías aéreas y
touroperadores internacionales las excelencias de la red aeroportua-
ria de Aena. 
Relaciones Internacionales también participó en la Feria World Travel
Market de Londres en el mes de noviembre, donde continuó con las
entrevistas a compañías aéreas interesadas en operar en los aero-
puertos de Aena. 
La creación de un programa exclusivo de Desarrollo de Rutas ha
supuesto el comienzo de una serie de acciones directamente enca-
minadas a ese fin, entre las que se incluyen: el análisis del producto
aeropuerto, para poder conocer sus posibilidades y potencial, la cre-
ación de unos canales de comunicación fluidos y abiertos con com-
pañías aéreas y touroperadores, que nos permitan saber sus necesi-
dades y planes de desarrollo futuros, así como el desarrollo de estra-
tegias individuales para cada aeropuerto, con el fin de orientar su
potencial hacia aquellas compañías aéreas que mejor se adapten a
sus características.
Esta estrategia se ha iniciado en el año 2003 con el fin de llevar a cabo,
en el Foro Routes 2004, una correcta promoción de nuestras excelen-
tes infraestructuras. La estrategia nos permitirá además participar de
forma proactiva en los foros internacionales de encuentro con compa-
ñías aéreas y ofrecer a nuestros clientes un servicio de calidad.
A modo de síntesis, han sido múltiples las novedades en materia
internacional a lo largo del año 2003 y desde la División de
Relaciones Internacionales se ha procurado llevar a cabo un correc-
to seguimiento de las mismas, desarrollar un claro posicionamiento
y adoptar las acciones más adecuadas para Aena. 
relative to the development of routes in the
networks airports acquire special relevance.
Routes is an annual forum joining airlines and
airports to debate the development of routes and
the common business opportunities in this field.
Last edition, the Directorate of Spanish Airports held
62 meetings with airlines to encourage them to
start operations in Spanish airports.
The meeting in Edinburgh was the frame for the
presentation of Aena as the new host for the event
in 2004. The President General Director, José Eladio
Seco, took over the organisation of Routes and
thanked the attendees indicating the challenge that
celebrating this unique forum, allowing Aena to
present airlines and international tour operators
with its excellent airport network, would pose.
International Relations also participated in the
London World Travel Market Fair, held in November,
where it continued with the interviews with the
airlines interested in operating in Aena airports.
The creation of an exclusive programme for Route
Development has meant the beginning of a series of
actions directly set on this objective, within which
there are included: analysis of the product airport, in
order to determine its possibilities and potential, the
creation of fluid and open communication channels
with the airlines and tour operators, allowing us to
know their necessities and future developments as
well as the development of each airports individual
strategies, with the final end of orienting their
potential towards those airlines that better adapt to
their characteristics.
This strategy was initiated in 2003 with the aim to
undertake, in the Routes Forum 2004, a correct
promotion of our excellent infrastructures. The
strategy will also allow us to participate in a proactive
way in the international forums for meeting airlines
and offer our customers a quality service.
Summarising, there have been multiple novelties in
the international sphere during 2003 and the
International Relations Division has sought to
correctly follow them, develop a clear positioning
and adopt the actions most adequate for Aena.
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La Dirección de Planificación de Infraestructuras, en la que se
integra la Dirección de Planes Directores, se estructura en siete
grandes áreas cuyo objetivo final es establecer el marco de refe-
rencia en el que se desarrollan los aeropuertos de la red de Aena.
Estas áreas se concretan en: Definición y Análisis de Planes
Directores, Desarrollos Técnicos, Desarrollos Aeroportuarios,
Gestión del Suelo, Medio Ambiente, Planificación Estudios Nuevo
Aeropuerto de Madrid y Sistemas de Información Geográfica.
Aprobados los Planes Directores de los aeropuertos de interés
general durante el año 2001 (Madrid-Barajas y Barcelona se apro-
baron en 1999 y Tenerife Sur y Monflorite-Alcalá en 2002) e ini-
ciada la tramitación de los Planes Especiales de la mayor parte de
estos aeropuertos durante el año 2002, la actividad desarrollada
durante el año 2003 se puede resumir en los siguientes grandes
ámbitos de desarrollo.
Con la publicación de los Planes Directores de todos los aeropuer-
tos, se ha continuado realizando la actualización de las previsiones
de tráfico a corto, medio y largo plazo de todos los aeropuertos; así
como un exhaustivo seguimiento de las actuaciones contenidas en
los Planes Directores, fundamentalmente enfocado a la priorización
de inversiones y basado en la comparación y análisis de los paráme-
tros de oferta / demanda. Además se han realizado estudios pun-
tuales de adecuación de solicitudes de actuación en cada aeropuer-
to al desarrollo aeroportuario definido por su Plan Director.
Así mismo, el inicio de la tramitación de los Planes Especiales duran-
te el año 2002, llevó a que durante el año 2003 continuase este
proceso de aprobación, consiguiendo, a 31 de diciembre, tener
aprobados con carácter definitivo 3 planes especiales
(Burgos, Fuerteventura y Logroño); a disponer de aprobación
provisional para los Planes Especiales de Granada, Valencia y Vitoria;
y contar con la aprobación inicial de los Planes Especiales corres-
The Infrastructure Planning Directorate, to which
the Director Plans Directorate belongs, is structured
in seven large areas whose final objective is to
establish the reference framework in which the
airports of Aena’s network are developed.
These areas are focused on: Definition and Analysis
of Director Plans, Technical Developments, Airport
Developments, Land Management, Environment,
Madrid’s New Airport Studies Planning and
Geographical Information Systems.
Once approved the Director Plans of the general
interest airports during the year 2001 (Madrid-
Barajas and Barcelona approved in 1999 and
Tenerife Sur and Monflorite-Alcalá in 2002) and
once began the processing on the Special Plans of
most of these airports during the year 2002, the
activity developed in 2003 can be summarised in
the following large development areas.
With the publication of all airports Director Plans,
Aena has continued with the traffic forecast update
on a short, medium and long term basis for all
airports; moreover it has made an exhaustive
monitoring of the activities included in the Director
Plans, basically focused on the prioritisation of
investments and based on both the comparison and
analysis of the supply / demand parameters.
Likewise, Aena has made specific studies on
adaptation of action requests in each airport to the
airport development defined by its Director Plan.
Moreover, the beginning of the Special Plans
processing during the year 2002, made this
approval process to continue in 2003 and it
achieved, on the 31st December, the definite
approval of 3 special plans (Burgos,
Fuerteventura and Logroño); the provisional
approval for the Special Plans of Granada, Valencia
and Vitoria; and the initial approval of the Special
Plans of Asturias, Málaga, Melilla, Palma de
Majorca, Santander and Zaragoza Airports.
Consolidación e
impulso de los 
instrumentos de 
planificación
Consolidation and
impulse of planning
mechanisms
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pondientes a los aeropuertos de Asturias, Málaga, Melilla, Palma de
Mallorca, Santander y Zaragoza.
Junto con estos dos instrumentos de planificación (planes directo-
res y planes especiales), es necesario desarrollar y estructurar en
documentos más específicos las líneas marcadas en ellos. Para rea-
lizar esta labor se continuó la elaboración de los PLANES DE
ACTUACIÓN  de todos los aeropuertos de Aena y se han realiza-
do los DISEÑOS FUNCIONALES DE LAS ÁREAS TERMINALES que la
Dirección de Infraestructuras solicitó, en concreto se finalizaron los
trabajos correspondientes a los aeropuertos de Gran Canaria, El
Hierro, Córdoba y Badajoz, iniciándose los trabajos para el área
terminal de Vigo.
En líneas generales, podemos definir el PLAN DE ACTUACIÓN de un
aeropuerto como el documento que presenta, de una manera inte-
grada, actualizada y resumida la información procedente del Plan
Director, del Plan Especial, del Diseño Funcional (si se ha elaborado),
Proyectos de Infraestructuras previstos, Programa de Actuaciones
Plurianual (P.A.P.) aprobado por el Ministerio de Fomento, así como
los datos de la capacidad de terminales y plataformas.
El DISEÑO FUNCIONAL de un área terminal tiene como principal
objetivo el análisis de la situación actual del aeropuerto, detectar las
carencias del presente, así como calcular las infraestructuras e ins-
talaciones necesarias para atender la demanda prevista con los nive-
les de calidad adecuados, basándose en las prognosis de tráfico,
facilitando así la elaboración de los proyectos constructivos que rea-
liza la Dirección de Infraestructuras.
Por último, en el ámbito internacional, la Dirección de Planificación
de Infraestructuras también ha comenzado, durante el año 2003, a
trabajar en la actualización de los Planes Maestros del Grupo
Aeroportuario del Pacífico (México). Estos trabajos son encargados
por Aena Internacional y tendrán su finalización durante el primer
trimestre del año 2004.
Puesta a disposición de Suelo
Una de las áreas más significativas de la Dirección es la encargada
de poner a disposición de las unidades ejecutoras de infraestructu-
ras el suelo necesario para el desarrollo de los aeropuertos previsto
en sus planes directores. 
Durante el año 2003 se ha continuado con la ingente labor de dispo-
ner de los terrenos necesarios y previstos por el plan director de cada
aeropuerto, mediante el procedimiento de expropiación forzosa.
Together with these two planning instruments
(director plans and special plans), it is necessary to
both develop and structure in more specific
documents the guidelines highlighted in the
aforementioned instruments. In order to carry out
this task, Aena continued with the elaboration of
the ACTION PLANS of all its airports and it has made
the FUNCTIONAL DESIGNS OF TERMINAL AREAS
requested by the Infrastructures Directorate, in
particular, Aena finished the works corresponding
to the airports of Gran Canaria, El Hierro, Córdoba
and Badajoz, and it started the works for Vigo’s
terminal area.
In general, we can define the ACTION PLAN of an
airport as the document presenting, in an
integrated, updated and summarised way, the
information derived from the Director Plan, Special
Plan, Functional Design (if made), expected
Infrastructures Projects, Multiannual Actions
Programme (P.A.P.) approved by the Ministry of
Development, as well as the data of terminal and
apron capacity.
The main objective of the FUNCTIONAL DESIGN of
a terminal area is the analysis of the airport’s current
situation, to detect its lacks, as well as to evaluate
the necessary infrastructures and facilities to meet
the expected demand with appropriate quality
levels, basing on traffic forecast, thus facilitating the
elaboration of the constructive projects made by the
Infrastructures Directorate.
Finally, on an international basis, in 2003 the
Infrastructure Planning Directorate has also started
to work on the updating of the Master Plans of the
Pacific Airport Group (Mexico). These works are
requested by Aena International and they will be
finished by the first term of 2004.
Land availability
One of the Directorate’s most significant areas is the
one in charge of providing the infrastructures
executory units with the necessary land for the
airports development mentioned in its director
plans.
During the year 2003, Aena has continued with the
huge task of having the necessary land requested by
the director plan of each airport, by means of
expropriation.
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Los expedientes de expropiación se ejecutan por fases, adecuando
las necesidades de suelo a los proyectos previstos por las unidades
de desarrollo de infraestructuras.
Las actuaciones más destacadas en este año se han ejecutado en los
siguientes aeropuertos, alcanzando un volumen inversor de
78.145.000 €.
Una vez ocupados los terrenos objeto del expediente de expropiación, y
con el fin de incorporarlos definitivamente al patrimonio de Aena, se
hace necesario proceder a su inscripción en los Registros de la Propiedad
correspondiente. Durante el año 2003 se han registrado las siguientes
fincas, con su correspondiente superficie en los siguientes aeropuertos:
Otra importante faceta de esta unidad de Gestión del Suelo es la
denominada Regularización Patrimonial, en ella se realiza la
comprobación, depuración e identificación física y jurídica de los
bienes de dominio público que conforman los recintos aeropor-
tuarios y que, por Ley, han sido transferidos a Aena para el cum-
plimiento de sus fines.
The expropriation enquiries are executed by phases,
adapting the land requirement to the projects
expected by the infrastructures development units.
This year’s most remarkable actions have been
executed in the following airports, reaching an
investment volume of 78,145,000 €.
Once occupying the lands subject to the
expropriation enquiry, and with the aim to
incorporate them to Aena’s patrimony on a definite
basis, it is necessary to register them in the
corresponding Land Registry. During the year 2003
the following lands have been registered with their
corresponding area in the following airports:
Another relevant function of this Land Management
unit is the so-called Patrimony Regulation, which
makes the prove, enquiry and physical and legal
identification of public domain goods forming the
airport facilities, which have been transferred to
Aena, on a legal basis, for the fulfilment of its goals.
Aeropuerto / Instalación
Airport / Facility
Inversión en terrenos realizada en 2003
Land investment made in 2003
73.000
56.528.000
1.753.000
256.000
710.000
15.145.000
444.000
2.138.000
180.000
18.000
900.000
78.145.000
Asturias
Barcelona
Fuerteventura
Granada
Huesca
Madrid / Barajas
Málaga
Melilla
Pamplona
Vejer - Cádiz (Radar)
Vigo
TOTAL
Aeropuerto
Airport
Superficie en m2
Area in square metres
49.163
1.210.207
27.278
282.278
85.778
1.654.704
16
98
10
42
2
168
Número de fincas
Number of lands
Asturias
Barcelona
Granada
Madrid / Barajas
Otros
TOTAL
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Asturias. Important progress on the development of the Director Plan
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Tras la preceptiva coordinación con los Ministerios de Defensa,
Hacienda y, en su caso, las Administraciones Públicas implicadas
(autonómicas, insulares o locales), se firma el correspondiente “Acta
de Adscripción a Aena” de aquellas fincas que integran el recinto
aeroportuario. El proceso finaliza con la inscripción y agrupación de
todas ellas en el Registro de la Propiedad.
Durante el año 2003 ha finalizado la regularización patrimonial
de los recintos aeroportuarios de: Asturias, Córdoba, La
Gomera, Granada, Ibiza, Jerez, Menorca y Vitoria.
Estudios para un nuevo aeropuerto en Madrid
Dentro de los propios trabajos de planificación de infraestructuras,
durante el ejercicio del año 2003 se continuaron los trabajos del
proyecto ENAM (Estudio Nuevo Aeropuerto de Madrid), en los que
se analizaron, con detalle y desde diversos puntos de vista, dos posi-
bles alternativas de desarrollo.
Sistemas de información geográfica
Finalmente, un ámbito esencial en los servicios y productos presta-
dos por esta Dirección al conjunto de Aena, es el que corresponde
a los Sistemas de Información Geográfica, cuya principal actividad
se centra en la actualización, homogeneización, modernización y
control de la calidad de la información carto – geográfica de Aena.
En este sentido, durante el año 2003, se ha realizado una nueva car-
tografía exterior a todos los aeropuertos de Aena, a partir de las
ortoimágenes obtenidas vía satélite; con ello se dispone de una
zona aproximada de 10 X 10 Km. cuadrados alrededor de todos los
aeropuertos de la red Aena.
Se ha continuado dando soporte y formación a los usuarios de la
aplicación SAOS (Sistema Aeroportuario de Ortoimágenes Satélite),
a la vez que se ha dado cumplida entrega a las peticiones de ortoi-
mágenes, georeferenciación, estudio de coordenadas o montaje del
sistema general aeroportuario, en formato digital y papel, para las
diferentes Direcciones de Aena.
After the subsequent co-ordination with the
Ministries of Defence and of the Treasury and in its
case, the Public Administrations involved
(autonomous, insular or local), the corresponding
“Adherence to Aena” of those lands integrating the
airport facility is signed. The process end with the
registration and grouping of all in the Land Registry.
During the year 2003, the patrimony legalisation
of the airports of: Asturias, Córdoba, La
Gomera, Granada; Ibiza, Jerez, Minorca and
Vitoria.
Studies for a new airport in Madrid
Within the infrastructures planning works, during
the year 2003, the works of the ENAM project
continued (Madrid’s New Airport Study). Two
alternative development possibilities were analysed
in detail and from different points of view.
Geographical information systems
Finally, an essential aspect of the service and
products provided by this Directorate to Aena as a
whole, is the one  corresponding to the
Geographical Information Systems, whose main
activity is focused on the updating,
homogenisation, modernisation and monitoring of
Aena’s carto-geographical information quality.
In this sense, during the year 2003, a new
cartography exterior to all Aena’s airport has been
made from the orthoimages sent via satellite; thus,
an approximate area of 10 x 10 square km. is
available in the surroundings of all airports of
Aena’s network.
Aena has continued providing support and
training to the users of SAOS application (Airport
System of Satellite Orthoimages). It has also
fulfilled the orthoimages requests, geo-reference,
co-ordinates study or general airport system
production, both in hard and soft copy, for the
different Directorates of Aena.
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Dentro de este ámbito, también se ha generado la versión 7 del
Sistema de Información DIACAE (a definir), adaptando la
Metodología de Organización y Explotación del Sistema de
Información DIACAE para la mejora de la representación de los sis-
temas eléctricos de Aena y se ha mejorado esta aplicación diseñada
para el entorno de AutoCAD.
También se ha realizado la normalización de la información grá-
fica de los aeropuertos de: Bilbao, Gerona-Costa Brava,
Logroño, Málaga, Murcia-San Javier, Pamplona, San Sebastián,
Santiago y Valladolid.
Por otra parte, se iniciaron los trabajos para establecer una Red de
Control Topográfica en cada aeropuerto de la Red, que sirva de refe-
rencia y apoyo a todos los trabajos de topografía que realice cual-
quiera de las Direcciones de Aena, con sistemas de referencia ED50,
WGS84 y local. A esto se debe añadir que se están determinando
las coordenadas de un conjunto de puntos de interés en cada aero-
puerto. Durante el año 2003 se han entregado los aeropuertos de
Córdoba, Granada, Logroño, Pamplona, Sevilla y Vitoria.
Se ha realizado el prototipo de un GIS en el aeropuerto de Jerez,
ofreciendo un continuo soporte a los usuarios para su adecuado
funcionamiento. Este Sistema de Información Geográfica de Jerez
será la base y prototipo del GIS de carácter genérico que se
desarrollará a partir del año 2004 para el conjunto de Aena.
Within this scope, Aena has also created version 7
of the DIACAE Information System (to be defined),
adapting the DIACAE Information System’s
Organisation and Exploitation Methodology for the
improvement of the representation of Aena´s
electric systems and this application designed for
the AutoCAD environment has also been improved.
Moreover, Aena has made the normalisation of
the graphical information of the airports of:
Bilbao, Gerona-Costa Brava, Logroño, Málaga,
Murcia-San Javier, Pamplona, San Sebastián,
Santiago and Valladolid.
On the other hand, the works to establish a
Topographical Control Network in each airport of
the Network started. It would be a reference and
support for all topographical works to be made by
any Directorate of Aena, with reference systems
ED50, WGS84 and local. It is worth mentioning that
the co-ordinates of a points of interest group are
being determined in each airport. During the year
2003, the airports of Córdoba, Granada, Logroño,
Pamplona, Seville and Vitoria have been delivered.
The prototype of a GIS in Jerez airport has been
made. It offers a continuous support to the users for
its adequate use. This Geographical Information
System of Jerez will be the basis and prototype of a
generic GIS to be developed from January 2004 for
Aena as a whole.
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El Plan Director del Aeropuerto de Barajas tuvo un desarrollo notable
The Director Plan of Barajas Airport experienced a remarkable development
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The functions to be developed by the Infrastructures
Directorate are the following among others:
Projects Drafting and Management
Works and Technical Reports Management
Management and co-ordination of Airports
Normalisation and Technical Maintenance activities
Technical Assessment for the Preventive and
Corrective Maintenance of Movement Areas
Provision of Special Facilities
Investments Monitoring Reports
Co-ordination with the other Directorates of
investments monitoring
Directorate’s P.A.P. and Operational Plan Preparation
Technical reports on the status of visual aids
Tests of superficial status of pavements, visual aids
and so on
For the year 2003, the Infrastructures Directorate
had 1,829,18 million € in the Multiannual Action
Plan (P.A.P.) and 1,938,50 million € in the Annual
Operational Plan (P.O.A.).
The executed amount corresponding to the
activities carried out during this year by this
Directorate, adds up to 1,766,63 million €, which
represent 97% of the fulfilment with regards to the
initial budget of the P.A.P. for 2003.
During the year 2003, the amount executed by the
Infrastructures Directorate, expressed in million
euro, is distributed as follows:
• Projects Directorate and Construction 
Directorate 197,44
• Barajas Plan Directorate 1,238,48
• Barcelona Plan Directorate 220,46
• Decentralised Airports 110,25
Rigor y cumplimiento
presupuestarios
Budgetary rigor
and fulfilment 
Actuaciones 2003
Las funciones a desarrollar por la Dirección de Infraestructuras son,
entre otras, las siguientes:
Redacción y Dirección de Proyectos
Dirección de Obras e Informes Técnicos
Dirección y coordinación de actividades de Normalización y
Mantenimiento Técnico a los Aeropuertos
Asesoramiento Técnico para el Mantenimiento Preventivo y
Correctivo para las Áreas de Movimiento
Suministro de Instalaciones Especiales
Informes de Seguimiento Inversiones
Coordinación con resto de Direcciones del seguimiento de
Inversiones
Preparación P.A.P. y del Plan Operativo de la Dirección
Informes técnicos de estados de ayudas visuales
Ensayos de estado superficial de pavimentos, ayudas visuales y otros 
Para el año 2003, la Dirección de Infraestructuras tenía asignados
1.829,18 millones de € en el Plan de Actuaciones Plurianual (P.A.P.)
y 1.938,50 en el Plan Operativo Anual (P.O.A.).
El importe ejecutado correspondiente a las actuaciones desarrolla-
das durante este año por dicha Dirección, ascendió a 1.766,63
millones € que representa el 97% de cumplimiento respecto del
presupuesto inicial en el P.A.P. 2003.
Durante el año 2003, el importe ejecutado por la Dirección de
Infraestructuras, expresado en millones de euros, se distribuye de la
forma siguiente:
• Dirección de Proyectos y Dirección de Construcción 197,44
• Dirección Plan Barajas 1.238,48
• Dirección Plan Barcelona 220,46
• Aeropuertos Descentralizados 110,25
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PROYECTOS MAS SIGNIFICATIVOS REDACTADOS DURANTE EL AÑO 2003 / THE MOST SIGNIFICANT PROJECTS DRAFTED DURING THE YEAR 2003
Actuaciones en miles de € / Actions in thousand €
AEROPUERTO ACTUACIÓN IMPORTE
AIRPORT ACTION AMOUNT
Albacete Equipamiento área terminal 642
Terminal area equipment 
Alicante Suministro con instalación unidades autónomas A.A. para aeronaves 458
Provision and installation of air conditioning (A.C.) autonomous units for aircraft
Sistema de inspección equipajes en bodega 2.160
Hold luggage inspection system
Área provisional tratamiento de pasajeros 7.767
Provisional area for passengers
Nuevo área terminal 171.733
New terminal area
Plataforma contraincendios 714
Fire-prevention apron
Almería Ampliación y remodelación área terminal 41.886
Extension and remodelling of the terminal area
Asturias Suministro con instalación equipos 400 Hz 691
Provision and installation of 400 Hz equipment
Nuevo depósito de agua potable 740
New deposit for drinking water
Suministro con instalación unidades autónomas A.A. para aeronaves 280
Provision and installation of A.C. autonomous units for aircraft
Canalización de aguas residuales a colector municipal 430
Canalisation of sewage to a municipal sewer
Bilbao Plataforma pruebas contraincendios 923
Fire-prevention trials apron
Actuaciones en viales 2.321
Road actions
Sistema inspección equipajes en bodega 1.121
Hold luggage inspection system
Recuperación paisajística cabecera 12 1.380
Landscape recovery in end of runway 12
Plataforma deshielo 1.800
Thaw apron
Burgos Torre de Control 1.950
Control tower
Córdoba Camino y vallado perimetral y áreas seguridad extremos de pista 312
Road and perimeter fence and safety areas in runway limits
Fuerteventura Nueva central eléctrica 7.786
New electric power station
Ampliación y adecuación campo de vuelos 42.827
Enlargement and adaptation of airfields
Suministro e instalación puertas automáticas giratorias 450
Provision and installation of revolving automatic doors
Ampliación plataforma 2ª fase 6.884
2nd phase apron enlargement
Girona Nuevo edificio central eléctrica 2.812
Costa Brava New building for electric power station
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AEROPUERTO ACTUACIÓN IMPORTE
AIRPORT ACTION AMOUNT
Gran Canaria Suministro e instalación sistemas visuales guía atraque 643
Provision and installation of stemming guidance visual systems
Suministro e instalación 3 hipódromos facturación vuelos regionales 550
Provision and installation of 3 check-in desks for regional flights
Nuevas cabinas 20 KV y adecuación sala BT central eléctrica 1.683
New 20 KV cabins and adaptation of electric power station BT room 
Aparcamiento de vehículos en el edificio terminal actual 12.373
Car parking in the current terminal building
Granada Equipamiento mobiliario SEI 108
SEI (Fire Extinction Service) furniture equipment
Equipamiento para área terminal 450
Terminal area equipment
Hierro Nivelación de franjas y asfaltado de márgenes y vía perimetral 2.030
Levelling of strips of land and asphalting of sides and perimeter road
Nuevos cuadros eléctricos y mejoras de seguridad 993
New electric panel and improvement in safety
Ibiza Adecuación sistemas eléctricos al plan de mejoras técnicas de Aena 3.604
Adaptation of electric systems to Aena’s technical improvement plan
Refuerzo urgente estructura edificio terminal (2ª fase) 1.800
Urgent reinforcement of terminal building (2nd phase)
Sistema de inspección de equipajes en bodega 4.200
Hold luggage inspection system
Desdoblamiento líneas y nuevo CT de talleres 864
Lines conversion and CT new garage
La Gomera Remodelación instalación BT 928
Remodelling of BT facility
La Palma Nuevos accesos y aparcamiento provisional 13.680
New accesses and provisional parking
Ampliación plataforma 35.433
Apron enlargement
Nueva área terminal y TWR 90.000
New terminal area and TWR
Lanzarote Terminal multifuncional de carga 1.550
Multifunctional cargo terminal
Anulación isletas y adecuación plataforma (2ª fase) 4.086
Roundabout elimination and apron adaptation (2nd phase)
Madrid Mejoras en la visibilidad desde torre de control 329
Cuatro Vientos Visibility improvement from control tower
Pavimentación plataforma zona este 2.177
Surfacing of east area apron
Entrada y aparcamientos 10.266
Entrance and parking
Ampliación plataforma y urbanización 10.765
Apron enlargement and urbanisation
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AEROPUERTO ACTUACIÓN IMPORTE
AIRPORT ACTION AMOUNT
Málaga Sistema de inspección de equipajes en bodega 4.700
Hold luggage inspection system
Desvío del acueducto de Bores (fase I) 6.000
Diversion of Bores aqueduct (phase I)
Centro seguridad y servicios 2.519
Safety and services centre
Drenaje general 1ª fase 3.399
General drainage 1st phase
Edificio terminal, urbanización y accesos 195.000
Terminal building, urbanisation and accesses
Edificio aparcamientos y accesos provisionales 100.787
Terminal building, urbanisation and accesses
Urbanización zona de carga 1.352
Urbanisation of cargo area
Nuevo acceso sur 6.000
New south access
Melilla Ampliación plataforma estacionamiento aeronaves 2.522
Extension of aircraft docking apron
Menorca CT sala de bombas y nueva acometida en centro emisores 345
CT pumps room and new undertaking in transmission centre
Ampliación plataforma y adecuación calle acceso a rodadura 2.502
Apron extension and adaptation of taxiway access
Monflorite-Alcalá Nueva área terminal 16.793
New terminal area
Nuevo campo de vuelos 41.354
New airfield
Murcia-San Javier Nueva torre de control 4.228
New control tower
Ampliación sala llegadas y adecuación patio carrillo 1.395
Enlargement of arrival lounge and trolley area adaptation
Área de maniobras 15.710
Manoeuvring area
Traslado instalaciones combustible 7.589
Transfer of fuel facilities
Palma Mallorca Remodelación plataforma A (fase I) y ampliación plataforma zona industrial 20.960
Remodelling of apron A (phase I) and extension of industrial area apron
Construcción plataforma frente nuevo E.T. (fase I) 6.010
Construction of a new apron in front of the new T.B. (phase I)
Construcción dos salidas rápidas en la pista norte 4.800
Construction of two fast exits in the north runway
Pamplona Vallado perimetral 2.300
Perimeter fence
Reus Actuaciones provisionales en área terminal 1.355
Provisional performances in terminal area
Adecuación campo de vuelos 9.584
Adaptation of airfields
Acondicionamiento de accesos 1.150
Access fitting-out
Remodelación central eléctrica 1.044
Remodelling of electric power station
Ampliación plataforma 7.000
Apron extension
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Sabadell Vía perimetral 1.093
Perimeter road
San Sebastián Reforma y ampliación de la central eléctrica y subestaciones 2.326
Refurbishment and extension of electric power station and sub-stations
Santander Obras de emergencia 368
Emergency works
Remodelación E.T. para instalación pasarelas 2.240
T. B. remodelling for finger installation
Suministro con instalación pasarelas de embarque 900
Provision and installation of boarding fingers
Renovación de vallado 808
Fence renewal
Ranurado de pista 300
Runway slotting
Sevilla Instalaciones de gestión áreas aparcamiento antiguo terminal 396
Facilities of parking areas management in the old terminal
Tenerife Norte Nuevo embarrado de 20 KV en central eléctrica 1.532
New 20 KV coverage in electric power station
Plataforma prácticas SEI 204
SEI (FIRE EXTINCTION SERVICE) practice apron
Reforma sala cabinas AT y CT nueva terminal de carga 649
Refurbishment of AT and CT rooms in the new cargo terminal
Tenerife Sur Sistema mando instalaciones eléctricas 1.052
Electric facilities command system
Sistema de inspección equipajes en bodega 5.866
Hold luggage inspection system
Tenerife Sur Adaptación de llegadas 15.041
Arrivals adaptation
Servicios Remodelación accesos, circulación y uso en edificio residencial de Aena 226
Centrales Remodelling of accesses, movement and use in Aena’s residential building
Valencia Nueva línea alimentación a radar 463
New line for radar supply
Nuevo sistema climatización E.T. 2.521
New air conditioning system for the T.B.
Ampliación aparcamiento público 18.122
Enlargement of public parking
Edificio terminal Aviación Regional 14.772
Regional aviation terminal building
Vigo Automatización central eléctrica 1.410
Automation of electric power station
Ajardinamiento y adecuación urbanización lado aire y tierra 516
Landscape and adaptation of urbanisation air land side
Adquisición con instalación convertidores 400 Hz 391
Acquisition and installation of 400 Hz converters
Ampliación plataforma estacionamiento aeronaves 5.578
Enlargement of aircraft docking apron
Vitoria Centro de gestión de residuos 414
Sewage management centre
Reposición márgenes asfálticos de área de maniobras 1.502
Replacement of asphalt margins of manoeuvre area
62 Memoria / Annual Report 2003
INFRAESTRUCTURAS
INFRASTRUCTURES
OBRAS MÁS SIGNIFICATIVAS FINALIZADAS DURANTE EL AÑO 2003 / THE MOST SIGNIFICANT WORKS FINISHED DURING THE YEAR 2003
Actuaciones en miles de € / Actions in thousand €
AEROPUERTO ACTUACIÓN IMPORTE
AIRPORT ACTION AMOUNT
A Coruña Ampliación plataforma de estacionamiento de aeronaves 419
Enlargement of aircraft docking apron
Albacete Área de pasajeros provisional y remodelación del edificio SEI / DQCI 941
Provisional passengers area and remodelling of SEI (Fire Extinction Service)/DQCI building
Alicante Adquisición e instalación de grupos electrógenos de emergencia de 2250KVA 934
Acquisition and installation of 2250 KVA emergency generators
Alicante Reparación placas de fachada de la torre de control 40
Reparation of facade slabs in the control tower
Equipamiento nueva central eléctrica 275
Equipment of the new electric power station
Asturias Ampliación edificio terminal para instalación de pasarelas 6.242
Extension of the terminal building for finger installation
Calle rodadura a Cabecera 11 6.179
Taxiway to end of runway 12
Parking empleados, compañías aéreas y concesionarios 997
Parking area for staff, airlines and car rentals
Actuaciones para puesta en CAT II/III 2.747
Performances for implementation of CAT II/III
Plataforma de pruebas contraincendios 449
Fire-prevention trial apron
Edificio archivo general y aulas de formación 326
Building for general archive and training facilities
Reposición vallado perimetral (fase II) 210
Replacement of perimeter fence (phase II)
Suministro con instalación tres pasarelas embarque pasajeros en edificio terminal 1.256
Provision and installation of three boarding fingers for passengers in terminal building
Barcelona Suministro mobiliario en terminales (fase I) 130
Provision of furniture in terminals (phase I)
Construcción nuevos accesos y centro comercial Terminal B 4.350
Building of new accesses and Terminal B shopping centre
Bilbao Ampliación calle de rodaje (2ª fase) 3.756
Extension of taxiway (2nd phase)
Urbanización de la zona industrial 5.169
Urbanisation of the industrial area
Suministro e instalación lector de matrículas 285
Provision and installation of number plate scanner
Suministro con instalación señalización interior edificio terminal 198
Provision and installation of internal signposting in terminal building
Ceuta Helipuerto 6.540
Heliport
Equipamiento área terminal 99
Terminal area equipment
Córdoba Adecuación pista de vuelo y plataforma 1.195
Adaptation of runway and apron
Fuerteventura Instalación equipos 400 Hz y SIGMA 420
Installation of 400 Hz and SIGMA equipment
Ampliación central eléctrica líneas centro de transformación para sistemas 400 Hz 659
Extension of electric power station, transformation centre lines for 400 Hz systems
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INFRASTRUCTURES
AEROPUERTO ACTUACIÓN IMPORTE
AIRPORT ACTION AMOUNT
Girona Reparación losas en plataforma 201
Costa Brava Reparation of apron slabs
Depuración de sentinas, equipos de bombeo y soplantes 215
Treatment of bilge, pumping equipment and blower
Aproximación reducida cabecera 02 173
Reduced approach end of runway 02
Gran Canaria Adquisición e instalación de equipos de 400 Hz 1.623
Acquisition and installation of 400 Hz equipment
Suministro con instalación de unidades autónomas aire acondicionado 
para aeronaves en plataforma 1.217
Provision and installation of air conditioning autonomous units for aircraft in apron
Granada Nuevas calles de rodaje 6.142
New taxiway
Obras de reparación en campo de vuelo 383
Reparation works in airfield
Sistema sencillo de aproximación a Cabecera 27 753
Simple approach system to end of runway 27
Ibiza Suministro con instalación de transformadores de 15 KV de edificio terminal 184
Provision and facility of 15 KV transformers of terminal building
Cambio de cintas de equipajes nº 6 y 7 160
Replacement of luggage belts no. 6 and 7
Refuerzo urgente estructura del edificio terminal (1ª fase) 299
Urgent reinforcement of terminal building structure (1st phase)
Jerez Sustitución equipos halon en central eléctrica 155
Replacement of halon equipment in electric power station
Modificación de puertas de embarque 122
Modification of boarding gates
La Gomera Regeneración superficial de pista de vuelo y camino perimetral 935
Superficial regeneration of runways and perimeter road
La Palma Balizamiento de eje de pista 281
Runway axis marking
Lanzarote Anulación isletas y ampliación de plataforma (fase I) 809
Roundabout elimination and apron adaptation (phase I)
Adquisición e instalación del sexto equipo 400 Hz 123
Acquisition and installation of the 6th 400 Hz equipment
Lanzarote Suministro con instalación unidades autónomas aire acondicionado aeronaves en plataforma 498
Provision and installation air conditioning autonomous units for aircraft in apron
León Edificio SEI 365
SEI (Fire Extinction Service) building
Logroño Torre de Control 2.714
Control Tower
Canalizaciones varias y alumbrado de urbanización 707
Various canalisations and urbanisation lighting
Acometida eléctrica de media tensión 142
Medium voltage undertaking
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INFRASTRUCTURES
AEROPUERTO ACTUACIÓN IMPORTE
AIRPORT ACTION AMOUNT
Madrid-Barajas Adquisición e instalación sistema de tratamiento equipajes en conexión 12.369
Acquisition and installation of connection luggage handling system
Instalación CCTV en túneles SATE 314
CCTV installation in SATE tunnels
Adquisición con instalación de un sistema automatizado de equipajes (Fase II, Lotes 1,2 y 4) 12.905
Acquisition and installation of an automated luggage system (phase II, lots 1,2 and 4)
Reacondicionamiento plataforma deshielo junto cabecera 36L 3.259
Reconditioning of thaw apron near end of runway 36L
Nuevo acceso y remodelación urbanización dique sur y antiguo terminal de carga 1.460
New access and remodelling of south dock urbanisation and old cargo terminal
Ampliación aparcamiento P5 1.703
P5 parking extension
Desdoblamiento de viarios en zona sur 5.713
Road diversion in south area
Adquisición e instalación sistema automatizado de inspección de equipajes 10.595
Acquisition and installation of an automated luggage inspection system
Nueva pasarela para separación de flujos en dique sur 3.774
New finger for flow separation in south dock
Nueva sala de no admitidos 1.111
New lounge for non-admitted
Adaptación de viales para prefacturación 505
Pre check-in area adaptation
Adecuación para inspección 100% de equipajes en conexión 1.165
Adaptation for 100% connection luggage inspection
Madrid Suministro con instalación de alimentación de emergencia 541
Cuatro Vientos Provision and installation of emergency supply
Menorca Suministro con instalación de sistema control de gestión aparcamiento 873
Provision and installation of a parking management monitoring system
Monflorite-Alcalá Recrecido pista de vuelo 102
Runway overlay
Murcia-San Javier Ampliación bloque técnico y cocheras de Aena 147
Extension of Aena´s technical block and garage
Palma de Sistemas de mando y presentación (SMP) de ayudas visuales 381
Mallorca Command systems and (SMP) presentation of visual aids
Traslado central eléctrica 4.746
Electric power station transfer
Calle de rodaje paralela asociada a pista sur 6.834
Parallel taxiway related to south runway
Suministro con instalación de unidades autónomas aire acondicionado 
para aeronaves en plataforma. Remodelación módulo A. 554
Provision and installation air conditioning autonomous units for aircraft in apron. Remodelling of module A
Ampliación plataforma en el módulo D 1.954
Extension of apron in module D
Adquisición e instalación de guías de atraque en el módulo A. 252
Acquisition and installation of stemming guidance in module A
Pamplona Ampliación y remodelación aparcamiento de vehículos 1.638
Extension and remodelling of car parking
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INFRASTRUCTURES
AEROPUERTO ACTUACIÓN IMPORTE
AIRPORT ACTION AMOUNT
Reus Adecuación colectores y bombeos de aguas residuales de edificios 143
Adaptation of building’s sewage sewers and pumping
Ejecución del desvío de la acometida eléctrica 14
Execution of diversion of electric undertaking
San Sebastián Conexión de fecales al saneamiento público 233
Connection of sewage to public plumbing
Santander Remodelación del hangar de helicópteros 304
Remodelling of helicopters hangar
Sevilla Plataforma de pruebas contraincendios 370
Fire-prevention trials apron
Tenerife Norte Nuevo edificio terminal y urbanización 50.248
New terminal building and urbanisation
Tenerife Sur Suministro con instalación de unidades autónomas de aire acondicionado
para aeronaves en plataforma 737
Provision and installation air conditioning autonomous units for aircraft in apron
Adecuación pavimentos campo de vuelos 3.212
Airfield pavement adaptation
Valencia Adecuación pista y rodadura sur 5.436
Runway adaptation and south taxiway
Actuaciones en líneas de drenaje 804
Performances in drainage lines
Valladolid Plataforma de aviación general y zona de prácticas contraincendios 837
General aviation apron and fire-prevention practice areas
Varios Adquisición de cables 400 Hz y conectores 189
Aeropuertos Acquisition of 400 Hz cables and connectors
Vigo Adquisición convertidor móvil para suministro 400 Hz a aeronaves 45
Acquisition of a mobile converter for 400 Hz supply to aircraft
Vitoria Sustitución y adecuación a categoría II/III del balizamiento de eje en calles de rodaje 1.027
Replacement and adaptation to category II/III of axis mark in taxiways
Sustitución de sellado, arreglo de losas y juntas de calles de rodaje y plataformas 489
Replacement of calks, slabs repair and taxiway and apron joints
Sistema sencillo de aproximación en cabecera 22 642
Simple approach system in end of runway 22
Suministro y sustitución puertas en los actuales 94
Provision and replacement of gates
Zaragoza Nueva central eléctrica y adecuación de centros 2.486
New electric power station and adaptation of centres
Adecuación plataforma estacionamiento de aeronaves 757
Adaptation of aircraft docking apron
Realización de planta potabilizadora y red de hidrantes 1.203
Implementation of a waterworks plant and a hydrant network
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INFRASTRUCTURES
OBRAS MÁS SIGNIFICATIVAS EN EJECUCIÓN DURANTE EL AÑO 2003 / THE MOST SIGNIFICANT WORKS IN EXECUTION DURING THE YEAR 2003
Actuaciones en miles de € / Actions in thousand €
AEROPUERTO ACTUACIÓN IMPORTE
AIRPORT ACTION AMOUNT
A Coruña Adquisición con instalación de equipos de 400Hz 408
Acquisition and installation of 400 Hz equipment
Albacete Área Terminal 6.650
Terminal Area
Actuaciones en el campo de vuelos 1.550
Airfield performances
Alicante Área Terminal de carga (1ª Fase) 4.890
Cargo Terminal Area (1st Phase)
Almería Balizamiento aproximación CAB 08 y equipos central eléctrica 1.408
CAB 08 marking approach and electric power station equipment
Pavimentación plataforma 1ª fase 9.680
Apron asphalting 1st phase
Asturias Equipamiento para ampliación edificio terminal 419
Equipment for terminal building extension
Barcelona Suministro con instalación unidades autónomas aire acondicionado 
aeronaves en plataforma módulo 5 492
Provision and installation air conditioning autonomous units for aircraft in apron module 5
Adquisición de seis convertidores fijos 363
Acquisition of six fixed converters
Adquisición con instalación equipos 400 Hz para módulo-5 1.560
Acquisition and installation of 400 Hz equipment for module 5
Sistema de inspección equipajes en bodega 3.297
Hold luggage inspection system
Bilbao Actuaciones para puesta en Categoría II/III 1.744
Performances to meet Category II/III
Reparación cobertura canal 2.682
Repair of channel coverage
Códoba Edificio de servicios y central eléctrica 2.328
Service building and electric power station
Fuerteventura Edificio servicios 6.584
Services building
Ampliación plataforma 1ª fase 9.550
Apron enlargement (1st phase)
Girona Sistema de inspección equipajes en bodega 725
Costa Brava Hold luggage inspection system
Gran Canaria Construcción de oficinas lado norte de la segunda planta del edificio terminal 4.237
Office construction at north side of the terminal building’s second floor
Instalación nuevos grupos electrógenos 3.525
Installation of new generators
Granada Ampliación y remodelación del área terminal 4.683
Extension and remodelling of terminal area
Nuevo edificio SEI 1.476
New SEI (Fire Extinction Service) building
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AEROPUERTO ACTUACIÓN IMPORTE
AIRPORT ACTION AMOUNT
Ibiza Nuevo balizamiento de eje para pista de vuelo y calle de rodaje 2.611
New marking
Edificio para aparcamiento de coches de alquiler 2.697
Building for car rental parking
Lanzarote Adaptación del terminal actual para vuelos insulares 2.837
Adaptation of current terminal for insular flights
Madrid-Barajas Instalaciones complementarias y asociadas al SATE conexiones 4.877
Complementary and associated facilities to SATE connections
Suministro con instalación pasarelas de embarque y equipos servicio aeronaves (Fase II) 47.023
Provision and installation of boarding fingers and aircraft service equipment (Phase II)
Adquisición con instalación de un sistema automatizado de equipajes (Fase III, Lotes 1 y 2 ) 12.419
Acquisition and installation of an automated luggage equipment (Phases III, Lot 1 and 2)
Adaptación de galerías a normativa 2.039
Adaptation of galleries to regulation
Nuevo sistema gestión P1 y P2 incorporando lector de matrículas 2.059
New P1 and P2 management system incorporated to number plate scanner
Ampliación patio sur en T-1 3.622
Extension of south area in T-1
Obras complementarias para la adaptación de la torre de control 
a la nueva configuración del campo de vuelo 840
Complementary works  for the adaptation of the control tower to the new configuration of airfield
Adquisición e instalación de un sistema electromecánico asociado al SATE 3.098
Acquisition and installation of an electromechanical system related to SATE
Renovación pavimento en plataforma 03 2.242
Renewal of paving in apron 03
Málaga Ampliación plataforma 9.270
Apron extension
Sustitución cable primario 597
Replacement of primary cable
Zona de actividades aeronáuticas 11.477
Area of aeronautical activities
Melilla Ampliación campo de vuelos 12.134
Airfield extension
Menorca Nueva terminal multifuncional de carga 1.257
New functional cargo terminal
Reus Edificio terminal para llegadas y urbanización 4.180
Terminal building for arrivals and urbanisation
Sistema de inspección equipajes en bodega 340
Hold luggage inspection system
Sabadell Adecuación campo de vuelos y urbanización zona de hangares 4.230
Airfield adaptation and urbanisation of hangar area
San Sebastián Ampliación de potencia eléctrica 600
Electric power extension
Santander Instalación de marquesinas y equipos de control de aparcamiento público 992
Installation of public parking shelters and monitoring equipment
Santiago Reparación del camino perimetral 1.727
Repair of perimeter road
Sevilla Adecuación del área comercial 1.666
Adaptation of business area
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AEROPUERTO ACTUACIÓN IMPORTE
AIRPORT ACTION AMOUNT
Tenerife Norte Equipamiento para área terminal 2.365
Equipment for terminal area
Acondicionamiento edificio terminal para vuelos interinsulares 2.240
Conditioning of terminal building for inter-insular flights
Nuevos grupos electrógenos de emergencia para central eléctrica 1.037
New emergency generators for electric power station
Adquisición e instalación equipos de 400 Hz 1.687
Acquisition and installation of 400 Hz equipment
Tenerife Sur Adecuación de redes eléctricas al plan de mejoras técnicas de Aena 2.874
Adaptation of electric networks to Aena’s technical improvement plan
Reparación y construcción de losas en plataforma 4.962
Repair and construction of slabs in apron
Varios Ampliación de los sistemas de mando y presentación (SMP)
Aeropuertos de ayudas visuales en los aeropuertos de Barcelona y Palma de Mallorca 1.233
Extension of command systems and (SMP) presentation of visual aids in Barcelona and Palma de Mallorca airports
Vigo Actuaciones para la puesta en categoría II/III 3.898
Performances for the implementation of category II/III
Ampliación sistema de mando y presentación (SMP) de ayudas visuales 119
Extension of command system and (SMP) presentation of visual aids
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Madrid-Barajas. Interior del T-4
Madrid-Barajas. Inside T-4
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Barajas Plan
During the year 2003 the was a significant
progress in both the current works and the new
awards which represented, by 31st December
2003, that 98.55 per cent of the activities
expected within the extension had already started.
From such actions, 31.21 per cent are already in
operation; 67.34 per cent are under way and just
1.45 per cent are in project phase. As a summary
of the aforementioned information, it is worth
mentioning that the enlargement works of
Madrid-Barajas Airport are developing
satisfactorily and the new facilities are now
becoming a reality.
From the finished works in this period, it is worth
highlighting the coming into operation of the two
stretches of the “underground diversion of M-111
road”, which have improved communication
among towns located in the North-East of Madrid.
This has transformed a double way road into a
new route road, with two lanes per each way
which contributes to increase the accessibility of
the area of influence decreasing the route time
and helping to the development of this area of the
Community of Madrid.
Moreover, during the year 2003 certain works
have finished and are now in operation as part of
Madrid-Barajas, namely the so-called apron of the
Plan Barajas
Durante el año 2003 se avanzó sustancialmente tanto en las obras
en curso como a nuevas adjudicaciones lo que representó que a 31
de diciembre de dicho año, el 98,55 por ciento de las actuaciones
contempladas dentro de la ampliación estén ya iniciadas. 
De dichas actuaciones el 31,21 por ciento están ya en funciona-
miento; el 67,34 por ciento se encuentran en marcha y sólo el 1,45
por ciento en fase de proyecto. De todo lo anterior, puede concluir-
se que las obras de ampliación del Aeropuerto de Madrid-Barajas
avanzan satisfactoriamente y las nuevas instalaciones comienzan ya
a ser una realidad.
De entre las obras finalizadas a lo largo del periodo cabe destacar la
entrada en servicio de los dos tramos del “Desvío – soterramiento
de la carretera M – 111”, que han permitido mejorar la comunica-
ción entre las poblaciones situadas al noreste del aeropuerto y
Madrid capital, transformando una carretera de doble sentido en
una vía con un nuevo trazado, que dispone de dos carriles por sen-
tido y que contribuye a aumentar la accesibilidad del área de
influencia disminuyendo los tiempos de recorrido y ayudando al
desarrollo de esta zona de la Comunidad de Madrid.
Asimismo se han concluido durante el año 2003 y ya se encuen-
tran en servicio como una instalación más de Madrid-Barajas, la
Plan Barajas. Terminal 4
Barajas Plan. Terminal 4
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East Area dock which is being used by the airport
as parking for aircraft in remote positions.
As far as the works in runway 15L-33R are
concerned, the course of river Jarama has been
changed in 1,700 meters both respecting the
environment and maintaining the hydraulic
conditions of speed and longitudinal slopes. The
new river bed has been protected as well as the
slope of the airfield with rock fill sides so as to avoid
freshet erosion up to 900 cubic meters water level,
corresponding to a return period of 500 years.
Likewise, during the same economic year the works
to bury and dismantle the large quantity of high
voltage electric lines located in the river side
continued. They all belong to Red Eléctrica
Española, Iberdrola and Unión Fenosa.
Among the awards made this year, it is worth
mentioning the award of electric and thermal
power supply by means of a co-generation plant,
with an electric power of 33 MW and dual engines,
which will lead to the production of electric and
thermal power for the air conditioning of both the
new Terminal building and the Satellite Building in
normal conditions, thus assuring the emergency
electric supply.
denominada plataforma del dique Zona Este que está siendo
utilizada por el aeropuerto como estacionamiento de aviones en
posiciones remotas.
En lo que a la obra relativa a la pista 15L-33R se refiere, y dentro
del mayor respeto por el entorno, se ha desviado el río Jarama en
unos 1.700 metros de longitud, manteniendo las condiciones
hidráulicas de velocidad y pendientes longitudinales, protegiéndo-
se tanto el nuevo cauce del río como el propio talud de la pista de
vuelo con laterales de escolleras para evitar erosiones de avenidas
de hasta 900 m3/s de caudal, correspondiente a un periodo de
retorno de 500 años.
Además durante el mismo ejercicio económico se continuaron los
trabajos para soterrar y desmantelar la gran cantidad de líneas eléc-
tricas de alta tensión que estaban situadas en el margen del río per-
tenecientes a Red Eléctrica Española, Iberdrola y Unión Fenosa y
que, una vez concluidas, pasarán a ser subterráneas. 
Entre las adjudicaciones realizadas en el mismo año, merece des-
tacarse la concesión del suministro de energía eléctrica y térmica
mediante planta de cogeneración, que con una potencia eléctri-
ca instalada de 33 MW y con motores duales, permitirá la pro-
ducción de energía eléctrica y térmica para la climatización tanto
del nuevo Edificio Terminal como del Edificio Satélite en condi-
ciones normales de funcionamiento asegurando, además, la
energía eléctrica de emergencia.
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Asimismo, y al objeto de dar a conocer con detalle el desarrollo de
las diferentes actuaciones llevadas a cabo por el Plan Barajas, se ha
puesto en servicio el “Centro de Información e Interpretación”, den-
tro del cual y gracias a la tecnología incorporada, se puede con-
templar a través de las diferentes salas la evolución del aeropuerto
de Madrid-Barajas desde la primera época de la aviación hasta la
actualidad en la que el “Gran Barajas” habrá pasado a ser un aero-
puerto con una capacidad de tratamiento para más de 70 millones
de pasajeros y con vocación de convertirse en el gran “hub” del sur
de Europa, ajustando en cada momento el crecimiento de sus
infraestructuras a las necesidades crecientes tanto de los pasajeros
como de los avances tecnológicos de la industria aeronáutica.
Entre las actividades llevadas a cabo en este área de actividad de
Aena y aunque se ejecutará fuera del recinto del aeropuerto de
Madrid-Barajas, sobresale el desarrollo del convenio firmado en el
año 2002 entre Aena y el Ministerio de Defensa que se inició con la
redacción de los proyectos de las diferentes actuaciones previstas
para adecuar el campo de vuelo de la Base Aérea de Torrejón, que
permitirán en un breve plazo, solventar las interferencias entre los
espacios aéreos de Barajas y Torrejón. Entre éstas, destacan las obras
de adecuación de la pista de vuelo, un edificio de extinción de
incendios y una nueva torre de control. 
Moreover and in order to show in detail the
progress of the different actions carried out by the
Barajas Plan, the “Information and Interpretation
Centre” has come into operation. Inside this centre
and thanks its technology, the evolution of Madrid-
Barajas airport can be observed through the
different rooms: from the first years to nowadays
when “Great Barajas” will become an airport with
more than 70 million passengers and which is
expected to become the big “hub” in the South of
Europe, adapting the increase of its infrastructures
to the needs of passengers and technological
developments of the aeronautical industry.
Among the activities carried out in this area of
activities of Aena and although it will be
implemented outside Madrid-Barajas airport, it is
worth highlighting the development of the
agreement signed between Aena and the Ministry
of Defence. It started with the drafting of the
projects of the different actions planned to improve
Torrejón’s air base airfield, which in the short term
will solve the interferences between the airspace of
Barajas and Torrejón. In this sense, we have to
mention the adaptation works for the runway, a
fire-prevention building and a new control tower.
Plan Barajas. Torre de control y satélite
Barajas Plan. Control tower and satellite
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En el ámbito de seguridad y salud laboral se continuó con el
desarrollo del convenio que en materia preventiva estaba firmado
con las centrales sindicales mayoritarias en el sector de la construc-
ción. Contabilizado en horas, el volumen de trabajo ascendió duran-
te el mismo año a más de 13 millones de horas con una plantilla
media por día trabajado de casi 5.000 personas .
Por último hay que reseñar que durante el año 2003 se detecta-
ron más de 30 nuevos yacimientos entre arqueológicos y paleon-
tológicos. De los primeros se han excavado los denominados: “El
Muladar, Las Quebradas, El Guijo, Casa del Guardia, Cercado del
Guardia, Bajo del Cercado, El Rasillo, El Encadenado, Caramocar y
Bajo del Cercado”, con cronologías que van desde la Prehistoria
hasta la Edad Media.
With regards to safety and health, the
development of the preventive agreement signed
with the principal trade unions of the construction
sector continued. If we count it in hours, the work
volume increased in 2003 in more than 13 million
hours with an average staff per day of almost
5,000 people.
Finally, it is worth mentioning that in 2003, more
than 30 archaeological and paleontological sites
were discovered. The following sites have been
excavated: “El Muladar, Las Quebradas, El Guijo,
Casa del Guardia, Cercado del Guardia, Bajo del
Cercado, El Rasillo, El Encadenado, Caramocar and
Bajo del Cercado”, they go from the prehistory to
the Middle Ages.
Futuro T-4. Plan Barajas
Future T-4. Barajas Plan
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Plan Barcelona
El Aeropuerto de Barcelona está llevando a cabo más de 270.000
operaciones de aeronaves con un total de casi 23 millones de pasa-
jeros contando con un sistema de pistas cruzadas con un capacidad
declarada de 52 operaciones a la hora y más de 800 operaciones.
Habilitado para operaciones de baja visibilidad, dispone de algo más
de 150.000 metros cuadrados de terminales, más de 35.000 metros
cuadrados de terminales de carga y el número de posiciones de
aeronaves es superior a las 85.
El Aeropuerto de Barcelona es un aeropuerto H-24, categoría II/III y
sin restricciones de vuelos nocturnos.
La puesta en marcha de un programa de modernización y ampliación
de las instalaciones actuales, a la espera de la entrada en servicio de
la Tercera Pista y la Nueva Área Terminal Sur está permitiendo al aero-
puerto adaptarse a los sucesivos incrementos de tráfico.
Las actuaciones más relevantes del Plan Barcelona incluyen la amplia-
ción del Campo de Vuelo y Plataforma de Aeronaves, la mejora de
las Terminales actuales, la construcción de la nueva Terminal Sur, la
instalación de los Sistemas Tecnológicos, los Accesos, las
Urbanizaciones, la Gestión del Suelo e inversiones en Navegación
Aérea que suponen una inversión de 2.295,5 millones de euros.
Hasta ahora se han concluido un total de 28 actuaciones y se
encuentran en fase de ejecución otras 26.
Barcelona Plan
Barcelona Airport is carrying out more than 270,000
aircraft operations with a total of almost 23 million
passengers and counting on a crossed runway
system with a declared capacity of 52 operations
per hour and more than 800 operations.
It can manage low visibility operations, has more
than 150,000 square meters of terminals, more
than 35,000 square meters of cargo terminals and
the numbers of aircraft positions amounts to more
than 85.
Barcelona Airport in a 24H airport, category II/III and
with no night flights restrictions.
The coming into force of a modernisation and
enlargement programme of the current facilities,
waiting for the coming into service of the Third
Runway and the New Area South Terminal, is
allowing the airport to adapt itself to the
subsequent traffic increases.
The most relevant actions of Barcelona Plan include
the Airfield and Aircraft Apron enlargement, the
improvement of the current Terminals, the
construction of the new South Terminal, the
installation of Technological Systems, Accesses,
Urbanisations, Land Management and investments
in Air Navigation, which represent an investment of
2,295,5 million euros.
Up to now a total of 28 actions have been finished
and other 26 are in execution.
Maqueta futura Terminal Sur. Aeropuerto de Barcelona
Mock-up of the future South Terminal. Barcelona Airport
75Memoria / Annual Report 2003
El objetivo del Plan es adecuar las instalaciones a las necesidades del
incremento del tráfico aéreo por lo que el Aeropuerto doblará su
capacidad hasta los 40 millones de pasajeros al año.
Durante el año 2003 se iniciaron o finalizaron una serie de actua-
ciones entre las que destacan las siguientes:
26 de marzo. Inauguración del nuevo aparcamiento de 2.470 pla-
zas, situado frente a la Terminal A. Inversión: 41.800.000 Euros.
2 de julio. Inauguración de la nueva Terminal A. 25.000 metros
cuadrados nuevos. Inversión: 27.196.659 Euros.
3 de septiembre. Colocación de la Primera piedra de la nueva Torre
de Control del Aeropuerto de Barcelona. Inversión: 12.981.651 Euros.
21 de noviembre. Primera piedra de Naves Multifuncionales del
Parque de Servicios Aeronáuticos. Inversión: 7.724.229 Euros.
18 de diciembre. Primera piedra de la nueva Terminal Sur. Tendrá
una superficie de 525.000 metros cuadrados y 50 puertas de
embarque. Inversión: 478.347.314,43 Euros.
The objective of the Plan is to adapt the facilities to
the needs of traffic increase; therefore the Airport
will double its capacity up to 40 million passengers
per year.
During 2003, a series of actions started or finished.
It is worth mentioning the following:
26th March:  Inauguration of the new parking area
with 2,470 parking spaces, located in front of
Terminal A. Investment: 41,800,000 euros.
2nd July: Inauguration of new Terminal A. New
25,000 square meters. Investment: 27,196,659
euros.
3rd September: The first stone of the new Control
Tower at Barcelona Airport. Investment: 12,981,651
euros.
21st November: The first stone of the Aeronautical
Service Park’s Multifunctional Warehouses.
Investment: 7,724,229 euros.
18th December: The first stone of the new South
Terminal. With an area of 525,000 square meters
and 50 boarding gates. Investment:
478,347,314.43 euros.
Aeropuerto de Barcelona. Terminal Norte en servicio
Barcelona Airport. North Terminal in operation
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CALIDAD
Desde hace ya algunos años, en Aena nos esforzamos en dar pasos
sucesivos para conseguir una mejora sustancial de la calidad de los
servicios que ofrecemos a nuestros clientes y a todos los grupos de
interés. Para lograr esos niveles cada vez mayores de excelencia en
la gestión, de trabajo bien hecho, hemos utilizado frecuentemente
diversas vías, sistemas y métodos.
Hemos ido poniendo ladrillos al edificio de la calidad que estamos
construyendo, aunque no siempre las paredes y los acabados han
resistido las exigencias de una sociedad cada vez mas consciente de
lo que supone el transporte aéreo mundial.
Superadas ya las consecuencias del 11S, parece razonable haber
crecido en pasajeros, aeronaves y carga, en ingresos y en inversio-
nes aplicadas. Pero también es imprescindible crecer en niveles de
calidad, competitividad, seguridad y modernización de todos nues-
tros procesos y servicios.
Para acometer con éxito esta tarea que nos demanda la sociedad en
general, nuestros clientes, nuestros socios prestadores de servicios,
nuestros aliados, el desarrollo sostenible de la economía, la contri-
bución al mantenimiento de un medio ambiente más limpio y nues-
tro gobierno, se hace preciso planificar rigurosa y sistemáticamente,
con realismo, pero con ambición, el desarrollo de la Calidad en
Aena. Hay que estar a la altura de lo que nos demanda la sociedad.
Este ha sido el planteamiento que ha conducido a elaborar y
desarrollar el Plan de Calidad de Aena, que se explica con más
detalle a continuación.
QUALITY
For many years, Aena has put efforts in going
further as regards quality of the services we provide
to both our clients and all the groups of interest. In
order to achieve these levels of excellence
concerning the management, the well done job, we
have usually used several ways, systems and
methods.
We have designed the building of quality step by
step, although the walls and the finishes do not
always meet the requirements of a more and more
conscious society of the significance of the global
air transport.
Once overcome the events of 11th September, it is
worth mentioning the increase on passengers,
aircraft and cargo, revenue and applied
investments. It is also important to increase the
levels of quality, competition, safety and
modernisation of all our processes and services.
In order to satisfactory fulfil the task requested by
the society as a whole, our clients, our service
provider partners, our allies, the economy’s
sustainable development, the contribution to the
maintenance of a cleaner environment and our
government, it is necessary to plan, in a rigorous
and systematic way, not only with realism but also
with ambition, the development of Quality in Aena.
We have to meet what the society demands.
This has been the idea which has led to the
elaboration and development of Aena’s Quality
Plan, which is explained in detail as follows.
Comprometidos con
la excelencia
Committed with
excellence
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Resultados
Aprobación del Plan de Calidad de Aena.
Uno de los resultados mas importantes de este año ha sido la apro-
bación del Plan de Calidad por el Comité de Dirección de Aena, el
23 de julio pasado.
Constituye este hecho una de las mas importantes contribuciones al
desarrollo de la Calidad en Aena, porque consigue la integración en
un sólo plan de todos los esfuerzos que se encontraban divididos en
múltiples actuaciones. Se pretende con ello ganar en eficiencia,
actuando sobre uno de los ejes definidos en el Plan Estratégico de
Aena, la mejora de la calidad de nuestra gestión para lograr la mejo-
ra de la satisfacción de todos nuestros grupos de interés.
En su desarrollo, este plan incluye un conjunto de objetivos de cali-
dad y de actuaciones coordinadas, que impulsen decididamente la
Results
Approval of Aena’s Quality Plan
One of this year’s most important results has been
the approval of Aena’s Quality Plan by the Executive
Committee of Aena, on the last 23rd July.
This fact constitutes one of the most significant
contributions to the development of Quality in
Aena, since it achieves the integration in a unique
plan of all the efforts which were divided in several
actions. Thus, it intends to gain efficiency, acting in
one of the axis defined in Aena’s Strategic Plan, the
improvement of the quality of our management to
achieve the satisfaction of all our groups of interest.
This plan includes in its development, a group of
quality objectives and co-ordinated actions, for the
decisive impulse of the quality of Aena’s
management and for the guarantee of the
fulfilment of such objectives and of the goals
La calidad destaca en toda obra aeroportuaria
Quality outstands in every airport work
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calidad de la gestión en Aena y garanticen el cumplimiento de esos
objetivos y de las metas establecidas en toda la organización, con
resultados susceptibles de poderse medir de forma objetiva, en
plazo y coste razonables. 
Los objetivos de calidad y las herramientas que permiten alcanzar-
los son los siguientes:
1. Implantar el Modelo EFQM de Excelencia. La utilización del
Modelo EFQM como marco de referencia que nos permita
alcanzar la excelencia en la organización. La realización de auto-
evaluaciones en toda la organización nos permitirá identificar
claramente nuestros puntos fuertes y áreas de mejora, y traba-
jar sobre estas últimas mediante grupos de mejora a la hora de
definir planes de acción integrados en la planificación operativa
de las unidades.
2. Implantar un Sistema de Gestión de la Calidad global basado
en la normativa ISO 9001:2000, para reforzar la gestión y mejo-
ra de nuestros procesos a partir de las necesidades y expectati-
vas de los clientes
3. Elaborar Cartas de Servicios para mejorar la comunicación con
nuestros clientes sobre los servicios prestados y los compromisos
de calidad contraídos.
4. Implantar Sistemas de Gestión Medioambiental basados en la
normativa ISO 14001 y EMAS, para incorporar la gestión ambien-
tal en el marco de gestión general de Aena y superar las exigen-
cias de la legislación medioambiental.
5. Potenciar la formación en Calidad y Medioambiente a todas las
personas, fomentando la participación y el trabajo en equipo.
6. Reconocer y ser reconocidos por los resultados obtenidos. Es
preciso el reconocimiento público de las personas, tanto a nivel
interno como externo y a nivel individual y de equipo. 
El Plan de Calidad tiene un alcance temporal de cuatro años
(2004-2007), aunque para algunas actuaciones se plantea la con-
secución de los principales resultados durante los dos primeros
años del mismo.
En definitiva, se trata de establecer un camino firme para Aena
hacia la excelencia, entendida ésta como el modo sobresaliente de
gestionar la organización y obtener resultados que satisfagan a
todos nuestros grupos de interés (clientes, empleados, proveedores
y sociedad en general).
established in the organisation, with results that can
be measured in an objective way, in a reasonable
term and with a reasonable cost.
The objectives of quality and the tools leading to
their achievement are the following:
1. To implement the Excellence EFQM Model. The
use of the EFQM Model as a framework of
reference which will lead to the excellence in the
organisation. The realisation of self-evaluations in
the organisation will help us to identify our pros
and cons and to work on the latter, by means of
improvement groups when defining the action
plans integrated in the units’ operative planning.
2. To implement a global Quality Management
System based on the standard ISO 9001:2000, to
reinforce both the management and
improvement of our processes from the needs
and expectations of clients.
3. To elaborate Service Charts to improve
communication with our clients on the services
provided and the quality commitments made.
4. To implement Environmental Management
Systems based on standard ISO 14001 and
EMAS, so as to incorporate the environmental
management in the framework of Aena’s general
management and to overcome the requirements
of the environmental regulation.
5. To foster the training on Quality and
Environment to everyone, enhancing the
participation and the team work.
6. To recognise and be recognised for the results
obtained. It is necessary to have the public
recognition, both at an internal and external
level, at an individual and team level.
The Quality Plan has a temporal scope of four years
(2004-2007), although some actions are expected
to obtain results during the first two years.
In short, Aena intends to establish a firm path
towards excellence, which is the outstanding way to
manage the organisation and to obtain satisfactory
results for all our groups of interest (clients,
employees, providers and the society as a whole).
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Presentación y difusión del Plan de Calidad en el Taller de
Reflexión del Plan Operativo 2003 
Para que los objetivos descritos en el Plan puedan cumplirse, se hace
preciso difundirlo y comunicarlo a toda la Organización, buscando
los canales adecuados.
En este sentido y con motivo del Taller de Reflexión del Plan
Operativo de 2003, realizado por la Dirección Adjunta al Director
General de Aena los días 16 y 17 de Octubre, se presentó el Plan de
Calidad a directivos, mandos intermedios y profesionales de Aena,
en total 320 personas. 
También el Presidente–Director General en la Revista Aena de sep-
tiembre pasado reafirma la importancia del Plan de Calidad, desta-
cando su contribución a la mejora de la calidad de nuestra gestión
y, en definitiva, de la satisfacción de nuestros clientes y resto de
grupos de interés. 
Finalmente, con el ánimo de una amplia difusión, el Plan de Calidad
se ha incluido en la Intranet de Aena, para que esté a disposición de
todo el personal.
El cumplimiento del compromiso de servicio con los pasajeros
y la recogida de las necesidades de los clientes.
Desde que Aena suscribió el Compromiso de servicio de los aero-
puertos con los pasajeros, viene realizando informes basados en los
resultados sobre el grado de satisfacción de los pasajeros con el ser-
vicio, como forma de materializar uno de esos compromisos. 
Como en años anteriores y cada vez con mayor consistencia esta-
dística y de detalle, se han realizado encuestas a los pasajeros y
acompañantes en diversos aeropuertos seleccionados. En el primer
y cuarto trimestre del presente año se han muestreado 25 aero-
puertos, 34 en el segundo trimestre y 39 en el tercero. 
Los resultados obtenidos en el Indice General de Calidad del
Aeropuerto (pasajeros y acompañantes) (IGC), como resultante de
ponderar el índice general de calidad de pasajeros y acompañantes
por el peso relativo de ambos segmentos de usuarios en los dife-
rentes aeropuertos, ha mejorado desde un 3,67 correspondiente al
año 2002, hasta un 3,71 obtenido en este año. Se confirma una
tendencia sostenida positiva desde el 2001. Esto supone una conti-
nua mejora de la percepción de la calidad de nuestros clientes pasa-
jeros, lo que constituye un importante estímulo a nuestra gestión.
Presentation and spread of the Quality Plan at
2003 Operative Plan Reflection Workshop
As regards the fulfilment of the objectives included
in the Plan, it is worth disseminating and
communicating it to the Organisation as a whole,
by means of the appropriate channels.
In this sense and due to 2003 Operative Plan
Reflection Workshop, carried out by the Deputy
Directorate to the Directorate general of Aena on
the 16th and 17th October, the Quality Plan was
presented to the executives, intermediate and
professional managers of Aena, a total of 320
people.
Moreover, the President-Director General of Aena
reaffirmed in September’s edition of Aena’s
Magazine the importance of the Quality Plan,
highlighting its contribution to the improvement of
the quality in our management and, in short, of the
satisfaction of our clients and the rest groups of
interest.
Finally and with the aim to a wide spread, the
Quality Plan has been included on Aena’s Intranet so
that it can be available to all the staff.
The fulfilment of the service commitment with
passengers and the record of the client’s needs
From the moment Aena adhered to the
Commitment of service of airports with passengers,
it has been elaborating different reports based on
the results on the degree of passengers satisfaction
with the service, as a way of achieving one of those
commitments.
As in previous years and with even more statistical
and detail consistency, several surveys have been
made to passengers and accompanying persons in
different airports selected. During this year’s first
and fourth term, 25 airports, 34 in the second term
and 39 in the third term were studied.
The results obtained in the Airport’s Quality General
Index (passengers and accompanies) (ICG), as the
result of adjusting the general index of quality of
passengers and accompanies by the relative weight
of both segments of users in the different airports,
has improved from 3.67 in 2002 to a 3.71 this year.
A positive sustainable trend has been confirmed
since 2001. This means a continuous improvement
of the quality perception by our passenger clients,
which constitutes an important stimulation to our
management.
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Autoevaluaciones EFQM.
Durante 2003 se ha realizado la autoevaluación del Aeropuerto de
Zaragoza. Caracterizado por ser un aeropuerto con un alto grado de
desarrollo del tráfico de carga aérea, la autoevaluación realizada ha
revelado un significativo esfuerzo de la organización del aeropuerto
por dar respuesta al cliente. Ello se ha traducido en un incremento
significativo de clientes de carga, coincidiendo con la construcción
de una plataforma logística en las proximidades del aeropuerto en
la que se están estableciendo numerosas empresas.
Evidenciados los puntos fuertes y áreas de mejora en el análisis
realizado, se ha puesto en marcha un equipo de trabajo con el
objetivo de promover la comunicación de los Planes Estratégico
y Operativo del Aeropuerto, dentro de la organización Aena en
Zaragoza y también en relación con las compañías aéreas, con-
cesionarios, etc. Para alcanzar este objetivo, el Aeropuerto ha
contado con la asistencia de un formador especializado en téc-
nicas de trabajo en equipo, que realice la tutorización del equi-
po y les facilite los recursos formativos precisos para el desarro-
llo del proyecto de mejora.
Certificaciones ISO 9001:2000.
A lo largo de este año se ha incrementado el número de unidades
que han implantado y certificado Sistemas de Gestión de Calidad
según la Norma ISO 9001:2000. A continuación se hace una rela-
ción de las mismas, ordenadas con arreglo a las unidades de nego-
cio a que pertenecen. 
EFQM Self-evaluations.
In 2003, the self-evaluation of Zaragoza Airport was
made. It is known to be an airport with a high
degree of development concerning air cargo traffic
and the self-evaluation made has revealed a
significant effort of the airport’s organisation to
meet the clients requests. This has been translated
in a significant increase on cargo clients, coinciding
with the construction of a logistic platform near the
airport, where many companies are located.
The pros and cons can be observed in the analysis
made. A working team was set up with the aim to
promote communication of the Airport’s Strategic
and Operative plans, within Aena’s organisation in
Zaragoza and also with regard to airlines, recipients
and so on. To achieve this objective, the Airport has
counted on the assistance of a trainer specialised in
team working techniques, who is to make the
team’s tutoring and who facilitates the necessary
training resources for the development of the
improvement project.
ISO 9001:2000 Certifications
All along this year the number of units which have
implemented and certified the Quality Management
Systems in compliance with Standard ISO
9001:2000 has increased. A relation of these units,
ordered in accordance with the business units to
which they belong are described as follows:
Aeropuerto de Logroño-Agoncillo. Exterior edificio terminal
Logroño-Agoncillo Airport. Exterior view of the terminal airport
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• En la Dirección de Aeropuertos Españoles y para todos los servi-
cios prestados: 
-  Aeropuerto de Almería
-  Aeropuerto de Jerez de la Frontera
-  Aeropuerto de Barcelona
-  Aeropuerto de Fuerteventura
-  Aeropuerto de Vigo
-  Aeropuerto de Alicante
-  Aeropuerto de Lanzarote
-  Aeropuerto de Menorca
-  Aeropuerto de Ibiza
• En la Dirección de Navegación Aérea: 
-  Dirección Regional de Navegación Aérea – Región Sur. División
de Mantenimiento
-  Dirección de Planificación y Control Económico y de Gestión.
Departamento de Contratación
• En la Dirección de Infraestructuras: 
-  Plan Barcelona
• In the Spanish Airports Directorate and for the
services provided:
-  Almería Airport
-  Jerez de la Frontera Airport
-  Barcelona Airport
-  Fuerteventura Airport
-  Vigo Airport
-  Alicante Airport
-  Lanzarote Airport
-  Menorca Airport
-  Ibiza Airport
• In the Air Navigation Directorate:
-  Air Navigation South Region - Regional
Directorate.  Maintenance Division
-  Planning and Economic Control and
Management Directorate. Contracting
Department
• In the Infrastructures Directorate:
-  Barcelona Plan
Centro de control de Gavá. Barcelona
Gavá control centre. Barcelona
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Por otro lado, es preciso mencionar que se siguen renovando las
certificaciones existentes hasta la fecha, correspondientes a las
siguientes Unidades de Negocio: 
• Dirección de Aeropuertos Españoles: Aeropuertos de Gran
Canaria, Málaga y Santiago; Departamento de Estudios y
Programas, División de Desarrollo de Infraestructuras y
División de Mantenimiento del Aeropuerto de Madrid-Barajas;
Oficina de estadísticas Operativas de la Dirección de
Planificación de Operaciones y Servicios; Dirección de
Organización y Recursos Humanos.
• Dirección de Navegación Aérea: Departamento de Facturación y
Cobros de la Dirección de Planificación y Control Económico y de
Gestión; Centro de Apoyo Logístico y División de Información
Aeronáutica de la Dirección de Tránsito Aéreo; Dirección de
Sistemas e Instalaciones.
• Dirección de Infraestructuras: Plan Barajas.
Participación de Aena en la difusión y potenciación de la cali-
dad en el ámbito nacional.
Aena ha participado activamente en algunas reuniones y eventos
que ha considerado especialmente relevantes para difundir y pro-
mover la excelencia empresarial, crear una imagen favorable de su
gestión y conocer experiencias que puedan ser de interés para el
desarrollo de su misión:
• XI Foro del Club Gestión de Calidad que con el lema "Excelencia
en Gestión: Motor del cambio", reunió el 6 de mayo de 2003 a
más de 700 directivos de organizaciones españolas que durante
toda la jornada compartieron conocimientos y experiencias en
las sesiones celebradas en el Palacio de Congresos y
Exposiciones de Madrid.
En la Mesa de Presidentes participó nuestro Presidente Director
General, José Eladio Seco, que junto a Eduardo Montes, Presidente
del Club Gestión de Calidad y Presidente de Siemens; Enrique
Martínez de Meana, Presidente de KConsulting; Francisco
Olmedo, Presidente de Bureau Veritas España; Juan Antonio
Fernández de Sevilla, Presidente de Renault España y Pedro
Mielgo, Presidente de Red Eléctrica de España, analizaron la situa-
ción de sus empresas y aportaron su valoración de la situación eco-
nómica y empresarial actual.
• Congreso de Calidad y Excelencia de Castilla y León (6 y 7 de
Marzo de 2003) en el que se presentó una ponencia titulada
On the other hand, it is worth mentioning that
Aena continues with the renewal of the current
certifications, they correspond to the following
Business Units:
• Spanish Airports Directorate: Airports of Gran
Canaria, Málaga and Santiago; Studies and
Programmes Department, Infrastructure
Development Division and Madrid-Barajas Airport
Maintenance Division; Operational Statistics
Office of the Operations and Services Planning
Directorate; Organisation and Human Resources
Directorate.
• Air Navigation Directorate: Invoicing and Payment
Department of the Planning and Economic
Control and Management Directorate; Logistic
Support Centre and Aeronautical Information
Division of the Air Traffic Directorate; Systems and
Facilities Directorate.
• Infrastructures Directorate: Barajas Plan.
Participation of Aena in the spread and
fostering of quality at national level.
Aena has actively participated in some specially
relevant meetings and events for the spread and
promotion of the business excellence, the creation
of a favourable image of its management and the
knowledge of experiences which can be of interest
for the development of its mission:
• XI Forum of the Quality Management Club with
the motto “Excellence in Management: Change
Engine”, gathered on the 6th May 2003 more
than 700 executives of Spanish organisations
who shared knowledge and experience in the
sessions held in Madrid’s Congresses and
Exhibitions Palace.
Our President General Director, José Eladio Seco,
participated in the Chair Table, together with
Eduardo Montes, Chairman of the Quality
Management Club and President of Siemens;
Enrique Martínez de Meana, President of
Kconsulting; Francisco Olmedo, President of
Bureau Veritas España, Juan antonio Fernández
de Sevilla, President of Renault España and Pedro
Mielgo, President of Red Elétrica de España,
analysed the situation of their companies and
provided their opinion on the current economic
and business situation.
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“Actuaciones para la Mejora” que explicaba la Política de
Calidad en Aena, la integración Calidad-Planificación
Estratégica, los logros conseguidos en Aena desde la
Aplicación de la Autoevaluación según EFQM y la utilización de
Cartas de Servicios.
• Participación en la IX Semana Europea de la Calidad (Noviembre de
2003) como punto de encuentro anual organizado por la EOQ
(European Organization for Quality) y la Asociación Española para
la Calidad (AEC). En este sentido se desarrollaron las Jornadas pre-
senciales del curso de Experto Europeo Certificado en Gestión de
la Calidad impartido por la AEC.
• V Congreso de Fiabilidad, que con el lema “Gestión y Mejora
Continua de la Confiabilidad en el sector industrial”, estuvo orga-
nizado por el Comité de Fiabilidad de la Asociación Española para
la Calidad junto con IDEKO Centro Tecnológico. El congreso tuvo
como objetivo el intercambio de conocimiento y experiencias en
el campo de la Fiabilidad, Disponibilidad, Mantenibilidad,
Seguridad y demás aspectos relacionados con la calidad de sus
productos, procesos y servicios. Se vieron representados tres ámbi-
tos distintos y complementarios: Industria, universidad y la I+D+i.
• Permanente participación en el Comité Ejecutivo del Club de
Gestión de Calidad y en los Foros de Intercambio de Recursos
Humanos y de Siniestralidad.
• Castilla y León Quality and Excellence Congress
(6th and 7th March 2003) a speech called “Actions
for the Improvement” was presented. It explained
Aena’s Quality Policy, the integration Quality-
Strategic Planning, the achievements of Aena
since the Self-evaluation Implementation
according to EFQM and the use of Services
Charters.
• Participation in the IX European Quality Week
(November 2003) by the EOQ (European
Organisation for Quality) and the Spanish
Association  for Quality (AEC). In this sense, there
was a Workshop on the course European
Certificated Expert on Quality Management given
by the AEC.
• V Congress on Feasibility, with the title
“Management and Continuous Improvement of
Confidence in the industrial sector”, was organised
by the Feasibility Committee of the Spanish
Association for Quality together with IDEKO
Technological Centre. The congress intended to
interchange both knowledge and experiences
regarding Feasibility, Availability, Maintainability,
Safety and other aspects related to the quality of
their products, processes and services. Three
different and complementary aspects were
represented: Industry, university and R&D.
• Permanent participation in the Executive
Committee of the Quality Management Club and
in the Human Resources and Accident
Interchange Fora.
Aeropuerto de Bilbao. Perspectiva exterior
Bilbao Airport. External view
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• Participación activa en el Comité de Calidad de los Servicios de la
Asociación Española para la Calidad. 
• Participación en el Comité Técnico de Normalización AEN/CTN
152 de Aenor sobre ‘Logística, Transporte y Servicios’.
La Formación en calidad en Aena.
Durante el año 2003 se han realizado una serie de acciones for-
mativas dirigidas básica, aunque no exclusivamente, a los
Técnicos de Calidad y/o Medio ambiente existentes en la organi-
zación, de acuerdo con las necesidades detectadas en formación
en materia de Calidad. 
Concretamente, en toda la organización, se ha facilitado formación
a 290 personas, con un total de 7.061 horas. Los cursos realizados
han sido los siguientes:
-  Modelo EFQM de Excelencia y Autoevaluación.
-  Evaluadores EFQM. Modelo actualizado. Versión 2003.
-  Modelo EFQM y aplicación de la Autoevaluación en Aena.
-  Formación de Grupos de Mejora.
-  Medición de la satisfacción del cliente según ISO 9001:2000.
-  Sistemas de Gestión de la Calidad y Certificación ISO
9001:2000.
• Active participation in the Service Quality
Committee of the Spanish Association for Quality.
• Participation in the 152 Aenor’s AEN/CTN
Normalisation Technical Committee on “Logistic,
Transport and Services”.
Training in quality in Aena
In 2003 a series of training actions, basically though
not exclusively directed to Quality and / or
Environment Technicians, were given in accordance
with the needs detected in Quality training.
In the organisation as a whole, training was
provided for 290 people with a total of 7,061 hours.
The courses given were the following: 
-  Excellence and Self-evaluation EFQM Model.
-  EFQM Evaluators. Updated model. 2003
version.
-  EFQM model and implementation of Self
evaluation in Aena.
-  Training in Groups of Improvement.
-  Client’s Satisfaction Measurement in
accordance with ISO 9001:2000.
-  Quality Management Systems and ISO
9001:2000 Certification.
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-  Experto Europeo certificado en Gestión de la Calidad.
-  Formación de auditores de Sistemas de la Calidad .
-  Formación de auditores de Sistemas de la Calidad en empresas
de servicios.
-  Auditoría interna.
-  Cartas de servicios.
-  Gestión de reclamaciones y sugerencias.
-  Metrología y calibración.
-  Metrología legal.
-  Calidad en procesos administrativos.
-  Formación en la aplicación informática corporativa para la
gestión de la documentación de los Sistemas de Gestión de
la Calidad.
Dentro de las actividades especialmente dirigidas a nuestros
Técnicos de Calidad y/o Medio ambiente, es preciso mencionar la
detección de las necesidades de formación en calidad realizada para
un total de 86 personas, escogidas entre toda la organización. Este
ha sido el punto de arranque para el diseño de un Plan de
Formación específico en calidad para cada una de estas personas y
que ha quedado integrado en los Planes de Desarrollo Individual o
Planes de Desarrollo de Directivos que gestionan las respectivas uni-
dades de Recursos Humanos. 
Paralelamente a esta actividad, se concluyó el diseño de una
Ruta Formativa en Calidad, destinada a completar la formación
de las personas que van a desarrollar las actividades de la
Calidad dentro de sus unidades. Para ello y acorde con la defini-
ción de la competencia Calidad, que aparece en el Sistema de
Gestión por Competencias de Aena, se han determinado los
contenidos necesarios para permitir que nuestros Técnicos de
Calidad realicen un trabajo eficaz, de acuerdo con los distintos
niveles que establece la competencia. 
Como primer paso dentro de este proyecto formativo y para conse-
guir una rápida adquisición de conocimientos, dada la inminente
necesidad de personal especializado que requiere el desarrollo del
Plan de Calidad, se ha optado por la realización de un curso a dis-
tancia, impartido por la AEC, en exclusiva para Aena. Se desarrolla
con el apoyo de la plataforma del Instituto de Aprendizaje de Aena
(iada) en estrecha colaboración con las Divisiones de Desarrollo de
-  European Certified Expert on Quality
Management.
-  Auditors training on Quality Systems.
-  Auditors training on Quality Systems in services
companies.
-  Internal auditing.
-  Services charters.
-  Complaints and suggestions management.
-  Metrology and calibration.
-  Legal metrology.
-  Quality in administrative processes.
-  Training in the corporative computer software
for the document management of the Quality
Management Systems.
Within the activities especially focused on our
Quality and/or Environment Technicians, it is worth
mentioning the detection of the needs on training
in quality carried out for a total of 86 people chosen
in the organisation. This has represented the
starting point for the design of a specific Training
Plan on Quality for each of these people and it has
been integrated in the Individual Development Plans
or Executive Development Plans managed by the
corresponding Human Resources units.
In parallel to this activity, the design of a Training
Route in Quality was completed. It is devoted to
complete the training of people who will develop
the activities on Quality within its units. Thus and in
accordance with the definition of Quality, included
in Aena’s Competence Management System, the
necessary contents so that our Technicians in
Quality can develop an efficient work were defined
in compliance with the different levels established
by competition.
As the first step within this training project and in
order to achieve knowledge, due to the imminent
requirement of specialised staff envisaged in the
development of the Quality Plan, Aena has decided
to provide distance training given by the AEC. This
training is developed with the support of the
platform of Aena’s Learning Institute (iada) hand in
hand with the Spanish Airports and Air Navigation
Human Resources Development Divisions, as well as
the Executive Development Division.
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Recursos Humanos de Aeropuertos Españoles y de Navegación
Aérea, así como con la División de Desarrollo de Directivos. 
El curso, titulado ‘Experto Europeo certificado en Gestión de la
Calidad’, tiene una duración de 150 horas y 9 meses de exten-
sión temporal. Combina la metodología a distancia, con la exis-
tencia de tutores de apoyo, asistencia a Jornadas Presenciales
complementarias y participación en foros de opinión. El objetivo
es el de formar a profesionales para que sean capaces de implan-
tar, mantener, mejorar y gestionar un Sistema de Gestión de
Calidad, promoviendo la orientación de toda la organización
hacia la satisfacción del cliente.
Por otro lado esta formación ofrece otra ventaja, de gran interés
para los 73 participantes que la están realizando y es la de propor-
cionar la posibilidad de acceso al Certificado de Gestor de Sistemas
de Calidad, reconocido en los 31 países miembros de la EOQ y apo-
yado por la Comisión Europea, como reconocimiento profesional de
las personas que ejercen su actividad en la gestión de la calidad.
The course, entitled “European Certificated Expert
on Quality Management” counts on 150 hours and
9 months. It combines both the distance
methodology, with support teachers,
complementary Workshops and participation in
opinion fora. The objective is to train professionals
so that they can be able to implement, maintain,
improve and manage a Quality Management
System, promoting the organisation’s guidance
towards the clients satisfaction.
On the other hand, training offers another
advantage of great interest for the 73 participants.
This advantage is the possibility to access to the
Quality Management System Certificate, recognised
in the 31 member states of the EOQ and supported
by the European Commission, as professional
recognition for the people who develop their
activity in the management of quality.
Tenerife Sur. Interior edificio terminal
Tenerife Sur. Interior view of the terminal building
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Intervención en los Premios a la Calidad y a las Mejores
Prácticas del MAP.
Anualmente el Ministerio de Administraciones Públicas convoca los
Premios a la Calidad y los Premios a las Mejores Prácticas en la
Administración General del Estado. En la III edición y dentro de la
convocatoria del Premio a las Mejores Prácticas correspondiente al
año 2003, Aena ha presentado la práctica titulada “Información
Aeronáutica al servicio de la Navegación Aérea”, en la que se des-
cribe el trabajo realizado en el Servicio de Información Aeronáutica
de Navegación Aérea (AIS).
A pesar de que no obtuvo premio, en el informe de retroalimenta-
ción que los evaluadores del MAP emiten acerca de las prácticas que
concurren al Premio se valora de forma especial la calidad del servi-
cio que presta y su esfuerzo constante por innovar: “... con el pro-
pósito de conseguir la satisfacción del cliente y la prestación de un
servicio de calidad, el AIS participa en proyectos innovadores que le
permiten introducir mejoras tecnológicas en sus sistemas de infor-
mación y establece alianzas con organismos europeos y americanos
para una efectiva difusión de sus datos.” 
A la vez que participamos en el Premio a las Mejores Prácticas, tam-
bién hemos sido invitados a evaluar a los candidatos al Premio a la
Calidad. En este sentido, dos personas del Centro de Promoción y
Apoyo a la Excelencia (CPAE) han ejercido como Coordinador-
Evaluador y Evaluador, respectivamente, del tercer premio a la
Calidad del M.A.P.
Intervention in MAP’s (Ministry of Public
Administrations) Quality and Best Practices
Awards.
On a yearly basis, the Ministry of Public
Administrations organises the Quality and Best
Practices Awards in the State’s General
Administration. In the III edition and within the
organisation of the 2003 Best Practices Award,
Aena presented the practice entitled “Aeronautical
Information at the service of Air Navigation”, which
describes the work carried out by the Aeronautical
Information Service (AIS).
Despite not being awarded, the feedback report,
elaborated by the MAP evaluators, on the
practices taking part in the Award, specially values
the quality of the service provided and the
constant innovating effort: “…with the aim of
achieving the client’s satisfaction and the
provision of a quality service, the AIS participates
in innovating projects allowing this service to
introduce technological improvements in its
information systems and it establishes alliances
with European and American organisations for an
effective dissemination of data”.
In parallel to our participation in the Best Practices
Awards, we were also invited to evaluate the
candidates to the Quality Awards. In this sense, two
people from the Centre for Excellence Support and
Promotion (CPAE) have played the roles of Co-
ordinator / Evaluator and Evaluator, respectively, of
the MAP’s third Quality Award.
Tenerife Norte. Sala de facturación
Tenerife Norte. Check-in lounge
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III Jornada de la Excelencia en Aena.
El 4 de Marzo de 2003 se celebró la III Jornada de la Excelencia de Aena.
En esta ocasión se aprovechó la convocatoria para dar a conocer las
nuevas líneas estratégicas y la nueva estructura organizativa de
Aena, el Cuadro de Mando, los Planes Operativos 2003 de las
Unidades de Negocio y el Sistema de Gestión del Desempeño. Todas
las presentaciones estuvieron realizadas por los máximos directivos
de cada una de las Unidades responsables. 
Durante la Jornada, tuvo lugar la celebración de la Mesa Redonda
para la mejora de la Calidad de los servicios “Centro de Gestión de
Red H-24”, moderada por el Presidente Director General de Aena,
D. José Eladio Seco Domínguez. 
La primera intervención corrió a cargo de nuestro Presidente
Director General, que junto a los Directores de Coordinación y
Apoyo de Red de Aeropuertos y el Director de Tránsito Aéreo expli-
caron en qué consistía el Centro de Gestión de Red H24 (CGR H24),
de reciente creación en Aena. Así, de acuerdo con la estrategia de
mejora de sus servicios, Aena crea este centro como un núcleo de
nivel corporativo que supervisará y gobernará de forma permanen-
te la situación de la Red de Aeropuertos y de Navegación Aérea. Su
objetivo es atender las incidencias en tiempo real, optimizando de
forma eficaz y eficiente su gestión desde una perspectiva integrada. 
En dicha Mesa Redonda explicaron las experiencias de sus respec-
tivos centros de control de red, destacados representantes de
Compañías Aéreas (Iberia, Spanair y Air Europa), Eurocontrol, Red
Eléctrica de España, Dirección General de Tráfico y Renfe.
III Premio a la Excelencia y Mejores Prácticas de Aena.
El Acto de Entrega del Premio tuvo lugar el 4 de Marzo de 2003 en
la sesión de tarde de la III Jornada de la Excelencia de Aena. 
La Entrega del III Premio a la Excelencia y Mejores Prácticas fue pre-
sidida por el Presidente Director General de Aena, quien junto a los
Directores de las cuatro Unidades de Negocio de Aena, fueron los
encargados de la entrega de Premios y Diplomas a los galardonados.
La Maestra de Ceremonias introdujo el Acto, mencionando a los
ganadores y diplomados, que subieron a recoger los premios y
diplomas, expresando los premiados de forma breve su satisfacción
por el éxito conseguido.
III Excellence Workshop in Aena
On the 4th March 2003, Aena’s III Excellence
Workshop took place.
On the occasion of the organisation of this
workshop, Aena revealed the new strategic lines
and its new organisation structure, the Executive
Structure, 2003 Operative Plans of the Business
Units and the Performance Management System.
All the presentations were made by the executives
of each responsible Unit.
During the Workshop, there was a Round Table on
the improvement of Quality of the services “H24
Network Management Centre”, chaired by Aena’s
President Director General, Mr. José Eladio Seco
Domínguez.
Our President Director General made the first
speech and, together with Directors of Co-
ordination and Airports Network Support and the
Air Traffic Director, explained the nature of the H24
Network Management Centre (CGR H24), recently
created in Aena. Thus, in accordance with the
strategy of service improvement, Aena creates this
centre as a nucleus of corporative level which will
supervise and rule on a permanent basis, the
situation of the Airports and Air Navigation
Network. Its objective is to meet the incidences in
real time, optimising its management in an efficient
way from an integrated perspective.
In the aforementioned round table, the experiences
of the different network control centres were
explained by significant Airline representatives
(Iberia, Spanair and Air Europa), Eurocontrol, Red
Eléctrica de España (Spanish Electricity Network),
Traffic General Directorate and Renfe (Spanish
Railway Company).
Aena’s III Excellence and Best Practices Awards
The Awards-giving ceremony was held on the 4th
March 2003 in the afternoon session of Aena’s III
Excellence Workshop.
The ceremony of the III Excellence and Best Practices
Awards was chaired by Aena’s President Director
General, who together with the Directors of the
four Business Units, were in charge of giving the
Awards and Diplomas to the award winners.
The Master of Ceremonies presented the Ceremony
and mentioned the award winners, who collected
the awards and diplomas, expressing their
satisfaction for the success achieved.
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A continuación figura la relación de premiados y diplomados:
• Lista de Premiados - Aena 
Primer Premio
Unidad: División de Relaciones Internacionales. Dirección de
Aeropuertos Españoles.
Título: La Gestión de la Actividad Internacional Aeroportuaria.
Segundo Premio
Unidad: Área de Sistemas de Información, Comunicaciones y
Seguridad. Desarrollo de Planes y Programas. 
Dirección del Plan Barcelona.
Título: El Programa de Seguridad Integral del Plan Barcelona.
Tercer Premio
Unidad: División de Medio Ambiente. Dirección de Planes
Directores.
Título: Definición y Procedimiento de Ejecución del Plan de
Aislamiento Acústico Asociado a la Declaración de Impacto
Ambiental Correspondiente al Proyecto de Ampliación del
Aeropuerto de Madrid-Barajas.
• Lista de Premiados - Empresas Externas
Modalidad Asistencia Técnica y Consultoría
DESIERTO
Modalidad Proyectos de Infraestructuras
DESIERTO
Modalidad Innovación Tecnológica y de Gestión
Empresa: TELVENT SAINCO
Título: Modernización de los Sistemas Meteorológicos de Ayuda a
la Navegación Aérea en Aeropuertos.
• Lista de Diplomados - Aena
Unidad: Dirección Regional de Navegación Aérea. Región Este.
División de Administración y RRHH.
Título: Mejora continua del proceso de formación en la Región
Este de Navegación Aérea.
The list of the award winners is the following:
• List of Award winners - Aena
First Award
Unit: International Relations Division. Spanish
Airports Directorate.
Title: Management of the International Airport
Activity.
Second Award
Unit: Information, Communications and Safety
Systems Area. Plans and Programmes
Development.
Barcelona Plan Directorate
Title: Barcelona’s Plan Integral Safety Programme.
Third Award
Unit: Environment Division. Directors Plans
Directorate.
Title: Definition and Execution Proceeding for the
Soundproofing Associated to the Environmental
Impact Declaration Corresponding to Madrid-
Barajas Airport Enlargement Project.
• List of Award winners - External Companies
Modality of Technical Assistance and
Consultancy
VACANT
Modality of Infrastructures Projects
VACANT
Modality of Technological and Management
Innovation
Company: TELVENT SAINCO
Title: Modernisation of Air Navigation
Meteorological Aid Systems in Airports.
• List of Diploma winners - Aena
Unit: Air Navigation Regional Directorate. East
Region. Administration and HH.RR. Division.
Title: Continuous improvement of the training
process in the Air Navigation East Region.
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• Lista de Diplomados - Empresas Externas
Modalidad Asistencia Técnica y Consultoría
Empresa: CH2MHILL,S.L.
Título: Servicio de Diagnóstico Medioambiental de Empresas
Modalidad Proyectos de Infraestructuras
Empresa: ACS, Proyectos, obras y Construcciones, S.A.
Título: Mejoras Medioambientales y Funcionales en los Nuevos
Edificios de Aparcamiento del Aeropuerto de Barcelona
Modalidad Innovación Tecnológica y de Gestión
Empresa: SPANAIR, S.A.
Título: Programa de Garantía de Puntualidad
Empresa: IBER-SWISS CATERING, S.A.
Título: Gestión Medioambiental en el Suministro de Catering
• List of Diploma winners - External Companies
Modality of Technical Assistance and
Consultancy
Company: CH2MHILL, S.L.
Title: Companies Environmental Diagnosis
Service.
Modality of Infrastructures Projects
Company: ACS, Proyectos, Obras y
Construcciones, S.A.
Title: Environmental and Functional Improvements
in the New Parking Buildings of Barcelona Airport.
Modality of Technological and Management
Innovation
Company: SPANAIR, S.A.
Title: Punctuality Guarantee Programme.
Company: IBER-SWISS CATERING, S.A.
Title: Environmental Management in Catering
Provision.
Interiorismo aeroportuario funcional y de calidad
Airports functional and quality interior decoration
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IV Premio a la Excelencia y Mejores Prácticas de Aena.
El pasado 28 de Julio se convocó el IV Premio a la Excelencia y
Mejores Prácticas, correspondiente a la edición del año 2003.
El Premio a la Excelencia y Mejores Prácticas de Aena tiene como
finalidad premiar y distinguir a las Unidades de Aena y a las empre-
sas colaboradoras de Aena que se destaquen por su actuación rele-
vante en la aplicación de los principios de la gestión de la Excelencia
y de la Innovación, así como para fomentar y potenciar las iniciati-
vas emprendidas en el marco del Modelo EFQM de Excelencia. 
En esta cuarta edición se va a prestar especial cuidado en valorar
aspectos como la aplicabilidad de la práctica presentada, su contri-
bución a la consecución de los objetivos estratégicos de Aena, la
adecuación de la práctica a nuestros valores y la existencia de certi-
ficados de un Sistema de Gestión de Calidad, Medio Ambiente y/o
de Prevención de Riesgos Laborales que se encuentre íntimamente
relacionado con la práctica descrita (este último aspecto solo se
valora en las candidaturas externas). 
El plazo de presentación de candidaturas al IV Premio a la
Excelencia y Mejores Prácticas de Aena finalizó el pasado 30 de
noviembre. En dicha fecha se habían recibido un total de 41 can-
didaturas, 17 pertenecientes a Unidades Internas de Aena y 24 a
Organizaciones Externas. 
De las 17 candidaturas de Unidades Internas, 5 pertenecen a la
Unidad de Negocio de Navegación Aérea, 8 a la Unidad de Negocio
de Aeropuertos Españoles, 1 a la Unidad de Negocio de
Infraestructuras, 2 a Unidades Corporativas y 1 a Organizaciones
filiales.
Por lo que respecta a las 24 candidaturas presentadas por
Organizaciones Externas, 5 de ellas se han presentado en la moda-
lidad de Asistencia Técnica y Consultoría, 6 en Proyectos de
Infraestructuras y 14 en Innovación Tecnológica y de Gestión.
Aena’s IV Excellence and Best Practices Awards
On the 28th July, Aena’s 2003 IV Excellence and Best
Practices Awards was held.
Aena’s III Excellence and Best Practices Awards is
aimed at awarding and distinguishing the Units of
Aena and its collaborating companies for their
relevant performance in the implementation of the
principles of Excellence and Innovation, as well as to
enhance and foster the initiatives taken with regard
to the framework of the Excellence EFQM Model.
In this fourth edition, there is a special care
concerning the assessment certain aspects such as
the applicability of the practice, its contribution to
the achievements of Aena’s strategic goals, the
suitability of the practice to our values and the
existence of certificates of a Quality, Environment
and/or Occupational Risks Prevention Management
System closely linked to the practice described (this
aspect is only values in external candidacies).
The period for candidacies submission for Aena’s III
Excellence and Best Practices Awards expired on the
last 30th November. Up to that date, a total of 41
candidacies had been received, 17 of them
belonging to Aena’s Internal Units and 24 to
External Organisations.
Out of the 17 candidacies of Internal Units, 5
belong to the Air Navigation Business Unit, 8 to the
Spanish Airport Business Unit, 1 to the
Infrastructures Business Unit, 2 to Corporate Units
and 1 to affiliate companies.
As far as the 24 candidacies presented by External
Organisations are concerned, 5 of them were
presented in the modality of Technical Assistance
and Consultancy, 6 in Infrastructures Projects and
14 in Technological and Management Innovation.
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“Las tres gracias”. Aeropuerto de Valencia
“Las tres gracias” (The three graces). Valencia Airport
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MEDIO AMBIENTE
Planificación medioambiental
En 1987 la Comisión Mundial para el Medio Ambiente y el
Desarrollo de las Naciones Unidas contempló en su informe
“Nuestro futuro común” (también llamado “Informe Brundtland”)
el desarrollo sostenible como aquél destinado a «satisfacer las nece-
sidades de las generaciones presentes sin comprometer la capacidad
de las generaciones futuras de satisfacer sus propias necesidades».
Esta definición, en mayor o menor medida, se ha convertido en una
cita recurrente a la hora de establecer nuevos patrones de desarro-
llo, y viene a implementar en éstos la variable “tiempo” en tanto en
cuanto el establecimiento de nuevas pautas de actuación debe en
todo momento considerar sus consecuencias previstas sobre el
entorno, fuente de recursos y espacio de vida de las próximas gene-
raciones. Por ello, en el ámbito de la planificación, el medio ambien-
te se consolida como uno de sus principales aspectos.
Por todo ello, consciente de que una de las necesidades planteadas
por nuestras sociedades modernas, a consolidarse en el futuro
como medio de intercambio cultural y progreso económico, es la
demanda de movilidad de personas y mercancías, Aena, responsa-
ble de las prestación de los servicios de transporte aéreo en el ámbi-
to nacional, en un marco de seguridad, calidad y eficiencia, recoge
entre sus principales objetivos compatibilizar el desarrollo de las
infraestructuras aeroportuarias y de navegación aérea con la con-
servación del medio ambiente. 
ENVIRONMENT
Environmental Planning
In 1987, the United Nations World Commission on
Environment and Development in its report “Our
common future” (also called “Brundtland Report”)
envisaged the sustainable development as the
element devoted “to meet the needs of the current
generations without threatening the capacity of
future generations to meet their own needs”.
This definition, to a certain or lesser extent, has
become a recurrent quotation when establishing
new development models. It implements in such
models the “time” variable considering the
establishment of new performance guidelines must
take into account the consequences expected in the
environment, source of resources and life space for
the next generations. Therefore, within the scope of
planning, the environment is consolidated as one of
its main aspects.
As far as the aforementioned is concerned, Aena is
conscious of the fact that the people and goods
mobility demand constitutes one of the needs set
out by our modern societies to be consolidated in
the future as the cultural interchange and economic
progress means. Aena, responsible for the national
air traffic services provision, in a safe, quality and
efficient framework, includes among its main
objectives the fact of combining the development
of airport and air navigation infrastructures with the
protection of the environment.
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Ello nos acerca a la sostenibilidad del transporte aéreo, integrado en
el marco general de un desarrollo sostenible de la sociedad, como
equilibrio de factores económicos, sociales y medioambientales.
Este marco es el que guiará en este año 2004 la VII edición del
Congreso Nacional del Medio Ambiente, cita ineludible de los pro-
fesionales del medio ambiente, al cual Aena acudirá como entidad
patrocinadora a aportar sus puntos de vista y presentar su expe-
riencia acumulada. 
En esta experiencia se recogen, para el año 2003, un amplio con-
junto de actuaciones encaminadas a implementar la variable
medioambiental en la planificación de las infraestructuras, entre las
que destacan:
-  Evaluación de impacto ambiental.
-  Reducción de la contaminación acústica.
-  Modelización de la contaminación atmosférica.
-  Ecotecnología: Eficiencia energética y energías renovables.
-  Participación en foros y grupos de trabajo.
This gets us closer to air transport sustainability,
integrated in the general framework of a society’s
sustainable development, as balance of economic,
social and environmental factors. This framework
is the one to guide in 2004 the VII edition of the
National Environment Congress, unavoidable
event for the environment professionals. Aena will
attend the congress as sponsoring entity and will
provide its points of view and will present its
accumulated experience.
In this experience it is worth mentioning for 2003, a
wide group of actions devoted to implement the
environmental variable as for infrastructures
planning, namely:
-  Assessment of the environmental impact.
-  Reduction of noise pollution.
-  Air pollution modelling.
-  Eco-technology: energy efficiency and
renewable energies.
-  Participation in fora or working groups.  
Málaga. Torres de control
Málaga. Control towers
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Evaluación de impacto ambiental
A fin de garantizar los adecuados niveles de calidad del servicio
prestado en los aeropuertos y centros e instalaciones de navega-
ción aérea, que responda a las demandas crecientes de este tipo
de servicios por parte del conjunto de la sociedad, se hace nece-
sario acometer diversas actuaciones que supongan ampliaciones
de capacidad de las mismas o adecuación y mejora de las infraes-
tructuras actuales.
Para todas y cada una de ellas, se analizan y valoran las potenciales
afecciones ambientales asociados a su obra y actividad, que, en
cada caso, y de acuerdo a la legislación aplicable, determinan los
alcances a cubrir con los estudios correspondientes, y la más opor-
tuna tramitación de los mismos, que articule los mecanismos de
consulta y participación por parte de todos los agentes implicados.
En este sentido, a lo largo del año 2003 han sido obtenidas las
declaraciones de impacto ambiental de las actuaciones a llevar a
cabo en los aeropuertos de Alicante, La Palma, León, Madrid-
Cuatro Vientos, Málaga, Melilla, Menorca y Sabadell, así como de
las nuevas infraestructuras aeroportuarias en Monflorite-Alcalá y
Burgos. Asimismo se han conseguido las correspondientes a las
instalaciones de los radares de Torremanzanas (Alicante) y
Taborno (Tenerife).
Al término del año 2003, se encontraban en distintas fases de tra-
mitación los procedimientos de evaluación de impacto ambiental de
diversos proyectos relacionados con los aeropuertos de Almería,
Ibiza, Lanzarote, Murcia-San Javier, Palma de Mallorca, San
Sebastián, Tenerife Norte y Valencia.
Con todo ello, el medio ambiente está presente en el proceso de
planificación desde las primeras etapas en el proceso de decisión,
aplicando el principio de prevención, uno de los principales supues-
tos en el marco del desarrollo sostenible.
Assessment of environmental impact
In order to guarantee the adequate quality levels of
the service provided in airports and air navigation
centres and facilities, in accordance with the
increasing demands of this kind of services by the
society as a whole, there is a need to undertake
different performances leading to capacity
enlargement or adaptation and improvement of
current infrastructures.
For all of them, the potential environmental
conditions related to its performance or activity
are analysed and assessed, which, in each case,
and in compliance with the applicable
legislation, determine the scopes to be covered
with the corresponding surveys, and their most
appropriate processing which may rule
consultation mechanisms and participation by all
the agents involved.
In this sense, during 2003 the declarations of
environmental impact of the actions to be
performed in the airports of Alicante, La Palma,
León, Madrid-Cuatro Vientos, Málaga, Melilla,
Menorca, Sabadell, as well as the new
infrastructures of Montflorite-Alcalá and Burgos
were obtained. Moreover, those corresponding to
radar facilities in Torremanzanas (Alicante) and
Taborno (Tenerife) were also achieved.
At the end of 2003, the assessment procedures
of environmental impact of different projects
related to the airports of Almería, Ibiza,
Lanzarote, Murcia-San Javier, Palma de Mallorca,
San Sebastián, Tenerife Norte and Valencia were
in the processing phase.
With all these facts, environment is present in the
process of planning from the first phases of the
decision process, implementing the prevention
principle, which is one of the main guidelines within
the sustainable development framework.
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Reducción de la contaminación acústica
De acuerdo a lo expresado en el Libro Verde de la Comisión
Europea, de 4 de noviembre de 1996, sobre política futura de lucha
contra el ruido, esta afección constituye uno de los principales pro-
blemas medioambientales en Europa. Por ello, se ha hecho necesa-
rio un gran esfuerzo por dotar de cuerpo legal a una serie de medi-
das para su reducción.
En este sentido, destaca la Directiva 2002/49/CE sobre evaluación y
gestión del ruido ambiental, cuya transposición al ordenamiento
jurídico interno ha sido llevada a cabo mediante la publicación, el
pasado 18 de noviembre de 2003, en el Boletín Oficial del Estado
(BOE), de la Ley 37/2003, de 17 de noviembre, del Ruido, con la que
se pretende prevenir, vigilar y reducir la contaminación acústica con
objeto de evitar los daños que puede producir en la salud humana
y en el medio ambiente.
En particular, esta Ley establece la necesidad de realizar un diag-
nóstico para conocer los niveles de contaminación acústica a tra-
vés de la elaboración de mapas de ruido en los aeropuertos con
más de 50.000 operaciones. Estos mapas permitirán realizar pre-
dicciones globales y adoptar, en consecuencia, los más convenien-
tes planes de acción.
Aena, en este sentido, fiel al espíritu que inspira estas iniciativas
legales, y en sintonía con sus objetivos medioambientales, ha lleva-
do a cabo durante el año 2003 un conjunto de medidas que per-
mitan atenuar los niveles sonoros en los entorno aeroportuarios.
Cabe destacar en primer lugar la actuación correspondiente al plan
de aislamiento acústico asociado al aeropuerto de Madrid-Barajas.
Mediante la ejecución del citado plan, Aena durante el año 2003 ha
aislado acústicamente 1.376 viviendas de los municipios del entor-
no del aeropuerto (Algete, Coslada, Fuente el Saz, Madrid,
Mejorada del Campo, Paracuellos de Jarama, San Fernando de
Reduction of noise pollution
In accordance with that expressed in the Green
Book of the European Commission, of 4th November
1996, on future policy on fight against noise, this
condition constitutes one of the main
environmental problems in Europe. Thus, it has
been necessary to make a great effort concerning
the provision of legal regulation for a series of
measures for its reduction.
In this sense, it is worth highlighting 2002/49/CE
Directive on evaluation and management of
environmental noise, whose transposition to the
internal legal code has been made by means of
publication, on the past 18th November 2003, in
the State’s Official Diary (BOE), Law 37/2003, of
17th November, on Noise, which intends to
prevent, watch and reduce noise pollution with
the aim to avoid the possible damages for health
and environment.
In particular, this Regulation establishes the need to
carry out a diagnosis so as to be aware of the levels
of noise pollution through the elaboration of noise
maps in airports with more than 50,000 operations.
These maps will enable the elaboration of global
predictions and the subsequent adoption of the
most suitable action plans.
In this sense, Aena, being faithful to these legal
initiatives’ spirit and in accordance with its
environmental objectives, has carried out in 2003
a group of measures to reduce the noise levels in
airports.
It is worth highlighting in the first place, the action
corresponding to soundproof isolation plan of
Madrid-Barajas. In 2003 and by means of the
implementation of the aforementioned plan, Aena
has isolated 1,376 homes near the airport (Algete,
Coslada, Fuente el Saz, Madrid, Mejorada del
Campo, Paracuellos del Jarama, San Fernando de
Henares, San Sebastián de los Reyes), having
completed in the period 2000-2003 the soundproof
Calidad medioambiental en instalaciones de navegación aérea
Environmental quality in air navigation facilities
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Henares, San Sebastián de los Reyes), habiendo completado en el
periodo 2000-2003 el aislamiento acústico de un total de 9.314
viviendas y estando en ejecución, al término del año 2003, el aisla-
miento de otras 1.605 viviendas, lo que supone que a finales de
dicho año se había ejecutado o estaba en fase de realización el 90%
de las 12.112 solicitudes presentadas de aislamiento acústico de
viviendas localizadas en la huella acústica del aeropuerto.
Para todo ello, Aena ha aprobado una financiación durante el año
2003 de obras de aislamiento acústico por valor de 46,5 millones de
euros, lo que supone para el período 2000-2003 un total de 104,8
millones de euros. 
En el marco de este Plan de Aislamiento Acústico, su Comisión de
Gestión, en reunión celebrada el 4 de junio de 2003, aprobó la apli-
cación de medidas compensatorias en la zona de “El Paleto” del
barrio de la Estación de Coslada. Las citadas medidas posibilitarán a
los propietarios de las viviendas incluidas en esta zona adquirir otra
vivienda, lo que, sin duda, permitirá mejorar su calidad de vida.
Además, en el año 2003 se acometieron las actuaciones de aisla-
miento acústico en los colegios y residencias de la tercera edad más
afectados por el ruido aeroportuario.
Tanto estas actuaciones, como el resto de acciones llevadas a cabo
en el aeropuerto de Madrid-Barajas como consecuencia de su
ampliación, son vigiladas por la Comisión de Seguimiento de las
Actuaciones de ampliación del sistema aeroportuario de Madrid
(CSAM), constituida a tal efecto en febrero de 2002. Esta Comisión,
de amplia y diversa participación pública e institucional, donde se
encuentran representados, el promotor de los proyectos, autorida-
des aeronáuticas y medioambientales y los ayuntamientos del entor-
no aeroportuario, ha celebrado hasta el término del año 2003 un
total de 11 reuniones.
Con relación al aeropuerto de Barcelona, destaca la aprobación el
pasado 11 de diciembre, por parte de la Comisión de Seguimiento
Ambiental de las Obras de Ampliación del Aeropuerto (Plan
Barcelona), de la huella acústica definida por los niveles sonoros Leq
mayor o igual a 65 dB (A) durante el día (7h-23h) y/o Leq mayor o
igual a 55 dB (A) durante la noche (23h-7h), iniciándose con ello los
trabajos tendentes a la ejecución de las actuaciones asociadas al
plan de aislamiento acústico para las viviendas situadas dentro de la
zona delimitada por la citada huella acústica.
Además, se han iniciado los trabajos que conducirán a la definición
y posterior ejecución de los planes de aislamiento acústico corres-
pondientes al resto de los aeropuertos de la red de Aena para los
que se ha obtenido la declaración de impacto ambiental.
isolation of a total of 9,314 homes. At the end of
2003, there were 1,605 homes in the
implementation phase of soundproof isolation,
which means that at the end of the year 90% of the
12,112 homes around the airport area having
requested soundproof isolation were in the
completion or in the implementation phases.
For all these, Aena has approved for 2003 the
financing for soundproofing isolation works with a
value of 46.5 million euros, which means a total of
104.8 million euros for 2002-2003.
Within the framework of this Soundproofing
Isolation Plan, its Management Commission,
approved in a meeting as of 4th June 2003 the
implementation of compensation measures in the
area of “El Paleto” corresponding to the
neighbourhood of Coslada Station. The
aforementioned measures will enable the owners of
this area to buy another home, which will improve
their quality of life. Moreover, in 2003
soundproofing isolation actions were carried out in
schools and residential homes for older people
affected by airport noise.
These actions, together with the rest undertaken in
Madrid-Barajas airport as a consequence of its
enlargement, are monitored by the Actions
Monitoring Commission of Madrid’s airport
enlargement system (CSAM), created in February
2002. This Commission, of wide and varied public
and institutional participation, where the project’s
promoter, aeronautical and environmental
authorities and the town councils of the airport area
are represented, has held up to the end of 2003 a
total of 11 meetings.
With regard to Barcelona airport, it is worth
mentioning the approval on the 11th December by
the Commission of Environmental Monitoring for
the Airport’s Enlargement Works (Barcelona Plan),
of the soundproof record defined by the Leq noise
levels higher or equal to 65 dB (A) during the day
(7h-23h) and/or Leq higher or equal to 55dB (A) at
night (23h-7h). The works leading to the
implementation of actions related to the
soundproofing isolation plan for the homes located
inside the area defined by the aforementioned
soundproof record started.
Moreover, the works leading to the definition and
further implementation of the soundproof isolation
plans corresponding to the rest of Aena’s network
airports began. Aena has obtained for these airports
a declaration of environmental impact.
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Modelización de la contaminación atmosférica
En lo relativo a la emisión de sustancias contaminantes y de gases
que contribuyen al efecto invernadero y al cambio climático, y en
sintonía con los compromisos adquiridos en el Protocolo de Kioto, a
lo largo del año 2003 se han llevado a cabo los estudios de mode-
lización de la contaminación atmosférica en los aeropuertos de
Barcelona y Fuerteventura.
Éstos se suman al que ya se disponía para el aeropuerto de Madrid-
Barajas, y en todos ellos se cuantifican, tanto para la situación actual
como los escenarios previstos para el futuro, las cantidades emitidas
a la atmósfera de gases contaminantes, no sólo desde las aeronaves
sino de todas las fuentes presentes en el aeropuerto (tráfico rodado,
instalaciones industriales,…), modelizando, en base a la dinámica
atmosférica, su dispersión en el entorno, dando como resultado las
curvas de isoconcentración para cada sustancia contaminante. La
citada modelización es llevada a cabo mediante el programa infor-
mático de simulación EDMS (Emissions and Dispersion Modeling
System), desarrollado por la Federal Aviation Administration (FAA) y
la United States Air Force (USAF) en colaboración con la
Environmental Protection Agency (EPA).
Estos estudios proporcionan una valiosa fuente de información
que motivará y justificará la aplicación de las oportunas medidas
de cara a la reducción de la contaminación atmosférica en los
entornos aeroportuarios.
Air pollution modelling
Concerning the emission of polluting substances
and gases which contribute to the greenhouse
effect and the climatic change, and in accordance
with the commitments acquired in Kioto’s Protocol,
in 2003 the surveys on air pollution modelling in
the airports of Barcelona and Fuerteventura were
carried out.
These join the one for Madrid-Barajas airport, and
in all of them, both for the current situation and for
the scenarios expected for the future, the quantities
of polluting gases emitted to the atmosphere are
quantified. These gases are not only emitted from
aircraft but also from all the sources present in
airports (road traffic, industrial facilities,…),
modelling, with regard to atmospheric dynamics, its
spreading in the environment, resulting in the
isoconcentration curves for each polluting
substance. The aforementioned modelling is
implemented by means of the EDMS (Emissions and
Dispersion Modelling System) simulation computer
programme, developed by the Federal Aviation
Administration (FAA) and the United States Air
Force (USAF) hand in hand with the Environmental
Protection Agency (EPA).
These surveys provide a valuable information source
which will motivate and justify the implementation
of the subsequent measures leading to the air
pollution reduction in the airports areas.
Aeropuerto de Barcelona. Terminal C
Barcelona Airport. Terminal C
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Ecotecnología: eficiencia energética y energías
renovables
El término ecotecnología hace referencia a la hipótesis de un
desarrollo no sólo compatible con la conservación de los entornos
naturales, sino además impulsor en sí mismo de la mejora medioam-
biental. El progreso científico y tecnológico, como aspecto del pro-
greso y modernización de las sociedades, sería así el elemento que
invertiría la relación tradicionalmente positiva entre crecimiento eco-
nómico y deterioro medioambiental, haciendo posible un mejor
entorno gracias a soluciones orientadas no sólo al producto, sino
también al medio, con tecnologías más eficientes y un menor con-
sumo de recursos.
En ambas soluciones Aena trabaja, en el marco del convenio de
colaboración suscrito son el Instituto Nacional de Técnica
Aerospacial (INTA), para llevar a cabo uno de sus principios recogi-
dos en su política medioambiental, el «racionalizar el consumo de la
energía y de los recursos naturales, a través de la eficiencia energé-
tica y la progresiva utilización de las energías renovables».
En particular, cada vez será más frecuente en los paisajes aeropor-
tuarios la presencia de aerogeneradores que aprovechen la energía
eólica para el abastecimiento de energía eléctrica, reduciendo así el
impacto ambiental y las emisiones asociadas a su ciclo completo de
producción y transporte.
Durante el año 2003, mediante la toma de datos meteorológicos y
las especificaciones necesarias, se ha estudiado la viabilidad de la
instalación de nuevos aerogeneradores en los aeropuertos de
Almería y Melilla, susceptibles de disponer de un potencial eólico
cuyo aprovechamiento sea viable.
Junto a ello, se ha realizado la evaluación del funcionamiento de
los dos aerogeneradores ya instalados y puestos en marcha en el
aeropuerto de La Palma, una vez se han concluido las obras de su
central eléctrica.
En cuanto al aprovechamiento de la energía solar, se ha elaborado
por una parte el pliego de prescripciones técnicas del proyecto de
generación de energía eléctrica mediante paneles solares fotovol-
taicos en la nueva torre de control del aeropuerto de Madrid -
Cuatro Vientos.
Por otra parte, en materia de refrigeración solar, se han analizado
las posibilidades de implantación de este tipo de instalaciones en el
aeropuerto de Jerez. Con relación al aprovechamiento de la energía
Eco-technology: energy efficiency
and renewable energies
The term eco-technology refers to the hypothesis
of a development not only compatible with the
preservation of natural environments but also
being a booster of environmental improvement.
The scientific and technological progress, as an
aspect of society’s progress and modernisation,
would be the element to reverse the traditionally
positive relationship between economic growth
and environmental deterioration, enabling a
better environment due to solutions oriented not
only to the product but also to the environment,
with more efficient technologies and with less
resource consumption.
In both solutions, Aena works in the framework of
the collaboration agreement signed with the
National Institute for Aerospatial Technique
(INTA), to undertake one of the principles included
in its environmental policy, “rationalising the
energy and human resources consumption,
through energy efficiency and the progressive use
of renewable energies”.
In particular, the presence of wind generators will
be more and more common in airports as they make
use of wind power for the provision of electric
power, thus reducing the environmental impact and
the emissions associated to its complete cycle of
production and transport.
In 2003, by means of meteorological data capturing
and the necessary requirements, the feasibility of
installing new wind generators in the airports of
Almería and Melilla has been studied, as those
airports are likely to have a wind potential whose
exploitation may be feasible.
Moreover, there has been a evaluation of the
running of two wind generators already installed
and put into operation in the airport of La Palma,
after the completion of its electric power
station’s works.
Concerning the exploitation of the solar energy, it
is worth mentioning the elaboration of the
technical requirements dossier for the project of
electric power generation through photovoltaic
solar panels in the new control tower of Madrid-
Cuatro Vientos airport.
On the other hand, concerning solar refrigeration, the
possibilities of implementation of this kind of facilities
in Jerez airport have been analysed. Regarding the
exploitation of solar energy for hot water and heating,
the running of the thermal solar installation of Palma
de Mallorca airport has been monitored.
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solar para suministro de agua caliente y calefacción, se ha evaluado
el funcionamiento de la instalación solar térmica ya instalada en el
aeropuerto de Palma de Mallorca.
Asimismo, y como muestra de la consideración de este tipo de solu-
ciones como posibilidades de aplicación no sólo en infraestructuras
existentes sino también desde los estadios más tempranos de la pla-
nificación aeroportuaria, se ha continuado, a fin de analizar la via-
bilidad del emplazamiento para la construcción de un nuevo aero-
puerto de Madrid, con la recogida y análisis de datos meteorológi-
cos en Campo Real, analizándose de manera preliminar tanto su
potencial eólico como su potencial solar.
En lo relativo al aprovechamiento eficiente de los recursos, se han
realizado estudios de análisis de cargas térmicas y termografías en
el edificio terminal del aeropuerto de Valladolid, con el fin de iden-
tificar las pérdidas de energía y plantear las adecuadas medidas
que las eviten.
En particular, se persigue una mayor autosuficiencia en el abasteci-
miento del recurso agua allí donde ésta es más necesaria, esto es,
en los aeropuertos insulares. En este marco se encuadra la instala-
ción de la planta desaladora de agua en el aeropuerto de Lanzarote,
habiéndose analizado su rendimiento durante el año 2003.
Destaca en este sentido la actuación a llevar a cabo en el aeropuer-
to de Tenerife Sur, y de la que el año 2003 se ha redactado el pro-
yecto, que persigue una mayor autosuficiencia en relación a las
necesidades de recursos, ya que a la planta desaladora de agua de
mar se le asocia la instalación de un aerogenerador que la abastez-
ca de energía eléctrica.
Cabe añadir en este concepto todos los trabajos llevados a cabo a
fin de garantizar la compatibilidad de estos nuevos desarrollos tec-
nológicos con la seguridad en las operaciones de los aeropuertos,
habiéndose realizado en 2003 importantes contribuciones. En este
sentido, se ha realizado un estudio para evaluar la incidencia de las
reflexiones producidas por láminas térmicas antisolares, instaladas
en el terminal del aeropuerto de Tenerife Sur, sobre las operaciones
de las aeronaves. Además, en el ámbito de las instalaciones de con-
trol del tránsito aéreo, se ha iniciado un estudio para analizar la
influencia de los aerogeneradores situados en las proximidades de
las radioayudas tipo VOR.
Likewise and as a proof of the consideration of this
kind of solutions as possible implementations, not
only in existing infrastructures but also in the
earliest airport planning phases, the meteorological
data collection and analysis has continued in
Campo Real with the aim to analyse the feasibility
of the location for the construction of the new
airport of Madrid. These data have been analysed
on a preliminary basis taking into account both its
wind and solar potential.
With regard to the efficient resources exploitation,
certain analysis studies on thermal and thermo-
graphical charges in the terminal building of
Valladolid airport have been elaborated, with the
aim to identify energy losses and to set out the
adequate measures to avoid them.
In particular, a higher self-sufficiency concerning the
water provision where necessary is pursued, that is,
in island airports. In this framework we may classify
the installation of a sea water desalting plant in
Lanzarote’s airport, having analysed its performance
during 2003.
It is worth highlighting the action to be undertaken
in the airport of Tenerife Sur, whose project has
been drafted in 2003, which pursues a higher self-
sufficiency regarding the resources needs, since the
sea water desalting plant is associated to a wind
generator which provides it with electric power.
It is significant to add in this concept all the works
performed aiming at guaranteeing the compatibility
of these new technological developments with
safety in airport operations, which have been
translated in important contributions for 2003. In
this sense, a study to assess the incidence of
reflections produced by anti-solar thermal sheets on
aircraft installed in the terminal building of the
airport of Tenerife Sur has been elaborated.
Moreover and with regard to air traffic control
facilities, a study to analyse the influence of wind
generators located near VOR radioaids has started.
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Participación en foros y grupos de trabajo
Año a año Aena se consolida como uno de los principales actores
en la actividad aeroportuaria internacional, siendo la organización
que, a través del conjunto de aeropuertos de la red, más tráfico ges-
tiona en el mundo.
Por ello, cobra una importancia fundamental la presencia en dis-
tintos grupos de consulta y trabajo, así como en reuniones de los
agentes implicados, aportando nuestra valiosa experiencia a los
procesos de debate y decisión que motivan las iniciativas que per-
siguen un mejor transporte aéreo, cada vez más respetuoso con el
medio ambiente. 
En particular, en materia de ruido y emisiones atmosféricas, Aena,
en colaboración con la Dirección General de Transporte y Energía
(DG TREN) de la Unión Europea, ha mantenido a lo largo del año
2003 su participación en el Comité de Medio Ambiente del Consejo
Internacional de Aeropuertos (ACI), dedicado al estudio de los dife-
rentes efectos ambientales del transporte aéreo, y de procedimien-
tos de reducción de ruido producido por las aeronaves, así como al
análisis de diferentes variantes de certificación de aeronaves en fun-
ción del ruido que emiten, con, entre otros, el objeto de definir una
nueva clasificación de aeronaves del Capítulo III.
Participation in fora and working
groups
Each year Aena grows stronger as one of the main
actors in the international airport activity. Aena,
through the airports of its network, is the
organisation with the highest volume of traffic
management in the world.
Thus, its presence in different consultation and
working groups, as well as in meetings with the
agents involved becomes more and more
important. Aena provides its valuable experience to
debate and decision processes which motivate the
initiatives pursuing a better air transport, more and
more environmentally respectful.
In particular, concerning noise and atmospheric
emissions, Aena together with the European
Union’s DG TREN (Directorate General for Transport
and Energy), has continued in 2003 with its
participation in the Environment Committee of the
Airports Council International (ACI). It is devoted to
the study of the different air transport
environmental effects and to elaborate proceedings
on aircraft noise reductions, as well as the analysis
of different variants of aircraft certification
depending on the noise emissions, with the aim to
define a new aircraft classification of Chapter III.
Aeropuerto de Valladolid. “Punto Limpio” medioambiental
Valladolid airport. Environmental “Controlled Disposal Point” 
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Before You Begin
About This Book
This Wonderware FactorySuite A2 Deployment Guide provides 
recommendations and “best practice” information so that you can effectively 
define architectures and design and implement projects in a Wonderware® 
FactorySuite A2™ environment.
Recommendations included in this guide are based on experience gained from 
the development of multiple projects using the ArchestrA™ infrastructure for 
FactorySuite A2. Recommendations are not intended to limit you in 
discovering other methods and procedures that work effectively.
Assumptions
This deployment guide is intended for:
• Sales personnel who need to define architectural topologies in order to 
submit FactorySuite A2 project proposals.
• Engineers and other technical personnel who will be developing and 
implementing FactorySuite A2 solutions.
It is assumed that you are familiar with the working environment of the 
Microsoft Windows 2003 Server, and Windows XP Professional operating 
systems, as well as with a scripting, programming, or macro language. Also, an 
understanding of concepts such as variables, statements, functions, and 
methods will help you to achieve the best results.
It is assumed that you are familiar with the individual components that 
constitute the FactorySuite A2 environment. For additional information about a 
component, see the associated user documentation.
Document Conventions
This documentation uses the following conventions:
Convention Used for
Bold Menus, commands, buttons, icons, dialog boxes and 
dialog box options. 
	 Start menu selections, text you must type, and 
programming code.
Italic Options in text or programming code you must type.
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Where to Find Additional Information
Wonderware offers a variety of support options to answer questions on 
Wonderware products and their implementation. 
ArchestrA Community Website
For timely information about products and real-world scenarios, refer to the 
ArchestrA Community website: http://www.archestra.biz/ The ArchestrA 
Community website is a centralized information center where users, systems 
integrators (SIs) and OEMs can share information and application stories, 
obtain products and learn about training opportunities. 
A key component of this website is the Application Object Warehouse, a 
constantly growing resource that provides downloadable ArchestrA objects, 
including a range of shareware products. 
In the future, objects from the Invensys-driven object library will be available 
for purchase. Third parties are also encouraged to submit their own ArchestrA 
objects for inclusion.
Technical Support
Before contacting Technical Support, please refer to the appropriate chapter(s) 
in this manual and to the User's Guide, Deployment Guide and Online Help for 
the relevant FactorySuite A2 component(s).
For local support in your language, please contact a Wonderware-certified 
support provider in your area or country. For a list of certified support 
providers, refer to http://www.wonderware.com/about_us/contact_sales/ 
E-mail: Receive technical support by sending an E-mail to your local 
distributor or to support@wonderware.com.
Web: You can access Wonderware Technical Support online at 
http://www.wonderware.com/support/mmi.
Telephone: You can call Wonderware Technical Support at the following 
numbers:
• U.S. and Canada (toll-free): 800-WONDER1 (800-966-3371) 7 a.m. to 5 
p.m. (Pacific Time)
• Outside the U.S. and Canada: (949) 639-8500
If you need to contact technical support for assistance, please have the 
following information available: 
• The type and version of the operating system you are using. For example, 
Microsoft Windows XP Professional.
• The exact wording of the error messages encountered.
• Any relevant output listing from the Log Viewer or any other diagnostic 
applications.
• Details of the attempts you made to solve the problem(s) and your results.
• Details of how to recreate the problem.
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• If known, the Wonderware Technical Support case number assigned to 
your problem (if this is an ongoing problem).
When requesting technical support, please include your first, last and company 
names, as well as the telephone number or e-mail address where you can be 
reached. 
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C H A P T E R  1
Architecture Topologies
Various scenarios are possible for FactorySuite A2 architectures. The most 
feasible topologies are described and include components such as 
IndustrialSQL Server™, InTouch™, and Wonderware I/O Servers, OLE for 
Process Control (OPC) Servers, and Data Access Servers (DAServers). 
The topology configurations include descriptions and "best practice" 
recommendations for specific components and functionality.
Note For updated information on software and hardware requirements, see 
the user's guide or ReadMe file in the installation directory of the appropriate 
product CD. Pay particular attention to the requirements regarding the version 
and Service Pack level of the operating system and other application software 
components.
Contents
• Architectural Overview
• Configuration Components
• Peer-to-Peer Configuration
• Client/Server Configuration
• Co-Existence with Legacy InTouch Applications
• Terminal Services Configuration
• Redundant Configuration
• Intermittent Network Configuration
• Connectivity
Architectural Overview
Possible architecture configurations that you can create with FactorySuite A2
components include:
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• Peer-to-peer configuration
In a peer-to-peer configuration, there are several nodes sharing data and 
running multiple programs on each node. This configuration is intended 
for medium-sized applications where the processing requirements of each 
software component can be handled easily by the nodes providing the 
projected performance support.
• Client/server configuration
In a client/server configuration, the system is fully distributed. Server 
components centralize the data collection and processing and provide data 
to client stations. This architecture facilitates system maintenance, since 
all of the configuration data resides in dedicated servers.
• Terminal Services configuration
FactorySuite A2 leverages Terminal Services technology. Terminal 
Services provides the capability to run several sessions of the same 
InTouch application or different applications in a Terminal Server. Since 
no programs are required to be loaded on the client station accessing the 
application, the software and hardware requirements for the client node 
are minimum.
• Redundant Configuration
Redundancy is important in processes that rely on continuous availability 
of information. In a redundant configuration, if one server or engine fails 
or is shut down, a backup operation automatically switches to a standby. 
Redundant configurations may be of several types, according to the needs 
of a particular process.
• Intermittent Configuration
Intermittent networks, because of wide area distribution, low bandwidth 
and/or high traffic, tend to have delays or breaks in communication. 
Critical needs for intermittent networks are timestamping, security, 
disaster recovery, and reducing network traffic.
Configuration Components
Before you explore the different architecture topologies that are suitable in a 
FactorySuite A2 environment, you should understand the role of the main 
components in the architecture and how they can be implemented based on 
requirements and functionality. The main components are: 
• Configuration Database Node
• AutomationObject Server Node
• Visualization Node
• I/O Data Server Node
• Engineering Station Node
• Historian Node
• Web Server Node
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A Galaxy consists of the whole supervisory control application, which is a 
complete system consisting of a single logical namespace and a collection of 
Platforms, AppEngines, and objects. The Galaxy defines the namespace in 
which all components and objects reside.
The following network diagram shows a configuration containing 
FactorySuite A2 components. Use this architecture to identify each component 
required in any of the recommended topologies.
Best Practices for Configuration
The following are recommendations related to configuring your network 
architecture and software components in a Factory Suite A2 system.
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Network Configuration
• Distribute data traffic through separate networks where appropriate.
To make the best use of communication bandwidth on the network, 
distribute the traffic coming in and out of the AutomationObject Servers. 
The need for data from the control network may be more critical than the 
data requirements of the supervisory system. Distributing data traffic 
through separate networks requires the use of multiple network cards in a 
server. 
Although distributing data traffic through separate networks is not 
required, multiple NICs are used for optimal communication in the 
network diagrams that appear in this documentation.
• When using multiple network adapters, rename each local area 
connection. 
Your operating system detects network adapters and automatically creates 
a local area connection in the Network Connections folder for each 
network adapter. If more than one network adapter is installed, you can 
eliminate possible confusion by immediately renaming each local area 
connection to reflect the network that it connects to. You need to add or 
enable the network clients, services, and protocols that are required for 
each connection. When you do so, the client, service, or protocol is added 
or enabled in all other network and dial-up connections.
• Verify required connection settings for your network adapter. 
If your network administrator or Internet service provider (ISP) requires 
static settings, you may need one or more of the following: a specific IP 
address, DNS addresses, DNS domain name, Default gateway address, 
WINS addresses.
• Use fixed IP addresses on Industrial Application Server nodes.
Fixed IP addresses, while not required, are recommended. Although 
Industrial Application Server 1.5 or later can work with DHCP-assigned 
IP addresses, it is recommended that you use fixed IP addresses when 
possible, particularly with server nodes. If you must use DHCP, keep in 
mind that, in a DHCP setup, it is usually possible to reserve IP addresses 
for specific computers.
• Specify the order in which network providers and protocols are accessed. 
By changing the order of protocols bound to those providers, you can 
improve performance. For example, if your LAN connection is enabled to 
access NetWare and Microsoft Windows networks, which use IPX and 
TCP/IP, but your primary connection is to a Microsoft Windows network 
that uses TCP/IP, you can move Microsoft Windows Network to the top of 
the Network providers list on the Provider Order tab, and move Internet 
Protocol (TCP/IP) to the top of the File and Printer Sharing for Microsoft 
Networks binding on the Adapters and Bindings tab.
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• Only install and enable the network protocols that you need. 
Limiting the number of protocols on your computer enhances its 
performance and reduces network traffic.
If your computer encounters a problem with a network or dial-up 
connection, it attempts to establish connectivity by using every network 
protocol that is installed and enabled. By only installing and enabling the 
protocols that your system can use, the operating system does not attempt 
to connect with protocols it cannot use, and returns status information to 
you more efficiently.
• Determine network bandwidth available for the Factory Suite A2 system.
 It is critical to know how much bandwidth on the network is available for 
the FactorySuite components, like the Industrial Application Server, to 
share data. This information is typically managed by the IT group, because 
network resources may be shared with other departments and operations. 
The ideal condition is to have continuous access to the network status, so 
as to prevent and correct any network-related issues. Some network 
devices, such as switches and routers, have self-diagnostics tools that 
provide information on network performance using OPC protocol. If you 
have access to such devices, you can configure instances of the OPC 
Proxy to monitor the network bandwidth.
• Check Network setup.
Before attempting any deployment of applications or network operation, 
verify that each node in the system can be pinged by its node name. You 
may need to check the DNS configuration or configure Host files. For 
example, from the Galaxy Repository node, you should try to ping (by 
name) the remote node to which a platform is going to be deployed.
• If you have a corporate firewall, disable the firewall on your computer.
Software Configuration
• Coexistence of multiple Factory Suite A2 components in a node.
When installing multiple Factory Suite A2 components in one computer, 
always install the oldest components first. For example I/O Server 
technology pre-dates ArchestrA-based technology. Common components 
for DAServers are newer than those that come with most I/O Servers. 
Thus, you should always install I/O Servers first, and then DAServers.
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• Anti-Virus Software configuration
Although it is desirable to run an Anti virus software in each node in the 
system, it may impact the performance of some tasks. To reduce the effect 
of the Anti-virus program, be sure to disable the auto-update feature of any 
virus scan software and manage the updates either manually or by a 
centrally administered scheduler. Below is a list of the files that should be 
excluded from scanning in the AutomationObject Server nodes:
C:\Program Files\ArchestrA\Framework\Bin\CheckPointer
C:\Program Files\ArchestrA\Framework\Bin\GalaxyData
C:\Program Files\ArchestrA\Framework\Bin\GlobalDataCache
C:\Program Files\ArchestrA\Framework\Bin\Cache
Virus scan inclusions should also include the logger files (*.aeh), typically 
found in C:\program files\common files\archestra
• User account requirements.
Take note of the account that is created during installation of the Factory 
Suite A2 components for the username and password. As you expand a 
Factory Suite A2 system, you are required to use this same account on all 
computers that are part of the same Galaxy.
• Use time synchronization.
Configure the computers in a Galaxy to synchronize time at regular 
intervals. This is particularly important for alarm and data history. The 
historian node is a good candidate for the computer by which all other 
computers will synchronize time.
• Licensing Requirements.
Be sure that the appropriate licenses are installed where required, i.e 
Galaxy Repository, Visualization nodes, etc. Note that an IO server license 
is required in every node that runs an IO data server. 
For detailed information on licensing requirements please refer to the 
Industrial Application Server Licensing Guide.
Configuration Database Node
The configuration database node consists of the Galaxy Repository (GR). 
Technically, the Galaxy Repository can reside on a dedicated node, an 
AutomationObject Server node, or an engineering station node. The Galaxy 
Repository manages the configuration data associated with one or more 
Galaxies. This data is stored in individual databases, one for each Galaxy in the 
system. Microsoft SQL Server 2000 is the relational database used to store the 
data. 
The configuration database node is accessed when an application is 
created/modified as the Domain Objects are configured or edited. 
ApplicationObjects, DeviceIntegration Objects (DI Objects), and System 
Objects are categorized as Domain Objects. The Galaxy Repository is also 
accessed when objects are deployed/undeployed on any Platform in the 
Galaxy. 
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In normal operating conditions, if AutomationObject Servers do not require 
access to the configuration database node, you can combine the configuration 
database node and engineering station node on a single computer. The 
configuration database node must be available for the Galaxy when any of the 
Platforms need to access configuration data in the Galaxy Repository. 
If you have large distributed applications, as a practical resource, you could 
install the Galaxy Repository on a laptop computer and carry it to remote sites 
in order to maintain applications. To expedite the process of 
deploying/undeploying objects and creating and configuring templates, you 
could connect the portable configuration database node to the local node via a 
dedicated local area network (LAN) connection.
If the Galaxy Repository is not available on the network, existing objects 
cannot be deployed or undeployed to/from any Platform in the Galaxy. 
However, any deployed objects will continue to operate normally.
Configuration and run-time components for a configuration database node are 
described in the following table: 
* Required component
AutomationObject Server Node
The AutomationObject Server provides the processing resources for 
AppEngines, Areas, ApplicationObjects, and DI Objects. The 
AutomationObject Server node requires a Platform to be deployed. 
Depending on the process requirements and system capabilities, the 
functionality of an AutomationObject Server node can be combined with a 
visualization node. A peer-to-peer topology takes advantage of this type of 
configuration to provide flexibility to the system.
Configuration and run-time components for an AutomationObject Server node 
are described in the following table: 
* Required component
Configuration Components Run-Time Components
• Integrated Development 
Environment (IDE)
• Galaxy Repository*
• Microsoft SQL Server 2000*
• Bootstrap*
• Platform*
Configuration Components Run-Time Components
• Integrated Development 
Environment (IDE)
• Bootstrap*
• Platform*
• AppEngine*
• Areas
• ApplicationObjects
• DI Objects
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Visualization Node
A visualization node is a computer running InTouch 8.0 or higher on top of a 
Platform. The Platform provides for communication with any other Galaxy 
component via Message Exchange (MX) protocol.
Configuration and run-time components for a visualization node are described 
in the following table: 
* Required component
I/O Data Server Node
An I/O Data Server node functions as the data source for the Industrial 
Application Server system. Running on this node are I/O data servers that can 
communicate with external devices. Communication protocols supported by 
the system are Dynamic Data Exchange (DDE), SuiteLink™, and OPC.
On the Industrial Application Server side, DI Objects manage the 
communication between ApplicationObjects and the I/O data servers. DI 
Objects not only provide connectivity to I/O data sources, but also represent 
the corresponding server(s) as part of the plant model in the Application Server 
environment. Furthermore, in the case of DAServers, the corresponding DI 
Objects are so closely related that redeploying a DI Object to a different node 
actually uninstalls the DAServer locally and reinstalls it in the target machine.
DI Objects require a Platform and an AppEngine to be deployed. These objects 
can reside either on the I/O Data Server node or on any AutomationObject 
Server node in the Galaxy. If the DI Objects run on the I/O Data Server node, 
then a Platform and its corresponding AppEngine are required to communicate 
with any other Platform in the Galaxy.
A very important issue to consider when defining the location of the I/O data 
source is how to obtain the best system performance. Observe the following 
recommendations:
• Always deploy the DI Object to the same node where the IO data source is 
located, regardless of the protocol of the IO data source, that is, Suitelink, 
DDE or OPC. 
• If the I/O data source is located in a node that is remote to the 
AutomationObject Server, the communication between the nodes is highly 
optimized by MX (Message Exchange) protocol. A particular benefit is 
gained with this configuration when you use OPC servers in remote nodes, 
as the system can use MX protocol instead of DCOM communication 
between nodes.
Configuration Components Run-Time Components
(none) • Bootstrap*
• Platform*
• InTouch 8.0 or higher OR InTouch 
View 8.0 or higher*
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• If the I/O data source is located in the same node as the AutomationObject 
Server, the communication is local; this minimizes the travel time of data 
through the system.
Configuration and run-time components for an I/O Data Server node are 
described in the following table: 
* Required component
Note Special attention must be paid when installing I/O Data Servers. The 
sequence of installation is important. Always install the most recent software 
last: for example, first I/O Servers, then DAServers, then the bootstrap, and so 
on.
Engineering Station Node
All of the recommended topologies include a dedicated engineering station for 
maintenance purposes. The engineering station node contains a FactorySuite 
A2 Development package which consists of components such as Integrated 
Development Environment (IDE) and InTouch WindowMaker™. 
The configuration database could reside on this node. Thus, you could 
implement any required changes in the system from the engineering station 
node using the IDE, which would then access the local configuration database. 
This configuration provides flexibility in maintaining remote sites, as you can 
use a laptop computer as the engineering station containing the configuration 
database node and gain access to the AutomationObject Server node via a 
LAN connection. With the IDE and the Galaxy Repository on the same node, if 
you need to deploy or undeploy large applications, network traffic in the 
Galaxy would not be affected by the IDE accessing the configuration data in a 
remote node.
Best Practice
When remote off-site access to the Galaxy Repository is required by means of 
the IDE, it is recommended to use a Terminal Service session or Remote 
Desktop connection to the Galaxy repository where the IDE has also been 
installed.
Important!  In order to launch an IDE session, the session must have user 
accounts in the Administrators group of the Terminal Server node.
For more information about integrating InTouch for Terminal Services with 
other FactorySuite A2 components, see the Terminal Services for InTouch 
Deployment Guide.
Configuration Components Run-Time Components
I/O Data Server* • Bootstrap
• Platform
• InTouch 8.0 or higher or InTouch 
View 8.0 or higher
• I/O Data Server*
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The engineering station node also hosts the development tools to modify 
InTouch applications using WindowMaker. Configuration and run-time 
components for an engineering station node are described in the following 
table:
* Required component
The IDE itself does not require a Platform. However, if Object Viewer is used 
on an engineering station node, a Platform is required. For more information 
about Object Viewer, see the Object Viewer documentation.
Historian Node
The historian node is used to run IndustrialSQL Server. IndustrialSQL Server 
stores all of the historical data and also provides real-time data to clients such 
as ActiveFactory™, SuiteVoyager™, and so on.
The historian node does not require a Platform. The AutomationObject Server 
pushes the data to be historized to the IndustrialSQL Server using the manual 
data acquisition service (MDAS).
Important!  MDAS uses DCOM to send data to IndustrialSQL Server. For 
both the MDAS and IndustrialSQL Server computers, make sure that DCOM 
is enabled (not blocked) and that TCP/UDP port 135 is accessible. The port 
may not be accessible if DCOM has been disabled on either of the computers 
or if there is a router between the two computers that is blocking the port. 
Best Practice:
For most applications, it is recommended that you combine the historical and 
alarm database on the same node sharing the data storage system. Configure 
the alarm system using the Alarm Logger™ utility, which creates the 
appropriate database and tables in Microsoft SQL Server. For requirements and 
recommendations for alarm configuration, see Chapter 7, "Alarms and 
Events."For information about historization, see Chapter 6, "Storing Historical 
Data."
Configuration and run-time components for a historian node are described in 
the following table:
* Required component
Configuration Components Run-Time Components
• IDE
• InTouch WindowMaker 8.0 or 
higher
• Bootstrap*
• Platform
Configuration Components Run-Time Components
• Microsoft SQL Server 2000* • IndustrialSQL Server 8.0 or higher*
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Web Server Node
A web server with a SuiteVoyager portal could be included in any Galaxy. You 
can use the Win-XML Exporter to convert InTouch windows to XML format, 
so that SuiteVoyager clients can access real-time data from the Galaxy. 
In order to provide the means for SuiteVoyager to access the Galaxy, a 
Platform is required to be deployed on the web server node. 
* Required component
For information on deployment options for SuiteVoyager, see the SuiteVoyager 
documentation.
Peer-to-Peer Configuration
A peer-to-peer configuration combines different components on the same 
computer, allowing the visualization and AutomationObject Server 
functionality to coexist in the same node (called a workstation). 
The following network diagram illustrates the software components and their 
distribution in the configuration. 
Configuration Components Run-Time Components
SuiteVoyager 2.0 SP1 or higher* • Bootstrap*
• Platform*
• SuiteVoyager 2.0 SP1 or higher*
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Client operating systems such as Windows XP Professional can manage up to 
10 simultaneous active connections with other nodes. If the system is larger 
than 10 nodes, Windows 2003 Server must be used for all nodes. For additional 
information, see General Considerations for a Client/Server Architecture.
Workstation
In this configuration, the visualization and AutomationObject Server are 
combined on the same node. Both components share the Platform, which 
handles communication with other nodes in the Galaxy. The Platform also 
allows for deployment/undeployment of ApplicationObjects.
If you are planning to combine the visualization and AutomationObject Server 
on the same node, you should consider the amount of resources that each 
component would require to operate. On the visualization side, consider the 
number of active tags per window, ActiveX objects displayed, alarm displays, 
and history trending. The implementation of features such as these could 
require a considerable amount of resources from the computer and may impact 
the performance of the AutomationObject Server running on the same node.
For details on the Alarm system configuration please refer to Chapter 7, 
"Alarms and Events." later in this document.
I/O Data Servers 
Different type of I/O data sources may have different requirements for Factory 
Suite A2 components.
To simplify the description, two groups have been identified:
• Legacy I/O Server applications (Suitelink, DDE and OPC servers) 
themselves do not require a Platform on the node where they run. They 
can reside on either a stand-alone node or a workstation node. However, 
the DI Objects used to communicate with those data sources such as the 
DDESuiteLinkClient object, OPCClient object, and InTouchProxy object 
must be deployed to an AppEngine on a Platform. Although it is not 
required that these DI objects be installed on the same node as the data 
server(s) they connect to, it is highly recommended in order to optimize 
communication throughput.
• For Device Network Objects, for example, ABCIP DINetwork object, 
ABTCP DINetwork object, and so on, both the DAServer and 
corresponding DI Objects must reside on the same computer hosted by an 
AppEngine.
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Best Practice:
I/O Servers can run on the workstations, provided that the requirements for 
visualization processing, data processing, and I/O reads/writes can be easily 
handled by the host computer. In this case, it is recommended to run the I/O 
Server and deploy the corresponding DI Object on the same node where most 
or all of the object instances that obtain data from that DI Object are deployed. 
This implementation expedites the data transfer between the two components 
(the I/O Server and the object instance) as they both reside on the same node. 
This implementation also minimizes network traffic and increases reliability. 
However, it is important to evaluate the resource load that each component 
would place on the computer.The following diagram illustrates the 
combination of I/O Servers on the workstation node:
For details on the implementation of AppEngine and I/O server redundancy in 
a peer-to-peer configuration, refer to the Redundant Configuration section later 
in this chapter.
Historian
The IndustrialSQL Server must run on its own computer, collecting historical 
data from any workstation in the Galaxy and providing it to client applications.
Engineering Station and Configuration 
Database
The engineering station node hosts the IDE and InTouch WindowMaker to 
allow for maintenance of the Industrial Application Server and InTouch 
applications. As a configuration database node, it contains the SQL Server 
database that stores the configuration data for the Galaxy. 
Web Server
A web server node running SuiteVoyager Server provides real-time and 
historical data to clients over the web.
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Client/Server Configuration
A client/server configuration includes dedicated computers running 
AutomationObject Servers, while visualization tasks are performed on separate 
computers. This architecture optimizes usability, flexibility, scalability, and 
system reliability. 
The client components (represented by the visualization nodes) provide the 
means to operate the process with applications that are mainly providing data 
updates to process graphics. The clients have a very light load of data 
processing. 
The AutomationObject Server nodes share the load of data processing, alarm 
management, communication to external devices, security management, and so 
on. For details on the implementation of AppEngine and I/O server redundancy 
in a client server configuration, refer to the Redundant Configuration section 
later in this chapter. 
The following network diagram illustrates a client/server configuration:
This architecture can be scaled to include a greater number of servers, if 
required, for increased data processing and a higher load of I/O reads/writes. 
The number of clients can also be increased if additional operator stations are 
needed.
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General Considerations for a Client/Server 
Architecture
When deciding on the architecture topology to implement with Industrial 
Application Server, it is important that you consider different scenarios. It is 
critical that you evaluate variations of the client/server configuration, keeping 
in mind process requirements such as the number of I/O points, the update rate 
of variables at the server and client level, and so on.
The peer-to-peer nature of the communication between the Platforms requires 
adequate support for network connections. Client operating systems such as 
Windows XP Professional can manage up to 10 simultaneous active 
connections with other nodes.
In a pure client/server architecture, it is possible to have more than 10 client 
nodes running Windows XP Professional provided that the following 
requirements are met:
• Client nodes are only running a Platform and InTouch.
• The IDE is not installed on the client nodes.
• The SMC is installed with a Bootstrap and InTouch. However, the 
Platform Manager snap-in to the SMC should not be launched, as it 
connects to all Platforms in the Galaxy.
• Object Viewer is not run either from the SMC (Platform Manager) or from 
the executable file installed in the application directory.
• The client nodes are not running other applications, ActiveX objects, or 
functions that request data from remote sources (for example, 
ActiveFactory). This could cause more open connections on the client 
node. Also, consider any network shares on the client nodes as possible 
open connections.
• None of the client platforms are configured as InTouch Alarm Providers.
• To report alarms from client Platforms, place all Platforms in an Area 
hosted by any of the servers.
• A single client node does not require data from more than 10 server nodes.
Note This scenario was validated with a system that included 16 InTouch 
client nodes and five AutomationObject Server nodes executing 
ApplicationObjects. The configuration database node (Galaxy Repository) was 
running on a separate server.
For more information on defining the system size, see Chapter 8, "Sizing and 
Performance Guidelines."
Finally, you should consider the different options when deploying I/O Servers 
in a Galaxy, such as whether to run them on AutomationObject Servers or on 
dedicated computers, and how to plan for redundancy.
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Running I/O Data Servers on AutomationObject 
Server Nodes
If the I/O and data processing load is not a constraint in the system, both types 
of functionality can reside on the same node. In a configuration that has 
multiple I/O Servers, the load could be balanced so that each 
AutomationObject Server executes a set of I/O Data Servers, DI Objects, and 
ApplicationObjects. 
The goal of this type of architecture is to optimize network performance by 
reducing the network traffic between Galaxy components. It is recommended 
that associated DI Objects and ApplicationObjects are run on the same 
Platform in order to minimize network traffic. The following network diagram 
illustrates this concept:
For example, in this configuration, there is a single I/O Data Server running on 
each AutomationObject Server node. The DI Objects required to communicate 
with a particular I/O Server are deployed on the same node, as well as all of the 
ApplicationObjects that will be obtaining data from the I/O Server. 
Communication between the DI Objects and the ApplicationObjects is handled 
via Message Exchange. 
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Using Dedicated I/O Server Nodes
Based on the system requirements, it may be beneficial to separate the I/O and 
data processing tasks so that they run on different servers. The following 
configuration shows a dedicated node running all of the multiple I/O data 
servers.
To optimize the system performance and data throughput, it is recommended to 
deploy a platform to the dedicated I/O data server node. This platform hosts the 
AppEngine and DI Objects that need to communicate with the I/O data servers. 
In this scenario, the communication between the I/O data server and the 
AutomationObject Server is handled by Message Exchange protocol, which 
avoids DCOM issues related to poor performance and complex security 
settings. 
Co-Existence with Legacy InTouch 
Applications
A typical scenario for Industrial Application Server is one that requires 
integration with InTouch 7.11 applications.
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It is possible to share data from InTouch 7.11 applications without any 
additional work or software required on the InTouch side. At the Automation 
Object Server level, configure an InTouchProxy object to access data from the 
InTouch 7.11 application using the SuiteLink protocol. To facilitate the 
configuration of the system, this object's configuration editor allows you to 
browse the InTouch tagname dictionary of the application to be accessed.
The following topology diagram shows legacy InTouch 7.11 applications 
sharing data with the new Industrial Application Server system. This topology 
also contains InTouch View or InTouch Runtime 9.0 client nodes that leverage 
data provided by the Galaxy.
Terminal Services Configuration
You can leverage Terminal Services technology in a FactorySuite A2
architecture. Terminal Services allows for the communication of thin client 
computers to a Terminal Server node, where multiple instances of InTouch 
applications run simultaneously. 
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A dedicated Terminal Server node is recommended for this configuration. This 
node requires the following software components: 
* Required component
The Terminal Server node should be configured in Application Server mode 
for Terminal Services. For detailed information on setting up Terminal Servers, 
see the Terminal Services for InTouch Deployment Guide.
Only one Platform runs in a Terminal Server node, regardless of the number of 
sessions executed. However, the number of sessions affects the size of the 
license for the system.
You should consider different options when using Terminal Services, such as 
whether to run Terminal Services on the same node as the AutomationObject 
Server or on dedicated computers. 
Note  If Windows Terminal Services is configured for application mode, there 
will be a significant impact on performance in the development environment. 
The time required to create a Galaxy, import an object, or deploy an object may 
be as much as two times slower with Terminal Services in application mode, as 
opposed to operating system mode.
Using a Dedicated Terminal Server Node
In this configuration, a Terminal Server node is dedicated to running multiple 
instances of InTouch applications. A Platform deployed on that node allows 
the server to communicate with any AutomationObject Server in the Galaxy.
Configuration Components Run-Time Components
(none) • Bootstrap*
• Platform*
• Terminal Services for 
InTouch 8.0 or higher*
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This configuration prevents any failure at the Terminal Server from impacting 
the AutomationObject Servers. A problem in the Terminal Server node will 
only affect the InTouch nodes; the AutomationObject Server would continue 
operating. 
Note You can apply any of the recommended configurations for the 
IO/DA/OPC Server presented in the client/server topology to a Terminal 
Server architecture.
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Load Balancing for Terminal Server Clients
In a FactorySuite A2 topology, Windows Network Load Balancing or Citrix 
Metaframe Load Balancing can be leveraged on the client side of the 
architecture. In this topology, multiple dedicated Terminal Server nodes share 
the network load from all the clients that need access to the application 
sessions. In the event of a failure in any of the servers, the load from the clients 
originally connected to that server is handled by the remaining two servers.
For detailed information about implementing load balancing, see the Terminal 
Services for InTouch Deployment Guide.
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Running a Terminal Server on an 
AutomationObject Server Node
The following network diagram shows a common node for the Terminal Server 
and one of the AutomationObject Servers in the Galaxy. All of the 
AutomationObject Server functionality runs in the console, while clients run 
multiple sessions of InTouch on that same node. I/O Servers could also run in 
the console of the Terminal Server node or on any other computer. 
When considering this architecture, keep in mind that any problem in the 
Terminal Server/AutomationObject Server node impacts not only the 
visualization nodes, but also the I/O data collection and the processing of 
objects on the AutomationObject Server. 
For details about Terminal Services for InTouch, see the Terminal Services for 
InTouch Deployment Guide. For additional considerations for this 
configuration, see Chapter 8, "Sizing and Performance Guidelines."
Using IDE Over Terminal Services
All application components are configured and deployed from the Integrated 
Development Environment (IDE) to target workstations and servers. The IDE 
can be used to configure and deploy an application to the Terminal Server, 
where multiple instances of InTouch applications can run simultaneously.
Use Remote Desktop to the Galaxy Repository to perform remote IDE access 
rather than another local IDE 
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Important!  In order to launch an IDE session, the session must have user 
accounts in the Administrators group of the Terminal Server node.
For more information about integrating InTouch for Terminal Services with 
other FactorySuite A2 components, see the Terminal Services for InTouch 
Deployment Guide.
Redundant Configuration
Redundant AppEngines
The purpose of AppEngine Redundancy is to ensure continuous operation by 
providing an engine that remains active in the event of a single system 
component failure. It operates on the principle that with redundant engines, 
one engine is in an Active State while the other is in a Standby State waiting to 
take control.
The hardware topology required for Redundant AppEngine functionality is 
simple: two computers, each with two network interface cards (NIC).The first 
network card is for the supervisory network; the second card is for the 
Redundancy Message Channel (RMC).
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Checklist to Configure a Redundant System.
Use the following checklist when planning your redundant system: 
• Evaluate what type of redundant configuration fits better for your system. 
Both the Dedicated Standby and Load shared configuration provide a 
reliable and robust solution; but depending on the process requirements 
and system architecture, one of the configurations may be more efficient 
than the other. Refer to the section in this chapter on Recommended 
Redundant Configurations
• Check the Alarm configuration in your system. The Alarm section in this 
chapter provides detailed recommendations on how to set up the alarm 
system in terms of locating Alarm providers, Alarm DB Logger, Alarm 
Database, etc.
• Analyze the expected behavior of the system when it recovers from a 
failover. It is very important to understand how scripts are executed after a 
failover. The section "Scripting" in this chapter explains how scripts 
behave in a failover condition.
• Identify what attributes need to be retentive after a failover. Refer to the 
Checkpoint section for details on the how attributes can be defined as 
persistent after a failover.
Configuring Redundancy
A system configured with redundant AppEngine consists of a redundant 
AppEngine pair with a Primary and a backup AppEngine. The redundant pair 
is configured in the AppEngine editor. The AppEngine that is enabled for 
Redundancy is considered the Primary Engine of the redundant pair. When you 
enable this engine, an additional (Backup) engine is automatically created. 
Although you can see and work with the Primary AppEngine in any of the 
Applications views, the Backup Engine is only visible in the Deployment view 
tab of the Application Views panes of the IDE.
Note If you enable redundancy, do not select the check box in the Engine 
Object Editor to "Restart the engine when it fails".
Redundant engine configuration requires the following:
• AppEngines that belong to a redundant pair must be deployed to different 
platforms.
• Both nodes hosting the redundant AppEngine pair should run the same 
version of supported Operating Systems.
• The Redundant Message Channel of each platform must be configured by 
assigning the corresponding IP address in the Platform editor.
Best Practice:
Platforms hosting Primary and Backup AppEngines should have identical 
configuration. It is recommended that you make the following parameters 
common to both platforms:
• Software providing or getting data from/to the AutomationObject Server, 
i.e. SuiteLink, DDE,OPC Servers, etc.
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• Store and Forward directories
• Common user-defined attributes (UDAs)
• Common scripting.
For more information on UDAs and scripting, refer to Chapter 4, "Template 
Planning."
AppEngine Redundancy States
The sequence of deployment (cascade, Primary first, or Backup First) of the 
redundant pair of Appengines determines which Appengine of the pair will 
take the Active State. When AppEngines are deployed individually, the first 
engine deployed takes the Active state while the other one takes the Standby 
state when deployed. The engines maintain their current states until a failure 
occurs. If either engine is deployed by itself, it assumes the Active Engine 
state. In a cascade deploy from the Galaxy Object, if the primary AppEngine is 
available it will become Active while the Backup Appengine goes to Standby 
state.
If a network communication problem or a failure such as computer hardware 
lost or failed occurs, the AppEngine with the Standby state assumes the Active 
state and the engine that was in the Active state may assume the Standby state. 
When the cause of the failure has been remedied, this engine assumes the 
Standby - Ready state.
For more information on redundancy, refer to the IDE User's Guide.
Redundant Message Channel NIC 
Configuration
A dedicated ethernet connection, the Redundancy Message Channel (RMC), is 
required between the platforms hosting redundant engines. The RMC is vital to 
keep both engines synchronized with alarms, history, and checkpoint items 
from the engine that is in the Active State. Each engine also uses this Message 
Channel to provide its health and status information to the other.
The Redundant Message Channel NIC on both computers used with the 
Redundancy topology requires the following configuration:
Primary Network
1. In the Network Connections dialog box, right-click on Primary Network 
and select Properties. Select TCP/IP and configure the Properties to obtain 
either dynamic or static IP address.
2. Configure the remaining parameters as appropriate, i.e. DNS, WNS, etc. 
RMC Network
1. In the Network Connections dialog box, right-click on RMC Network and 
select Properties. Select TCP/IP and click the Properties button. Select 
"Use the following IP address." See your network administrator for IP 
address and subnet mask. The IP address must be fixed and unique.
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2. In the TCP/IP Properties dialog box, select the Advanced button, then the 
DNS tab. Be sure "Register this connection’s address in DNS" is not 
checked.
Best Practices
It is recommended that you assign a descriptive name to each network 
connection to easily identify its functionality. From Windows Explorer, in the 
Network Connections dialog box, rename the Local Area Connections i.e. 
Primary Network and RMC Network.
Select Advanced Settings from the Network Connections menu bar. On the 
Adapters and Bindings tab, set the Primary Network as the first connection to 
be accessed by network services.
Recommended Redundant Configurations
There are multiple redundant configurations that could be implemented 
combining redundant AppEngines and Redundant DI Objects. However it is 
important to select the most efficient one in terms of performance and 
robustness. The following architectures present the recommended 
configuration for both the Dedicated Standby and Load shared scenarios.
Dedicated Standby Server - No Redundant IO 
Server
In this configuration there is a dedicated Standby node ready to take control of 
the system if the Active Engine fails. 
AE1 hosts all AppObjects as well as DI Objects. The IO data server is installed 
in both nodes but the DI object collects data from the one running where the 
active engine resides.
In order to provide high availability to the system it is recommended to 
implement a script in the DI Object to set the .Redundancy.ForceFailoverCmd, 
in the AppEngine object, to "True" when the connection with the PLC fails.
The architecture below shows the Alarm configuration for the system. For 
details please refer to the Alarms in a Redundant Configuration section later in 
this chapter.
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Load Shared Configurations:
A powerful feature of a system with redundant AppEngines is the capability of 
combining Active and Standby engines of different redundant pairs on the 
same node. It allows the system to make an efficient use of the resources while 
providing high availability for both nodes. Because the total load of an 
application can be distributed between two nodes and also be able to use those 
two nodes to backup each other, this configuration is called Load Shared.
This particular implementation requires thorough evaluation of the variables 
involved. In any Load Shared configuration the most critical variables are CPU 
usage and Memory consumption of each node. The recommendation is to 
make sure that each AOS node runs at a maximum of 25-30% CPU load. This 
CPU load represents the resources used by each AOS in steady condition 
considering Active and Standby engines running in each node as well as any 
other applications. When a failover occurs one of the AOS nodes will host all 
the Active engines in the pair which would imply an increase of the CPU load 
to a total of 50-60%.
It is important to notice that even though the computers hosting the redundant 
AppEngines do not have to be identical, you need to make sure that the total 
load of the application does not exceed 60% of CPU usage of the smallest 
computer.
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Load Shared - Non Redundant IO Data Source - Using 
DI Objects
This configuration is a slight modification of the Dedicated Standby node. 
Here both AOS nodes are hosting Active and Backup engines for each other. If 
one node fails, the remaining one hosts all Active Engines for both nodes. The 
architecture in the diagram shows standard DAServers with OPC Client or 
DDE/Suitelink client objects (DI Objects). 
If both AOS nodes use the same DAServer to communicate with the PLC, 
when the failover occurs, the DI object in the new Active engine refers to the 
server running in that node. The DI objects on each node are configured to 
point to the local DAServer, leaving the Node Name blank in the DI Object 
editor. When a failover occurs, the DI object in the new Active Engine will 
refer to the local existing instance of the DAServer that is currently running in 
that node.
If the AOS nodes use different DAServers, both servers have to be installed in 
each node. One of the DAServers will provide data to the local Active DI 
object (i.e. DI1), while the other server feeds data to the other DI Object (i.e. 
DI2) after the failover.
The .Redundancy.ForceFailoverCmd attribute of the AppEngine can be used in 
a script in the corresponding DI Object to trigger the failover in the event of a 
communication failure with the PLC Network.
The architecture below shows the Alarm configuration for the system. For 
details please refer to the Alarms in a Redundant Configuration later in this 
chapter.
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Load Shared - No Redundant IO data source - DI 
Network objects
Another variation of Load Shared configuration is presented in the architecture 
below. This scenario considers the use of DI Network objects (i.e. DI ABTCP, 
DI Modbnet, etc.).
An important issue to consider in a Load Shared configuration is that some DI 
Network objects may allow only one instance of the DA Server deployed on a 
single computer. In a Load Shared scenario, when one of the Engines fails, the 
system would try to run two instances of the same DI Network object on a 
single node and may cause performance issues.
The recommended configurations when using DI Network objects are 
presented two scenarios. For details on the DI Network object requirements 
and functionality, refer to the specific DI Network Object Help provided with 
the Object.
Scenario 1
A set of AppObjects is hosted by AE1 and another set by AE2. These two 
engines are hosted by different platforms. AE1 and AE2's backup engines 
reside on the opposite node. One instance of a DI Network object resides in 
any of the nodes providing data to AppObjects in both nodes.
The .Redundancy.ForceFailoverCmd attribute of the AppEngine can be used in 
a script in the DI Network Object to trigger the failover in the event of a 
communication failure with the PLC Network.
The architecture below shows the Alarm configuration for the system. For 
details, refer to the Alarms in a Redundant Configuration later in this chapter.
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Scenario 2
This scenario provides a very powerful and reliable solution. To avoid the 
conflict with multiple instances of the same DI Network in a node after a 
failover occurs, you can arrange the system as shown here. This diagram 
represents the detailed configuration of each AOS node.
The configuration in AOS1 is mirrored in AOS2. AOS1 hosts AE1 which is 
part of a redundant pair with AE1 (Backup) and is hosted by AOS2. 
Additionally, AE1 hosts RDI1, which provides high availability at the IO level. 
RDI1 is configured to use DI1Network as the Primary DI source and DI2 
Network as the Backup DI source. This configuration provides high 
availability at the data execution level and IO data acquisition in a very 
efficient approach. 
In the event of a failure in AOS1, AE1 will failover to AE1 (Backup). Once 
AE1 fails over the Standby engine, RDI1 will also switch to DI2 Network in 
the new node. On the other hand, if there is a communication problem at the 
DI1 object level, the RDI1 object will automatically switch to DI2 Network 
while AE1 still runs on AOS1.
AE3 which is not a redundant AppEngine, hosts DI1 Network. By keeping the 
DI1 and DI2 Network objects on separate non redundant engines, you are 
avoiding the conflict created by having two instances of the same DI Network 
object on the same node.
The architecture below shows the Alarm configuration for the system. For 
details, refer to the Alarms in a Redundant Configuration later in this chapter.
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The architecture supporting this configuration is shown below.
Load Shared - Redundant IO Data Source 
Another approach of the Load Shared configuration includes a set of redundant 
nodes running the IO data servers.
AOS1 and AOS2 are configured as redundant pairs in a Load Shared scenario. 
In the event of a failure, one of the nodes hosts all AppObjects in both servers. 
This set up provides high availability for the execution of AppObjects.
Alternatively, the IO data level is protected by implementing a pair of remote 
IO data server nodes. Each server hosts the corresponding DI Object and IO 
Data server (DAS, DDE/Suitelink or OPC servers) or DI Network objects and 
DA Servers.
AppObjects on each engine reference IO points in the local RDI object. The 
RDI objects switch between IO data server nodes if a failure in any of those 
nodes occurs. 
Some important benefits to consider are:
• The communication protocol between the IO data server node and the 
AOS is MX. This protocol is optimized for data transfer over the network, 
with special emphasis on slow and intermittent networks.
• As the IO data server uses MX protocol to transfer data, it simplifies 
configuring OPC communication over the network (DCOM security 
settings), and overcomes the deficiencies of DCOM communications.
• Using a platform and an AppEngine on those nodes provides additional 
diagnostic of conditions associated to the system. These can be historized 
and alarmed in the same way as with AppObjects.
.
 


 0
 
%3
 ".
%+

	
%+

	
 ((	

1 

 0	

	
'/
1"%/
"%/
	
'4
!.$
'5
"		
'4
1"%4
"%4
	
'/
!.$
'6
"		
42 Chapter 1
FactorySuite A2 Deployment Guide
The architecture below shows the Alarm configuration for the system. For 
details, refer to the Alarms in a Redundant Configuration later in this chapter.
RunTime
Establishing RMC Communication
During runtime, the Active and Standby Engines communicate with each other 
and monitor each other’s status over the RMC. The redundant engines use the 
Remote Partner Address (RPA) attribute to locate each other and communicate. 
The RPA attribute has the IP address or host name of the platform hosting the 
partner engine.
On startup, each engine tries to establish communication with its partner. 
When the failover service receives a connection across the RMC, it updates the 
RPA attribute of the receiving engine if it is different than the current 
configured value. The value or the RPA may be different if a partner engine has 
been relocated to a different platform.
Checkpoint
One of the most important tasks done by a pair of redundant AppEngines is to 
maintain data synchronization through the RMC. Depending on the category 
assigned to an attribute, it can be automatically check pointed by the system. 
By check pointing a value, it is made retentive through a re-start of the engine 
or a failover.
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All attributes that are checkpointed are written to disk in the node running the 
Active engine. The check point occurs at a pre-defined rate in the local node 
(Checkpoint.ScanPeriod) and simultaneously, the values are transferred to the 
partner AppEngine every scan. When the Standby AppEngine becomes active, 
it reads the check pointed values from memory in the local node. This way the 
system updates the Standby server with the values that were sent in the last 
scan before the Active Engine failed.
The following are checkpointed attributes:
• Attributes with Category User writeable or Object writeable not extended 
as Input/Output and Input extensions are check pointed.
• Attributes with category Calculated Retentive are always check pointed.
Note As important as it is to check point values that you need to maintain 
through a failover, it is critical that you make a thorough selection of the 
attributes to checkpoint. The more values that are checkpointed, the more 
writing to local disk and more data traffic over the RMC. Unnecessary 
checkpointing of attribute values may degrade the performance of the system.
Deployment 
Automation Objects are always deployed to the Active Engine. If the Primary 
Engine is running as the active partner of a redundant pair, these objects are 
deployed to the Primary Engine. If the Backup Engine is running as the Active 
Engine, the objects are deployed to it. 
When an Active Engine becomes the standby, the Engine sets all objects off 
scan, shuts down all features that make up the object and stops executing all 
objects deployed to it. All objects are unregistered on the previously active 
engine.
When a Standby Engine becomes active, the Engine calls Startup on all 
features that make up the objects. The callup includes a method that shows the 
objects are starting up as part of a failover. The newly active engine calls 
SetScanState on all features and begins executing all objects that are on scan. 
Best Practice
In a Load Shared configuration, deploy the platforms individually rather than 
in a cascade. You can then cascade deploy the primary engines. Finally, 
cascade deploy the backup engines. Always deploy the primary engine first.
Scripting
When failover occurs, attribute values keep their initial states. Scripts and SQL 
connections to databases that were interrupted by the failover must be 
restarted. If failover is forced, OffScan scripts are not executed. Any state, such 
as local variables or calculated attributes, that is not kept in checkpointed 
attributes is not passed to the objects started on the newly active engine. If an 
attribute value is being passed to the SQL database when failover occurs, the 
attribute returns to its initial value when the object goes On scan in the new 
Active engine. Before the attributes can be updated, the SQL connection must 
be restored.
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Behavior of Scripts when the Standby engine becomes Active
When a Standby Engine becomes active, the engine sets an attribute 
(Engine.StartupReason) indicating the state it is starting from. The attribute 
can be accessed in a script to determine whether this is a normal engine startup 
(.Starting_AfterDeployment) or a startup from failover (.Starting_From 
Standby) or checkpoint (.Starting_FromCheckpoint). These attributes can also 
be used to execute scripts that reinitialize variables and COM objects.
After a failover occurs, scripts in the new Active engine are executed based on 
the trigger type they use i.e. Startup, On Scan, Periodic and Data Change. 
A common use of Startup and OnScan scripts is to initialize conditions used 
later in the script. In many cases the initialization is required only when the 
object is deployed/redeployed or when the AppEngine and or platforms are 
restarted. In the case of a failover, the requirement may be to continue 
operating using values from the check point rather than reinitializing the 
conditions. There is an attribute in the Active engine called 
.Redundancy.FailoverOcurred which is set to "True" for the first scan right 
after the failover occurs; after the first scan the attribute is automatically reset 
to "False". Using this attribute as a condition in the script that initializes the 
variables prevents the script from running when the system recovers from a 
failover.
Similarly, Data Change scripts execute when the object is deployed, the engine 
re-started and the Standby engine becomes active after a failover. Using the 
Redundancy.FailoverOcurred in and "If then else" statement will prevent the 
script from executing after the failover.
Any script that is set with an Execution type of Execute and a trigger type of 
Periodic will have the following behavior after an AppEngine failover. The 
situation is described using a period of 60 minutes as an example time period:
• The script executes the first time when the engine is deployed. E.g. T0
• The next execution time will be 60 minutes later. E.g. T60
• The redundant engine fails over and the Standby engine is fully running in 
the Active state at T30.
• The Periodic script(s) will restart with the period reset to T0.
The period for the execution of the Periodic script(s) will be shorter than 
planned for, or possibly longer if an engine failover occurs shortly before the 
time period elapses.
Some applications may have critical data that is being generated by a Periodic 
script. Do not use Periodic type scripts where the time period could be shorter, 
or longer, and this is critical information being managed by this script. Instead, 
you could set up the script to run using a Condition and set up a UDA for the 
trigger. Then for a time base, use System Time and calculate the time period 
from this to set the condition. The UDA current value is maintained in the 
failover and the System Time is real time versus an expiring timer.
Shutdown and OffScan scripts will execute after an orderly completed failover 
i.e. using .ForceFailoverCmd or in the event of Primary Network failure.
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Asynchronous scripts: When a script requires more than a scan to execute, 
(for example SQL queries, or calling COM or .NET objects), it is set to run 
asynchronously. You must create a mechanism to reinitiate asynchronous 
scripts.
History
Historical data is sent to the historian only from the Active Engine. The Active 
Engine processes historical data and sends it to the historian when the historian 
is available. If the historian becomes unavailable to the Active Engine, the 
Active Engine stores the data locally and forwards it when the historian 
becomes available. In the meantime, local Store Forward data is transferred to 
the Standby Engine. When an engine enters Store Forward mode, it 
synchronizes its data with its partner engine. Store Forward data is written to 
the database every 30 seconds, so no more than 30 seconds elapse before data 
is transferred to the Standby.
Note Attributes and tags which were not configured in the historian before 
failover are not stored.
History: Redundancy diagnostics
In order to facilitate management of Store Forward data collected across 
multiple failures and to improve diagnostics, the Active Engine has attributes 
which show the status of Store Forward. The following information is 
available:
• Store Forward data has been collected for engine 
(Engine.Historian.InStoreForward_Standby)
• Store Forward data lost 
(Engine.Historian.StoreForwardDataLost_Standby)
• Store Forward data cannot be stored on active engine in store forward 
mode (Engine.Historian.StoreForwardProblem_Standby)
Alarms in a Redundant Configuration
 The architecture below shows the distribution of components of the Alarm 
subsystem in a redundant configuration. The description presented in this 
section applies for both the Dedicated Standby as well as the Load Shared 
configurations.
The platforms that host the Visualization clients are configured as InTouch 
Alarm providers. In order to optimize the network traffic, each platform is 
filtering alarms for the areas that are of particular interest for that node. 
Eventually, if alarms from other nodes need to be monitored from a 
visualization node, this can be accomplished by simply running a specific 
query for the new node and areas that need to be supervised.
The Alarm Database resides in the InSQL node using the MS SQL Server 
already installed in that node. In this node there is a platform deployed and 
configured as InTouch Alarm provider. This node does not filter alarms from 
any area so that it can provide high availability in case any of the visualization 
clients are not available in the system. 
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The Alarm DB logger is installed in the same node as the Alarm Database. The 
Alarm DB logger is configured to query all the alarms in the local platform. 
Redundant Configuration with Dedicated Visualization Nodes
The diagram below shows alarm configuration with dedicated visualization 
nodes.
Redundant Pair with no dedicated Visualization client nodes
If the redundant architecture consists of a couple of AOS nodes that also run 
InTouch as the visualization client for the system, then the Alarm configuration 
should be implemented as shown in the drawing below.
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Causes of Failover in Redundant AppEngines
This section presents a description of the causes that trigger a failover in a 
redundant AppEngine pair.
Forcing Failover
It is possible to force a failover in a pair of redundant AppEngines by simply 
setting the attribute .ForceFailoverCmd in the Active engine to "true". This can 
be accomplished via ObjectViewer, InTouch, an object's script or any other 
application that has access to this attribute.
Using this attribute in a script, you can configure any set of conditions to cause 
a failover in the system. You may monitor the status of other applications on 
the same machine, hardware devices, etc. and based on that, cause a failover to 
the Standby engine.
When a failover occurs, the Standby engine becomes Active and stays in that 
status unless the system is forced to fail back when the new Standby engine 
becomes available. In this case, the .ForceFailoverCmd can be used to take the 
Active engine back to the original node.
For details on the attributes associated to a Redundant AppEngine please refer 
to the AppEngine Help.
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Communication Failure in the Primary (Supervisory) Network
In order to understand the effects of a communication failure at the Primary 
Network level, refer to the matrix shown below. It presents the original status 
of the redundant pair before the failure as well as the cause of the problem and 
the final condition.
The matrix shows the values of two attributes in the AppEngine used to 
monitor the status of the redundant pair. They are .RedundancyPartnerStatus 
and .RedundancyStatus. These two attributes and other key ones in the 
AppEngine are shown below.
Considerations: The scenarios of Failover described in this section refer to 
architectures where there is at least one more platform besides the two hosting 
the Redundant pair, i.e. Client/Server configuration. 
If the architecture consists of just two platforms hosting the Redundant pair, 
i.e. Peer to Peer configuration, in the event of a communication failure in the 
supervisory network a failover does not occur. The .Redundancy.PartnerStatus 
is set to "Missed heartbeats" while both partners are still synchronizing data 
through the RMC. In this case, the user can execute the failover either 
manually or via scripting, if required.
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Initial Condition Transition Final Condition
Primary Backup Primary Backup Primary Backup
Scenario 1a
Primary 
Network Connected Connected Disconnected Connected Disconnected Connected
Red. Partner 
Status Standby Ready
Missed 
Heartbeats
Red. Status Active Active
Scenario 1b
Primary 
Network Disconnected Connected Connected Connected Connected Connected
Red. Partner 
Status
Missed 
heartbeats Standby Ready
Red. Status Active Active
Scenario 2
Primary 
Network Connected Connected Connected Disconnected Connected Disconnected
Red. Partner 
Status
Standby Ready Missed 
heartbeats
Red. Status Active Active
Primary Backup Primary Backup Primary Backup
Scenario 2b
Primary 
Network
Connected Disconnected Connected Connected Connected Connected
Red. Partner 
Status
Missed 
Heartbeats
Standby Ready
Red. Status Active Active
Scenario 3
Primary 
Network
Connected Connected Disconnected Disconnected Disconnected Disconnected
Red. Partner 
Status
Standby Ready Missed 
heartbeats
Red. Status Active Active
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Communication failure in the RMC
Even though a communication failure in the RMC does not trigger a failover it 
is important to know how the system behaves in this condition.
PC failures
In a power failure occurs in the computer hosting the Active engine the 
Standby takes control of the system. The table below shows the corresponding 
status and AppEngine attribute values that will present different scenarios. 
Primary Backup Primary Backup Primary Backup
Scenario 1
Failure in RMC Connected Connected Connected Disconnected Connected Disconnected
Red. Partner 
Status
Standby Ready Unknown
Red. Status Active Active - 
Standby not 
available
Scenario 2
Failure in RMC Connected Connected Disconnected Connected Disconnected Connected
Red. Partner 
Status
Standby Ready Unknown
Red. Status Active Active - 
Standby not 
available
Primary Backup Primary Backup Primary Backup
Scenario 1
PC Failure PC Available PC Available PC Available PC Not 
Available
PC Available PC Not 
Available
Red. Partner 
Status
Standby Ready Unknown
Red. Status Active Active - Standby 
not available
Scenario 1b
PC Failure PC Available PC Not
Available
PC Available PC Available PC Available PC Available
Red. Partner 
Status
Unknown Standby Ready
Red. Status Active - 
Standby Not 
Available
Active
Scenario 2
PC Failure PC Available PC Available PC Not Available PC Available PC Not Available PC Available
Red. Partner 
Status
Standby Ready Unknown
Red. Status Active Active - 
Standby not 
available
Scenario 2
PC Failure PC 
Not Available
PC Available PC Available PC Available PC Available PC Available
Red. Partner 
Status
Unknown Standby Ready
Red. Status Active - 
Standby not 
available
Active
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Undeploying AppEngines.
Another condition that may trigger a failover is the Undeployment of 
AppEngines in a redundant pair. This description refers to non cascade 
Undeploy of the AppEngine. By executing cascade undeploy of the Primary 
AppEngine all objects are undeployed from both engines.
The table below describes the expected behavior under these conditions.
Special considerations
• Communication failure in RMC and Primary network
A redundant AppEngine system is designed to provide high availability in 
the event of a failure in a single component. It means that the system will 
gracefully handle situations where only one of the pieces fails at a given 
time i.e. PC failure, Primary network fails, etc.
The requirement of the RMC to be a dedicated link to synchronize data 
and monitor the status of the redundant pair also pretends to minimize the 
chances of failures in the system as it is only a dedicated cross over cable 
between two computers with no external data traffic.
If the Active engine simultaneously loses the connection to the Primary 
network AND RMC, the system will get into an ACTIVE-ACTIVE state.
To recover from an Active-Active condition, both connections have to be 
reestablished and the system will arbitrate so that the Primary server will 
become Active, despite its condition before getting into Active - Active.
Initial 
Condition
Transition Final Condition
Primary Backup Primary Backup Primary Backup
Scenario 1
Undeploy 
Backup 
Engine
Deployed Deployed Deployed Undeployed Deployed Undeployed
Red. Partner 
Status
Standby Ready Unknown
Red. Status Active Active - Standby 
not available
Scenario 2
Undeploy Pri-
mary Engine
Deployed Deployed Undeployed Deployed Undeployed Deployed
Red. Partner 
Status
Standby Ready Unknown
Red. Status Active Active - 
Standby not 
available
Scenario 3
Deploy Pri-
mary Engine
Undeployed Deployed Deployed Deployed Deployed Deployed
Red. Partner 
Status
Unknown Standby Ready
Red. Status Active - 
Standby not 
available
Active
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Even though the likelihood of getting into the Active - Active state is minimal, 
you can design the application to handle it. It requires scripting and a third 
component to monitor the status of both engines. A condition could be 
implemented in the PLC to monitor the status of both engines and arbitrate 
which one stays active if a simultaneous failure occurs in the RMC and 
Primary network.
Redundant DI Object
AppEngines can host Redundant Device Integration Objects (DI Objects). The 
Redundant DI Object is a DINetwork Object used to enable continuity of I/O 
information from field devices. The Redundant DI Object provides the ability 
to configure a single object with connections to two different data sources. If 
the primary data source fails, the Redundant DI Object automatically switches 
to the backup data source for its information. There is a one-to-two relationship 
between an instance of the Redundant DI Object and the running instances of 
the source DI objects; that is, for each Redundant DI Object, a pair of source 
DI Objects is deployed. 
The following are recommendations for server node names:
• If the I/O or DAServer resides on the same node as the AppEngine hosting 
the DI Object, configure the server node name in the 'General' tab as Blank 
or Localhost.
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• If the I/O or DAServer resides on a remote node, any node name is 
acceptable as it refers to the same remote node despite where the DI 
Object is located.
Redundant DI Object configuration requires the following:
• Source DI Objects do not have to be of the same type, but must 
support the same type of Scan Group and have the same items address 
space. The Scan Groups configured in the Redundant DI object must 
also be configured in both the Primary and Backup DI Objects.
• The configuration must include at least one Scan Group.
• The names of the Primary and Backup DI Object must be different. 
The Primary DI Object attribute refers to the name of the DI Object 
that will be used as the primary source of I/O attributes. 
The editor of the Redundant DI Object allows you to configure Scan Groups, 
BlockReads, and BlockWrites. The Redundant DI Object can have 
configurable I/O points (Tag dictionary) that are periodically scanned for their 
value. The Redundant DI Object supports Subscription, Read Transaction, and 
Write Transaction on I/O points.
Runtime Behavior
After the Redundant DI Object is initialized, its state changes to Startup. The 
object opens MX communications and registers a reference to “ScanState” to 
track whether the DI Object is deployed. If the DI Object is off scan, the 
Redundant DI Object treats it as a bad data source. 
The attributes "ProtocolFailureCode" and "ConnectionStatus" monitor the 
status of the source device. During runtime, the Redundant DI Object performs 
the following tasks:
1. Adds newly activated attributes to the Active DI source.
2. Updates attributes with new values from the Active DI source.
3. Monitors the connection with the Active and Standby DI source. If the 
connection to the Active DI source is lost, switches to the Standby DI 
source.
4. If both DI sources are in bad state, raises the Connection Alarm.
Intermittent Network Configuration
Intermittent networks are physically distributed networks that, because of low 
bandwidth and/or high traffic, tend to have delays or breaks in communication. 
Any distributed network that is routed (uses modems or radio transmitters) is 
considered intermittent. A wide area network is also considered intermittent 
because of the time lag in transmitting data. Industries such as water and waste 
control, telecommunications, natural gas and oil distribution, in which fast 
response is not critical, can often use intermittent networks.
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Intermittent networks are usually controlled by SCADA (supervisory control 
and data acquisition) systems in which a central computer is used to 
communicate to remote PLCs or RTUs. A SCADA system gathers real-time 
data, transfers the data to a central site, performs the necessary analysis and 
control, and displays the information visually in an appropriately organized 
fashion. SCADA architecture can easily be expanded to handle additional 
remote sites and I/O points.
A SCADA host performs centralized alarm management, data trending, and 
operator display and control. The priority of SCADA is collecting and 
recording data events and alarms.
In a SCADA system, current status and commands are handled by local 
controllers (RTUs and PLCs). SCADA systems employ RTU or PLC protocols 
including Modbus, AB-DF1, and DNP3.0. SCADA communications can use a 
range of wired (lease line, dialup line, fiber, ADSL, cable) and wireless media 
(licensed radio, spread spectrum, cellular, CDPD, satellite). IO servers and DA 
servers collect data from remote units, then send this data to the Industrial 
Application Server using OPC, or SuiteLink protocols.
Critical needs for the SCADA industry are timestamping, disaster recovery, 
security, and dealing with bandwidth limitations.
• Timestamping: For RTU protocols where data timestamps may be 
retrieved from the remote site, it is necessary that a DA Server or I/O 
Server acquire this timestamp and make it available as a parameter of the 
data. Given the data's value and its timestamp, it is possible to transfer the 
data's value and timestamp into the historical database or process the data 
with event analysis algorithms. Such data transfer and processing require 
the development of specific Application Server objects designed for this 
task. 
RTU event information: For RTU protocols where event information may 
be retrieved, particularly as structured blocks with point ID, value, 
timestamp, and description, a DA Server or I/O Server must acquire the 
structured information and make it available for processing. Typically this 
requires special programming for the server that transfers the data to a 
database. In particular the data may be transferred directly into the 
Industrial SQL Server historian.
• Disaster Recovery: For insuring the integrity of an operational system 
where the central site is at risk from fire, tornado, hurricane or other 
catastrophe, it is important to establish a site, physically separated from 
the central one, that has replication capability. The replication capability 
includes having duplicated hardware, and requires that software 
configuration and key state information is periodically propagated from 
the central site to the recovery site. Each disaster recovery scenario will be 
unique, thus it is important to consult with system integration experts 
regarding the design of communications equipment, hardware and the 
configuration of the software.
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• Security: Galaxy security is configured via the Security dialogue of the 
IDE. Users/Groups are assigned, states are created and mapped to Galaxy 
privileges, and individual Application Objects are allocated to Security 
Groups. For geographically distributed systems it is likely that the 
topology will involve the use of more than one Domain Controller. Such a 
distributed topology allows that computer nodes at different sites are 
joined to different Domain Controllers; the operators, engineers and 
technicians log into those Domains. As long as their membership is then 
authenticated against Galaxy authorized groups, they will have access to 
the capabilities of the system. 
There is one specific requirement for the account used when installing the 
Industrial Application Server bootstrap at each computer node. For a 
contiguous Galaxy, that account must be identical on all computers in the 
system, i.e. it must be one Domain, one user name and its associated 
password. The configuration of Microsoft Security with Active Directory 
and DNS supports invoking such "cross-domain" accounts when 
configuring the bootstrap service at installation time. It is important to 
properly configure the DNS settings for the NIC adapter to insure that 
multiple Domains are visible to the computer.
• Minimum bandwidth considerations: The slowest network connection 
speed supported with Industrial Application Server 2.0 for platform, 
history, and alarm communications is 128 Kbps of dedicated bandwidth. 
This is totally independent of communications between OPC/IO/DA 
Server and field devices (RTUs, etc.), which is typically done over a 
different device network using RTU and/or other industrial protocols, 
often at slower data rates (i.e.: 56 Kbps and lower).
Configuration
Distributed InTouch HMIs
InTouch NAD (Network Application Development) can be used to design and 
configure systems, and to maintain graphical interfaces in a physically 
distributed system. The server maintains a master copy and clients maintain a 
copy of the master, so that if the master is unavailable, the client keeps 
working. Note that remotely notifying client applications of InTouch over a 
slow network is limited by the number and size of changes that may be 
effectively transmitted within a reasonable amount of time. 
Note When NAD is used in a Terminal Services environment on a Windows 
2003 machine, a share must be created to the Master application even if the 
Master is on the Terminal Server Node. 
For optimal system performance, observe the recommendations in Best 
Practices for Configuration.
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Deployment
For large numbers of Platforms and Engines residing on computers that are 
situated over slow network connections, it is not recommended that a Cascade 
Deployment of the entire Galaxy be initiated. For such networks it is important 
to deploy the Platforms separately. Also, Platforms that have complex 
combinations of Areas and Objects or large numbers of Objects should be 
selected in smaller groups and deployed as groups.
Important!  DCOM: In setting up the network, be careful in setting blocked 
ports. Some DCOM ports need to be open to communicate with OPC. Leave 
open the ports that interact between FactorySuite components.
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Reducing Data Traffic
Reducing data traffic is especially important in intermittent networks. 
Recommendations for optimizing data traffic in networks include: 
• Ping Times: Check ping times for nodes and consider improving the 
available bandwidth or reducing I/O polling frequencies for those nodes 
that exhibit very slow ping times. For information about using Ping for 
checking and diagnostics, refer to Other Recommendations in this section.
• Scan Rate: Tune the engine scan rate. Decreasing the engine scan rate 
decreases the event data that must be transmitted.
• Remote IDEs: Do not develop from a remote IDE that accesses the Galaxy 
Repository over a slow network connection. Instead, initiate a Remote 
Desktop session and run the IDE on the GR node, or initiate a Terminal 
Services session.
• Subnets: Set up subnets and subareas in the IP network. Most SCADA 
systems use routers and switches to isolate traffic within a particular site 
so as not to burden the network. Be sure routers are configured to isolate 
and route information correctly.
• NAD: Do not include Smart Symbols in the InTouch NAD source 
application for distribution to HMI nodes over a slow connection. (A 
change to any Smart Symbol causes recompiling of every window in the 
application and subsequent re-deployment of all windows.) Instead, 
develop a master application using Smart Symbols and import only the 
modified windows and any modified scripts to the NAD source 
application.
• History: 
A.  Set deadbands for parameters of data to historize; increasing the 
deadband decreases the network traffic.
B. Do not enable the Historian component in WinPlatforms and 
AppEngines unless they will actually be hosting objects that are 
historized.
C. Do not enable the Historian feature (a check box in the Objects IDE 
Editor form) in the highest level template for any object because this 
forces historization of every instance. Selectively apply the Historian 
feature to some templates and to specific instances of objects.
D. Modify the Historian tuning constants which are attributes of the 
Engine component found in the WinPlatform and AppEngine objects. 
Specifically set the following attributes as a starting point then tune 
them following careful observation of network bandwidth utilization: 
Store forward minimum duration: 180 s (seconds); Forwarding chunk 
size: 1024 Bytes; Forwarding delay: 250 ms (milliseconds)
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E. For the occasions that communications with the Industrial SQL 
Server Historian get interrupted, local storage and recovery of 
historical data is provided for. It is important to configure the 
Historization parameters of the Engine Object using the IDE to 
accommodate the number of packets that will be transmitted over the 
network when data is being restored. Be sure enough disk memory is 
in the local network to store data until it can be transferred to the 
historian. 
• Alarms:
A. Default checking the InTouch Alarm Provider and then leaving the 
Area text blank when you configure the Platform Object causes 
subscription to all Alarms throughout the Galaxy, no matter what 
computer node they originate in. To control the amount of network 
traffic over slow connections, it is important to configure specific 
Area names for the Platform Alarm subscriptions; that is, do not leave 
the text field blank. Instead of applying a single global query, 
configure displays to dynamically query different provider nodes. 
WW Alarm DB Logger should log only to a local database or over a 
fast network.
B. Allocate alarm groups between different stations and adjust visibility 
for appropriate areas. Some alarm groups may be at physically 
different sites. Select alarms that need area visibility to minimize 
network traffic.
C. Be sure that parent alarm areas are on the same node as their subareas.
Reducing Data Loss
In a SCADA Intermittent network, when it is recovering from a long Store 
Forward period, MDAS may fail to forward some live data. The loss of data is 
due to the time that the computer hosting the engine drifts out of scope relative 
to the historian while the engine is disconnected from the network (and hence 
the time sync source). If the times are in sync when the engine reconnects, no 
data loss occurs. 
Using the Microsoft time sync, when the local clock offset has been 
determined, the following algorithm is used to adjust the time:
•  If the local clock time of the client (Tclnt) is more than 3 minutes behind 
the current time received from the server (Tsrv), W32Time changes the 
local clock time immediately. Tclnt < (Tsrv - 3min)
•  If the local clock time of the client is more than three minutes ahead of the 
time on the server, W32Time changes the local clock time immediately. 
Tclnt > (Tsrv + 3min)
• If the local clock time of the client is less than three minutes ahead of the 
time on the server, W32Time will quarter or halve the clock frequency for 
long enough to bring the clocks into sync. If the client is less than 15 
seconds ahead, it will halve the frequency; otherwise, it will quarter the 
frequency. The amount of time the clock spends running at an unusual 
frequency depends on the size of the offset that is being corrected. Tclnt 
>(Tsrv - 3min) or Tclnt < (Tsrv + 3min)
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Microsoft Windows W32Time periodically checks its local time with the 
current time by connecting to the time source, usually the authenticating 
domain controller. This process starts as soon as the service turns on during 
system startup. W32Time attempts synchronization every 45 minutes until the 
clocks have successfully synchronized three times. When the clocks are 
correctly synchronized, W32Time then synchronizes at eight-hour intervals, 
unless there is a failure to obtain a timestamp, or a validation failure occurs. If 
there is a failure, the process starts over from the beginning.The result is that 
all computers within the network running W32Time reliably converge to a 
common time.
Note When you reconnect the network cable, the system event viewer may 
contain a message that the time provider NtpClient is currently receiving valid 
time data. This message does NOT mean the computer clock time sync 
happens. It means the internal clock is adjusted and will act as described in the 
bullets above. In other words, this message is sent every time the computer is 
reconnected, but only in certain cases is the actual computer clock also updated 
to the current Server time. In other cases, only the internal clock is adjusted 
and the computer time is gradually synced with Server time according to the 
algorithm.
Best Practice:
To provide absolute certainty that data is properly time-stamped and forwarded 
to the historian under all circumstances it is recommended that a mechanism 
for universal time synchronization be implemented at each site. Current 
technology uses GPS or radio broadcast along with dedicated devices that may 
linked to one or more computers at the site using serial ports, Ethernet or USB.
Other Recommendations
• Security and Domain configuration: 
All Industrial Application Server bootstrap installations must use a 
common Domain, User Name and Password for authentication, even for 
the case in which there are multiple Domain Controllers in the system. For 
intermittent connections, you may need to tune expiration times relating to 
domain control and security. For example, in a scenario where Industrial 
Application Server security is enabled as OS User or OS Group for the 
galaxy and the node is temporarily disconnected from a domain controller, 
logins to SMC, Object Viewer, and InTouch still succeed; but for a limited 
time. If a domain is out of communication for a period of time, tokens are 
locally cached until the configured timeout. If the operating system's 
default expiration time is too short for your operation, you might need to 
extend the expiration timeout for cache security. 
A single Archestra account is accessible from any domain. A galaxy can 
span multiple domains, but a single ArchestrA account must be used for 
all nodes. This account can be a local account on each node, each account 
having the identical name.
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This same-named account must exist on the InSQL node as a Local 
Administrator if the Industrial Application Server is to store history to that 
InSQL database.
The DNS server and Domain Controller should be separate. For systems 
with remote sites that are exposed to long periods disconnected from the 
central network, it is important to distribute additional DNS servers and 
Backup Domain Controllers at strategic points in the network.
To improve login time on an application in a SCADA system using "OS 
Group based security", change the default login time from 0 (which 
disables this feature) to 1000ms (which limits the role-validation part of 
the login to 1 second). Role-validation on a large system might otherwise 
take many seconds. On the GR node,open the IDE. From the menu, select 
Galaxy > Configure > Security. Change the default login time to 1000 ms.
Domain control and authenticated token cache expiration time are features 
of Microsoft security. Before changing domain parameters, refer to 
Microsoft documentation.
• Load balancing: Because load balancing implies moving traffic to another 
CPU at same location, and SCADA systems have physically distributed 
architecture, load balancing is only relevant in the central supervisory 
setting. In this setting, you can use a cluster of Application servers to 
distribute processing activities.
• Redundancy: Redundancy for ApplicationObject Server Engines may be 
applied as needed at remote sites. The Primary and Backup nodes must 
include individual NICs for their RMC channels and must use a simple 
crossover cable between them. The only impact upon network traffic will 
be some amount of additional packets during deployment from the central 
GR node to both the Primary and Backup nodes.
• Ping: Ping is a basic command that helps you check out the basics of your 
network. When pinging another machine, a sequence of special ICMP 
(Internet Control Message Protocol) Echo Request packets are sent. The 
receiving machine responds with an "echo reply". Based on this activity, 
the ping program reports a number of items including: the number of 
milliseconds it took to get a reply to each Echo Request packet, the 
maximum, minimum and average round trip times, the number of dropped 
packets and a TTL (Time To Live) value.
A. The average round trip time provides an indication of the speed of 
your network. In general, it's best if round-trip times are under 200 
milliseconds. The maximum and minimum round-trip times give you 
an idea of the variance ('jitter'). When large variance is present, you 
may experience poor response in communications.
B. The number of dropped packets may be an indication of network 
problems.
C. The TTL value helps you find out how many routers (or "hops") the 
packet goes through in order to get to its destination. Every packet 
sent has a TTL field set to an initial number (for example 128). As the 
packet traverses the network, the TTL field gets decreased by one by 
each router. If the TTL field in successive pings is different, it could 
indicate that the reply packets are traveling through different routes.
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• Tracert: Another valuable tool to examine a network is the "tracert" 
command, which traces the path followed by a packet from one machine 
to another. The results of this command also provides the IP address of 
each router the information goes through and how long it took on each 
hop. Looking at the time between hops allows identification of slow or 
heavy traffic segments. If tracert is unsuccessful, you can use the 
command output to help determine at which intermediate router 
forwarding failed or was slowed. Looking for hops that have excessive 
times or dropped packets in the report from a tracert command helps find 
potential trouble spots in the path between two machines."
Connectivity
Topology of IO and DA Servers for Best 
Performance
The server you use and the topology you construct depends upon your existing 
system and the needs of your process. Refer to the Compatibility Matrix on the 
FactorySuite eSupport website for information about compatibility between 
FactorySuite components, Microsoft operating systems and SQL server 
releases.
For example, an I/O server might better meet the needs of a system with a 
number of legacy components, but would not be suitable alone for a system 
requiring OPC-based communication. 
I/O Servers provide connectivity for devices using DDE, FastDDE and 
SuiteLink protocols. Wonderware's I/O Servers can connect every 
FactorySuite 2000 and FactorySuite A² component. I/O Servers also connect 
various popular PLC, RTU, DCS and ESD systems.
Wonderware's Rapid Protocol Modeler (RPM) Kit allows you to customize an 
I/O server suited to your needs. The RPM Kit can handle serial and TCP/IP 
communications with either ASCII or binary protocols to connect FactorySuite 
client applications to devices with non-standard protocols. The RPM Kit can 
be used to profile and save a protocol.
DAServers
The Data Access Server (DAServer) is designed to provide simultaneous 
connectivity between plant floor devices and SuiteLink™, OPC and DDE/SL-
based client applications that run under Microsoft's Windows® 2000/2003/XP 
Professional operating systems. DAServers can operate with many current 
FactorySuite 2000 client components, as well as with FactorySuite A² product 
offerings, when these are used with their associated DI Objects. 
The DAServer supports runtime configuration, device additions and device- 
and server-specific parameter modifications
Note  If the DAServer has to use specific hardware, for example, a specialized 
card, it is quarantined until the physical hardware is installed.
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The DAServer is like a driver: it can receive data from different controllers 
simultaneously. For example, a DAServer might use OPC to access data 
remotely in one machine, and use InTouch to communicate with another 
machine. When a DAServer transfers data, it also transfers a timestamp and 
quality codes.
The DAServer is flexible enough to be used in a variety of topologies, but 
some topologies are more efficient than others. For example, the DA Server 
can connect to the OPC Server directly across the network, or FactorySuite 
Gateway can be placed on the same machine as the OPC DAServer and 
SuiteLink can be used to link the server to devices. Of the two topologies, 
using FactorySuite Gateway is more efficient than connecting the DAServer 
directly to the OPC Server. Also, OPC DAServer technology has some 
drawbacks; for instance, you may lose data briefly and not realize it. 
Advantages of DI Objects over DA Server
Device Integration Objects (DI Objects) represent communication with 
external devices. DI Objects may be DINetwork Objects (for example, the 
Redundant DI Object) or DI Device Objects. DI Objects (and their associated 
AppEngine) can reside on any I/O, DA, or Automation Object Server node in 
the Galaxy. DI Objects allow connectivity to data sources such as DDE servers, 
SuiteLink servers, OPC servers, and existing InTouch applications.
The advantages of using DI Objects are as follows:
• When IDE software is installed on an Industrial Application Server, DI 
objects allow you to configure, deploy, and monitor DAServers from one 
centralized location.
• DI objects can represent all the devices and PLCs in a network, allowing 
you to create a representation of an entire plant, including a hierarchical 
view of network connectivity. 
• In FactorySuite A2, DI objects are so closely tied to the DA Server that 
when an object is deployed across the network, it remotely installs the DA 
Server too. (This means that you can install the DA Server without going 
to the actual machine, and that the DA Server connects immediately.)
• DI objects are very closely tied to the DA Server they are assigned to, so 
that when an object is deployed, it brings with it all code, including 
registry, scripting, attributes, and parent. (Note that in a large project, this 
process may take some time. However there is a tremendous savings when 
comparing central deployment to individual tasks should the Servers be 
separately installed and configured on each node.)
Protocols
In an effort to support legacy products and to extend usability to customers 
using third-party applications, Wonderware components allow a variety of 
communication standards. They include the following:
• DCOM: (Distributed Component Object Model) DCOM uses the RPC 
mechanism to send and receive information between clients and servers on 
the same network. DCOM is implemented only for Windows-based 
operating systems.
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• DDE: (Dynamic Data Exchange), an interprocess communication (IPC) 
system built into the Macintosh, Windows, and OS/2 operating systems. 
DDE enables two running applications to share the same data. DDE is an 
event-driven communication which allows data to be transmitted from an 
actual device to the final application. 
• NetDDE: Wonderware’s NetDDE, licensed by Microsoft, can still be 
used to transfer data between nodes over a network.
• FastDDE allows data to be shared between different applications 
running in a Windows environment.Wonderware has added 
timestamp and message quality support to FastDDE. 
• MX (Message Exchange) is the object-to-object protocol used for 
communication between Industrial Application Server platforms. It is not 
used for communications with data servers. Thus, it is not a replacement 
for DDE, SuiteLink or OPC.
• OPC supports the OLE (Object Linking and Embedding) for process 
control specification. OPC uses the client-server model and Microsoft 
COM/DCOM protocols for vendor-independent data transfer. Each object 
has a name, value, time stamp, and quality. Factory Suite Gateway can 
translate OPC to DDE or SuiteLink.
• RDP (Remote Desktop Protocol), is designed for communication between 
a server and a remote Windows desktop. It is installed by default with 
Windows Server 2003 Terminal Services. 
• SuiteLink is Wonderware’s high-speed communications protocol. Based 
on TCP/IP, SuiteLink offers high-throughput, reliable communication 
between FactorySuite components in a Windows NT and Windows 
Server 2003 environment. SuiteLink’s support for timestamps, value and 
quality are especially important in alarming, archiving, and SCADA 
applications.
• SECS-11/GEM: Wonderware’s Host Kit and Equipment Kit are 
implemented as ActiveX controls. The Host Kit can communicate with 
many devices simultaneously through SECS-l (serial RS-232) and HSMS-
SS (TCP/IP) protocols. The Equipment Kit can be used as an addition to 
InTouch, SECS-11/GEM can be used with standard I/O servers 
communicating with on-board PLCs.
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C H A P T E R  2
FactorySuite A2 Integration
Industrial Application Server (Industrial Application Server) can be integrated 
with the various components of the FactorySuite A2. This documentation 
describes ways to integrate FactorySuite A2 components with Industrial 
Application Server. There are multiple ways the various components can be 
integrated; the specific application requirements will drive the integration 
approach. The information provided is a guideline for integrating the products, 
and is based on experimentation and/or product capabilities.
Important!  It is very important to check the FactorySuite A2 Compatibility 
Matrix on the Factory Suite support website 
http://www.wonderware.com/support/ before you start a project that integrates 
multiple components.
Contents
• IndustrialSQL Server
• InTouch
• SCADAlarm
• Alarm DB Manager
• SuiteVoyager
• QI Analyst
• DT Analyst
• InTrack
• InBatch
• Integration to Third Party Applications
IndustrialSQL Server 
As the data historian, IndustrialSQL Server is tightly integrated with Industrial 
Application Server. Attributes that need to be historized can be easily 
configured in the IDE. Their values are pushed during run time to the historian 
node using the manual data acquisition service (MDAS). 
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IndustrialSQL Server must be installed on the local network, but outside of the 
Galaxy; the IndustrialSQL Server node should not have and does not require a 
Platform.
For information on how to configure a platform/engine for history or to 
configure objects to store history, see the IDE documentation for Industrial 
Application Server. For information on using IndustrialSQL Server as the 
historian for Industrial Application Server, see Chapter 6, "Storing Historical 
Data." For information on configuring the IndustrialSQL Server node, see the 
IndustrialSQL Server documentation.
InTouch 
As the visualization component of the FactorySuite, InTouch is the preferred 
mechanism for building a graphical interface to the Industrial Application 
Server. Through remote tag references, InTouch 8.0 or later is able to acquire 
Galaxy data via the "Galaxy" built-in access name, which relies on the 
functionality of Message Exchange (MX) and the local Platform. Traditionally, 
InTouch developers use windows and scripts to provide functionality such as 
alarms, history, security, and I/O. When InTouch is used as the graphical user 
interface (GUI) for Industrial Application Server, these features are instead 
provided by the AutomationObject Server node(s).
WindowMaker, WindowViewer, and View
WindowMaker is the development environment for creating windows and 
scripts in InTouch. The Bootstrap and the IDE must be installed on the InTouch 
node running WindowMaker in order for the TagSource to be created. The 
TagSource allows you to browse Galaxy objects. WindowMaker is provided 
with a FactorySuite A2 development package that also includes the IDE, but 
they are totally independent; the IDE cannot be used to develop InTouch 
applications, and WindowMaker cannot be used to create Domain objects.
WindowViewer is the run-time environment that is used to display Galaxy data 
in the windows created with WindowMaker. InTouch View is another run-time 
environment, designed to connect InTouch to the Industrial Application Server 
only. For an InTouch View application, no access names other than "Galaxy" 
can be used. No historical logging or alarming is performed within InTouch 
View, but it can be used to display alarms generated by objects in an 
AppEngine. InTouch View nodes use Industrial Application Server security 
through the Archestra IDE security model. For information on using InTouch 
with Industrial Application Server, refer to the white paper InTouch/IAS 
Migration and Coexistence Planning Guide on the Factory Suite support web 
site http://www.wonderware.com/support/.
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Network Utilization
Galaxy references (e.g., references of the form Galaxy:MyObject.MyAttribute) 
that resolve to remote nodes affect bandwidth utilization, which increases as 
the data-change rate increases. If your requirement is to minimize network-
bandwidth utilization between an InTouch node and remote Industrial 
Application Server nodes, you need to account for all active subscriptions 
between your InTouch node and the remote Industrial Application Server 
nodes that provide your data. When your application applies any of the items 
below with a galaxy reference, that item activates a subscription:
• Upon Window viewer being started (with NO windows being opened yet)
A.  Application "While Running" script
B.  Condition Scripts
C.  Data-change Scripts
D.  Real-Time trend with "Only update when in memory" unchecked 
(this is the default)
• When any window is open, that is, a currently-open window that has:
A.  Animation links 
B.  Window "while showing scripts"
C.  AlarmViewerCtrl that is subscribed to the "Galaxy" alarm provider
D.  Real-Time trend (regardless of the "Only update when in memory" 
check box state)
For example, assume your application has one window which contains a Real-
Time trend with "Only update when in memory" unchecked. Assume this trend 
is configured to gather data from Galaxy reference "Galaxy:MyObj.MyAttr". 
Even though that window is not open, InTouch has an active subscription and 
is receiving updates for Galaxy:MyObj.MyAttr.
SQL Access Manager, Recipe Manager, and 
SPCPro
InTouch includes a number of sub-systems to extend its functionality, such as 
SQL Access Manager, Recipe Manager, or SPCPro. These features can still be 
used in InTouch nodes that are part of a distributed automation project that 
includes the Industrial Application Server. It is also possible to implement a 
similar functionality of those sub-systems directly into ApplicationObjects. 
For example, AutomationObjects that execute database queries using 
ADO.NET can be used to mimic some of the functionality in SQL Access 
Manager.
Also, you can create an object that stores data into flat files or tables in 
Microsoft SQL Server and implement logic similar to the InTouch Recipe 
Manager.
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SPCPro was designed for InTouch, and that is how it should be used. Using the 
SPCPro OLE Automation Library to directly call SPC functions from 
Industrial Application Server is not recommended. This method requires a very 
good understanding of the SPCPro database schema, as well as OLE 
automation. Also, this method has not been tested and will not be supported. 
QI Analyst or custom-made objects is the preferred mechanism for SPC 
analysis with Industrial Application Server.
Tablet and Panel PCs
Using InTouch with Industrial Tablet PCs and Touch Panel computers enables 
immediate access to process information anywhere in the plant." 
Industrial Tablet PCs are furnished with Windows XP Tablet PC Edition and 
have InTouch pre-installed at the factory. A number of wireless options are 
available, enabling operators, supervisors and maintenance personnel 
immediate access to information at the point and at the time of maximum 
efficiency: where they need it, when they need it.
Industrial Tablet PC users can leverage a number of features in both the Tablet 
Edition of Windows XP as well as in InTouch, such as using digital ink (i.e.: to 
write values into data links or annotate graphical displays), enabling more 
efficient communication and troubleshooting of problems on the factory floor.
Industrial Tablet PCs support a number of options to secure wireless 
communications, including the use of VPN over wireless. For more 
information on securing your wireless networks, refer to the white paper 
"Tablet PCs in Industrial Applications", accessible through the Wonderware 
FactorySuite support website.
Touch Panel computers are shipped with either Microsoft Windows XP 
Professional or Windows XP Embedded and, in addition to InTouch, have 
selected Wonderware DAServers pre-installed. A pre-installed Industrial 
Application Server bootstrap in Windows XP Professional Touch Panel 
Computers allows fast integration to a FactorySuite A2 solution."
Both Tablet PCs and Touch Panel computers include the Microsoft Remote 
Desktop Connection (Terminal Services Client). Using Industrial Tablet PCs or 
Touch Panel PCs in combination with Terminal Services allows you to install 
Industrial Application Server platform and InTouch once on a central server 
and then open sessions from multiple terminals.
For information about using InTouch with terminal services, refer to the 
Terminal Services for InTouch Deployment Guide on the Wonderware 
FactorySuite support website http://www.wonderware.com/support.
SCADAlarm
SCADAlarm provides an alarm notification service via pagers, phone, and e-
mail. While an InTouch node could query alarms generated by objects in the 
Industrial Application Server and act as a gateway to SCADAlarm via remote 
tag references, the recommended approach is to use the FactorySuite Gateway 
as a translator from SuiteLink messages to Message Exchange (MX).
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To accomplish this, in the SCADAlarm configuration, add a server definition 
that points to a FactorySuite Gateway server. Then configure alarm tags to 
address the alarm "Object.Attribute" that you want Alarm notification on.
Typically, SCADAlarm reads a string value of 1 in order to determine an alarm 
condition. This value may be received from the Industrial Application Server 
as "1.00000000," so you should use this string in the tag definition.
Acknowledgements can be sent from SCADAlarm back to the Industrial 
Application Server via another "Object.Attribute" reference to the.AckMsg. In 
this case, a string value of 1 is sent to acknowledge the alarm.
Alarm DB Manager
Alarms generated by ApplicationObjects are stored within the alarm database. 
The alarm database can be hosted by the Galaxy Repository node (if available 
all the time), the IndustrialSQL Server historian node, or any other instance of 
a Microsoft SQL Server that has an Industrial Application Server Platform 
deployed to it and is configured as an Alarm Provider. The configuration of the 
Alarm Groups (Areas in the Industrial Application Server) should be 
configured as "Galaxy!Area" where "Area" is the globally unique name of any 
configured Area ApplicationObject of the Galaxy.
SuiteVoyager
Graphics developed in InTouch that access Industrial Application Server data 
can be converted to web pages for display through SuiteVoyager. Also, the 
existing integration between SuiteVoyager and other components of the 
FactorySuite A2 (such as IndustrialSQL Server and Alarms) inherently provide 
a view to Industrial Application Server data. To be part of a Galaxy, a 
SuiteVoyager portal node requires a local Platform.
QI Analyst 
QI Analyst can use historical data from many sources. Whether the source is 
real-time data from InTouch, real-time data from Application Server through 
FactorySuite Gateway, historical data from InSQL or any other ODBC or OLE 
DB-supported source, QI Analyst can quickly analyze, plot and provide 
information about plant processes.
Quality information is collected, analyzed, and displayed through various 
components of QI Analyst. The collecting and analysis engines of QI Analyst 
can be accessed and leveraged by Industrial Application Server, thus allowing 
data to be sent to and read from QI Analyst. Process graphics can still be 
provided through stand-alone QI workstations or through ActiveX controls 
within InTouch or another container.
Although there are no pre-defined QI Analyst templates, there is nothing to 
prohibit QI Analyst calls from within an ApplicationObject. The QI Analyst 
OLE Automation library may be called with the CreateObject() function from 
ApplicationObject scripting. Through the object interface, new data rows and 
values can be stored in the QI Analyst database.
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The main difficulty is in the persistence of objects from one script to the next, 
or from object to object. Object persistence must be managed with the .NET 
global data cache (that is, System.AppDomain.CurrentDomain). For more 
information, see "Scoping Variables" in Chapter 4, "Template Planning,". 
Setting objects such as a QI database or data table to the global memory allows 
other scripts to continue working with the object in the same state as the 
previous script stored the object.
DT Analyst 
 DT Analyst can be used in an Industrial Application Server automation project 
by employing FactorySuite Gateway. Downtime and efficiency data are 
collected, analyzed, and displayed with DT Analyst. DT Analyst includes 
components designed to:
• Configure the downtime database (Configuration Manager)
• Monitor changing tag values (Logic Manager)
• Display events (Event Monitor ActiveX Control)
DT Analyst requires its own list of tags that can be configured to read from I/O 
Servers, DAServers or OPC Servers, InTouch nodes, or the FactorySuite 
Gateway. Virtual tags (those with no I/O access name) could also be 
configured. These tags cannot read AutomationObjects from Industrial 
Application Server directly, but the Logic Manager can be configured to read 
from FactorySuite Gateway, which acts as a SuiteLink Server or OPC Server to 
provide Galaxy data to any SuiteLink client or OPC client. Refer to the FS 
Gateway documentation for further details.
The Logic Manager does not require a Platform because it relies on SuiteLink 
and OPC to receive value changes from I/O Servers. It is important to note that 
the DT Analyst Logic Manager and Event Monitor require a connection to the 
downtime database in order to be functional. 
Best Practice:
It is recommended that you install the Configuration Manager in the 
engineering station node, along with the Integrated Development Environment 
(IDE) and InTouch WindowMaker. The configuration, downtime, and 
efficiency data is stored in a SQL Server database called DTDB (default). 
DTDB is independent of the Galaxy database and the objects that it contains. 
Aspects of the DT Analyst process model (such as Systems, Areas, or Groups) 
may be similar to some objects in Industrial Application Server, but they are 
not directly related. However, it is possible to query the DTDB database from 
an object designed for that purpose.
InTrack
InTrack is the Work-In-Process (WIP) and Material tracking component of 
FactorySuite. It is a set of configuration tools, OLE COM objects, and database 
structures that manage the movement, creation and consumption of materials 
as they move through the manufacturing process. 
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InTrack requires either Microsoft SQL Server or Oracle database management 
to run InTrack. For specific database requirements and important planning 
guidelines, refer to The InTrack Deployment Guide.
Using InTrack with an Application Server
The Industrial Application Server provides an opportunity to enhance and 
extend the core capabilities of InTrack. Industrial Application Server can serve 
as an event source to trigger InTrack transactions. Industrial Application 
Server can also perform conditional alarming or execute pre-conditioning logic 
or qualification for InTrack calls. All of the Industrial Application Server 
attribute tracking capabilities - alarming, historization, and I/O source 
definition - can be applied to the execution of objects pertaining to InTrack 
interaction. The two components, Industrial Application Server and InTrack, 
must be closely coordinated through naming conventions and structure to 
accomplish this coexistence. There are some constraints and guidelines that 
need to be acknowledged in order to successfully implement such a solution. 
Two basic architectural approaches can be used to employ InTrack. The first 
method is to simply execute InTrack method calls from Industrial Application 
Server objects, either via scripting or embedded into objects that are built using 
the Application Object Toolkit. The TrackOBJ.dll can be imported into the 
Industrial Application Server galaxy and any object that references the library 
will have the required methods deployed to its platform. Only one connection 
to the InTrack Database can exist on any platform, so an engine-level object 
must be created to manage this connection. 
Error handling must occur within the calling scripts. The scripts may execute 
synchronously or asynchronously but, since database response can be 
unpredictable, care must be taken to accommodate execution of the Industrial 
Application Server scan. As a rule, scripts that execute any DB transaction 
should not run synchronously in a scan that includes time-sensitive control 
objects. Allowing this exposes the application to scan overruns and/or lock up. 
While it is conceivable that one could segregate all InTrack scripting functions 
to a dedicated engine and simply ignore scan overruns, it is rarely possible to 
construct an Industrial Application Server object model that lends itself to this 
architecture. 
Executing the scripts asynchronously from within the Industrial Application 
Server spawns a new thread which executes independently and does not 
interfere with scan execution by waiting for a response. This requires the 
developer to include a message identifier to insure that responses are directed 
back to the appropriate client. 
A second method that can be used to build InTrack functionality into an 
Industrial Application Server solution is more complex. This method involves 
creating a transaction server that abstracts the Industrial Application Server 
objects from the InTrack COM libraries. This transaction server is, essentially, 
a piece of code that creates and processes InTrack calls.
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An object executing on an Application Object Server platform collects 
attributes that are required input parameters for InTrack methods (for example, 
TransID, LotID, Quan, and so forth), packages them, and, on a defined trigger, 
sends them to the transaction server. Delivery of the packaged parameters can 
be accomplished via web services. The Web service handles message quality 
and integrity. 
The transaction server unpacks the parameters and assembles them into 
appropriate COM method calls. These calls are executed against one, or a pool 
of several, TrackOBJ library(ies) on a central server. This effectively moves 
the creation and execution of the COM calls to the backend server.
You can run the transaction server on the same server as the database or 
separately. For larger customers or a high traffic network, you might have three 
separate servers: the Application server, transaction server, and DB server. A 
Web server on each side handles taking attributes from the object, sending 
them across the network, and delivering them to the transaction server. 
Integration with Other FactorySuite A2
Components
InTrack can be combined with other FactorySuite A2 components. In a 
FactorySuite A2 solution, InTouch is used to develop runtime applications, and 
to host the visualization and logic for InTrack. InTouch resides on the client 
side, either through direct connection or through a terminal.
• For applications with many interface graphics and straightforward InTrack 
code, using InTouch as the OLE Automation container enables faster 
development.
• If the InTrack scripting is complex and the user Interface simple, Visual 
Basic is faster and offers more debug options.
InTrack may also be combined with additional FactorySuite A2 components, 
like InSQL, SPCPro, and InControl. 
• Applications using InSQL should use SQL Server for database 
management. The InSQL and InTrack databases can reside on the same or 
separate servers. If either database will have a high transaction rate, the 
use of separate servers is recommended.
• SPCPro is Wonderware's statistical control product. When you use 
SPCPro with InTrack, use SQL Server for database management. 
• One InControl engine can manage multiple InTrack transaction engines. 
The InControl engine accepts commands from multiple client applications 
and determines which transaction engine is available for executing the 
command. All results, processing time, and errors are returned to the 
calling client application. 
• While InTrack is not integrated with SQL, you can use Industrial 
Application Server attributes or inputs from machine level devices to 
InTouch tags as triggers for InTrack events. For example: A Start button 
can be a trigger for gathering attributes and sending a call across the 
webservice to the InTrack function.
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InBatch
InBatch is flexible batch management software designed to power production 
of any batch process. Industrial Application Server can be used to extend 
InBatch’s rich functionality by performing the following tasks:
• Monitoring and handling the use of Batch Units
• Monitoring and handling material assignment and reception of Material 
relative to a Batch Unit 
• Statuses and Material reconciliation. Industrial Application Server 
Application Objects add scripting capabilities to InBatch. The scripting 
engine and other custom functions make it easy to receive materials and 
reconcile inventory with I/O values.
• Synchronizing the InBatch Material database with an external database 
such as PreWeigh and Material Management systems. The Industrial 
Application Server scripting engine can interact with third-party database 
and allow customizing.
• Generating real-time, batch-specific alarms
• Operating as an external phase engine
• Applying runtime formula adjustments
• Use materials characteristics to adjust the target amount of a material. 
Application Objects make it possible to include material information that 
the batch system alone does not use. 
The following Application Objects can be used to extend InBatch 
functionality. 
• BatchProxy object: Uses the DDE/SuiteLinkClient object as basis for a 
communications channel between Industrial Application Server and 
InBatch; InBatch acts as Server
• BatchUnit Object: Monitors Unit status tags
• BatchInventory object: Connects to InBatch Material Database by using 
InBatch's MaterialSrv.exe COM server interface, can be used as a 
contained object for any BatchUnit object instance to monitor Materials 
and for other actions such as Material reconciliation
• BatchPhase Object: Enables Industrial Application Server to run external 
phases 
Note FS Gateway must be installed first; InBatch acts as a client.
Information on installing and using Batch Server objects can be found at the 
http://www.archestra.biz/. For additional InBatch information, refer to 
InBatchCOM.pdf.
Requirements
InBatch supports Windows 2000 Server and Windows 2003 Server operating 
systems. Windows XP Professional can also be used, as long as it does not 
serve as the InBatch Server or Galaxy Repository. 
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An InBatch production system requires two or more machines: an InBatch 
server on one computer, and Industrial Application Server on another. Also, 
each InBatch system contains at least one Batch client. More complex systems 
may include a Redundant Server for automatic backup, InTouch clients, 
AutomationObject Servers, and a Terminal Server with associated Batch 
clients. Batch clients can be used for development, runtime production, report 
development or web-based reporting. 
InBatch and Industrial Application Server with Windows 2003 
Server
Windows 2003 Server, Standard Edition, comes with many security settings 
which, unlike former Windows Server operating systems, are disabled by 
default. In order to access a Windows 2003 Server machine remotely, you must 
enable the appropriate security settings. 
Also, using DCOM in a workgroup environment requires a common 
administrator account on both the server and the client machine. Furthermore, 
to use DCOM from Industrial Application Server scripting, this must be the 
same account that was used when installing the server and requesting an 
account. Refer to the Factory Suite A2 support site 
http://www.wonderware.com/support/mmi for information on DCOM settings 
for InBatch.
Topologies
InBatch/Industrial Application Server can employ two different topologies. 
The descriptions below outline what kind of information is being exchanged.
The first topology, BatchServerSuiteLinkClient/IBServ uses the 
DDE/SuiteLinkClient Object. InBatch is the server, Industrial Application 
Server is the client. This topology is recommended for batch engine 
information, batch information, and equipment allocation. The 
BatchServerSuiteLinkClient/IBServer topology offers the following 
advantages:
• InBatch Unit system tags can be used by Industrial Application Server 
through BatchServerSuiteLinkClient Object, 
• New unit attributes can be created for InBatch data (also available through 
COM interfaces) 
• InBatch COM servers can be used within Industrial Application Server 
scripting 
• Industrial Application Server scripting can be used to write one object, 
then instantiate many 
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• Industrial Application Server AppObjects can be used to generate alarms, 
for example, phase execution time exceeded on a specific Unit
The second topology, FS Gateway/IBCli, a unit or phase topology, uses 
SuiteLink Protocol. Industrial Application Server is the server, InBatch is the 
client. This topology is recommended for Industrial Application Server 
scripting and field I/O data, (such as phase information, equipment status). The 
FS Gateway/IBCli topology:
• Exposes phase logic attributes in Industrial Application Server to InBatch 
through FS Gateway
• Phase logic in Industrial Application Server is more flexible than PLC 
database/file access, Also 3rd party systems interface, more intelligent 
alarming
• Can be combined with PLC logic for added intelligence and parameter 
adjustment
Integration to Third Party Applications
FactorySuite Gateway
FactorySuite Gateway (FS Gateway) is a universal translator, capable of 
translating all major protocols (MX, OPC, DDE, SuiteLink) to any protocol 
required by a network component. 
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A primary purpose of FS Gateway is to translate between Archestra MX 
protocol and other protocols. For instance, an Industrial Application server, 
which uses MX, previously could not be accessed by third-party clients except 
though InTouch. Excel, Visual Basic, and other third-party applications were 
unable to receive data from FactorySuite products without using InTouch tags. 
Using FS Gateway as a protocol translator allows direct connection to an 
Industrial Application Server. FS Gateway can replace OPCLink, which 
translates OPC to DDE or SuiteLink.
FS Gateway is also useful for legacy servers, controllers, and operating 
systems. Gateway can translate older DDE to the newer SuiteLink protocol, 
enabling legacy products to connect to newer systems.
Other Connectivity Tools
Industrial Application Server can access device data by using client application 
objects. These DI Objects ($DDESuiteLinkClient, $InTouch proxy, 
$OPCClient) enable the server to interface with I/O devices that use DDE, 
SuiteLink, InTouch tags, or OPC protocol. 
Other protocol connectivity tools include third-party OPC servers, the 
Archestra DAS Toolkit, the Rapid Protocol Modeler Kit, the ActiveX SECS-
II/GEM kits, and the InTouch Tag Creator. 
I/O servers provide connectivity for devices using DDE, FastDDE, and 
SuiteLink protocols. I/O servers can connect every FactorySuite 2000 and 
FactorySuite A2 component, as well as PLC, RTU, DCS, and ESD systems.
You can build I/O servers using Wonderware's Rapid Protocol Modeler (RPM) 
Kit. The RPM Kit can handle both serial and TCP/IP communications with 
either ASCII or binary protocols to connect FactorySuite client applications to 
devices with non-standard protocols. 
DAServers (Data Access Servers), provide simultaneous connectivity between 
plant floor devices and DDE, SuiteLink and/or OPC-based client applications 
running under Microsoft Windows. The DAS Toolkit allows you to create a 
DAServer specific to your needs. DAServer architecture is modular, allowing 
for plug-ins for DDE/SL, OPC, and other protocols.
Wonderware’s InControl software offers connectivity to third-party OPC 
servers and clients by allowing you to create an OPC Server and/or OPC client. 
You can use the OPC set of interfaces to collect and transfer data between 
software packages from any vendor. OPC uses the client-server model and the 
Microsoft COM/DCOM® protocols for vendor-independent data transfer. The 
InControl OPC Server consists of these three primary types of objects: server, 
group(s), and item(s). Each OPC item object represents a single data element 
in the data source and has a name, value, time stamp, and quality. Items also 
have attributes and properties. OPC groups manage the attributes of each item 
contained in them. The OPC server maintains the properties of all OPC items. 
The InControl OPC server uses SuiteLink for communications.
In addition to its own database, SQL Server can act as a gateway to systems 
based on Oracle, Sybase, Ingres and other databases. Once connected to SQL 
Server, external databases operate as if they were part of the native SQL Server 
database. Data from multiple databases can be combined in reports and 
queries.
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Refer to the FactorySuite support website, especially the Compatibility Matrix,
for more information on specific connectivity tools.
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C H A P T E R  3
Planning a Project
In order to successfully implement a project for the FactorySuite A2
environment, you should start with careful planning. A six-step project 
workflow is provided that describes how to complete different tasks in a 
logical and consistent order, so that you minimize the engineering effort.
The project information that you define will become your guide when actually 
creating your industrial application using the ArchestrA IDE. The better your 
project plan, the less time it will take to create the application, and with fewer 
mistakes and rework.
Contents
• Suggested Project Workflow
• Identifying Field Devices and Functional Requirements
• Defining Naming Conventions
• Defining the Area Model
• Planning for Object Templates
• Defining the Security Model
• Defining the Deployment Model
Suggested Project Workflow
Just as there are many different criteria for FactorySuite A2 projects, there are 
many different ways to design and implement a supervisory and control 
system. The suggested project workflow is designed to help you plan and 
implement your projects. By providing this workflow, we intend to ease your 
work and facilitate the completion of the project. You may develop your own 
workflow for implementing projects based on your experiences.
The following flow chart summarizes the logical steps to project completion.
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Before you start this process, you should determine how you want to document 
the results of your project planning. One good way is to use a spreadsheet 
application such as Microsoft Excel to document the list of devices, the 
functionality of each device, process areas to which the devices belong, and so 
on.
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For example:
Identifying Field Devices and Functional 
Requirements
The first step in project planning is to identify the field devices that you want 
to include in your application. Field devices include components such as 
valves, agitators, rakes, pumps, Proportional-Integral-Derivative (PID) 
controllers, totalizers, and so on. Some devices are made up of more base-level 
devices. For example, a motor is a device that may be part of an agitator or a 
pump.
After you have identified all of your field devices, you will then need to 
determine the functionality for each.
Identifying Field Devices
When identifying field devices, you should start with your piping and 
instrumentation diagram (P&ID). Typically, this diagram shows all of the field 
devices and illustrates the flow between them. If you have a good P&ID, the 
application planning process will take less time and go more smoothly. You 
should verify that your P&ID is correct and up-to-date before starting the 
planning process.
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The following diagram shows a simple P&ID:
The key for this P&ID is as follows:
FIC = Flow controller
PT = Pressure transmitter
TT = Temperature transmitter
FT = Flow transmitter
CT = Concentration transmitter
LT = Level transmitter
LIC = Level controller
FV = Flow valve
Examine each component in your P&ID and identify each basic device that is 
used. For example, a simple valve can be a basic device. A motor, however, 
may be comprised of multiple basic devices.
Once you have created the complete list, group the devices according to type, 
such as valves, pumps, and so on. Consolidate any duplicate devices into 
common types so that only a list of unique basic devices remains, and then 
document them in your project planning worksheet. 
Each basic device is represented in the ArchestrA IDE as an "Application 
object." An instance of an object must be derived from a defined template. The 
number of device types in your final list will help you to determine how many 
object templates you will need to create for your application. You can group 
multiple basic objects to create more complex objects, which is a concept 
known as "containment."
For more information on objects, templates, and containment, see the IDE 
documentation for the Industrial Application Server.
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Identifying Functional Requirements
For each unique device, you will need to define the functional requirements, 
which includes:
• Inputs and outputs. How many inputs are required for the device? How 
many outputs are required?
• Scripting. What scripts will be associated with the device? For example, 
does the device require any indirect calculations?
• Historization. Are there process values associated with this device that you 
want to historize? How often do you want to store the values? Do you 
want to add change limits for historization?
• Alarms and events. What values require alarms? What values do you want 
to be logged as events? (ArchestrA IDE alarms and events provide similar 
functionality to what is provided within InTouch.)
• Security. Which users do you want to give access to the device? What type 
of access do you want to give? For example, you may grant a group of 
operators read-only access for a device, but allow read-write access for an 
administrator. You can set up different security for each attribute of a 
device.
Defining Naming Conventions
The second step in the workflow is to define the naming conventions for 
templates, objects, and object attributes. Naming conventions should adhere to:
• Conventions that you use within your company.
• ArchestrA IDE naming restrictions. For information on allowed names 
and characters, see the IDE documentation.
For example, you might have an instance tagname of:
YY123XV456
with the following attributes:
OLS, CLS, Out, Auto, Man
The following illustration shows how the naming convention in a traditional 
Human-Machine Interface (HMI) is different from the naming within 
ArchestrA IDE:
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For ArchestrA IDE, references are created using this naming convention:
<objectname>.<attributename>
For example:
YY123XV456.OLS
Defining the Area Model
The third step of the project workflow is to define the Area model. An Area is 
a logical grouping within your application that represents a portion of the 
layout of your plant. In a typical plant, you would define the following Areas: 
Receiving Area, Process Area, Packaging Area and Dispatch Area. You will 
need to define and document all of the Areas of your plant that will be part of 
your application.
Each object will need to be assigned to a particular Area. When you install the 
Industrial Application Server, a single Area is created by default, called 
"unassigned." Unless you specify otherwise, all object instances will be 
assigned to this Area. 
The following are a few tips for creating Areas:
• If you create all of your Areas first, you can easily assign an object 
instance to the correct Area; otherwise, you will have to move them out of 
the unassigned Area later.
• It is helpful to create a system Area to which you can assign instances of 
WinPlatform and AppEngine objects. WinPlatform and AppEngine 
objects are used to support communications for the application, and do not 
necessarily need to belong to a plant-related Area.
• You can group alarms according to Areas.
• Areas can be nested. However, subareas must be on the same node as their 
parent Area.
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When building an Area hierarchy, keep in mind that the base Area that is 
assigned to a Platform determines how the underlying objects will be 
deployed. If a plant area (physical location) is going to contain two computers 
running AutomationObject Server platforms, then two logical Areas will have 
to be created for the one physical plant area.
One approach for creating instances of an object is to create an instance for one 
Area at a time. If you use this approach, then mark the Area as the default, so 
that each instance is automatically assigned to the selected Area. Before you 
begin to create instances in another Area, change the default to the new Area.
A final consideration for constructing Areas is that the various Areas equate to 
alarm groups. It is at the Area level that alarm displays can easily be filtered.
For more information on Areas, see the IDE documentation.
Planning for Object Templates
The fourth step in the workflow is to determine the templates that you will 
need. A template is an element that contains common configuration parameters 
for objects that are used multiple times within a project. Templates are 
instantiated to represent specific objects within the application. Both the 
templates and the instances created from them are called ApplicationObjects.
For example, you might need multiple instances of a valve within your 
application, so you would create a valve template that has all of the required 
properties. This allows you to define once, and reuse multiple times. If you 
change the template, the changes can be propagated to the instances. You can 
use simple drag-and-drop within the IDE to create instances from templates.
The Industrial Application Server is shipped with a number of pre-defined 
templates to help you create your application quickly and easily. Review these 
templates and determine if any of their functionally match the requirements of 
the devices on your list. If not, you can create (derive) new templates from the 
supplied UserDefined template. 
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For your project planning, document which existing template can be used for 
which objects, and what templates you will need to create yourself. For 
information on a particular object template, see the Help file for that object.
A child template that you derive from a parent template can be highly 
customized. You can implement user-defined attributes (UDAs), scripting, and 
alarm and history extensions.
Note You can use the Galaxy Dump and Load Utility to create a .csv file, 
which you can then modify using a text editor and load back into the Galaxy 
Repository. This allows you to make bulk edits to the configuration quickly 
and easily. 
For more information on templates and template derivation, see the IDE 
documentation. 
Template Derivation
Since templates can be derived from other templates, and child templates can 
inherit properties of the parents, you should try to establish a hierarchy of 
templates that you will need before you start creating them. You should always 
start with the most basic template you will need for a type of object and then 
derive more complicated objects from there.
You can lock attributes of an object at the template level, so that changes 
cannot be made to those same attributes for any derived objects.
A facility typically contains a variety of different models or manufacturers of a 
specific device. For example, a process manufacturer will have a number of 
flow meters in a facility. A base flow meter template would contain those 
fields, settings, and so on, that are common among all models within the 
facility. A new template would be derived from the base flow meter template 
for each manufacturer. This would then add a few additional items that are 
specific to the manufacturer. A new set of templates would then be derived 
from the manufacturer-specific template to define specific models of flow 
meters. Finally, instances would be created from the model-specific template.
For a detailed example of template derivation, see Chapter 4, "Template 
Planning." For more information on templates, template derivation, and 
locking, see the IDE documentation. 
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Template Containment
Template containment allows more advanced structures to be modeled as a 
single object. For example, you might derive from the UserDefined template a 
new template called "Tank" and use it to contain ApplicationObjects that 
represent aspects of the tank, such as pumps, valves, and levels. You could 
derive two DiscreteDevice template instances called "Inlet" and "Outlet" and 
configure them as valves, derive an AnalogDevice template instance called 
"Level," and then contain them within the Tank template.
The containment hierarchy would be as follows:
Note  Deeply nested template/container structures can slow down the check-in 
of changes in IDE development and propagation. 
There are two options when defining properties of an object. One option is to 
use template containment to create a higher-level object with lower-level 
objects. This works best when the lower-level object also has many 
components to it and may contain even lower-level objects. However, when 
you are adding the lowest-level object to a template, you can use either 
template containment or user-defined attributes. Both allow for an external I/O 
point link and historization. If more than that is required (such as complex 
alarms, setpoints, or other features readily available in a template), then use 
template containment. If the lower-level object is very basic, then use a user-
defined attribute. Even if it is a simple property, it is valid to always use a 
contained object. One option is to always use a contained object for I/O points 
and use a user-defined attribute for memory or calculated values. How this is 
accomplished is up to the application designer, but should be decided in 
advance for project consistency.
It is important to carefully design your containment model at the template level 
before you generate any large number of instances. Great productivity can be 
achieved by creating instances from the top "container" template of a 
hierarchical set of contained templates. However, such template hierarchies 
should be tested with one or two instances before proceeding to the generation 
of numerous instances. Any change by insertion or removal of a contained 
template in the hierarchy does not result in propagation of new insertions or 
removals in the instance hierarchies. For instances of the containment 
hierarchy, insertions and removals must be managed individually. However, 
changes within already included contained templates can be automatically 
propagated by locking.
For more information on templates and template containment, see Chapter 4, 
"Template Planning." and the IDE documentation.
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Defining the Security Model
The fifth step of the project workflow is to define the security model. The 
following basic concepts are important for understanding the ArchestrA IDE 
security model:
• Users
A user is each individual person that will be using the system. For 
example, John Smith and Peter Perez.
• Roles
Roles define groups of users within the security system. Roles usually 
reflect the type of work performed by different groups within your factory 
environment. For example, Operators and Technicians.
• Permissions
Permissions determine what users are allowed to do within the system. For 
example, Operate, Tune, and Configure.
• Security Groups
A security group is a logical Area to which you want to assign users and/or 
roles. Security groups typically map on to Areas and reflect a physical 
location of your plant. For example, you might want to assign Technicians 
to the Line_1 security group, but not to the Line_2 security group.
Define and document the users, roles, permissions, and security groups that 
you will need in order to implement security for your factory environment. You 
can use users and roles that have already been defined within the operating 
system security, or you can define them within the IDE. You can also use a 
mixture of both types. Using operating system users and roles facilitates 
deployment and makes future maintenance easier.
You will also need to determine the security settings for writeable attributes of 
objects. The security options for writeable attributes consists of: Read Only, 
Operate, Tune, Secured Write, Verified Write, and Configure. Review your 
functional worksheet that lists the objects (and their attributes) that you plan to 
create and document the setting for each one. For example, you might have an 
input attribute for a valve that you want to be read-only.
The basic steps for setting up security within the IDE are:
1. Configure the attribute security for objects. You will need to do this at the 
template level.
2. Create security groups.
3. Create roles and assign them to security groups.
4. Select permissions and grant them to roles.
5. Define users and assign them to roles.
For more information on security and how to configure it, see the IDE 
documentation.
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Defining the Deployment Model
One of the strengths of Industrial Application Server is the distributed 
environment in which it runs. Within ArchestrA IDE, you can deploy objects 
to various computers on the network. You will need to develop a model that 
specifies where you will deploy certain objects. When you actually perform the 
deployment, the objects will be deployed and executed on the target 
computers.
Each computer that participates in your ArchestrA network will need to have a 
Platform object, AppEngine object, and Area object deployed to it, at a 
minimum, in addition to ApplicationObjects. For example:
The objects that you should deploy on particular platforms and engines are a 
function of the "load" of the objects. The load is based on the number of I/O 
points used, the number of user-defined attributes (UDAs), and so on. 
Typically, the more complex the object, the higher the load required to run it. 
For examples of types of objects to deploy to certain nodes (such as DI 
Objects), see Chapter 8, "Sizing and Performance Guidelines."
After you deploy objects, you can use the Object Viewer to check 
communications between nodes and determine if the system is running 
optimally. You may find that you have a node that is executing more objects 
than it can easily handle, and you will need to deploy one or more objects to 
another computer. For more information on deployment, see the IDE 
documentation.
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Template Planning
One of the major benefits of Industrial Application Server is that it allows you 
to re-use existing engineering. Working with templates is the best way to 
illustrate such capability. 
A template is an entity that represents the common functional requirements of 
a field device (valves, pumps), a group of field devices (skids, stations), or a 
user function (algorithms). These requirements reflect information such as 
number of Inputs and Outputs, alarm conditions, history needs, and security. 
One object template performs the equivalent functions of multiple InTouch 
tags and scripts.
A template is created either from a base template or from another derived 
template. Base templates are the objects provided with the Industrial 
Application Server. Base templates cannot be modified. You should avoid 
creating instances directly from base templates, since you will not be able to 
take advantage of advanced configuration and maintenance capabilities.
There are four basic tabs in the editor that is used for configuring the template. 
The Object Information tab contains basic configuration information, object 
execution order, and a help file link. The Script, UDA, and Extensions tabs 
are discussed in more detail in this documentation.
Contents
• Identifying Functional Requirements for Field Devices
• Creating a Template Model
• Defining UDAs and Extensions
• Adding Scripting
• Data Quality Handling
• Deriving Templates or Instances
• Importing and Exporting Templates and Instances
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Identifying Functional Requirements for Field 
Devices
A template represents the functional requirements of field devices. Before 
building templates, you should identify and document these requirements. 
Typically, you will need to:
• Identify all properties (attributes) of the field devices that are required. 
This includes their names, data types, and interaction requirements (that is, 
none, input, output, or input/output). For each attribute, you will need to 
determine if it:
• Requires scaling or uses raw values. 
• Requires alarms and the alarming model to be used by each. This 
model can include where the alarms will be generated (locally or in 
the control system), any alarm priority assignment, and alarm 
messaging needs.
• Requires security and the security control.
• Requires historical logging. For example, is forced data storage 
required? For a variable data type, do you need to define the trend 
limits and a deadband?
• Identify any required scripting, such as algorithms, interaction between 
devices, and so on.
• Determine if you need to group field devices either into a common 
template or into a containment template model.
You do not need to know all of the requirements in order to start building your 
template model. As you gain more knowledge of your requirements, you can 
easily implement the functionality in your template.
Creating a Template Model
After you have generated and documented the field device requirements, you 
will need to decide on a template model that fits those requirements. Start with 
reviewing the field devices and their requirements, while looking for 
commonality across similar types of field devices. Determining this 
commonality will be the basis for developing the template model. 
Select a base template that provides a foundation for the device type to be 
developed. For example, valves, pumps, and motors that have multiple states 
based on discrete limit switches would use the $DiscreteDevice base template. 
Pressure and level switches would use the $Switch base template. Process 
variable transmitters and controllers would use the $AnalogDevice base 
template. Finally, basic process data receivers would use a $FieldReference 
base template. Once you have created a base set of templates, a complex 
template model can then be created from these, which is a concept called 
containment.
Template Planning 93
FactorySuite A2 Deployment Guide
Whether or not containment is the best approach depends on the requirements. 
Similar functionality can also be achieved with user-defined attributes 
(UDAs). Template containment works best when the lower level object also 
has many components to it and may contain even lower level objects. 
However, when the lowest level object is being added to a template, it may be 
done either through template containment or UDAs. Both allow for an external 
I/O point link and history. If more functionality is required, such as complex 
alarms, setpoints, or other features readily available in a template, then use 
template containment. If the lower level object is very basic, then use a UDA. 
Even if it is a simple property, it is valid to always use a contained object for 
consistency. One option is to always use a contained object for I/O points and 
use a UDA for memory or calculated values. Which approach to take is up to 
the application designer, but should be decided in advance for project 
consistency.
Best Practice
Do not use excessive empty containers simply as placeholders to host objects. 
Empty containers still take up engine scan time. The container should have 
some functionality; otherwise place it as an attribute in another object. There is 
no practical limit to the number of attributes per object. The number of 
attributes per object is not an issue, but you should strive to keep the object 
count down. Deep nested template/container structures can slow down the 
check-in of changes in IDE development and propagation. 
Best Practice
Complex objects should be built using UDAs, Scripts and containment. If 
additional performance is required, first try compiling the object scripts into 
.dll s to streamline scripting. A .dll can be compiled in different forms (COM, 
static library, etc.) but the one supported by Industrial Application Server is a 
.NET Library and can be created using Visual Studio .NET with either Visual 
Basic .NET or Visual C# .NET. If further performance is needed, use the 
Application Object Toolkit to create custom templates.
$AnalogDevice Template 
The $AnalogDevice template contains numerous features to model more 
complex analog inputs and control loops. Any analog value that requires I/O 
scaling or alarming must be derived from this base template. On the General
tab of the object editor, there is a field for setting the type of analog device. The 
Analog option type allows for a process variable (PV) input source and 
optional different output destination. The PV can be scaled, multiple alarm 
points can be defined, and history can be collected on the PV. The Analog 
regulator option type allows for a PV input (no separate output), a setpoint, an 
optional different setpoint feedback address, setpoint high and low limits, and 
optional control tracking. It also supports scaling, alarms, and history. If the 
analog device is configured as an analog regulator, many aspects of a PID loop 
can be defined. You still must add user-defined attributes for accessing specific 
loop control parameters, such as controller gain, integral time constant, and so 
on. A fully-functional loop simulation object based on the $AnalogDevice 
template is available. The http://www.archestra.biz/ website lists 
$AnalogDevice objects available for download.
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$DiscreteDevice Template
The $DiscreteDevice template is used for creating objects that monitor 
multiple discrete inputs and map them to a state table. A simple example would 
be two discrete values representing an open limit switch and a close limit 
switch. From these two inputs, four options exist that could be represented by 
the states open, closed, in transition, and fault. The process variable (PV) 
attribute of the discrete device is a string representing the state. This can also 
be read as an enumerated integer value. The object supports up to five distinct 
states based on one to four inputs. There can also be up to six discrete outputs 
from the template. The passive state is provided to represent the state when the 
field device is not energized. For example, a valve that fails to the closed state 
when it loses power would have a passive state of Closed. A valve that requires 
power to command it to open and to close may only use the two active states 
and not have a passive state. Alarms can be generated for either of the two 
active states or the fault state. The object also has the option to record statistics, 
such as the duration of the various states, and to alarm on the duration.
$FieldReference Template
The $FieldReference template is the parent for the $Boolean, $Double, $Float, 
$Integer, and $String templates. These templates provide a mechanism to read 
and/or write to single I/O points in the field and to collect history on the 
process variable. These templates do not provide scaling or alarm limits. The 
$AnalogDevice template must be used for scaling I/O and setting alarm limits. 
The field reference templates are basically the same as adding a user-defined 
attribute and using the extensions to add input, output, or history.
$Switch Template
The $Switch template provides slightly more functionality than the $Boolean 
template, but less than the $DiscreteDevice template. The $Switch template 
provides two text states for a single I/O point (with an optional different output 
address). The value can be stored in history and either state (On or Off) can be 
alarmed whereas an alarm extension only alarms on the TRUE state.
$UserDefined Template
The $UserDefined template is the most basic template with only the four 
standard tabs that are available in all templates. It is designed to be used as a 
base starting point for creating a completely custom template through user-
defined attributes, extensions, and scripting.
Template Modeling Examples
Two examples of template modeling are provided. 
Template Planning 95
FactorySuite A2 Deployment Guide
Example 1
For this example, it has been determined from device requirements that a 
process will contain four types of discrete valves. To reduce engineering 
development, a common template called $DValve was developed from a 
$DiscreteDevice base template that contains all the common requirements that 
the four discrete valves share. Then, a template for each discrete valve type 
was derived from that common template. The following diagram illustrates 
how the templates were developed:
Similar to this example, valves could be modeled based on different models 
from different manufacturers. A base valve template would contain those fields 
and settings that are common among all models within the facility. A new 
template would be derived from the base valve template for each manufacturer 
and would contain vendor specific settings. Finally, a new set templates would 
be derived from the vendor specific template for each model of valve used in 
the facility. Once a model-specific template is available, instances would be 
derived from the template to represent the actual valves in use.
Example 2
For this example, the plant model has a common complex relationship called a 
Reactor. The Reactor is based upon an interaction of five field devices. 
Multiple instances of this relationship will be used within the plant model, and 
this relationship can easily be developed using containment. A template called 
$Reactor is created from a user-defined template. Then, a derived template 
representing each of the five field devices is placed under the container. The 
complex relationship can now be developed (using scripting) in the container 
($Reactor) using the hierarchical names that the device now takes on with this 
containment. When instances of this containment are made, each field device 
will have two names, the containment name (hierarchical name) and the 
physical name. The following diagram illustrates this concept:
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Defining UDAs and Extensions
A user-defined attribute (UDA) allows you to add data types to the template or 
instances. UDAs can be further enhanced by extensions. With extensions, a 
UDA can take on input, output, history, and alarm characteristics.
UDAs are categorized as follows:
• Calculated. The UDA is only modifiable by the instance. It will have 
no initial value until the object writes to it. Calculated UDAs are 
typically used for totals, averages, and so on.
• Object Writeable. The UDA is writeable only by instances within 
the Galaxy.
• User Writeable. At run-time, the UDA is writeable by a user (subject 
to security restrictions), other instances, and the configuration 
program.
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For UDAs that have input or output extensions, never lock their source or 
destination within a template, since it will be unique to each instance and 
defined later. Use three dashes (---) to represent an unknown reference. This 
prevents the "could not resolve reference" warning when instances are created.
User-defined attributes may have a one-dimensional array. Arrayed UDAs 
cannot be extended.
Only a Boolean UDA can take on alarm extensions. Make the proper selections 
of priority, category, and whether the template description or a unique message 
for this alarm is to be used. Alarms on analog values require use of an analog 
device template and object containment.
For a Boolean UDA alarm that comes from the field device control logic and 
requires a corresponding Acknowledge, the "Acked" attribute should take on 
an output extension with the destination being the "Ack" point in the control 
logic.
If an underscore (_) is the first character of an attribute name, then that 
attribute will be hidden from users at run time. You can use this hidden 
attribute when you need variables to support certain functionality, but want to 
hide them from users in order to prevent confusion. You cannot extend a 
hidden attribute.
Any UDA and its extension that is created within a template will be inherited 
by all objects derived from it. However, attributes of the UDAs and the 
extension will only be propagated when the instance is created or when that 
particular attribute is locked.
Most UDAs are checkpointed, that is, all data necessary to support automatic 
restart of a running AutomationObject is saved periodically. The restarted 
object has the same configuration, state, and associated data as the last 
checkpoint image. Unlike other UDAs, Calculated UDAs are not 
checkpointed. However, Industrial Application Server 2.0 has a "Retentive 
Enabled" Calculated UDA that can be configured to be checkpointed with all 
the other attributes in that object. 
Best Practice:
Lock all inherited scripts, otherwise a copy of each assembly/script will be 
created for each object derived from the template and multiple copies of the 
same script will be running on the AppEngine object where they are deployed. 
Locking the scripts will generate one single assembly to be deployed to the 
AppEngine which will be shared by all instances derived from that template.
Adding Scripting
You can add additional functionality to a template via scripts. Scripts can be 
written using the QuickScript .NET language.
Some general tips for scripting include:
• Segregate functionality by creating unique scripts for each segment 
required.
98 Chapter 4
FactorySuite A2 Deployment Guide
• When functionality within the script will require an extended amount of 
time to execute, then the script should be set to run asynchronously with a 
timeout limit. Such functionality is sometimes required by COM objects 
and .NET objects (for example, file operations, SQL queries, and so on).
• When you create scripts at the template level, you may want to lock them. 
You can then make changes to the template script, and the changes will 
propagate to the next level. If a script is locked and there are no 
declarations or aliases, these sections should also be locked for improved 
propagation and deployment performance.
• A common use of a script is when the field devices have a structured 
containment and addressing convention. You can create a script that will 
populate all attributes with an I/O extension at the time of deployment. If 
instances have been configured using this method, you can use the 
"Upload Runtime Changes" functionality to synchronize these changes 
back to the Galaxy Repository.
• When adding scripts to templates, use relative names (Me, MyContainer, 
MyEngine, MyArea, MyPlatform, and MyHost). Using relative names 
will prevent you from having to edit an absolute reference in every 
instance.
The QuickScript .NET language supports the InTouch math, string, and some 
miscellaneous functions. It also exposes the Microsoft .NET Framework for 
additional functionality, such as file and database access. See the 
Comprehensive Support CD for additional templates that provide examples of 
file and database access.
The QuickScript .NET language is not intended to fully replace a developer 
tool such as Visual Studio. Complex scripting with .NET object error trapping 
and user-generated data types still requires a developer tool to write the code 
and contain it within a .NET or COM component file, such as a .dll, .tlb, or .olb 
file. These components can then be imported into the Galaxy Repository and 
be made available within the scripting environment. Any object instance that 
makes use of an imported library will be deployed with the library file to 
ensure correct object execution.
For more information on scripting, see the IDE documentation.
Script Execution Types
The script execution types and when they should be used are as follows:
• Startup. Called when the object is loaded into memory. Primarily used to 
instantiate COM objects and .NET objects.
• OnScan. Called the first time an AppEngine calls this object to execute 
after the object scan state is changed to onscan. Primarily used to initiate 
attribute values.
• Execute. Called every time the AppEngine performs a scan and the object 
is onscan. Supports conditional trigger types of On True, On False, While 
True, While False, Periodic, and Data Change. Most runtime functionality 
is added here.
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• OffScan. Called when the object is taken offscan. Primarily used to clean 
up the object and account for any needs that should be addressed as a 
result of the object no longer executing.
• Shutdown. Called when the object is about to be taken out of memory, 
usually as a result of the AppEngine stopping. Primarily used to destroy 
COM objects and .NET objects and clean up memory.
Scoping Variables
Variables within a Galaxy can have different scopes:
• Global. Global variables can be accessed from anywhere within the 
Galaxy. Object attributes and user-defined attributes (UDAs) are used to 
create global variables. The value is held constant when the object is taken 
offscan.
• Script. Variables that have been dimensioned in the declarations section of 
the script can be accessed from any execution type of the script. These 
variables will persist from scan to scan, but are cleared when the object 
goes offscan.
• Script execution type. Variables that are dimensioned within the 
execution type of the script are only accessible from within that execution 
type. These variables will not persist from scan to scan.
Note Do not use a UDA if a DIM (dimensioned variable) will suffice. Most 
UDAs are checkpointed; DIMs are not. Checkpoints consume scan time. The 
exception to this rule is a UDA set as "calculated", which by default is not 
checkpointed. Calculated UDAs have the least "weight". 
User-defined attributes can only have data types that are available within the 
development environment and only support one-dimensional arrays. Declared 
variables can be of any data type within the development environment plus 
object, .NET type libraries, and imported types. Declared variables can be up 
to a three-dimensional array. Script variables have the same options as declared 
variables.
The issue becomes how to create a .NET data type that is persisted from scan 
to scan and available to other scripts within the object or available to other 
objects. Since UDAs only support the base data types, a declared variable or 
script variable must be used. Once the variable has been created and values set, 
it must be added to the .NET global data cache through the following call:
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When this variable is required in another script, the variable must be 
dimensioned within the script and then read from the .NET global data cache 
through the following:
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One script change from InTouch QuickScript to Industrial Application Server 
QuickScript .NET that must be made applies to the use of OLE and/or COM 
objects. Within InTouch, the function call OLE_CreateObject(%Name, 
"ProgramID") is used to create an instance of an OLE automation object with a 
starting character for the name of either % or #. Within Industrial Application 
Server, a standard variable name without the leading % or # is used with a 
"DIM Name as Object" statement. The variable is then assigned to the 
OLE/COM object by using the CreateObject("ProgramID") function. For 
example, the following code creates a QI Analyst data component object.
InTouch:
'7			!C3%"@?3%;"	?$<
Industrial Application Server:
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Using Aliases
Create an alias when an external attribute must be referenced in the script and 
the attribute name is not known or will be unique for each instance of the 
template. Use three dashes (---) to represent an unknown reference. This 
prevents the "could not resolve reference" warning when instances are created.
Alias naming can also make the script easier to read and create. When the same 
relative reference is used multiple times, create an alias for it.
Aliases provide a single place for changing the variable, instead of multiple 
places in the script. This makes maintaining the script easier when references 
in a script need to be changed.
Object and Script Execution Order
When writing your script, keep in mind the execution order for objects and 
object functionality. In the Industrial Application Server, you can control the 
object scan order within an engine as well as the script execution order within 
an object. Use this capacity instead of "data handshake bits" to ensure the 
delivery order of data from script to script and from object to object.
The execution order of object instances running on an engine is assigned on the 
Object Information tab in the object editor for the object instance. As an 
engine executes its scan, it will process the objects in the order specified. 
For each object, the following object functionality is executed in this order: 
1. Read inputs.
2. Execute "just after inputs" scripts.
3. Execute object native functionality (the UserDefined object has none).
4. Execute "just before outputs" scripts.
5. Write outputs.
6. Test alarms.
Template Planning 101
FactorySuite A2 Deployment Guide
Each named script within an object can be specified to run as either just after 
inputs or just before outputs. The order in which the scripts are listed in either 
category is the order in which the scripts will be executed.
Each script to be executed is executed in its entirety before the next script is 
executed. This is different from InTouch, where a script can trigger another 
script, such as a data change script. Within InTouch, the calling script halts 
while the data change script is run. Within Industrial Application Server, each 
script completes before the next script is run. If a user-defined attribute of a 
second object instance is set during the execution of the script, and that UDA 
triggers a script on the second object, the script of the second object may or 
may not run during the same scan of the engine. If the second object is 
configured to run after the first object, then the script on the second object will 
run during the same scan. If the second object has already been serviced during 
the scan, then the script on the second object will run during the following 
scan.
Since the engine manages each object, a script will run only as fast as the 
engine's scan period or some multiple of it. If the engine's scan period is one 
second, and an object script is set to periodic for every 1.5 seconds, the script 
will run every other scan (that is, every two seconds).
Data requested or sent to objects residing on another engine/platform are 
updated on the next scan. This is also true for Application Objects on the same 
AppEngine if an Application Object needs data from another object but it 
executes before it on the scan. For example: When Object A executes, it needs 
the output values from Object B. the values received are from the previous 
scan, because Object B has not executed yet in the current scan. You must wait 
one scan if you want to verify a write of this type. Alternatively, you can 
change the execution order in the Object Editor so that Object B executes first.
 Asynchronous Scripts
Be very careful when running scripts asynchronously. An asynchronous script 
runs in a separate thread and is not directly tied into the engine's scan process. 
Therefore, reading and writing to any object attributes (including the calling 
object) is a slow process. An asynchronous script should not read or write 
within a long FOR NEXT loop to a UDA or other external source. Since the 
asynchronous script runs in a separate thread, it must wait until the next scan of 
the engine for all the read or write transactions to occur. If all of them have not 
been completed at the next scan, then the system must wait for another scan. A 
single system test with an engine scan period of one second achieved 
approximately 70 UDA writes per second and 35 UDA reads per second.
The asynchronous timeout limit must also be set appropriately. If the script 
times out, the script is halted in an indeterminate state. There is no mechanism 
for determining what line the script was executing when it was halted. 
Therefore, another script should be checking for asynchronous script time outs 
and cleaning up any remaining inconsistencies.
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Scripting I/O References
To make templates even more powerful, an onscan script can automatically 
assign all the input source and output destination attributes of the template. 
There are a few different mechanisms for accomplishing this. In general, the 
suggestions mentioned in this documentation will only work if there is a strict 
naming convention used throughout the system.
The simplest approach is to create an initialization script that runs when the 
object first goes onscan. This script will direct all the I/O sources or 
destinations used by the object to the appropriate device integration (DI 
Object) object, topic, and address. If at all possible, do not hard code any of the 
address components (DI Object name, topic, and I/O address) directly in the 
script. The one exception might be the I/O address if it is identical in all PLCs 
these objects will address. The DI Object name should be named in a manner 
that can be determined from some other component in the system, such as the 
engine or platform name plus "PLC". The topic should also be determined 
from some other component in the system, such as area, or if there is only one 
topic, then a fixed name. For PLCs that allow textual address names such as 
Control Logix, then using the same object or hierarchical name for the instance 
within AutomationObject Server would be the best approach. 
The following example assumes that one DI Object with one topic called 
"Topic" is available on the same engine as the object referencing it. The object 
is based on the $DiscreteDevice template and has two inputs called OLS and 
CLS representing the open and close limit switches of a valve. The object 
name partially defines the address name within the PLC. The onscan script 
would be:
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If the PLC does not have textual names, or different brands of PLCs are in use 
within the facility, then this process can be abstracted one more level by using 
the attribute list within the DI Object. On the Topic tab, there is a list of 
attributes for each tag with a textual name and an item reference. The same 
code as shown above could be used for a PLC with an address convention of 
B3:12. In the Topic tab of the device integration object, add a couple of entries 
for the object. Suppose the object instance name was Valve220; then, the 
following entries would have to be in the attribute list:
The onscan script would still be the same. The added advantage of using the 
attribute list is that all the I/O definitions are located in one central spot. A 
second DI Object with essentially the same set of I/O points could easily be 
created and, if necessary, modified by dumping and loading the existing DI 
Object.
Other slight modifications are to store the DI Object name and topic name 
within UDAs on the area object hosting the automation object. Then it could be 
referenced by MyArea.DIName, where DIName is the name of the string UDA 
on the area object.
Valve220OLS B3:12
Valve220CLS B3:13
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Writing to a Database
Use the following procedure to write to a database: 
1. Create an AppDomain object that handles a message queue.
2. At the object level, fill the message queue with the values to be written.
3. At the engine level, create an object that moves the entries from MSMS to 
the database, using Stored Procedures. The scripting may run 
asynchronously as no collecting is required.
Note The MQ may take a large amount of memory depending on the amount 
of data to be written. 
Best Practices
The following are best practices to keep in mind regarding scripting: 
• Use stored procedures (SP) when reading/writing to the database to 
increase database access time (use a set-up object to create the SPs and 
then undeploy this object). As an extension to this concept; try to create 
"services" at a higher level (area, engine or platform) to support common 
data tasks. 
• Do not use OnScan scripts to access external data from multiple instances 
simultaneously.
Managing object references by accessing external files from all instances 
at the same time (onscan) is not recommended. Either some type of hand-
shake mechanism between the Platform and object is required to make this 
a viable approach, or you might use other methods to achieve this 
functionality. 
• Avoid extensive use of scripting within objects, if possible. 
The extensive use of scripting will influence the overall performance of 
the application. Look for opportunities to reduce the amount of scripting, 
if possible. Bear in mind that each condition needs to be evaluated even 
though the script might not be executed. If you have thousands of these 
scripts implemented, the scripts will use more CPU time than just the 
execution of the logic. 
• Do not read from a database within an object script because the engine 
will stop scanning until the connection is made or the query is returned. 
The use of asynchronous scripts does not help because the asynchronous 
script has to collect the data and transfer it back into the object for use. If it 
cannot finish all the 'writes', it will start over on the next scan. This 
retrieval can take many scans. 
Instead, use a common database access object on a separate engine to 
perform a connection/read and then expose the returned data in a UDA 
array or queue for the other objects to read. This practice allows the 
database object to stop the scan of its engine without affecting the engine 
used by the requesting objects. If very robust scripts are needed, 
asynchronous scripts perform more efficiently because they do not stop 
executing; however, be aware of the time needed to transfer the data back 
into the database. 
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• Every object should NOT create a connection to the database. An alternate 
method to handle database connections is to use the .NET AppDomain 
object at the AppEngine level to do the database connection. This 
connection can be used by the Application Objects running on that 
AppEngine to execute the actual database transactions (through stored 
procedures (SP). If every AppEngine (a template for DB-connectors 
AppEngines will be the best way to implement this) uses the same name 
for the .NET AppDomain object, Application Objects can be configured 
regardless of the AppEngine they are going to be running on. 
• Use asynchronous scripting, when appropriate.
Use asynchronous scripts to execute functions that tend to "hang" or slow 
down the processing of other scripts, for example, scripts that verify SQL 
connections.
Data Quality Handling
Proper Application Object execution depends upon the data quality handling of 
object attributes and object scripting. A knowledge of the Quality handling 
rules as implemented for scripts, attributes, variables, and calculations is 
imperative for correct application operations.
Data Quality Propagation
ArchestrA scripting (long) incorporates a Data Quality Propagation (DQP) 
approach to handling data quality. Data Quality Propagation propagates the 
quality of attributes read by the script through the script’s data as execution 
occurs. DQP allows for the execution of the script even though some of the 
referenced attributes might have unacceptable quality. 
Note The script developer must evaluate the quality of the attributes and 
allow the script to branch into a safe handling condition. 
The quality value of an attribute is as follows:
• ad
• Good
• Initializing
• Uncertain
• Usable
Successful script development requires an understanding of the following 
rules:
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• Only referenced attributes have quality value. Local variables do not 
carry a quality value when the data value is assigned: 
For example:
Z = MyObject.PV   
Z has the value of the object but the quality value of the object attribute is 
lost. However, it is valid to carry the object quality value by direct 
assignment to a local variable: Q = MyObject.PV.Quality
If the referenced attribute quality value is Bad, then the data value is set 
to the default value associated with the data type of the respective 
attribute: type float, bad quality, data value is set to the default NaN – not 
a number. The script system is capable of dealing with the NaN data value 
in such expressions as (NaN + <a constant> = NaN, NaN * < a good 
value> = NaN).
• Script functions do not carry quality information. A function such as 
Float.Sqrt (float attribute value) has the quality information removed. If 
the attribute quality value is Bad, the data value is set to the default for the 
associated attribute data type. 
Note  The function is executed regardless of the quality of the input 
variable(s). Be sure that the function is called with valid input values.
• Local variables and constants on the right-side of an expression result in 
a good quality code being assigned to the left-side attribute. 
For example: the expression
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results in the quality value of the attribute being set to good regardless of 
the quality value of the attribute prior to the assignment. However, if the 
assigned value (right-hand-side) results in a failure of the expression due 
to a mathematical error such as arithmetic overflow, failed expression, 
out-of-range, divide-by-zero, or a type conversion error, then the attribute 
quality (left-hand-side) is set to Bad.
• Condition statements are the only instance where the Data Quality 
Propagation approach takes quality explicitly into account. In all other 
cases, script execution ignores the quality and the script developer must 
test the quality explicitly. A standard coding pattern should be followed to 
allow quality to be taken into account without the explicit testing of the 
quality, for example:
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If the quality of Object100.PV and Object101.PV is acceptable then the 
“if” and “else” are executed based on the value of the two attributes. 
However, if at least one of the PV values has an unacceptable quality 
(initializing or bad) then the “else” branch is executed. This pattern 
assumes that the “else” branch is always the fail safe mode.
Data Quality Controlled Execution
In contrast to constants, local variables and script functions, script expressions 
(short A=B) adhere to the Data Quality Controlled Execution (DQCE) 
approach which allows execution of an expression only when the attributes 
referenced in the expression have acceptable quality.
Script expressions are evaluated as a whole or not at all. 
• If any of the input variables to the expression change to an initializing or 
bad quality state, the result value reported will have a quality of Bad. 
• If a situation exists such that one value is Initializing and another is Bad, 
Bad quality takes precedence and the expression’s result quality value is 
reported as Bad. The result value itself is set to the default value for the 
given data type (for example, a result value for a type FLOAT is set to 
NaN - not a number) when the quality goes unacceptable.
• If the script expression is used as the trigger for the execution of a script 
and the quality of at least one of the referenced attributes is initializing or 
bad, then the script is not triggered.
Refer to Chapter 9, "Diagnostics/Maintenance," for information about testing 
the quality of an attribute.
Deriving Templates or Instances
As a standard practice, always derive a template from the base templates 
before deriving any instances. An object instance that is derived from one of 
the base templates ($AnalogDevice, $DiscreteDevice, $FieldReference, 
$Switch, $UserDefined, $WinPlatform, $AppEngine, and $Area) cannot be 
modified at the template level in the future to add additional scripting, UDAs, 
and so on. Therefore, always derive a new template from the base templates, 
even if it is identical to the base template.
When a template is derived from another template, the derived template will 
inherit all of the characteristics of the parent template. If the parent template is 
modified, only the attributes and extensions that are locked will propagate to 
child templates. Changes made to the security control of any attribute or 
extension will not propagate. If new attributes, scripts, and extension are 
added, they always will propagate. The derived template can then take on 
additional functionality. 
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When an instance is derived from a template, changes made to the security 
control of an attribute will propagate, but changes made to the security for an 
extension will not propagate. If you deploy instances of a template and then 
modify the template, you will then need to re-deploy the instances. Before 
deploying changes, you may want to perform an upload of run-time changes. 
This will allow the initial value of attributes to be over-written with current 
run-time data.
To propagate functionality when modifying a template, use locking. You can 
then unlock the attributes and extensions when the propagation is complete. 
When an instance of an object is first created, it is given a default name based 
on the parent template name and an incremental number (_XXX). The name 
should be changed to meet the naming convention established for the project. 
If the instance is contained by another object instance, then it will also have an 
hierarchical name. It is the object's instance name and not the hierarchical 
name that is used by IndustrialSQL Server for storing historical data. 
Therefore, it is important to properly name the object before it is deployed. 
Each name can contain up to 32 characters. The object hierarchy can be up to 
10 levels deep for a maximum hierarchical name of 329 characters. When a 
large number of instances must be created from a single template, see the 
Importing and Exporting Templates and Instances section regarding Galaxy 
dumps and loads for a potentially faster mechanism of renaming a complex 
compound object. 
Importing and Exporting Templates and 
Instances
You can transfer templates and instances between Galaxies by using the 
Export/Import functionality of Industrial Application Server. The export 
process can be done in two ways. The first (for AutomationObjects) is best for 
transferring templates and optionally instances between Galaxies. The second 
(a Galaxy dump) is best when working within the same Galaxy to create new 
instances of a template. When you perform an export of AutomationObjects, 
the following are saved:
• The selected instances and templates.
• The templates from which the instances and templates were derived.
• The toolset used to display the templates.
An import simply imports the contents of the export file.
The export of a Galaxy dump allows you to dump instances of template(s) to a 
.csv file for editing or for adding an instance of a template. You can then load 
the modifications back to the Galaxy. When a dump is performed, any script, 
attribute, or attribute extension that is not locked at the template level will be 
dumped, each in its own column. A reference to the parent template is also 
contained in the file, in order to bring in all of the locked scripts, attributes and 
extensions. Attributes that are calculated or writeable at run time are not 
dumped.
The dump and load functions are useful for quickly creating multiple instances 
of a template, instead of using the IDE. The general steps are as follows:
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1. Create one instance of the required template and dump this into a .csv file. 
2. Open the .csv file using a spreadsheet editor or WordPad.
3. Remove all columns that are not required. 
4. Add instance names under the appropriate template and modify any other 
column as needed. If you are editing an existing dump, perform a search 
and replace to change all occurrences of object instance names.
In the following example, five additional instances were added for the 
template "$tBoolean." For three instances, the Area is not known, and for 
three other instances, the Area is "HomeArea." 
5. Save the changes to the .csv file.
6. Load the .csv file into the Galaxy.
For the example, the following will occur when the load is performed:
• The first three instances will be created with all of the functionality of the 
template. If no Area is set as the default, the instances will be not be 
assigned to an Area (they will appear in the Unassigned folder in the IDE).
• The next three instances will be placed in the "HomeArea" Area, if this 
Area currently exists; otherwise, they will conform to the settings for the 
first three instances.
The advantages of using the Galaxy dump and load over creating instances 
within the development environment are evident when conforming to a naming 
strategy. For a contained object with three levels and hundreds of instances, it 
is much easier to rename all the instances with a search and replace of 101 to 
102 instead of naming each instance one-by-one in the development 
environment.
Best Practice
It is certainly possible to export all of the AutomationObjects to create a 
backup of the database. However, the appropriate mechanism is to use the 
backup functionality available within the Galaxy Database Manager of the 
System Management Console. The backup contains all Galaxy information 
(including security configuration), whereas the export of AutomationObjects 
only contains the object structure and template toolsets.
; Created on: 1/10/2003 2:01:12 PM from Galaxy:Test
:TEMPLATE=$tBoolean
:Tagname Area
tBoolean1
tBoolean2
tBoolean3
tBoolean4 HomeArea
tBoolean5 HomeArea
tBoolean6 HomeArea
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Planning for Security
FactorySuite A2 introduces an unmatched level of integrated application 
security. There is a great deal of flexibility for defining the security model that 
best fits an application. There are many factors to consider when determining 
the Factory Suite A2 security model to apply. This chapter will describe how to 
best configure an application based on the security needs. 
Contents
• General Considerations
• Managing User Accounts
• Creating a Security Model
• Data Manipulation Security
• User Interface Security
• Configuration Security
General Considerations
When building an application with FactorySuite A2, you can choose from 
several security options. Since FactorySuite A2 components can be deployed 
as a stand-alone products or as an integrated system, there are multiple security 
models that can be deployed.
When designing a FactorySuite A2 application, you must consider the 
following when selecting an effective security model:
• Will this application leverage the Industrial Application Server?
• Are there pre-existing InTouch applications that use InTouch or operating 
system based security?
If there is no pre-existing InTouch application (that is, a new project), 
Industrial Application Server is the root of the security implementation in an 
application that includes InTouch and Industrial Application Server. When 
deploying InTouch and Industrial Application Server together, you should set 
the InTouch security mode to ArchestrA. The starting point of the InTouch 
application is likely to be the biggest determining factor in how the specific 
security model is designed. 
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If you are going to expand an existing application by adding Industrial 
Application Server, you may need to reuse the existing InTouch windows. If 
this is the case, it is likely that a large portion of the animations are dependent 
on the InTouch $AccessLevel system tag. Instead of rebuilding those screens, 
you can reuse them. In this case each of the roles defined in Industrial 
Application Server will map directly to an established Access Level. This will 
allow you to reuse the existing application with little additional engineering 
effort.
The Industrial Application Server security schema is a three-level 
configuration model that includes the creation and maintenance of the 
following: 
• Security groups associated with specific objects in the Galaxy.
• User roles associated with specific system administration, configuration 
and run-time (operational) permissions, which map to security groups.
• Users associated with specific roles.
This type of security matrix defines a cascading model: users are associated 
with specific roles; roles are associated with specific security groups; and 
security groups are associated with specific objects. This kind of model allows 
a user's run-time permissions to vary from object to object, action to action, 
and process to process. 
The following list includes the typical choices available in a security 
implementation: 
• User management. User management is the creation of users and the 
management of their associated passwords.
• Data manipulation. When a user attempts to write to a piece of 
information, the target will either accept or reject the write based on the 
associated permissions of the logged in user.
• Window-to-window navigation. Unless a user has some associated 
permission, the security will deny access to a portion of the application. 
• Data visibility on a window. The security implementation will allow 
information on a window to become visible only when the logged in user 
has some associated permission. 
• Disabling visible actions. The security may allow a piece of information 
to be visible, but will deny the associated touch-link unless the logged in 
user has some associated permission.
As you design the application, you should evaluate each of these choices. 
Managing User Accounts
User management includes the creation of user accounts, the management of 
those accounts, and password management. When the Industrial Application 
Server is being applied with any other FactorySuite component, it will be the 
center of the security definition. The security mode selected in Industrial 
Application Server will dictate how the users will be managed. Each of the 
modes will be reviewed in this section.
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No Security
If the Industrial Application Server security mode is set to none, then no users 
will be created or managed.
Galaxy Security
If the Industrial Application Server security mode is set to Galaxy, then the 
IDE will be used to create and manage the users. There are few restrictions of 
passwords of Galaxy users. For example, there is no minimum character 
length, and the passwords never expire. 
Galaxy users are global. This means that these users will be known at every 
computer in the Galaxy. Users can be created at any development node that has 
the IDE loaded and can establish a connection to the Galaxy Repository for the 
application.
Galaxy security is most appropriate for applications that do not have strict 
requirements for password policies. Also, the users are defined with the IDE, 
so the person managing the users will have to have access to the configuration 
tools.
Security Based on Operating System Users
If the Industrial Application Server security mode is set to OS User Based,
then the operating system will handle all of the user management. To add users, 
you will need to first create the users in the operating system security, and then 
authorize them at any development node that has the IDE loaded and can 
establish a connection to the Galaxy Repository for the application. The 
operating system can either use local computer users or domain users.
Use this type of security if the personnel were not issued individual user 
accounts on the operating system. If the users share a login, and the number of 
user accounts always remains the same, then this mode is appropriate.
Security Based on Operating System Groups
If the Industrial Application Server security mode is set to OS Group Based,
then all of the users will be defined by the operating system and placed into 
groups defined in the operating system. When you add roles to the Galaxy, 
these groups will be browsed and will become the role names. This type of 
security allows all of the user management to be accomplished with just the 
operating system. No access to the IDE is required. To add a user, you would 
create a new user in the operating system and place that user in the associated 
group. These groups can be on a domain or in a local computer.
For maintenance reasons, this type of security is best applied on a domain. 
Otherwise, you would need to manually create user accounts on each computer 
and then authorize the groups from every computer as roles. 
If an application has a large number of users, then operating system group-
based security would be the best option. Operating system group-based 
security allows all of the users to be managed by personnel that do not have 
access to the IDE. In addition, the operating system offers a great deal of 
flexibility in setting up strict user and password management policies.
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Creating a Security Model
Creating a security model for an application is a four-step process: 
1. Determine the authentication mode.
2. Define security groups.
3. Define or select security roles.
4. Create and select users for the roles.
Determine the Authentication Mode
Determine which of the four modes will fit the application needs. For an 
overview of each these authentication modes, see Managing User Accounts.
Define Security Groups
When you create a template or an instance from within the Industrial 
Application Server IDE, it is automatically assigned to the default security 
group. When creating your application, you will probably want to create 
additional security groups.
Generally, security groups are created to reflect lines of operation. For 
example, if you have an application that supports multiple batch systems or 
machines, then you might create a security group for each system or machine. 
You can use the Industrial Application Server IDE to assign an 
ApplicationObject to a specific security group. It is as easy as selecting an 
ApplicationObject in the default security group and then using drag-and-drop 
to assign it to a particular security group.
For object templates, instances of System Objects, and instances of 
DeviceIntegration Objects, create groups that reflect who maintains those type 
of objects. For example, you might create a Developers security group for 
templates. You might create Engineering or Maintenance groups for System 
Objects instances and Device Integration Objects instances.
Define or Select Security Roles
The type of authentication mode that you select will determine if you can use 
existing operating system roles or if you will need to define your own security 
roles.
• If you select the Galaxy or OS User Based authentication mode, you will 
need to create roles using the Industrial Application Server IDE.
• If you select the OS Group authentication mode, the security roles will 
most likely be global groups created at the domain controller. The addition 
or deletion of users will be administered at the domain controller. You can 
add users to the global groups by browsing the domain list. It is possible to 
create local OS groups instead of domain groups; however, care must be 
taken to ensure that all Platforms have identical security groups.
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No matter which authentication mode you choose, you should create roles that 
reflect the functionality required by your application users. For example, 
Operators, Supervisor, Maintenance, and so on.
After you create the security roles, you can then grant general and operational 
permissions to the roles. General permissions pertain to functions performed 
within the IDE and SMC and are usually reserved for developer, engineer, and 
maintenance type roles. Operational permissions usually contain all created 
security groups.
There are four functional selections for each security group: 
• Can Ack Alarms
• Can modify "Configure" attributes
• Can modify "Operate" attributes
• Can modify "Tune" attributes for the security group
A single role can have operational permissions in multiple security groups.
Create or Select Users for Roles
When a Galaxy is created, two pre-defined security roles are created: 
Administrator and Default. These roles cannot be deleted and have all general 
and operational permissions already configured. Two default users, the 
Administrator and DefaultUser, are also created. You cannot delete these users. 
Their initial password is blank, both have rights to the Administrator and 
Default security roles, and are valid in any authentication mode. Good practice 
would be to give the Administrator a password and leave its security role rights 
as is. Remove any security roles from the DefaultUser.
For additional users, the type of authentication mode you have chosen will 
determine how you will configure the users within the security model:
• For Galaxy authentication mode, create specific users (for example, 
operators, supervisor, and so on) along with their passwords. Then, select 
a role for all of the users.
• For OS User Based mode, add specific users from a list of local computer 
users or from a list of users on a domain controller. Then, select a role for 
all of the users.
• For OS Group mode, you will not need to create or select users, since 
users are placed in a specific global group.
Data Manipulation Security
The Industrial Application Server introduces the capability to define security 
options at the attribute level. These options are as follows:
• Free Access
• Operate
• Secured Write
• Verified Write
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• Tune
• Configure
• Read Only
For more information about these security options, see the Industrial 
Application Server IDE documentation.
Once an attribute has been given a security classification other than "Free 
Access," then any attempt by a user to manipulate this attribute will be subject 
to security restrictions. Since the Industrial Application Server is a data host 
for multiple clients (such as InTouch and Object Viewer), this allows a 
common security policy to be implemented across different clients. Typical 
industrial applications have traditionally implemented security by preventing 
the user from writing to a point by disabling the input. That is not required and 
becomes more of a question of desired user experience.
If your application requires users to re-enter their credentials when 
manipulating certain data values, you can set security classifications of 
Secured Write and Verified Write and the application will automatically take 
care of this. These security classifications are known by InTouch and Object 
Viewer. No additional work is required to leverage these security 
classifications. Any time a write is attempted from InTouch to an attribute with 
either of these security classifications, the user or users will automatically be 
prompted for security credentials.
User Interface Security
When designing the windows that will be used by operators, you may want 
users with different roles to have different user experiences. Typical options 
include window-to-window navigation, data visibility on a window, and 
restrictions on visible actions. Each of these are easily achieved by animation 
links in InTouch. Traditionally these animation links test the InTouch system 
tag $AccessLevel. While this works, it lends itself to a very linear security 
model.
The Industrial Application Server roles offer much more flexibility and can be 
leveraged in InTouch by using the IsAssignedRole("RoleName") script 
function. When executed, this function will determine if the currently logged 
in user is assigned to the role that was entered into the script call. This function 
allows the InTouch application to access the role-based security of ArchestrA 
IDE. The best way to implement this is to add a data change script to InTouch 
that will execute any time the InTouch system tag $Operator changes. For 
example, the following script could be called as a result of the tag $Operator 
changing:
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In this example, AdministrativeAccess, SetpointAccess, and ManualAccess 
are discrete memory tags in InTouch. Users can possess multiple roles and 
more than one of these discrete tags could be set. You can animate the InTouch 
application by using these tags in the expression statements of the animation 
links.
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This type of implementation has a couple of advantages. First, the scripts only 
execute when the user changes. Instead of running the same script for every 
animation, it only runs as needed, which will improve overall application 
performance. This will also improve the draw times of the screen, as it will not 
be necessary to evaluate the user rights for each associated animation. The 
second advantage is in maintenance. By having the script appear in one 
location, there is only one place to go to make required changes. If, in the 
previous example, all Manual Control was no longer allowed by Operators, but 
instead this permission was only going to be given to Engineers, this can be 
achieved by a simple change. You would change the third line of the script to 
read:
	A%(	1	!?'(		?$<
This change would only be made in the $Operator Data Change script, instead 
of every Manual Control animation.
Configuration Security
The ArchestrA IDE has extended the security models of traditional industrial 
automation applications to incorporate the configuration actions as well as the 
runtime actions. When a Galaxy is created, the administrator can authorize 
only those who need configuration permissions. Additionally, the administrator 
can limit an IDE user's permissions. This can be an efficient way to manage a 
team of engineers who will be building an application together. For example, if 
a senior engineer is the person responsible for creating the project standards, a 
role could be created that has the capability of editing the templates. Another 
role could be created that does not have the permission to edit the templates, 
but can use the templates to build the application. A junior engineer would be 
given the latter role.
Each object maintains an audit trail of user actions performed against that 
object. This helps to track the versions being used and the progress of building 
the application, as well as provides a record of changes. This audit trail can be 
viewed in the IDE by accessing an object's properties.
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Storing Historical Data
Nearly every application will have some need to keep a record of the data 
values in the system. This capability is built into FactorySuite A2.
IndustrialSQL Server is the component that handles the data storage. Since the 
individual data points will be defined as ArchestrA ApplicationObjects, this 
chapter will describe how these FactorySuite A2 components can be applied. 
For information on system sizing for IndustrialSQL Server, see the 
IndustrialSQL Server Installation Guide.
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General Considerations
When designing a FactorySuite A2 based industrial automation application, 
you should take into account several factors related to data storage. The 
following list details these considerations:
• Data point volumes. The volume is the number of points in the application 
that will be historized.
• Data storage rate. At what rate will the data be changing and how quickly 
will that data need to be stored?
• Data loss prevention. What are the possible scenarios that would result in 
a loss of data? 
• Storing System Data. In a system with multiple historians, how does 
changing system topology affect the location of stored data?
• Client locations. As you plan the network topology for your application, 
you should consider the location of history clients.
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• The user account under which services run must be the same for all 
applications. Also, if you specify a local computer user, then the historian 
node must be in the same network domain or workgroup as the 
AutomationObject Server node
Data Point Volumes
The volume of data points that must be stored is a determining factor in 
deciding how many historians will be required in an application. Most 
applications will only require one historian. Very large applications may 
require multiple historians.
When a historized tagname is created in IndustrialSQL Server, it is created 
using its tagname. This tagname is only unique within the scope of a single 
Galaxy. Because of this, it is not recommended to have a single historian 
support more than one Galaxy. 
The IndustrialSQL Server historian has been vigorously tested, and can handle 
the historization of up to 100,000 individual points. If your requirements 
exceed this number of points, you should plan to incorporate multiple 
historians in your application topology. 
Data Storage Rate
When configuring a point for storage, it is possible to set a rate for that point to 
be stored. The limiting factor on this storage rate will be the scan rate of the 
AppEngine. The data can be stored no faster than the AppEngine scan rate. 
Additionally, the data storage can not occur between AppEngine scans. The 
data storage rate should always be whole multiples of the AppEngine scan rate 
that hosts the associated object.
Data Loss Prevention
The ArchestrA framework protects acquired data from loss. This is done by 
storing the data locally to disk when connection is lost to the historian. This is 
called "Store Forward." Each AppEngine and Platform is capable of storing all 
of the associated acquired historical information to disk when a connection to 
the historian cannot be established. Once the connection is re-established, the 
data will be sent to the historian. It is important to ensure that the AppEngine 
responsible for sending the data to the historian is not interrupted. The 
following is a list of precautions to prevent data loss:
• Separate the Galaxy Repository from running AppEngines. As 
applications grow large, the configuration changes to that application will 
become CPU-intensive. It may be possible to have the configuration 
services on a computer starve the AppEngine from the required CPU 
cycles to perform the data storage. To prevent this, place the Galaxy 
Repository on a remote computer from running AppEngines.
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• Do not deploy to running AppEngines. If an AppEngine is running and 
gathering information for the historian, deploying additional objects to the 
AppEngine will cause a momentary interruption of the AppEngine 
execution. During that time incoming data changes may be missed. This 
can be prevented by only deploying new objects during non-critical data 
storage periods.
Important!  The manual data acquisition service uses DCOM to send data to 
the IndustrialSQL Server. Be sure that DCOM is enabled for both the MDAS 
and IndustrialSQL Server computers and that TCP/UDP port 135 is accessible. 
The port may not be accessible if DCOM has been disabled on either of the 
computers or if there is a router between the two computers that is blocking the 
port. 
Storing System Data
Throughout the life cycle of the application, the topology will likely evolve. As 
this evolution takes place, you must determine the data storage implications. 
The ArchestrA framework was built with flexibility as a target goal. It is very 
easy to move an entire Area of objects from one AppEngine to another. But it 
is important to remember that the AppEngine defines where the historical data 
for hosted objects will be sent. If there are multiple historians in an application, 
and the topology is adjusted, then there may be an impact on the location of 
stored data.
Client Locations
When designing the topology of the system, keep in mind that the locations of 
the historical data clients may impact the end design. This is true when 
portions of the application are separated by low bandwidth or intermittent 
network connectivity. The client applications should not be required to access 
the historian over these poor connections. One solution to this is to have local 
historians that service the computers that are locally situated with good 
network connections.
Considerations for Non-Historian Data Storage
As an application is put into service, it is normal for you to maintain the 
historian to ensure that enough space is available for continued data storage. 
This is a requirement for any historian. However, the IndustrialSQL Server 
historian is not the only storage mechanism that is used in a FactorySuite A2
application. The nodes other than the historian node are still capable of storing 
large amounts of information, and you should consider how the following 
settings affect storage:
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• Alarm buffer size. If the network connection to the alarm database is lost, 
the alarms will begin to be stored in a local buffer. This buffer is a direct 
reflection of the page file size. An average alarm record is 1400 bytes of 
data. If the buffer fills up, storage will stop. However, a 10 MB page file 
can store over 3500 alarms, so using the proper precaution can easily 
prevent an issue.
• Log Viewer event storage. By default the Log Viewer event storage 
mechanism (which is installed on all computers) is set to use a maximum 
of 5 GB of storage. You can adjust this value. The Log Viewer event 
storage must be considered in the total disk space requirements.
• Store-and-forward deletion threshold. If network connection to the 
historian (IndustrialSQL Server) is lost, the historical data will begin to be 
stored in a local directory. The default circular deletion threshold is 100 
MB. You should consider your requirements for this setting, and adjust it, 
if necessary, in the WinPlatform or the AppEngine object configuration.
When looking at the system configuration, it is definitely worth spending a 
little time up front to consider disk space availability. 
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Alarms and Events
The alarm and event subsystem consists of both Alarm Consumers and Alarm 
Providers. When determining the topology for your application, you should be 
aware of how alarm and event messages are processed within the system and 
how different configurations can affect system performance.
Note The event messages produced by Alarm Providers are not the same as 
events generated by the IndustrialSQL Server system. 
Contents
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General Considerations
The Platform object serves as an Alarm Provider for all IDE objects and is the 
primary Alarm Provider in a FactorySuite A2 application. The Platform is 
capable of providing any alarm in the Galaxy; that is, the Platform is not 
limited to the alarms generated by the objects it is hosting. 
The network load can be affected by which Platforms are set as the Alarm 
Providers. By default, when a Platform is configured as an Alarm Provider, it 
will automatically subscribe to all alarms in the Galaxy. This means that any 
time a new alarm occurs, it will be sent to all of the Platforms that have been 
configured as an Alarm Provider. You can override this by configuring the 
Platform to be only an Alarm Provider for a set of Areas that you designate.
The alarm consumers provided with FactorySuite A2 are the InTouch Alarm 
Viewer ActiveX Control and the InTouch Alarm DB Logger Manager utility. 
These consumers can be configured to query alarms from a local Platform or 
from a remote Platform. By leveraging this flexibility, you can minimize the 
network load imposed by alarm distribution. The InTouch alarm clients used to 
show summary alarms will only query for alarm information when they are on 
the screen.
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Configuring Alarm Queries
For an Alarm Consumer to obtain the alarms from an Alarm Provider, it must 
query the Provider. A typical alarm query is configured as follows:
\\ProviderNodeName\Provider!AlarmGroup
For a FactorySuite A2 based application that uses the Industrial Application 
Server, these translate as follows:
• ProviderNodeName - This is the host name of the node where the Alarm 
Provider resides.
• Provider - This is the word "Galaxy." There can only be one Platform per 
computer, and this keyword represents the Platform Alarm Provider.
• AlarmGroup - The Area Objects in the IDE serve as the alarm groups. 
When building the application in the Model View of the IDE, you can 
place the Areas within each other. If an Area named "Tanks" hosts another 
Area named "Clearwell," then subscribing to the alarms in "Tanks" will 
automatically include the alarms in "Clearwell."
• Multiple Queries - An Alarm Consumer query can be set to query 
multiple Alarm Providers. You can accomplish this by just adding a space 
between the individual queries.
Determining the Alarm Topology
When you are determining the alarm topology, it is important to take into 
consideration the overall topology of the system. Alarming can be 
implemented for client/server or peer-to-peer architectures.
Best Practice:
Be sure that parent alarm areas are on the same node as their subareas.
For more information on client/server or peer-to-peer architectures, see 
Chapter 1, "Architecture Topologies."
Alarming in a Client/Server Architecture
In a client/server architecture there is a separation of the nodes that serve data 
(AutomationObject Server nodes) and the clients that consume data 
(visualization nodes). Normally there are a larger number of clients than 
servers in such an architecture. A Platform object must be deployed on each 
client and each server. One or more of the Platforms on the AutomationObject 
Servers should be set as an Alarm Provider and each Alarm Consumer should 
query one of the AutomationObject Server Platforms directly. This will 
minimize the network traffic due to alarm distribution.
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If the Platforms on the visualization nodes were set to be Alarm Providers, 
each of those Platforms would be continuously requesting all of the alarms, 
causing unnecessary traffic on the network. While a Platform can be 
configured to subscribe only to alarms of particular Areas, the Platform will 
then continuously request the alarms for the configured Areas. By setting the 
AutomationObject Server Platforms to be the Alarm Providers, only one node 
will be continuously requesting alarm updates. The visualization nodes will 
only request alarms when a window containing an alarm display is being 
shown. Alarm consumers will only request the alarms that are required to 
fulfill the alarm query.
If your client/server architecture consists of more than one AutomationObject 
Server node, you can take measures to ensure the highest availability of alarm 
information to the Alarm Consumers. As stated previously, each Platform is 
capable of providing all alarms in the Galaxy. However, if all of the consumers 
are using a single Platform as the sole Alarm Provider in the Galaxy, there 
would be a single point of failure for all Alarm Consumers. Also, the single 
Platform would constantly be receiving the alarms from all of the other 
AutomationObject Servers, which would cause a heavy traffic load on the 
network. To avoid these problems, you could do two things:
1. Configure the Alarm Consumer queries to query each AutomationObject 
Server Platform for the Areas that are hosted on that Platform.
2. Configure the AutomationObject Server Platform Alarm Providers to 
provide only alarms for the Areas hosted by that Platform.
Implementing these two actions would lower network traffic between 
AutomationObject Servers due to alarm distribution and ensure that no one 
AutomationObject Server would be a single point of failure for alarm delivery 
to the consumers on the visualization nodes. 
Best Practice
The following list summarizes the key points for setting up an optimized alarm 
distribution system in a client/server architecture:
• The Platforms on the visualization nodes should not be Alarm Providers.
• The Alarm Consumers on the visualization nodes should query each 
AutomationObject Server individually for the Areas hosted by that 
Platform.
• The AutomationObject Server Platform Alarm Providers should be 
configured to only be providers for the Areas that are hosted by that 
Platform.
Alarming in a Peer-to-Peer Architecture
In a peer-to-peer architecture, the nodes that serve data (AutomationObject 
Servers) are not separated from the clients that consume data (visualization 
nodes). Each node will host both components locally. A Platform will be 
deployed to each workstation node (which is a combination of 
AutomationObject Server and visualization node). 
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In this type of architecture, it is more likely that every Platform will be 
configured as an Alarm Provider, and each of the Alarm Consumers will query 
the local Platforms for alarms. You should consider the scope of interest of 
each Platform. When configured to be an Alarm Provider, the Platform, by 
default, will request all alarms in the Galaxy. If a workstation does not need to 
view all of the alarms in the Galaxy, then the Platform on that computer should 
be configured to only subscribe to alarms that are within the scope of interest.
Best Practice
The following list summarizes the key points in setting up an optimized alarm 
distribution system in a peer-to-peer architecture:
• All of the Platforms on workstations will be Alarm Providers.
• If operators at a workstation will need to view all alarms in an application, 
you should use the default scope for the Platform Alarm Provider on that 
node, which is to subscribe to all alarms in the Galaxy.
• If operators at a workstation do not need to view all alarms in the Galaxy, 
you should configure the Platform Alarm Provider scope of that node to 
only subscribe to alarms that are of interest to the operators that will work 
at that node.
Logging Historical Alarms
The InTouch Alarm Logger is an Alarm Consumer, and the Industrial 
Application Server Platform component is an Alarm Provider. The InTouch 
Alarm Logger is a component that can store the alarms it receives in either a 
Microsoft SQL Server database or into Microsoft Data Engine (MSDE). The 
Alarm Logger can either be local or remote to the Platform that is serving as 
the Alarm Provider.
Best Practice:
In a typical FactorySuite A2 application, IndustrialSQL Server will be used to 
store all time-series data. It is recommended that you install IndustrialSQL 
Server on a dedicated node. For consolidation purposes, the best practice 
would be to store the alarm history in another database on the same node as 
IndustrialSQL Server.
The location where the InTouch Alarm DB Logger utility runs may greatly 
impact data loss prevention. The Alarm Logger utility will automatically 
buffer the alarms it receives until they have been successfully stored in the 
destination database. Installing the Alarm Logger on the AutomationObject 
Server node will ensure that the alarms are not lost if the connection to the 
historian node is lost. To eliminate a single point of failure, the Alarm DB 
Logger Manager utility should be run on all AutomationObject Server nodes 
where alarms may be generated. The alarm query configured in the Alarm DB 
Logger Manager utility will only retrieve alarms that are generated by objects 
hosted by the local platform. This will ensure that no network connection will 
be required to deliver the alarm to the Alarm Logger and will prevent the loss 
of alarm records due to network instability.
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C H A P T E R  8
Sizing and Performance 
Guidelines
FactorySuite A2 software allows you a high level of flexibility in the way in 
which you can implement projects. This chapter will provide you with sizing 
and performance guidelines that are based on a defined set of computer and 
application specifications. The goal of this chapter is to assist you in specifying 
a hardware and application implementation that will provide an optimally 
performing application. This chapter describes the environment and capacity 
loading tested for the current release of Industrial Application Server. The 
Industrial Application Server capacity is not limited to the specifications in this 
chapter; they are simply provided as a guideline for sizing your 
implementation.
Contents
• Testing Specifications
• Performance Targets
• Galaxy Repository Impact
• Communication with Field Devices
• Sizing Guidelines for Disk Space and RAM
• Handling Large Systems
• Failover Performance
Testing Specifications
For any FactorySuite A2 based application, there is a wide range of variables 
that will impact overall system performance. This section outlines a set of 
specifications that can be used to make examining performance more 
manageable. You should compare these specifications to your applications and 
factor in the different Factory Suite A2 Guidelines to make the best decisions 
for your applications.
The key items used to specify performance are:
• Unit Application: describes the size of the application in terms of the 
user's process.
• The benchmark computer specifications to be used for the test.
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• Application Topology: describes the network of PCs and PLCs that the 
application will run on.
• Performance Targets: describes how fast the system must perform for a 
given Application Topology/Unit Application combination.
Unit Application Definition
A Unit Application is a unit of measure used to describe the size of actual 
customer application scenarios. A Unit Application alone does not specify 
performance: it is a size measurement, not a rate measurement. The Unit 
Application concept is useful because it can be used to describe various real-
world applications by saying those scenarios contain multiple Unit 
Applications. For example, “Application Topology A contains 2 Unit 
Applications running on each of PC1 and PC2 and 1 Unit Application running 
on PC2”. 
The Unit Application is defined by the objects it contains (See Table 1. Unit 
Application Definition. Each Unit Application contains a total of 500 objects.
Table 1. Unit Application Definition
Table 1 Column Definitions: 
• Object Type – describes the type of object Template, such as Discrete 
Device, that was built using the Application Object Toolkit.
• Object Count – describes the number of object instances for each template.
• I/O pts per Object – describes the average number of configured I/O 
points per object. 
• Alarms attrs per Object – describes the average number of configured 
alarms per object. 
• History attrs per Object – describes the average number of configured 
history attributes per object.
Object Type
Object
Cnt. I/O Pts
Alarm 
Attrs.
Hist.
Attrs.
Change 
Rate
Monit. 
Rate
Avg. 
Alrm. 
Rate
Discrete Device 200 3 2 1 10/min 0.5 sec 10/hr
Analog Reg. w/Input 200 1 4 2 1/sec 0.5 sec 30/hr
Analog Reg. w/Output 50 1 1 1 10/min 1 sec 10/hr
Calculation (synchronous 
script)
48 0 2 1 1/sec 1 sec 30/hr
Calculation (asynchronous 
script) once/10 secs
2 0 2 1 6/min 1 sec 30/hr
Areas/SubAreas 1/5 0 0 0 0 0 0
I/O Networks 1 0 0 0 0 0 0
I/O Devices 1 - 0 0 - - -
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• I/O Change Rate per Object – describes the average rate of process data 
value changes per object. For example, the average number of discrete 
device transitions for PV.
• Monitoring Rate per Object – describes the average rate of monitoring for 
data value changes per object by the system. This should always be at least 
as fast as the expected I/O change rate per object.
• Alarm Rate per Object – describes the average rate of new alarms detected 
per object by the system. 
Note  The state scan period is 500 msec for the Unit Application except when 
there are six or more Unit Applications on the state.
Computer Specifications
A computer with the following specifications was used in testing the 
FactorySuite A2 products in order to determine the sizing and performance 
guidelines:
OS: Windows 2003 Server
CPU Speed: 2.4 GHz
Physical RAM: 1 GB or 2 GB
Free Disk Space: 15 GB
Network Throughput: 100 Mbps
AppEngine Scan Rate: 1 Second
Application Topologies
When building an application, you are allowed a great degree of freedom in the 
configuration of objects and where they are deployed. It is not practical to test 
all possible configuration and implementation combinations; therefore, the 
effort to provide meaningful performance guidelines resulted in three 
representative system architectures. The application details and loading 
parameters for each of those representative systems are described in the 
following sections.
To determine the performance guidelines, each test system configuration was 
measured against a standard of health in order to validate a viable architecture. 
For guideline testing purposes, a healthy system was defined as follows:
• Absence of scan overruns
• Absence of communication timeouts
• Absence of excessive page faults
• Acceptable average CPU utilization
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Distributed Architecture
Distributed systems have a peer-to-peer architecture and offer the advantage of 
autonomy; that is, each node is self-contained and can run independently of its 
peers. Each node has a visualization client and an AutomationObject Server. 
 To stress the system, each client is actively viewing data and alarms for all 
other AutomationObject Servers. This test does not exercise the maximum 
number of objects or I/O allowed per node. Instead, it stresses the overall 
communications traffic between all nodes in the Galaxy. 
Note For an example of peer-to-peer architecture, see "Peer-to-Peer 
Configuration in Chapter 1, "Architecture Topologies."
Platforms - Peer-to-Peer AutomationObject Server/Visualization node: 40
Platforms - Galaxy Repository Server: 1
IndustrialSQL Server Historian Server: 1 
Number of Instances per Galaxy: 20,000 
Number of Instances per Platform: 509
Total I/O per Galaxy: 34,224
Number of I/O Points per Server Platform: 900
Inputs: 300 changes/sec 
Outputs: 10 changes/sec 
History stores: 300 changes/sec 
Steady state new alarm arrival: 3/sec 
Alarm bursts of limited duration: 2000/sec 
In steady state condition the system performed as shown in the table below. 
Large I/O Client/Server Architecture
This architecture consists of dedicated Automation Object Servers and 
Visualization clients. The visualization clients are represented by nodes 
running platforms and InTouch as well as Terminal Services sessions.
Platforms - Visualization nodes: 10
Platforms - AutomationObject Servers: 20
Platforms - Galaxy Repository Server: 1
Node CPU Memory (MB)
Network Usage @ 
100 MB
GR 5% 700 0.3%
Historian 20% 563 0.3%
AutomationObject 
Server/Visualization 
Node
60% (in 1.9 GHz PCs)
40-% (in 2.4 GHz PCs)
460 (Average) 0.7% (Windows 2003)
0.68% (Windows XP)
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IndustrialSQL Server Historian Server: 5
Number of Instances per Galaxy: 50,000 
Number of Instances per Server Platform: 2,500 
Total I/O per Galaxy: 1,100,000
Number of I/O Points per Server Platform: 55,000
I/O Change Rate: 3% of I/O points change every scan
Alarm Rate: 1% of I/O points per scan
History Stores: 7,000 changes/sec 
The value of key parameters such as CPU Load, Memory utilization and 
network traffic in steady state conditions are presented below.
Base Server CPU Utilizations 
The following table summarizes average base CPU usage that was measured 
for an AutomationObject server with no clients. The data represents the CPU 
consumed by an AutomationObject Server in a steady state with no active 
client connections. These numbers would increase based on other tasks 
executed in the server, such as script execution, active client connections, and 
so on.
In order to optimize the use of RAM and CPU, it is very important to define 
what the scripting requirements are and to plan ahead for how they will be 
implemented. In many cases, it may be more efficient to create global objects 
to execute scripts that update data in multiple objects, instead of running the 
same script in all objects. For recommendations on scripting techniques, see 
Chapter 4, "Template Planning."
Node CPU Memory (MB)
Network Usage @ 
100 MB
AutomationObject 
Servers
24% 880 0.01%
TSE Server (10 
sessions)
50 - 60% 725 0.01%
Number of Instances Number of I/O Points CPU Usage (%)
500 500 4%
3000 3000 15%
5000 5000 22%
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Performance Targets
Configuration environment performance parameters were also captured using 
the development node of each test scenario:
AppEngine startup (boot): 1 minute for each 1000 objects
Galaxy Load for 500 objects: 103 sec
Galaxy Dump for 500 objects: 60 sec
Deployment of 500 objects: 39 sec*
*Deployment time is measured after the first instance of the base template has 
been deployed, since this deploys the code modules.
Galaxy Repository Impact
Each of the topologies discussed in this guide includes an engineering station 
node. It is intended that the Galaxy Repository also be located on this station. 
The Galaxy Repository is not required to be running once the application has 
been deployed. The node running the Galaxy Repository can be shut off with 
minimal impact to the running system. This is desirable for two reasons:
• It separates the engineering station(s) from the running system. 
• It prevents bulk operations (for example, a Galaxy load, mass import, 
change propagation, and so on) performed on the Galaxy Repository from 
impacting the running system. If the Galaxy Repository were running on a 
node where an AppEngine hosting other objects is also running, and a 
bulk operation was performed, they would compete for CPU cycles. This 
could potentially result in scan over-runs or missed scans on the 
AppEngine. Separating these components prevents unnecessary 
disruptions in the running application.
Communication with Field Devices
When implementing systems with a large number of I/O points, you should try 
to determine what the possible I/O throughput will be. The I/O points hosted 
by an AppEngine will be updated every time the associated scan group is read. 
Scan groups are set up on the DI Object used to connect to Data Access 
Servers. These scan groups are configured with a time period for updates. I/O 
points that do not need to be updated quickly should be placed into slower scan 
groups. This will minimize the impact to the control networks due to I/O 
updates.
Sizing Guidelines for Disk Space and RAM
The following sections describe the effects of typical configuration and 
deployment tasks on disk space and RAM. Some of these tasks include object 
creation, deployment, and template derivation.
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The quantities provided in this section are examples. They are approximations. 
Your system will likely exhibit variations from these numbers. Use these 
numbers for evaluation purposes and always allow for adequate spare disk and 
RAM capacity.
About Incremental Database Growth
The ArchestrA database is based upon the Microsoft SQL Server database. The 
default installation of the ArchestrA Galaxy Repository and Microsoft SQL 
Server allow automatic database growth in increments. This means that the 
occupied disk space does not grow with each individual ArchestrA object 
template and/or object instance added to the Galaxy Repository. Instead, the 
disk space will grow in quantum increments. 
In practice, the increments for occupied disk space will vary from 7% of the 
Galaxy database size to 11%, given that the Microsoft SQL Server setting for a 
Galaxy database is set to 10% by default. It is also not easy to predict when the 
database will grow to accommodate any particular addition of a template, an 
object instance, or the import of a script function library. 
As a result, it does not make sense to depend upon a prediction of when the 
database will grow during object configuration using the IDE. It is more 
prudent to leave enough disk space available for the planned capacity of the 
ArchestrA Galaxy Repository. Always allow for 25-50% future capacity unless 
your application is quite well-defined, then add 10% to allow for Microsoft 
SQL Server to auto-increment beyond that if and when you reach that planned 
capacity.
The following table illustrates the effect of Microsoft SQL Server auto-
increment, based on the starting size of a typical Galaxy Repository database.
Sizing MB Percent Increase
Empty Galaxy Repository database 
size
6.6 MB -----
Auto-incremented size 7.1 MB + 7.5%
Auto-incremented size 7.7 MB + 7.8%
.... .... ....
Auto-incremented size 11.44 MB +8.3%
Auto-incremented size 12.44 MB + 8.7%
.... .... + 7 to 11%
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Disk Space and RAM Requirements for Initial 
Installations
The disk space and occupied RAM capacity are somewhat predictable for a 
fresh installation of Microsoft SQL Server, the ArchestrA Bootstrap, the 
Galaxy Repository, the IDE, and the SMC. All disk space and RAM capacity 
in the following table are approximate.
* Version 1.0 of ArchestrA installed .NET 1.0 Framework; newer versions 
update to 1.1 Framework or higher. 
Deployment of the Galaxy's Platform on the Galaxy Repository node, plus the 
AppEngine object and an Area object, also take up disk space and occupy 
RAM capacity. All disk space and RAM capacity in the following table is 
approximate.
Disk Space and RAM Utilization for Simple Object 
Templates
RAM utilization on the ArchestrA Galaxy Repository IDE node is negligibly 
affected by the creation of simple object templates. However certain 
aggregated, hierarchical ApplicationObjects will immediately take up some 
RAM capacity. ApplicationObjects that contain multiple other objects (such as 
the AnalogDevice object, DiscreteDevice object, and FieldReference object) 
will use RAM in the IDE node upon creation of a containing template object.
Component Disk Space RAM
Microsoft SQL Server SP3 55 MB on disk 22 MB RAM
.NET 1.0 Framework 36 MB on disk 0.6 MB RAM *
ArchestrA Bootstrap (including the 
.NET 1.1 update)
19 MB on disk 7 MB RAM
ArchestrA Galaxy Repository, IDE, and 
SMC 
32 MB on disk 2 MB RAM
Creating the empty Galaxy and running 
IDE
70 MB on disk 63 MB RAM
Logs for SMC, starting up SMC. 3 MB on disk 7 MB RAM
Task Disk Space RAM
Create GR Platform 3 MB on disk 28 MB RAM
Create GR state (small increment) (small increment)
Create GR first Area (small increment)( small increment)
Deploy GR Platform 16 MB on disk 31 MB RAM
Deploy GR state (small increment) (small increment)
Deploy GR first Area (small increment) 6 MB RAM
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Disk Space and RAM Utilization for Derived 
Templates
The creation of individual derived template objects from base template objects 
has negligible immediate effect upon disk space and RAM utilization. 
However, cumulatively large numbers of derived template objects will increase 
the disk space occupied by the Galaxy Repository. The database will 
occasionally jump in size by a 7% to 11% growth factor, as opposed to 
incrementing as individual objects are created. 
You can estimate the expected disk space utilization for each type of derived 
template object by first determining a size factor for each. Then, multiply the 
size factor by the planned number of objects of that type. To determine the size 
factor, create 100 template objects of the particular type and observe the 
database size impact for the Galaxy Repository. 
To determine the impact, it is not sufficient for you to simply look at the disk 
size property for the disk drive that contains the Microsoft SQL Server 
database. A good approach for determining the incremental size of the Galaxy 
Repository database is to use Microsoft Query Analyzer or any other Microsoft 
SQL Server Transact-SQL query tool and run the sp_spaceused stored 
procedure against the Galaxy Repository database. Be sure to reference the 
database with the name that you gave the Galaxy when you created it. The 
sp_spaceused stored procedure returns three columns: database_name, 
database_size, and unallocated space. 
The following is an example of calculating the increase in Galaxy Repository 
database size after creating or importing a specific number of object templates.
The size factor for different derived object templates will vary, due to differing 
selections of UDA attributes and differing attribute extensions.
Galaxy state Database Size
Unallocated 
Space
Actual Space 
Occupied
Before addition of derived object 
templates
11.44 MB 0.28 MB 11.14 MB
After addition of 100 derived object 
templates of type XXX
12.44 MB 0.36 MB 12.08 MB
Database size increase by addition of 100 
derived object templates of type XXX
-- -- 0.94 MB
Calculation of approximate size factor 
for derived object template of type XXX
-- -- 0.94 MB / 100 = 
0.0094 MB
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If you include a QuickScript as an extension of any derived object template, 
this will require additional Galaxy Repository database space. The following is 
an example of a calculation of a size factor for the inclusion of a QuickScript. 
As the QuickScript in any particular base derived template will be unique, the 
resulting size factor may need to be calculated for each case.
Database Requirements for Object Instances
The instantiation of instances of base and derived ApplicationObjects have a 
negligible individual effect upon the Galaxy Repository database size. 
However, large numbers of instances will occupy additional space. To 
determine the size factors for object instances, use the method described in 
Disk Space and RAM Utilization for Derived Templates.
Instances that contain inherited QuickScripts will not incur additional disk 
space in the database; however, the addition of QuickScripts to individual 
instances of objects will incur additional disk space.
Disk Space and RAM Utilization for Object 
Deployment
Deployment of an object instance does not affect the size of the Galaxy 
Repository database. Deployment does affect disk space utilization of the node 
to which objects are deployed. Also, the utilization of RAM capacity on the 
target Platform node is affected.
The deployment of object instances on to an AppEngine is the greatest concern 
for a control system that is operational. The largest impact on RAM utilization 
is the first deployment of any particular type of object, since it involves loading 
the associated run-time software on the Platform node. Additional instances 
that are based upon common template objects will incur much smaller 
increments in RAM capacity utilization, as compared to the first deployment.
Galaxy state Database Size
Unallocated 
Space
Actual Space 
Occupied
Before addition of a QuickScript 12.44 MB 0.36 MB 12.08 MB
After addition of a QuickScript function 
with 100 lines of code to a derived object 
template of type XXX
12.44 MB 0.06 MB 12.28 MB
Database size increase for the QuickScript 
with 100 lines of code
-- -- 0.20 MB
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 The following table illustrates the effect of creating and deploying an 
aggregated ApplicationObject instance that contains multiple child objects.
** These numbers assume that the deployment is made to the Platform on the 
Galaxy Repository node. Some of the RAM utilization is the IDE, while the 
rest is the Platform and AppEngine.
Note You cannot use this Galaxy Repository database sizing method to 
determine the amount of disk space and RAM utilization for deployment of 
objects to an AppEngine. For those quantities, you must use the operation 
system disk capacity monitoring tools (for example, the "Properties" of the 
disk drive).
If you want to monitor disk space utilization when deploying objects to a 
Platform node, there is one caveat. Windows operating systems include a 
"System Restore" feature that is turned on by default. It is actually a good thing 
that the System Restore feature is normally turned on, because it provides 
protection from inadvertent deletion of required system files. However, the 
System Restore feature maintains extra copies of files on the disk drive, and 
the copies are made at a time determined by the operating system, which is 
generally according to an unpredictable schedule.
Therefore, it is not possible to accurately assess the amount of disk space used 
upon individual deployment of objects by simply looking at the disk space 
quantity in the properties of the drive. DO NOT turn off the System Restore 
feature on an operational ArchestrA Platform computer. If you need to 
accurately calculate disk space usage for the deployment of custom objects, 
you should make your assessment using an isolated test computer on an 
isolated Galaxy where the System Restore feature can be temporarily turned 
off. For the Windows XP operating system, this feature is accessed via the 
System utility in Control Panel.
Handling Large Systems
Industrial Application Server provides considerable flexibility to configure the 
system so that it can efficiently handle different scenarios and conditions. The 
system provides the capability to fine tune parameters to optimize the 
performance at different levels in multiple components. The attribute settings 
provided by default in the product allow the operation at a very good level of 
performance for a system with no critical requirements. 
Task
Disk 
Space RAM
Create master object containing 10 objects each 
with 500 UDAs (total of 5,000 UDAs) and each 
containing 100 lines of inherited QuickScript
~ 4.5 MB 
disk space
~ 7.7 MB 
RAM **
Deploy master object containing 10 objects 
each with 500 UDAs (total of 5,000 UDAs) and 
each containing 100 lines of inherited 
QuickScript
~ 17 MB 
disk space
~ 2.5 MB 
RAM **
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When the system involves conditions such as intermittent and/or slow 
networks or very large amounts of instances and/or IO points, you can adjust 
specific attribute values to make it work more efficiently. It is very important 
to know how to use those values as it may degrade the system performance if 
they are changed without a good understanding on their functioning and of 
how they relate to other attributes and conditions.
Improving Communication with Remote Nodes
The $WinPlatform object has a set of attributes associated with the Message 
Exchange (MX) protocol which allow fine tuning communication between 
galaxy components. When the network bandwidth is limited, the connection is 
intermittent, or the amount of objects is too large (thousand instances), it is 
recommended to adjust these parameters to obtain a better performance in 
deployment and communication.
It is important to keep in mind that the values may be changed based on 
specific conditions of operation. The values shown here are intended as a 
starting point for fine tuning the system. The following table shows the default 
values and recommended values for the MX parameters.
For details on the attributes in the WinPlatform object, please refer to the 
$WinPlatform Help.
Checkpointing Attributes
Every AppEngine in a galaxy saves to disk changes to values of specific 
attributes (checkpointed attributes) at a pre-defined period of time. The more 
attributes that are defined to be checkpointed by an AppEngine, the more it 
writes to disk. It is critical to set up this attribute to meet the best performance 
for the system and the process. 
In the event of a re-start of an AppEngine or after a failover, the system will 
read the checkpoint file to update the attribute values and start from there. The 
default value in the .CheckpointPeriod attribute in the AppEngine is set to 0 as 
a safe way to checkpoint attributes every scan if the user is not aware of the 
functionality. However it is highly recommended to set this parameter to a 
higher value so that you can optimize CPU utilization and maintain data 
integrity in the event of a failure in the AppEngine. 
For more details on Checkpoint, please refer to the Redundancy section.
Object - 
WinPlatform Default Value
Recommended 
Value Comments
Message timeout 30000 ms 300,000 ms Increase to avoid timeouts 
when deploying large number 
of instances
NMX heartbeat 
period
2000 ms 2000 ms
Consecutive 
number of missed 
NMX heartbeats 
allowed
3 4 (Automation Object 
Server)
4 (Galaxy Repository)
4 (Visualization node)
Increase to avoid false 
failovers in large systems
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Bulk Operations Considerations
Observe the following considerations for bulk operations: 
• Importing a large Galaxy with multiple levels of template containment 
may take a long time. Actual time is dependent on the size of the Galaxy 
and number of template containment associations that must be handled 
during the import process.
• For large numbers of Platforms and Engines residing on computers that 
are situated over slow network connections, it is not recommended to 
initiate a Cascade Deployment of the entire Galaxy. For such networks it is 
important to deploy the Platforms separately. Also, Platforms that have 
complex combinations of Areas and Objects or large numbers of Objects 
should be selected in smaller groups and deployed as groups.
• For better performance and scalability, increase the SQL Maximum 
Memory usage to be a larger portion of actual physical memory. In the 
Server Enterprise Manager, right-click on the SQL Server, select 
Properties. On the Memory tab, select "Dynamically configure SQL 
memory" and increase the Maximum Memory.
Handling Multiple Engines
It may be efficient in a system to distribute the load of Automation Object 
instances into multiple engines. It is a particular advantage when running the 
application in a multi-processor PC, as each engine running in its own single 
thread, will be distributed by the Operating System throughout the processors.
In Industrial Application Server 2.0, a platform can host a maximum of 20 
engines. The platform counts as one engine, leaving 19 available slots. 
However, it is not recommended to use more than 16 engines on a single 
platform. Using more than 16 engines on a platform may deteriorate system 
performance.
To determine whether to place multiple Engines on a platform, analyze the 
Scheduler.ExecutionTimeAvg in the Object Viewer and strive to not to exceed 
over 30% - 40% of the scan cycle execute time. Also, if the speed you require 
cannot be accommodated with one engine, you may need to split engines.
You may need multiple engines (1) when there are differing scan rates or scan 
overruns, (2) when there is high execution time and/or (3) when you need to 
bring data in faster. When you have sets of objects that do not require fast 
execution, you can group them on one engine. In a system in which you can 
group application objects based on scan rates, use a platform for each object 
group.
Important!  Be sure to monitor CPU usage when adding engines. Also, 
remember that with multiple engines you are moving Areas. If you have only 
one Area, you must create sub-areas.
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Best Practices
• To keep multiple engines with the same configuration from firing 
simultaneously, set their scan rates to prime numbers. For example, the 
scan rates of the various engines might be set at 997 ms, 1009 ms, and 
1021 ms.
• Disable Hyper-Threading on computers that support this hardware 
function. Hyper-Threading gives a false impression of lowering processor 
load while actually increasing the load on the actual (rather than virtual) 
processor.
• Platforms that are routinely placed off scan may cause a certain amount of 
increased network traffic coming from other platforms if the other 
platforms have ApplicationObjects still on scan that subscribe for data 
from ApplicationObjects belonging to the off scan Platform. If the 
resulting increase in network traffic becomes excessive, consider placing 
the "subscriber" ApplicationObjects off scan as well during the time that 
the particular platform is scheduled to be off scan.
Fine Tuning a Redundant System
Multiple variables are involved in the detection and execution of a Failover of 
Redundant AppEngines. The table below presents some key parameters to 
adjust to get a better performance of the failover process.
Failover Performance
Much testing has been completed to measure the performance of a system 
during a failover. Multiple variables have been considered to obtain 
representative data to reflect the average failover time, CPU and memory 
utilization in different configurations.
It is important to notice that the failover performance may vary depending on 
the number of IO points referenced in the system, the amount of scripts per 
instance, task executed by scripts, historized data, alarms and check pointed 
data. Both the amount and complexity of scripts will increase the failover time, 
as the system requires more time and resources to process them.
Object - AppEngine Default Value
Recommended 
Value Comment
Force failover timeout 30000 ms 300,000 Increase this to maximum time it 
takes an engine to become Active
Maximum consecutive 
heartbeats missed from 
Active Engine
5 6/7 Increase to avoid false failovers
Maximum time to 
maintain good quality 
after failure
15000 ms 20000 ms Increase to maximum time it takes 
to get all items in engine advised
(All the I/O becomes Active.)
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This section presents two architectures with the corresponding application 
configuration and the results of the performance test.
 Dedicated Standby Configuration
The table below presents the hardware and software used in the architecture 
shown above. It also presents the configuration of the application tested. 
Some of the variables in the table are dependent on the number of I/O points 
referred to in the application, so the value is shown as a percentage of the total 
I/O count for the particular scenario.
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This table presents the results of the test executed to measure the failover time 
as well as the CPU and Memory utilization.
The Failover conditions were measured under two scenarios:
• Causing a network communication failure 
• Using the .Redundancy.ForceFailoverCmd attribute in Object viewer. 
Also note that another key component tracked in the test is the amount of CPU 
consumed by the DI Object
Note During the transition of the engine from Standby to Active mode the 
CPU usage can have peaks at high levels.
Resources:
Hardware Dell Precision 360, 1.0 GB RAM, Pentium 4 CPU 2.8 GHz
Operating System Windows XP SP2 for Redundant AppEngine nodes
Configuration  1 Redundant AppEngine and 1 local DASABTCP DI Object
DIObject ABTCPPLC
Instances 1:8 ratio (instances:IO points)
I/O Change Rate 3% of IO points changing every scan
History 3% of IO points historized every scan
Alarms Total 10 alarms/sec
Scripts per Instance 3 (1 On Scan, 2 execute every scan)
AddEngine Scan Rate 1000 msec
DIObject Scan Group 1000, 1200, 1500, 1700, 2600, 3300, 4400, and 4600 msec
Modified Attributes Checkpoint period: 10000
Force failover timeout: 240000
Maximum time to maintain good quality after failure: 120000
Maximum time to discover partner: 30000
I/O 
Counts
Total Failover Time
[sec]
CPULoadAvg[%] Total Memory 
Usage [MB]
Network
Failure
ForceFail
overCmd
Active 
Node
Standby 
Node DASABTCP
Active 
Node
Standby 
Node
2500 23 18 16 5 6 368 306
5000 30 25 22 5 10 371 311
10000 44 43 32 7 11 419 319
20000 59 58 60 16 25 550 399
30000 95 75 88 11 39 663 353
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Load Shared with Remote I/O Data Source
Very similar to the tests completed for the Dedicated Standby configuration 
was the analysis done for the Load shared configuration. Out of the multiple 
scenarios of Load Shared that can be implemented, the architecture below 
shows the one used in our validation.
The details on the resources and configuration utilized are presented below.
Resources:
Hardware Dell Precision 360, 1.0 GB RAM, Pentium 4 CPU 2.8 GHz
Operating System Windows XP SP2 for Redundant AppEngine nodes
Configuration 5 AppEngines and 2 RDI objects with load sharing between 
redundancy pair platforms.
DIObject ABTCPPLC DI Object
Instances 1:8 ratio (instances: IO points)
I/O Change Rate 3% of IO points changing every scan
History 3% of IO points historized every scan
Alarms Total 10 alarms
Scripts per Instance 3 (1 On Scan, 2 execute every scan)
AddEngine Scan Rate 1000, 1100, 1200, 1300, and 1400 msec
DIObject Scan Group 1000, 1200, 1500, 1700, 2600, 3300, 4400, and 4600 msec
Modified Attributes Checkpoint period: 10000
Force failover timeout: 240000
Maximum time to maintain good quality after failure: 120000
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The results shown in the table below present the Failover time, CPU utilization 
and Memory Usage in different scenarios. This table also contains the CPU 
load on the node that hosts the IO data servers.
Note During the transition of the engine from Standby to Active mode the 
CPU usage can have peaks at high levels.
I/O 
Counts
Total Failover Time
[sec]
CPULoadAvg[%] Total Memory 
Usage [MB]
Network
Failure
ForceFail
overCmd
Active 
Node
Standby 
Node
I/O Server 
Nodes 1, 2
Active 
Node
Standby 
Node
2500 20 16 7 4 7, 10 430 330
5000 22 18 13 4 7, 10 461 333
10000 29 23 19 5 7, 10 555 362
20000 47 31 40 2 11, 15 605 385
30000 67 44 49 6 21, 22 797 443
40000 88 75 55 7 25, 30 814 552
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C h a p t e r  9
Diagnostics/Maintenance
FactorySuite A2 allows users to develop applications that have built-in 
diagnostics and maintenance functionality. For example, a Platform in the 
Industrial Application Server can provide information about system resources 
such as CPU load, memory, network traffic, or disk usage. System operators 
and supervisors can access both process data and system health information 
from the alarm and event database, InSQL Server, or InTouch windows with 
links to various attributes in galaxy objects. FactorySuite A2 also 
accommodates system administrators, who require the ability to back up 
system files periodically, and to perform more in-depth diagnostics if problems 
occur.
This section presents diagnostic and maintenance tools available to 
FactorySuite A2 users. For information on other resources, refer to the 
Technical Support section in the preface to this manual.
Contents
• FactorySuite A2 Diagnostic/Maintenance Tools
• Add-on Diagnostic/Maintenance Tools
• OS Diagnostic Tools
FactorySuite A2 Diagnostic/Maintenance Tools
Object Viewer
The Object Viewer monitors the status of the objects and their attributes and 
can be used to modify an attribute value for testing purposes.
To add an object to the Object Viewer Watch list, you can manually type the 
object and attribute names into the Attribute Reference box in the menu bar 
and select Go. When prompted to enter the Attribute Type, press the OK key.
You can save a list of items being monitored. Once you have a list of attributes 
in the Watch Window, you can select all or some of them and save them to an 
XML file. Right-click on the Watch window to save the selection or load an 
existing one. You can also add a second Watch window that shows as a 
separate tab in the bottom of the Viewer.
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Refer to the Platform and Engine documentation for information about 
attributes that may indicate system health. These attributes provide alarm and 
statistics on how much load a platform or engine may have when executing 
application objects or communicating with I/O servers and other platforms.
Testing the Quality Value of Attributes
When you use Attribute Data Quality for diagnostic purposes, observe the 
following tips:
Best Practice: 
Testing the Quality Value of an Attribute
The actual value of a Bad and Good quality is 0 and 192, respectively. Past 
methods for testing the Quality value have resulted in code such as:
%)0	;
;30AA/I4,	
A more appropriate way to code such tests is to call one of the quality test 
functions available within the QuickScript language. The previous example for 
testing for a GOOD quality condition would be coded as: 
%)%B!0	;
;30$,	
The available functions for testing the Quality value of an attribute are as 
follows. The functions return a Boolean (True) value for success and a Boolean 
(False) for failure of the test. 
Test Condition:
• IsBad
• IsGood
• IsInitializing
• IsUncertain
• IsUsable
As in the above example, the coding syntax requires the desired function (the 
specific attribute to test). Note that the parenthesis around the quality is 
required.
Best Practice: 
Set Condition Function
The available functions for setting the Quality value of an attribute are as 
follows. The functions return a Boolean (True) value for success and a Boolean 
(False) for failure of the test. 
Set Condition:
• SetBad
• SetGood
• SetInitializing
• SetUncertain
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The syntax for the Set Condition functions is the same as the Test Condition 
functions except that the attribute to be SET must be an attribute within the 
object that the script is attached to. 
'J	9SetInitializing(me.PV)
Chapter 4, "Template Planning," discusses the Data Quality of Attributes.
System Management Console (SMC)
Galaxy Database Manager
Selecting the Galaxy Database Manager on the SMC Menu allows you to view 
all the galaxies in the Galaxy Repository, as well as the nodes they reside on.
You must have Administrative privileges to use the Galaxy Database Manager.
DAServer Manager
The DAServer Manager allows local or remote configuration of the DA Server 
and its device groups and items, and can monitor and perform diagnostics on 
DAServer communication with PLCs and other devices.
Important!  Like the LogViewer and Platform Manager, the DAServer 
Manager is a Microsoft Management Console (MMC) snap-in. Many high-
level functions and user-interface elements of the DAServer Manager are 
universal to all DAServers; to understand the DAServer Manager, it is critical 
to read the documentation for both the MMC and the DAServer Manager.
To read the documentation about the MMC and DAServer Manager, click the 
Help topics on the SMC Help menu. Both the MMC Help and the DAServer 
Manager Help are displayed.
Log Viewer
An important troubleshooting tool, the Log Viewer records messages from 
machine execution. The Log Viewer can:
• Monitor messages on any machine in the system
• Send a portion of the log to notepad or E-mail
• Filter messages on a flag
Security for the log viewer is set at the galaxy level.
Platform Manager
Using Platform Manager, you can access platforms and engines deployed to 
any PC node in the galaxy. 
After highlighting a platform, you can use the Action menu to start or stop a 
platform, or set it OnScan/OffScan. If the platform has security implemented, 
you must be logged on as a user configured with the proper SMC permissions 
to start SMC, Start/Stop engines and platforms, or write from the Object 
Viewer.
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Add-on Diagnostic/Maintenance Tools
Galaxy Diagnostic Tools
The Wonderware website http://www.wonderware.com/support/mmi lists 
galaxy diagnostic tools available for download. 
• The A² AppServer Script Counter utility is a simple tool created by 
Wonderware Technical Support to provide an easy way to get a count of 
the number of Scripts that are in Instances in a Galaxy. This tool is 
intended to aid in evaluating A² Application Server performance during 
development and deployment.
• The A² Template Counter utility is a simple tool created by Wonderware 
Technical Support to provide an easy way to get a count of the number of 
Templates and Instances derived from a given Template
Note These utilities are provided “as is” as they are not supported by 
Wonderware Technical Support.
You can also refer to the ArchestrA.biz web site http://archestra.biz/ for the 
latest information about Archestra and third-party utilities. 
Galaxy Maintenance Tools
Backup and Restore
The Galaxy Database Manager allows you to:
• Back up a Galaxy: This function archives in a single .cab file all the files 
and configuration data associated with the specified galaxy. The backup 
saves everything created in the galaxy: security, platforms, objects, scripts, 
and attributes. 
Important!  Unless galaxy objects are already deployed and in 
production, be sure that everything in the galaxy is undeployed before 
backing it up.
• Restore a Galaxy: The Restore function uses the backup file to overwrite 
an existing corrupt Galaxy or reproduce the Galaxy in another Galaxy 
Repository. This function restores the entire galaxy configuration. Note 
that when the galaxy is restored, the objects will show the deployment 
status they had at the point the original galaxy was backed up. 
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Galaxy Backup With Secured Administrator 
Password
As a standard procedure, to preserve the integrity of a Galaxy, it is important to 
generate backup copies of the database. The Galaxy backup files (CAB) need 
to be archived in safe disk storage and they may be transferred to CD-ROM or 
tape if desired. Be sure that there aren't any Objects or Templates checked out 
at the time of the Backup. In particular the IDE editor for Galaxy Security must 
not be open for edits when Backups are performed.
In addition to having the Galaxy backup, it is important for engineers to export 
any changes to $Templates and instances of Objects using the IDE export 
feature. This generates package files that contain one or a group of Objects. 
These exports result in files with an "aaPKG" extension.
For large facilities, a backup should be made after the major development 
cycle is complete. The Galaxy should already include assignment of OS 
Groups into Roles and the creation of Security Groups with Objects assigned 
to the Security Groups. 
Before making this backup it is important that the Galaxy's Administrator User 
be given a valid Password. By default a Galaxy starts with a blank 
Administrator Password; it should be changed according to the IT password 
policy. 
After the backup is generated, it should be transferred immediately to CD-
ROM or tape, and removed from direct network file browsing. Alternatively, it 
should be protected with directory access privileges. Also, the Administrator 
Password should be recorded and kept in a safe place. 
With the backup, if IT makes changes in the OS Groups assigned with IDE and 
SMC privileges and the Galaxy Administrator Password has been changed per 
IT policy and then forgotten, the backup can be retrieved and restored by 
anyone with access to the CD-ROM or tape and the saved Administrator 
Password. Afterwards, any progressive changes can be restored from the 
periodic Object export files (aaPKGs).
Best Practice:
Back up a galaxy to another machine each time you make changes to it. Refer 
to the Galaxy Database Manager User's Guide for directions for backing up 
and restoring a galaxy.
Note  When restoring a Galaxy, use the IDE first to create a new Galaxy in the 
target Galaxy Repository. The names of the new Galaxy you create in the IDE 
and the backup Galaxy from the restore process must be the same. 
Backup vs. Export
The IDE Export function is used to share objects or recreate them in another 
galaxy. Exporting generates a package file (.aaPKG) from selected data in the 
Galaxy Database. The resulting package file can be imported into another 
galaxy through the IDE import function.
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In contrast to Backup, Export (from the IDE editor) is selective: you highlight 
the objects or templates to export. Exporting applies to objects, their associated 
templates, and configuration state. Security is not exported.
The advantage of exporting is that it is an easy way to move objects from one 
platform to another, and to E-mail portions of the galaxy to another user.
OS Diagnostic Tools
Performance Monitor
The Windows Performance Monitor or System Monitor is located in 
Administrative Tools in the Windows Control Panel. The Performance tool is 
composed of two parts: System Monitor, and Performance Logs and Alerts. 
System Monitor allows you to collect and view real-time data about memory, 
disk, processor, network, and other activity. Performance Logs and Alerts 
allows you to configure logs to record performance data and set system alarms. 
For information about using Performance tools, click the Action menu in 
Performance, and then click Help.
Event Viewer
The Event Viewer, located in Administrative Tools in the Windows Control 
Panel, maintains logs about program, security, and system events. You can use 
the Event Viewer to view and manage the event logs, gather information about 
hardware and software problems, and monitor Windows operating system 
security events.
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1-2 Module 1 – IntroductionModule Objective
? Be introduced to the FactorySuite Industrial Application Server and understand its 
architecture, environment, and requirements for installation and licensing.Wonderware Training
Section 1 – Course Introduction 1-3Section 1 – Course Introduction
Course Overview
FactorySuite Industrial Application Server is a 4-day instructor led course designed to teach the 
basic functionality of the Wonderware FactorySuite Industrial Application Server.  The purpose of 
this course is to give students the knowledge necessary to develop applications for their specific 
environment. 
The following modules are included:
Module 1 – Introduction
Module 2 – Application Planning and the Plant Model
Module 3 – The Galaxy
Module 4 – Modeling Equipment
Module 5 – Complex Object Modeling – Extending the Objects
Module 6 – Alarming and History
Module 7 – Securing the Galaxy
Module 8 – Galaxy Maintenance
Module 9 – DAServers and DI Objects
Module 10 – Visualization
Module 11 – Multi Node Galaxies
Main Course Objective
Upon completion of this course, students should be able to: 
? Understand how to develop an application using the Industrial Application Server and 
? Work with objects that have been created using the Industrial Application Server Toolkit.
Prerequisites
It is expected that prior to taking this course the student will have a basic knowledge of InTouch®.
Section Objective
This section will familiarize you with the objectives and agenda for the FactorySuite® Industrial 
Application Server course as well as the key basics of the Industrial Application Server.Industrial Application Server 2.0 Course
1-4 Module 1 – IntroductionAgenda
Day 1
Module 1 – Introduction
Introduction
? What is ArchestrA?
? Bootstrap
? Platform
? LMX, NMX
? Toolkits
? What is Industrial Application Server?
? Engine
? Objects
? DI
? System(Area)
? Application
? Analog, Discrete
? Why use ArchestrA?
? Global Name Space(example)
? Advanced Communications Capabilities(example)
? Pervasive, Flexible Security(example)
? True Object Methodology
? Single point of configuration(alarms,history,security)
? Reuse of engineering effort
? Change control/propagation
? When to use?
? Number of I/O
? Architecture
Installation / Licensing
? Hardware Recommendations
? Software Recommendations
? Licensing Scheme
? FS Compatibility
Module 2 – Application Planning and the Plant Model
Plant Modeling
? The need for a project workflow
? understanding area devices
? identification of functional requirements
? naming conventionsWonderware Training
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? The difference between Object Oriented development process and Tag Based 
development process
? Types of objects
? object-oriented tools in manufacturing applications
? Plant Model for Developing (IAS) Course Application
Module 3 – The Galaxy
Industrial Application Server IDE
? What is a Galaxy Repository?
? Selecting a GR Node
? What is a Galaxy?
? Selecting a Galaxy
? Deleting a Galaxy
? Creating a Galaxy
? Instructor lead – view Galaxy db after create
? Single User / Multi User Environment
Lab 1 - Creating a Galaxy
Tour of the IDE
? Tool bars
? Views
? Import/Export
? Configure Security
? Change User
? Change Galaxy
? Set User Preferences
? Right Click – Object Information
? Attributes
? Errors/Warnings
? Cross Reference
? Change Log
Facility Modeling
? Areas as Logical Groupings of Process 
? Alarms
? Events
? Devices as Instances
? Develop device list
? Common Devices as Templates
? Impose standards at this levelIndustrial Application Server 2.0 Course
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Objects and Object Instances
? Creating an Instance (Platform Object)
? Check Out/ Check In
? Information / Warning Icons
? Right Click for More Info
? Deploying / Options - User Preferences
? Platform Properties
? Object Viewer
? Engine Properties
? Area Properties
? Device Integration Properties (OPC & SL Proxy)
Lab 3 – Create and Deploy a Platform
Lab 4 – Create and Deploy an Engine
Module 4 - Modeling Equipment
Application Objects
? Analog Device Properties
? Discrete Device Properties
Device Integration and Redundant DI Objects
Intermittent Network Configuration
Lab 5 – DeviceIntegration Object
Lab 6 – Analog Devices
Lab 7 –Discrete Devices – Valve Instance
Day 2
Module 5 – Complex Object Modeling - Extending the Objects
Object Relationships
? Area (Alarm Modeling)
? Host (Resource Modeling)
? Containment (Process Modeling)
? Templates
Extending & Enhancing Your Object Models
? User Defined Attributes
? Data Types SupportedWonderware Training
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? Input Reference
? Output Reference
? Alarm
? Historize
Lab 8 – Modeling Complex Objects
Object Change Control and Propagation
? Template Property Locking
? Propagate on check in
Object Reuse
? Keywords for Reuse
? Me
? My Host
? My Container
? My Area
? Contained Names
Lab 9– Change Control and Propagation
Scripting Environment, UDAs and Extensions
? Script Types
? Data Types Supported
? Dim Types
? Aliases
? Property Browser
? Function Browser
? Type Browser
? Import/Export
Lab 10 – Object Reuse
Lab 11 – Averager 
Extensions and Output Functionality
Lab 12 – Extensions
Additional Application Objects
Day 3
Module 6 – Alarming and History 
Alarming
? What is an Alarm/Event?
? What types of things are Alarmed?Industrial Application Server 2.0 Course
1-8 Module 1 – Introduction? How does ArchestrA handle Alarms?
? Platforms alarm to Application Server
Lab 13 – Alarming
Historization
? How does ArchestrA Historize?
? Engines Historize
? InSQL MDAS
? InSQL node does not require any ArchestrA software
? Pushed at the engine’s scan rate 
Lab 14 – Historization
Module 7 – Securing the Galaxy
Security Models
? None
? Galaxy
? OS User
? OS Group
Securing the IDE and SMC
? Creating Roles – Assigning Permissions
? Creating Users – Assigning to Roles
Securing the Objects in Runtime
? Creating Security Groups
? Assigning Roles to Group Access
Lab 15 – Application Server Security Settings
Lab 16 – Authentication
Module 8 – Galaxy Maintenance
Exporting/Importing a Galaxy
? As an aaPackage (Object)
? As a CSV (Galaxy Dump)
Lab 17 –Exporting/Importing CSV Files
Using the System Management Console (SMC)
? Starting / Stopping Engines and Platforms
? Backing up the Galaxy Database
? The ArchestrA Logger
? Network Account UtilityWonderware Training
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Network Account Utility
Day 4
Module 9 – DAServers and DI Objects
DAServers
? Configuration
? Component Architecture
? DAServer Characteristics
DI Objects
? DI Network Objects
? DI Device Objects
FactorySuite Gateway
? Integration to Third Party Applications
? Other Connectivity Tools
Lab 19 – FactorySuite Gateway
Intermittent NetworkConfiguration
Module 10– Visualization 
Visualization
? InTouch Integration
? Tag Browser
? Data Type Support
? LMX, NMX – Client abstraction layer
Lab 20 – Properties Visualization
Lab 21– Alarm Connectivity in InTouch
Lab 22– Valve Visualization
Lab 23 – InTouch Tag Connectivity
Module 11 – Multi-User Development Environment
Converting to a Single GR Node
? Export Tank Template
? Undeploying all Existing Platforms
? Pointing the IDE to a remote GR Node
? Deploy Platforms from remote GRIndustrial Application Server 2.0 Course
1-10 Module 1 – Introduction? Import Tanks and Deploy
? Check State of Platform using SMC
Lab 24 – Convert to Network Environment
Redundancy and Redundant DI Objects
Lab 25 – RedundancyWonderware Training
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The next generation of Wonderware's popular FactorySuite® product line, FactorySuite A2™ 
products are the first to take advantage of the power and performance of Invensys' new 
ArchestrA® plant automation and information software architecture. The following FactorySuite A2 
products offer increased functionality and flexibility and extensive connectivity:
? The Industrial Application Server for real-time data acquisition, alarm and event 
management, data manipulation services and collaborative engineering
? InTouch® human-machine interface (HMI) software for process visualization
? IndustrialSQL Server™ plant historian
? InTrack™ resource and WIP tracking software
? InBatch™ flexible batch management software
? InControl™ real-time control software
? DT Analyst™ downtime tracking and production monitoring software
? QI Analyst™ complete SPC software system that enables manufacturers to use real-time 
data to monitor, predict, and make online adjustments for production quality and 
consistency
? SuiteVoyager® industrial portal software for Internet/intranet visualization and content 
management
? InTouch for Terminal Services software for remote hosting of InTouch applications
? SCADAlarm™ event notification software for real-time alarm notification, data acquisition, 
and remote control from telecommunication devices to industrial automation software 
systems
? DAServers, offering a library of thousands of 16- and 32-bit I/O Servers
This industry-leading toolset features the robust, best-of-breed software modules that help users 
effectively develop and manage automation applications for continuous, discrete, process, hybrid 
and batch manufacturing environments. In addition to the usual outstanding features and benefits 
offered by our traditional FactorySuite modules, the FactorySuite A2 product line takes full 
advantage of Invensys’ new, ground-breaking ArchestrA software architecture. The FactorySuite 
A2 product line is yet another example of how Wonderware powers intelligent plant decisions in 
real time.Industrial Application Server 2.0 Course
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ArchestrA provides an infrastructure for simplifying the development, deployment, lifecycle 
maintenance, and administration of distributed automation applications. 
The supervisory control and manufacturing information environment is served by a variety of 
systems, including (MMI), Distributed Control Systems (DCS), Supervisory Control and Data 
Acquisition systems (SCADA), Process Information Management systems (PIM), Manufacturing 
Execution Systems (MES), batch and recipe management systems, and advanced control/
simulation systems. 
ArchestrA leverages advanced software technologies to fill the gap between ERP systems and the 
control systems. This architecture provides the following: 
? Framework: supports common services and a core set of system objects 
? Domain Objects: are industry-specific objects 
? Object Development Toolkit: allows 3rd parties to create new domain objects 
customized for specific needs 
The ArchestrA infrastructure, or Framework, supports core services that are required by most of 
the different types of supervisory control and manufacturing information systems mentioned 
above. These core services include the following: 
? Integrated development environment 
? Version management 
? License management and centralized deployment 
? System diagnostics and system administration 
? Internationalization 
? Data visualization and monitoring 
? Event based processing, scripting, and calculation capabilities 
? Alarm and event management, historization, and security 
? Data acquisition and field device integration 
? Inter-object communications and name service 
? Reporting and ad-hoc query capability 
? Support for industry standards such as OPC and SQL 
The ArchestrA Framework consists of: 
? Configuration and Deployment Related Components: which include the centralized 
object repository (called Galaxy Repository), integrated development environment (IDE) 
and object deployment services (called Bootstrap). These components are installed just 
like any other Windows® application. They are required for centralized deployment of the 
runtime components. 
? Runtime Components: which include PCs with core infrastructure (called Platforms), key 
software applications (Engines) and objects (Framework Objects) that expose framework 
related functionality. These components are centrally deployed and administered. Wonderware Training
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Introduction
ArchestrA is a comprehensive plant automation and information architecture designed from the 
outset to extend the life of legacy systems by leveraging the latest software technologies. 
Offerings built upon this architecture empower decision-makers to achieve their business goals, 
without abandoning prior investments in automation systems, production processes or intellectual 
property.
ArchestrA's complete approach to industrial architecture significantly reduces a plant's total cost of 
ownership through easy installation, operation, modification, maintenance and replication of 
automation applications.
In the ArchestrA environment, software applications can be rapidly assembled rather than 
programmed. New applications also can be created simply through the reassembly of existing 
applications.
The ArchestrA vision is to provide a unified and robust architecture that is the basis for 
collaborative production systems in support of industrial enterprises. Its open-development 
platform and tools uniquely enable Invensys and third parties such as OEMs, machine builders 
and system integrators to build domain knowledge and add significant value to the solutions they 
provide. End-users and suppliers will benefit from ArchestrA's unified platform, which enables the 
instant integration of application information. 
ArchestrA is the comprehensive industrial automation and information architecture that 
orchestrates a new way to run or expand older plants more efficiently, and an optimal way to build 
new plants.
The Need for ArchestrA
Quality, responsiveness, and cost efficiency have always been necessary for any plant or factory 
that wishes to surpass the competition. Today, they are vital for any plant, factory, or enterprise to 
survive. 
The pace of change accelerates. Product cycles become shorter and more complex. New or 
enhanced products must be commercialized at breakneck speed, or risk rapid failure. Such 
offerings must also be quickly customizable for use in today’s global business spaces.  Again, as 
these markets grow ever more economically efficient, the choice for manufacturers is between 
agility and finality.  
That’s why today a variety of computer-based systems are used to operate plants as well as to 
improve their efficiency. In most plants, multiple varieties of hardware and software systems 
provide machine and process control, information management, and decision support. These 
systems enable manufacturers to operate their businesses more effectively and add value to the 
raw materials they process. Without these systems, many highly engineered consumer and 
industrial products simply would not exist, because of the complexities involved in their 
manufacture. 
Section Objectives
? Understand the concept of ArchestrA and how it relates to the manufacturing 
environment.
? Understand the benefits of migrating to an ArchestrA architectural environment.Industrial Application Server 2.0 Course
1-14 Module 1 – IntroductionUnfortunately, even today, in most plants these systems operate independently.  This hinders a 
plant manager’s ability to synchronize and control production and business processes in a real-
time environment. In other words, the majority of manufacturers have not successfully integrated 
the functionalities of automation/business/information systems into a single, unified infrastructure.  
In the past, this has been an expensive and time-consuming process.  Those that have 
successfully integrated have done so at great cost in terms of money and resources. Moreover, 
despite the huge investments made by companies in these systems over the years, managers still 
find it difficult to quantify resulting tangible benefits.
The most compelling aspect of the problem now facing manufacturers is that the underlying 
technology of these systems is rapidly becoming obsolete.  As general technology lifecycles 
shorten, manufacturers are pressed to procure and integrate new technologies with ever-
increasing speed — making the ultimate goal of productivity improvement even more difficult to 
achieve.
In most plants today, “islands of automation” within business and manufacturing systems hinder 
the plant manager’s ability to synchronize business processes in real time.
Recognizing this challenge, Invensys has developed a solution, ArchestrA™ automation and 
information architecture (ArchestrA).  
A powerful new infrastructure for industrial applications, ArchestrA promises to provide an 
information and control superstructure that will increase the productivity of a plant’s existing 
systems, while enabling the plant to easily integrate important new technologies over the longer 
term. Building on ArchestrA research and technology, the recently released I/A Series A2™ 
system (I/A Series A2) has taken the first major step toward reducing the risk of automation 
obsolescence and protecting manufacturers’ investments far into the future.Wonderware Training
Section 2 – ArchestrA 1-15Manufacturing Goals
For approximately a decade, manufacturers have been revising business practices, organization 
charts, and systems infrastructures to become more market-driven and customer-centric. Their 
overall objectives have been straightforward and consistent:
? Become more responsive to market shifts and the increased competition brought on by 
globalization
? Develop greater agility and a more collaborative, data-driven environment•
? Synchronize the manufacturing process with planning and scheduling functions to 
optimize enterprise performance
? Empower operators with critical information to foster improved plant performance
? Utilize existing assets more efficiently to increase production, without the need to expand 
the plant or build new capacity
? Ensure the greatest possible return on assets, and improve profitability, in the face of 
continuing manpower reductions
To achieve these goals, managers know they can no longer simply "invest in technology" and 
expect improvements to come about automatically. In fact, millions of dollars have already been 
invested with only marginal returns.  However, management cannot afford to stand still, because 
there are significant rewards to be reaped by those who develop improved responsiveness, 
greater agility, and a higher return on assets.
Compounding the problem, many of yesterday’s automation and information systems are 
beginning to show their age, failing to offer the agility or rapid response that today’s producers 
require. Acting as a massive anchor, they actually impede the organization’s forward progress as 
they increasingly require greater amounts of maintenance and the corresponding expansion of 
infrastructure support. But the original investment in these systems was so extensive — and so 
visible to owners and investors — that it is understandably difficult to broach the subject of 
"bulldozing" and starting over with the latest generation of technology.  Further, it means not only 
eliminating extensive hardware infrastructure, but also destroying an asset that is even more 
valuable — the intellectual capital unique to the manufacturing mission.
Synchronization of Systems
Today’s collaborative manufacturing environment requires that manufacturers synchronize 
automation systems with business/information systems to accomplish total supply chain 
management.  
To facilitate this collaborative environment, many manufacturers are working toward a rational, 
cost-effective solution that does not require enormous investment and allows for the preservation 
of as much existing infrastructure as possible.  They are preserving, to the maximum extent 
feasible, existing investments in hardware and software, as well as in intellectual properties 
contained in application-specific software.  They are working to synchronize the various 
informational elements within the manufacturing domain, namely automation systems, business 
systems, and information systems, thereby fulfilling these systems’ original promise of improved 
manufacturing efficiency.  They are identifying optimal long-term strategies based on total cost of 
ownership.
The pace of change has increased to a point at which it is difficult for manufacturers to execute a 
new strategy before market conditions change once again.  Today’s manufacturer, however, must 
have the ability to respond to challenges that are virtually unanticipated. Response times have 
now become the cornerstones of manufacturing competitiveness, and will remain so for the 
foreseeable future.  Industrial Application Server 2.0 Course
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satisfaction, and efficiency of operation, while facilitating quick response and easy reengineering.  
And to identify and deploy a plant information superstructure that embraces existing systems while 
providing expansion capabilities for the long term.  
Such an architectural infrastructure is available through ArchestrA.  This allows manufacturers to:
? Preserve a significant portion of their existing automation and information infrastructures
? Integrate and synchronize existing production systems and new applications
? Move ahead into the future, confident of shorter project execution times, reduced total cost 
of ownership, and a proven, long-term strategy that will remain in a leadership position for 
the life of the plant.
ArchestrA Architecture
ArchestrA, developed by Invensys, is a software infrastructure designed to unify combinations of 
Invensys, third-party, and customer internal applications, both current and emerging, into a 
synchronized, plant-level application model, and to foster their ongoing adaptation and 
improvement.  It comprises a unique combination of new toolsets and new applications 
infrastructure services, allowing the rapid generation of new applications, products, and services.  
Because it enables easy upgrades via integration of existing systems with these new technologies, 
it offers manufacturers the promise of extending the lifecycle of an entire plant’s information and 
control system infrastructure.
ArchestrA facilitates the next logical extension of enabling software architecture designed to 
accommodate emerging technologies and to ease the reuse of engineering from one project to 
another.  The objective of this unique technology is to dramatically reduce engineering and 
maintenance time and expense when a manufacturer must modify or expand his company’s 
process.  Incorporating ArchestrA will considerably reduce the cost and time involved in executing 
strategic change.Wonderware Training
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manufacturing domain and supply the information required by business systems in real time.
ArchestrA provides a number of key functions designed to free users from the complexities of 
dealing with current underlying technologies.   So users require only assembly skills, not 
sophisticated programming knowledge, and are able to apply their time to functions in which they 
have more expertise.  By embedding common application services directly into a common 
infrastructure, application engineers can design and reuse solutions that are instantly integrated.  
The key elements of the software infrastructure are the following:
? Common design and development environment
? Deployment, scripting, and calculation services
? Alarm and event subsystems with reliable delivery
? Built-in distributed architecture services for scalability
? Integration with various types of field devices
? Inter-object communication and name service management
? Version management services
? Security model services
? Centralized license management and deployment services
? Centralized system diagnostics and administration
? Internationalization of objects and application services
? Graphical user interface (GUI) editing services
Automation Information Pyramid
ArchestrA supports all layers of industry standard models. It is the basis for Supervisory, 
Production and Plant Intelligence solutions. In addition, it extends functionality across the 
enterprise enabling true manufacturing collaboration. The Automation Information Pyramid 
illustrates these points. It displays the complete effectiveness of ArchestrA across all levels of the 
manufacturing environment:
1. Plant Floor Connectivity
2. Supervisory
3. Production
4. Plant Intelligence
5. Manufacturing Collaboration
The following pages illustrates these segments as they relate to the Automation Information 
Pyramid.Industrial Application Server 2.0 Course
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Collaboration
Plant 
Intelligence
 Production
 Supervisory
Plant Floor 
ConnectivityWonderware Training
Section 2 – ArchestrA 1-19Plant Floor Connectivity
IAS objects make plant floor 
information available to all other 
applications in context of plant, 
equipment and control strategy.
Plant floor connectivity is 
essential for Supervisory, 
Production and Plant Intelligence 
solutions.Industrial Application Server 2.0 Course
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Bundled Touch Panel Computers 
and Industrial Tablets lower start-
up costs and provide the same 
experience everywhere.
Industrial Application Server’s 
Supervisory functionality 
includes security, alarming, 
scripting, and re-use of objects.
InTouch adds engineering 
productivity.Wonderware Training
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Production information 
capabilities provide relevant 
production content to 
SuiteVoyager.
InBatch and InTrack integrate into 
IAS using FactorySuite Gateway.
Industrial Application Server’s 
production functionality includes 
S88/S95 data modeling capability, 
application integration and re-use 
of objects.Industrial Application Server 2.0 Course
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Delivering the right information, 
at the right time, to the right 
people, in the right context, to 
drive the right actions IS plant 
Intelligence.
As the historian, InSQL provides 
a repository for all plant 
intelligence information. IAS plant intelligence 
functionality includes integration 
with other databases and real-
time calculations.Wonderware Training
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Industry applications and 
solutions can be Supervisory, 
Production, Plant Intelligence or 
any combination and are 
applicable across all industries.
Collaborative Manufacturing 
applications include EAI for 
scheduling, costing, 
maintenance, materials and 
supply chain optimization across 
plants.Industrial Application Server 2.0 Course
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The Industrial Application Server provides a scalable and integrated architecture to meet the 
needs of small, simple applications all the way up to highly challenging manufacturing information 
management systems. 
The Industrial Application Server resolves the problems associated with scaling automation 
applications because there are no limitations on system size and performance issues are easily 
addressed through the introduction of new nodes. New workstations and any data points defined 
are automatically integrated into the initial application through the plant model. The common 
distributed peer-to-peer namespace means that all information is shared between the nodes 
without the user having to perform any additional engineering or configuration.Wonderware Training
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System Requirements for Industrial Application Server/Galaxy Repository
To run the Application Server, the following hardware and software are recommended.
Software Requirements
FactorySuite A² Development seat – IDE with Galaxy Repository (Project Database)
? Microsoft® SQL Server 2000 Service Pack 3 and
? Microsoft® .NET Framework 
? Microsoft® Internet Explorer 6.0 SP1 and
? Microsoft® Windows® Server 2003 or 
? Microsoft® Windows® 2000 Server with Service Pack 3 or 
? Microsoft® Windows® 2000 Advanced Server with Service Pack 3
Important! The Microsoft SQL Server login for BUILTIN\Administrators group must be present 
and enabled.
FactorySuite A² Development seat – IDE with no Galaxy Repository (Project Database)
? Microsoft® .NET Framework 1.1 and
? Microsoft® Internet Explorer 6.0 SP1 and
? Microsoft® Windows® Server 2003 or 
? Microsoft® Windows® 2000 Professional with Service Pack 3 or 
? Microsoft® Windows® 2000 Server with Service Pack 3 or 
? Microsoft® Windows® 2000 Advanced Server with Service Pack 3 or 
? Microsoft® Windows® XP Professional with Service Pack 2
FactorySuite A² Application Server Runtime
? Microsoft® .NET Framework 1.1 and
? Microsoft® Internet Explorer 6.0 SP1 and
? Microsoft® Windows® Server 2003 or
? Microsoft® Windows® 2000 Professional with Service Pack 3 or
? Microsoft® Windows® 2000 Server with Service Pack 3 or
? Microsoft® Windows® 2000 Advanced Server with Service Pack 3 or
? Microsoft® Windows® XP Professional with Service Pack 2
Hardware Requirements
? PC with 2 gigahertz (GHz) or higher processor clock speed
? 1 gigabyte (GB) of RAM or higher (512 MB minimum supported; may limit performance 
and some features)
? 8 gigabytes (GB) of available hard disk space
? Super VGA (1024 × 768) or higher-resolution video adapter and monitor
Section Objectives
? Understand the necessary system requirements for a successful installationIndustrial Application Server 2.0 Course
1-26 Module 1 – Introduction? CD-ROM or DVD drive
? Keyboard and Microsoft Mouse or compatible pointing device
Note:
Support for Windows Server 2003
Industrial Application Server 2.0 leverages the Microsoft operating system, Windows Server 2003.  
Version 2.0 of Industrial Application Server has been thoroughly tested on this new OS enabling 
the user to immediately take advantage of its functionality.Wonderware Training
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Architectural Overview 
Possible architecture configurations that you can create with FactorySuite A2 components include:
? Peer-to-peer configuration
In a peer-to-peer configuration, there are several nodes sharing data and eventually 
running multiple programs on each node. This configuration is intended for medium-sized 
applications where the processing requirements of each software component can be 
easily handled by the nodes providing the projected performance support. 
? Client/server configuration
In a client/server configuration, the system is fully distributed. Server components 
centralize the data collection and processing and provide data to client stations. This 
architecture facilitates the system maintenance, since all of the configuration data resides 
in dedicated servers. 
? Terminal services configuration
FactorySuite A2 leverages Terminal Services technology. Terminal Services provides the 
capability to run several sessions of the same InTouch application or different applications 
in a Terminal Server. Since no programs are required to be loaded on the client station 
accessing the application, the software and hardware requirements for the client node are 
minimum. 
Note: Industrial Application Server 2.0 has been thoroughly tested and is supported in Domains 
implementing DHCP servers.
Section Objectives
? Become familiar with the architecture of ArchestrA under different configurations
? Become familiar with the architecture for the Training courseIndustrial Application Server 2.0 Course
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Before you explore the different architecture topologies that are suitable in a FactorySuite A2 
environment, you should understand the role of the main components in the architecture and how 
they can be implemented based on requirements and functionality. The main components are: 
? Configuration Database Node
? Application Object Server Node
? Visualization Node
? I/O Server Node
? Engineering Station Node
? Historian Node
? Web Server Node
A Galaxy consists of the whole supervisory control application, which is a complete system 
consisting of a single logical namespace and a collection of Platforms, AppEngines, and objects. 
The Galaxy defines the namespace in which all components and objects reside. 
The following network diagram shows a configuration containing FactorySuite A2 components. 
Use this architecture to identify each component required in any of the recommended topologies. 
PLC Network
Visualization NodeVisualization NodeVisualization Node
AppServerAppServer Historian
IO/OPC /DA Server
Engineering Station
Configuration Database
Web ServerWonderware Training
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The configuration database node consists of the Galaxy Repository (GR). The Galaxy Repository 
manages the configuration data associated with one or more Galaxies. This data is stored in 
individual databases, one for each Galaxy in the system. Microsoft® SQL Server 2000 is the 
relational database used to store the data. 
Technically, the Galaxy Repository can reside on a dedicated node, an Application Object Server 
node, or an engineering station node. 
ApplicationObjects, DeviceIntegration Objects (DI Objects), and System Objects are categorized 
as Domain Objects. The configuration database node is accessed when an application is created/
modified as the Domain Objects are configured or edited. The Galaxy Repository is also accessed 
when objects are deployed/undeployed on any Platform in the Galaxy. 
In normal operating conditions, if Application Object Servers do not require access to the 
configuration database node, you can combine the configuration database node and engineering 
station node on a single computer. The configuration database node must be available for the 
Galaxy when any of the Platforms need to access configuration data in the Galaxy Repository. 
If you have large distributed applications, as a practical resource, you could install the Galaxy 
Repository on a laptop computer and carry it to remote sites in order to maintain applications. To 
expedite the process of deploying/undeploying objects and creating and configuring templates, 
you could connect the portable configuration database node to the local node via a dedicated LAN 
connection. 
If the Galaxy Repository is not available on the network, existing objects cannot be deployed or 
undeployed to/from any Platform in the Galaxy. 
Configuration and run-time components for a configuration database node are described in the 
following table: 
Application Object Server Node 
The Application Object Server provides the processing resources for AppEngines, Areas, 
ApplicationObjects, and DeviceIntegration (DI) Objects. 
The Application Object Server node requires a Platform to be deployed. The Application Object 
Server can also run other objects, such as AppEngines, Areas, DeviceIntegration Objects, and 
ApplicationObjects. 
Depending on the process requirements and system capabilities, the functionality of an Application 
Object Server node can be combined with a visualization node. A peer-to-peer topology takes 
advantage of this type of configuration to provide flexibility to the system. 
Configuration Components Run-Time Components 
? Integrated Development Environment (IDE)
? Galaxy Repository*
? Microsoft SQL Server 2000*
? Bootstrap (Base installed)
? Platform (Deployed)Industrial Application Server 2.0 Course
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following table: 
Visualization Node 
A visualization node is a computer running InTouch 8.0 or higher on top of a Platform. The 
Platform provides for communication with any other Galaxy component via the Microsoft Message 
Exchange (MX) protocol. 
Configuration and run-time components for a visualization node are described in the following 
table: 
I/O Server Node 
An I/O Server node functions as the data source for the Industrial Application Server system. 
Running on this node are I/O data servers that can communicate with external devices. 
Communication protocols supported by the system are DDE, SuiteLink, and OPC. 
On the Industrial Application Server side, DeviceIntegration Objects manage the communication 
between ApplicationObjects and the I/O data servers. 
DeviceIntegration Objects require a Platform and an AppEngine to be deployed. These objects 
can reside either on the I/O Server node or on any Application Object Server node in the Galaxy. If 
the DeviceIntegration Objects run on the I/O Server node, then a Platform is required to 
communicate with any other Platform in the Galaxy. 
Configuration and run-time components for an I/O Server node are described in the following 
table: 
Configuration Components Run-Time Components 
? Integrated Development Environment (IDE) ? Bootstrap (Base installed)
? Platform (Deployed)
? Application Engine (Deployed)
? Areas (Deployed)
? ApplicationObjects (Deployed)
? DeviceIntegration Objects (Deployed)
Run-Time Components
? Bootstrap (Base installed)
? Platform (Deployed)
? InTouch 8.0 or higher OR InTouch View 8.0 or higher (Base installed)
Configuration Components Run-Time Components 
? System Management Console (SMC) ? Bootstrap (Base installed)
? Platform (Deployed)
? Application Engine (Deployed)
? IO/DA/OPC Server (Deployed)Wonderware Training
Section 4 – Architectural Overview 1-31Engineering Station Node 
All of the recommended topologies include a dedicated engineering station for maintenance 
purposes. The engineering station node contains an Integrated Development Environment (IDE) 
and InTouch WindowMaker. (These development tools are provided with a FactorySuite A2 
development package.) 
The configuration database could reside on this node. Thus, you could implement any required 
changes in the system from the engineering station node using the IDE, which would then access 
the local configuration database. This configuration provides you flexibility in maintaining remote 
sites, as you can use a laptop computer as the engineering station and configuration database 
node and gain access to the Application Object Server node via a LAN connection. If you need to 
deploy or undeploy large applications, network traffic in the Galaxy would not be affected. 
The engineering station node also hosts the development tools to modify InTouch applications 
using WindowMaker. 
Configuration and run-time components for an engineering station node are described in the 
following table:
Historian Node 
The historian node is used to run IndustrialSQL Server. IndustrialSQL Server stores all of the 
historical data and also provides real-time data to clients such as ActiveFactory, SuiteVoyager, and 
so on. 
The historian node does not require a Platform. The Application Object Server pushes the data to 
be historized to the IndustrialSQL Server using the manual data acquisition service (MDAS). 
Note: MDAS uses DCOM to send data to IndustrialSQL Server. For both the MDAS and 
IndustrialSQL Server computers, make sure that DCOM is enabled (not blocked) and that TCP/
UDP port 135 is accessible. The port may not be accessible if DCOM has been disabled on either 
of the computers or if there is a router between the two computers that is blocking the port.
For most applications, is recommended that you combine the historical and alarm database on the 
same node sharing the data storage system. Configure the alarm system using the Alarm Logger 
utility, which creates the appropriate database and tables in Microsoft SQL Server. For 
requirements and recommendations for this configuration, see Alarms and Events. 
Configuration and run-time components for a historian node are described in the following table:
Configuration Components Run-Time Components 
? IDE
? SMC
? Bootstrap (Base installed)
? InTouch WindowMaker 8.0 or higher
Configuration Components Run-Time Components 
? Microsoft SQL Server 2000*
* Required component
? IndustrialSQL SQL Server 8.0 or higher 
(Base installed)Industrial Application Server 2.0 Course
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A web server consisting of SuiteVoyager Server could be included in any Galaxy. You can use the 
Win-XML Exporter to convert InTouch windows to XML format, so that SuiteVoyager clients can 
access real-time data from the Galaxy. 
In order to provide the means for the SuiteVoyager Server to access the Galaxy, a Platform is 
required to be deployed on the web server node. 
Peer-to-Peer Configuration 
A peer-to-peer configuration combines different components on the same computer, allowing the 
visualization and Application Object Server functionality to coexist in the same node (called a 
workstation). 
The following network diagram illustrates the software components and their distribution in the 
configuration. 
Client operating systems such as Windows XP Professional can manage up to 10 simultaneous 
active connections with other nodes.If the system is larger than 10 nodes, Windows 2003 Server 
must be used for all nodes.
Workstation
In this configuration, the visualization and Application Object Server are combined on the same 
node. Both components share the Platform, which handles communication with other nodes in the 
Galaxy. The Platform also allows for deployment/undeployment of ApplicationObjects. 
Run-Time Components 
? Bootstrap (Base installed)
? Platform (Deployed)
? SuiteVoyager 2.0 SP1 or higher (Base installed)
PLC Network
HistorianWorkstation Web ServerEngineering Station
Configuration Database
IO/DA/OPC Server
WorkstationWonderware Training
Section 4 – Architectural Overview 1-33If you are planning to combine the visualization and Application Object Server on the same node, 
you should consider the amount of resources that each component would require to operate. On 
the visualization side, consider the number of active tags per window, ActiveX objects displayed, 
alarm displays, and history trending. The implementation of features such as these could require a 
considerable amount of resources from the computer and may impact the performance of the 
Application Object Server running on the same node. 
I/O, OPC, and DA Servers
I/O Server applications do not require a Platform. They can reside on either a stand-alone node or 
a workstation node. However, DI Objects such as the DDESuiteLinkClient object, OPCClient 
object, and InTouchProxy object are required to be deployed to an AppEngine on a Platform. 
These generic client objects are not required to be installed on the same node as the data 
server(s) they connect to. The objects can connect to the servers locally or remotely.
The DDE SuiteLinkClient object, OPCClient object, and InTouchProxy object are DI Objects that 
obtain data from any I/O data server using DDE, SuiteLink, and OPC protocols, as well as data 
from InTouch legacy systems. For DAServer-specific objects (for example, ABCIP DINetwork 
object, ABTCP DINetwork object, and so on), both the DAServer and corresponding DI Objects 
must reside on the same computer hosted by an AppEngine.
The following diagram illustrates the combination of I/O Servers on the workstation node: 
If you install I/O Servers on separate nodes without the DIObjects on the same computer, you 
should use dedicated Network Interface Cards (NICs) to manage the communication between the 
I/O Server node and the Application Object Server. This configuration is recommended when a 
failover strategy is required at the I/O Server level. For more information, see I/O Server 
Redundancy. 
Client operating systems such as Windows 2000 Professional and Windows XP can manage up to 
10 simultaneous active connections with other nodes. If the system is larger than 10 nodes, 
Windows 2000 Server must be used for all nodes.
PLC Network
Historian Web ServerEngineering Station
Configuration DatabaseWorkstation
I/O Server
Workstation
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The IndustrialSQL Server must run on its own computer, collecting historical data from any 
workstation in the Galaxy and providing it to client applications. 
Engineering Station and Configuration Database 
The engineering station node hosts the IDE and InTouch WindowMaker to allow for maintenance 
of the Industrial Application Server and InTouch applications. 
As a configuration database node, it contains the SQL Server database that stores the 
configuration data for the Galaxy. 
Web Server 
A web server node running SuiteVoyager Server provides real-time and historical data to clients 
over the web. 
Client/Server Configuration 
A client/server configuration includes dedicated computers running Application Object Servers, 
while visualization tasks are performed on separate computers. This architecture optimizes 
usability, flexibility, scalability, and system reliability. 
The client components (represented by the visualization nodes) provide the means to operate the 
process with applications that are mainly providing data updates to process graphics. The clients 
have a very light load of data pro
The Application Object Servers share the load of data processing, alarm management, 
communication to external devices, security management, and so on. Wonderware Training
Section 4 – Architectural Overview 1-35The following network diagram illustrates a client/server configuration: 
This architecture can be scaled to include a greater number of servers, if required for increased 
data processing and a higher load of I/O reads/writes. The number of clients could also be 
increased if additional operator stations are needed. 
Terminal Services Configuration 
You can leverage Terminal Services technology in a FactorySuite A2 architecture. Terminal 
Services allows for the communication of thin client computers to a Terminal Server node, where 
multiple instances of InTouch applications run simultaneously. 
A dedicated Terminal Server node is recommended for this configuration. This node requires the 
following software components: 
The Terminal Server node should be configured in Application Server mode for Terminal Services.
Only one Platform runs in a Terminal Server node, regardless of the number of sessions executed. 
However, the number of sessions affects the size of the license for the system. 
You should consider different options when using Terminal Services, such as whether to run 
Terminal Services on the same node as the Application Object Server or on dedicated computers. 
Run-Time Components 
? Bootstrap (Base installed)
? Platform (Deployed)
? Terminal Services for InTouch 8.0 or higher (Base installed)
PLC Network
Visualization NodeVisualization NodeVisualization Node
AppServerAppServer Historian
IO/OPC /DA Server
Engineering Station
Configuration Database
Web ServerIndustrial Application Server 2.0 Course
1-36 Module 1 – IntroductionTraining Architecture
For the purposes of this training class the architecture will initially be structured in a Standalone 
configuration.  Later in the class the architecture will be modified to reflect a networked 
configuration to convey more complex concepts relating to connectivity, exporting objects and 
templates and other multi-node environmental considerations (see the following diagrams).
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In the networked architecture a common Galaxy Repository will be shared between a set of PCs.  
It will allow multiple users to simultaneously work on the same application.  The architecture is 
illustrated in the following diagram.
Note: To better facilitate the clarity of individual work in this training environment, because of the 
Global Naming Space, ALWAYS preface the object name with your FIRST and LAST initial.
(e.g., if the user is John Burns, Valve would be JBValve)
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Installation
Industrial Application Server is the next generation architecture for Supervisory Control and 
Manufacturing Information systems. It is an open and extensible system of components based on 
a distributed, object-oriented design. 
This section describes how to install one or more components of the Industrial Application Server 
infrastructure including the main configuration tool, the Integrated Development Environment (or 
IDE), and how to configure a Galaxy.  Although the installation process is very straight-forward it is 
beneficial in illustrating the procedure. 
The Industrial Application Server installation routine includes options for installing all components 
of the system or just individual ones. These include: 
? Bootstrap 
? IDE 
? Galaxy Repository 
To begin the Industrial Application Server installation, the CD is inserted into the appropriate CD 
drive. The Welcome dialog box will appear. 
The Industrial Application Server requires Microsoft .NET Framework.  If this has not been 
installed on your machine you will see the following prompt for it installation:
Clicking OK will initiate the Microsoft .NET Framework installation.
Once the Microsoft .NET Framework is installed, installation of Industrial Application Server can 
continue.
Section Objectives
? Understand the necessary system requirements
? Install the product and 
? Configure the Galaxy.Industrial Application Server 2.0 Course
1-40 Module 1 – IntroductionIf the installation does not auto start, then double click on the Setup.exe file to initiate the install.
Clicking Next to continue the installation causes the Licensing Agreement dialog box to appear.
A printout of the License Agreement is available by clicking Print License. Doing so opens the 
License Agreement in Notepad, from which you can print the document.
Selecting the ‘I accept the License Agreement’ option and clicking Next to accept the terms of the 
license agreement causes the Wonderware Industrial Application Server Setup dialog box to 
appear.Wonderware Training
Section 5 – Installation and Licensing 1-41Note the important information provided in the Feature Description box as you select individual 
features. 
Clicking the icon next to the feature   causes the following options to be presented.  The 
options presented for the Bootstrap feature are as follows: 
The options presented for all other features are as follows: 
These options are provided since not all nodes will necessarily have the IDE or the Galaxy 
Repository residing locally.  The Bootstrap feature, however, is required for all installations.
The default destination is the \Program Files\ArchestrA folder.  Clicking the Browse button 
allows you to designate a destination target for the installation other than the default location.  
Clicking  the Disk Cost button displays the Disk Cost dialog box:  Industrial Application Server 2.0 Course
1-42 Module 1 – IntroductionUse the Disk Cost button to determine the best location for the installation, depending on the 
space on available drives.  
Clicking the Reset button on the Selected Features dialog box changes all screen choices to the 
default settings.  
Selecting the Installation Guide button will activate the information pertaining to installation and 
setup.
Clicking Next to continue initiates the dialog box for verification of the Prerequisites.
If a Prerequisite is not present the following dialog boxes will appear:Wonderware Training
Section 5 – Installation and Licensing 1-43Once the prerequisites have been satisfied, the Industrial Application Server installation can 
continue. 
Clicking Next to continue initiates the Install.Industrial Application Server 2.0 Course
1-44 Module 1 – IntroductionThis dialog is a progress indicator that provides visual and textual information about the file 
copying and system configuration activities going on.  It also provides a time estimate for finishing 
this part of the installation routine. Wonderware Training
Section 5 – Installation and Licensing 1-45Once the installation is complete the following dialog box appears:
This dialog alerts you that installation has successfully completed. 
Observe the status of the Launch Application Server IDE checkbox.  If you leave it checked (the 
default setting), the IDE is launched immediately. 
Clicking the View Readme button will allow you to read the product Readme file.Industrial Application Server 2.0 Course
1-46 Module 1 – IntroductionWhen the Industrial Application Server opens there will be a prompt to connect to a Galaxy.  If an 
attempt is made to connect with a Galaxy that was created with an earlier version of Industrial 
Application Server the following prompt will appear:
Clicking Yes will allow all the data in the older Galaxy version to automatically be migrated to the 
new version.
Licensing
Note: A detailed License Guide for the Industrial Application Server is provided as an Appendix to 
this manual, see Appendix A, “ArchestrA Licensing”. 
Access to the Galaxy Repository is controlled by a license. If a license-related message is 
displayed when you are attempting to open the IDE, you have a problem with your license. This 
message may indicate one of the following conditions: 
? No license has been installed.
? Your license has expired.
? You may have exceeded the licensed I/O count or number of WinPlatforms.
Use the License Utility to correct these problems. Until the problem is resolved, you cannot: Wonderware Training
Section 5 – Installation and Licensing 1-47? Open the IDE.
? Connect to existing Galaxies.
? Create new Galaxies.
After you have updated your license, you should be able to connect to your Galaxy and open the 
IDE with no further problems. 
Note: If a license expires while you are using the IDE, you are not allowed to connect to the 
Galaxy the next time you open the IDE. 
To check your current license, expiration date (if any) and limitations (if any), double-click the 
License icon at the bottom of the IDE’s Main Window to open the License Information dialog box. 
The License Information dialog box is comprised of the following options: 
? Galaxy Client Access License group
? Number: License number.
? Vendor: Name of software vendor.
? Product Text: The software name and version number.
? Expiry Date: Expiration date for your license.
? Notice Text: Information about the software vendor.
? Platform group
? Current Count: Number of deployed WinPlatforms in your Galaxy.
? Max Count: Maximum number of deployed WinPlatforms allowed by your license.
? Status: Relationship between the current and maximum WinPlatform count values.Industrial Application Server 2.0 Course
1-48 Module 1 – Introduction? IO Point group
? Configured Count: Number of configured I/O points in your Galaxy.
? Max Count: Maximum number of configured I/O points allowed by your license.
? Status: Relationship between the configured and maximum I/O point count values.Wonderware Training
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1 Introducción 
AENA ha estandarizado el uso de software de Wonderware para proyectos de 
supervisión y SCADA; el presente documento tiene por objetivo establecer 
parámetros de configuración y diseño de aplicaciones utilizando tecnología 
ArchestrA y software Wonderware, una división del grupo Invensys. Estos 
parámetros han sido elaborados por el Grupo de Consultoría de Wonderware en 
conjunto con la División de Desarrollo de Proyectos de AENA. Se busca así que 
todos los proyectos usando software de Wonderware sigan patrones y estándares que 
den uniformidad y coherencia a las aplicaciones SCADA. 
 
Este documento esta dirigido a Integradores de Sistemas que han recibido 
entrenamiento o cuentan con experiencia en software de Wonderware – InTouch, 
InSQL, e Industrial Application Server principalmente,  por lo que se asume que el 
lector entiende los conceptos básicos y términos aquí presentados. 
 
2 Guía de Ejecución de Proyectos (Deployment Guide) 
 
El documento titulado “Wonderware FactorySuite A² Deployment Guide” 
(Deployment Guide) es una guía esencial que provee información de cómo llevar a 
cabo un proyecto de automatización utilizando el software Wonderware. El alcance 
del Deployment Guide es mucho más global que el presente documento y cubre en 
detalle los procedimientos, recomendaciones, y configuración de Industrial 
Application Server (en adelante referido como IAS) por lo que se recomienda su 
lectura previa antes iniciar cualquier proyecto. Algunos puntos del Deployment Guide 
son traducidos al español y presentados en este documento para hacer énfasis en 
temas importantes como la modelación de áreas y el diseño de plantillas. 
 
3 Arquitectura 
 
3.1 Estructura Física del Dominio de Supervisión y Control (Galaxy) 
 
La Galaxia es el dominio del sistema de supervisión/SCADA en IAS, y su tamaño 
esta determinado principalmente por el número de plataformas, el número de 
entradas/salidas (I/O) requeridas, y el numero de objetos.  
 
El Deployment Guide presenta diferentes arquitecturas de galaxia para un sistema de 
supervisión y control basado en IAS, como Punto-a-Punto o Cliente/Servidor. Son 
varios los factores que afectan la selección de la arquitectura a usar en un proyecto, 
tales como la distribución geográfica del hardware (ordenadores y PLCs 
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principalmente) que hace parte del sistema de control, el número de equipos a incluir, 
las características de la red de comunicaciones que los conecta, o requisitos de 
operación y redundancia. 
 
Otros factores a considerar son la posibilidad de usar Terminal Services para las 
estaciones de operador, la necesidad de usar motores redundantes para ejecución de 
objetos críticos del proceso, o la conectividad con dispositivos y sistemas de otros 
proveedores.  
 
3.2 Software 
 
Es importante que los equipos a usar cumplan con los requisitos tanto de Wonderware 
como con los estándares corporativos de AENA o la división a la que pertenece el 
sistema. Por favor refiérase a la Guía de Instalación de Industrial Application Server 
para detalles sobre requisitos de hardware y software. 
 
3.2.1 Sistemas Operativos 
  
Los sistemas operativos (SOs) o servidores de base de datos soportados para cada 
componente de software Wonderware cambian con frecuencia cada vez que 
Microsoft o Wonderware introducen nuevas versiones, paquetes de servicio (service 
packs), o parches (patches). En lugar de hacer una lista de SOs la fecha de 
elaboración de este documento, favor referirse a la pagina Web de Wonderware para 
encontrar una referencia cruzada de productos, versiones, y sistemas operativos 
soportados. La dirección Web es: 
 
http://www.wonderware.com/support/mmi/  Página General de Soporte 
http://www.wonderware.com/support/mmi/esupport/matrix/index.asp Matriz de Compatibilidad de 
Software (esta página requiere cuenta de usuario) 
 
3.2.2 Software de Wonderware 
 
 
Antes de escoger una arquitectura es fundamental identificar los diferentes 
componentes y su propósito dentro de la galaxia. AENA ha estandarizado el uso de 
software de Wonderware para proyectos de supervisión y SCADA, incluyendo, pero 
no limitándose, a los siguientes productos principalmente: 
 
- Ejecución y Procesamiento: Industrial Application Server: 
o Nodo de Ingenieria (editor IDE y WindowMaker) 
o Nodo de Configuración de la Base de Datos (Galaxy Repository) 
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o Nodo de Servidor de Objetos de Automatización (Automation Object 
Server o AOS) 
- Visualización: InTouch 
- Historiador: Industrial SQL Server (InSQL) 
- Reportes/Consultas a Historia: ActiveFactory 
- Drivers de Entrada/Salida (I/O): DAServers 
 
 
3.2.2.1 Industrial Application Server 
3.2.2.1.1 Repositorio de Galaxia (GR) 
 El nodo repositorio de galaxia (GR) es parte fundamental en el diseño de un 
sistema de supervisión usando IAS pues es donde se guarda la configuración de 
plantillas, modelos de áreas, de despliegue, y seguridad de la galaxia. El GR no es 
indispensable durante la operación del sistema pero es recomendable que esté 
presente para mejor desempeño; es obligatorio que el nodo GR este presente cada vez 
que se quieran realizar cambios. 
3.2.2.1.2 Plataformas 
Las plataformas en un nodo de un sistema de supervisión basado en IAS proveen 
servicios comunes de seguridad, comunicaciones, alarmas (configuración opcional), o 
ejecución de objetos. Se requiere una plataforma en cada nodo de visualización 
(InTouch), de ejecución de objetos bajo uno o más motores, o para pasar información 
a clientes Web a través de SuiteVoyager.  
3.2.2.1.3 Proveedores de Alarmas 
Las plataformas pueden configurarse para proveer alarmas. Se recomienda filtrar las 
alarmas por áreas según como se indica en el Deployment Guide con el fin de reducir 
la carga de comunicaciones sobre la red.  
3.2.2.1.4 Engines 
Los engines o motores son los contenedores de objetos que ejecutan lectura de puntos 
de I/O o scripts de lógica del proceso o negocio. Puesto que la velocidad de ejecución 
de cada engine determina la máxima frecuencia de ejecución de estos scripts, es 
posible que una plataforma contenga uno o más engines. Se debe tratar de reducir el 
número de motores de ejecución en la galaxia para tener mejor comunicación y 
desempeño entre objetos (hay retrasos para comunicaciones entre engines). Sin 
embargo, en ciertas ocasiones puede ser necesario tener un engine dedicado a I/O, al 
acceso a bases de datos, o a ejecución de scripts de alta velocidad. 
 
Los nodos que contienen una plataforma y uno o más engines de ejecución de objetos 
se llaman servidores de objetos de automatización o AOS (de las siglas en ingles 
Automation Object Server) 
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3.2.2.1.5 Distribucion de Objetos en Nodos AOS 
 
Los tiempos de barrido (Scan Time) para cada engine en un AOS pueden ser de 
milisegundos o de varios segundos, dependiendo del proceso a supervisar o la tarea 
que los objetos residentes en estos motores de ejecución deben realizar. 
 
No existe una regla general que indique cual es la máxima velocidad que se puede 
tener en un engine conociendo el número de objetos a ejecutar y las características de 
hardware del ordenador donde este engine ejecuta. Tampoco se puede determinar el 
máximo número de objetos que se pueden incluir en un engine configurado para una 
cierta velocidad y bajo un hardware determinado. Lo que si se puede expresar como 
regla general es que, sin importar el número de objetos o engines en un ordenador (o 
su velocidad),  el tiempo de utilización del procesador (CPU) en estado estable no 
debe ser superior al 60%. Si el uso de CPU supera el 60% del tiempo se debe 
cuestionar si los engines pueden ejecutar a menor velocidad, si hay objetos que 
puedan ejecutarse en otros ordenadores (en arquitecturas de punto-a-punto), o si hay 
forma de optimizar el diseño de plantillas. En el caso de ordenadores que tienen 
balance de carga y engines configurados con redundancia el tiempo de CPU en cada 
ordenador no debe ser más de un 25 a 30%. Además de tener un nivel aceptable de 
utilización de CPU, es importante monitorear parámetros como barrido excedido 
(scan overruns), fallas de comunicación (communication timeuts), o excesivo acceso 
a memoria virtual (page faults).  
 
El Deployment Guide incluye una sección de rendimiento de sistemas con IAS. Entre 
los factores de diseño que más impacto pueden tener están el total de objetos y de I/O 
(que se resume en el total de cambios por segundo), el total de alarmas por segundo, 
el total de puntos a historiar, y por supuesto la velocidad de ejecución de los engines. 
3.2.2.2 InTouch 
InTouch es el componente primario de visualización en sistemas con Wonderware. La 
conexión con objetos de IAS se hace a través de referencias remotas y usando los 
servicios de comunicaciones de la plataforma donde corre InTouch. 
3.2.2.3 InSQL 
Industrial SQLServer (InSQL) es el historiador en un sistema de supervisión de 
Wonderware. Mientras sea posible, el nodo de InSQL no debe ejecutar otros 
componentes para garantizar su buen desempeño y la correcta recolección de datos. 
Sin embargo, cuando el hardware y el volumen de datos a historiar lo permiten, es 
posible combinar en el nodo de InSQL otras funciones como visualización, registro 
histórico de alarmas, o GR; en estos casos se debe tener presente una plataforma. 
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3.2.2.4 ActiveFactory 
ActiveFactory (AF) es el cliente para consultas a InSQL. Normalmente AF se instala 
en los nodos de InTouch pero puede correr por sí solo y no requiere de una 
plataforma de comunicaciones 
3.2.3 Integración con Otros Proveedores 
3.2.3.1 TIBCO 
La integración con el bus de datos TIBCO esta disponible por AENA en los 
documentos que definen a un adaptador TIBCO. Información especifica de TIBCO e 
IAS será suministrada por Wonderware Consulting Services en conjunto con AENA. 
3.2.3.2 OPC 
OPC es la opción de comunicaciones cuando no existe un ‘driver’ DAServer de 
Wonderware  
3.2.3.3 Conexión a Bases de Datos 
Para conexiones a B.B.D.D. se recomienda usar un solo objeto que se encargue de las 
centralizar la conexión a la base de datos. Wonderware ha desarrollado objetos que 
sirven de ejemplo de conexiones a BBDD. Para mayor información favor referirse a 
la pagina Web de ArchestrA; http://www.archestra.biz o a la documentación de IAS. 
La plantilla $MotorAccesoBBDD también se suministra como alternativa de 
conexión a bases de datos; ver detalles en la sección de plantillas 
 
3.3 Hardware 
3.3.1 Ordenadores 
Las recomendaciones mínimas de hardware están documentadas para cada uno de los 
componentes de Wonderware. Ordenadores con arquitectura de multi-procesador y/o 
máquinas de categoría servidor son recomendados para los nodos GR, InSQL, o 
AOS. En caso de instalar Microsoft SQLServer se recomienda asociarlo a un CPU 
que no sea CPU0. Tal y como lo indica el Deployment Guide, se recomienda 
deshabilitar la opción de Hyperthreading en ordenadores que tengan esta 
funcionalidad y que vayan a ser usados como AOS. 
 
3.3.2 PLCs/RTUs 
A definir con AENA en cada expediente. 
3.3.3 Redes 
A definir con AENA en cada expediente. 
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4 Modelos en Industrial Application Server  
4.1 Librerías (ToolSets) 
Para los proyectos de supervisión o SCADA para AENA usando IAS se han 
desarrollado herramientas y plantillas que incluyen algunas de las normas y 
estándares de diseños descritos a continuación. Una vez creada una galaxia en IAS y 
antes de empezar a crear instancias se deben importar todas las plantillas entregadas 
por AENA/Wonderware. 
4.1.1 Herramientas de Sistema 
Una galaxia creada en IAS incluye una librería (toolset) de herramientas de sistema 
con plantillas para plataforma ($Platform), motor ($Engine), y área ($Area). 
AENA/Wonderware han desarrollado plantillas base para reemplazar estas 
herramientas de sistema con una librería llamada AENA-Plantillas de Sistema. Esta 
librería incluye las siguientes plantillas: 
4.1.2 Herramientas de Sistema 
 $Plataforma 
 $Motor 
 $MotorAccesoBBDD 
 $MotorRedundante 
4.1.3 Herramientas de Áreas 
 $Zona 
 $Aeropuerto 
 $Sistemas 
4.1.4 Herramientas de Aplicación 
$Analogo 
$Booleano 
$Texto 
$Discreto 
$Doble 
$Entero 
$Interruptor 
$Real 
$ReferenciadeCampo 
$Vacio 
4.1.5 Herramientas de Integración (DI) 
$DDESuiteLink 
$InTouch 
$OPC 
$RDI 
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4.2 Diseño de Plantillas (Templates) 
4.2.1 Guías Generales 
El diseño de las plantillas a usar en cada proyecto de automatización con IAS es de  
las tareas más críticas a realizar. Las plantillas son reproducidas cientos de veces en 
otras plantillas y objetos derivados, resultando en un sistema estable y eficiente o en 
un sistema totalmente saturado si el diseño no es el adecuado.  
 
4.2.1.1 Crear plantillas iniciales 
La primera regla general es derivar plantillas para cada una de las plantillas estándar 
de IAS que sean de sólo lectura y crear librerías de herramientas para agrupar las 
nuevas plantillas. Se recomienda crear una librería de herramientas específica de cada 
proyecto con IAS además de las librerías descritas en la sección anterior. 
 
4.2.1.2 Objectos Contenidos vs. Atributos Definidos por Usuario (UDAs) 
En algunos casos será conveniente crear modelos de objetos contenidos bajo otros 
objetos. En otros casos tendrá más sentido crear atributos propios de cada objeto y 
hacer más simple el modelo.  
 
Hay varios criterios de selección de diseño tales como el tipo de característica que se 
este modelando, el tipo de valores a manejar por ese atributo u objeto contenido, así 
como el número de instancias que se van a tener. Por ejemplo, si se requiere recoger 
datos estadísticos para una variable de proceso en un objeto que derive de 
$AnalogDevice, se podría pensar en atributos que contengan los valores, mínimo, 
máximo, y promedio para cada hora en que el objeto es procesado. Por otra parte, si 
la funcionalidad de estadística se requiere también en otras plantillas puede ser mejor 
diseñar una plantilla de estadística que se pueda contener en las otras plantillas a 
monitorear. 
  
4.2.1.3 Tipos de Datos, Categorías, y Clasificación de Seguridad 
IAS soporta los 4 tipos de datos fundamentales disponibles en InTouch (booleano, 
entero, real, y texto) e incluye otros tales como fecha o intervalo de tiempo. Además 
hay disponibles vectores en caso de requerirse múltiples valores del mismo tipo. 
 
Aparte del tipo de variables a manejar, es importante escoger la categoría correcta. 
Por defecto, todos los atributos adicionales a una plantilla son creados con categoría 
User Writeable (atributo modificable por usuario). Otras categorías disponibles son 
Object writeable (atributo puede ser cambiado por otros objetos), Calculated (valor 
calculado por el objeto y su valor no es guardado en disco) o Calculated Retentive 
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(valor es retenido en disco usando el archivo de checkpoint). El Deployment Guide 
provee información adicional sobre categorías.  
 
En cuanto a la clasificación de seguridad, se debe determinar durante el diseño de 
plantillas que usuarios van a tener acceso a que atributos; se puede escoger desde sólo 
lectura hasta acceso libre, pasando por otras categorías como se documenta en el 
Deployment Guide y en los manuales de IAS. 
4.2.1.4 Extensiones 
Atributos definidos por el usuario e incluso atributos que traen las plantillas y objetos 
pueden ser extendidos para conectarlos a atributos de otros objetos (Input ó Output 
Extensions), para generar alarmas, o para guardar datos históricos sobre ellos. La 
extensión de entrada/salida (I/O) se puede hacer en tiempo de desarrollo para que un 
atributo extendido en un objeto apunte a otro atributo en otro objeto. Sin embargo, la 
practica más común es asignar esta referencia dinámicamente en tiempo de ejecución 
cuando el objeto es puesto en ejecución en el engine (On Scan script).  
4.2.1.5 Referencias Dinámicas 
Existen varias formas de asignar la referencia de Entrada/Salida a la variable de 
proceso de plantillas o a atributos que han sido extendidos para I/O; para mayor 
información referirse a la documentación de IAS y a las notas técnicas escritas por el 
grupo de Soporte Técnico de Wonderware. 
 
4.2.1.6 Importando Librerías Dinámicas (DLLs) 
Cuando se requieren tipos de datos no disponibles en IAS, se pueden declarar 
variables del entorno (framework) .Net y hacer uso de funciones de script de .Net 
directamente en el editor de scripts de IAS (IDE).  De igual forma se pueden crear 
clases en .Net e importarlas para ser usadas en cualquier script de la galaxia donde se 
declare la nueva clase. Para mayor información referirse a la documentación de IAS. 
 
4.2.1.7 Bloqueo de Atributos en Plantillas (Locking) 
Como se indica en el Deployment Guide, se recomienda bloquear a nivel de plantilla 
todos los atributos y scripts que no requieran cambios en las instancias. De esta forma 
se optimiza el desempeño de motores y objetos pues scripts que han sido bloqueados 
generan un único ensamble (.NET assembly) que es compartido por todas las 
instancias que vengan de la misma plantilla y que sean desplegadas al mismo motor. 
4.2.1.8 Acceso a Bases de Datos (DBMS) 
Ver sección anterior sobre conexión a BBDD. 
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4.2.2 Procedimiento Para el Diseño de Plantillas 
 
El Deployment Guide incluye todo un capitulo acerca del diseño de plantillas en IAS. 
Allí se indican en detalle los pasos a seguir para el diseño de plantillas:  
• Identificar Requisitos de Diseño Para Dispositivos de Campo 
• Crear un Modelo de Plantillas 
• Definir UDAs y Extensiones 
• Agregar Scripts 
• Manejo de Calidad 
• Derivando Plantillas o Instancias 
• Importando y Exportando Plantillas e Instancias 
 
Además de las recomendaciones de diseño del Deployment Guide se debera tener en 
cuenta los estandares de diseno de AENA/Wonderware en cuanto a  
- Nomenclatura 
- Abreviaciones 
- Atributos 
- Documentacion 
 
Nomenclatura 
El propósito de establecer convenciones de nomenclatura es producir aplicaciones 
consistentes que incluyen nombres representativos de los objetos y atributos del 
sistema que se esta modelando con IAS. 
Guía General 
Se debe escoger inglés o español para los nombres de plantillas y atributos y en lo 
posible mantener la consistencia.  
Longitud de nombres 
La siguiente tabla resume la máxima longitud de nombres que se puede tener para 
varios elementos en un sistema con IAS (ver documentación de IAS para más 
detalles). 
 
Elemento Longitud Máxima 
Nombre de Galaxia 32 
Nombre de Plantilla 32 including $ 
Nombre de Instancia 32 
Nombre Contenido 32 
Nombre Jerarquico 329 
UDA 329(incluyendo puntos)
Nombre de Libreria (Toolset) 64 
Nombre de Usuario 255 
Grupo de Seguridad 32 
Nombre de Role 512 
Nombre de Script 32 
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Abreviaciones 
 
Como se indicó previamente, se deberá tratar de mantener consistencia entre los 
nombres de objetos y atributos, usando expresiones en un solo idioma. A 
continuación se listan algunas abreviaciones para nombres de atributos y los 
comentarios respectivos. 
 
Atributos 
 
- Se recomienda nombrar atributos con las recomendaciones de abreviaturas 
mostradas en la sección anterior.  
- Como regla general, atributos se deben crear en las plantillas y no en las 
instancias. Un ejemplo de excepción a esta regla es una única instancia de una 
plantilla existente que requiere especialización que otras instancias no tienen; 
en ese caso es mejor hacer el cambio en la instancia que crear una plantilla 
especializada (derivada de la plantilla inicial) sólo para una instancia. 
- Si el nombre del atributo requiere de varias palabras, estas se deben separar 
con letras mayúsculas; no se recomienda el uso de caracteres como “-“o “_” 
para separar palabras.  
- En caso de querer agrupar atributos que sean relacionados directamente y para 
emular una jerarquía, se recomienda el uso de puntos para separar las 
palabras; por ejemplo, Temperatura.Min o Temperatura.Max 
- Para atributos internos a un objeto se debe anteponer un “_” en frente del 
nombre de atributo. Estos atributos quedan escondidos por defecto en 
ObjectViewer y no están disponibles para clientes InTouch. 
- Atributos de múltiples elementos en un vector (array) deben tener nombre 
plural. 
Nombres de Fichero y Directorios 
A definir con AENA 
 
Documentación 
Scripts 
 Se recomienda incluir en cada script la plantilla que lo define, el propósito del 
script, y un registro de cambios realizados.  
 
Archivo de Ayuda para Plantillas  
 
La documentación de plantillas especializadas debe incluir un archivo de ayuda 
similar al que existe en todas las plantillas estándar de IAS. Este archivo deberá 
escribirse en un editor de HTML como Microsoft FrontPage. El anexo 1 es un 
ejemplo del archivo de ayuda para una plantilla $Contador. 
 
Seguimiento de Cambios en Plantillas 
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Cada vez que se realicen cambios en el diseño de una plantilla y se guarden de 
regreso en el GR se deberá documentar el propósito de los cambios y la persona que 
los realiza si la galaxia no ha sido configurada con un modelo de seguridad. 
 
 
Una vez se han diseñado las plantillas se debe pensar el modelo a seguir para el 
diseño de áreas y seguridad de la galaxia.   
 
4.2.3 Modelo de Áreas 
IAS provee una plantilla base para diseño de áreas llamada $Area; AENA/WW 
provee en la librería de herramientas una plantilla derivada de $Area llamada $Zona. 
Todas las áreas o plantillas a crear deben ser derivadas de $Zona.  
 
La Vista de Modelo (Model View) en IAS muestra el modelo de áreas en el sistema 
de supervisión; todas las áreas deben estar contenidas bajo un área que deriva de la 
plantilla $Aeropuerto.  
 
Todos los objetos que deriven de herramientas de sistema (como $Plataforma o 
$Motor) o de Herramientas de Integración DI (como $DDESuiteLink o $InTouch) 
deben ser asignados al área que deriva de la plantilla $Sistemas. 
 
4.2.4 Modelo de Seguridad 
 
Toda galaxia creada en IAS viene por omisión (por defecto) sin una configuración de 
seguridad. Se recomienda configurar un modelo de seguridad basado en ArchestrA 
antes de empezar un proyecto con IAS, y crear los nombres de todos los usuarios que 
vayan a hacer diseños de plantillas y modelación del sistema.  
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de entrada y salida de las mercancías que nuestro país importa o exporta, con una cuota
de en torno al 70% del total. En la última década se ha registrado un aumento continuado
del tráfico portuario, alcanzando en 2003 un volumen agregado total de 380 millones de
toneladas. Hay una cierta concentración de esta demanda en los puertos de mayor dimen-
sión (en especial Algeciras, con más de 60 millones, Barcelona y Valencia, con más de 35
millones), aunque en general cada puerto cuenta con su propio mercado específico.
Más que la capacidad de las infraestructuras marítimas, los principales condicionantes
para el desarrollo de la actividad portuaria son la necesidad de adaptar sus instalaciones
y servicios a las circunstancias cambiantes de la demanda, y la dotación proporcionada de
accesos terrestres (carretera y ferrocarril), lo que en muchos casos apareja, como se indi-
caba para el ferrocarril, la necesidad de abordar específicamente la mejora de la integra-
ción urbana de los puertos.
Los aeropuertos de interés general, gestionados por Aeropuertos Españoles y Navegación
Aérea (AENA), son 48 (figura 5), incluidas las bases aéreas abiertas al tráfico civil y el heli-
puerto de Ceuta, pero la actividad se concentra en un corto número de aeropuertos. De
acuerdo con los datos de 2003, en Madrid-Barajas se registra casi la cuarta parte de todo
el tráfico de pasajeros en España (23,3%), y entre éste y los aeropuertos de Barcelona y
Palma de Mallorca se supera el 50% del total de tráfico de viajeros en el país, y con ten-
dencia a aumentar. El funcionamiento en red de los servicios de transporte aéreo favorece
esta evolución, a la vez que permite aumentar la accesibilidad al modo aéreo a la mayor
parte de la población.
Las infraestructuras aeroportuarias constituyen la principal vía de acceso desde y hacia el
exterior para el transporte de viajeros, pero el aéreo es también significativo en el trans-
porte interior para los intervalos de distancias medias y altas, y esencial (como el marítimo
lo es sobre todo para las mercancías) en cuanto a las comunicaciones de la península con
los territorios no peninsulares y para las relaciones entre éstos.
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FIGURA 3. Red de ferrocarriles: situación actual
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FIGURA 4. Red de puertos de interés general del Estado
FIGURA 5. Red de aeropuertos de interés general
Fuente: AENA
carencia de posibilidades de transporte fluvial y el limitadísimo desarrollo del ferrocarril
(4,5% de reparto modal frente a una media europea del 8%). Los flujos de transporte se
dirigen, principalmente, a Francia, Reino Unido, Italia y Alemania, y la elección del modo de
transporte depende, en gran medida, del tipo de mercancía: mientras el ferrocarril y el
transporte marítimo se concentran en un número reducido de productos – como ciertos
graneles o–, automoción, la carretera actúa como modo “universal”.
En relación al transporte de viajeros dentro de la UE, en España más del 80% de los viajeros
que utilizan el transporte aéreo internacional realizan trayectos intracomunitarios (un porcen-
taje solo igualado por Irlanda y Luxemburgo): un indicador de la falta de alternativas modales
a la mayor parte de los desplazamientos con destino intraeuropeo. En número de viajeros con
origen o destino fuera de la UE, Barajas con más de 6 millones se sitúa a la cabeza de los aero-
puertos medios europeos como Milán (Malpensa), Bruselas o Copenhague, si bien a distancia
considerable del grupo de los aeropuertos más importantes (London-Heathrow, Amsterdam-
Schipol, Paris-Charles de Gaulle, Frankfurt y London-Gatwick).
La pertinencia de situar el diagnóstico del sistema español en un contexto europeo se con-
firma al analizar algunos datos de la demanda interna de transporte, que muestran cómo
el diagnóstico apuntado por la Comisión Europea para el conjunto de la UE en su Libro
Blanco de 2001 resulta en buena parte adecuado también para nuestro país, a pesar de su
posición periférica.
En el ámbito nacional, la carretera continúa siendo el único modo de transporte capaz de
cubrir prácticamente cualquier tipo de demanda, por lo que no es de extrañar que asegure
el 86% del transporte terrestre de mercancías y el 88% del de viajeros (sumando al 78%
correspondiente al vehículo privado el 10% cubierto por el transporte colectivo en
autobús). En mercancías, el cabotaje, a pesar de su importancia, se encuentra muy espe-
cializado en ciertos tipos de cargas y de relaciones (como el transporte con la España no
peninsular). Una situación similar a la del ferrocarril, que como ya se señalaba para el trá-
fico internacional, se especializa progresivamente en ciertas relaciones y demandas. El
dominio del transporte de mercancías por carretera y su competitividad en cuanto a
calidad del servicio y precios va acompañado, a pesar de los avances realizados para
mejorar la transparencia del mercado y la estructura empresarial, de una preocupante fra-
gilidad del sector y debilidad en su relación con los cargadores.
En viajeros, la importancia del transporte aéreo para el tráfico nacional (en buena parte
ligado a las conexiones con la España no peninsular) queda reflejada en el hecho de que
Barajas es, con una cifra similar a la de París-Orly, el primer aeropuerto de la Unión
Europea en número de viajeros en vuelos domésticos y Barcelona-El Prat es cuarto, a poca
distancia de Roma-Fiumicino. El transporte ferroviario de viajeros aumentó en 1990-2000 un
30%, pero sin embargo el trayecto medio (viajeros-km per cápita y año) en ferrocarril con-
tinúa siendo, en España (510 km), considerablemente inferior a la media Europea (810 km),
y menos de la mitad del de Francia (1.149 km). La utilización del ferrocarril en España se
concentra claramente en los corredores donde se ofrece una alta calidad del servicio,
como las relaciones de alta velocidad o el Corredor Mediterráneo.
En las pautas de movilidad urbana también se pone de manifiesto la pertinencia del diag-
nóstico europeo. Los procesos de urbanización dispersa se han multiplicado en nuestro
país, favorecidos por la sustancial mejora en las redes viarias metropolitanas (mejora de
accesos y nuevas circunvalaciones) acentuando la dependencia respecto del automóvil a
pesar de las importantes inversiones realizadas en muchas ciudades en el sistema de
transporte público: el vehículo privado sigue creciendo en términos de vehículo-km reco-
rridos y, en muchas ocasiones, incluso de reparto modal. La flexibilidad aportada por las
nuevas tecnologías (comercio electrónico, gestión de la logística urbana) no parece por el
momento traducirse en una disminución de la demanda de transporte, e incluso se apunta
en muchos casos el efecto contrario: un mayor consumo en términos de vehículo-km.
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produjeron en el año 2003. Durante los últimos siete años el elevado ratio de víctimas
anuales por accidentes de tráfico ha permanecido estable. La siniestralidad española,
en relación con el parque automovilístico y con la movilidad existente, resulta todavía
elevada: 14 muertos por cada millardo de viajeros-kilómetro.
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FIGURA 11. Evolución del número de accidentes, muertos y heridos en España desde 1990 en carretera
En conjunto, los condicionantes ambientales y de salud no pueden sino aumentar en los
próximos años, de acuerdo con el desarrollo progresivo de los compromisos internacio-
nales y de la normativa europea en esta materia, y con la creciente sensibilidad de la opi-
nión pública ante estas cuestiones.
2.3.5. Competitividad en el contexto internacional
La expansión del sector del transporte de mercancías en la Unión Europea en los últimos
diez años ha venido acompañada de una creciente europeización del sector, quizá más
acusada en los países centrales que en los periféricos. El transporte de mercancías por
carretera ha sido pionero, pero los transportistas españoles, si bien continúan liderando
los intercambios bilaterales (de España con Francia, Alemania, o Italia), apenas están pre-
sentes en el cabotaje terrestre en otros países de la UE, o en las relaciones entre ellos. En
el ferrocarril, este proceso todavía se encuentra en una fase incipiente: algunas compa-
ñías nacionales han establecido alianzas y se han solicitado las primeras licencias por
nuevos operadores con vocación de transporte internacional. Esta tendencia se acom-
paña con la consolidación de un número reducido de grandes operadores logísticos: el pri-
mero de ellos, Deutsche Post, prácticamente dobla en cifra de negocio al segundo, La
Poste; en la lista de los 15 primeros operadores europeos no figura ninguna firma española.
Las posibilidades de internacionalización y de conversión intermodal de los operadores de
transporte nacionales (no sólo de los que dependen del Ministerio de Fomento —RENFE y
Correos—, sino de los operadores de transporte de mercancías por carretera o por vía
marítima) resultan lastradas por la falta de incentivos comparables a los existentes en
otros países, y por la relativa falta de estrategia internacional de los principales opera-
dores nacionales. No se ha contado con iniciativas de ámbito nacional que pudieran, como
en otros países, reforzar los efectos de la política europea de apoyo a la intermodalidad,
como el programa Marco Polo.
Esta evolución es también patente en el ámbito del transporte aéreo de viajeros, con la
consolidación de tres grandes alianzas internacionales que dominan a su vez el espacio
europeo. Los efectos de la liberalización no se han manifestado todavía en toda su poten-
cialidad en cuanto a la aparición de nuevos operadores y una mayor competencia en el
mercado europeo que se traslade a los consumidores, ya que por el momento afectan prin-
cipalmente en las relaciones con mayor demanda de tráfico. En menor medida, la apari-
ción de operadores de ámbito internacional empieza a manifestarse en el sector ferro-
viario, con la aparición de los primeros servicios internacionales de alta velocidad (Thalys).
La posición periférica de España, si bien no puede ofrecer las oportunidades propias de un
país de tránsito (proximidad a los mercados, desarrollo como plataforma logística interna-
cional), en cambio ha permitido una mayor flexibilidad y autonomía en la elección del
modelo de política de transporte: de ahí que España haya podido en el pasado seleccionar
sus prioridades con cierta autonomía respecto de las estrategias europeas, por ejemplo
desarrollando de manera prioritaria la red de carreteras de alta capacidad frente al ferro-
carril convencional o creando nuevas infraestructuras aeroportuarias, incluso a partir de
previsiones de demanda esperada significativamente inferiores a las consideradas en
otros países. Sin embargo, la continuación esperable de las tendencias de integración
económica y el nuevo aumento previsible en los flujos intraeuropeos ligados a la amplia-
ción de la UE, aconseja alinear con más decisión las prioridades nacionales a las de los
demás Estados miembros, y en particular, los países principales de destino o de tránsito
obligado para España (Francia y Alemania) para facilitar la accesibilidad a las cadenas de
transporte intermodal europeo que se están apuntando.
En definitiva, las tendencias del transporte en España se hacen cada vez más conver-
gentes con las del resto de la UE. A pesar de su relativa situación periférica, España no
puede desarrollar una política de infraestructuras y servicios de transporte basada única-
mente en consideraciones domésticas. No sólo por lo determinante que pueda ser el
marco normativo comunitario para el sector, sino también por la consolidación de opera-
dores transnacionales y por la envergadura de los problemas que el transporte plantea al
desarrollo sostenible, similares en todos los países y en muchos casos imposibles de
abordar sin una respuesta convergente.
2.3.6. Costes del transporte: tarificación y fiscalidad
El coste soportado por los usuarios por desplazarse o por transportar una mercancía en un
determinado modo depende de múltiples factores como: impuestos, subvenciones, inver-
sión pública y privada, precio de los carburantes y precio de los vehículos o seguros. Es
decir, es el resultado de un complejo conjunto de decisiones públicas y privadas de regu-
lación, inversión y mercado. A estos costes internos se añaden los llamados costes
externos, es decir, aquellos perjuicios que los usuarios de un modo de transporte provocan
a otras personas, y que el mercado no es capaz de imputar sin una regulación pública
previa, tales como: accidentes, contaminación atmosférica, ruido, cambio climático, o con-
gestión. Los costes, internos y externos, difieren según modos de transporte, y que los
usuarios pueden no estar satisfaciéndolos integramente. Por ejemplo, estudios realizados
en la UE-15 muestran que durante los últimos años, el precio del transporte (a precios
constantes) en automóvil privado se ha reducido, de media, en un 15%. Cada vez que un
usuario decide utilizar un determinado modo de transporte, algún ciudadano puede estar
sufriendo un perjuicio, ya sea de índole impositiva, al sufragar una infraestructura que no
utiliza y su mantenimiento, o de índole ambiental y de salud, por soportar los costes
externos derivados del ruido, la contaminación o los accidentes.
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3.1. OBJETIVOS GENERALES
Con la elaboración del PEIT se pretende establecer un marco racional y eficiente para el sis-
tema de transporte a medio y largo plazo. Para ello, deben explicitarse con la mayor preci-
sión posible los objetivos en el año horizonte, en términos no sólo de realización de infraes-
tructuras, sino sobre todo de calidad de las condiciones de movilidad puesta al servicio de
un desarrollo sostenible, como establece el Acuerdo de Consejo de Ministros de 16 de julio
de 2004. Dicho acuerdo estructura los objetivos del PEIT sobre cuatro ámbitos: eficiencia del
sistema, cohesión social y territorial, compatibilidad ambiental y desarrollo económico.
A. Mejorar la eficiencia del sistema, en términos de calidad de los servicios efectivamente
prestados y atender las necesidades de movilidad de las personas y los flujos de mercan-
cías en condiciones de capacidad, calidad y seguridad adecuadas y proporcionadas a las
características de esos flujos. Para lo que se:
a) Desarrollará un sistema integrado de transporte en un marco de complementariedad y
coordinación entre los distintos modos y entre las infraestructuras y servicios compe-
tencia de distintas Administraciones y Organismos.
b) Optimizará el uso de las infraestructuras existentes mediante medidas de gestión de la
demanda.
c) Impulsará una política de conservación y mantenimiento del patrimonio de infraestructuras.
B. Fortalecer la cohesión social y territorial. Para lo que se:
a) Asegurarán unas condiciones de accesibilidad equitativas al conjunto del territorio y en
particular a la España no peninsular.
b) Identificarán los beneficiarios potenciales de la política de infraestructura y trans-
portes, evitando transferencias regresivas de renta.
C. Contribuir a la sostenibilidad general del sistema mediante el cumplimiento de los com-
promisos internacionales de la normativa europea en materia ambiental, en particular en
cuanto a las emisiones de Gases de Efecto Invernadero (GEI).
D. Impulsar el desarrollo económico y la competitividad. Para lo que se:
a) Potenciará el papel de las áreas urbanas y metropolitanas españolas.
b) Reforzarán las relaciones transfronterizas.
c) Fomentará el desarrollo de los programas de I+D+i y los avances tecnológicos apli-
cados a la gestión y explotación de infraestructuras y servicios de transporte.
A partir de estos objetivos cualitativos deben desarrollarse una serie de objetivos cuanti-
ficados para el año horizonte del PEIT, eventualmente con referencias también a medio
plazo. Se realiza a continuación una primera cuantificación de objetivos, con la adver-
tencia de que, al realizarse este ejercicio por primera vez, deberá ajustarse en posteriores
revisiones, beneficiándose del perfeccionamiento que cabe esperar en cuanto a la infor-
mación y el conocimiento sobre el sistema de transporte y su relación con el medio
ambiente y el territorio.
3.2. MEJORAR LA EFICIENCIA DEL SISTEMA 
DE TRANSPORTE
La mejora de la eficiencia del sistema se articula a través de los siguientes objetivos: mejora
de la transparencia y participación pública, mayor integración de los diferentes modos,
mejor calidad en los servicios, incluyendo sistemas de conservación adecuados, optimiza-
ción en el uso de las infraestructuras y servicios disponibles mediante la gestión de la
demanda, e incremento de las condiciones de seguridad en todos los modos de transporte.
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Mejora de la transparencia y participación pública. Establecer cauces formalizados para
informar a la sociedad y a los socioprofesionales sobre los programas y líneas estratégicas
de la política de transporte, y propiciar un debate social en torno a estas decisiones.
Fomentar la participación pública en el estudio de propuestas y proyectos, dedicando a
ello una parte del presupuesto de redacción de los estudios a partir de 2008. Establecer un
conjunto de indicadores pactado socialmente que sirva para controlar el cumplimiento de
las políticas de transporte y la ejecución del propio PEIT y que sirva de base a la revisión
cuatrienal del PEIT (2008).
Integración del sistema de transporte. La eficacia en la integración del sistema de transporte
debe reflejarse en un aumento del peso relativo de los modos que participan en el transporte
intermodal en los desplazamientos de larga distancia de viajeros y mercancías. En sintonía
con los objetivos de la UE, se plantea conseguir al menos la estabilización en el reparto modal
de viajeros y mercancías en el entorno de 2010 en niveles similares a los de 1998, para
aumentar posteriormente la participación del conjunto de los modos de transporte menos
contaminantes en 5 puntos porcentuales en 2020, tanto en viajeros (servicios ferroviarios y
de transporte colectivo por carretera) como en mercancías (servicios ferroviarios y marí-
timos). Estos objetivos deberán revisarse en función de la evolución y cumplimiento de los
objetivos del Plan de Asignación de Emisiones de GEI por el sector del transporte.
Calidad y seguridad de los servicios de transporte. Se incorporan aquí los objetivos refe-
rentes a seguridad, congestión, calidad de los servicios de transporte colectivo y defensa
de los derechos de los usuarios.
La seguridad en el transporte abarca tres ámbitos: en primer lugar, el riesgo para el usuario de
verse involucrado en un accidente (seguridad operativa); por otra, las necesidades de pro-
tección de las personas, los bienes transportados y las propias instalaciones frente a actua-
ciones ilícitas (protección); finalmente, la prevención de los riesgos laborales. En el ámbito de
la seguridad operativa, se asume para nuestro país el objetivo de la UE de reducción a la mitad
en el número de muertos en el horizonte 2010 con respecto a 1998, y a la cuarta parte en 2020,
a lo que debe contribuir la política de transporte. En el segundo, se plantea el desarrollo de
una política de “riesgo cero”, tendente a revisar de manera continua los riesgos existentes en
todos los modos. En el tercero, se plantea reducir a la mitad la siniestralidad laboral en el
sector en el horizonte del Plan.
La disminución de la congestión del sistema de transporte (fuera del ámbito urbano) se
concreta globalmente en una disminución del tiempo medio de viaje y de la probabilidad
de exceder dicho tiempo medio en los diferentes modos y en el horizonte 2020. Este obje-
tivo se desarrollará y concretará posteriormente en parámetros precisos en cada uno de
los modos, incorporando un objetivo intermedio para 2012.
La mejora en los servicios públicos de transporte terrestre de viajeros de larga distancia
se concreta en el objetivo de obtener una velocidad comercial mínima de 80 km/h entre
origen y destino, con tiempos máximos de espera para transbordos de 1 hora en el hori-
zonte 2012. Por su parte, el modo ferroviario deberá ofrecer, en aquellas relaciones en las
que opere, velocidades comerciales al menos un 25% superiores al transporte en vehículo
privado en el horizonte 2020. Finalmente, se aprobará una carta de derechos del usuario de
servicios de transporte de viajeros, para cada modo de transporte (2008), en línea con las
iniciativas llevadas a cabo en el sector aéreo, que posteriormente se integrarán en una
carta única de derechos, de carácter intermodal (2012).
En el transporte de mercancías, la mejora de los servicios pasa por mejorar el marco con-
tractual, corrigiendo las situaciones de desequilibrio existentes, creando una conver-
gencia creciente entre el marco contractual en los diversos modos y clarificando los dere-
chos y obligaciones de cada parte en los servicios intermodales (2012).
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Asimismo, se plantea la definición (2008) y cumplimiento de los parámetros mínimos de
calidad de los servicios de interés público en la España no peninsular en los horizontes
2012 y 2020, en concertación con las CC.AA. implicadas.
Conservación de infraestructuras. Elaboración y actualización de modelos piloto de con-
servación como referencia y ayuda a la gestión de la conservación del conjunto del sis-
tema (2008). Dotación presupuestaria progresivamente creciente hasta situarse en el
entorno del 2% del valor patrimonial de las infraestructuras. Implantación de sistemas de
auditoría externa y comparación intermodal (2008).
Gestión de la demanda. Disminución de la intensidad del transporte en la economía al valor
medio de la UE-15 (en términos de ton-km/ PIB) en 2020. Estabilizar la demanda de trans-
porte per cápita en vehículo privado (vehículos-km/ habitante) en valores similares a los de
2005, a partir de 2012.
3.3. FORTALECER LA COHESIÓN SOCIAL Y
TERRITORIAL
El objetivo de cohesión se concreta en las siguientes metas en el ámbito social y territorial.
Cohesión social. Garantía de una accesibilidad universal mínima a los servicios públicos
(educación, sanidad, asistencia social…) de todos los ciudadanos, prestando especial
atención a los grupos vulnerables (niños, ancianos, personas con movilidad reducida…).
Para ello, se definirá un conjunto de “espacios clave” del territorio, en cooperación con las
CC.AA (2006), referidos fundamentalmente a nodos de transportes y áreas en las que se
concentra una elevada movilidad por razones de trabajo, ocio u otras. En el horizonte 2012
debe garantizarse el acceso en transporte público a todos ellos, alcanzándose en 2020 las
condiciones de calidad definidas por el Plan para los servicios de transporte público.
Valoración detallada de los costes totales (incluidas externalidades) en cada modo de
transporte y de la parte soportada por el usuario para identificar posibles efectos de dis-
tribución regresiva de rentas (2008). Elaboración de un modelo de corrección de estos
efectos en el conjunto del sistema de transporte (2012), para su aplicación a partir de 2015.
Cohesión territorial. Fortalecimiento de las redes de ciudades mediante el impulso de ser-
vicios de transporte público interurbano específicos y de coordinación de la gestión. Se
espera alcanzar en 2012 un reparto modal en los viajes entre estas ciudades próximo al
reparto existente en los desplazamientos urbanos motorizados. Se prestará atención par-
ticular a los enlaces marítimos y aéreos de conexión con el fin de mejorar la integración
en estas redes la España no peninsular.
Los desplazamientos transversales deben contar con itinerarios y servicios alternativos,
que hagan innecesario el paso por los grandes nodos del sistema de transporte y con
calidad de servicio comparable (2020).
La accesibilidad en transporte público a zonas de baja densidad de población y núcleos
dispersos o enclavados deberá alcanzar unos niveles mínimos, concertados con las auto-
ridades territoriales competentes, en el año horizonte del plan (2020).
3.4. CONTRIBUIR A LA SOSTENIBILIDAD
La mejora del comportamiento ambiental del transporte se articula en dos ámbitos: la dis-
minución de los impactos globales del transporte (principalmente en lo referente al cambio
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climático) y la calidad ambiental en el entorno natural y urbano. Por otra parte, de acuerdo
con los principios de desarrollo sostenible, este ámbito incluye también la mejora de la inte-
gración de los objetivos de sostenibilidad en las decisiones sobre política de transporte.
Efectos de carácter global. Evolución de acuerdo con las directrices del Plan Nacional de
Asignación de Derechos de Emisión: estabilización de las emisiones del transporte en el
período 2005-2007 y disminución de las emisiones en 2012 hasta los niveles de 1998.
Reducción de las emisiones de óxidos de nitrógeno (NOx) y otros contaminantes en el
sector del transporte de acuerdo con las directrices del Programa nacional de reducción
progresiva de emisiones nacionales de dióxido de azufre (SO2), óxidos de nitrógeno (NOx),
compuestos orgánicos volátiles (COV) y amoniaco (NH3), y evolución posterior de acuerdo
con los objetivos establecidos para España por la Directiva 2001/81/CE, de Techos Nacio-
nales de Emisiones.
Calidad ambiental. Disminución en un 50% de las superaciones actuales de los niveles
límite de calidad del aire en ciudades (2010) en los contaminantes donde el transporte
constituye la principal fuente. Cumplimiento de las Directivas Europeas de calidad del aire
para el 90% de la población (2015). Cumplimiento en el menor plazo posible de la normativa
internacional sobre calidad ambiental e impulso en el ámbito internacional para su revisión
urgente (Anejo VI del Convenio MARPOL, Anejo 16, vol. 1 y 2 de OACI…). Identificación de
“ámbitos territoriales sensibles”, particularmente frágiles a los impactos del transporte
(2008) y elaboración de programas específicos de actuación (2012).
Integración de políticas públicas. Establecimiento de las bases para la progresiva inte-
gración de los objetivos de las políticas de ordenación del territorio, de protección de la
naturaleza y de salud pública en la política de transporte.
3.5. IMPULSAR EL DESARROLLO ECONÓMICO 
Y LA COMPETITIVIDAD
La contribución del transporte al desarrollo económico y la competitividad se concreta en
una serie de objetivos en tres ámbitos: el territorial, la optimización de los impactos macro-
económicos de las inversiones en el sector y la innovación.
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FIGURA 12. Evolución de las emisiones de acidificadores, precursores de ozono y gases efecto invernadero
del sector del transporte en España (1990-2002)
Fuente: Ministerio de Medio Ambiente
Desarrollo económico y territorio. Facilitación de la inserción de los sistemas urbanos
españoles en el ámbito europeo, impulsando la mejora de los servicios aéreos de las áreas
metropolitanas españolas con sus principales destinos en Europa: el indicador relativo de
accesibilidad (combinando servicios, transbordos, precios y tiempos de viaje) debe apro-
ximar progresivamente estas condiciones a las existentes en las áreas metropolitanas de
Madrid y Barcelona.
Este proceso de integración europea es particularmente importante en las áreas trans-
fronterizas con Portugal y Francia. En 2020 deben quedar asegurados niveles de servicio
de transporte entre las principales ciudades a ambos lados de la frontera similares a los
niveles conseguidos en el ámbito nacional.
Objetivos macroeconómicos. El sector de servicios de transporte tiene un peso significa-
tivo en la economía, superior al 5% del PIB, por lo que una mayor participación de los ope-
radores nacionales en el mercado europeo de transporte entre países terceros puede
servir de vector de crecimiento y modernización del propio sector. Por ello el PEIT plantea
como objetivo alcanzar en 2020 una presencia de los operadores nacionales en dicho mer-
cado hasta alcanzar una cuota proporcional al peso económico del país, y apoyar el incre-
mento en el número y actividad de los operadores intermodales (con participación en el
ferrocarril, marítimo y carretera) hasta niveles similares a la media de la Unión Europea.
Innovación. La innovación exige por una parte, incrementar la dotación presupuestaria de
los Programas de I+D+i y alinear su contenido con más decisión en las líneas prioritarias
de investigación del Programa Marco de la UE. Por ello se propone dedicar 0,5% de la
inversión del Ministerio de Fomento a I+D+i (2006) e incrementar esta partida hasta el 1,5%
a partir de 2008. Por otra parte, debe favorecerse la rápida incorporación de los resultados
de la investigación a la política de transportes, incentivando a los agentes más activos a
través de un programa de innovación en el transporte que financie actuaciones piloto,
dentro del respeto a las condiciones de libre competencia en el sector.
Eficiencia energética. Mejorar la eficiencia del sistema de transporte para disminuir sig-
nificativamente la dependencia energética de la economía española. Para ello, se pre-
tende disminuir al menos un 20% el consumo energético específico por viajero-km y ton-
km (2012) con respecto a 1990 y alcanzar una reducción adicional en el horizonte 2020
hasta llegar al 40% de los valores de 1990. Se desarrollarán las propuestas aprobadas por
la Estrategia Española de Eficiencia Energética, y en particular se aumentará el uso de
combustibles alternativos frente a los convencionales en el sector del transporte en línea
con los objetivos de la Unión Europea.
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6.1. GRADO DE DEFINICIÓN DE LAS ACTUACIONES
CONTENIDAS EN EL PEIT
Los apartados siguientes describen las principales actuaciones que se prevé realizar
durante el período de planificación que abarca el PEIT (2005-2020). Estas actuaciones se
plantean en tres fases, siguiendo el mismo esquema de definición del escenario PEIT 2020:
• 2005-2008: Actuaciones dirigidas a completar el sistema de transporte, asegurando la
funcionalidad de las actuaciones en marcha, completando la vertebración del territorio
y creando las alternativas modales y técnicas que permitan la disociación y mejorando
el comportamiento ambiental del sector.
• 2009-2012: Actuaciones dirigidas a consolidar las tendencias de cambio modal y esta-
blecer las bases para la disminución de la elasticidad de la demanda de transporte res-
pecto del crecimiento económico.
• 2013-2020: Actuaciones enfocadas de manera prioritaria a asegurar la compatibilidad a
largo plazo entre el transporte y sus efectos ambientales.
El grado de definición de estas actuaciones es, lógicamente, diverso. En general, las actua-
ciones contempladas para el período 2005-2008 cuentan ya con estudios previos, y en algunos
casos, proyectos elaborados e incluso obras iniciadas. Para la mayoría de ellas se ha reali-
zado una evaluación socioeconómica, ambiental y territorial que permitiera confirmar el grado
de prioridad de la actuación. Dada la elevada dispersión territorial de las actuaciones del
Ministerio de Fomento que se encontraban en marcha o en estudio avanzado con anterioridad
a la elaboración del PEIT, la selección de actuaciones ha tenido en cuenta también el conse-
guir la mayor funcionalidad posible para el conjunto del sistema en el año 2008.
Las actuaciones posteriores, por el contrario, se benefician de la posibilidad de contar con
unos plazos más holgados para su estudio, así como de instrumentos de análisis y de valo-
ración más completos. En consecuencia, la inclusión de actuaciones a partir de 2009 debe
entenderse como un compromiso de estudio en profundidad de cada actuación, que per-
mita valorar su aportación a los objetivos del PEIT y definir su interés y grado de prioridad
para dicho período. La revisión del PEIT prevista en 2008-2009 permitirá concretar las
actuaciones a emprender en el cuatrienio siguiente.
En todo caso, el PEIT asume los compromisos adquiridos por el Gobierno en sede
parlamentaria (como es el caso del “Plan Galicia”), y en acuerdos bilaterales con los
países vecinos, Comunidades Autónomas y Corporaciones Locales, así como el apoyo del
Estado a actuaciones de carácter cultural y deportivo de proyección internacional
previstas en distintas ciudades españolas en los próximos años. Este compromiso es
independiente del grado de concreción que alcancen las respectivas actuaciones en este
documento, que por su carácter de estratégico, no puede precisar en detalle todas las
actuaciones, que se desarrollarán posteriormente en los planes sectoriales, intermodales,
o de concertación territorial que el propio Plan establece.
Las actuaciones se agrupan a continuación siguiendo la estructura siguiente, que combina
los apartados modales con otros de carácter transversal:
• Seguridad en el transporte
• Sistema de transporte por carretera
• Sistema ferroviario
• Transporte marítimo y puertos
• Transporte aéreo
• Sistema intermodal de mercancías
• Sistema intermodal de viajeros
• Transporte urbano
• Innovación en el transporte
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salvamento marítimo, estableciendo mecanismos para su seguimiento, coordinación, armoni-
zación y actualización continuada, y desarrollará una propuesta común con Marruecos para
el plan de accesos virtuales al Estrecho. Se definirá el procedimiento de despliegue a lo largo
de la costa española del Sistema de Identificación Automática de Buques.
En el ámbito nacional, el Plan Sectorial establecerá un programa para establecer la ins-
pección de buques de pabellón español, con objeto de mejorar las condiciones de los
buques sujetos a las prescripciones del Memorando de París (características acordes con
la denominada “Lista blanca”).
El Plan Sectorial establecerá objetivos precisos para la mejora de los servicios de salva-
mento, a alcanzar mediante medidas como la creación de grupos especiales para evalua-
ción de emergencias e intervención rápida, dotación y puesta en servicio de bases aero-
portuarias; renovación y actualización de equipos electrónicos en los centros de
Coordinación de Salvamento Marítimo y Seguimiento del Tráfico Marítimo; incremento y
renovación de la flota de salvamento, dotación de aviones de ala fija y de helicópteros de
medio y largo alcance al objeto de recubrir adecuadamente la Zona de Salvamento; des-
arrollo de un soporte informático adecuado para la gestión de la actividad de SASEMAR, y
programas de formación.
La mejora de la seguridad exige que el Plan Sectorial aborde también la definición de
zonas y lugares de refugio para buques; reforma de la Comisión Permanente de Investiga-
ción de accidentes marítimos, para que de manera regular emita informes, estadísticas y
recomendaciones dirigidas a evitar la repetición de los sucesos analizados; potenciación
y revisión de la operatividad de los Órganos Colegiados relacionados con la seguridad
marítima; y elaboración de un Programa de Servicios Especiales de Salvamento de la Vida
Humana en la Mar.
Protección del medio ambiente marino y lucha contra la contaminación
El Plan Sectorial recogerá una estrategia para impulsar estas cuestiones en el ámbito mul-
tilateral: revisión del Anexo VI del Convenio MARPOL, delimitación de las aguas de Galicia
y Canarias como Zonas Marítimas de Especial Sensibilidad (ZMES), entre otras iniciativas.
En el ámbito nacional, las actuaciones a contemplar en el Plan Sectorial se refieren a la
progresiva mejora de los medios, tales como la dotación de aviones de ala fija para las
tareas de control y vigilancia y equipos de lucha contra la contaminación en el medio
marino (incluida la mejora de la operatividad de los órganos colegiados competentes), el
desarrollo e implementación de sistemas tecnológicamente avanzados para la detección y
seguimiento de sustancias contaminantes del mar y para el seguimiento y evolución de
corrientes y oleaje marinos y la elaboración y desarrollo de un Programa de Contingencias
y de Lucha contra la Contaminación Marina.
Finalmente, estas actuaciones se coordinarán, en su caso, con las dirigidas a la promul-
gación de legislación específica sobre el medio ambiente marítimo que pueda plantear el
Ministerio de Medio Ambiente.
6.6. TRANSPORTE AÉREO
6.6.1. Prioridades
Las prioridades definidas por el PEIT (ver cuadro) se dirigen a mejorar progresivamente el
rendimiento ambiental del transporte aéreo, integrarlo progresivamente con los demás
modos de transporte y facilitar la inserción del sistema aeroportuario en su entorno local.
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FIGURA 27. Caracterización del sistema aeroportuario
Prioridades en el sistema de transporte aéreo. Período 2005-2008
• Consolidación de un sistema de nodos (“hub”) multipolar (basado inicialmente en Barcelona-El Prat y
Madrid-Barajas) que permita evitar los problemas de congestión derivados de una excesiva concentración.
• Desarrollo de intermodalidad (accesos terrestres) mediante sistemas de concertación y financiación ad hoc
con participación de todos los agentes involucrados.
• Optimización del sistema aeroportuario a través de la revisión del concepto de “aeropuerto de interés
general” y el establecimiento de mecanismos de cooperación entre éstos y el resto de aeropuertos del país.
• Sistemas de tarificación aeroportuaria ligados al comportamiento ambiental de las aeronaves.
• Introducción de la fiscalidad en el combustible de uso aéreo, en coordinación con otros países de la UE, en
el ámbito internacional (OACI) o europeo.
• Impulso a la liberalización y entrada de nuevos operadores (nuevas iniciativas de la Comisión Europea sobre
transporte aéreo), con prioridad a los servicios de ámbito europeo.
• Carga aérea: estructuración de los nodos logísticos aeroportuarios basada en el desarrollo de Centros de
Carga aérea adicionales al actual de Barajas (Barcelona y Vitoria) y apoyados por nodos complementarios:
aeropuertos próximos, parques de actividades aeroportuarias y terminales de carga aérea. El sistema de
carga aérea debe posibilitar el desarrollo de servicios competitivos e integrados en el sistema de transporte
intermodal de mercancías.
• Impulso a la autonomía en la gestión aeroportuaria y a la participación en ella de las Comunidades Autó-
nomas. En particular, se establecerá el desarrollo normativo que facilite el ejercicio de las competencias
estatutarias en materia de aeropuertos de las Comunidades Autónomas y su participación en la gestión, así
como la adecuación de las normas técnicas de construcción de aeropuertos a la normativa internacional.
• Revisión y actualización de los Planes Directores, a partir de las directrices establecidas en el futuro Plan
Sectorial de Transporte Aéreo.
• Estímulo de la competencia en la prestación de servicios en el sector, en particular fomento de la operación
de las compañías de bajo coste en servicios intraeuropeos y en los domésticos de mayores distancias
(superior a 700 km).
Los objetivos a partir de 2009 se dirigen a integrar progresivamente los servicios de trans-
porte aéreo en el sistema intermodal de viajeros y de mercancías y a asegurar la compa-
tibilidad a largo plazo entre el transporte aéreo y los objetivos ambientales establecidos
para el sector del transporte. Para ello se realizarán las infraestructuras aeroportuarias y
de navegación aérea previstas en el Plan Sectorial de Transporte Aéreo y en los Planes
Directores de cada aeropuerto, teniendo en cuenta los correspondientes análisis de ren-
tabilidad económica y de compatibilidad ambiental.
6.6.2. Estructura del Plan Sectorial de Transporte Aéreo
El sector del transporte aéreo atraviesa en España una fase de maduración rápida, con un
crecimiento medio anual de tráfico de pasajeros del orden del 5,5%. Este fuerte creci-
miento, unido a la consideración de su papel fundamental para el transporte de largo
alcance (el 60% de los pasajeros de los aeropuertos españoles viaja fuera del país), sobre
todo teniendo en cuenta la posición periférica de España en el contexto europeo, es la
causa de la aparición de iniciativas cada vez más numerosas para la creación de aero-
puertos promovidos por particulares, Entidades Locales o Comunidades Autónomas con
características diferenciadas de los aeropuertos de interés general.
Estas iniciativas plantean una problemática jurídico-administrativa de orden práctico, ya
que el marco normativo existente no se ha desarrollado para contemplar dicha eventua-
lidad. Así, parece claro que resulta necesario adoptar normas que regulen con carácter
general el establecimiento y funcionamiento de este tipo de infraestructuras, con el fin de
fijar las pautas para la actuación administrativa y evitar que puedan darse respuestas dis-
pares a situaciones iguales o se planteen conflictos innecesarios con los solicitantes.
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Además de replantear el contenido de algunas de las normas actualmente vigentes,
estas iniciativas en materia de aeropuertos de titularidad no estatal han puesto de
manifiesto la necesidad de la regulación del procedimiento para la aprobación de estos
aeropuertos, ya que la normativa vigente se basa en la premisa de que los aeropuertos
comerciales son de titularidad pública. También, la aparición de nuevos aeropuertos
cuya gestión no corresponde a AENA plantea algunos problemas en relación con las
tasas aeroportuarias, ya que en la actualidad están concebidas partiendo de la base de
que todas las operaciones aeroportuarias y de navegación aérea caen bajo la respon-
sabilidad de dicha entidad; para estos aeropuertos será necesario, por consiguiente,
deslindar los servicios de navegación aérea de los de operación aeroportuaria para
atribuir a AENA la responsabilidad de los primeros únicamente y limitar a estos últimos
la percepción de las correspondientes tasas.
En los aeropuertos gestionados por AENA se impulsará la participación y corresponsabi-
lidad de las Comunidades Autónomas y Entes Locales. En la actualidad, los 48 aeropuertos
españoles (entre los que se incluyen las bases aéreas abiertas al tráfico civil y el heli-
puerto de Ceuta) gestionados por AENA pueden estructurarse en cinco grupos:
• Aeropuertos troncales: Madrid-Barajas y Barcelona-El Prat. Entre los dos gestionan
cerca del 40% del tráfico de pasajeros, y suponen los pivotes de la red tanto en cuanto
a conexiones domésticas como en su función de principales puertas de salida hacia
destinos europeos y sobre todo extraeuropeos. Gestionan también el 65% de las mer-
cancías (medido en toneladas), si bien en este caso el papel del Aeropuerto de Barajas
es mucho más relevante (53% del total).
• Aeropuertos turísticos insulares: Palma de Mallorca, Ibiza y Menorca, Tenerife Sur, Las
Palmas, Fuerteventura, Lanzarote y La Palma. Entre todos gestionan un volumen signifi-
cativo del tráfico de pasajeros, en su mayoría internacional pero dentro de la Unión
Europea. Su importancia es vital no sólo para el sector turístico de los sistemas insu-
lares, sino también para la integración de estos territorios con la España peninsular y su
desarrollo económico.
• Aeropuertos metropolitanos con conexiones internacionales. Apoyados en grandes
áreas metropolitanas o sistemas de ciudades, ofreciéndoles una oferta en expansión de
servicios internacionales, de ámbito intraeuropeo. Serían los de Bilbao, Santiago, Sevilla
y Valencia.
• Aeropuertos turísticos peninsulares. Estos aeropuertos se sitúan a lo largo de la costa
mediterránea, en general con acusada estacionalidad: Reus y Girona, Málaga, Alicante,
Almería y Murcia.
• Aeropuertos locales y regionales: los restantes aeropuertos, cuyo tráfico es mayorita-
riamente nacional y con una cuota del 10% del tráfico total de pasajeros6.
La dimensión del sistema aeroportuario aconseja como paso inicial del Plan Sectorial la
reconsideración del concepto de Aeropuerto de Interés General, racionalizando así la
actuación de AENA a un número restringido de aeropuertos, sin perjuicio de que con el
resto de aeropuertos puedan establecerse los mecanismos de coordinación y cooperación
adecuados.
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6 Los aeropuertos de Burgos y de Monflorite-Alcalá (Huesca) están pendientes de apertura. Fuera de la red de AENA,
han sido declarados de interés general los aeropuertos de Región de Murcia, Castellón y Ciudad Real (Don Quijote),
que se encuentran en diferentes estados de tramitación del proyecto.
Las actuaciones propuestas en el Plan Sectorial de Transporte Aéreo se priorizarán en
cada uno de los cinco grupos de aeropuertos. Estas actuaciones están orientadas, en su
mayoría, a proporcionar capacidad suficiente a las instalaciones aeroportuarias para
atender la demanda esperada, existiendo otras que pretenden dotar de mayor operatividad
al aeropuerto, bien mejorando la seguridad operacional o bien permitiendo que la
demanda servida pueda ser diferente a la existente, proporcionando con ello un mayor
potencial de crecimiento a ciertos aeropuertos en mercados todavía en proceso de madu-
ración.
Estas actuaciones se desarrollarán a través de un Plan Sectorial de Transporte Aéreo, que
se ha de elaborar en 2005 y con horizonte 2012. A continuación se describen sus líneas
principales con mayor nivel de detalle.
6.6.3. Sistema de aeropuertos troncales
Las actuaciones en Madrid-Barajas y Barcelona-El Prat consideradas como estratégicas,
sin tener en cuenta las que ya se encuentran en fase de ejecución, son las siguientes:
• Aeropuerto de Madrid-Barajas. La inminente puesta en explotación de la amplia-
ción del actual aeropuerto es el resultado de un fuerte proceso inversor, y no se
prevén nuevas inversiones hasta el final del futuro Plan Sectorial. Las actuaciones
adicionales (que podrían ser necesarias a partir de 2012), supondrían alcanzar el
máximo desarrollo posible del Aeropuerto compatible con los condicionantes
ambientales existentes. Estas actuaciones permitirían atender el tráfico hasta más
allá del año 2020, de acuerdo con las estimaciones realizadas.
Si se advirtiera en algún momento que puede alcanzarse de forma más rápida la
saturación del Aeropuerto de Barajas, sería necesario poner en servicio un nuevo
aeropuerto, en la Comunidad de Madrid o sus proximidades. La necesidad estra-
tégica de que la infraestructura aeroportuaria de Madrid funcione en condiciones
óptimas es incuestionable, si bien en estos momentos no se está en condiciones
de determinar cuál puede ser la opción más adecuada para el futuro, por lo que
será preciso hacer un seguimiento minucioso de la evolución del tráfico aéreo y
seguir realizando estudios que faciliten en su momento la toma de decisiones.
• Aeropuerto de Barcelona-El Prat. Tras la reciente inauguración de la nueva pista
de vuelos, AENA está llevando a cabo la ampliación de la anchura de la pista prin-
cipal, la nueva torre de control y la construcción de la nueva terminal sur entre
pistas. En el período 2005-2011, para complementar esa ampliación, se prevé rea-
lizar la segunda fase de la Plataforma Sur, urbanizando la Ciudad Aeroportuaria,
remodelando los accesos y urbanizando la Zona de Carga.
Con posterioridad, en función del incremento del tráfico, podría ser necesario
ampliar el procesador del Terminal en 2015-2018, para construir un edificio satélite
y plataforma asociada, así como un APM (Automated People Mover) que los
conecte, un SATE (Sistema Automatizado de Tratamiento de Equipajes) y un
Parque Industrial.
6.6.4. Otros aeropuertos
En el resto de aeropuertos, las actuaciones que se prevén, y que se precisarán en el Plan
Sectorial en función de la demanda prevista, se refieren a:
• Edificio terminal: Ampliación, remodelación o nuevo edificio.
• Ampliación y adecuación del campo de vuelos y plataforma.
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• Instalaciones para CAT II/ III.
• Actuaciones en área de movimiento y viales.
• Mejora de accesos.
6.6.5. Accesos terrestres
Los accesos terrestres a las instalaciones aeroportuarias se plantean desde la coordina-
ción con todas las administraciones, organismos y agentes implicados con el objetivo de
satisfacer las necesidades funcionales de acceso, mejorar la conectividad del modo aéreo
con los otros modos de transporte, urbano e interurbano, conseguir la mejor integración de
estas infraestructuras en su entorno urbano o periurbano, y establecer un marco equili-
brado de financiación y de gestión de las actuaciones.
6.6.6. Actuaciones no infraestructurales
Como actuaciones no infraestructurales en materia de transporte aéreo, el Plan Sectorial
deberá considerar al menos las siguientes:
• Adecuación progresiva de las tarifas aeroportuarias al coste real de los servicios pres-
tados. Por una parte, se trata de recuperar el diferencial producido en los últimos años
entre la inflación real y la subida tarifaria y, por otra parte, tarifar los nuevos servicios
prestados al nivel del coste real que los mismos generan.
• Recuperación total de los costes de los servicios de Navegación Aérea. Es necesario
alcanzar el necesario equilibrio entre los ingresos de Navegación Aérea y los costes
derivados de la prestación de sus servicios, a través de la fijación de las tarifas al nivel
requerido, o de los acuerdos y mecanismos alternativos necesarios.
• Definición del nuevo modelo de explotación y gestión de las actividades comerciales no
aeronáuticas. El objetivo general consiste en mejorar los ingresos no aeronáuticos de
AENA, de tal manera que incrementen su aportación a la compensación del esfuerzo
inversor. Para el logro de este objetivo se están implementando estrategias comerciales,
cuyo desarrollo supondrá el diseño y la gestión de nuevos modelos de explotación de
recursos en el conjunto de las líneas de negocio que componen esta área de la actividad
de AENA.
• Revisión en profundidad de la normativa aeroportuaria. La actual Ley de Navegación
Aérea data de 1960 y ha sufrido varias modificaciones y complementos, pero sigue
basándose en una estructura político-administrativa desfasada. Asimismo, la ausencia
de normas que regulen el procedimiento para la creación, calificación y apertura de
nuevos aeropuertos, así como las obligaciones exigibles a sus titulares y a sus explota-
dores, es otra carencia básica del cuerpo regulatorio de infraestructuras de transporte
aéreo. También cabe reseñar la falta de normativa técnica de aeropuertos aplicable a su
construcción y certificación, y la necesidad de regular convenientemente las afecciones
a terceros derivadas de la explotación aeroportuaria, incluyendo en particular las servi-
dumbres acústicas. La revisión de la normativa aeroportuaria debe también abarcar el
régimen de prestación de los servicios aeronáuticos distintos de los de tránsito y control
aéreo. Es patente, por tanto, la conveniencia de una Ley de Aeropuertos que contemple
todos estos aspectos y promueva la reglamentación ulterior de los mismos.
• Determinación del régimen económico de la explotación de los aeropuertos de interés
general de titularidad no estatal, la regulación del régimen de contraprestaciones eco-
nómicas de los servicios prestados por el Estado y, en particular, los correspondientes
al sistema de navegación aérea.
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6.6.7. Navegación aérea
Si bien no se prevé que el Plan Sectorial deba incorporar actuaciones infraestructurales
de envergadura en la red actual de instalaciones de navegación aérea y los sistemas de
control de tráfico, sí deberá asegurar el mantenimiento de sus condiciones operativas,
adaptándose a un entorno en continuo desarrollo tecnológico, condicionado por la nece-
sidad de coordinar actuaciones que son intrínsecamente transnacionales derivadas de la
implantación del Cielo Único Europeo. En ese sentido, las principales actuaciones estraté-
gicas que deberá considerar el Plan Sectorial son las siguientes:
• Aplicación de los reglamentos, ya aprobados por la Unión Europea o que se aprueben en
el futuro, sobre el Cielo Único Europeo, e impulso de las futuras iniciativas que puedan
surgir en este ámbito. Potenciación de la participación española en los ámbitos interna-
cionales, para que las decisiones en las áreas que afectan al diseño, organización y
estructuras del espacio aéreo europeo, así como a la gestión del tráfico y la interoperabi-
lidad de los sistemas tengan en cuenta las necesidades de los países periféricos europeos,
eliminando los cuellos de botella que influyen en los flujos de tráfico hacia nuestro país.
• Impulso a las iniciativas con otros Estados europeos vecinos para la conformación de los
bloques funcionales de espacio aéreo en que se dividirá y participará el espacio aéreo
español. Los esfuerzos de cooperación técnica continuarán también con los Estados
Africanos de nuestro entorno, lo que puede repercutir en el fomento de los flujos de trá-
fico aéreo del Atlántico Sur a través de Canarias.
• Liberalización de la prestación de los servicios CNS y de torre de control.
• Impulso a la participación nacional en el Sistema Europeo de Radionavegación por Saté-
lite y su operación, para posicionarse adecuadamente en la operación y provisión de
servicios de navegación por satélite, iniciada con la participación en el programa EGNOS
y continuada con la participación en el proceso de concesión de Galileo.
• Promoción a nivel europeo de la utilización de un mismo sistema de tratamiento de
planes de vuelo, basado en los trabajos desarrollados por AENA para mejorar la intero-
perabilidad del sistema europeo de gestión del tráfico aéreo (ATM), uno de los objetivos
esenciales de la iniciativa Cielo Único Europeo.
• Adaptación operativa y técnica del Sistema de Navegación Aérea español a la norma-
tiva europea en materia de seguridad CNS/ATM (ESSAR), potenciando su capacidad y
seguridad.
• Reducción de los costes de la navegación aérea aumentando su productividad hasta
niveles similares a la media europea. Impulso a la adopción de los reglamentos de segu-
ridad de EUROCONTROL. Liberalización del acceso a la profesión de controlador de la
circulación aérea y el otorgamiento de títulos y habilitaciones.
• Profundización en la cooperación, estudios y análisis con el Ministerio de Defensa para
la aplicación más amplia del concepto “Uso flexible del espacio aéreo” y su adecuación
con los objetivos de la iniciativa Cielo Único.
• Implantación de las soluciones alternativas para la gestión del tránsito aéreo más ade-
cuadas según el volumen de tráfico y la seguridad requerida para el control del tráfico
aéreo en algunos aeródromos y torres de control (Sistemas AFIS).
• Modernización de la navegación aérea de acuerdo con las directrices de EUROCON-
TROL (Estrategia ATM2000+, con horizonte 2020).
• Liberalización del transporte aéreo internacional. En el ámbito de la UE, impulsar la con-
clusión urgente de un Convenio sobre transporte aéreo entre la Unión Europea y los
Estados Unidos, siguiendo las directrices de la iniciativa comunitaria para la creación de
la Zona Común Transatlántica de Aviación. Promover asimismo la negociación de un
concepto similar de liberalización del transporte aéreo entre la Unión Europea y los
Estados de América Central y del Sur, para potenciar el tráfico aéreo de nuestro país con
estas regiones.
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tivas. En la actualidad sólo se encuentra en funcionamiento la ZAL del Puerto de Barce-
lona, si bien existen proyectos de realización de Zonas de Actividades Logísticas en la
mayor parte de los puertos del sistema portuario español, en distinto grado de maduración,
que deberían ser potenciados.
6.7.7. La intermodalidad en nodos ferroviarios
A causa del importante crecimiento del transporte combinado en los últimos años, se ha
pasado de contar con capacidad residual a situaciones de saturación en algunas de las
terminales existentes, en el área de Cataluña y Madrid especialmente.
Esta situación ya se había producido en Europa con anterioridad, y los crecimientos espec-
taculares de tráficos previstos por el operador ferroviario (triplicar las unidades físicas
transportadas en el período 1990-2005) no se van a poder alcanzar globalmente, en parte
por no disponer de las infraestructuras necesarias.
En este sentido, el concepto “terminal” ha evolucionado, y ya es comúnmente aceptado que
sin terminales adecuadas no será posible el crecimiento del transporte combinado, al ser la
terminal una instalación clave, en la que se organiza el transporte, que ha ampliado su fun-
ción hasta la concepción actual, en la cual es un centro de intercambio modal y de activi-
dades logísticas con múltiples actividades, cuyas sinergias potencian su capacidad gene-
radora de transporte con capacidad de realizar actividades logísticas de alto valor añadido.
Paralelamente, en este período de tiempo se está produciendo en Europa un proceso de
liberalización que, a medida que avanza, pone de manifiesto la necesidad de disponer de
esquemas claros de gestión de las terminales de Transporte Combinado, que garanticen la
igualdad de trato a todos los operadores y la transparencia en las tarifas aplicadas, y sus
condiciones de aplicación, así como la prestación de servicios homogéneos y homolo-
gados en todas las terminales.
La propuesta de nodos logísticos ferroviarios que desarrolle el futuro Plan Intermodal
puede estructurarse jerarquizando las terminales existentes en tres grandes grupos, com-
plementados por nuevas áreas con potencial de desarrollo. Las de mayor jerarquía corres-
ponderían a terminales como Madrid, Barcelona (ambas con problemas de saturación),
Bilbao, Valencia-Silla, Irún o Portbou.
El futuro de las instalaciones fronterizas ferroviarias de Irún-Hendaya y Portbou-Cer-
bère requiere un análisis específico de los escenarios futuros en el marco de la intro-
ducción del ancho UIC en la red española y de su conexión con la red francesa. El
diseño futuro de las futuras instalaciones fronterizas deberá coordinarse con la admi-
nistración francesa.
6.7.8. La intermodalidad en el ámbito aeroportuario
El objetivo es estructurar los nodos logísticos aeroportuarios, a partir de los Centros de
Carga Aérea, integrándolos en el sistema intermodal, de manera que puedan obtenerse
servicios de carga aérea más competitivos.
La propuesta de Nodos Logísticos Aeroportuarios que desarrolle el Plan Intermodal puede
estructurarse en tres grandes grupos:
• Centros de Carga Aérea (nodos peninsulares o regionales): parques logísticos especia-
lizados en la carga aérea.
• Parques de Actividades Aeroportuarias: instalaciones de carga aérea y otras activi-
dades logísticas y de servicios.
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• Terminales de Carga Aérea, en los aeropuertos de menor tráfico.
El Plan debe considerar posibles aeropuertos de captación de cargas descentralizadas de
los grandes Centros de Carga Aérea.
6.7.9. Nodos viarios
El Eje Mediterráneo, el Eje central, el Eje del Ebro, y los ejes Madrid-Barcelona-frontera
francesa, y Madrid-Levante son los ejes viarios que presentan unos tráficos más intensos
de transporte de mercancías por carretera. Les siguen en importancia los corredores a
Galicia y las conexiones con Portugal (ver figura 22).
La estructuración de nodos logísticos viarios puede establecerse a partir de dos grandes
grupos: nodos logísticos intermodales y centros de transporte de carretera, tanto en fun-
cionamiento como previstos o posibles.
Los nodos logísticos intermodales son aquellos en los que confluyen dos o más modos de
transporte, que deben ser ordenados aprovechando sus condiciones multimodales para
desarrollar infraestructuras logísticas de apoyo a la actividad económica. Como nodos
intermodales internacionales o suprarregionales pueden identificarse: Área de Madrid,
Área de Barcelona/Cataluña, Área del País Vasco, Valencia, Zaragoza y Sevilla.
Los centros de transporte de carretera tienen como objetivo dar servicio tanto al tráfico de
paso como a las empresas de transporte y logística. Se localizan en los principales corre-
dores de transporte de mercancías por carretera y, prioritariamente, en los nodos de con-
fluencia de varios de estos corredores.
6.7.10. Actuaciones no infraestructurales
Se incluyen en este apartado las políticas y servicios vinculados al transporte intermodal
y la progresiva integración de criterios ambientales y principios de desarrollo sostenible en
la actividad logística.
En cuanto a las políticas y servicios vinculados al transporte, puede señalarse, en el corto
plazo:
• Competencia interna en el modo ferroviario: el éxito del desarrollo de la intermodalidad
exige un programa ambicioso de apoyo a nuevos operadores de transporte intermodal.
• Acciones de apoyo a la transferencia de cargas al ferrocarril, orientadas a conseguir un
nuevo equilibrio modal de mayor eficiencia económica y medioambiental. Estas
acciones irán destinadas preferentemente a promover las condiciones del cambio en los
operadores de carretera acorde con las posibilidades de cooperación con el operador
ferroviario y de concurrencia y acceso a las infraestructuras ferroviarias que permite la
nueva legislación ferroviaria.
• Entre estas acciones se incluirá también el apoyo a los actuales operadores de mer-
cancías, incluido el operador ferroviario, para convertirse en auténticos operadores
logísticos de ámbito europeo, promoviendo las políticas de alianzas, el desarrollo tecno-
lógico del sector y la interoperabilidad en el tráfico de mercancías en aspectos como la
tracción y regulación de circulaciones, autorizaciones de personal, reglamentos opera-
tivos y formación.
• Programas tecnológicos de colaboración entre operadores y de apoyo a la formación en
nuevas técnicas de transporte intermodal.
• Colaboración con entidades públicas regionales y locales para reforzar e impulsar
infraestructuras logísticas intermodales.
• Flexibilización en la tramitación/operación en los puertos para el tráfico marítimo de
corta distancia.
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Y, en el medio y largo plazo:
• Apoyo a nuevos operadores ferroviarios.
• Intensificar políticas de apoyo al entendimiento y colaboración entre operadores ferro-
viarios, de carretera y de transporte marítimo de corta distancia. Estas acciones se con-
centrarán básicamente en los campos de la comercialización de los servicios.
• Apoyo al desarrollo generalizado en el sector de la implantación de las nuevas técnicas,
tecnologías y culturas.
La integración de variables ambientales desde las primeras etapas de la planificación
debe abarcar no solo las actuaciones de la administración sino la propia actividad de los
operadores, con la incorporación de objetivos ambientales en los mismos. El estableci-
miento de criterios de diseño y explotación que minimicen al máximo los impactos nega-
tivos en el entorno y el impulso al lanzamiento de experiencias en campos como la logís-
tica urbana y logística inversa resultan imprescindibles para impulsar este proceso.
6.8. TRANSPORTE INTERMODAL DE VIAJEROS
6.8.1. Prioridades
El soporte de la movilidad de viajeros es el sistema integrado por redes, nodos y servicios.
Los intercambiadores constituyen las rótulas del sistema, permitiendo los intercambios
entre servicios del mismo o de diferentes modos de transporte.
El desarrollo de la intermodalidad en el transporte de viajeros se estructura a través de un
Plan Intermodal de Viajeros, a desarrollar en 2005 y que articule la estrategia para la con-
secución de los objetivos indicados a continuación.
Para la primera fase (2005-2008), el objetivo se centra en establecer las bases del sistema
intermodal de viajeros, actuando sobre la coordinación de horarios y la integración física
entre modos. Las mejoras previstas en el sistema ferroviario deben permitir, además, la
consolidación de esta coordinación, evitando que se convierta en un elemento de diver-
gencia en el sistema.
La coordinación entre servicios y, en particular, la impulsión de servicios de transporte de
viajeros por carretera de alimentación a los puntos nodales del sistema (aeropuertos,
estaciones ferroviarias…) puede obligar a la revisión puntual del marco legislativo exis-
tente y el establecimiento de mecanismos adecuados para facilitar su implantación y
garantizar su calidad y coordinación con respecto a otras concesiones existentes.
Prioridades en el transporte intermodal de viajeros. Período 2005-2008
• Revisión del marco concesional del transporte de viajeros por carretera, introduciendo sistemas de estímulo
de la competencia y calidad: evaluación y seguimiento de la calidad del servicio, favorecer la reducción de
los plazos concesionales a 6-10 años como referencia, sin perjuicio de la necesidad de establecer plazos
superiores en ciertas condiciones de baja demanda u otras).
• Ubicación en la misma estación ferroviaria de los servicios de Larga Distancia, Regionales y Cercanías.
• Estimular la realización de estaciones intermodales ferrocarril-autobús interurbano, principalmente en ciu-
dades medias, o la mejora de la conectividad peatonal entre la estación ferroviaria y la de autobuses en
aquellos casos en los que se encuentren próximas.
• Potenciar los servicios “lanzadera” de autobús entre núcleos de población de cierta importancia y los aero-
puertos y estaciones de ferrocarril con servicios de Altas Prestaciones.
• Potenciar la conectividad entre el ferrocarril (regional o larga distancia) y los servicios rurales de transporte.
• Coordinación de horarios en los servicios ferroviarios de Larga Distancia y Regionales, reforzando la función
distribuidora de estos servicios, principalmente en ámbitos territoriales en los que los servicios ferroviarios
regionales se utilicen de manera amplia.
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FIGURA 30. Esquema de redes de servicios e intermodalidad de transportes de viajeros
genéricamente limitados al supuesto de que “existen razones de rentabilidad económica
o social, o concurran singulares exigencias derivadas del fin público o interés general de
la obra objeto de concesión”, pueden consistir en: la finaciación conjunta de la obra,
mediante aportaciones dinerarias o no dinerarias, subvenciones o préstamos reintegra-
bles con o sin interés, o préstamos participativos siempre que se respete en todo caso el
principio de asunción de riesgo por el concesionario.
• Explotación de las zonas comerciales (art. 246.5 LCAP), como actividades complementa-
rias de las obras públicas, sujetas al principio de unidad de gestión y control de la Admi-
nistración Pública concedente y explotados conjuntamente en la obra por el concesio-
nario directamente o a través de terceros en los términos establecidos en el oportuno
pliego de la concesión.
Pues bien, las necesidades inversoras que se suscitan para hacer frente tanto a los dis-
tintos programas en actual fase de ejecución como la red nacional ferroviaria de altas
prestaciones como a los futuros programas a implementar mediante el PEIT requieren la
potenciación de los modelos de concentración público-privados a utilizar.
Fórmulas de colaboración público privadas, también de carácter institucionalizado,
además de las estrictamente contractuales (modelo concesional, referido) caben que sean
de aplicación durante el período de vigencia del PEIT. Se trataría de creación de entidad
en la que participen de forma conjunta el sector público y el privado.
8.4.4. Papel de los Entes Públicos
Puertos del Estado y AENA continuarán realizando sus inversiones en infraestructura de la
misma forma que las han realizado hasta ahora, financiándolas con sus propios ingresos
derivados del cobro de tasas a los usuarios por el uso de sus infraestructuras y recu-
rriendo a endeudamiento cuando sea necesario.
La actual situación contable de AENA y sus elevados ratios de endeudamiento, conse-
cuencia de las elevadas inversiones de ampliación de los aeropuestos de Madrid-Barajas
y Barcelona, obligará a reducir su fuerte ritmo inversor en los próximos años, que sola-
mente podrá invertir su signo en la segunda mitad del periodo de vigencia del PEIT. En todo
caso, el objetivo de autosuficiencia financiera también se plantea como algo irrenunciable
en AENA
Por otra parte, se pretende que el ADIF lleve a cabo un volumen importante de inversiones
ferroviarias minimizando el impacto en el Presupuesto General de Estado, acudiendo para
ello a las fuente de financiación y fórmulas de participación público-privadas que resulten
adecuadas
En cuanto a RENFE Operadora, sus inversiones a partir de 2005 se limitarán a material móvil
y sus propias instalaciones, mientras que las inversiones de FEVE, comparativamente
menores, seguirán un ritmo semejante al actual, incorporando los criterios de actuación
indicados anteriormente en este Plan.
8.5. ESTIMACIÓN ECONÓMICA DE LAS ACTUACIONES
DEL PEIT
La Tabla 3 recoge el volumen de inversión estimado para las actuaciones en infraestruc-
turas de  transporte de los diferentes modos recogidas en el Plan Estratégico. El volumen
de inversión previsto es obviamente mucho más preciso en el corto plazo, sustentándose
las cifras en estudios y proyectos. En la medida en que se avanza en el horizonte del Plan,
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el grado de indefinición es mayor,  tanto en cuanto a las actuaciones a realizar como en
cuanto a su alcance (ya que dependerá entre otros factores del resultado de los procesos
de planificación y estudios previos que se realicen en su momento). Por ello, los volúmenes
de inversión se precisarán posteriormente en los correspondientes Planes Sectoriales.
La valoración incluye actuaciones diferentes de las infraestructurales, básicas para los
objetivos de mejora de los servicios de transporte planteados por el PEIT, y que deben ser
por tanto consideradas en el marco del Plan.
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TABLA 3. Estimación económica de las actuaciones del PEIT, 2005-2020
Transporte por ferrocarril, excepto actuaciones urbanas 103.410 42,84
Altas prestaciones 78.100 32,35
Mantenimiento y mejora de red convencional 18.000 7,46
Supresión y mejora de pasos a nivel 3.560 1,47
Material móvil 3.750 1,55
Transporte por carretera, excepto actuaciones urbanas 60.635 25,12
Vías de gran capacidad 29.955 12,41
Acondicionamiento y mejora 7.500 3,11
Conservación y explotación 22.580 9,35
Servicios de transporte por carretera 600 0,25
Transporte aéreo 15.700 6,50
Nodos troncales 4.100 1,70
Aeropuertos no peninsulares 4.780 1,98
Aeropuertos metropolitanos, regionales y turísticos 4.000 1,66
Otras actuaciones, centralizadas 2.820 1,17
Transporte marítimo y puertos 23.460 9,72
Infraestructura e instalaciones portuarias 22.480 9,31
Salvamento, seguridad y medio ambiente marino 980 0,41
Transporte intermodal de mercancías y viajeros (1) 3.620 1,50
Apoyo a red de nodos y plataformas intermodales 1.200 0,50
Accesos terrestres a puertos 1.220 0,51
Programa fomento de intermodalidad de mercancías 400 0,17
Programa fomento de intermodalidad de viajeros 800 0,33
Transporte urbano y metropolitano 32.527 13,47
Actuaciones en carreteras 4.077 1,69
Integración urbana del ferrocarril 2.400 0,99
Cercanías ferroviarias, incluso meterial móvil 10.050 4,16
Apoyo al transporte público e intercambiadores (2) 16.000 6,63
Investigación, desarrollo e innovación 2.040 0,85
Programa de I+D+i en el transporte 1.610 0,67
Acciones piloto de innovación en el transporte 230 0,10
Programa piloto de innovación en el transporte 200 0,08
TOTAL ACTUACIONES PREVISTAS PEIT 241.392 100,00
Notas:
(1) Apoyo a red de intercambiadores de viajeros, incluido en actuaciones urbanas.
(2) Incluye subvenciones del Ministerio de Hacienda a infraestructuras y servicios.
ACTUACIONES
IMPORTE % DEL TOTAL
(Millones de Euros)
8.6. ESTRATEGIA DE FINANCIACIÓN DEL PEIT
Teniendo en cuenta las consideraciones y las inversiones derivadas de las actuaciones
reflejadas en los apartados anteriores, a continuación se establece un conjunto de estra-
tegias para la financiación del PEIT.
• Se tratará de mantener un esfuerzo inversor estable, con las mejoras de posibilidades de
inversión que resulten compatibles en el marco del objetivo de estabilidad presupues-
taria, aprovechando el potencial de aumento de los ingresos públicos derivado del incre-
mento de productividad de los factores económicos. 
• La financiación presupuestaria seguirá siendo la mayor fuente de financiación de las infraes-
tructuras de transporte, del orden del 60% de las inversiones en el horizonte del Plan (Tabla 4).
Estos recursos se canalizan tanto a través de los Centros Directivos del Ministerio de Fomento
como del ente público Administrador de Infraestructura Ferroviaria (ADIF).
• Se hará uso proporcionadamente de los sistemas de inversión directa y de inversión
diferida para cumplir los objetivos de desarrollo temporal de las actuaciones del Plan
manteniendo los compromisos de estabilidad presupuestaria y reducción de déficit
de las cuentas públicas.
• En el marco de la liberalización del sector ferroviario, la introducción del canon por
uso de la infraestructura ferroviaria supondrá la autofinanciación de una parte de las
inversiones encomendadas al ADIF. 
• Los Entes Públicos AENA y Puertos del Estado serán financieramente autosuficientes, y apenas
requerirán recursos presupuestarios para llevar a cabo las inversiones en estos modos. 
• Se prevé incrementar la participación del sector privado mediante la utilización de fórmulas de
Asociación Público-Privada. Se prevé un aumento de la financiación privada hasta cerca del
20% de las inversiones totales. Principalmente, se utilizará el esquema de concesión de obra
pública, en el ámbito portuario (con estimación de un volumen aproximado del 50% de las
inversiones totales previstas), viario, de conformidad con los criterios establecidos en el apar-
tado 5.2 (en porcentaje aproximado del 25% de las inversiones en nueva infraestructura) y, en
menor medida el ferroviario. Para ello, se fomentará la colaboración entre los sectores público
y privado a fin de optimizar la viabilidad de los proyectos mediante este esquema de gestión,
en la línea de las recomendaciones de la Unión Europea.
• Se contará con la participación de las Comunidades Autónomas y Entes Locales en la
financiación de actuaciones concertadas.
• Se tenderá progresivamente a una mayor participación de los usuarios en la financiación
de las infraestructuras, teniendo en cuenta las consideraciones de la Unión Europea
relativas a la tarificación por el uso de las infraestructuras.
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TIPO DE
INVERSIÓN
Presupuestaria Extrapresupuestaria
% TOTAL INVERSIONES
Carreteras
Ferrocarriles
Aeropuertos
Puertos
Otras actuaciones
TOTAL
75,0%
81,4%
2,2%
9,7%
27,7%
59,5%
25,0%
18,6%
97,8%
90,3%
72,3%
40,5%
26,81%
48,00%
6.50%
9,72%
8,97%
100,00%
FUENTE DE FINANCIACIÓN
TABLA 4. Fuentes de financiación de las inversiones del PEIT
