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Achievable Throughput Regions of
Fading Broadcast and Interference Channels under
QoS Constraints
Deli Qiao, Mustafa Cenk Gursoy, and Senem Velipasalar
Abstract—Transmission over fading broadcast and interfer-
ence channels in the presence of quality of service (QoS)
constraints is studied. Effective capacity, which provides the
maximum constant arrival rate that a given service process can
support while satisfying statistical QoS constraints, is employed
as the performance metric. In the broadcast scenario, the
effective capacity region achieved with superposition coding and
successive interference cancellation is identified and is shown
to be convex. Subsequently, optimal power control policies that
achieve the boundary points of the effective capacity region are
investigated, and an algorithm for the numerical computation
of the optimal power adaptation schemes for the two-user
case is provided. In the interference channel model, achievable
throughput regions are determined for three different strategies,
namely treating interference as noise, time division with power
control and simultaneous decoding. It is demonstrated that
as in Gaussian interference channels, simultaneous decoding
expectedly performs better (i.e., supports higher arrival rates)
when interfering links are strong, and treating interference as
noise leads to improved performance when the interfering cross
links are weak while time-division strategy should be preferred
in between. When the QoS constraints become more stringent,
it is observed that the sum-rates achieved by different schemes
all diminish and approach each other, and time division with
power control interestingly starts outperforming others over a
wider range of cross-link strengths.
Index Terms—Buffer violation probability, effective capacity,
fading broadcast channels, fading interference channels, power
control, quality of service (QoS) constraints, throughput.
I. INTRODUCTION
FADING broadcast and interference channels can be seenas two of the basic building blocks of multiuser wireless
systems. For instance, broadcast channels can model the
downlink scenario in cellular systems. Interference channels
model communication scenarios in which multiple transmitters
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communicate with their individual intended receivers while in-
flicting interference on the other receivers. In densely deployed
wireless networks, interference is very common, and the
design and analysis of efficient transmission strategies in such
cases are of significant interest. Therefore, due to their impor-
tance, broadcast and interference channels have been exten-
sively studied from an information-theoretic point of view with
the goal of identifying the fundamental performance limits.
For instance, Li and Goldsmith in [1] characterized the ergodic
capacity region of fading broadcast channels and determined
the optimal resource allocation policies. They showed that the
capacity region, which is achieved by superposition coding
and successive decoding whose order is determined by the
effective noise levels, is convex. They provided an algorithm
to determine the optimal power allocation in each fading state.
The same authors in [2] investigated the outage capacity.
The study of the interference channel has proven to be
more challenging. The capacity region of even the two-user
interference channel is known in only some special cases. For
instance, the capacity region is known for strong Gaussian
interference channels [4], [5], where the cross links, which
are the links from transmitters to their unintended receivers,
are stronger than the direct links. In [4], this capacity region
was characterized as the intersection of the capacity regions of
two multi-access channels seen by the receivers. Moreover, in
the special case of very strong interference channels, capacity
region was shown to be not affected by the interfering links
[6]. Hence, the capacity region is rectangular-shaped, bounded
by the capacities of the direct links. On the other hand, the
capacity region of the weak interference channels, where the
strength of cross links is lower than that of the corresponding
direct links, is still an open problem. For the special class
of weak interference channels in which the strength of one
of the cross links is zero, the sum capacity is achieved
by treating the interference as noise [8]. This strategy was
also shown to be sum-capacity achieving in weak Gaussian
interference channels under certain conditions [9], [10], [11].
For general cases, the best known achievable rate region is
due to Han and Kobayashi [5]. Han-Kobayashi scheme splits
the messages of both users into common and private parts,
and common information of both users are jointly decoded at
both receivers while the private information is decoded only
at the intended receiver and is treated as noise at the other
receiver. In [12], Etkin et al. showed that Han-Kobayashi
type scheme can achieve the capacity region of the two-
0090-6778/13$31.00 c© 2013 IEEE
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user Gaussian interference channel to within 1 bits/s/Hz. In
[13], the authors considered an interference channel model
with arbitrary number of users but interference experienced
or caused by only one user. In this work, capacity region was
characterized to again within a constant number of bits through
the use of a deterministic channel model first introduced in
[14]. Such a deterministic approach considers an interference-
limited regime in which noise power is small compared to
signal powers, and hence closely approximates the Gaussian
interference channel in the limit of high signal-to-noise ratio
(SNR). In [15], Zhao et al. studied the maximum sum-rate
achieved with Gaussian superposition coding and successive
decoding in two-user interference channels, employing the
deterministic channel model. It is shown that maximum sum-
rate achieved with successive decoding of Gaussian codewords
oscillates between those achieved with Han-Kobayashi and
single-message schemes. An overview of the Gaussian in-
terference channels and general inner and outer bounds on
the capacity region have been provided in [16, Chapter 6].
Recently, ergodic fading interference channels was studied
in [17] where the authors have noted that capacity-achieving
schemes can in general require encoding and decoding over
all fading states.
Generally, information theoretic studies do not take into
consideration source arrivals and buffer/queuing limitations.
In this paper, we on the other hand present a study on
the throughput when users operate under buffer constraints.
In particular, motivated by the fact that in certain delay
sensitive scenarios, such as interactive or streaming video
applications, constraints on delay bound violation probability
may be required (rather than limitations on the average delay),
we consider statistical quality of service (QoS) constraints in
the form of limitations on the buffer violation probabilities,
and study the achievable source arrival rate regions under
such constraints in fading broadcast and interference channels.
For this analysis, we employ the concept of effective capacity
[18], which can be seen as the maximum constant arrival rate
that a given time-varying service process can support while
satisfying statistical QoS guarantees. The effective capacity
formulation uses large deviations theory and incorporates the
statistical QoS constraints by capturing the rate of decay of
the buffer occupancy probability for large queue lengths.
Effective capacity has recently been considered as a per-
formance metric in multiuser scenarios for systems operating
under queuing constraints. For instance, Liu et al. in [21]
studied a model in which two users collaborate to send their
data to a common destination node using frequency-division
multiplexing. In this setting, effective capacity is used to
identify the achievable rate regions under QoS constraints.
In [22], we investigated the throughput of fading multiple-
access channels in the presence of QoS limitations when
superposition coding strategies are employed for transmission.
While these two studies concentrated on multiple-access sce-
narios, references [23] and [24] considered fading broadcast
channels. Du and Zhang in [23] obtained the optimal resource
allocation policies in time-division-based wireless downlink
transmissions. Balasubramanian and Miller in [24] derived
the optimal time division strategy for each channel state but
considered fixed power transmissions.
Fig. 1. The broadcast channel model.
The above-mentioned works on broadcast channels basi-
cally studied the performance achieved with orthogonal signal-
ing through time-division or frequency-division multiplexing.
In this paper, similar to our approach in [22] for multiple ac-
cess channels, we consider the more general and information-
theoretically optimal schemes of superposition coding and suc-
cessive interference cancellation (or equivalently successive
decoding) in the analysis of broadcast channels. We determine
the effective capacity region and explore in the two-user case
the optimal power control policies that achieve the points on
the boundary.
In the interference channel case, we concentrate on a two-
user model, and consider three different strategies, namely
treating interference as noise, time division with power con-
trol, and simultaneous decoding. Different from the successive
decoding considered in broadcast channels, simultaneous de-
coding is a joint decoding method [16, Chapter 6] and can
be seen as a special case of the Han-Kobayashi scheme with
no private information. We determine the effective capacity
regions achieved with these schemes and hence characterize
the achievable throughput when users operate under QoS
limitations.
The rest of this paper is organized as follows. Section
II introduces the fading broadcast and interference channel
models. In Section III, effective capacity is briefly described
as the performance metric. Our main characterizations of
the throughput in fading broadcast and interference channels
are provided in Sections IV and V, respectively. Finally, we
conclude in Section VI.
II. SYSTEM MODEL
A. Fading Broadcast Channels
As shown in Figure 1, we consider a broadcast channel
model in which the transmitter wishes to send messages
to M users with individual QoS constraints under a total
average power limitation. It is assumed that the data sequences
generated for each user are initially stored in individual buffers
before they are transmitted over the wireless channel. The
discrete-time signal at the j th receiver in the ith symbol
duration is given by
yj [i] = hj [i]x[i] + nj [i], j = 1, . . . ,M and i = 1, 2, . . .
where M is the number of users, x[i], composed of M
independent information signals, denotes the complex-valued
channel input, and hj [i] represents the fading coefficient of
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Fig. 2. The interference channel model.
the jth user. We denote the magnitude-square of the fading
coefficients by zj [i] = |hj [i]|2. The channel input is subject
to the average energy constraint E{|x[i]|2} ≤ P¯ /B where B
is the bandwidth available in the system and hence P¯ is the
average power constraint (assuming that the symbol rate is B
complex symbols per second). yj [i] is the channel output at the
jth receiver. Above, nj [i] for j = 1, 2, . . . ,M is a zero-mean,
circularly symmetric, complex Gaussian random variable with
variance E{|nj [i]|2} = Nj . The additive Gaussian noise
samples {nj[i]} are assumed to form an independent and
identically distributed (i.i.d.) sequence.
We denote the average transmitted signal to noise ratio with
respect to receiver 1 as SNR = P¯N1B . Also, we denote the
instantaneous transmit power for user j as Pj [i]. Now, the
instantaneous transmitted SNR level for receiver j becomes
μj [i] =
Pj [i]
NjB
. Then, the average power constraint at the
transmitter is equivalent to
E
⎧⎨
⎩
M∑
j=1
γjμj [i]
⎫⎬
⎭ ≤ SNR, (1)
where we have defined the ratio γj = NjN1 .
B. Fading Interference Channels
As depicted in Fig. 2, in the case of interference channels,
we consider a scenario where two transmitters with individual
power and buffer constraints (i.e., QoS constraints) communi-
cate with their intended receivers while causing interference
to the other receiver. Again, it is assumed that data is initially
stored in the buffers before they are transmitted over the
wireless channel. The input-output relationships in the ith
symbol duration are given by
y1[i] = h11[i]x1[i] + h21[i]x2[i] + n1[i] (2)
y2[i] = h12[i]x1[i] + h22[i]x2[i] + n2[i] (3)
where xj [i] for j ∈ {1, 2} denotes the complex-valued channel
input of transmitter j, hjk for j, k ∈ {1, 2} is the fading coef-
ficient of the link between the jth transmitter and kth receiver.
We denote the magnitude-square of the fading coefficients
by zjk[i] = |hjk[i]|2. Similarly as in the broadcast channel
model, n1[i] and n2[i] are zero-mean, circularly symmetric,
complex Gaussian random variables with variances given by
E{|nj [i]|2} = Nj , and they form an i.i.d. sequence over time.
Finally, yj[i] for j = 1, 2 denotes the received signals.
The channel input of user j is subject to an average energy
constraint E{|xj [i]|2} ≤ P¯j/B for all j, where B is the
bandwidth available in the system. With these definitions,
the average transmitted signal to noise ratio of user j is
SNRj =
P¯j
NjB
. We denote the ratio of the noise variances
as γ = N2N1 . Then, the instantaneous interference level of
transmitter 2 at receiver 1 becomes γSNR2z21. Similarly, the
instantaneous interference level of transmitter 1 at receiver 2
becomes SNR1z12γ .
III. PRELIMINARIES
In [18], Wu and Negi defined the effective capacity as the
maximum constant arrival rate1 that a given service process
can support in order to guarantee a statistical QoS requirement
specified by the QoS exponent θ. If we define Q as the
stationary queue length, then θ is the decay rate of the tail
distribution of the queue length Q:
lim
q→∞
logP (Q ≥ q)
q
= −θ. (4)
Therefore, for large qmax, we have the following approxima-
tion for the buffer violation probability: P (Q ≥ qmax) ≈
e−θqmax . Hence, while larger θ corresponds to stricter QoS
constraints, smaller θ implies looser QoS guarantees. Simi-
larly, if D denotes the steady-state delay experienced in the
buffer, then P (D ≥ dmax) ≈ e−θξdmax for large dmax, where
ξ is determined by the arrival and service processes [20]. Since
the average arrival rate is equal to the average departure rate
when the queue is in steady-state, effective capacity can also
be seen as the maximum throughput in the presence of such
constraints. The effective capacity is given by
C(θ) = − lim
t→∞
1
θt
loge E{e−θS[t]} bits/s, (5)
where the expectation is with respect to S[t] =
∑t
i=1 s[i],
which is the time-accumulated service process. {s[i], i =
1, 2, . . .} denotes the discrete-time stationary and ergodic
stochastic service process.
In this paper, we assume that the fading coefficients stay
constant over a frame duration of T and vary independently
for each frame. In this scenario, s[i] = TR[i], where R[i] is the
instantaneous service rate in the ith frame duration [iT ; (i+
1)T ). Then, (5) can be written as
C(θ) = − 1
θT
loge Ez{e−θTR[i]} bits/s, (6)
which is obtained using the fact that the instantaneous rates
{R[i]}, which are in general functions of z, vary independently
from one frame to another. Note that the service rates will
be specified by the instantaneous channel capacities or the
instantaneous achievable rates of the corresponding links in
fading broadcast and interference channels.
Throughout the rest of the paper, we use the effective
capacity normalized by bandwidth B, which is denoted by
C(θ) =
C(θ)
B
bits/s/Hz. (7)
1For time-varying arrival rates, effective capacity specifies the effective
bandwidth of the arrival process that can be supported by the channel.
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IV. THROUGHPUT OF FADING BROADCAST CHANNELS
UNDER QOS CONSTRAINTS
In this section, we initially review the ergodic capacity re-
gion of the fading broadcast channels with perfect channel side
information (CSI) at both the transmitter and the receivers, and
identify the instantaneous transmission rates. Subsequently, we
formulate the effective capacity region and characterize the
maximum constant arrival rates that can be supported over
the broadcast channel with statistical QoS constraints. We also
investigate in the two-user case the optimal power control
schemes.
A. Ergodic Capacity Region
The capacity region of the fading broadcast channel with
perfect CSI, achieved by superposition coding at the transmit-
ter and successive interference cancellation at the receivers, is
[1]
RBC =
{
(R1, . . . , RM ) : Rj ≤
BEz
{
log2
(
1 +
μj(z)zj
1 +
∑M
k=1 μk(z)
γkzj
γj
1[γj/zj > γk/zk]
)}}
(8)
where 1[·] is an indicator function (i.e., 1[x] = 1 if x is
true, and zero otherwise), μk(z)γkzjγj =
Pk[i]zj
NjB
denotes the
interference level caused by the message for user k, μ =
(μ1(z), . . . , μM (z)) can be regarded as the power allocation
policies that need to satisfy the average power constraint
(1), and z = (z1, · · · , zM ) is a random vector comprised
of the magnitude squares of the channel coefficients. Also,
note that γj/zj > γk/zk is equivalent to Njzj >
Nk
zk
, which is
used in determining the decoding order for the users. More
specifically, the permutation order for successful decoding is
given by Nπ(1)zπ(1) >
Nπ(2)
zπ(2)
· · · > Nπ(M)zπ(M) . If the noise normalized
by the channel gain, i.e., Nkzk , is regarded as the effective
noise level, the decoding order above is seen to be in the
decreasing order of the effective noise levels. For instance,
the user experiencing the smallest effective noise and hence
the best channel decodes its own signal last after decoding
all the other users’ signals and subtracting their interference.
Hence, this user experiences no interference.
The ergodic capacity region RBC is convex [1]. For any
channel state vector z, the decoding order is fixed and the
maximum instantaneous rate for user j is
Rj = B log2
⎛
⎝1 + μj(z)zj
1 +
∑M
k=1 μk(z)
γkzj
γj
1[γj/zj > γk/zk]
⎞
⎠ bits/s.
(9)
B. Effective Capacity Region
In this subsection, we first identify the effective capacity
region when superposition coding with successive decoding
is employed. Then, we concentrate on the two-user case and
investigate the optimal power adaptation strategies.
Suppose that Θ = (θ1, · · · , θM ) is a vector com-
posed of the QoS constraints of M users. Let C(Θ) =
(C1(θ1), · · · ,CM (θM )) denote the vector of the normalized
effective capacities. Following mainly the approach in [22],
we first have the following characterization.
Definition 1: The effective capacity region is described as
CBC(Θ) =
⋃
R
s.t. E{R}∈RBC
{
C(Θ) ≥ 0 : Cj(θj) ≤
− 1
θjTB
loge Ez
{
e−θjTRj
}} (10)
where R = {R1, R2, · · · , RM} represents the vector com-
posed of the instantaneous transmission (or equivalently ser-
vice) rates of M users. Note that the union is over the
distributions of the vector R such that the expected value
E{R} lies in the BC ergodic capacity region RBC given in
(8) and power allocation policies satisfy the average power
constraint (1).
The effective capacity region given in Definition 1 rep-
resents the set of all vectors of constant arrival rates C(Θ)
that can be supported in the fading broadcast channel in the
presence of QoS constraints specified by Θ = (θ1, · · · , θM ).
Since reliable communication is considered, arrival rates are
supported by instantaneous service rates whose expected val-
ues are in the BC capacity region.
Using the convexity of the BC ergodic capacity region RBC,
we obtain the following preliminary result on the effective
capacity region defined in (10).
Proposition 1: The effective capacity region CBC(Θ) is con-
vex.
Proof: Let the vectors C(Θ) and C′(Θ) belong to CBC(Θ).
Then, there exist some rate vectors R and R′ for C(Θ) and
C′(Θ), respectively, such that E{R} and E{R′} are in the BC
ergodic capacity region. By a time sharing strategy, for any
α ∈ (0, 1), we know from the convexity of the BC ergodic
capacity region that E{αR + (1 − α)R′} ∈ RBC. Now, we
can write (11) through (13), given on the next page.
In (11) through (13), all operations, including the
logarithm and exponential functions and expectations,
are component-wise operations. For instance, the expres-
sion in (11) denotes a vector whose components are{
1
θjTB
loge
(
E
{
e−θjTRj
})α (
E
{
e−θTR
′
j
})1−α}M
j=1
. Simi-
larly, the inequalities in (11) and (13) are component-wise
inequalities. The inequality in (11) follows from the definition
in (10). (13) follows from Ho¨lder’s inequality and leads to the
conclusion that αC+(1−α)C′ still lies in the effective capacity
region, proving the convexity result. 
We are interested in the boundary of the region CBC(Θ).
Now that CBC(Θ) is convex, we can characterize the boundary
surface by considering the following optimization problem [1]:
maxλ · C(Θ) subject to: C(Θ) ∈ CBC(Θ) (14)
for all priority vectors λ = (λ1, · · · , λM ) in RM+ with∑M
j=1 λj = 1.
1) Two-user Case: We know that the decoding order is
given by the effective noise level. More specifically, only
the user with the better channel can decode the information
intended for the other user [26, Section 14.5], and, as a result,
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αC(Θ) + (1− α)C′(Θ) ≤ − 1
ΘTB
loge
(
E
{
e−ΘTR
})α (
E
{
e−ΘTR
′})1−α (11)
= − 1
ΘTB
loge
(
E
{(
e−ΘTαR
) 1
α
})α(
E
{(
e−ΘT (1−α)R
′) 11−α})1−α (12)
≤ − 1
ΘTB
loge E
{
e−ΘT(αR+(1−α)R
′)
}
. (13)
experiences no interference. We define γ = N2N1 as the ratio of
the variances of the background Gaussian noise components,
and assume that the value of γ is fixed in the remainder of the
analysis. Let Z = {z : γz1 > z2} be the region in which user
1 has less effective noise level and hence, it can first decode
and eliminate the message intended for user 2, and hence sees
no interference. Then, Zc = {z : γz1 < z2} represents the
region in which user 1 decodes its signal in the presence of
interference from user 2’s signal. In this scenario, we can write
the maximum instantaneous rate for user 1 as
R1 =
{
B log2(1 + μ1(z)z1), z ∈ Z
B log2(1 +
μ1(z)z1
1+γμ2(z)z1
), z ∈ Zc , (15)
and the instantaneous rate for user 2 as
R2 =
{
B log2(1 + μ2(z)z2), z ∈ Zc
B log2(1 +
μ2(z)z2
1+μ1(z)z2/γ
) z ∈ Z . (16)
Now, using these instantaneous service rates R1 and R2 in
the effective capacity expressions and recalling the average
SNR constraint in (1), we can express the Lagrangian of the
convex optimization problem in (14) as (17) given on the next
page, where βj = θjTBloge 2 for j = 1, 2, pz(z1, z2) is the joint
distribution function of the fading states z = (z1, z2), and
κ ≥ 0 is the Lagrange multiplier. Next, we define (φ1, φ2) as
φ1 =
∫
z∈Z
(1 + μ1(z)z1)
−β1pz(z1, z2)dz
+
∫
z∈Zc
(
1 +
μ1(z)z1
1 + γμ2(z)z1
)−β1
pz(z1, z2)dz,
φ2 =
∫
z∈Zc
(1 + μ2(z)z2)
−β2pz(z1, z2)dz
+
∫
z∈Z
(
1 +
μ2(z)z2
1 + μ1(z)z2/γ
)−β2
pz(z1, z2)dz.
From these definitions, we see that φ1 and φ2 depend on the
power allocation policies μ1 and μ2.
Next, we derive the optimality conditions (that the optimal
power control policies should satisfy) by differentiating the
Lagrangian with respect to μ1, μ2 in regions Zc and Z ,
and making the derivatives equal to zero. These optimality
conditions are given in (18)–(21) on the next page, which are
obtained by evaluating the derivative of the Lagrangian J with
respect to μ1 when z ∈ Z , μ2 when z ∈ Z , μ1 when z ∈ Zc,
and μ2 when z ∈ Zc, respectively2.
2Essentially, we assume that there are four power allocation policies
μ1,Z , μ1,Zc , μ2,Z , and μ2,Zc , where μi,Z and μi,Zc represent the power
adaptation for user i’s stream when z ∈ Z and z ∈ Zc, respectively.
Hence, the expressions in (18) – (21) can be seen to be obtained through
partial differentiation of the Lagrangian with respect to μ1,Z , μ2,Z , μ1,Zc
and μ2,Zc .
We immediately note from (19) that when z ∈ Z , the
optimal power control policy for receiver 2 can be expressed
as
μ2 =
⎡
⎢⎢⎣ 1
α
1
β2+1
2
(
z2
1+μ1z2/γ
) β2
β2+1
− 1 + μ1z2/γ
z2
⎤
⎥⎥⎦
+
∀z ∈ Z
(22)
where α2 = γκφ2 loge 2λ2 . We can see from (22) that when μ1 >
γ( 1α2 − 1z2 ), we have μ2 = 0. Also, when z ∈ Z , if no power
is allocated for user 2 and hence μ2 = 0, then we see from
(18) that we can write the optimal μ1 as
μ1 =
⎡
⎣ 1
α
1
β1+1
1 z
β1
β1+1
1
− 1
z1
⎤
⎦
+
∀z ∈ Z (23)
where α1 = κφ1 loge 2λ1 . Note also that when messages for
both receivers are being transmitted simultaneously, μ1 and
μ2 are the positive solutions to (18) and (19). This, after
straightforward derivations, implies that the equation
z1
α1
(1 + μ1z1)
−β1−1 −
(
z2
α2(1 + μ1z2/γ)
) 1
β2+1
= 0 (24)
has a positive solution that is less than γ( 1α2 − 1z2 ). Although
we cannot prove the uniqueness of the solution, if it exists,
there is always one non-negative solution to the above equation
in our numerical evaluations.
Following similar steps, we can characterize the power
control policies for the case in which z ∈ Zc. In this case,
it is worth noting that the condition for having μ1 > 0 and
μ2 > 0 is now that the equation
z2
α2
(1 + μ2z2)
−β2−1 −
(
z1
α1(1 + γμ2z1)
) 1
β1+1
= 0 (25)
has a positive solution that is less than 1γ (
1
α1
− 1z1 ). This can
be regarded as the symmetric case of (24).
As seen in the above discussion, we have no closed-form
expressions for the optimal power control policies which
are in general interdependent on each other. The optimal
power control policies can be determined through numerical
computations. Thus, we propose the algorithm below to obtain
the optimal power adaptation policies. This algorithm is used
in the numerical result presented next. The main approach of
the algorithm is to first initialize the values of φ1 and φ2, and
keep updating the two values with the μ1 and μ2 generated
through the last iteration. Finally, when the conditions stated
in (18) – (21) are satisfied, we find the final values of φ1 and
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J =− λ1
β1 loge 2
loge
(∫
z∈Z
(1 + μ1(z)z1)
−β1pz(z1, z2)dz+
∫
z∈Zc
(
1 +
μ1(z)z1
1 + γμ2(z)z1
)−β1
pz(z1, z2)dz
)
− λ2
β2 loge 2
loge
(∫
z∈Zc
(1 + μ2(z)z2)
−β2pz(z1, z2)dz+
∫
z∈Z
(
1 +
μ2(z)z2
1 + μ1(z)z2/γ
)−β2
pz(z1, z2)dz
)
− κ (Ez{μ1 + γμ2} − SNR) (17)
1)
λ1
φ1 loge 2
(1 + μ1z1)
−β1−1z1 − λ2
φ2 loge 2
(
1 +
μ2z2
1 + μ1z2/γ
)−β2−1 μ2z22/γ
(1 + μ1z2/γ)2
− κ = 0 ∀z ∈ Z (18)
2)
λ2
φ2 loge 2
(
1 +
μ2z2
1 + μ1z2/γ
)−β2−1 z2
1 + μ1z2/γ
− γκ = 0 ∀z ∈ Z (19)
3)
λ1
φ1 loge 2
(
1 +
μ1z1
1 + γμ2z1
)−β1−1 z1
1 + γμ2z1
− κ = 0 ∀z ∈ Zc (20)
4) − λ1
φ1 loge 2
(
1 +
μ1z1
1 + γμ2z1
)−β1−1 μ1γz21
(1 + γμ2z1)2
+
λ2
φ2 loge 2
(1 + μ2z2)
−β2−1 z2 − γκ = 0 ∀z ∈ Zc. (21)
φ2 together with the associated optimal power control policies
μ1 and μ2.
POWER CONTROL ALGORITHM
1 Given λ0, λ1, initialize φ1, φ2;
2 Initialize κ;
3 Determine α1 = κφ1 loge 2λ1 , α2 =
γκφ2 loge 2
λ2
;
4 if γz1 > z2
5 then if z1 > α1
6 then Compute μ1 from (23);
7 if μ1 > γ
(
1
α2
− 1
z2
)
or z2 < α2
8 then μ2 = 0;
9 else if (24) returns positive solution
10 then Compute μ1 and μ2 from
11 (18) and (19);
12 else μ1 = 0, μ2 =
⎡
⎣ 1
α
1
β2+1
2 z
β2
β2+1
2
− 1
z2
⎤
⎦
+
;
13 else
14 if z2 > α2
15 then μ2 = 1
α
1
β2+1
2 z
β2
β2+1
2
− 1
z2
;
16 if μ2 > 1γ
(
1
α1
− 1
z1
)
or z1 < α1
17 then μ1 = 0;
18 else if (25)returns positive solution
19 then Compute μ1 and μ2 from
20 (21) and (20);
21 else μ2 = 0, μ1 =
⎡
⎣ 1
α
1
β1+1
1 z
β1
β1+1
1
− 1
z1
⎤
⎦
+
;
22 Check if the obtained μ1 and μ2 satisfy the average power
constraint with equality;
23 if not satisfied with equality
24 then update the value of κ and return to Step 3;
25 else move to Step 26;
26 Evaluate φ1 and φ2 with the obtained power control policies;
27 Check if the new values of φ1 and φ2 agree (up to a certain
margin) with those used in Step 3;
28 if do not agree
29 then update the values of φ1 and φ2 and return to Step 2;
30 else declare the obtained power allocation policies
31 μ1 and μ2 as the optimal ones.
Note that in the algorithm description, we have not specified
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Fig. 3. The effective capacity region of the two-user fading broadcast
channel, achieved with superposition coding and successive decoding.
how the values of κ, φ1 and φ2 are updated for each iteration
in order to keep the numerical search algorithm generic. In
our numerical computations, we have updated κ using the
bisection search algorithm. The values of φ1 and φ2 are
updated in Step 29 of the algorithm by assigning them the
values evaluated in Step 26. Hence, the most recent values
are carried over to the new iteration.
In Fig. 3, we provide the effective capacity region achieved
with superposition coding in a Rayleigh fading environment in
which z1 and z2 are independent exponential random variables
with E{z1} = E{z2} = 1. We assume γ = 1, SNR = −10 dB,
and θ1 = θ2 = 0.01. T = 2 ms, B = 105 Hz. The solid line
provides the boundary region of the superposition scheme with
optimal power control policies, and characterizes for the given
values of the parameters the pairs of maximum arrival rates
that can be supported through the fading broadcast channel.
V. THROUGHPUT OF FADING INTERFERENCE CHANNELS
UNDER QOS CONSTRAINTS
In this section, we study the arrival rates that can be
supported when transmitting over interference channels in the
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presence of QoS requirements. We concentrate on the two-user
fading Gaussian interference channels. In our setting, service
rate R in (6) is the instantaneous achievable rate in fading
interference channels in each frame duration of T in which
the fading stays constant. Hence, we assume that coding is
performed separately and independently on each fading state3.
In each frame duration, fading Gaussian interference channel
can be regarded as a Gaussian interference channel with fixed
channel gains {zjk}. With this perspective, we identify the
instantaneous achievable rates R by considering simple inner
bounds for non-fading Gaussian interference channels.
We also note that unlike our analysis of broadcast chan-
nels in Section IV, we do not consider power adaptation
with respect to fading in interference channels. Hence, the
throughput regions are characterized under the assumption of
fixed transmission power levels for all channel states. Power
control over fading can further improve the throughput regions
characterized in this section.
A. Classification of Two-User Gaussian Interference Channels
In the two-user case, Gaussian interference channel can be
classified as very strong, strong, weak, or mixed, depending
on the channel gains.
A very strong Gaussian interference channel [6], [4], [16,
Chapter 6] is the one in which the sum-rate constraint becomes
equal to the sum of the individual rate constraints or more
explicitly in the Gaussian setting it is the one in which we
have
log2
(
1 +
SNR1z12/γ
1 + SNR2z22
)
> log2(1 + SNR1z11),
log2
(
1 +
γSNR2z21
1 + SNR1z11
)
> log2(1 + SNR2z22)
(26)
which reduces to the following conditions in terms of the
channel gains
z12 > γz11(1 + SNR2z22),
z21 > z22(1 + SNR1z11)/γ.
(27)
Therefore, in this case, interfering links have very strong
channel gains, and consequently interference is very strong.
A strong Gaussian interference channel [4] [16] is the one in
which the cross-link channel gains are higher than the direct-
link channel gains, i.e.,
z12 > γz11 and z21 > z22/γ. (28)
A Gaussian interference channel is weak if the direct-link
channel gains are larger than the cross-link channel gains, i.e.,
z12 < γz11 and z21 < z22/γ. (29)
A Gaussian interference channel is mixed if
z12 > γz11 and z21 < z22/γ, (30)
3As discussed in [17], separable coding on each fading state in ergodic
fading interference channels is in general suboptimal. In certain scenarios,
sum-capacity is shown in [17] to be achieved by encoding and decoding
jointly across all fading states. However, note that such a scheme can be
prohibitive in delay/QoS limited settings.
or
z12 < γz11 and z21 > z22/γ. (31)
B. Throughput Regions under QoS Constraints
We consider three different transmission and reception
strategies in two-user fading interference channels, namely
treating interference as noise, time division with power control
and simultaneous decoding. Initially, we note the instanta-
neous achievable rate regions of these schemes as functions of
the realizations of the fading coefficients and then we identify
the corresponding throughput regions in the presence of QoS
constraints by formulating the effective capacity regions.
1) Treating Interference as Noise: In this case, both re-
ceivers treat the signals from the unintended transmitters as
noise. Treating interference as noise is a common approach in
practical communication systems. Though a relatively simple
strategy, it has been shown to achieve the sum-capacity in
very weak Gaussian interference channels [9], [10], [11]. The
instantaneous achievable rates for this scheme are
R1 ≤ B log2
(
1 +
SNR1z11
1 + γSNR2z21
)
, and
R2 ≤ B log2
(
1 +
SNR2z22
1 + SNR1z12/γ
)
.
(32)
Plugging the instantaneous rate expressions in (32) into (6)
and normalizing with the bandwidth, we can easily see that
the effective capacity region of treating interference as noise
is a rectangular region described by
C1,TIN ≤ − 1
θ1TB
logE
{(
1 +
SNR1z11
1 + γSNR2z21
)−β1}
(33)
C2,TIN ≤ − 1
θ2TB
logE
{(
1 +
SNR2z22
1 + SNR1z12/γ
)−β2}
(34)
where βi = θiTBloge 2 .
2) Time Division with Power Control: Another simple
scheme is time division with power control. In this case, users
transmit in non-overlapping intervals. Suppose a fraction of
time τ ∈ [0, 1] is allocated to user 1 for transmission and its
power level is adjusted to P¯1/τ . Therefore, user 2 transmits
in the remaining (1 − τ) fraction of the time with power
P¯2/(1− τ). Then, the instantaneous achievable rates are
R1 ≤ τB log2
(
1 +
SNR1
τ
z11
)
and
R2 ≤ (1− τ)B log2
(
1 +
SNR2
1− τ z22
)
.
(35)
Now, the effective capacity region achieved with time division
with power control is
C1,TD ≤ − 1
θ1TB
logE
{(
1 +
SNR1z11
τ
)−τβ1}
(36)
C2,TD ≤ − 1
θ2TB
logE
{(
1 +
SNR2z22
1− τ
)−(1−τ)β2}
(37)
where again βi = θiTBloge 2 and τ ∈ [0, 1].
3) Simultaneous Decoding: Finally, we consider the
scheme in which each receiver jointly decodes messages from
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both transmitters. For given channel gains, the instantaneous
rate region achieved with simultaneous decoding is [16, Sec-
tion 6.4.1]
R1 ≤ B log2(1 + SNR1z11)
R2 ≤ B log2(1 + SNR2z22)
R1 +R2 ≤ Bmin
{
log2(1 + SNR1z11 + γSNR2z21),
log2(1 + SNR1z12/γ + SNR2z22)
}
.
(38)
The above rate region is attained by joint decoding of the
messages and cannot be achieved in general through succes-
sive decoding. At the same time, joint decoding can have high
complexity, especially when compared with the simple scheme
of treating interference as noise. In [15], the authors imposed
a successive decoding constraint that bridges the complexity
gap between joint decoding and treating interference as noise.
Simultaneous decoding inner bound given in (38) becomes
the capacity region in very strong and strong interference
channels, indicating the optimality of this strategy in these
special cases. Indeed, in very strong interference channels
in which (27) is satisfied, the instantaneous capacity region
simplifies to
R1 ≤ B log2(1 + SNR1z11), and R2 ≤ B log2(1 + SNR2z22).
(39)
In weak and mixed interference channels, the region in (38)
defines an achievable rate region. In mixed interference, sum-
rate constraint in (38) can be further simplified. For instance,
if z12 > γz11 and z21 < z22/γ, sum-rate constraint becomes
R1 +R2 ≤ B log2(1 + SNR1z11 + γSNR2z21). (40)
If, on the other hand, z12 < γz11 and z21 > z22/γ, we have
R1 +R2 ≤ B log2(1 + SNR1z12/γ + SNR2z22). (41)
As seen above, in simultaneous decoding, the instantaneous
achievable rate region varies with the set of channel gains of
direct and cross links.
We denote the average rate region achieved by performing
simultaneous decoding in each fading state by RIF-SD and
define this region as
R1 ≤ B E{log2(1 + SNR1z11)}
R2 ≤ B E{log2(1 + SNR2z22)}
R1 +R2 ≤ B E
{
min{log2(1 + SNR1z11 + γSNR2z21),
log2(1 + SNR1z12/γ + SNR2z22)}
}
.
(42)
Note that the authors have considered in [15] the sum-rate
maximization problem of successive decoding for the two-
user interference channel. Here, the throughput region is
investigated with fixed power levels at the transmitters with
QoS constraints.
Next, we seek to determine the throughput region achieved
with simultaneous decoding at the receivers under statistical
QoS constraints. For this purpose, we define the effective
capacity region as the collection of the pairs of constant arrival
rates at transmitters 1 and 2 that can be supported under buffer
constraints at the transmitters when simultaneous decoding is
employed at both receivers. Suppose that Θ = (θ1, θ2) is a
vector composed of the QoS constraints of two transmitters.
Let C(Θ) = (C1(θ1),C2(θ2)) denote the vector of the nor-
malized effective capacities. We first provide the following
definition:
Definition 2: The effective capacity region of the fading
interference channel achieved with the simultaneous decoding
is defined as
CSD(Θ, SNR) =
⋃
R
s.t. E{R}∈RIF-SD
{
CSD(Θ) ≥ 0 : Cj,SD(θj) ≤
− 1
θjTB
loge Ez
{
e−θTRj
}} (43)
where R = (R1, R2) represents the vector composed of the
instantaneous transmission (or equivalently service) rates from
two transmitters. Note that the union is over the distributions
of the vector R such that the expected value E{R} lies in the
region RIF-SD defined in (42).
With the above definition, we can characterize the through-
put region by considering the specific realizations of the
channel states. We employ the following approach. First, we
identify the instantaneous rate region for any given set of
channel states. Then, choosing instantaneous service rates, i.e.,
R = (R1, R2), that lie on the boundary of this instantaneous
rate region, we determine the boundary of the effective ca-
pacity region. For instance, assume that the channel gains and
the signal-to-noise ratios are such that SNR1z11+γSNR2z21 ≤
SNR1z12/γ + SNR2z22, then the instantaneous rate region in
(38) becomes
R1 ≤ B log2(1 + SNR1z11)
R2 ≤ B log2(1 + SNR2z22)
R1 +R2 ≤ B log2(1 + SNR1z11 + γSNR2z21).
(44)
If log2(1 + SNR2z22) < log2(1 + SNR1z11 + γSNR2z21), then
the region in (44) is a pentagon. By time-sharing between the
edges of the dominant face of this pentagon, the users can
achieve the following maximum rate pairs:
R1 = αB log2(1 + SNR1z11)
+ (1 − α)B log2
(
1 + SNR1z11 + γSNR2z21
1 + SNR2z22
)
(45)
R2 = (1 − α)B log2(1 + SNR2z22)
+ αB log2(1 +
γSNR2z21
1 + SNR1z11
) (46)
for some α ∈ [0, 1], which is the time-sharing parameter. Max-
imum instantaneous service rate pairs for other realizations of
the channel gains can be found similarly. The boundary of the
effective capacity region can be obtained by inserting these
instantaneous rate pairs into the effective capacity formulation
in (43) and varying the time-sharing parameter α.
4) Numerical Results: In this part, we present numeri-
cal analysis for independent Rayleigh fading channels with
E{z11} = E{z22} = 1. Note that under Rayleigh fading as-
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Fig. 4. The effective capacity region. β1 = β2 = 1. σ12 = σ21 = 0.1.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
Rate of User 1 (bps/Hz)
R
at
e 
of
 U
se
r 2
 (b
ps
/H
z)
TDl w/ QoS contraints
TN w/ QoS contraints
SD w/ QoS contraints
TD w/o QoS contraints
TN w/o QoS contraints
SD w/o QoS contraints
Fig. 5. The effective capacity region. β1 = β2 = 1. σ12 = σ21 = 0.5.
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Fig. 6. The effective capacity region. β1 = β2 = 1. σ12 = σ21 = 1.2.
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Fig. 7. The effective capacity region. β1 = β2 = 1. σ12 = σ21 = 5.
10−2 10−1 100 101 102
0
0.5
1
1.5
β
Su
m
 ra
te
 (b
ps
/H
z) Time−division−with−power−control
Treating−interference−as−noise
Simultaneous−decoding
Fig. 8. The sum rate vs. β. σ12 = σ21 = 5.
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Fig. 9. The sum rate vs. σ. β1 = β2 = 1.
sumption, fading magnitude-squares z11 and z22 are exponen-
tially distributed. We assume that fading magnitude-squares
z12 and z21 in the cross links are exponentially distributed as
well with variances σ212 and σ221. We let SNR1 = SNR2 = 1.
In Figs. 4 - 7, we plot the effective capacity regions (i.e., the
collection of source arrival rates at the two transmitters, which
can be supported by the interference channel) for different
values of σ12 = σ21 = σ when β1 = β2 = 1. In the
figures, the solid, dotted, dashed lines represent the regions
achieved by simultaneous decoding, treating interference as
noise, and time division with power control, respectively. TD
refers to the strategy of time-division-with-power-control, and
TN represents treating-interference-as-noise, while SD stands
for the simultaneous-decoding. The thick lines represent the
corresponding regions achieved when there is no such QoS
constraints, i.e., θ1 = θ2 = 0. Expectedly, we have larger
arrival rate regions in the absence of QoS limitations. As we
can see from the figures, treating interference as noise gives
us the best sum rate performance when the channels of the
cross links are weak on average, i.e., the probability of weak
interference is high. As the values of σ21 and σ12 increase
and hence the cross links grow stronger, the performance of
simultaneous decoding improves while the performance of
treating-interference-as-noise degrades expectedly. It is worth
noting that time division with power control always achieves
larger values on the axes i.e., when either effective capacity
becomes 0. This is due to the fact that in the presence of
fading, the interference channel with each set of channel states
can be either weak or mixed.
In Fig. 8, we plot the sum rate of different transmission
schemes as β1 = β2 = β = θTBloge 2 varies. We can see
that as β increases, the sum rates of the different strategies
decrease and converge. Essentially, larger β (or equivalently
larger value of the QoS exponent θ) implies more stringent
QoS constraints, which results in smaller effective capacity
values. Also, we notice that time division with power control
becomes optimal at large β values. In Fig. 9, we plot the sum
rate as a function of σ12 = σ21 = σ when β1 = β2 = 1.
We can see that as σ increases, or equivalently the fading
conditions at the cross links improve, the sum rate of treating
interference as noise decreases while the sum rate of simulta-
neous decoding increases. Therefore, there are in general two
QIAO et al.: ACHIEVABLE THROUGHPUT REGIONS OF FADING BROADCAST AND INTERFERENCE CHANNELS UNDER QOS CONSTRAINTS 3739
10−2 10−1 100 101
10−1
100
101
β
σ
Time−division−with−power−control optimal
Simultaneous−decoding optimal
Treating−interference−as−noise optimal
Fig. 10. The optimal division of region (β, σ).
points at which the performances of treating-interference-as-
noise and simultaneous decoding intersect with that of time
division with power control. These points can be determined
numerically. To see which strategy is better in a broader
sense, we plot these intersection points as a function of β
(or equivalently the strictness of the QoS constraints) in Fig.
10. The two lines partition the set of (β, σ) values into three
regions in each of which one strategy is optimal. We can
see that simultaneous decoding is optimal for large values of
σ, treating-noise-as-interference is the best strategy for small
values of σ, and time division with power control is optimal
in between. The interesting observation is that as β increases,
the region corresponding to time-division with power control
expands. Therefore, time-division with power control becomes
the sum-rate maximizing strategy for a wider set of cross-link
variance, σ2, values.
VI. CONCLUSION
In this paper, we have studied the throughput regions of
fading broadcast and interference channels in the presence
of statistical QoS constraints. We have employed effective
capacity as a measure of the maximum constant arrival rates
that can be supported under buffer constraints. In the broadcast
model, we have first defined the effective capacity region when
superposition coding with successive interference cancellation
is used and proved that this region is convex. Then, we
have obtained the optimal power control policies that achieve
the points on the boundary region in the two-user case. In
particular, we have identified an algorithm for computing
the optimal power allocated to each fading state using the
optimality conditions.
In the case of interference channels, we have considered
three different strategies: treating interference as noise, time
division with power control and simultaneous decoding. We
have identified the instantaneous service rates and charac-
terized the effective capacity regions for these strategies.
Through numerical results, we have observed that similarly
as in Gaussian interference channels, when the strengths of
the interfering cross-links increase, the region achieved with
treating interference as noise shrinks and that of simultaneous
decoding expands. We have also seen that the sum rates of
different strategies decrease and become close to each other
as QoS constraints become stricter. Moreover, we have noted
that time division with power control starts being optimal over
a larger set of cross-link variance values under increasingly
more stringent queueing constraints.
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