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Abstract
Human pluripotent stem cells, hPSCs, have unparalleled potential for developments
in regenerative medicine, personalised medicine and drug discovery. For these
promising clinical applications to become a reality, a deeper understanding of their
complex behaviours across a multi-scale hierarchy is required. The use of techniques
from mathematics and physics allows the identification of the systematic and universal
behaviours inherent in a biological system, provides a framework for comparisons, tests
and predictions, and can ultimately guide experimental decision making. We take a
methodical approach to developing coherent models of hPSC behaviours, considering
some of their key properties in isolation. The range of models developed includes a
descriptive analysis of cell movements that leads to their association into pairs and
further into colonies, the growth of clonal cell groups within a colony and the dynamics
of intra-cellular pluripotency.
We consider the kinematics of single and pairs of hPSCs in two-dimensions using
time-lapse microscopy imaging, quantifying their movements within a random walk
framework and characterising their inherent correlation properties. This analysis
reveals single cells perform an unusual anisotropic random walk along a local axis, with
increased migration speeds in the direction of cell elongation. Pairs of cells in close
proximity show a preference for moving in the same direction. The addition of a
common biological marker (CellTracer) negatively impacts the motility of both single
and pairs of cells.
Clonal (genetically identical) hPSC colonies are required for many in-vitro
applications. We consider the impact of spatial colony growth on undesirable clonality
loss. Our experimental data show that colony populations are multi-modal, with a
growth rate dependent on the number of founding cells. From this data, we extract the
parameters for a stochastic exponential growth model which can be used to predict the
time at which clonality is lost due to the merging of neighbouring colonies at different
seeding densities.
Finally, we examine the internal regulation of cell pluripotency – the defining
characteristic of hPSCs which allows for their differentiation into other cell types.
Pluripotency is regulated by a complex network of pluripotency transcription factors
(PTFs). We use experimental data to quantify the temporal regulation of the PTF
OCT4 in a growing stem cell colony using the Hurst exponent, autocorrelation and
diffusion analysis. We then present a ‘tool kit’ of temporal models which can be used
to capture the fluctuation of PTFs (as a proxy for cell pluripotency) and evaluate the
successes and limitations of each model.
Throughout this work the mathematics is rigorously underpinned by experimental
results. Our global aim is to apply a variety of mathematical tools to deepen our
understanding of stem cell behaviours and bridge the gap between experiments and
theory.
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Chapter 1
Stem cells and mathematics
Stem cells are at the forefront of modern biological research. This thesis combines
experimental analysis and mathematical modelling to deepen our understanding of some
of the key behaviours of stem cells. In this chapter we introduce stem cells and their
biological properties, along with their promise for developments in drug discovery and
regenerative medicine, and the current challenges in efficient laboratory culturing.
Mathematics is a powerful tool to bridge the gap between experiments and theory and
advance stem cell research. We discuss the advantages of an inter-disciplinary approach
and review mathematical techniques for modelling stem cells.
1.1 Stem cells and their significance
Stem cells are undifferentiated cells, capable of differentiating into the various types of
specialised cells that comprise the tissues of a multi-cellular organism [1]. It is this,
along with their ability to self-renew through repeated divisions, producing two genetically
identical daughter cells each time, that drives embryonic development and allows them to
act as self-regulatory repair systems in some tissues, replacing other cells when they are
dead or damaged [2–4].
Potency is a measure of a cell’s potential to differentiate into a specialised cell. The
highest level of potency, totipotency, is the ability to differentiate into any cell type,
including placental cells. Human stem cells which are pluripotent (one level down from
totipotent), are known as human pluripotent stem cells (hPSCs) and have the ability to
differentiate into any cell type in the adult human body. Pluripotent stem cells are more
readily available than totipotent cells, making them ideal for experiments and scientific
research [5].
Stem cells can be artificially induced to form certain specialised cells types through
targeted differentiation; for example, pancreatic cells, cardiomyocytes (heart muscle cells)
and osteoblasts (a cell from which bone develops) have all been successfully induced from
hPSCs [6–8]. It is for this reason that hPSCs are at the forefront of modern biological
research and hold great promise for developments in regenerative medicine [5, 9, 10].
Recently developed medical treatments use stem cells that have been forced to differentiate
in-vitro into the specific cell type required to build replacement tissues for transplants.
They can also be used as a direct treatment in ground-breaking stem cell therapies, in
which an injection of stem cells encourages surrounding injured tissues to self-repair [11,
12]. The demand for stem cells in the pharmaceutical industry is growing as they provide
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a highly controllable platform to study the causes of disease alongside the development
and trials of drugs and genetic treatments [13–16].
hPSCs occur either as human embryonic stem cells (hESCs) derived from the early
embryo, or human induced pluripotent stem cells (hiPSCs) which are derived by the
genetic reprogramming of differentiated cells [17]. hiPSCs can be made from other readily
available specialised cell tissue, like fibroblasts, by editing genes to return them to a
pluripotent state – a reversal of the differentiation process. This approach, which received
the 2012 Nobel Prize in Physiology or Medicine for its discovery, offers patient-specific
hPSCs reducing the risk of transplanted tissue rejection [18] and avoids the ethical issues
associated with hESCs [19].
In the lab, hPSCs are grown in mono-layer colonies of up to thousands of cells
(Figure 1.1) from which they can be directed for specific experiments or therapies, or
expanded to produce further hPSC colonies. These colonies are often founded from the
seeding of a single cell onto a substrate which then divides to create a genetically
identical population. New biomedical technologies require the efficient, large-scale
production of hPSCs if the demands of the emerging industry are to be met [20].
Furthermore, applications of hPSCs in the clinic require tight control over the
pluripotency, clonality (the proportion of identical cells that share a common ancestry)
and differentiation trajectories in-vitro.
However, the existing procedures for large-scale experiments remain inefficient and
expensive due to low cloning efficiencies of 1% to 27% (the percentage of single cells
seeded that form a clone) [21, 22]. Understanding the factors which promote the efficient
generation and satisfactory control of hPSC colonies (and their derivatives) is a key
challenge. In Section 1.2 we set out the key biological properties of hPSCs across a
complex multi-scale hierarchy and in Section 1.3 we discuss how mathematics is
facilitating stem cell research.
Figure 1.1: Microscopy images of hPSCs (hESCs) showing growing colonies from (a) a few
cells up to colonies of (b) hundreds and (c) thousands.
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1.2 Key biological properties of hPSCs
The satisfactory understanding and control of hPSC evolution remains elusive due to
their complex behaviour over multiple scales: the intra-cellular scale (processes
happening within cells), the cellular or micro-environment scale (the environmental
effects on individual cells) and the colony scale (collective cell behaviours throughout
colonies), as illustrated in Figure 1.2. Advances in imaging and molecular profiling
(classification based on gene expression) have identified the core processes within the
evolving colony [21, 23–25]. Here we outline these key biological properties of hPSCs.
Figure 1.2: Scales of hPSC behaviour, the intra-cellular scale (e.g., cell cycle, division,
inheritance of pluripotency transcription factors), the cell micro-environment (e.g.,
interaction with other cells, the medium and substrate) and colony-scale phenomena (e.g.,
patterning of differentiated cells).
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1.2.1 Intra-cellular scale
The first key intra-cellular behaviour integral to hPSCs is the cell cycle. All cells
(specialised and unspecialised) go through the cell cycle: the timed series of events
controlling DNA replication and resulting in a cell division and two genetically identical
daughter cells. The phases of the cell cycle are: G1 (growth phase), S (synthesis phase in
which DNA is replicated), G2 (further growth) and M (mitosis, the cell division). The
G1 phase is shortened for hPSCs, leading to more rapid proliferation than for somatic
cells [26]. Cells in different stages of the cycle may exhibit different behaviours and it has
been shown that cell fate decisions (whether cells live or die) are closely associated with
the cell cycle [27, 28]. The division time of a cell is the time it takes to complete one full
iteration of the cell cycle and is variable depending on cell lines and culture conditions.
Microscopy images of a cell dividing into two daughter cells are shown in Figure 1.3.
More commonly referred to by biologists is the doubling time of cells, the average time it
takes for the population of cells to double. The doubling time of stem cells varies and
can be affected by various environmental and chemical factors, including cell density and
the colony maturity [21, 29–32], but for hPSCs it is generally accepted to be between 12
and 24 hours [33].
Every stem cell ultimately either remains pluripotent, differentiates into a specialised
cell, or dies. This is known as the cell fate decision. There are two major types of cell
death, apoptosis, irreversible regulated programmed death, and necrosis, death triggered
by disease or trauma to the cell. Here we consider cell death for hPSCs generally, with
no distinction between the two types. High rates of spontaneous death make hPSCs
difficult to maintain in culture and the pathways that lead to such high rates of cell death
is a continuing area of research [31, 34–38]. Interestingly, daughter cells resulting from
a division show continued patterns of cell death, a major bottleneck restricting colony
growth [21].
The second key intra-cellular behaviour of hPSCs is pluripotency regulation. The
maintenance of pluripotency depends on the stable inter-regulation of pluripotency
transcription factors (PTFs) [39], mainly by the genes OCT4, SOX2 and NANOG [40].
Figure 1.3: Microscopy images of a single hESC undergoing mitosis and dividing into two
genetically identical daughter cells. The scale bar represents 50µm. The images are from
Experiment 1 which we discuss in Chapters 2 and 3.
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We discuss the dynamics of PTFs in more detail in Section 1.3.2 and Chapter 5.
Fluctuations of the PTF abundances are believed to cause the variation in pluripotency
in different sub-populations [39]. Moreover, recent work suggests that the PTFs are
inherited asymmetrically as a cell divides [41], biasing the fate of daughter cells and
contributing to colony heterogeneity. Destabilisation and the interaction of these PTFs
with chemical signalling pathways triggers differentiation, the departure from the
pluripotent state [39, 42] towards specific cell fates (differentiation) [43]. The cell cycle
also affects pluripotency and vice versa [40, 44, 45]. Although there are protocols for
reducing the rates of undesirable spontaneous differentiation [46, 47] it remains a
problem for the large-scale culturing of pluripotent colonies.
1.2.2 Micro-environment
The local environment of the cell is key to its in-vitro evolution. One of the leading
environmental factors affecting hPSCs is the substrate on which they are grown.
Substrates may either consist of a layer of mouse or human ‘feeder’ cells or a protein
substrate, with the latter growing in popularity for clinical applications since they avoid
the risk of genetic contamination. The substrate influences pluripotency [48] and
mobility [49] through its growth factors and adhesion forces. There are protocols for
inducing directed differentiation to generate desired specialised cell types [50] and it has
been suggested that the local micro-environment modulates the intrinsic parameters that
can be used to influence differentiation trajectories [51].
As well as the substrate, cell movements and cell-cell interactions are also important.
hPSCs benefit from being in colonies where they exhibit higher viability and
pluripotency [52]. Their migration is achieved through adaptations in cell morphology
via the reorganisation of the actin cytoskeleton to form a leading edge pseudopodia [53].
We discuss the mechanics of individual cell migration in greater detail in Chapters 2
and 3. Unregulated cell migration in-vitro can cause clonality loss as the cell population
grows, undesirable when a genetically identical clonal population is required [54–56].
Furthermore, anomalous cell migration has been linked to deviations in the
undifferentiated state of hiPSCs [57]. A thorough understanding of the migration of
hESCs is needed to optimise in-vitro clonality and facilitate the development of therapies
for migration related disorders.
There are also mechanical effects of the increased culture density as colonies grow.
As colonies become denser, the mutual mechanical pressure of the hPSCs can affect the
cell cycle (prolonging the G1 phase), reduce colony proliferation and increase the cell
propensity for differentiation [58].
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1.2.3 Colony scale
Perhaps most intriguing, yet least understood, are behaviours that emerge on a colony
scale. The promotion of pluripotency in larger colonies shows that single cells are
influenced by the whole colony [51, 59]. Indeed, it has been suggested that pluripotency
is a collective statistical property of cells [60], rather than a well-defined property of
individual cells.
Further colony-scale effects are evident in the spatial patterning of the cell fates after
differentiation. Mechanical forces and chemical signals operating over distances larger than
the cell separation influence single-cell genetic expression to form bands of differentiated
cells [61–63] (illustrated in Figure 1.2 and shown experimentally in Figure 1.4); these
structures are enhanced under imposed boundaries, emphasising the role of mechanical
forces [63, 64]. With further understanding, mechanical effects and boundaries could be
harnessed to engineer specific desired differentiated cells [65].
Image analysis also provides evidence that the cell cycle is similarly spatially ordered
within colonies [62]. The cells directly on the colony border are more likely to be in the
G1 phase, and cells one to two layers into the colony (one to two cells from the colony
edge) show increased proportions of cells in the G2 phase when compared to the with-in
colony cells [62].
Figure 1.4: A colony of hiPSCs induced from fibroblast cells which have been stained to
show their pluripotency; the most pluripotent cells are bright red. The band of darker cells
around the edge of the colony are cells that have differentiated. The microscopy image
was taken under ×10 magnification [66].
6
Chapter 1. Stem cells and mathematics
hPSC colonies also exhibit collective migration, both in-vitro and in the human body
[67, 68]. This coordinated migration of large numbers of hPSCs is essential in tissue
generation [69] and wound healing [70]. Upon differentiation, the mass accumulation
(growth rate of colony) of cells does not change radically, but coordinated cell movement
is greatly reduced [71].
It is this broad range of complex behaviours across multiple scales which makes the
improved understanding and control of both hPSCs and hiPSCs challenging. However, as
we present in the next section, the quantitative analysis and mathematical modelling of
these behaviours can help to untangle and characterise some of their systematic properties
and guide experimental developments.
1.3 How can mathematics help?
A shorter version of this section has been submitted as a chapter (“An introduction to
the mathematical modelling of iPSCs”) for the book “Recent advances in iPSC
technology” [72].
Mathematics is a powerful tool to achieve a deeper understanding of biological
systems [73–75]. The application of mathematics to biology has led to many significant
achievements in medicine and epidemiology (predicting the spread of ‘mad cow’ disease
[76, 77] and influenza [78]), evolutionary biology [79] and cellular biology (descriptions of
chemotaxis [80] and predicting cancer tumour growth [81]). Similarly, the use of
mathematics in stem cell research is advancing current knowledge of the underlying
behaviours discussed in Section 1.2 which may be difficult to elucidate experimentally
and guiding experimental optimisations and protocol development [82–85]. An excellent
introduction to the general subject of mathematical biology can be found in [74] and [75].
Mathematical biology uses established concepts from mathematics and theoretical
physics to reveal generic aspects of biological behaviour and identify their underlying
causes. Mathematical and computational modelling provides a framework for rigorous
characterisation, the prediction of observations, and a profound understanding of the
underlying natural processes. The wide applicability of these notions to hPSCs,
including hiPSCs, is evident due to their systematic behaviours. There are many
biological properties for which mathematical concepts are pertinent: the idea of
pluripotency as a potential and statistical macrostate [60], cell fates as ‘steady states’
[39, 86], random walks and diffusive migrations of pluripotent stem cells [87–89], and the
emergence of Turing-like spatial patterning [90] are just a few relevant examples. The
first mathematical model of stem cells in 1964 used stochastic techniques to capture cell
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fate decisions [91] and has since been extended to cover gene regulation [92–94],
molecular states and the cell cycle [95], and cell population dynamics [96] based on
experimental results.
In particular, when mathematical models are rigorously underpinned and validated
by experimental observations, the reciprocal benefit for experimentation can be
profound: an example is the development of an experimentally trained model of mouse
iPSC programming, which led to strategies for marked improvements in reprogramming
efficiency [83]. There has been a recent focus in complex systems to ensure such models
are designed with a specific purpose in mind, are fit for this purpose, and are guided by
experimental data [97].
Arguably the most important obstacle in expanding applications of mathematical
modelling of stem cell biology is the natural gap between the knowledge and research
approaches of experimentalists and theoreticians. Bridging this gap would lead to
significant advances, as physics has demonstrated so spectacularly. It is, however, easy to
understand that the process of narrowing the gap is difficult and requires motivation and
devotion on both sides. In this section we review common mathematical ideas and
approaches for modelling stem cell behaviour at a level that does not require more than
elementary mathematics; it cannot replace systematic discussion of mathematical
biology [74, 75], but we hope it can help guide dialogue between experimentalists and
mathematicians.
An interdisciplinary approach combining mathematics and experimentation not only
furthers our understanding of the underlying biological system, but also has direct
implications for experimental optimisation. Below we list some of the key advantages of
this approach, framed by recent advances in stem cell biology.
1. Identification of systematic behaviours
The use of concepts from mathematics allows the identification and verification of
systematic behaviours within biological systems. For example, the mathematical
analysis of hPSC migration experiments within a random walk framework
(including the results we present in Chapters 2 and 3) has led to the quantification
and classification of the systematic migration of single and pairs of cells [87–89].
2. Identifying universal behaviours
Not only does mathematics reveal the systematic behaviours, it can also highlight
those which are universal. These universal behaviours reflect fundamental features
of a biological system and are captured by identical or closely related governing
equations; in turn, these highlight identical or related biological behaviour. Such
models are then easily adaptable with simple parameter changes to different cell
lines and experimental conditions. Even simple and well-established mathematical
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concepts (such as logistic growth or random walks) can be rich and flexible in their
specific applications. An example is the universal concept of Brownian motion used
to describe the random dispersion of particles of an impressively diverse nature
atoms [98], animals searching for food [99], people in a crowd [100] and, closer to
our present subject, stem cell migration [87, 88, 101]. As the starting point for
modelling cell migration, it provides a comprehensive, flexible and well understood
framework for quantifying ensembles of cells and identifying any deviations from
completely random movements and their implications on migration-induced
clonality loss [21, 87]. Useful and interesting mathematical extensions include
geometric Brownian motion [102] which can provide the addition of a systematic
drift term (e.g., due to chemotaxis) and fractional Brownian motion [103] which
could capture the persistence of cell movements.
3. Framework for comparison, testing and predicting
A quantitative framework provides a clear basis for the comparison of different
experiments from which the similarities and differences between biological
conditions can be probed with quantitative precision and rigour. Firstly, statistical
analysis of experimental data allows the quantification of stem cell behaviour which
then informs the development of models [87, 88, 104]. Even at this early stage in
the model building process, such qualifications reveal interesting insights for
experimental comparisons. For example, the quantitative comparison of the
migration of individual hPSCs under different experimental conditions (presented
in Chapter 2) shows that the addition of CellTrace, a labelling dye commonly
used to track cell generations, significantly reduces cell motility [88]. Once
developed, coherent mathematical models provide a non-invasive prognostic
modelling tool for rigorous testing and the prediction of experimental behaviour.
For iPSCs, mathematical reprogramming models have led to the suggestion of two
mechanisms for reprogramming [95] and identified different modes of
reprogramming dynamics [105].
4. Guiding experimental decision making
Mathematical models and quantitative frameworks can assist with the objective
decision making required in the development of experimental protocols. A simple
hPSC spatial colony growth model (Chapter 4) can result in an equation allowing
the prediction of the time at which adjacent colonies will first merge due to cell
proliferation [82]. This result can guide experimentalists to select their cell seeding
densities to optimise the colony clonality. Mathematical modelling is more efficient
when in a continual feedback loop with experimental results; model development and
refinement are informed by experimental data and the modelling results advise the
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focus and analysis of the experiments. Computational simulations of mathematical
models are also cheap to run compared to laboratory experiments. They provide an
efficient cost-effective in-silico mode of experimentation.
5. Strategic approaches for complex systems
Developing coherent models of hPSCs and their colonies remains challenging due
to their complex behaviours across multiple scales, illustrated in Figure 1.2.
Building coherent models of multi-scale systems requires a careful strategic
approach. Mathematical techniques allow for a bottom-up strategy; key cell
properties are first considered in isolation using the simplest models (minimal
models) to identify the building blocks of the complexity. This systematic
approach leads to the development of a hierarchy of models suitable for a range of
behaviours and applications. These models can then be combined with others and
developed to the level of sophistication required to capture the whole system. An
informative review discussing the successes of multi-scale models in stem cell
biology from a bioengineering approach is given in [106].
Although the range of mathematical tools applicable to building the hierarchical
model of stem cell behaviour is vast, there are some common fundamental techniques
underpinning most current models. These equations and techniques form the basis of
more complex mathematical models currently under development for hPSC behaviour
and hiPSC reprogramming. These models can be compiled into software ‘toolkits’ which
provide a platform for model exploration under bespoke conditions [107].
In each section below we explore a different mathematical technique used for the
analysis and modelling of stem cell properties, in a manner accessible for a reader
without a mathematical background. We consider migration models, differential
equations and agent-based modelling. We also have a concise review of the recent
advances in the stem cell modelling available in [85].
1.3.1 Cell migration as a random walk
Migration is an intrinsic property of many different cell types, including stem cells, and
represents a distinct feature of cell behaviour. Although the migration of different cell
types may differ in important details, there are fundamental similarities. We discuss the
specific mechanics of stem cell migration in Chapter 2. To begin, the internal mechanics
of cell movement can often be ignored to focus on quantifying the properties of migration
since they are largely independent of the specific mechanisms of motility. This
quantification of cell motion provides a framework for comparison to other cell types and
to cells under different experimental conditions. As in many other applications,
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mathematical approaches provide an opportunity to separate, and then explore, generic
and specific aspects of a complex phenomenon.
The classic mathematical description of cell motion is that of a random walk, a sequence
of steps in random directions and of random lengths that form the migratory trajectory.
Different cell types and different environments are uniquely characterised by the details of
the random selection of the direction and distance of movement for each step. Although
it is known that cells interact with each other and their environment, the large number of
such factors, even if they are deterministic, and the complexity of their interactions justify
and render efficiency to a probabilistic approach to simulating cell movement [84, 108]. In
the following section we describe the mathematical framework for random walks, including
correlated and biased random walks. Further mathematical details on the use of random
walk models in biology can be found in [74, 109, 110].
Description of random walks
Analysing a tortuous, apparently random trajectory of a cells movement within a
random walk framework leads to the identification of parameters which can be used to
quantitatively describe cell migration and assist in predictive modelling
[87–89, 101, 111, 112].
Firstly, consider the migration of a cell on a flat surface (a 2D system). The simplest
is an isotropic random walk (IRW) that has no preferred direction in the cell movement.
In this type of model, a continuous motion is approximated by a sequence of steps of a
certain length. The shorter the step, the more accurate the approximation. The direction
of each step is arbitrary and independent of the earlier movements (this independence is
known as the Markovian property). It is natural to expect that cell migration in-vitro is
isotropic in the absence of large-scale gradients in the environment, and far away from any
boundaries.
An idealisation involved in the IRW description is the assumption that a cell moves
along a straight line for a short period of time τ , covering a distance l, and then changes
its direction of migration at random, with each direction having equal probability. Despite
its simplicity, the model has been shown to capture a wide range of natural phenomena
and is especially relevant to time-lapse imaging of cell migration where frames are taken at
discrete times. The time, τ , is an intrinsic property of the migrating cell and characterises
the internal motility mechanisms and is unrelated to the frequency of the image recording.
Although each individual cell movement is caused by many influences, the outcome
of many such movements develops universal properties sensitive only to a few features
of the instantaneous cell behaviour [87–89]. In particular, if two cells start close to each
other, their trajectories will unavoidably diverge and, after a large number of steps, their
separations will grow with time t as
√
t. Similarly, the size of a region occupied by a
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group of cells, each involved in an independent random walk, grows with time as
√
t. This
behaviour is observed in many systems including the spread (diffusion) of smell in air, dye
in a liquid, heat from a flame, and is known as the diffusive behaviour.
To quantify such movement, consider a migrating cell with a current position x(t)
and a starting position x0 = x(0). In each time step the cell makes a movement in a
direction chosen at random. The diffusive nature of this random walk can be quantified
by considering the mean square displacement (MSD) of the cells migratory trajectory. The
MSD is a measure of the deviation of a cell from its starting position over time given by
MSD = (x(t)− x0)2 where the overbar denotes the average taken over a large number of
cells. It is a measure of the portion of space explored by the random walker. When the cells
motion is diffusive, the MSD increases linearly with time, MSD = 2Dt, where D ≈ l2/2τ
is the diffusivity, a single summary parameter that characterises an IRW completely at
long time or space intervals and fully characterises the cell motility. Thus, the long-term
motion of cells is controlled not by their speed v = l/τ , or distance travelled over a short
time interval, but by their combination D = l2/2τ = vl/2. Depending on the details of
cell motion and environments, the MSD may increase slower than t (then the motion is
called sub-diffusive) or faster than t (this is super-diffusive behaviour). The variation of
the MSD with time for each diffusion type and their corresponding trajectories are shown
in Figure 1.5. Note that sub-diffusion can occur due to a combination of displacement and
waiting times, as commonly seen in animal movements [109, 113, 114]. Super-diffusive
motion has been seen in hESCs and has negative effects on clonality [21].
IRWs have been used to successfully describe the motion of hPSCs out of dense colonies
(e.g., soon after seeding) [87, 88], including our results presented in Chapter 2. There are
many ways to simulate the random walk migration of cells. For computational convenience,
the cell positions can be restricted to a discrete lattice or grid, with cells only able to move
between fixed positions on the lattice. Some models only allow one cell to occupy any given
position on the grid at any time. There are also models in which the cells can move in
continuous space. Both types of models, illustrated in Figure 1.6, are used for individual
cell modelling and more complex models of colony kinematics.
A further useful measure to quantify the overall shape of a cell’s trajectory is the
directionality (sometimes referred to as the straightness index). The directionality, ∆,
of a cell is defined as the ratio between its displacement r (i.e., the shortest distance
between the cells current position and its initial position), and its total distance traversed
d: ∆ = r/d with 0 ≤ ∆ ≤ 1. If the cell moves along a straight path then r = d, and
the directionality has its maximum value, ∆ = 1. If the cell follows a long and tortuous
trajectory, then d is much larger than r, and the directionality is low, ∆ ≈ 0. Thus, the
directionality quantifies how tangled and convoluted the cells trajectory is. In an IRW,




2Dt and d = vt, where v is the instantaneous cell
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Figure 1.5: The MSD with time (top row) for sub-diffusive (left), diffusive (middle) super-
diffusive (right) cell motion and examples of the corresponding cell trajectories (bottom
row). Simulation details: all have the same number of steps of the same length. The
postitions are updated as xi+1 = xi + ξi, with ξi drawn from Brownian noise for the
diffusive simulation, and fractional Brownian noise with Hurst exponents of 0.2 and 0.65
for sub- and super-diffusion, respectively.
speed and t is the time elapsed since the start of the motion. Thus, ∆ =
√
τ/t, where τ is
the duration of a cells persistent motion. This quantity is closely related to the tortuosity,
similarly characterising the shape of convoluted trajectories commonly used in the analysis
of animal movements [115, 116].
When the time scale τ of the IRW is much shorter than the duration t of an
experiment, the discrete nature of the random walk model becomes insignificant. The
resulting continuous random walk is described by the diffusion equation which can be
considered in addition to, or instead of, simulations of individual random walkers. The
diffusion equation is a partial differential equation for the density n = n(x, y, t) of












The equation expresses the fact that the rate of change of the cell density over time
∂n/∂t is related to the diffusivity D and the variation of n in space (the coordinates x
and y). Further details of how the equation is derived from random walk theory and its
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Figure 1.6: The random walk migration of cells from a starting position (x1, y1) to
subsequent positions (xi, yi) can be modelled either (a) on a discrete lattice or (b) in
continuous space. Dashed circles show the cell’s previous positions with the filled cell
representing its final position.
extensions are presented in [117]. It is always useful to consider the differential analogue
of agent-based probabilistic models (and vice versa) as different applications may favour
different mathematical approaches.
The concept of an isotropic random walk (also known as Brownian motion) provides
a flexible basis for a detailed characterisations of cell movements. Remarkably, it can
be naturally extended to a wide range of circumstances. For example, cells often have a
preferred direction, e.g., in response to differences in their environment. Random walks
can be biased by an external source giving preference to movement in a particular direction
(a biased random walk or BRW) [109]. This bias can be accounted for by making the step
length in the preferred direction longer or by increasing the probability that the preferred
direction is chosen. The BRW trajectory shown in Figure 1.7 is biased towards the right
(in this case the step length remains the same in every direction but it is more likely that
a movement to the right will occur than any other). BRWs can be a suitable model for
cells in the presence of biasing chemicals or boundaries [87, 118–120].
As the IRW leads to the diffusion equation, the BRW also has an analogous differential


















The first term in the equation represents the diffusive part of the movement as in Eq (1.1)
with the second and third terms capturing the drift (bias) in the x and y directions at the
speeds vx and vy, respectively. Diffusion equations such as Eq (1.1) and Eq (1.2) are not
only used in migration models, but also for descriptions of chemotaxis [121] and ecological
models [122].
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Figure 1.7: Simulated trajectories of isotropic (blue), biased (orange) and correlated
(yellow) random walks. All trajectories start from the same position (the black circle).
The biased trajectory is extended towards the right and the correlated trajectory has
relatively long parts with large directionality. Simulation details: all walks have the same
number of steps of the same length. For the isotropic walk the position is updated as
xi+1 = xi + ξi, with ξi drawn from Brownian noise. The biased random walk includes an
additional directional bias to the right with positions updated as xi+1 = xi + ξi + 0.25.
The correlated random walk has ξi drawn from fractional Brownian noise with a Hurst
exponent of 0.65.
Another generalisation of the IRW is a correlated random walk (CRW) where the
direction of each step depends on the previous step directions. The walk can be persistent,
where the next step is more likely to be close to the direction of the previous step, or anti-
persistent, where the next step is more likely to be in the opposite direction. The example
CRW trajectory shown in Figure 1.7 is persistent, the cell prefers to keep going in the
direction in which it has just been, and so the trajectory ends up more directed than for
isotropic movement. CRWs often occur in cell kinematics in the absence of external biases
[123–126]. More generally, animal movements often take the form of a CRW (e.g., cabbage
butterflies [127], caribou [128] and seals [129]).
Individual cell movements have been explored through direct experiments with
hPSCs (in particular hESCs) and analysed within the random walk framework described
above [87–89]. The movement of single hESCs can be accurately described as an
isotropic random walk when the cells are in isolation, i.e., more than approximately
150µm away from any neighbouring cells [87]. We apply this analysis framework to our
own experimental results for isolated and pairs of hESCs in Chapters 2 and 3.
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1.3.2 Differential equations
Differential equations (DEs) are a fundamental part of the mathematical descriptions
for all biological systems. They describe the relationship between the properties of the
cells, their environment, and their rates of change in space and time. In Section 1.3.1 we
encountered two DEs from the theory of random walk models: the diffusion equation and
the drift-diffusion equation. This section introduces some further common DEs used in
mathematical biology, discusses the differences between deterministic and stochastic DEs,
and presents some pertinent examples relevant to stem cell biology, such as the logistic
equation.
Fundamental equations
DEs describe rates of change, for example, the rate of temporal change is the time (t)
derivative. For example, the rate of change of the number of cells (N) is written as dN/dt
(or ∂N/∂t if N depends on more variables than just t). For a population of N cells, with a
fraction r of cells dividing in unit time, the DE describing the evolution of the population
is dN/dt = rN , meaning that the instantaneous differential (increment) of N per unit
time is given by rN . Negative values of r describe a dying population and positive value
correspond to its proliferation. This equation has the solution of the form N = N0e
rt
where N0 is the initial size of the population (at t = 0, the starting time of the evolution).
The evolution of N over time for different initial population sizes and different growth
rates is shown in Figure 1.8. This equation can be further enriched by including various
effects that influence the cell division, as we discuss below.
There are two major types of differential equation: deterministic and stochastic.
Deterministic DEs have no randomness in their parameters (such as the growth rate r)
and so have the same solution for a given initial state. Stochastic DEs (or SDEs) include
randomness in the parameters, which results in different solutions even for the same
initial state. Real-life biological scenarios often include some element of randomness, and
it is for this reason that SDEs are often chosen as better models. We will use the
deterministic and stochastic logistic equation, used to model population growth, to
illustrate the differences between deterministic DEs and SDEs.
The logistic growth model is fundamental in cell biology and ecology. The equation









where the growth rate of the population is r and K is the carrying capacity, which
represents the maximum population size allowed in a given environment. As N increases,
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Figure 1.8: (a) The time evolution of a population N following exponential growth, N0e
rt,
with r = 0.06 cells/minute and N0 = 1 (blue solid), 2 (orange dashed) and 5 (yellow
dotted). (b) Exponential growth with N0 = 1 and r = 0.05 (blue, solid), 0.1 (orange,
dashed) and 0.15 cells/minute (yellow, dotted).
the instantaneous growth rate r(1−N/K) decreases until the growth stops when N = K
and the population settles into a steady state. Examples of a population growing
according to Eq (1.3) are shown in Figure 1.10(a). This equation is deterministic, solving
the equation again with the same initial condition N0 gives the same results.
There are other adaptations to the logistic growth model, including time-dependent
carrying capacities and time delays where changes in the system parameters affect the
population size only after a certain delay. Another common modification used in
mathematical biology is the logistic equation with an Allee effect [130–132]. An Allee
effect causes reduced population growth rates at low population sizes. The deterministic












where A is critical point at which the Allee effect occurs. The effect of the Allee term
in Eq (1.4) on both dN/dt and the population N for an example system is illustrated in
Figure 1.9. For a weak Allee effect (A < N0), the change in population with time, dN/dt,
remains positive for N < K but is significantly suppressed. For a stonger Allee effect
(A > N0), dN/dt is negative for N < K and results in the population declining to zero.
The stochastic logistic equation adds randomness to the standard logistic model of
Eq (1.3). Some element of randomness, or noise, can be essential in many circumstances.
The population then broadly follows the logistic equation, Eq (1.3), but only on average.
This approach is based on the concept of averaging over different realisations of the
population growth that have slightly different environments and individual cell
properties. Each realisation can represent a separate experiment. It is impossible to
reproduce the system with perfect accuracy in different experiments. This uncertainty
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Figure 1.9: The deterministic logistic equation with an initial population size of N0 = 10,
r = 0.1 /h, K = 50 and an Allee effect, Eq (1.4), for (a) dN/dt and (b) N with A = 1
(orange) and A = 50 (green). The deterministic logistic equation with no Allee effect,
Eq (1.3), is shown in blue. Each differential equation, Eq (1.4) with varying parameters,
was solved numerically using the Euler method.
leads to the randomness. One of the fruitful stochastic logistic models is where the









where the additional noise term is given by σWt (this is known as the Wiener process,
purely random noise analogous to the Brownian motion) with the scaling parameter σ
which determines the strength of the noise and Wt which captures the statistical properties
of the noise (e.g., Gaussian). Examples of the evolution described by Eq (1.5) are shown
in Figure 1.10(b). Although each of the three solutions follow the same trend, i.e., the
average behaviour, the noise in the system results in three different evolution trajectories.
The scaling σ controls the strength of the random variation; the greater σ the greater the
variation in the solutions as shown in Figure 1.10(c).
The randomness of real systems can affect not only the overall rate of growth dN/dt,
as in Eq (1.5), but also the intrinsic growth rate r. This source of randomness reflects
effects such as variation in the length of the cell cycle from cell to cell. Thus, the intrinsic
growth rates now contain a random part, becoming r+σWt. Stochastic logistic equations
have been used widely, particularly in ecology and cell biology. In Chapter 6 we consider
a novel application of a variation of the stochastic logistic equation, using it to model the
levels of pluripotency in a colony.
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Figure 1.10: (a) The population size growing with time as described by the deterministic
logistic equation, Eq (1.3), with the growth rate r = 0.1 cells/minute, carrying capacity
K = 10 cells, and the initial population sizes of one (blue, solid), two (orange, dashed)
and five (yellow, dotted) cells. (b) Different realisations of the solutions for the stochastic
logistic equation, Eq (1.5), with the noise magnitude σ = 0.1. The blue solid line in
(a) represents the mean value of such realisations. (c) Solutions to the stochastic logistic
equation with increasing noise; σ = 0.1 (blue, solid), 0.2 (orange, dashed) and 0.5 (yellow,
dotted). The differential equations were solved numerically using the Euler-Maruyama
method (a generalisation of the Euler method for SDEs).
Colony growth models
Population models have been used to understand the process by which blood cells are
formed [96], cancer tumours grow [133] and in Chapter 4 of this work, the impact of
hPSC colony growth on clonality [82]. Early population dynamics models for stem cells
were based on stochastic birth-death processes [91] involving systems of ordinary
differential equations [134] similar to the logistic equation discussed above. One of the
most popular models for hPSCs allows for dividing and non-dividing cells, and
incorporates cell loss through death or differentiation (often referred to as the Deasy
model, which is a development of the Sherley model to include cell loss) [135, 136]. The
evolving number of cells over time N(t) = Nproliferating +Ndifferentiated is obtained as










where N0 is the initial number of cells, α is the mitotic fraction (the fraction of the cells
that can divide), T is the cell cycle duration, and M is the number of cells lost to death
or differentiation. Since the model accounts for both differentiating and proliferating
cells, it can be used to assess the heterogeneity of a cell population and the evolution of
mixed sub-populations [135]. The model has been compared with experimental results for
muscle-derived stem cells [135] and hESCs [137].
More recently, a new family of growth models has been developed, known as
hyperbolastic growth models. These models are designed to capture self-limiting growth
19
Chapter 1. Stem cells and mathematics
behaviours [138] and have been introduced for both adult and embryonic stem cells [137].
The hyperbolastic growth models provide more flexibility in the growth rate as the
population reaches its carrying capacity and have been demonstrated to capture











describing the rate of change in the number of cells, dN/dt, starting from the initial
condition N = N0 at t = 0. The parameters represent the salient properties of the system:
K is the carrying capacity of the environment, r is the intrinsic growth rate, the factor
tγ−1 with a certain constant γ is responsible for a decrease (γ < 1) or increase (γ > 1) in
the cell proliferation rate with time, and allows for further variation in the instantaneous
growth rate. This model can be used to describe both proliferation and cell death rates
more accurately than Eq (1.6) [137] and helps identify when the growth of cells becomes
self-limiting, a biological problem currently not fully understood.
In Chapter 4 we use experimental data to elucidate a population model for hESC
colonies to investigate the critical time at which clonality is lost due to physical colony
merges [82].
Pluripotency models
Mathematical models of pluripotency are deepening our understanding of how
pluripotency is regulated, leading to the optimisation and control of cell pluripotency in
the laboratory. Modelling pluripotency and cell fate decisions remains challenging as
even clonal cells under the same conditions make different fate decisions, and it remains
unclear how much fate choice is led by inherited factors versus environmental factors and
intra-cellular signalling [139]. There are several thorough reviews of the computational
models of cell fate decisions [140–142].
Here we focus on a few current models that aim to capture the fluctuating
pluripotency in individual cells over time. At the single-cell level, the expression of
pluripotency transcription factors (PTFs) is highly variable and subject to intrinsic noise
[60, 143, 144] leading to colonies exhibiting heterogeneous sub-populations of cells with
differing levels of PTF expression [39, 42]. This suggests that the evolution of cell
colonies involves a competition between disruptive single-cell influences and regulatory
community effects. There is recent evidence that differentiation potential is linked to the
length of the G1 phase of the cell cycle [145]. Such heterogeneity is undesirable as it can
bias evolution trajectories and lead to spatially disordered differentiation [61–63]. Here
we will consider intra-cellular models of pluripotency that focus on the inter-connected
dynamics of OCT4, NANOG and SOX2, the main PTFs. A network diagram of the
20
Chapter 1. Stem cells and mathematics
Figure 1.11: A portion of the pluripotency gene regulation network. Each node represents
either a transcription factor (with the exception of the protein complex OCT4-SOX2)
involved in early stem cell differentiation. Arrows that end at transcription factors
represent transcriptional regulations. Activation is shown in green and repression in red.
Gene markers found in cells in pluripotent states are coloured in red and orange, and
those found for differentiated state phenotypes are coloured in blue. Figure and caption
adapted from [146].
regulatory system is shown in Figure 1.11.
A widely used model of the intra-cellular PTF network regulation involves the Hill
equation [147, 148] of the theory of chemical reactions. In the simplest form, the






Kn + Y n
, (1.8)
where r is the maximum transcription rate, K is the value of Y at which the rate of change
of X is reduced to r/2 (the so-called equilibrium constant) and n (the Hill coefficient)
characterises the sensitivity of the dynamics of X to the magnitude of Y : the larger is n,
the higher is the sensitivity. This equation can be generalised and extended to describe a
complex network of mutually regulating chemical reactions. The model of [147] describes
the rate of change of each transcription factor in the network with the equation for the





η1 + a1A+ + a2θS + a3θN
1 + η2 + b1A+ + b2θ + b3θN
− γO − k1OS + k2θ, (1.9)
where η1 and η2 are the basal transcription rates, A+ is a signal positively regulating
the levels of OCT4, γ represents the decay rate, k1 and k2 are the kinetic constants and
a1,2,3 and b1,2,3 are the constants related to the free binding energies. The large number
of parameters that appear in the resulting system of four equations, which are difficult to
estimate accurately, diminishes the advantages of this approach [140, 149].
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The NANOG regulation of OCT4 and SOX2 has also been considered using similar
differential equations [150]. This model considers two different regimes for NANOG
expression: stochastic fluctuations and deterministic oscillations. For stochastic
fluctuations alone, a Gaussian white noise is included in the differential equation for











− dNN +Nζ(0, σ), (1.10)
where the coefficients s3 and s4 denote the transcription rates from the OCT4-SOX2
complex and self-influence, respectively, K3 and K4 are the equilibrium constants, γN and
γO are the Hill coefficients and ζ denotes the random contribution proportional to the
concentration of NANOG N whose magnitude is controlled by the standard deviation of
the Gaussian noise σ. The term with dN describes the natural degradation of NANOG.
For certain parameter values, the NANOG concentration tends to stabilise at either a
low or high level but the random perturbations induce transitions between the two
states. In the other regime, which reproduces oscillatory behaviours, the governing












− dNN +Nζ(0, σ), (1.11)








The oscillatory system is characterised by a limit cycle where the system converges to a
predictable, periodic state, independent of initial state. Although indistinguishable on
the cell population level, the two mathematical models suggest quite different inherent
NANOG variation, and further experimental testing using intra-cellular temporal
NANOG data is required to assess the applicability of these models. There are many
other approaches to the PTF modelling using differential equations [151–156].
Models of this kind can reproduce a wide range of complex behaviours and
potentially include a large number of various factors that affect the bio-chemical
networks. However, the usefulness of this approach is strongly limited by the fact that
the numerous parameters that appear in the resulting equations are difficult or
impossible to determine with any degree of accuracy and generality. On the other hand,
the very fact that the number of factors that affect the PTF dynamics is so large, opens
up the possibility to describe the bio-chemical regulation as a random system where the
complex network of interacting positive and negative feedback loops leads to dynamics
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low OCT4 high OCT4(a) (b)
Figure 1.12: (a) A microscopy image of a hESC colony at 72 h after seeding, alongside a
colour-coded version of the same colony quantifying the level of expression of OCT4. Red
represents the highest pluripotency with purple representing the lowest. (b) Phase images
of hESC colonies before and after BMP4 addition showing a band of differentiation. Figure
adapted from [61]. The scale bar represents 100µm in all panels.
captured by a few universal parameters. The situation is not dissimilar to the
description of a complex random motion in terms just a single parameter, the diffusivity
D as described in Section 1.3.1. In other words, beyond a certain level of complexity, the
dynamics of bio-chemical networks is amenable to the stochastic chemistry approaches.
Pluripotency also shows characteristic spatial variation on the colony scale.
Preliminary experiments monitoring the levels of OCT4 in single hESC founder cell
colonies at 72 h post seeding show that pluripotency is clustered, with highly pluripotent
cells grouped together, shown in Figure 1.12(a).
The differentiation of hPSCs also shows distinctive and apparently systematic spatial
patterning [61–63]. The spatial distributions of the pluripotency marker SOX2 and the
differentiation marker AP2α suggest that the differentiation occurs preferentially at the
colony periphery in a band of a constant width, about 150µm independent of colony size
as shown in Figure 1.12(b) [61] and illustrated schematically in the rightmost panel of
Figure 1.2. The differentiated cells originate in the outer third of the colony and remain
near its boundary as the colony grows. This provides important information for modelling
the spatial patterning of the pluripotent state.
The spatial segregation of differentiated cells can be partially captured in a model of
cell movements in a colony which is based on the balance of the intra-cellular and
extra-cellular mechanical forces [157]. This is known as a mechanical bidomain model
and was first developed to describe the elastic behaviour of cardiac tissue [158]. In
agreement with the experimental results [61–63], the model predicts that differentiation
and traction forces occur within a few length constants of the colonies edge. The length
scale is determined by the intra-cellular and extra-cellular cell rigidities (shear moduli)
and the coupling of the internal and external mechanical forces. The model assumes that
differences in displacement between the pluripotent and differentiated cells are
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responsible for the mechano-transduction (chemical processes through which cells sense
and respond to mechanical stimuli). Equations for the intra-cellular (ur) and



























= −K(ur − wr), (1.14)
where ν and µ are the intra-cellular and extra-cellular shear moduli, respectively, and K is
their coupling constant. The difference between the intra and extra-cellular displacements
follows as






where T is a uniform stress caused by the growth and crowding of cells,
σ =
√
4νµ/[K(ν + µ)] is the characteristic length and R is the colony radius. As shown
by this relation, the difference is very sensitive to the distance r − R to the colony
boundary and rapidly decreases away from the boundary at the length scale σ which is
independent of the colony radius R.
This model assumes that the difference between the intra-cellular and extra-cellular
forces is the primary driver (or evidence of) the differentiation. This model could be
further developed to allow for an irregular colony shape. It is also worth investigating
whether the cell growth, represented by the tension T , is a function of ur − wr alone (as
assumed in the model), since hESC observations suggest distinct actin organisation and
greater myosin activity (both proteins that facilitate cell movement) near the colony edge,
implying that T could be non-uniform [61].
Further intra-cellular PTF monitoring experiments using fluorescent staining (such as
[41]) are required to explore the effects of different geometries and growth plate
boundaries, varying cell lines and colony sizes on pluripotency. In addition to those
already mentioned, thorough reviews of other mathematical models of pluripotency are
available [92, 159], along with a review of computational modelling of the fate control of
mouse embryonic stem cells, with many models transferable to hPSCs [140]. The
mathematical exploration of pluripotency promises a better understanding of
pluripotency regulation and differentiation within colonies.
In this thesis we explore the regulation of the pluripotency transcription factor OCT4
in Chapters 5 and 6. We first rigorously quantify the nature of the intra-cellular regulation
of OCT4, and then explore techniques for mathematical modelling, including a variation
of the stochastic logistic equation discussed previously.
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1.3.3 Agent-based modelling
The understanding of larger groups and colonies of hPSCs is complicated by the fact that
they involve both collective and individual behavioural effects [71, 160]. For example, the
coordinated migration of large numbers of hPSCs in-vivo is essential in tissue generation
[69] and wound healing [70], and as discussed in Section 1.3.2, pluripotency shows spatial
patterning on the colony scale [61–63]. A flexible approach to modelling large colonies
of cells with allowance for their complicated multi-scale behaviours is the agent-based
modelling technique.
Agent-based models (ABMs, sometimes referred to as individual-based models or
IBMs) consist of individual components, called ‘agents’, which are characterised by their
locations and behave according to a set of rules that reflect their response to the
environment and internal processes. This type of model is based not on differential
equations where the equation parameters reflect our knowledge of the cell properties, but
rather on a set of explicit rules for the evolution of each agent in response to various
stimuli. It is often convenient to think of an agent as a single cell although it can
represent a group of cells if appropriate. The governing rules are often assumed to be
probabilistic. The rules of behaviour usually include the probability of movement in any
of the allowed directions (the probabilities often depend on the state of the neighbouring
cells) and changes in the agent state depending on time or the neighbouring agents
(implementing, for example, the cell cycle). ABMs are commonly used in the studies of
collective behaviours in mathematical biology and population dynamics not only for cells
but also for schools of fish [161] and crowds of people [100, 162].
Each ABM agent can represent an individual cell in a colony. The set of rules that
describe the behaviour of the cells and the colony as a whole can include a wide variety
of external and internal factors leading to complex and sophisticated models. For
example, each cell’s individual migration could occur as an isotropic random walk (in
fact, the random walk models described in Section 1.3.1 can be implemented as ABMs).
Further rules can then be added to describe the cell cycle and the cell interactions with
its neighbours. In their simpler incarnations, ABMs contain explicit rules deciding each
agent’s evolution, whereas further sophistication is achieved by deriving parameters that
enter those rules from the solution of a system of differential equations. The idea of
agent-based modelling is to learn something about the whole system (i.e., macroscale
and collective behaviours) from various assumptions about the individual (or microscale)
behaviour.
One of the key advantages of ABMs is their vast flexibility; it is simple to add more
agents, change the governing rules and add or remove layers of complexity in the cell
behaviour. They have strong predictive power having been used to predict the emergent
behaviour of cell interactions [163], model self-organisation within colonies [164] and
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describe stem cell driven tumour growth [165]. A disadvantage of ABMs is their
computational cost which increases rapidly with the number of the agents and the
sophistication of rules that govern their behaviour. It is also difficult to develop
simplified analytical models to interpret and generalise the results of ABM simulations.
ABMs for cell migration
ABMs have been developed to incorporate the coordinated migration and collective
behaviours of stem cells within colonies, but the challenges remain to fully capture the
experimental behaviours, especially collective aspects and cell migration in three
dimensions. These agent-based migration models are often combined with models of
colony growth and proliferation [84, 166].
hPSCs show coordinated intra-colony movements which cease upon differentiation
[167]. Cell movement speed varies within colonies, with higher average speed at the
periphery and lower in the central region [57]. Recently, a two-dimensional (monolayer)
individual-based stochastic model was developed of cell migration, cell-cell connections
and cell-substrate connections which captures well these experimental observations [84].
The model is formulated in terms of the energies associated with the cell-cell and
cell-substrate connections. Any energy released by breaking and forming such
connections drives cell migration in one of the eight directions on a square lattice along
the lattice sides and diagonals. The direction of movement is determined at random
according to a probability related to the cell’s energy and a spatial weighting which
favours the sideways rather than diagonal displacements (as described in [168]). Cell
proliferation and quiescence are also included. This model suggests that cell division is a
leading factor in the increased mobility at the colony edges. This is a promising
approach for the studies of complex behaviours of hPSCs and planning of bio-processing
experiments.
Models of cell cultures in three dimensions are developing actively as they are
required to achieve a more realistic understanding of in-vivo behaviours of hPSCs [169]
and in-vitro engineering of tissues on three-dimensional scaffolds [170]. A review of
current mathematical models for organoid cultures is given in [171]. Other recently
developed models also provide a good starting point for such simulations, such as the
open-source PhysiCell model originally devised for cancer cells but transferable to other
cell types including hPSCs [108]. The model implements cell movement by defining a
persistence time, a migration speed and a migration bias, allowing for a range of cell
motions from purely random to deterministic. The model also includes mechanical
interactions between neighbouring cells. An example of the outcome of such simulations
for a hanging drop spheroid (a type of 3D cell culture) with deterministic and stochastic
necrosis is shown in Figure 1.13.
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Figure 1.13: Hanging drop spheroid simulations with deterministic necrosis and stochastic
necrosis. Different cell states are colour coded. These simulations predict the emergence
of a necrotic core microstructure arising from cell-scale mechanical interactions (adapted
from [108]).
Modelling cell movement on a three-dimensional discrete lattice is widely used, e.g., for
modelling the mesenchymal stem cell tissue differentiation [172] and tumour growth driven
by cancer stem cells [165]. Some models allow many lattice nodes per cell representing a
cell as a spatially extended object (as in cellular Potts models) [173–175]. There is also
a range of agent-based continuous models where cell movement is not restricted to a grid
but occurs continuously in any direction as illustrated in two dimensions in Figure 1.6
[176, 177]. Here the movement is described in terms of forces or potentials, with positions
obtained from differential equations of motion for each cell. In centre-based models, each
cell is represented by a simple geometrical object, such as a circle, whereas vertex models
describe a cell via connected nodes [178].
The flexible nature of ABM can allow the cells’ changing morphology to be included.
For example, a model for mesenchymal stem cells [166] includes the random formation,
elongation and retraction of pseudopodia resulting in forces that lead to cell movement.
This model can reproduce the spatio-temporal organisation of cells at a quantitative level
and emphasises the importance of cell-cell interactions in tissue formation. In its published
form, this model shows stronger inertial and accelerated movements than experimental
results [111]. How much of this discrepancy is due to differences in cell type and culturing
conditions needs to be investigated further to clarify the model’s applicability to different
experiments.
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Colony proliferation
The simplest ABMs incorporate cell proliferation probabilistically, with the division time
for each cell drawn at random from a suitable probability distribution [84]. Others go
a step further by moving cells through each cell cycle phase according to timings based
on experimental data [163] or as cell volume increases [166]. Sometimes divisions do not
occur; this probabilistic nature of self-renewal can be incorporated when the end of the
cell cycle is reached [179].
The ABMs discussed in the previous section are implemented on a fixed lattice, so
that the agent positions change in jumps from one lattice node to another. An alternative
is to allow for an irregular shape and variable size of a region allocated to each agent
(cell). In one implementation of this approach, each cell is represented as a vertex in
a graph whose edges are straight lines joining each cell with its nearest neighbours, as
shown with dashed lines in Figure 1.14(a). To define the neighbourhood of each cell, a
perpendicular line is drawn through the middle of each edge to form a closed polygon with
a cell inside. Such a division of the plane into polygonal cells (Voronoi cells) is called the
Voronoi tessellation. A Voronoi cell consists of all points that are closer to its agent than to
any other. Similar procedure in the three-dimensional space results in the space partition
into convex polyhedrons. The Voronoi cells are not uniform in shape and have a variable
number of sides depending on the number density of the cells. The tessellation can also
be constructed to represent experimental images using the geometrical cell centroids or
their nucleus positions [104].
Voronoi tessellation has been used to model monolayer adult stem cells in intestinal
crypts [180, 181] and is now being transferred to hPSCs. The model uses an agent-based
approximation in which each cell is represented as a Voronoi tessellation of the space
[180, 182]. The domain grows according to the inter-cellular pressure that builds up due
to mitotic divisions in the colony. The cell-cell interactions are described by a force derived
from an elastic potential given for a cell labelled with a number i by






[ri(t)− r0i(t)]2 , (1.16)
where kv and kc are the elastic constants, αi the area of the i’th cell, α0 is the equilibrium
cell area and ri is the initial positions of the i’th cell which does not necessarily coincide
with its centroids position r0i. The first term in the right-hand side of Eq (1.16) reflects
the tendency for the cells to have similar sizes, whereas the second term controls the cell
shape. The gradient of the potential combined with a drag force gives the total force acting
on each cell. A simulated colony undergoing a cell division is shown in Figure 1.14(b).
Cells in the middle of the colony experience a higher pressure and show mitotic arrest,
i.e., they do not divide.
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Figure 1.14: (a) The Voronoi diagram (with edges shown black solid) illustrating how
colony area is divided into tessellated cells around the agents (blue circles) with the nearest
neighbours joined by dashed lines. (b) Voronoi tessellation to simulate a proliferating
hPSC colony. The cells divide and give rise to two daughter cells, see highlighted cells
outlined in yellow. The colour bar shows the elastic field in Eq (1.16). Model and colony
images by Dr Sirio Orozco-Fuentes.
Spatially modelling each individual cell in a colony in this way raises an important
question about the physical process involved in cell division: how does the colony
rearrange to make space for new cells? In Voronoi tessellation models [180, 182] the cell
rearrangement is controlled by the potential forces from the neighbouring cells and the
crypt wall. In most square- or hexagonal-lattice models, one daughter cell is placed in
the same position as the mother cell while the other is put into a neighbouring position,
chosen at random [183], isotropic mitosis. If there is no free position available next to
the dividing cell, the neighbouring cells are re-arranged into the free spaces available
stochastically until there is a free space next to the dividing cell [84] or, if this is
impossible, mitosis is suppressed (quiescence) [172, 184]. In cellular Potts models,
division occurs when cells reach a target volume, with surrounding cells being pushed
outwards [173].
The cell proliferation in a colony is sensitive to various environmental factors. There
is evidence that dense cell packing reduces cell proliferation [58], which has been captured
in a model showing preferential cell division at the colony edge [84]. Self-organisation
of cells has also been observed, where the newly divided (smallest) cells cluster together
in patches, separated from larger cells at the final stages of the cell cycle [104]. This
segregation by cell size allows neighbouring cells to move and swap places as the colony
grows and could directly influence cell-to-cell interactions and community effects [104].
The PhysiCell model [108] described above allocates each cell a volume which varies
with the cell cycle. The daughter cells have half the volume of their parent and are
placed next to their parent cell position. A combination of this model and hPSC-specific
spatial models is a promising approach to modelling the structure of three-dimensional
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colonies. Spatial models of hPSCs become increasingly complex with colony size, and it is
difficult to incorporate collective migratory effects. These models have already advanced
our understanding of the growth of cancer tumours [185] and wound healing [186].
1.3.4 Discussion
Mathematical models of cell behaviour are essential in developing non-invasive predictive
tools in stem cell biology. Their purposes include the identification of inherent and
universal systematic behaviours, determination of the key factors that control the cell
behaviour, and quantitative comparison of experimental results obtained under different
biological conditions.
The complexity of hPSC systems that involve a plethora of chemical, mechanical and
biological effects that act at a range of spatial and temporal scales aggravates the
modelling and understanding of the intra-cellular, inter-cellular and colony-scale
behaviours. A systematic approach to the modelling is essential, and models isolating a
limited range of the key properties have often been more successful and useful in
interpreting experimental results [90]. For example, focussed migration models
(Section 1.3.1) have led to a greater understanding of the behaviour of isolated cells
[87–89] and the movement of cells within colonies [84, 166]. The population models for
colony proliferation (Section 1.3.2) have been advanced, e.g., to include cell divisions and
apoptosis, providing a distinct computational advantage over more complex
spatio-temporal models and allowing investigations into the impact of colony expansion
on clonality [82]. Spatio-temporal ABM models require more computational power, but
have been used to capture cell regeneration within intestinal crypts [180, 181] and
tumour growth [185] (Section 1.3.3).
Many current efforts focus on modelling cell pluripotency and cell fate, as applications
of hPSCs require greater control over pluripotency and differentiation trajectories. The
stochastic nature of pluripotency at the single-cell level [60, 143, 144], along with recent
studies of the fluctuations of PTFs throughout colonies [41] and spatial patterning of
differentiation [61–63] are being used to inform the development of models of pluripotency
and cell fate.
The comparison of models with experiments represents a separate and important
aspect of the modelling [97]. Model refinement should be based on a two-way interaction
with experiments; model parameters need to be better informed by experimental results.
Mathematical models should be used to influence experimental design to achieve a
deeper interpretation of the experiments, extending beyond relatively simple descriptive
presentations. Models of this kind have already helped provide an insight into tissue
formation, wound healing, tumour growth and the reprogramming of hiPSCs and will no
doubt continue to do so as these models progress.
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1.4 Thesis overview
In this thesis we use the essential combination of experimentation, quantitative analysis,
and mathematical modelling to elucidate characterisations of some of the key biological
properties of hPSCs. We emphasise that this interdisciplinary approach is an exciting
and rewarding method for deepening our understanding of stem cell systems and
encourage a continued discussion between biologists and mathematicians working
towards a common goal.
In the subsequent chapters, we use statistical analysis of experimental data to inform the
development of mathematical models for the key behaviours of hPSCs: cell kinematics,
colony growth and pluripotency.
 Chapter 2: Behaviour of isolated hPSCs
We use experimental data to inform the description of the kinematics of single hESCs
under a random walk framework and consider the effects of CellTrace on motility.
 Chapter 3: Behaviour of pairs of hPSCs
We extend the experimental analysis from Chapter 2 to describe the kinematics of
pairs of hESCs.
 Chapter 4: Growing colonies of hPSCs
We develop a stochastic model for the proliferation of hPSC colonies using
experimental data and explore the impact of colony growth on clonality.
 Chapter 5: Characterising pluripotency
Using available experimental data, we quantify the intra-cellular regulation of the
pluripotency transcription factor OCT4.
 Chapter 6: Modelling pluripotency
We explore a range of stochastic techniques for mathematically modelling the
temporal regulation of OCT4.
 Chapter 7: Future steps
We review the limitations of our results and explore the next steps in models of
hPSCs.
 Chapter 8: Results summary
We concisely present the main findings from this work.
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Behaviour of isolated hPSCs
Migration is a key behavioural property of hPSCs which affects cell-cell interactions, the
pluripotent state, and colony clonality [21, 57, 67, 82, 87, 188]. We begin this chapter by
introducing the mechanics of cell migration and then use experimental data to
characterise the behaviour of isolated hESCs within the random walk framework
described in Section 1.3.1.
We quantify the movement of single cells as a first step to understanding how a
hPSC colony is formed and provide a detailed statistical analysis of their kinematic
behaviours, including their speed, survival, division time, directionality, distance
travelled, and diffusivity. It is a common experimental practice to treat cells with
CellTrace to allow the tracking of cell generations. We show that this negatively affects
the cell motility. These results are also presented in [88] and [89].
2.1 Mechanics of cell migration
There are many different types of active and spontaneous cell motion, e.g., swimming,
gliding, crawling and swarming, detected in both prokaryotic and eukaryotic cells [189,
190]. The favour of one mechanism over another depends on the environment and the
balance of achieved displacement versus energy expenditure. Cell motility and migration
are essential in many biological processes including the development, morphogenesis and
regeneration of multicellular organisms, wound healing, tissue repair and angiogenesis
[68, 191–195]. Anomalous cell migration can cause developmental abnormalities, tumour
growth, neuronal migration disorders and the progression of metastatic cancer [196–198].
Motility is an intrinsic property of hPSCs and they can increase their migratory
activity under certain conditions [199]. Understanding the form of cell trajectories
provides important insights into diverse cell motility modes and helps to design and
interpret experiments. For example, understanding the role of cell migration in
metastatic cancer has led to new treatments which modify signalling pathways and alter
cell morphology to reduce cell motility [200, 201].
Adaptations in cell morphology facilitate migration. hPSCs and many other eukaryotic
cells in culture are anchorage dependent, i.e., they adhere to the substrate surface and
spread their cytoskeleton to attach to the surface. They then achieve motion through the
coordinated and cyclic reorganisation of the actin cytoskeleton, which determines their
speed, direction, and trajectory [53, 202]. The main structures that define the leading
edge on a migrating hPSC are referred to as pseudopodia; these protrusions also sense
34
Chapter 2. Behaviour of isolated hPSCs
external cues. A single cell migrating using pseudopodia formation is shown in Figure 2.1.
Several types of protrusive pseudopodia structures have been characterised, which mainly
differ in the organisation of actin [203]. Analysis of the formation of pseudopods has shown
that cells extending pseudopodia which then split into two to allow a change of direction
exhibit strong persistence and small turning angles [126, 204].
It is suggested hPSCs perform an unbiased random walk when they are farther than
150µm apart, with cells closer to one another exhibiting coordinated motion [87]. The
cells that are closer to each other move in a more systematic, directed manner, and display
a higher ability to form colonies arising from more than one founder cell, suggesting that
the separation distance of hPSCs at the start of colony formation and their migration
parameters are important for clonal expansion and thus have an impact on pluripotent
phenotype and status of a colony as a whole [21, 87].
Unregulated cell migration in-vitro can cause clonality loss as the cell population
grows, undesirable when a genetically identical clonal population is required
[21, 54, 55, 87]. Furthermore, anomalous cell migration has been linked to deviations in
the undifferentiated state of hiPSCs [57]. A thorough understanding of the migration of
hPSCs is needed to optimise in-vitro clonality and facilitate the development of therapies
for migration related disorders.
Figure 2.1: A single cell forming a pseudopodia to lead migration. The movement of the
cell is in the direction of the leading edge (shown by the orange arrows).
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2.2 Individual hPSCs
Unconstrained cell migration on a two-dimensional plane in-vitro can often be described
as a two-dimensional random walk [109]. We set out the mathematical framework of
random walks in Section 1.3.1. In this section we quantify the characteristic kinematics
of individual hPSCs and assess the applicability of isotropic and correlated random walk
models to their migration using time-lapse imaging experiments. Through this
methodology we explore the response of the cell dynamics to CellTrace treatment and
identify systematic features of the cell behaviour.
Experiment 1 Carried out at the Institute of Biosciences at Newcastle University
by Dr Irina Neganova. Data collection and image analysis by the author.
Single human embryonic stem cells were plated at low density, n0 = 1500 cells/cm
2.
Time-lapse images were taken every 15 minutes and the cell positions and cell fate
(death or division) were tracked. A second set of single cells were tracked under the
same conditions with the addition of a CellTrace Violet Dye, a common biological
marker for tracking cell generations. Example microscopy images are shown in
Figure 2.2. Further details of the experimental process are given in Appendix A.
Figure 2.2: Example microscopy images from Experiment 1. Isolated cells were
identified and their positions tracked.
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2.2.1 Kinematic summary
In the absence (presence) of the CellTrace, we identified 26 (22) initially isolated cells
and tracked their movements manually. The key quantities extracted from the data are
listed in Table 2.1. For cells in the absence of CellTrace, of the 26 single cells, 24 divided,
with this first division occurring, on average, at 7 hours. The remaining two cells died. In
the presence of CellTrace, 17 out of 22 single cells survived, with an average time to first
division of 10 hours, considerably longer than for the cells without CellTrace. Histograms
of the time to the first division, td, for both groups are shown in Figure 2.3.
Parameter Notation
Without CellTracer With CellTracer
Mean Median Mean Median
Number of cells N 26 22
% dead at 10 h 0% 23%
% dead at 20 h 4% 23%
Diffusivity (µm2/h) D 79.8 ± 5.2 20.5 ± 1.3
Migration speed (µm/h) v 22.7± 17.3 (0.6) 18.1 [10.2 31.8] 14.1± 12.2 (0.4) 10.9 [5.1 18.2]
Step length in x (µm) lx 3.5± 3.6 (0.1) 2.5 [1.2 5.0] 2.3± 2.5 (0.1) 1.9 [1.0 2.9]
Step length in y (µm) ly 3.5± 3.5 (0.1) 2.5 [1.2 5.0] 2.3± 2.6 (0.1) 1.9 [1.0 2.9]
Time to first division (h) td 7± 5.2 (1.1) 5 [3.3 10.0] 10± 6.7 (1.6) 9 [5.9 12.6]
Correlation time (h) τ 2.0±4.4 (0.2) 0.6 [0.2 1.5] 0.8±1.0 (0.04) 0.3 [0.1 0.8]
Table 2.1: Summary of parameters acquired for single cells. For means the errors are given as ±
standard deviation (standard error) and for medians as [lower quartile upper quartile]. Note the
diffusivity is a mean and 95% confidence interval by its definition. The step lengths and migration
speed are averaged over all cells at all times (15 min intervals). The diffusivity was obtained using
the fits to the MSD shown in Figure 2.9 and the correlation time from τ = 2D/v2 for instantaneous
speeds.
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Figure 2.3: Histogram of division times, td with bin widths of 5 hours, for cells (a) without
and (b) with CellTrace.
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Lineage trees to enable single cell identification are shown in Figure 2.4 and 2.5, in
which cells are ordered according to their time to the first division (or death) and given an
identification number. To illustrate the range of cell behaviours in both groups, four cells
are highlighted and their trajectories and square displacements over time, L2, are shown
in Figure 2.4, 2.5 and 2.6. There are cells whose trajectories appear more tortuous (e.g.,
CellTrace cell 21) and others that exhibit directed motion (e.g., unstained cell 23, which
travels a particularly long distance in the latter half of its cell cycle).
The cells can, and often do, change their direction of motion by up to π. An example
is cell 22 (unstained) shown in Figure 2.7. The cell moves in the direction of its
persistent pseudopodia protrusion, before contracting and moving in the direction of a
new pseudopodia, resulting in a change of direction by approximately π. The whole
manoeuvre in this example takes around 6 hours. Images of cell 22 during its migration
are shown in Figure 2.7(a) with its full trajectory shown in Figure 2.7(b). This cell is
elongated in the instantaneous direction of motion, with a pseudopodia protrusion
leading its next movement. Across all cells the single cell shape can vary between
approximately circular, with diameter of around 20µm, to more elongated with length of
up to 70µm. In comparison, hESCs in colonies tend to be circular and considerably
smaller, with diameters typically about 15µm [87, 104, 188].
The average migration speeds are shown in Figure 2.8; notably, the median speeds of
all cells are the same within errors within each staining group. For the unstained cells, the
median instantaneous speed is v = 18.1µm/h. This is significantly reduced for the stained
cells, with v = 10.9µm/h. The distribution of all instantaneous migration speeds is shown
in Figure 2.8, showing a systematic skew towards intermediate speeds, and a significant
reduction for the CellTrace cells. Note that the cells in Figure 2.8 are ordered according
to the time to division/death as in Figure 2.4 and 2.5. The lack of any noticeable trend
in the migration speed across the cells thus ordered indicates that there is no noticeable
correlation between the cell migration speed and the time to division or death.
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Figure 2.4: (a) The timelines of the 26 unstained single cells. A filled circle indicates that
the cell has divided, a cross indicates the cell has died, and no marker indicates that the
image was not clear enough to identify the cell confidently; in those cases, cells were not
tracked beyond this point. (b) The corresponding trajectories of the cells highlighted in
(a) with a circle and square signifying the start and end of the walk respectively. (c) L2i
as a function of time for the highlighted cells.
39
Chapter 2. Behaviour of isolated hPSCs
Figure 2.5: (a) The timelines of the 22 single cells stained with CellTrace. A filled circle
indicates that the cell has divided, a cross indicates the cell has died, a square indicates the
cell joined a larger colony, and no marker indicates that the image was not clear enough
to identify the cell confidently; in these cases, cells were not tracked beyond this point.
(b) The corresponding trajectories of the cells highlighted in (a) with a circle and square
signifying the start and end of the walk respectively. (c) L2i as a function of time for the
highlighted cells.
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Figure 2.6: A comparison of L2i over time for the highlighted cells in (a) Figure 2.4 (without
staining) and (b) Figure 2.5 (with CellTrace staining). The same unstained (blue) and
stained (orange) cells are shown on the same axes for up to (c) 8 hours and (d) 18 hours.
Figure 2.7: (a) Images of a migrating single hESC, unstained cell 22. The frames are taken
at 15 min, 6 h 45 min and 14 h 15 min. The blue dot shows the cell nucleus and the black
arrow the direction of instantaneous velocity. The scale bars are 30µm in length. (b)
Trajectory of the cell with the initial position (circle) and final position (square) shown.
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Figure 2.8: (a) The median migration speed of the unstained cells. The error bars
correspond to the upper and lower quartiles. (b) Normalised histogram (probability
density) of instantaneous migration speeds for all unstained cells. In (a) and (b) the
median and mean migration speeds across all unstained cells, 18.1 [10.2 31.8]µm/h and
22.6 ± 17.3 (0.60)µm/h are shown by the solid and dashed lines, respectively. (c) The
median migration speed of the cells with CellTrace. (d) Normalised histogram of the
instantaneous migration speed for all stained cells. In (c) and (d) the median and mean
migration speeds across all stained cells, 10.9 [5.1 18.2]µm/h and 14.1± 12.2 (0.44)µm/h
are shown by the solid and dashed lines, respectively.
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2.2.2 Random walk analysis
Firstly, to verify if the cell migration is consistent, on average, with an isotropic random
walk we consider the mean-square displacement, MSD= L2 = (x(t)− x0)2, averaged over
the all cells within each staining category, shown in Figure 2.9. For unstained cells, the
MSD is linear with time for the first seven hours of cell lifetimes with MSD= (159.6±10.4)t,
giving the estimate of diffusivity as D = 79.8±5.2µm2/h. Note that the number of samples
(single cells) decreases over time due to cell death and division so the errors on the MSD
increase over time. For the stained cells, the MSD is linear for the first eleven hours, with
MSD= (41.0 ± 2.5)t, giving D = 20.5 ± 1.3µm2/h. This further illustrates the negative
effect CellTracer has on cell motility, with the diffusivity at early times a quarter that
of the unstained group.
We can use these calculated diffusivities along with the cell velocities to estimate the
correlation time, τ , of the walks using the relation τ = 2D/v2. Note that a value of
τ is calculated for every cell, using the shared diffusivity D, but different instantaneous
velocities. The average correlation times are, τ =0.57 [0.22 1.53] h and τ =0.31 [0.12
0.77] h, for the unstained and stained cells, respectively.

































































Figure 2.9: The MSD for unstained cells between (a) 0 and 17 hours and (b) 0 and 7
hours. The fit line, MSD= (159.6± 10.4)t, R2 = 0.9, is shown in black and the error bars
are the standard deviation. The MSD for CellTrace stained cells between (c) 0 and 17
hours and (d) 0 and 11 hours. The fit line, MSD= (41.0 ± 2.5)t, R2 = 0.9, is shown in
black and the error bars are the standard deviation.
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A further method of characterising the tortuosity is the directionality, ∆ = r/d, with
r displacement (the shortest distance between the cell’s current position and its initial
position), and d the total distance traversed. The average directionality for both groups
with time is shown in Figure 2.10. Both show a quick reduction within the first four hours,
but as expected, the directionality for the stained group remains lower through later times.
We can also evaluate the isotropic nature of the cell migration through the steps, δx
and δy in the two orthogonal directions, x and y, per 15 minute frame in the microscopy
imaging. The distributions of δx and δy are shown in Figure 2.11 for both staining groups.
There is strong scatter in the individual step lengths but a clear reduction to smaller steps
is seen for the stained cells. There is no evidence that the distributions between the x and
y directions are different, but there is a significant difference between the staining groups,
confirmed by the Kolmogorov-Smirnov test at the 95% confidence level.
If we consider the absolute step lengths, lx = |δx| and lx = |δy|, the average values
lx and ly, are well defined, and are the same in each direction within statistical error,
lx = ly = 2.5 [1.2 5.0]µm. The Pearson product-moment correlation coefficient of lx and
ly is 0.22, confirming the steps in the x and y directions are uncorrelated. The stained cells
show a reduction in average step length, with lx = ly = 1.9 [1.0 2.9]µm. This confirms
that on average there is no bias in terms of the step length with relation to the fixed
directional x and y axes.




























Figure 2.10: The directionality, ∆ = r/d for (a) unstained and (b) stained cells. The blue
and orange points show the median, with black points the mean and error bars the upper
and lower quartiles.
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Figure 2.11: The distribution of the steps in the x and y directions, δx and δy for (a,b)
unstained and (c,d) stained cells.
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2.2.3 Correlations
Although on average the migration of the cells can be viewed as an isotropic random walk
at early times in the cell cycle, the super-diffusive MSD (Figure 2.9) and the particular
behaviour of cells such as unstained cell 22 (exhibiting directed motion before a rapid
change of direction, Figure 2.7) and unstained cell 23 (directed at later times of the walk,
Figure 2.4) suggests there might be more subtle aspects to the migration patterns. In this
section we consider the correlations within the single cell movements (correlated random
walks are described in Section 1.3.1). Since we have observed that the staining with
CellTrace negatively impacts the motility of the cells (summarised in Table 2.1), here
we include only the 26 unstained cells.
We can test for any correlations in the direction of the single cell movements by
measuring the turning angle; the change in direction of the cell from one time frame to
the next, denoted θ and illustrated in Figure 2.12(a). The polar histogram of θ shows the
directionality of the turning angles for the 26 single cells, Figure 2.12(b). The
corresponding linear histogram is shown in Figure 2.12(c). It is evident that the
distribution has maxima at θ = 0 and θ = π: the cell preferentially moves directly
forwards (i.e., continues in the same direction as the previous) or directly backwards
(next step is at π from the previous), with a roughly equal frequency between the two
directions. The bias is robust, remaining even if small steps (< 7µm) are removed from
the dataset. The mean axis of movement (calculated using circular statistics described in
Appendix B), shown in Figure 2.12(b), is approximately along the θ = 0 or θ = π axis
(with the standard deviation of σθ = 0.19). In this manner, the motion represents a
quasi-one-dimensional random walk.
The linear probability density distribution for θ, Figure 2.12(c), can be approximated
by a + b cos(2θ) with the parameters a = 0.16 ± 0.01, b = 0.04 ± 0.02 (with errors
representing the 95% confidence interval) and an R2 value of 0.6. Both the Rayleigh and
V tests (for circular uniformity) [205, 206] reject the null hypothesis that the probability
density of the turning angle θ is uniform at the 99.5% confidence level. Although
containing some noise, this trigonometric fit suggests a symmetric spread of the
distribution about the peaks θ = 0 and θ = π. This shows that the choice of θ varies in a
periodic fashion, with a preference to move either in the same, or opposite direction as
the previous movement.
The cell shown in Figure 2.7 is moving in this way, backwards and forwards along a
preferential axis which is approximately aligned with its pseudopodia. We explore further
how this correlated movement relates to the cell morphology in Section 2.2.4.
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Figure 2.12: (a) The definition of the turning angle θ, the change in the cell’s direction of
motion from one time frame to the next. Green dots illustrate the positions of the cell in
consecutive images with arrows representing the displacement vectors. (b) Polar histogram
of θ for the 26 single cells, with 30 angular bins and 829 measurements. The mean value
of 0.026, and one standard deviation 0.19 are shown as solid and dashed orange lines,
respectively. (c) The probability density of θ binned into 20 intervals. The least-squares
fit 0.16+0.04cos(2θ) is shown in orange.
The distribution of the turning angles has a distinct temporal pattern. The polar
histograms of θ at early (0–5 h), intermediate (5–10 h) and late times (10–18 h) are shown
in Figure 2.13. At early times, the distribution is slightly biased towards θ = π, indicating a
weak dominance of the back-and-forth motion over a systematic forward motion. However,
this effect is weak and the distribution is approximately uniform over angles. This is
consistent with our observations in Section 2.2.2 that the motion is close to an isotropic
random walk at early times. By late times, however, the distribution is strongly biased
towards θ = 0, that is, persistent forward motion. On average for all times there is a
mixture of persistent and back-and-forth motions.
This feature can be characterised with the temporal autocorrelation function, Cθ(τ),
for two-hourly moving averages of the angle θ. For each cell, Cθ(τ) is calculated as the
circular correlation for θ with itself, delayed by a time lag of τ . The average autocorrelation
over all single cells, Cθ(τ), with least-squares fitting Cθ(τ) = e
−τ/τc , τc = 0.8 ± 0.1 (95%
confidence interval error), is shown in Figure 2.14(a). We see a temporal correlation in θ,
with an average correlation decay time of τc = 0.8 h.
We can also consider the angle between the cell displacement and the global frame
(which does not change with time), denoted φ. There is no significant correlation in the
global direction of movement, φ, when individual steps are considered. We attribute this
to the dominance of the back-and-forth motion over short periods of time. However,
considering two-hourly moving averages we again find a systematic trend. The average
autocorrelation over all single cells, Cφ(τ), is shown in Figure 2.14(b). We see a temporal
correlation in φ, with least-squares fitting Cφ(τ) = e
−τ/τc , τc = 0.7 ± 0.2 shown in
Figure 2.14(b) and hence a correlation decay time of τc = 0.7 h, similar to that found
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considering the change in direction θ. Notably there is significant anti-correlation (or
anti-persistence) in φ for the time interval [2 h< δt < 5 h], in agreement with the biased
nature of the random walk.
Figure 2.13: Polar histograms for θ for all 26 single cells in the time intervals (a) 0–
5 h (26–12 cells, 20 bins and 404 measurements), (b) 5–10 h (12–8 cells, 20 bins and 197
measurements) and (c) 10–18 h (8–3 cells, 20 bins and 228 measurements). There are
fewer cells at later times due to cell divisions and deaths.
(a) (b)
Figure 2.14: Average autocorrelation for (a) Cθ(τ) of θ and (b) Cφ(τ) of φ for single cells,
with standard deviation error bars. The least squares fit (red line) is C(τ) = e−τ/τc with
(a) τc = 0.8± 0.1 h and (b) τc = 0.7± 0.2 h for θ and φ, respectively. The autocorrelation
for each cell is calculated for one third of their lifetimes and then averaged over all cells.
Note that onwards from a time lag of 5 h, there is only one cell observed, hence the lack
of error bars. Each lag corresponds to a time frame (15 min).
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2.2.4 Movement and cell morphology
It is evident, from the images of cell 22 in Figure 2.7 in particular, that the direction
of motion appears to be aligned with the elongation axis of the cell structure including
its pseudopodia. This is unsurprising as cell branching and elongation has been shown
to be involved in cell motion and directional persistence, although it has not been fully
quantified [207]. A further example (cell 23) is shown in Figure 2.15(a). In this section
we consider the trajectory of this directed single cell.
To analyse quantitatively the alignment of the direction of motion and the elongation
of the cell, we measure the alignment angle of the cell, α, with respect to a global
reference frame. Consider R(α), the vector from the geometric centre to the boundary of
the cell and Rmax corresponding to the maximum magnitude of R. The alignment angle
α is defined as the angle between Rmax and the horizontal, as shown in Figure 2.15(b).
The polar histograms of α and the direction of travel on the plate, φ, both in the same
global reference frame, are shown in Figure 2.15(c). Their mean values with 95%
confidence interval errors are α = 0.79 ± 0.34 and φ = 0.72 ± 0.35. The difference
between the means is insignificant as the Watson-Williams test (the circular analogue of
the two-sample t-test) [206, 208] provides no evidence to reject the null hypothesis that
α and φ are from the same distribution at the 99% confidence level. This shows that on
average, the direction of travel is along the axis of cell alignment.
Figure 2.15: (a) The outline of the morphology of cell 23 (blue) which shows directed
movement, with the geometric centre velocity (black arrow) at 11 h. (b) Corresponding
microscopy image of cell 23 showing the geometric centre (blue dot), illustrating the
definitions of the alignment angle α and the distance from the geometric centre to the
edge of the cell R(α) . The scale bar is 30µm. (c) Polar histogram of the alignment angle
α (orange) and the direction of travel φ (blue, shaded) for cell 23 over a period of 17.5 h,
with 70 measurements in 20 bins. The mean values are shown for φ (blue, 0.72 ± 0.35)
and α (red, 0.79± 0.34) with the 95% confidence intervals for the mean shown as dashed
lines.
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We can also consider the temporal nature of the cell alignment and its direction of
travel. Hourly moving averages of α and φ are shown in Figure 2.16(a), with a moderate
correlation coefficient of 0.46. The speed of migration, v, and the measure of elongation of
the cell, Rmax/Rmin, where Rmax = max|R| and Rmin = min|R|, are shown as functions
of time in Figure 2.16(b) and (c). If the cell is more elongated at a specific time point
then Rmax >> Rmin and so Rmax/Rmin will be larger. Thus, high values of Rmax/Rmin
correspond to greater cell elongation and the minimum value of one corresponds to a
circular shape. The hourly moving averages of Rmax/Rmin and the cell speed v have
a correlation coefficient of 0.53 suggesting a moderate positive correlation between the
elongation of the cell and its speed. This suggests that directed movement is in the
direction of the pseudopodia and that the cell moves faster when it is more elongated.





























Figure 2.16: Hourly moving average of (a) φ (blue, solid) and α (orange, dashed) versus
time, (b) the cell migration speed, v, and (c) Rmax/Rmin over time. For (b) and (c) the
solid lines show the mean values of v = 27.8µm/h and Rmax/Rmin = 9.98, with dashed
lines one standard deviation from the mean (σv = 16.7 and σRmax/Rmin = 6.2). (d) The
cell at 4.5 and 11.5 h with a white arrow indicating the two-hourly average direction of
the velocity with white dashed lines ± one standard deviation.
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2.3 Discussion and conclusions
The rigorous quantification and characterisation of hESCs is integral to understanding
colony formation from a single cell. In a last few years, several groups have employed
time-lapse analysis to study the behaviour of hESCs during colony formation [21, 188].
However, their attention was focused on multicellular colonies rather than early stages
of their formation. Individual cell migration has implications for colony clonality, with
anomalous sub-diffusive cells contributing to clonality loss [21, 87]. Here we have quantified
the behaviours of individual hESCs within the mathematical random walk framework, as
a first step in the characterisation of colony growth from a single cell.
While the random walk framework provides a simplification of the migratory system,
it is still important to keep in mind the mechanics of cell movement. In culture, hESCs
are anchorage-dependent: they adhere to the surface and sense external cues by extending
pseudopodia. For directed movement in response to external factors, cells acquire a defined
front-rear polarity extending a protrusive structure at the leading edge before subsequently
moving the cell body, and retracting the trailing edge [53, 202, 209]. The integration
of negative and positive chemical feedback loops accounts for the oscillatory behaviour
of pseudopodia, i.e., cycles of protrusion and retraction which result in cell movement
[190, 202]. Observations of single cell movement in two-dimensional cultures, in the absence
of external cues, indicate a production of pseudopodia structures in random directions, a
behaviour observed in other cell types [210].
We have quantified the key migratory properties of single, isolated hESCs in the
presence and absence of CellTrace, a common biological stain for tracking cell
generations. From these simple measures, there is evidence that the staining has a
negative effect on cell motility, with cells moving less, and more slowly. This indicates
that the application of such stains should be carefully considered, especially for clonal or
low cell density assays in which they are most likely to have a negative impact.
We find that the average migration behaviour of isolated cells is diffusive, akin to an
isotropic random walk up the first seven hours of evolution (with a reduced diffusivity for
stained cells). These deviations after seven hours could be attributed to kinematic changes
as cells begin the division process. Individual trajectories may show significant deviation
from the average isotropic random walk behaviour, such as sporadic directed motion, but
this is consistent with the probabilistic nature of individual behaviours. The typical cell
displacements are up to several times the typical cell diameter, which is comparable to
those considered in other studies of cell migration [87, 211].
In demonstrating the diffusive random-walk-like behaviour of the cells, our work
opens the possibility to use the well-established mathematical theory of random walks
and diffusion to help plan and optimise experiments with specific aims. For example,
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agent-based models (described in Section 1.3.3), which combine the diffusive motion of
cells with their biological state and interactions, have strong predictive power for
mono-layer cultures, as demonstrated for epithelial cells [163].
The relative angle of movement, θ, characterises the dynamics of random walks further
to the mean-square displacement [212]. Our results show that isolated single cells migrate
in an unusual uni-directional walk, moving backwards and forwards along a preferred local
axis, with cells becoming more persistent over time. Hence, the longest lived isolated cells
show the strongest directional persistence. Broadly, there are a wide range of example
cells that exhibit a preferential turning angle; those that can be modelled as a correlated
random walk as previously discussed, e.g., [123–125]. There are also examples of a bi-
modal preference for turning angle, similar to the one we see for single hESCs [213, 214].
Random walks with reversals are also seen in bacteria; a ‘run-reverse’ movement technique
in which the cell moves in a directed manner before stopping, turning and travelling in
the opposite direction [215–217]. A numerical analysis of a 2D random walker with non-
uniform angular distribution is presented in [218], with an application to bacterial motion
along a preferred direction. The bias in the walks of our cells is further shown in the
temporal correlation in both the change in direction, and the direction of movement, with
correlation decay times of around 0.8 h. The microscopy images in Figure 2.7 show the
elongated morphology of the single cells, with movement in the direction of the leading
pseudopodia, leading to this motion along a local axis.
These single cells demonstrate random migratory patterns, travel large distances and
do not result in colony formation. Isolated cells seeded at low density display directional
migration towards neighbours [188]. Perhaps in the absence of neighbours, as in this
experiment, the cells employ the uni-directional walk along the local axis in an attempt
to locate neighbours. It would be interesting to investigate with further experiments, in
a similar manner to [188], how the presence of multiple neighbours, and their distances
from the cell would affect this uni-directional behaviour. Our quantitative analysis of
a directed cell trajectory confirms the axis of cell motion is aligned with the elongation
axis of the cell. Increased elongation is also linked to increased speed, corresponding to
previous results suggesting that persistence in direction of motion is linked to increased
speed as a universal rule for all types of cells [219].
This analysis provides a quantification of the kinematic properties of isolated hESCs,
which not only deepens our understanding of their characteristic movements, but also
provides a basis for comparisons to future experiments under different conditions (for
example, investigations into how the number of cells or cell seeding densities affect these
migratory properties). This additional information on low density plated cells will assist
in the development of agent-based models, combining the motion of diffusive and super-
diffusive cells with their biological states and cell-cell interactions.
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Behaviour of pairs of hPSCs
Having characterised and quantified the kinematics of single hPSCs in Chapter 2 using
experimental hESC data, we now extend the analysis to pairs of cells. In this Chapter
we consider the dynamics of pairs of hESCs in close proximity, including their speeds,
migration patterns and, in particular, the correlation between the individual motions of
a pair’s cells. The results we discuss here are also presented in [88] and [89].
3.1 Coordinated cell migration
The mechanics of individual cell migration for pairs of cells is the same as that for single
cells, described in Section 2.1. The adaptations in cell morphology facilitate migration
by the repeated cycle of pseudopodia extension and retraction [53, 202]. Although the
individual cell mechanics remain the same, there are fundamental differences in the
migratory behaviour of cells when there are neighbouring cells in close proximity.
Cells can communicate via inter-cellular (cell-cell) signalling which involves the
secretion of molecules into the shared micro-environment (the substrate in-vitro) which
then cause a response in other neighbouring cells [203, 220]. These signals (along with
any other chemical gradients in the micro-environment) can stimulate chemotaxis: the
movement of a cell in a direction corresponding to a gradient of increasing or decreasing
concentration of a particular substance [203].
When cells get even closer together, they can adhere to one another through
specialised molecules on their surface [221, 222]. This cell-cell adhesion suppresses
individual cell migration but plays a crucial role in collective cell migration [223, 224],
facilitating wound healing, cancer invasion, and embryonic development [225, 226]. It is
therefore important to understand the changes in behaviour between adhering cells to
characterise the mechanics of collective cell migration.
For hESCs, experimental results show cells can sense the presence of a neighbour up
to 150µm away. Particularly, if their separation distance is < 70µm, their movement
becomes more organised and directional towards neighbouring cells [87, 188], suggesting
that reduced separation distance between individual cells predisposes hESCs to
migration toward one another, illustrated in Figure 3.1. This in turn has implications for
cell clonality, with these cells contributing to migration induced clonality loss. In
Chapter 2, for single cells we observed a directional walk along a preferential axis,
aligned with cell elongation, which could indicate searching strategies for individual cells
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to find neighbours, similar to other experimental results [87, 188].
The social environment of hPSCs also has implications for pluripotency, cell survival
and colony proliferation, with an increase in neighbours correlating with increased
pluripotency, survival rates and proliferation [188]. The dynamics of cells (not specific to
stem cells) in a social context have been explored through an agent-based model which
suggests that the diverse migratory behaviours are largely controlled by the changing
environment [227].
It is clear that the effect of neighbours on the key properties of hPSCs, including cell
migration, should be characterised to further our understanding of how they interact
with the stem cell niche [228] and to facilitate the optimisation of in-vitro clonality. In
the next section we extend our quantitative analysis of the migration of individual
hESCs to pairs of cells to further explore the effect of cell neighbours on cell migration.
Figure 3.1: Illustration of experimental results [87, 188] which show that cells (a) > 150µm
apart move as individual random walks while cells (b) < 150µm apart show more directed
movement towards neighbours.
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3.2 Pairs of hPSCs
In this section we quantify the migratory behaviours of pairs of hESCs in close
proximity. We calculate their speeds, separations, and diffusivity. We consider the
inherent correlations between pairs of cells and their movement patterns, and the
implications cell mophology has on this movement. As in Chapter 2, we quantify the
response of the cell dynamics to the CellTrace treatment, a common biological marker
for tracing cell generations.
Experiment 1 The experiment is the same Experiment 1 presented in Chapter 2
and Appendix A tracking hESCs through time-lapse imaging. Upon cell division,
the single hESCs split into a pair of genetically identical cells. These pairs, along
with pairs seen together (< 150µm apart [87]) at the start of the recording (termed
cells of unknown origin) were manually traced. Example microscopy images of the
two types of pair are shown in Figure 3.2.
Figure 3.2: Example microscopy images from Experiment 1 for pair tracking for
the two pair types: (a) pairs arising from a cell division and (b) pairs of unknown
origin (seen together at the start of the microscopy recording).
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3.2.1 Kinematic summary
To consider the impact of CellTrace, we pool all cell pairs regardless of origin. In the
absence (presence) of the CellTrace, we identified 50 (18) pairs of cells. The key quantities
extracted from the data are listed in Table 3.1.
The negative impact of the stain on cell survival (seen for single cells in Chapter 2)
results in less traceable pairs in this group and higher rates of cell death, with 50% of
pairs resulting in a cell death in the CellTrace group, compared to 14% in the unstained
group. The stained pairs also show significantly reduced maximum and final separations,
further indicative of their reduced motility.
Parameter Notation
Without CellTracer With CellTracer
Mean Median Mean Median
Number of pairs N 50 18
% ending in death 14% 50%
Diffusivity (µm2/h) D 83.2 ± 4.7 65.4 ± 5.5
Migration speed (µm/h) v 24.4± 19.9 (0.2) 19.4 [11.1 32.2] 20.4± 38.7 (1.0) 15.4 [8.6 22.6]
Step length in x (µm) lx 3.7± 3.8 (0.05) 2.5 [1.2 5.0] 2.9± 3.0 (0.08 1.9 [1.0 3.8]
Step length in y (µm) ly 4.0± 4.2 (0.05) 2.5 [1.2 5.6] 2.6± 2.7 (0.07) 1.9 [1.0 3.8]
Centroid speed (µm/h) vpc 18.3± 13.7 (0.2) 15.1 [8.9 23.9] 14.2± 11.1 (0.4) 11.7 [6.9 18.1]
Relative speed (µm/h) vr 33.6± 27.2 (0.5) 26.7 [15.1 43.9] 21.3± 17.0 (0.6) 17.2 [10.9 27.2]
Initial separation (µm) s0 35.6± 26.5 (3.7) 23.3 [16.5 47.3] 17.5± 6.2 (1.5) 15.9 [13.5 22.1]
Final separation (µm) sf 58.9± 60.3 (8.5) 35.7 [23.7 63.6] 19.4 ± 6.9 (1.6) 19.4 [14.7 23.7]
Max separation (µm) smax 106.7± 62.0 (8.8) 87.8 [67.2 130.9] 27.0± 8.4 (2.0) 26.3 [21.3 33.9]
Time to smax – 8.5± 6.5 (0.9) 7.0 [2.8 13.0] 6.9± 7.6 (1.8) 3.5 [1.3 8.8]
Correlation time (h) τ 3.5± 11.2 (0.2) 0.7 [0.3 2.1] 3.3± 6.5 (0.3) 1.0 [0.4 2.7]
Table 3.1: Summary of parameters acquired for pairs of cells. For means the errors are given as
± standard deviation (standard error) and for medians as [lower quartile upper quartile]. Note
the diffusivity is a mean and 95% confidence interval by its definition. The migration speeds are
averaged over all cells at all times (15 min intervals). The diffusivity was obtained using the fits to
the MSD shown in Figure 3.6 and the correlation time from τ = 2D/v2 for instantaneous centroid
speeds.
In addition to each individual cell’s instantaneous velocity, v, the movement of a pair
of cells can be characterised by two distinct velocities. The first of these is the velocity of
the pair as a whole, i.e., its pair centroid velocity vpc. Denoting the individual velocities of
the cells in the pair as v1 and v2, then the pair centroid velocity is the vectorial average of
these, i.e., vpc = (v1 + v2)/2. The second of these quantities is the relative velocity of the
cells within the pair vr, defined as the difference of the individual velocities, vr = v1− v2.
This velocity characterises the approach of the cells or their motion away from each other.
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From these two quantities we define the corresponding speeds as the vector magnitudes,
v = |v|, vpc = |vpc| and vr = |vr|. The individual, centroid and relative speeds for all pairs
are shown in Figure 3.3, 3.4 and 3.5.
The median individual pair speeds are 19µm/h and 15µm/h for the unstained and
stained groups respectively, similar to that for the individual single cells (medians 18µm/h
and 11µm/h) and showing a similar reduction in motility for the stained cells. The median
pair centroid speeds, vpc, and relative speeds, vr are 15µm/h (unstained) and 12µm/h
(stained), and 27µm/h (unstained) and 17µm/h (stained), showing that the pair as a
whole moves at a similar speed to a single cell, but the cells move relatively fast within
the pair.
Of the 50 unstained pairs, 23 pairs originated from divisions of the single cells discussed
in Chapter 2. The remaining 27 pairs of unknown origin were seen together at the start of
the image recording and so it is not clear if the pair formed from the division of a single
cell or two unrelated single cells migrating towards each other. Although in the following
sections the analysis is given for all 50 cells together, for completeness the corresponding
kinematic parameters for the two types of pairs are given in Table 3.2. For the CellTrace
pairs, 17 of the 18 cells originated from a cell division, so they cannot be considered in
two separate groups.
Parameter Notation
From division Unknown origin
Mean Median Mean Median
Number of pairs N 23 27
Diffusivity (µm2/h) D 66.3 ± 3.3 42.8 ± 2.2
Migration speed (µm/h) v 25.5± 19.2 (0.5) 20.5 [10.2 29.2] 23.2± 20.5 (0.4) 17.9 [10.2 30.0]
Step length in x (µm) lx 3.6± 3.9 (0.07) 2.5 [0.6 5.0] 3.4± 3.7 (0.06 2.5 [1.2 4.3]
Step length in y (µm) ly 3.6± 3.7 (0.06) 2.5 [0.6 5.9] 3.9± 4.4 (0.08) 2.5 [1.2 5.0]
Centroid speed (µm/h) vpc 18.6± 12.9 (0.3) 15.9 [9.0 24.8] 17.6± 14.1 (0.3) 14.1 [8.7 22.8]
Relative speed (µm/h) vr 35.2± 25.8 (0.6) 29.0 [17.5 45.5] 31.5± 28.3 (0.7) 24.5 [12.6 40.1]
Initial separation (µm) s0 18.1± 4.6 (0.9) 16.9 [14.4 21.2] 50.6± 28.3 (5.5) 46.5 [25.5 69.7]
Final separation (µm) sf 76.7± 73.2 (15.3) 47.6 [26.1 94.5] 43 ± 42.3 (8.1) 28.7 [22.8 28.7]
Max separation (µm) smax 124.3± 76.2 (15.9) 92.8 [78.7 171.0] 91.6± 42.7 (8.2) 87.6 [65.5 110.7]
Time to smax – 11.0± 6.4 (1.3) 10.3 [6.1 16.8] 6.4± 5.9 (1.1) 4.3 [2.3 10.3]
Correlation time (h) τ 1.6± 5.0 (0.1) 0.3 [0.1 1.0] 3.1± 9.9 (0.2) 0.7 [0.3 1.7]
Table 3.2: Summary of parameters acquired for pairs of unstained cells. For means the errors are
given as ±standard deviation (standard error) and for medians as [lower quartile upper quartile].
Note the diffusivity is a mean and 95% confidence interval by its definition. The migration speeds
are averaged over all cells at all times (15 min intervals). The diffusivity was obtained using the
fits to the MSD and the correlation time from τ = 2D/v2 for instantaneous centroid speeds.
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Figure 3.3: (a) The median migration speed of the unstained cell pairs. The error bars
correspond to the upper and lower quartiles. (b) Normalised histogram (probability
density) of instantaneous migration speeds for all unstained pairs of cells. In (a) and (b)
the median and mean migration speeds across all unstained cells, 19.4 [11.1 32.2]µm/h
and 24.4± 19.9 (0.2)µm/h are shown by the solid and dashed lines, respectively. (c) The
median migration speed of the cell pairs with CellTrace. (d) Normalised histogram of the
instantaneous migration speed for all stained cells. In (c) and (d) the median and mean
migration speeds across all stained cells, 15.4 [8.6 22.6]µm/h and 20.4 ± 38.7 (1.0)µm/h
are shown by the solid and dashed lines, respectively.
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Figure 3.4: (a) The median pair centroid migration speeds for unstained pairs. The error
bars correspond to the upper and lower quartiles. (b) Normalised histogram (probability
density) of all instantaneous centroid speeds for all unstained pairs of cells. In (a) and
(b) the median and mean migration speeds across all unstained cells, 15.1 [8.9 23.9]µm/h
and 18.3± 13.7 (0.2)µm/h are shown by the solid and dashed lines, respectively. (c) The
median pair centroid migration speed of the cell pairs with CellTrace. (d) Normalised
histogram of the instantaneous migration speed for all stained cells. In (c) and (d) the
median and mean migration speeds across all stained cells, 11.7 [6.9 18.1]µm/h and 14.2±
11.1 (0.4)µm/h are shown by the solid and dashed lines, respectively.
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Figure 3.5: (a) The median relative migration speeds without CellTrace. The error
bars correspond to the upper and lower quartiles. (b) Normalised histogram (probability
density) of all instantaneous relative speeds for all unstained pairs of cells. In (a) and (b)
the median and mean migration speeds across all unstained cells, 26.7 [15.1 43.9]µm/h and
33.6±27.2 (0.5)µm/h are shown by the solid and dashed lines, respectively. (c) The median
relative migration speed of the cell pairs with CellTrace. (d) Normalised histogram of
the instantaneous relative speeds for all stained cells. In (c) and (d) the median and mean
migration speeds across all stained cells, 17.2 [10.9 27.2]µm/h and 21.3± 17.0 (0.6)µm/h
are shown by the solid and dashed lines, respectively.
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3.2.2 Random walk analysis
In this section we will consider the motion of pairs within the random walk framework
described in Section 1.3.1. It can be expected that the relative velocity of the cells in a
pair can no longer be approximated by an isotropic random walk because of their mutual
interaction [87]. However, the pair as a whole still might perform a random walk, but
perhaps with a different diffusivity from that of a single cell. In this case we can consider
the mean-square displacement for the cell centroid position, MSD= L2 = (x(t)− x0)2,
shown in Figure 3.6.
For unstained cells, the centroid MSD is linear with time for the first 12 hours of
cell lifetimes with MSD= (166.3 ± 9.4)t, giving the estimate of diffusivity as D = 83.2 ±
4.7µm2/h, similar to that of single cells. For the stained cells, the MSD is only linear for
the first seven hours, with MSD= (130.7±10.9)t, givingD = 65.4±5.5µm2/h. This further
illustrates the negative effect CellTracer has on cell motility, with a 21% reduction in the
diffusivity at early times compared to the unstained group. If the unstained pairs are split
by origin, the pairs arising from a division have a higher diffusivity (D = 66.3±3.3µm2/h)
than those of unknown origin (D = 42.8±2.2µm2/h). On average all the pairs show super-
diffusive behaviour at later times. More experimental studies are required to clarify the
significance and biological cause of this longer-term behaviour.
We can use these calculated diffusivities along with the cell centroid velocities to
estimate the correlation time, τ , of the walks using the relation τ = 2D/v2. Note that a
value of τ is calculated for every cell, using the shared diffusivity D, but different
instantaneous velocities. The average correlation times are, τ =0.7 [0.3 2.1] h and τ =1.0
[0.4 2.7] h, for the unstained and stained cells, respectively.
A further method of characterising the tortuosity, is the directionality, ∆ = r/d, with
r displacement (the shortest distance between the cell’s current position and its initial
position), and d the total distance traversed. The average directionality with time for the
centroid position of both stained and unstained cells is shown in Figure 3.7. Both show
a quick reduction within the first four hours, but as expected, the directionality for the
stained group remains lower through later times.
We can also evaluate the isotropic nature of the individual cell migration within a pair
through the steps, δx and δy in the two orthogonal directions, x and y, per 15 minute
frame in the microscopy imaging. The distributions of δx and δy are shown in Figure 3.8
for both staining groups. There is strong scatter in the individual step lengths but a
clear reduction to smaller steps is seen for the stained cells. There is no evidence that
the distributions between the x and y directions are different, but there is a significant
difference between the staining groups (confirmed by Kolmogorov-Smirnov test at the 95%
confidence level).
If we consider the absolute step lengths, lx = |δx| and lx = |δy|, the average values for
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unstained cells within a pair, lx and ly, are well defined, and are the same in each
direction within statistical error, lx = ly = 2.5 [1.2 5.6]µm. The correlation coefficient of
lx and ly is 0.22, confirming the steps in the x and y directions are uncorrelated. The
stained cells show a reduction in average step length, with lx = ly = 1.9 [1.0 3.8]µm.
This confirms that on average there is no bias in terms of the step length with relation to
the fixed directional x and y axes. The step lengths are the same as for cells in isolation,
indicating that the presence of a close neighbour has no effect on the step length.































































Figure 3.6: The MSD for the centroid position of unstained cells between (a) 0 and 25
hours and (b) 0 and 12 hours. The fit line, MSD= (166.3 ± 9.4)t, R2 = 0.9, is shown in
black and the error bars are the standard deviation. The MSD for CellTrace stained
cells between (c) 0 and 25 hours and (d) 0 and 7 hours. The fit line, MSD= (130.7±10.9)t,
R2 = 0.8, is shown in black and the error bars are the standard deviation.
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Figure 3.7: The directionality, ∆ = r/d for (a) unstained and (b) stained pairs of cells.
The blue and orange points show the median, with black points the mean and error bars
the upper and lower quartiles.
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Figure 3.8: The distribution of the steps in the x and y directions, δx and δy for (a b)
unstained and (c,d) stained cells within a pair.
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3.2.3 Correlations
In the previous section we showed that the motion of the geometric centre of cell pairs can
be approximated by an isotropic random walk for up to around 12 h of their evolution,
with a similar diffusivity to single cells. In this section we look in greater detail at the
dynamics of these pairs of hESCs, in particular the correlations between the individual
motions of a pair’s cells. We consider the 50 pairs from the unstained group, since we have
found that CellTrace has a negative impact on cell motility and survival.
Firstly, we can consider the separation of all the pairs on average. The mean separation
with time t, r(t), up to 18 hours is shown in Figure 3.9. By performing a least-squares
fit of the functional form r = A − Be−t/C, for parameters A, B and C we obtain the line
r = (68 ± 0.6) − (37 ± 3)e−t/(2±0.03). The asymptotic nature of r indicates an optimal
separation of pairs at around 70µm. This could be due to morphological pseudopodia
connections between pairs, which we discuss further in Section 3.2.4.
We can consider the change in direction at each timestep, θ, for each individual cell
within a pair, as illustrated in Figure 3.10(a). The polar histogram of θ shows the
directionality of the turning angles for the 100 cells within a pair, Figure 3.10(b). The
corresponding linear histogram is shown in Figure 3.10(c). It is evident that the
distribution has maxima at θ = 0 and θ = π, similar to the single cells, however here the
maxima at θ = π is dominant. This indicates that the individual cells within a pair
preferentially move directly forwards (i.e., continue in the same direction as the previous)
or directly backwards (next step is at π from the previous), with a change in direction
more frequent than persistence. The mean axis of movement (calculated using circular
statistics, Appendix B), shown in Fig. 3.10(b), is approximately along the θ = 0 or θ = π
axis (with the standard deviation of σθ = 0.05). In this manner, the motion represents a
quasi-one-dimensional random walk. The global maxima at θ = π means that the linear
probability density distribution, Figure 3.10(c), can not be approximated by a+ b cos(2θ)
Figure 3.9: The mean separation, r, for pairs over time with fit r = (68 ± 0.6) − (37 ±
3)e−t/(2±0.03) (orange) and R2 = 0.94. The error bars show the standard error.
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Figure 3.10: (a) The definition of the turning angle θ, the change in the cell’s direction of
motion from one time frame to the next. Green dots illustrate the positions of the cell in
consecutive images with arrows representing the displacement vectors. (b) Polar histogram
of θ for the 100 cells belonging to a pair, with 30 angular bins and 6548 observations. The
mean value of 3.12, and one standard deviation 0.05 are shown as solid and dashed orange
lines, respectively. (c) The corresponding linear histogram.
as for the single cells. However, the distribution still shows a roughly symmetric spread
about the peaks θ = 0 and θ = π and suggests the choice of θ varies in a periodic fashion,
with a preference to move in the opposite direction to the previous movement.
To quantify the coordination between the movements of the two cells in a pair, we can
measure the smaller angle between their velocities, 0 < ψ < π, illustrated in Figure 3.11(a).
If the cells travel in the same direction on the plate, then ψ = 0, and if they travel in
opposite directions ψ = π: note that ψ = π does not distinguish between the two cells
moving exactly towards each other or exactly apart. The polar histogram of ψ for all the
pairs is shown in Figure 3.11(b), with the corresponding linear histogram in Figure 3.11(c).
There is a bias in the distribution towards ψ = 0, confirmed by the Rayleigh and V tests
(for circular uniformity) [205, 206] which reject the null hypothesis that the distribution
is uniform at the 95 % level, i.e., there is a significant preference towards pair cells moving
in the same direction. Example microscopy images of a pair moving in this way are shown
in Figure 3.12.
Binning ψ according to the separation distance between two cells shows that this bias
primarily occurs at small separations (< 50µm) as shown in Figure 3.13. The Rayleigh
and V tests provide evidence to reject that each of the histograms in Figure 3.13 is uniform
at the 95 % level. A measure of the skew is shown in the first moment, i.e., the arithmetic
mean, ψ (as opposed to the circular mean). For a uniform distribution between 0 and π
the arithmetic mean would be ψ = π/2 or 90°. For the ψ distributions for r < 20µm,
between 20–50µm, between 50–100µm and r > 100µm the arithmetic mean values are
respectively, ψ = 73°, 79°, 89° and 88°, indicating there is bias towards ψ = 0 at smaller
separations.
Pearson’s moment coefficient of skewness, γ = E[(ψ−ψ)3]/σ3ψ, also provides a measure
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of the asymmetry in the distributions. For a perfectly symmetrical distribution γ = 0,
while for a distribution skewed towards lower values γ > 0 and for skew towards higher
values γ < 0. For r < 20µm, between 20–50µm, between 50–100µm and r > 100µm
the skewness values are respectively, γ = 0.40, 0.24, 0.04 and −0.02, showing reducing
skewness towards ψ = 0. The Kolmogorov-Smirnov test provides no evidence to reject
the null hypothesis that the distributions for r < 20µm and 20 < r < 50µm are the
same. Similarly for 50 < r < 100µm and r > 100µm. However the test rejects the null
hypothesis that the two smaller separation distributions are the same as the two larger
separation distributions.
Calculating ψ with separations binned more frequently shows the length at which the
movement is correlated, Figure 3.14. By performing a least-squares fit of the form
ψ = 90[1 − e−(r+r0)/m], for parameters r0 and m, we obtain the line
ψ = 90[1 − e−(r+23.0)/25.9] with an R2 value of 0.6, shown in Figure 3.14. The
characteristic length of the decay is therefore 26µm, a typical cell diameter. We see that,
on average, the cells farther than 70µm show uncorrelated motion. This suggests that
the previous estimate of 150µm [87] could be an over-estimation of the interaction
distance for pairs.
Figure 3.11: (a) Green and orange dots represent a pair of cells with their corresponding
velocity vectors vi and vj together with their connection vector rij . The angle between
the velocity vectors is marked as ψ. (b) Polar histogram of ψ for all 50 pairs of cells with
3285 observations. (c) The corresponding linear histogram.
Figure 3.12: Example pair moving together in the same direction. The pair originates
from single cell 17 (shown in the cell timeline in Chapter 2). The scale bar shows 20µm.
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Figure 3.13: The angle between velocity vectors, ψ, for separations r (a) < 20µm, (b)









Figure 3.14: ψ binned by the separation distance, r, between two cells. Error bars show
the standard error in the mean. The red dashed line shows 90 °, the expected value for
uncorrelated motion. The least-squares fit (solid black line) is ψ = 90[1−e−(r+r0)/m], with
r0 = 23.0± 29.0 and m = 25.9± 15.6 and an R2 value of 0.6.
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3.2.4 Movement and cell morphology
For the majority of pairs in our experiment, there is cell-cell contact via extended
pseudopodia for a large portion (or all) of the motion. This morphological connection
can be seen in the example cell pair in Figure 3.12 and in Figure 3.15. The latter pair is
seen with connected pseudopodia at the start of the image recording, and the contact
remains for the 18 hours before a cell division occurs.
Knowing this connection is present in the majority of the cell pairs provides biological
background information to guide the interpretation of our movement analysis results. For
example, the change in the direction of motion, θ, for each individual cell in a pair reveals
a distinct preference towards a change in direction at each step with a global maxima at
θ = π. The local maxima at θ = 0, indicative of persistent movement in the same direction
as the previous step, is significantly less for pairs of cells than for single cells (where the
peaks at 0 and π are comparable). This shows that changes of direction and the resulting
back-and-forth motion is more common in cells in a pair than cells in isolation. It is likely
the morphological pseudopodia connection between the pairs contributes towards this
effect, creating a physical link between neighbouring cells and restricting cell movement.
For the example cell shown in Figure 3.15, the two cells move back-and-forth, towards and
away from each other repeatedly, while maintaining the pseudopodia connection.
The average separation between cells in a pair, r, approaches an asymptotic value of
around 70µm. This distance is characteristic of the maximum length of the pseudopodia
connection from qualitative observations of the microscopy images (the maximum length of
the connection between the pair shown in Figure 3.15 is around 60µm). As hESCs survive
and proliferate more successfully with neighbours [188], the formation of the pseudopodia
connection perhaps functions to restrict cell movement away from neighbours.
From our analysis of the angle between the directions of movement of each pair, ψ we
see that the cells exhibit correlated motion when they are roughly a cell diameter apart
or less. Again, this morphological connection could play a key role in facilitating these
correlated movements between cell pairs.
Figure 3.15: Microscopy images of a pair of cells with connected pseudopodia. The scale
bar shows 50µm.
68
Chapter 3. Behaviour of pairs of hPSCs
3.3 Discussion and conclusions
Our findings suggest that the kinematics of hESC pairs are universal in terms of the
individual cell and pair centroid speeds. Our results are within errors of previous
measurements of the speeds of individual hESCs (at a low seeding density of
1500 cells/cm2) of 25, 34 and 24µm/h for cells that form a colony, join a colony and fail
to form a colony, respectively [188]. Moreover, fibroblasts have significantly higher
average speed of about 47µm/h [188]. The hESC pairs have kinematic characteristics
similar to those of individual cells. Thus, the kinematic diagnostics, if confirmed to be
different for pluripotent cells and somatic cells, may lead to rapid, non-invasive
diagnostics of the cell pluripotency and differentiation.
The cell pair as a whole (using the centroid position) undergoes a random walk with
characteristic diffusivity at early times (< 12 h for unstained cells), with a similar motility
to single cells (D ≈ 80µm2/h). The pairs show super-diffusive behaviour at later times,
perhaps characteristic of a searching strategy, as suggested for single cells. These cells are
more likely to negatively impact clonality, discussed further in Chapter 4. As for single
cells, we see reduced motility for cells stained with the CellTrace.
The pair separation over time increases exponentially before approaching an
asymptote at 70µm suggesting, on average, an optimal separation for pairs of cells.
There is a preference for the cells to move in the same direction as each other on the
plate at small separations (< 50µm). At these small separations it can be seen from the
microscopy imaging that the cells are often physically connected by their pseudopodia.
This coordinated movement could be due to an external stimulus, but it is likely the
connection of the cell bodies facilitates this motion. Further experiments monitoring cell
movement and morphology at increasing separations are needed to investigate whether
this coordination is due to cell-cell contact alone, or whether any external biases or
chemotaxis also contribute. At separations greater than ≈ 70µm the motion of each cell
in a pair appears uncorrelated, suggesting the previous estimate of 150µm [87] could be
an over-estimation of the interaction distance. Sometimes there is still a connection
between the cell bodies at these distances, but the cells move in independent directions
whilst maintaining the connection, and as an isotropic random walk when considered as
a whole entity.
This additional information on low density plated cells will assist in the development of
agent-based models, combining the motion of diffusive and super-diffusive cells with their
biological states and cell-cell interactions. Establishing the diffusive migration of cells
opens the possibility to use the well-developed, powerful mathematical theory of random




Growing colonies of hPSCs
Stem cells form colonies through repeated divisions. Robust methods of producing cells
under conditions that accelerate proliferation are particularly valuable as clinical
applications of hPSCs require large numbers of cells (∼ 1010). Additionally, for many of
these clinical applications, clonal (genetically identical) cell populations are
required [54, 55].
In this chapter we use experimental data to develop a stochastic exponential model
for the growth of hPSC colonies, and use it to explore the impact of colony growth,
leading to the merging of colonies with different progenitor cells, on clonality at different
seeding densities. The model can be used to predict the critical time at which the
clonality of the resulting colonies is compromised. The results we discuss here are also
presented in [82].
4.1 Colony clonality
A typical in-vitro hPSC experiment involves the distribution of cells upon a growth
material (the ‘seeding’ of cells onto a plate). The seeding density is then the initial
number of cells placed on the growth material per unit area. Cells need to attach to the
plate surface, which is covered by Matrigel or a similar substance (a gelatinous protein
mixture which facilitates attachment), for viability and proliferation. However, some
cells do not successfully attach and are lost. The hPSCs then form colonies by repeated
mitosis in which two genetically identical daughter cells are produced from the division
of the mother cell. The proliferation of cells in this way results in colonies of tightly
packed cells in mono-layers along the growth material. The doubling time of stem cells
varies and can be affected by various environmental and chemical factors, including the
cell density [21, 31, 32].
An important measure of the self-renewal potential of stem cells is the clonality, the
condition of being genetically identical. Generating homogeneous populations of clonal
cells is of great importance [54, 55] as clonally derived stem cell lines maintain pluripotency
and proliferative potential for prolonged periods [229]. Some applications require clonal
homogeneous populations, e.g., drug discovery [14] and iPSCs for personalised medicine
[230]. The selection of the best clones for further experimentation needs to be optimised
to make clinical applications safe. If the seeding density is high, the migration of cells
and the growth of closely-separated cell groups can cause aggregation of colonies; this is
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undesirable when a homogeneous clonal population with identical genetic composition is
required. The seeding density of cells has been shown to not only have an effect on the
clonality of stem cells [87, 188], but also on their differentiation potential [231]. Moreover,
culturing at an overly high density can cause DNA damage and culture adaptation, leading
to increasing occurrence of chromosomal aberrations [21, 232, 233].
Single hPSCs are reported to have no effect on each other’s movement if they are
farther than 150µm apart [87]. It is therefore recommended to keep a minimum distance
of 150µm between colony boundaries throughout growth to assure that the resulting
individual colonies are each derived from a single founding hPSC. In Chapters 2 and
3 we considered the kinematics of single and pairs of cells, and identified occasional super-
diffusive movements of cells which could lead to re-aggregation [88, 89]. An example of
colony re-aggregation is shown in Figure 4.1.
As discussed in Chapter 1, the quantification of stem cell behaviours assists in the
development of mathematical models which can then be used as non-invasive predictive
tools. The development of colonies is inherently stochastic containing many properties
which occur with some randomness, such as cell growth, cell division and cell death. We
present a review of different modelling methods for colony proliferation in Chapter 1. In
the next section we use experimental data to quantify the possibilities of re-aggregation
due to the physical proximity of colonies at different seeding densities and consider the
optimal seeding densities to form clonal structures.
Figure 4.1: Microscopy image of colonies merging and thus losing the population clonality.
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4.2 Colony growth
In this section we use experimental data of hESC colony populations to develop a
stochastic growth model which can be used to calculate the critical time at which
colonies re-aggregate and clonality is lost at different experimental seeding densities.
Carried out at the Institute of Biosciences at Newcastle University by Dr Irina
Neganova. Data collection and image analysis by the author. Further experimental
details are given in Appendix A.
Experiment 2a Single hESCs were plated at low density 1500 cells/cm2 with
microscopy images of the resulting 48 colonies taken at 72 h as shown in Figure 4.2.
The population numbers of these colonies were extracted using IMARIS image
analysis software through an automated procedure.
Figure 4.2: Microscopy images of colonies imaged at 72 h from Experiment 2a.
Experiment 2b Single hESCs were plated at varying seeding densities and the
numbers of cells attached to the plate 24 h after cell seeding were counted. An
example image of the seeded cells post-attachment is shown in Figure 4.3.
Figure 4.3: Attached cells seeded at 1200 cells/cm2 from Experiment 2b.
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4.2.1 Experimental populations
From Experiment 2a, the number of cells in each of the 48 colonies at 72 hours after
cell attachment, N(72), was recorded and is shown for each colony arranged in ascending
order in Figure 4.4(a). The corresponding histogram of N(72) is shown in Figure 4.4(b).
The distribution is bimodal, illustrated by the kernel density estimation, with an outlier
colony at N(72) = 77 cells. We remove this outlier colony for further analysis as it was
most likely formed by several colony merges. Since the cell numbers were estimated using
an automated process (through IMARIS software) several colony populations were also
counted manually and the accuracy of the counting process verified (measurement error
of around ±2 cells).



























Figure 4.4: (a) N(72) for each colony arranged in ascending order. The horizontal orange
block shows the splitting of the data into two groups using K-means clustering. The split
occurs between 29 ≤ N(72) ≤ 34. (b) A histogram of N(72) with kernel density estimate
with a bandwidth of 4.5 (orange). The vertical orange block shows the splitting of the
data into the two groups using K-means clustering.
We expect the number of cells at time t to evolve roughly as N(t) = N02
t/td , where
N0 ≡ N(0) is the initial number of cells and td is the doubling time, i.e., the time it takes
for the population to double, or equivalently N(t) = N0e
γt, where γ is the growth rate.
The bimodal nature of N(72) implies we have two distinct groups of colonies, lead by
differences in N0 and/or differences in the growth rates between colonies. For a typical
duration of the cell cycle, 16–18 hours, one expects 16–22 cells at 72 hours, corresponding
to the first peak in the histogram in Figure 4.4(b). The second peak, at about 40 cells per
colony, suggests that some groups of cells have merged to form larger colonies during the
72 hour period, or that the initial condition of the colony growth was in fact N0 = 2. K-
means clustering, a standard algorithm which partitions observations into clusters based
upon minimising within cluster variance, splits N(72) into the two ranges, 7 ≤ N(72) ≤ 29
and 34 ≤ N(72) ≤ 77.
To ascertain the initial conditions that underlie the colony growth, we turn to
Experiment 2b examining the cells after 24 hours; a typical image is shown in
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Figure 4.5: (a) Example microscopy image of cells seeded at density n0 = 1200 cells/cm
2.
We see that some cells have no neighbours within 150µm (highlighted in blue), but some
are in pairs (orange) and triples (green). The scale bar represents 100µm. (b) Bar chart
showing the initial cell seeding density (cells/cm2) at day zero (n0, unfilled bar height),
and the mean cell density of the remaining cells attached to the plate at day one (η0,
filled bars). Each mean is based on three independent measurements and the error bars
represent standard deviations.
Figure 4.5(a). There are several characteristic features of the cell distribution revealed in
this experiment. Firstly, the random initial positioning of the seeded cells means that
some cells are initially isolated with no cells within the interaction distance (estimated as
150µm). Other cells lie within the interaction distance of each other, forming groups of
varying sizes. In Figure 4.5(a) we colour-code the cells according to whether they are
isolated, or are effectively in a pair or in a triple, to illustrate how N0 can vary at low
seeding densities.
Secondly, only a fraction of the originally seeded cells are attached to the plate at this
time. Cells need to be attached to the plate for viability and proliferation – cells which do
not attach are lost. We find for a range of seeding densities, 1000 ≤ n0 ≤ 7000 cells/cm2,
that on average 35.19%±4.23 (0.99) (the mean ± one standard deviation (standard error))
of initially seeded cells were attached 24 hours after plating. The proportion of attached
cells at different seeding densities is shown in Figure 4.5(b). This rate of attachment is
usual for stem cells in similar experiments. In Section 4.2.2 we discuss N(t), the number of
cells present in a colony over time, beginning with N0, independent of original cell seeding
densities. In Section 4.2.3 we discuss the effects of the cell plating densities, n0, where
we assume that the actual density of cells present is 0.35n0 to account for the loss at
the attachment stage. Note this relationship is easily adjustable for different attachment
rates.
Throughout the next sections we define time t = 0 to be the time that seeded cells
have attached to the plate and their proliferation starts. Before this time there will have
been a process of attachment to the plate during which some cells were lost, as shown
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in Figure 4.5(b), plus a delay in the growth from the lag-phase experienced by newly
plated in-vitro hESCs as they adjust to the environment [234]. This is consistent with our
experimental data which considers 72 hours after cell attachment.
4.2.2 Stochastic growth model
The simplest deterministic model for the number of cells in a colony at time t, N(t),





which has the solution
N(t) = N0e
γt, (4.2)
where N0 ≡ N(0) is the initial number of cells at t = 0. However, the cell cycle duration is
variable due to various factors, such as inhomogeneities in the nutrient distribution within
the growth medium and the inherent variation in the cell cycle duration between different
clones. Such effects can be allowed for by considering a Gaussian random growth rate γ,
with a mean value µ and standard deviation σ:
N(t) = N0e
γt, γ ∼ Norm(µ, σ2). (4.3)
Different colonies thus grow at different rates sampled from the Gaussian probability
distribution. Using the properties of normal distributions, we can then derive that the
number of cells N(t) follows a lognormal distribution. We can rewrite Eq (4.3) as N(t) =
elog(N0)+γt and since γ follows a normal distribution, it follows that X ≡ γt + log(N0) ∼
N(tµ+log(N0), t
2σ2) through linear transformation properties. Therefore the exponential
of the variable follows a lognormal distribution with the same parameters (by the definition
of a lognormal random variable), eX ≡ N(t) ∼ Lognormal(µ0, σ20) where µ0 = tµ+log(N0)
and σ20 = t
2σ2. The parameters µ0 and σ0 can be estimated from the experimental data.
Assuming that each colony begins as a single cell, i.e., N0 = 1, maximum likelihood
parameter estimation gives N(72) ∼ Lognormal(3.08, 0.562), shown in Figure 4.6(a). The
model based on the experimental data therefore becomes Eq (4.3) with µ = 0.0428 h−1 and
σ = 0.0077 h−1, corresponding to a doubling time of approximately 16 hours. The overall
shape of the distribution in Figure 4.6(a) is roughly captured but the bimodal nature is
not. It is worth noting that when simulated stochastically this single population model can
result in a bimodal distribution for N(t) given the probabilistic nature of the stochastic
simulations, see Figure 4.6(b), but this is a rare occurrence happening around once in
every 100 simulations for 50 colony populations. Note that simulating from Eq (4.3) will
always recover exactly the theoretical lognormal distribution when ran for large enough
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Figure 4.6: (a) Experimental N(72) histogram with the fitting obtained from Eq (4.3),
N(72) ∼ Lognormal(3.08, 0.562). (b) An example simulation from Eq (4.3) for 50 colonies
at 72 hours producing a bimodal distribution, with kernel density estimation (black
dashed) and the theoretical lognormal fitting (orange).
numbers of colonies. This bimodal effect is due to the stochasticity at smaller sample sizes
(in this case 50 colonies).
We suggest that a bimodal distribution of the colony sizes can be a consequence of
a difference in the cell proliferation rates in cell groups of different sizes that may arise
from their interactions. It can be expected that colonies starting from larger groups grow
faster, not only due to the initial conditions but the preference of cells to growth in close
proximity to neighbours [52, 188, 235]. To capture the bimodal nature of the colony size
distribution, we consider two populations, A and B, each with a different initial condition
N0 =
1, group A,2, group B, (4.4)
where the probability of a colony belonging to groups A and B are α and β, respectively.
Each population then follows Eq (4.3) with its corresponding initial condition,NA(t) = eγAt, γA ∼ Norm(µA, σA2), with probability α,NB(t) = 2eγBt, γB ∼ Norm(µB, σB2), with probability β, (4.5)
and each of NA and NB has a lognormal probability distribution. Thus we consider
separately colonies that originate from a single cell and those from cell pairs. We consider
the possible role of cell triples and larger progenitor groups in Section 4.2.3.
A lognormal mixture fit to the data, shown in Figure 4.7(a), gives
NA(72) ∼ Lognormal(2.84, 0.412) and NB(72) ∼ Lognormal(3.76, 0.132), with the
mixture probabilities α = 0.77 and β = 0.23. Therefore, we have µA = 0.0394 h
−1,
σA = 0.0057 h
−1, µB = 0.0426 h
−1, and σB = 0.0018 h
−1. A comparison between these
growth parameter distributions is shown in Figure 4.7(b). These values correspond to a
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Figure 4.7: (a) N(72) with a lognormal mixture model fitting corresponding to the two
populations. The population fittings, NA(72) ∼ Lognormal(2.84, 0.412) with mixture
probability 0.77 and NB(72) ∼ Lognormal(3.76, 0.132) with mixture probability 0.23 are
shown in dashed blue and orange respectively, with the overall mixture distribution in
black. (b) The two γ distributions for group A (blue) and group B (orange). Note that
the distributions are not scaled to represent the group probabilities α and β. The inset
shows the parameters for γ, µ with ±σ error bars for the initial conditions N0 = 1 and
N0 = 2, corresponding to group A and group B, respectively. The dashed line shows the
extrapolation of the trend to higher values of N0.
doubling time of 17.5 h for the single founder cell population (group A) and 16.3 h for the
pairs of cells population (group B), in line with other experimental doubling times for
hESCs [87, 88, 188]. Note that here we have assumed the growth rates for the two
populations are different. Our fitting suggests colonies starting with two cells grow faster
than their single cell counterparts, consistent with the idea that cells growing in larger
colonies proliferate more effectively than isolated cells [52, 188, 235]. The fitting under
the assumption of identical growth rates, γA = γB, is shown in Figure 4.8. This fitting
does not capture the experimental data and so we conclude it is more appropriate to
continue assuming the two populations have different growth rates, γA 6= γB.
We have demonstrated how accurately the two-population model captures the
experimental data at 72 hours. Now we proceed to develop it into a prognostic model for
the colony size at later times. The evolution of the colony size, N(t), according to this
two-population model is shown in Figure 4.9. Because of the random scatter in the
colony growth parameters the admissible range of colony size N(t) increases as
√
t, and
sooner or later, the size of the two colony types overlap. At early times, the sizes of the
two colony types are distinct, where those beginning from two cells are larger than those
from one founder cell, but as time progresses the stochasticity in the growth rates causes
an overlap in the two populations. This overlap becomes more prominent for larger
numbers of simulations as this increases the incidence of extreme growth rate values.
Histograms of N(20) and N(72) in Figures 4.9(e) and 4.9(f) illustrate how at early times
the two colony types are distinguishable but over time the distributions spread and
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Figure 4.8: The mixture fitting assuming the growth rates for the two populations are
the same. The population fittings, NA ∼ Lognormal(2.79, 0.612) with mixture probability
0.72 and NB(72) ∼ Lognormal(3.49, 0.612) with mixture probability 0.28 are shown in
dashed blue and orange respectively, and the overall mixture distribution in black.
merge to make single-clone colonies indistinguishable from heterogeneous colonies.
The time at which NA first becomes equal to NB, t∗, is the critical time after which
it is not possible to distinguish which colonies originated from a single progenitor based
on the colony size. The mean of this time is shown for increasing numbers of colonies in
Figure 4.10. As we increase the number of colonies, Ncols, we see more of the extreme
values occurring with low probability, causing the blurring of the two populations to begin
at an earlier time. The relationship is a power law, with the best fit t∗ = aNcols
−b with
a = 77.9 ± 4.7 h and b = 0.12 ± 0.01 with an R2 coefficient of 0.98. This allows us to
estimate, for a given plating cell density, the time up to which colonies originating from a
single founder cell are identifiable based on the current number of cells in the colony.
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Figure 4.9: Evolution of N(t) from the multi-population model Eq (4.5) for (a) 50 and
(b) 5000 colonies, with blue NA (N0 = 1) and orange NB (N0 = 2) colonies. (c) and (d)
show the corresponding plots of log(N(t)) over time. Histograms of N(20) and N(72) for
(e) 50 and (f) 5000 colonies. Note that the distributions are unscaled to highlight the
difference in the frequencies of each group, resulting from the difference in the population
probabilities α = 0.77 (blue population) and β = 0.23 (orange population).
79
Chapter 4. Growing colonies of hPSCs
Figure 4.10: (a) The mean critical time, t∗ at which colonies originating from a single cell
are no longer identifiable based on colony size, N(t). Each data point is the mean of 500
simulations. The error bars represent the standard deviations in the means. The data is
well captured by a power law relation t∗ = aNcols
−b (orange line, R2 = 0.98) with (b) linear
least-squares fitting on a log-log plot (inset) giving a = 77.9± 4.7 h and b = 0.12± 0.01.
4.2.3 Cell clustering and seeding density
Typical low seeding densities for hESCs, intended to grow colonies from single founder
cells, commonly range from 500 to 3000 cells/cm2. Across a range of seeding densities, we
find that the average proportion of cells attached to the substrate after 24 hours is 35±4%,
where the range represents one standard deviation within the sample, and the accuracy of
the mean value (the standard error) is ±1.0%, presented in Figure 4.5(b). For example, an
initial seeding density of n0 = 1500 cells/cm
2 results in around 500 cells/cm2 continuing
past day one of the experiment. Throughout this section we will present the initial seeding
densities n0 and work on the assumption that 35% of these cells are successfully attached
and survive, η0 = 0.35n0.
In this section we find the initial conditions corresponding to cell plating at different
cell seeding densities and use this to inform the model for colony growth. The seeding
of cells randomly across a growth area, A, can be simulated as a homogeneous Poisson
point process in which the number of point counts is sampled from a Poisson distribution
with the mean λA, where λ is the point intensity. The points are then independently
and uniformly scattered across the region. For example, if we consider an average initial
seeding density of n0 = 1500 cells/cm
2 (and η0 = 0.35n0), we can simulate the estimated
number of cells (point counts) post-attachment in an area A as N0 ∼ Po(η0A). The N0
cells can then be located randomly according to uniform distributions in x and y.
Once cells have been scattered, we can then consider the distances between cells and
their nearest neighbours with the aim to estimate the fraction of isolated cells, their pairs
(defined as two cells separated by less than 150µm) and triples etc. The probability
density function of the distance, r, to the kth nearest neighbour is known from the theory
of Poisson point processes as dk(r) = 2(λπr
2)ke−λπr
2
/r(k − 1)! [236]. This reduces to
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Figure 4.11: (a) The probability distributions for the nearest neighbour distance in
a Poisson point process, given by d1(r) = 2λπre
−λπr2 for λ = η0 = 175 (blue,
n0 = 500 cells/cm
2), λ = η0 = 525 (orange, n0 = 1500 cells/cm
2) and λ = η0 = 1750
(green, n0 = 5000 cells/cm
2). The histograms show the simulated distributions for seeding
cells according to the process, each is for one run of the seeding simulation. (b) The
theoretical proportion of cells with a nearest neighbour < r cm away, D1(r) = 1− e−λπr
2
,
for λ = η0 = 175 (blue dashed, n0 = 500 cells/cm
2), λ = η0 = 525 (orange dashed,
n0 = 1500 cells/cm
2) and λ = η0 = 1750 (green dashed, n0 = 5000 cells/cm
2). The




for the first nearest neighbour. The theoretical distributions along
with histograms from simulated data for d1(r) are shown in Figure 4.11(a) for initial
seeding densities of n0 = 500, 1500 and 5000 cells/cm
2 corresponding to λ = η0 = 0.35n0.
These distributions allow us to calculate the proportion of seeded cells with the nearest
neighbour at a given distance. The nearest neighbour cumulative distribution function for
the proportion of cells with a nearest neighbour at a distance < r for a 2D homogeneous
Poisson process is given by D1(r) = 1− e−λπr
2
[236]. This theoretical proportion of cells
with a first nearest neighbour less than r away, D1, for initial seeding densities n0 = 500,
1500 and 5000 cells/cm2 is shown in Figure 4.11(b) along with data from a simulation at
each seeding density. For the initial seeding density of n0 = 1500 cells/cm
2 the nearest
neighbour distance between cells will be less than 150µm in around 30% of cases, similar
to the experimental estimate of 23%. We have neglected the movement of cells as, based
on observed migration speeds of approximately 18µm/h [88], the time required to traverse
the critical interaction distance of 150µm is around 9 h, a large portion of the cell cycle.
To consider the groupings of seeded cells we use a density based clustering algorithm.
Cells less than 150µm apart are considered as being part of the same cluster, and any
neighbouring cell less than 150µm away from any other cell in the cluster is also considered
to be part of the cluster. This allows for clusters of elongated shapes. This definition of a
cluster of cells is non-trivial and has implications for the interactions of cells, but from the
experimental images we see examples of clusters in elongated shapes as well as the more
common regular shapes. Examples of different cluster formations for triples are shown in
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Figure 4.12: (a) Example clustering configurations for cell triples with experimental
formations. The distance between cells, d, must be less than 150µm. (b) The percentage
of cells in a cluster of size n (for an interaction radius of 150µm) for n = 1 (single cells,
blue circles), n = 2 (pairs, orange diamonds), n = 3 (triplets, green square) and n = 4
(quadruples, pink open circles) with standard deviation error bars.
Figure 4.12(a). The proportion of cells in a cluster of a size n at different seeding densities
is shown in Figure 4.12(b). At low initial seeding densities, e.g., n0 = 500 cells/cm
2 the
majority of cells have no close neighbours. As the seeding density increases, the proportion
of pairs of cells increases. The proportion of each cluster size first rises with n0 before
reaching a maximum and then tends to zero as more possible cluster sizes become available.
The distributions shown in Figure 4.12(b) provide the initial conditions corresponding to
cell seeding at different densities.
Now the initial conditions of cell seeding are known, the growth of colonies from these
cells can be considered. Cells are seeded at density n0 according to a Poisson point
process as described above, and then the division of the cells and growth into colonies can
be described by the two-population model, Eq (4.5). The area coverage of the plate can
be estimated from the number of cells we expect to be present. The average area of a
cell, Acell, is approximately 250µm
2 corresponding to a cell diameter of 18µm [104]. The
percentage of area covered by cells evolves as shown in Figure 4.13(a). Taking this value,
the proportion of area coverage is the area covered by the cells, N(t)Acell, divided by the
growth area of the plate and Aplate = Nseeded/n0. We therefore expect the percentage
area coverage over time to tend to an exponential relationship due to the growth of N(t),
scaled by a factor equal to n0Acell/Nseeded, as we see in Figure 4.13(a). The time taken for
the growth area to be 100% covered, tA100, for varying initial seeding densities, is shown
in Figure 4.13(c).
We can now simulate the growth of colonies spatially using the initial conditions as
described above and the colony growth model from Eq (4.5). This allows us to estimate the
crucial time at which the colonies begin to merge. The cells are seeded at density n0, with
η0 cells attached, and are then sorted into clusters based on their spatial distances away
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Figure 4.13: (a) The percentage area coverage of cells at different time points for different
cell seeding densities (blue 500 cells/cm2, orange 1000 cells/cm2, green 1500 cells/cm2 and
pink 2000 cells/cm2) according to the two-population model. (b) Corresponding data on
a log-linear scale. (c) The time the growth area is 100% covered for varying cell seeding
densities, with line of best fit tA100 = 20n
−0.15
0 . (d) The data on a log-log scale, with line
of best fit log(tA100) = (−0.149± 0.005) log(n0) + (2.966± 0.04).
from each other. Each cluster grows according to the two-population model, approximated
as a circle with centre at the geometric centre of the cluster and radius based on the
number of cells present, N(t). The growth rate for triples and larger clusters of cells
is assumed to be the same as that for pairs (although this assumption may have to be
revised when more detailed experimental data is available). The time at which any colony
begins to merge with its neighbour is the critical time that clonality is lost, τ , illustrated
in Figure 4.14(a). The time the first colony merge occurs at varying seeding densities is
shown in Figure 4.14(b), with least squares fitting τ = (−0.007 ± 0.0001)n0 + (102 ± 3)
with R2 = 0.99, τ in hours and n0 in cells/cm
2. We can then estimate the time the first






where n0 is the initial seeding density of cells before attachment in cells/cm
2 and τ is
produced in hours. Experimental values were extracted for τ from Experiment 2 and
the model captures these values within errors for the seeding densities 3000, 4000 and
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Seeding density, n0 (cells/cm
2) Attached cells, η0 (cells/cm
2) % of single cells Time to first colony merge, τ (h)
1000 350 ± 42 78 ± 3 94 ± 3
1500 525 ± 63 70 ± 3 91 ± 3
3000 1050 ± 127 48 ± 1 80 ± 5
5000 1750 ± 212 30 ± 1 67 ± 6
Table 4.1: The expected number of attached cells, single cells at seeding and the time to the first
colony merge for varying seeding densities.
7000 cells/cm2. These results are summarised in Table 4.1 for convenience. The results
are also shown for extrapolated growth rates in Figure 4.14(b), under the assumption
growth rates continue to increase with cluster size as in Figure 4.7(b). The least squares
fitting is τ = (−0.01± 0.001)n0 + (97± 4) with R2 = 0.99, τ in hours and n0 in cells/cm2.
The increasing growth rates cause an earlier first merging time, particularly at the higher
seeding densities where larger clusters are more likely.










Figure 4.14: (a) An example of two colonies merging together at day 5 from experimental
images. The below diagram illustrates initially seeded cells and the colonies at the first
merge time τ from a simulation of the cell seeding model. The orange cells are classed
as a pair and grow accordingly. (b) The mean time (averaged over 20 simulations) that
the first colony merge occurs for cells seeded at different densities growing according to
the two-population model, Eq (4.5). The time assuming the growth rates for clusters of
three or above are the same as the growth rate for pairs is shown as blue circles with the
line of best fit, τ = (−0.007 ± 0.001)n0 + (102 ± 3) with R2 = 0.99 in blue. The mean
time using extrapolated growth rates for larger clusters is shown as orange squares with
line of best fit τ = (−0.01 ± 0.001)n0 + (97 ± 4) with R2 = 0.99 in orange. To test the
prediction, experimental values of τ were extracted from Experiment 2b and are shown
as green crosses. The error bars have been calculated through error propagation based on
an error of ± 0.5 days for each of the measured values due to the image time resolution.
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4.3 Discussion and conclusions
Colony growth originating from single or pairs of cells is well modelled using a
two-population stochastic exponential model where the growth rate is sampled from a
Normal distribution. Experimental results show that colonies that start from a single
founder cell grow at a rate different from those originating from a cell pair, with a
relative difference of 8 ± 1.8%. The colonies originating from pairs of cells have a higher
mean growth rate (although it is within standard deviation errors of the growth rate for
single cell colonies), and the standard deviation of the growth rate for pairs is much
lower, as seen in Figure 4.7(b).
Stem cells do not show any contact inhibition of proliferation which would slow colony
growth, however, it is worth noting that there could be a trend in growth rates with respect
to the ‘tightness’ of the cluster packing. It is likely that a triplet of cells in contact grows
faster than a triplet where each cell is 150µm apart, based on the evidence that stem cells
proliferate more effectively in close proximity with each other [52, 188, 235]. It is likely
that the growth rates are actually time dependent, so although we see a difference in the
growth rates from single and paired founding state up to 72 h, we expect this difference
to reduce and eventually become negligible over time. Similarly, we expect that the effect
of the difference in growth rates between triples and other larger groups of founding cells
is also diminished as the cluster size increases. It is for this reason we can set the growth
rate for clusters of triples and larger groups to be the same as the growth rate for pairs.
Allowing the growth rates to continue increasing with cluster size (extrapolated from the
data) results in less time to the first colony merge, especially at the higher seeding densities
where the probabilities of larger clusters is increased, Figure 4.14(b). Further experimental
data (colony population sizes with time) would be needed to clarify the trends in growth
rates for both increasing cluster size and cell separation distance within the cluster.
This model can be used to predict colony sizes at different time scales. We thus suggest
that single clone colonies (that originate from a single founder cell) can be selected as
the smaller of the growing colonies, but only within a certain period, t∗, before colony
sizes from a range of founder cells can become similar to each other. This time gives
an indication of when colonies should be observed to identify single founder cell colonies
based on colony size. This time, t∗, ranges from 30–50 h depending on the seeding density.
Experimental results show that on average 35% of initially seeded cells are attached
to the plate 24 hours after cell seeding, Figure 4.5(b). We take this into account when
considering the initial conditions of cell seeding. It is thought that cells affect each other’s
movement if they are less than 150µm apart [87]. The nearest neighbour distributions for
cells seeding according to a Poisson process, shown in Figure 4.11, indicates that for a low
seeding density of n0 = 1500 cells/cm
2 (i.e., around 500 attached cells) we would expect to
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see around 30% of cells with a nearest neighbour closer than the critical value r = 150µm.
However, our results from Chapters 2 and 3 suggest that we would not expect all these
pairs to migrate towards each other and form colonies [88, 89]. This critical separation
distance may be affected by the cluster size of neighbouring colonies. Since the cellular
communication is by inter-cellular signalling, it is likely reduced as neighbouring colony
sizes increase. At higher seeding densities this individual cell migration is more likely to
have an effect on the cell clustering at early times. However, as larger groups of cells in
close contact form colonies, individual migration reduces to a negligible amount, meaning
it is only a factor at early times. For large colonies there could be collective migration
effects to consider. Microscopy images of large colonies moving over a growth area would
be needed to quantify this movement, which could then be introduced into the model.
The initial clustering of cells is an important and non-trivial consideration with
implications on cell communications. We define a cluster to be a group of cells where
each cell is 150µm or closer to another cell in the cluster. This allows clusters of different
structures, as illustrated in Figure 4.12(a). This random seeding process gives the
proportion of cell clusters of different sizes presented in Figure 4.12(b). At low seeding
densities up to ≈ 3000 cells/cm2, i.e., ≈ 1000 attached cells in a typical experiment,
single cells with no neighbours dominate, making up over 50% of cells present. As the
seeding density increases the amount of single cells decreases, with the number of cells in
pairs, triples and larger groups increasing (each proportion will always tend to zero as a
wider variety of cluster sizes appear). This gives an indication of the seeding densities
required to ensure a large proportion of the colonies originate from a single founder cell.
Following the population growth model we can also estimate the time to completely
fill a growth area at different seeding densities, Figure 4.13. A more interesting time to
consider is the average time that growing colonies first merge due to physical proximity
at different seeding densities, Figure 4.14(b). This time, τ , has a linear relationship with
τ ≈ 100−0.007n0, allowing us to predict this time for any seeding density. This statistical
estimation of τ suggests the latest possible observation time to catch colonies for re-plating
before they merge.
Although developed here for a set of particular hESC experiments, the modelling
framework can be applied more generally to other cell lines and hiPSCs, and experimental
conditions to predict the critical timescales. These results can be used to inform cell
seeding density choices to maximise clonal colonies and avoid those arising from more
than one founder cell. Future work should explore the role of migrating cells and colonies




Pluripotency is the defining property of human pluripotent stem cells allowing them to
differentiate into any somatic cell in the human body. For the promising clinical
applications of hPSCs, improved regulation of pluripotency and differentiation
trajectories of their colonies is required. The pluripotency transcription factors which
regulate pluripotency are inherently stochastic, inherited asymmetrically upon cell
divisions, and more similar in closely related (separated by fewer division events) cells.
In this chapter we use experimental data to quantify the temporal dynamics of the
pluripotency transcription factor OCT4 over a cell lifetime. We characterise the internal
self-regulation of OCT4, quantify the intra-cellular fluctuations and consider the diffusive
nature of its evolution for individual cells and pairs of their descendants. These results
are also presented in [187].
5.1 Pluripotency regulation
Human pluripotent stem cells (hPSCs) have the ability to differentiate into all somatic cell
types in the human body: the pluripotency property. The pluripotency of hPSCs is their
defining characteristic, central to their touted applications in drug discovery, regenerative
and personalised medicine [12, 13, 16, 237–239]. These promising clinical applications
of hPSCs require tight control over colony pluripotency, homogeneity and differentiation
trajectories in-vitro [51], yet this remains challenging.
The control and optimisation of stem cell pluripotency across colonies is difficult due
to the complex inter-regulatory dynamics of pluripotency. At the single-cell level,
pluripotency is inherently stochastic. It is suggested that pluripotency is not well defined
at the single-cell level but is instead a statistical property of a cell population
[60, 143, 144, 240]. Cell pluripotency is also affected by many factors: the local
environment [57, 241], interactions with neighbours [59, 61], the cell cycle [27] and the
substrate [48]. On the colony scale, complex collective effects of pluripotency emerge. In
the presence of restrictive geometries (e.g., the growth area boundaries), differentiated
cells form bands of constant width around colony edges as shown in Figure 5.1 [61, 63].
Pluripotency maintenance relies on the inter-regulation of pluripotency transcription
factors (PTFs). A network diagram of the regulatory system is shown in Figure 1.11.
The key pluripotent gene markers are OCT4, SOX2 and NANOG [242–244]. After several
divisions, PTF fluctuations lead to the establishment of sub-populations with varying
pluripotency [242]. The differentiation of a stem cell into a specialised cell is the departure
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Figure 5.1: Microscopy images of a hPSC colony before and after BMP4 (differentiation
inducing agent) showing differentiation around the colony edge. The first column shows
phase contrast images, with the middle and final columns showing immunostaining (SOX2
and AP2α) images. In the final panels green highlights the differentiated cells (with low
SOX2 and high AP2α) and red the stem cells (with high SOX2 and low AP2α). The scale
bar represents 100µm. Figure adapted from [61].
from the pluripotent state led by PTF destabilisation and their interaction with chemical
signalling pathways [42, 43, 242]. This decision of a stem cell to either remain pluripotent
or to differentiate is known as its fate decision and is illustrated in Figure 5.2. In many
in-vitro experiments the differentiation of hPSC populations is biologically induced and
facilitated using a differentiation agent, such as BMP4 [245, 246].
It is unknown how much cell fate decisions are led by inherited factors, as opposed to
environmental factors and intra-cellular signalling as even clonal (genetically identical)
cells under the same conditions make different fate decisions [139]. Colonies exhibit
heterogeneous sub-populations of cells with differing levels of PTF expression
[42, 242, 247] which suggests a play-off between the potentially disruptive single-cell
factors and regulatory community effects [60, 61, 63, 240].
Several experiments have been performed to quantify the behaviour and joint
influence of each PTF in the pluripotent cell [40, 248–251]. Their results indicate that
PTF expression is highly variable both at the single-cell (time) and colony-level (space)
and are subject to intrinsic noise due to interactions at the molecular level and
randomness present in the extra-cellular environment [144, 252]. Thus, heterogeneity and
stochasticity are inherent properties of pluripotent stem cell populations [144, 240, 253]
that hinder their clonal expansion in culture [254–257].
A narrow range of PTF abundance is necessary for maintained pluripotency [258, 259]
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Figure 5.2: Stem cells can either sustain pluripotency and self-renew through mitosis,
or differentiate into specialised cells. Pluripotency is regulated by a complex network of
transcription factors, including OCT4, NANOG and SOX2. Differentiation in-vitro can
be induced by the addition of a differentiation agent, such as BMP4.
and even weak fluctuations can bias cell fate decisions in the G1 phase of the cell cycle [260].
Furthermore, the PTFs are inherited asymmetrically as a cell divides, biasing the fate of
the daughter cells and contributing to colony heterogeneity [41, 261, 262] with the decision
to differentiate largely determined before any differentiation stimulus is introduced [41].
A quantification of the stochastic, temporal dynamics of PTFs is necessary to examine
the knock-on effects to cell fate.
Recent mathematical models of these processes focus on describing pluripotency and
cell fate decisions to guide the optimisation and control of pluripotency in-vitro
(discussed in Chapter 1 [85, 92]) and are informed by recent studies of fluctuations of
PTFs throughout colonies [41, 240, 260] and the spatial patterning of differentiation
[61, 63]. Many models use coupled stochastic differential equations to describe PTF
fluctuations [140, 147, 150] while others use a gene network analysis framework [94, 156]
or take a mechanistic approach [157].
Although the dynamics of OCT4 are complex, affected by many genetic factors and
closely regulated by the other PTFs [43, 242, 263], here we aim to isolate autonomous
properties of OCT4 to facilitate the development of descriptive mathematical models.
This quantification of OCT4 will provide a basis for identifying systematic similarities
and differences between PTFs in future experiments, and highlights some key indicators
of cell fate. As our quantitative understanding of PTF regulation increases, more complex
regulatory properties can be considered to build fundamental models.
In the next sections we use the experimental data from [41] of time-lapse fluorescent
measurements of the OCT4 levels in cells in a growing hESC colony to quantify the
dynamics of intra-cellular OCT4.
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5.2 Characterising temporal OCT4
In this section we use the experimental data from [41] of time-lapse OCT4 expression in
cells in a growing hESC colony to quantify the dynamics of intra-cellular OCT4. We
describe quantitatively the fluctuations in OCT4 in relation to cell fate and the addition
of the differentiation agent BMP4. A deeper insight into the spatial distribution of
OCT4 in the colony and cell fate transitions, based on the same experiment is given in
[187]. This quantitative analysis, along with [41] and [187], provides the basis for the
developments in mathematical and statistical models of pluripotency presented in
Chapter 6.
Experiment 3 This experiment was carried out by Purvis Lab (University of
North Carolina, School of Medicine) and is published in [41].
The OCT4 levels (mean OCT4-mCherry fluorescence intensity) in a human
embryonic stem cell colony were determined and cells were live-imaged for
approximately 70 hours. At 40 hours the differentiation agent BMP4 was added to
the culture. The cell IDs, ancestries and positions were extracted along with their
OCT4 immuno-fluorescence intensity values (reported in arbitrary fluorescence
units, a.f.u.). Each cell was classified according to its final fate status as either
pluripotent, differentiated or unknown using expression levels of CDX2. Full
experimental details are given in Appendix A and [41]. The experimental data set
is available in [41].
Figure 5.3: Microscopy images of the hESC colony from Experiment 3. Red staining
shows the OCT4 levels and green the CDX2 levels (which indicates the presence of
differentiated cells). Figure adapted from [41].
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5.2.1 Colony growth summary
The colony begins from 30 cells and grows over 68 hours (817 time frames) to 381 cells,
with 1274 cell cycles elapsing within this time. The differentiation agent BMP4 was added
to the cells at 40 hours. The cells are categorised according to their final cell fate status as
pluripotent, differentiated, or unknown (could not confidently be assigned as pluripotent
or differentiated). The number of cells, N , considered in each cell fate category, pre- and
post-BMP4 is shown in Table 5.1.
Snapshots of the colony at times T = 0 h, T = 20 h, T = 40 h (the time BMP4
is added) and T = 68 h (the final recorded time) colour-coded by OCT4 intensity are
shown in Figure 5.4. There is clear spatial patterning of cell fates within the colony, with
clustering of pluripotent cells in the centre and differentiated cells around the top edge of
the colony. Spatial analysis shows that this patterning begins emerging at around T = 20
hours (20 hours before BMP4 addition) for differentiated cells, and at around T = 50
hours (10 hours post BMP4 addition) for pluripotent cells [187]. Although here we focus
on quantifying the temporal regulation in OCT4, we must keep in mind that there is a
spatial correlation between the cell fates.
N Pre-BMP4 Post-BMP4 All times
Pluripotent 96 422 518
Differentiated 22 111 133
Unknown 112 511 623
All fates 230 1044 1274
Table 5.1: The number of cells, N , in each of the cell fate and pre- and post-BMP4 categories. A
post-BMP4 is any cell present at 40 hours or later. There are 1274 cells in total.
Figure 5.4: Snapshots of the colony at (a) T = 0 h, (b) T = 20 h, (c) T = 40 h (at the
addition of BMP4) and (d) T = 68 h (final time). The cells are coloured according to their
OCT4 intensity levels. Note that the circles are not indicative of cell or nucleus size.
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Figure 5.5: Example OCT4 time series from a cell at the start of the experiment (cell ID
25, blue) and its descendent cells.
For every cell in the colony the corresponding time series is available for the abundance
of OCT4 within the cell during its lifetime: OCT4(t1), OCT4(t2), ..., OCT4(tn), where
t1 = 0 and tn are the start and end of the cell cycle for the cell, respectively. The values
of tn range from 15 minutes to 30 hours across the population. We will use the notation
ti to describe time-steps in terms of the cell cycle and Ti for experimental time (between
0 and 68 hours). The OCT4 time series for a cell at the beginning of the experiment and
its descendants are shown in Figure 5.5.
The number of cells in the colony as a function of time, N(T ), for all cells and each cell
fate is shown in Figure 5.6. The whole colony follows exponential growth, N(T ) = N0e
λT ,
with the growth rate λ = 0.042± 0.0003 h−1 and the initial condition N0 = 33 cells. Note
that when estimated from a least-squares fitting the parameter N0 differs slightly from the
actual initial number of cells (30). For differentiated cells, the growth rate is significantly
higher in the first 25 hours, so we consider the fit only after this time. The fittings, along
with those for the colony split by cell fate are shown on a linear-linear scale in Figure 5.6(a)
and a log-linear scale in Figure 5.6(b) with N0 = 14, 6 and 16 cells, and λ = 0.040±0.00016,
0.033 ± 0.0003 and 0.043 ± 0.0007 h−1 for pluripotent, differentiated and unknown cells
respectively. There is a visible plateau, deviating from exponential growth just before 60
hours, originating from the unknown cell population. Both pluripotent and differentiated
cell populations continue to follow exponential growth for the duration of the experiment.
The growth rate for the colony as a whole corresponds to a doubling time of 16 ± 0.01
hours, as noted in [41] and consistent with other reports [33, 82]. The corresponding
doubling times for the different cell fates are 17±0.004, 21±0.008 and 16±0.01 hours for
pluripotent, differentiated and unknown cells respectively. As expected, the pluripotent
cells proliferate significantly faster than the differentiated cells.
In the next sections we consider the correlation and similarities in OCT4 expression
between pairs of descendant (‘sister’) cells, and proceed to characterise how the drift in
OCT4 similarity between these cells emerges over cell lifetimes. We analyse the inherent
fluctuations in OCT4 expression and quantify its self-regulatory properties using the Hurst
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Figure 5.6: (a) The number of all (blue), pluripotent (purple), differentiated (green) and
unknown cells (yellow) in the colony over time, N(T ), with exponential growth fits N(T ) =
N0e
λT (black dashed). The initial estimated conditions N0 are 33, 14, 5 and 16 cells with
the growth rates (doubling times) λ = 0.042 ± 0.0003 (16 ± 0.01), 0.040±0.00016 (17 ±
0.004), 0.033±0.0003 (21± 0.008) and 0.043±0.0007 h−1 (16± 0.01 h) for all, pluripotent,
differentiated and unknown cells, respectively. The plateau of unknown cells just before
60 hours causes a deviation from the exponential fit. This is also visible in N(T ) for all
cells. (b) The corresponding data on a log-linear scale used to obtain the exponential fits.
exponent, autocorrelation and diffusion analysis. Where appropriate, we consider the
pluripotent and differentiated cells, pre- and post-BMP4 groups of cells separately to
identify any diagnostic factors.
5.2.2 OCT4 in sister cells
The analysis in [41] shows that upon cell division the ratio between the OCT4 values
of sister cells is centred around a 1:1 distribution, meaning that although asymmetric
pluripotency inheritance does occur (for example, 38% of divisions occur in the ratio 5:6
or more extreme), on average sister cells start with similar levels of OCT4. The OCT4
levels are also more similar in closely related cells, i.e., sister cells and cousin cells show
significant similarity when compared with random pairs of cells [41].
We can consider the strength of the correlation in the time series for the OCT4
abundance in sister cells over their whole lifetimes by calculating the Pearson correlation
coefficient, ρ. Before calculating the correlation, each OCT4 time series was de-trended
(using MATLAB’s inbuilt function detrend which subtracts the best-fit line from the
data) to account for any confounding similarities in sister cells that may be present due
to their shared environment. Note that for sister pairs with unequal cell cycle times, the
correlation is calculated for the time series of the length up to the minimum cell cycle
time. The distribution of ρ for pluripotent and differentiated, and pre- and post-BMP4
sister cells is shown in Figure 5.7(a) and (b). Here it is necessary to pool pre- and
post-BMP4 cells together for a cell fate comparison, and vice versa, to keep good
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statistics. The mean correlations, ρ, are given in Table 5.2 and show moderate positive
correlations across all categories.
There is no difference in this respect between cells of different fates, both with
ρ = 0.5 (±0.2 and ±0.3 for pluripotent and differentiated cells, respectively). The
Kolmogorov-Smirnov test provides no evidence at the 95% confidence level to reject the
null hypothesis that the distributions of ρ for pluripotent and differentiated cells, shown
in Figure 5.7(a), are the same. Sister cells pre-BMP4 show a weaker correlation than
those post-BMP4, with ρ = 0.3 ± 0.2 and ρ = 0.5 ± 0.3, respectively. The
Kolmogorov-Smirnov test provides evidence at the 95% confidence level to reject the null
hypothesis that the two distributions of Figure 5.7(b) are the same. This suggests that
BMP4 treatment exacerbates the similarities in sister cell OCT4 expression. These
results quantify the regulation between closely related cells and further illustrate that
this regulation is systematic and importantly, still present when confounding external
trends are removed.
We can also quantify how this correlation between sister cells varies throughout their
lifetimes. The initial and final OCT4 values for all sister cells are shown in Figure 5.7(c)
and (d). The initial values follow a very close relationship (as also shown by the OCT4 ratio
splitting distribution [41]), with a correlation of ρ = 0.99 and the trend line OCT1(t0) =
(1 ± 0.003)OCT2(t0). Note that the labelling of cell 1 and cell 2 is entirely arbitrary,
with one sister cell labelled cell 1 and the other cell 2. By the end of their respective
lifetimes, the distribution spreads, with a correlation of ρ = 0.78 and a line of best fit
OCT1(tn) = (0.97± 0.2)OCT2(tn).
In the next section we will consider the behaviour of OCT4 from the initial point of
possible asymmetric inheritance to the final time before mitosis at the end of the cell
lifetime and characterise how this drift of similarity in sister cells occurs.
ρ Pre-BMP4 Post-BMP4 All times
Pluripotent - - 0.5± 0.3(0.02)
Differentiated - - 0.5± 0.2 (0.04)
All fates 0.3± 0.2 (0.03) 0.5± 0.3 (0.01) 0.5± 0.3 (0.01)
Table 5.2: The mean correlation, ρ ± standard deviation (standard error) between sister cells.
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Figure 5.7: The correlation, ρ, between temporal OCT4 in sister cells where both sisters
cells were (a) pluripotent (purple filled circles) and differentiated (green unfilled squares)
and (b) cells pre-BMP4 (blue filled circles) and post-BMP4 (orange unfilled squares).
OCT4 values for all sister pairs (c) at the start and (d) end of their cell cycles. The lines of
best fit (orange solid lines) with standard errors in predicting a future observation (dashed
lines) are (c) OCT1(t0) = (1 ± 0.003)OCT2(t0) with R2 = 0.98 and (d) OCT1(tn) =
(0.97± 0.02)OCT2(tn) with R2 = 0.78.
95
Chapter 5. Characterising pluripotency
5.2.3 Temporal dynamics
In this section we quantify the temporal behaviour of the OCT4 dynamics on the cellular
level over the course of a cell lifetime. We consider the variability between discrete time-
steps and quantify the self-regulatory behaviour of OCT4 using several methods.
OCT4 distribution
To get an overall view of the OCT4 expression levels, the distributions of all measured
OCT4 values for pluripotent and differentiated cells, pre- and post-BMP4 are considered,
shown in Figure 5.8. Pre-BMP4, the differentiated cells show a skewed distribution, with
a higher preference of lower OCT4 expressions than the pluripotent cells. This is fitting
with the fact that the analysis in [41] suggests the tendency to differentiate is largely
pre-determined before the addition of the differentiation stimulus. Post-BMP4, both
pluripotent and differentiated cells also show a reduction in their OCT4 expression, with
the effect seen more strongly in the differentiated cells. It is expected that the BMP4
causes a reduction in OCT4 in the differentiated cells, but it is interesting that the same
effect (to a lesser extent) is also present in the cells which remain pluripotent. The
average (median) OCT4 expression levels, OCT4 are shown in Table 5.3.
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Figure 5.8: The distributions of OCT4 for pluripotent cells (purple) (a) pre-BMP4 and
(b) post-BMP4, and differentiated cells (green) (c) pre-BMP4 and (d) post-BMP4.
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OCT4 Pre-BMP4 Post-BMP4 All times
Pluripotent 1500 [1280 1730] 1090 [930 1260] 1160 [980 1380]
Differentiated 1100 [960 1290] 720 [450 990] 840 [510 1070]
All fates 1420 [1190 1670] 1050 [850 1230] 1110 [900 1320]
Table 5.3: The median OCT4 values, with lower and upper quartiles given as OCT4 [lower quartile
upper quartile].
Variability at short time scales
Even small fluctuations in PTF abundance impact cell fate [260] with both high and low
PTF values resulting in differentiation [258, 259]. The mathematical quantification of PTF
fluctuation will facilitate the description of pluripotency over discrete time-steps, fitting
for time-lapse experiments such as the one considered here [41]. First, we consider the
change in the intra-cellular OCT4 abundance between the five minute intervals, t1, t2, ...tn,
as ∆OCT4 = OCT4(ti) − OCT4(ti−1). Our choice of the five minute intervals allows for
good statistics with 90% of cells having greater than 50 data points. It is likely that a
large proportion of these individual fluctuations will be due to experimental noise, but
considering all of these values together reveals the average behaviour.
The distributions of ∆OCT4 for pluripotent and differentiated cells, pre- and post-
BMP4 are shown in Figure 5.9. For both fates across all times, the change in OCT4 is
centred around zero (although the individual values range from −1300 to 1200). This
means that, on average, the change in OCT4 is bi-directional for both pluripotent and
differentiated cells. There is no preference for the OCT4 abundance to increase or decrease
in a time-step, the fluctuations are symmetric overall. Interestingly, although symmetric,
the distributions are not Normal (confirmed by the Kolmogorov-Smirnov test at the 95%
confidence level) due to a narrower and steeper peak, visible in Figure 5.9. A Laplace
distribution, Laplace(µ†, b), with probability density function e−|x−µ
†|/b/2b, better fits the
experimental data in all cases. The parameters can be estimated using the maximum
likelihood estimators µ̂† and b̂, where µ̂† is the sample median and b̂ is the mean absolute






|xi − µ̂†|. (5.1)
These estimated parameters for Laplace fittings to ∆OCT4 are given in Table 5.4.
Post-BMP4 addition, the distributions for both cell fates become significantly narrower,
with the parameter b showing a reduction of 49% for differentiated cells, and 33% for the
pluripotent cells. There is also a subtle skew in the differentiated cells towards negative
values of ∆OCT4 which is consistent with the fact that the OCT4 levels overall decrease
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Figure 5.9: Distributions of the change in OCT4 between the five minute time frames
(∆OCT4) for pluripotent cells (a) pre-BMP4 and (b) post-BMP4, and differentiated cells
(c) pre-BMP4 and (d) post-BMP4. Solid lines show the Laplace distribution fittings,
Laplace(µ†, b), with the parameters (a) µ† = −0.7 and b = 52.1, (b) µ† = −0.3 and
b = 34.7, (c) µ† = −0.7 and b = 45.6 and (d) µ† = −2.6 and b = 23.3. Dashed lines show
the Normal distribution fittings.
after the BMP4 addition. The narrowing of the distributions is due to a preference of
smaller changes in OCT4 in all cell fates provoked by the differentiation agent. This could
be driven by induced selectivity caused by the BMP4 addition (i.e., the BMP4 causes a
systematic change, producing a preference for smaller ∆OCT4 values), or it could suggest
some collective self-regulation [60]. Further experiments (varying colony size) are needed
to investigate if this is a collective behaviour effect. It is expected, since the differentiated
cells are most affected by the BMP4, that this group would show the biggest reduction in
variation and therefore the strongest regulation in their OCT4 values.
We can also consider the self-similarity of the OCT4 series using the Poincaré map
[264, 265]. Poincaré maps offer an efficient diagnostic for analysing the self-similarity of a
series. A timed signal is plotted against itself after a time delay (here the time delay is 5
min) and its scatter pattern reflects the randomness and variability of the dynamics, thus
giving a representation of the correlation between consecutive values of the time series.
For each cell, its OCT4 time series can be plotted against itself with one time-step delay,
i.e., OCT4(ti) against OCT4(ti+1), as shown in Figure 5.10. In the Poincaré plots we
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Laplace(µ†,b) Pre-BMP4 Post-BMP4 All times
Pluripotent (−0.7, 52.1) (−0.3, 34.7) (−0.3, 38.5)
Differentiated (−0.7, 45.6) (−2.6, 23.3) (−2.4, 28.1)
All fates (−0.8, 50.8) (−0.9, 32.4) (−2.4, 28.1)
Table 5.4: The parameters from the Laplace(µ†,b) fittings to the ∆OCT4 distributions shown in
Figure 5.9.
SD1, SD2 Pre-BMP4 Post-BMP4 All times
SD1 SD2 SD1 SD2 SD1 SD2
Pluripotent 64 1430 51 1150 54 1320
Differentiated 54 1070 33 990 38 1090
All fates 62 1440 48 1170 51 1330
Table 5.5: Quantitative results for the Poincaré map ellipse fittings. The major axis (SD1) and
minor axis (SD2) from fitting ellipses to the plots shown in Figure 5.10.
colour the values according to their normalised frequency. The data (changes in OCT4)
is binned into 100 groups before the relative frequency of that group (a value between 0
and 1) is calculated.
By assessing qualitatively the shape formed by the return maps shown in Figure 5.10,
we observe changes in the distribution of points between pluripotent and differentiated
cells, pre- and post-BMP4. Even pre-BMP4 addition, the differentiated cells show less
variation compared to the pluripotent cells, with the addition of BMP4 exacerbating this
effect. Quantitatively these results can be described by fitting an ellipse to the shape
formed by the data plots and measuring the dispersion along the major SD1 and minor
SD2 axes, given in Table 5.5.
This information quantifies step changes in OCT4, suggesting the use of the Laplace
distribution to simulate variation and shows that the addition of BMP4 provokes tighter
self-regulation across both cell fates. It also highlights that even between small time
increments such as these, the fluctuations post BMP4 should be considered separately
for cells of different fates, not only in terms of their average, as expected, but also their
variability. Note that this allows us to capture the nature of the variation in OCT4 only
and further aspects of the behaviour need to be considered to fully describe the OCT4
regulation over time.
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Figure 5.10: Poincaré maps for the OCT4 signal for pluripotent cells (a) pre-BMP4 and
(b) post-BMP4, and differentiated cells (c) pre-BMP4 and (d) post-BMP4. The colour
bar shows the normalised relative frequency of the points.
OCT4 self-regulation
To investigate the self-regulation and internal memory of OCT4 during a cell cycle, we
consider three related approaches, the Hurst exponent, the autocorrelation function and
diffusion analysis.
The Hurst exponent
The Hurst exponent, 0 < H < 1, is a measure of the memory, or the self-similarity






= CnH as n→∞, (5.2)
with R(n) the range of the first n cumulative deviations from the mean and S(n) their
standard deviation. E[·] denotes the statistical expectation, n is the number of data points
in the time series and C is a constant. The quantity R/S is known as the rescaled range
and measures how the apparent variability changes with the length of time considered.




i=1Xi, Rt can be calculated as
Ri = max(Z1, Z2, ..., Zt)−min(Z1, Z2, ..., Zt), (5.3)
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Xi −m for t = 1, 2, ..., n. (5.4)
We calculated the Hurst exponent using the function genhurst (MATLAB) [267]. Further
details on the Hurst exponent, other methods of estimation and its relation to fractional
Brownian motion can be found in [103, 266, 268, 269].
The Hurst exponent provides a measure of the long term memory of a time series. If a
series is Brownian, H = 0.5, then the fluctuations are mutually statistically independent,
with the variable just as likely to increase as decrease at each time-step. If the series is
persistent, H > 0.5, then at each time-step the series is more likely to fluctuate in the same
direction as in the previous step, i.e., if in the last time-step there was an increase, it is
more likely there will be another increase during the next time-step. For anti-persistence,
H < 0.5, the series is less likely to fluctuate in the same direction as the previous step.
The Hurst exponent was calculated for all cells which live longer than 50 time frames
(4.16 hours). The distributions of all H values for pluripotent and differentiated cells, pre-
and post-BMP4 are shown in Figure 5.11. The average Hurst exponents, H, are given
in Table 5.6 for each group. In all cases, the Hurst exponents are significantly less than
0.5, showing moderate anti-persistence. This shows the self-regulation of OCT4 on the
intra-cellular scale: if the OCT4 value has just increased, it is more likely to next decrease,
and vice versa. This is the case across each cell fate group.
Although the means are within errors of one another, the Kolmogorov-Smirnov test
rejects the null hypothesis that the distributions of H for pluripotent and differentiated
pre-BMP4 cells are the same at the 95% level. There is no significant difference in H
before and after the BMP4 addition for both cell fates (confirmed by the
Kolmogorov-Smirnov test at the 95% level) suggesting this aspect of the self-regulatory
behaviour is inherent to the cells and unchanged by the differentiation stimulus. This
quantification via the Hurst exponent is directly transferable to use in fractional
Brownian motion modelling [103, 266, 268, 269].
H Pre-BMP4 Post-BMP4 All times
Pluripotent 0.37 (0.08 0.008) 0.37 (0.09 0.004) 0.37 (0.09 0.004)
Differentiated 0.42 (0.08 0.02) 0.39 (0.09 0.009) 0.40 (0.09 0.008)
All fates 0.38 (0.08 0.007) 0.38 (0.09 0.004) 0.38 (0.09 0.004)
Table 5.6: The mean Hurst exponent H with (standard deviation, standard error) for all cell
categories.
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Figure 5.11: The Hurst exponent, H, for pluripotent cells (purple) (a) pre-BMP4 and (b)
post-BMP4 and differentiated cells (green) (c) pre-BMP4 and (d) post-BMP4. The black
lines show H = 0.5, the value for Brownian fluctuations.
Autocorrelation
The anti-persistence can be further explored by considering the autocorrelation of the
OCT4 time series. The autocorrelation function, C, is the correlation of a time series with
itself at increasing time lags, hence −1 ≤ C ≤ 1 where C = 0 signifies no correlation,
C < 0 a negative correlation (corresponding to anti-persistence) and C > 0 a positive
correlation (persistence). We calculate the autocorrelations using MATLAB’s autocorr
function (Econometrics Toolbox). The autocorrelation Ci of a time series between xt and






(xt − x)(xt+k − x), (5.5)
where σ is the sample variance of the time series. The decay of the autocorrelation to
zero (scaled to cell lifetimes) is presented in the Appendix in [41] and here we extend
this to quantify the periods of anti-persistence and consider the periodic nature of the
autocorrelation.
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Typical autocorrelation functions are shown in Figure 5.12. The majority of the cells
follow an autocorrelation similar to the one shown in Figure 5.12(a) (cell ID 46), with
initial correlation (inter-dependence between the consecutive measurements) declining to
zero, followed by a period of anti-correlation before the autocorrelation settles at zero.
There are, however, other behaviours evident. Some cells show several lag intervals of anti-
correlation, as in Figure 5.12(c) (cell ID 14), with others showing a positive correlation at a
longer time lag before settling at zero, as in Figure 5.12(e) (cell ID 43). The corresponding
time series of OCT4 for each example cell are shown in Figure 5.12(b,d) and (f). The
intervals of positive correlation are visible as trends in OCT4 (either continued increase
or decline), with anti-correlation visible as fluctuations about a horizontal line.
Anti-correlation for a time lag of at least one hour duration is seen in 99% (1255/1274)
of cells, and for at least five hours in 86% (1090/1274) of cells. Of the cells with at
least one hour anti-correlation visible, 44% show a second period of correlation near the
end of their lifetimes (as in Figure 5.12(a) and (c)). Out of these, 65% show one period
of anti-correlation (as in Figure 5.12(e)), 31% two periods (as in Figure 5.12(c)), and the
remaining 4% three or more. For the 57% of cells with no second period of correlation, 90%
of cells show one period, 8% two periods and 2% three or more periods of anti-correlation.
The shortest time lag at which the anti-correlation occurs, tAC, can be calculated for
each individual cell. The distribution of tAC for cells with at least one hour anti-correlation
is shown Figure 5.13(a) and reveals the critical cell cycle stage in which it first occurs.
In all cells with anti-correlation, it has begun by 8 hours into the cell cycle (just over
half a cell cycle [41]), suggesting that before they reach the latter halves of their lifetimes
the internal self-regulation of OCT4 begins. This could be due to the memory effects or
the down-regulation of the PTF which occurs prior to mitosis [270, 271]. The percentage
lifetime a cell spends in an anti-correlated state is 40–80% (with a mean of 60%) for both
fates, pre- and post-BMP4.
The oscillatory behaviour and decay of the autocorrelation can be captured by the
function C = cos(2πt/a)e−t/b [272] (note that this periodicity in the autocorrelation does
not necessarily imply periodicity in the time series). These fittings are shown in Figure 5.14
for 25 randomly selected cells in the colony. This quantifies the temporal, periodic decay
in the autocorrelation, with the parameter a representing the time-scale of the periodicity,
and b the time-scale of the decay (the correlation decay time). Histograms of a and b
for all 1274 cells are shown in Figure 5.15. Both distributions are skewed, with medians
of 11.7 h and 3.0 h, and 90th percentiles of 30 h and 7 h for a and b respectively. This
quantifies the characteristic time-scale of the periodicity and the correlation decay time
as less than 30 hours and 7 hours in 90% of cases, respectively.
The correlation time is defined as τ =
∫∞
−∞C(t)dt. We estimate τ as the area under the
curve for each autocorrelation function, which produces a mean correlation time across all
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Figure 5.12: Typical autocorrelations showing (a) a period of anti-correlation before
settling at zero correlation (seen in 51% of cells), (c) two periods of anti-correlation followed
by correlation (28% of cells) and (e) a period of anti-correlation followed by a period of
correlation (14% of cells). The panels (b,d) and (f) show the OCT4 variation in time for
these cells respectively. The average behaviour is similar to that in (a).
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Figure 5.13: (a) The first time at which the autocorrelation becomes negative for all cells,
i.e., the time at which the anti-correlation begins within each cell cycle. (b) All correlation
times for all cells, τ =
∫∞
−∞C(t)dt.
cells of τ ≈ 0±0.002 h, indicating that the areas of positive and negative auto-correlations
are close to each other. The distribution of all correlation times is shown in Figure 5.13(b).
We can identify the average behaviour by considering all autocorrelations for all cells.
The mean (and standard deviation) and median (and interquartile range) autocorrelations
C for all cells is shown in Figure 5.16(a). Notably the mean and median are comfortably
within errors of each other and the autocorrelation is robust to the chosen averaging
method. The average autocorrelation decreases to zero at around three hours, followed
by a period of negative autocorrelations indicative of anti-persistent behaviour between
approximately three and 12 hours. By 13 hours, the average autocorrelation settles at
zero, showing no internal memory past this time. These observations are robust to cell
fate and the equivalent autocorrelations for pluripotent and differentiated cells are shown
in Figure 5.16(b) and (c). This shows that during a cell cycle, there is long-term memory
in the OCT4 expression up to around 12 hours, but the nature of the effect differs over
this time with initial correlation being replaced by anti-correlation. Notably, the mean
autocorrelation is not fully described by cos(2πt/a)e−t/b, as the full scale of the anti-
correlation is not captured, shown in Figure 5.16(d). These results can be used to inform
chemo-dynamical models of the OCT4 production within a cell, with the time scales
identified likely to reflect the chemical reaction rates involved.
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Figure 5.14: Autocorrelation functions for 25 random cells (blue circles) with the fittings
C = cos(2πt/a)e−t/b (orange solid lines).
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Figure 5.15: The distributions of the parameters (a) a and (b) b from all C =
cos(2πt/a)e−t/b autocorrelation fittings. The parameter estimates using the mean and
median autocorrelations for all cells are a = 11.7±0.92 and 12.16±0.69 and b = 2.05±0.23
and 2.42 ± 0.21 and are shown as a red solid and yellow dashed line, respectively. The
distribution of a and b for pluripotent cells (purple) (c,g) pre-BMP4 and (d,h) post-BMP4
and differentiated cells (green) (e,f) pre-BMP4 and (i,j) post-BMP4.
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Figure 5.16: (a) The mean (blue solid with standard deviation error bars) and median
(orange dashed, with interquartile range error bars) autocorrelation for all cells with
increasing time lag. The corresponding autocorrelations for (b) pluripotent (mean purple
solid, median black dashed) and (c) differentiated (mean green solid, median black dashed).
(d) The mean autocorrelation for all cells with the fitting C = cos(2πt/a)e−t/b (orange
dashed), with a = 10.9± 0.9 and 11.3± 0.8,
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Diffusivity
A further method of quantifying the internal regulation of OCT4 is to consider the
diffusive behaviour of the time series. The theory of diffusion and random walks,
introduced in Chapter 1, is widely used across many biological applications, including
stem cells and so it is useful to quantify the OCT4 behaviour within this framework
[74, 87–89, 109, 112].
After the cell division with asymmetric inheritance of OCT4 there is a short period
of increased fluctuations [41]. Here we consider each OCT4 time series from half an hour
after cell division. Each cell has an OCT4 value at the start of its lifetime, denoted
OCT0. The mean square difference of OCT4 over time, MSD(t), can be calculated as
〈|OCT4(t) − OCT40|2〉, where the angular brackets denote the average across all cells in
the group considered. The MSD for all, pluripotent, and differentiated cells, pre- and post-
BMP4 between 0 and 15 hours is shown in Figure 5.17. For pluripotent cells, both pre- and
post-BMP4, the distinct sub-diffusive behaviour of the MSD is visible, with MSD = βtα,
α < 1. The parameters α and β are shown in Table 5.7. The differentiated cells show
diffusive behaviour at early times, with α ≈ 1, but the limiting of the MSD can still be
seen from around 2 hours pre-BMP4 and from 9 hours post-BMP4.
This sub-diffusivity is consistent with the anti-persistence revealed using the Hurst
exponent and autocorrelation. In agreement with those results, on average, the intra-
cellular OCT4 abundance behaves in a sub-diffusive manner throughout a cell lifetime.
This has a knock-on effect for the relationship between sister cell OCT4 which is considered
below.
This further quantifies the self-regulatory behaviour of OCT4 within the diffusion
framework, a fundamental starting point for many mathematical models. The
anti-persistence of OCT4 suggests possibilities for mathematical modelling methods to
capture the internal regulation of pluripotency, including fractional Brownian motion
and correlated random walk theory.
Pre-BMP4 Post-BMP4
α β α β
Pluripotent 0.59± 0.03 42000± 2700 0.54± 0.03 35000± 2300
Differentiated 0.88± 0.13 54000± 3300 1.04± 0.04 13000± 900
All fates 0.52± 0.03 44000± 2500 0.70± 0.02 26000± 2700
Table 5.7: Parameters for MSD = βtα fittings.
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Figure 5.17: The MSD for all cells (a) pre and (b) post-BMP4, pluripotent cells (c) pre-
and (d) post-BMP4 and differentiated cells (e) pre- and (f) post-BMP4. The black dashed
lines show the fits MSD = βtα with the parameters (a) α = 0.52±0.03, β = 44000±2500,
(b) α = 0.70 ± 0.02, β = 26000 ± 1000, (c) α = 0.59 ± 0.03, β = 42000 ± 2700, (d)
α = 0.54 ± 0.03, β = 35000 ± 2300, (e) α = 0.88 ± 0.13, β = 54000 ± 3300 and (f)
α = 1.0± 0.04, β = 13000± 900.
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Diffusivity between pairs
The drift in OCT4 values between sister cells can conveniently be considered within the
diffusion framework. In the previous section we showed that intra-cellular OCT4
abundance behaves in a sub-diffusive manner throughout a cell lifetime. We can examine
the effect this has on pairs of sister cells and the implications for modelling.
Consider the difference between the OCT4 levels in sister cells through time, OCT1(t)
and OCT2(t), denoted as δ(t) = |OCT1(t) − OCT2(t)|. Note that the labelling of cell
1 and cell 2 is entirely arbitrary. We can consider the mean square difference for δ,
MSD = 〈|δ − δ(0)|2〉, where angular brackets denote the average across all sister pairs.
The MSD is shown in Figure 5.18 and reveals the sub-diffusive behaviour; a result of the
sub-diffusive nature of individual cells.
We can compare the sister cell pairs to a Brownian diffusive simulation, shown in
Figure 5.19, illustrating realisations for three pairs of cells and their corresponding δ,
along with δ for all 564 experimental pairs, and 500 simulated pairs. This leads to the
MSD behaviour shown in Figure 5.19(g) and (h), with the experimental pairs showing a
suppressed MSD behaviour in comparison to a Brownian diffusive simulation.
This highlights that although the difference between OCT4 levels in sister cells does
increase stochastically over the cell lifetimes, it does so in a suppressed, sub-diffusive
manner. These results further quantifies similarities between sister cells and their
diffusive behaviour, and suggests extensions to Brownian motion for modelling purposes,
such as fractional or geometric Brownian motion.
























Figure 5.18: (a) The MSD, 〈|δ−δ(0)|2〉 in OCT4 values between sister cells with standard
error (orange) and standard deviation (blue) errors. (b) The MSD with standard error
bars only.
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Figure 5.19: A comparison of the behaviour of OCT4 within experimental sister pairs
(left) and a simulated pairs (right) which behave diffusively with σ = 80 to correspond
to the experimental data. (a,b) A realisation of three pairs with (c,d) the difference in
OCT4 between these pairs over time, δ, and (e,f) δ for all 564 experimental pairs, and
500 simulated pairs. The MSD for (g) experimental and (h) simulated sister pairs of cells
with standard deviation error bars.
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OCT4 decline prior to cell division
A sharp decline in OCT4 levels occurring before cell division is noted in [41], in keeping
with the transcription factor down regulation known to occur before mitosis [270, 271].
This phenomena can be quantified, with the decrease in OCT4 beginning, on average, 35
minutes (0.58 hours) before cell division, lasting for 15 minutes (0.25 hours), and showing
a reduction of 22% from the interphase OCT4 expression. The OCT4 expression levels
recover as mitosis occurs and the cycle repeats for the cell’s descendants consistent with
experimental results showing OCT4 resets on re-entry to the G1 phase [273, 274]. This is
shown for all cells before BMP4 addition in Figure 5.20.
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Figure 5.20: The average OCT4 values, mean (blue solid line) with standard error in the
mean error bars, and median (orange dashed line) with upper and lower quantile error
bars.
5.2.4 The ‘unknown’ cells
We have quantified the behaviour of OCT4 using a variety of mathematical techniques,
some of which characterise the difference between pluripotent and differentiated cells. To
illustrate this, we will use the unknown cells (unable to be classified as either pluripotent or
differentiated based on their final CDX2 levels) and compare their time series parameters
to the pluripotent and differentiated cells.
Firstly, the distribution of all OCT4 values for the unknown cells lies between that
for the pluripotent and differentiated cells, both pre- and post-BMP4, as shown in
Figure 5.21(a) and (b). This is unsurprising as these cells had an OCT4 expression
(along with a CDX2 expression) that did not correspond to either cell fate. Having
measured the OCT4 time series for enough time steps to get a distribution of OCT4,
comparison could be made to identify whether it best corresponds to that of the
pluripotent or the differentiated cell fates, even before any differentiation stimulus is
added. However, we still have a large portion of cells which fall in the middle of the two
categories (the unknown cells), unable to be confidently classified.
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Figure 5.21: The distribution of all OCT4 values for unknown cells (a) pre- and (b)
post-BMP4. The corresponding distributions for pluripotent and differentiated cells as a
purple solid line and green dashed line, respectively. The distribution of all changes in
OCT4, ∆OCT4, for all unknown cells (c) pre- and (d) post-BMP4. The corresponding
distributions for pluripotent and differentiated cells as a purple solid line and green dashed
line, respectively. The MSD for unknown cells (e) pre and (f) post-BMP4 with error bars
the standard error. The black dashed lines show the fits MSD = βtα with the parameters
(e) α = 1.03± 0.05, β = 32000± 1000 and (f) α = 0.80± 0.01, β = 23000± 400.
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There is also a significant difference in the ∆OCT4 distributions post-BMP4, shown
in Figure 5.21(d) for the unknown cells. The distribution fits a Laplace distribution with
the parameters µ† = −1.8 and b = 27, both between their pluripotent and differentiated
counterparts. The distributions pre-BMP4 are not different enough to distinguish between
the fates, shown in Figure 5.21(c).
There is no distinguishable difference between the cell fates using an autocorrelation
analysis or the Hurst exponent (with H within errors for all cell fates, including the
unknown cells). However, the MSD plots to identify sub-diffusion show a significant
difference between the fates, with the MSD for pluripotent cells well described by a
power law relationship. The MSD for the unknown cells is shown in Figure 5.21(e) and
(f). Pre-BMP4, the MSD is diffusive up to two hours with MSD = βtα, β = 32000± 1000
and α = 1.03 ± 0.05, similar to the differentiated cells. Post-BMP4, the relationship fits
a power law up to eight hours, with β = 23000± 400 and α = 0.80± 0.01.
These results show that overall, the unknown cells behaviour lies between that of the
pluripotent and differentiated cell fates. The unknown pro-fate cells could be the result of
a mixture of both populations with the ability to express high and low OCT4 expressions,
or cells undergoing a transition phase between pluripotent and differentiated.
5.3 Discussion and conclusions
Promising clinical applications of hESCs require tight control over the pluripotency of
hESC colonies. It has been shown that even small PTF fluctuations can bias cell fate
decisions and that PTFs are inherited asymmetrically upon cell division [41, 260–262]. It
is therefore necessary to quantify the dynamics of key PTFs to further our understanding of
how pluripotency is regulated and assist in the development of mathematical modelling.
Thorough quantification also provides the basis for experimental comparisons and the
identification of systematic and universal behaviours. Here we have used a published data
set from [41] to analyse and quantify the dynamics of the PTF OCT4.
The colony considered here grows exponentially, with changing proportions of
pluripotent, differentiated and unknown cells. Snapshots of the colony show some spatial
patterning of the OCT4 abundance (Figure 5.4), with higher levels of expression of
OCT4 visible in cells clustered in the colony centre. A spatial analysis of the colony can
be found in [187]. Here we have focused on the quantification of the temporal dynamics.
Time-lapse experiments such as the one considered here [41] provide opportunities for
the quantification of temporal PTF regulation which can be compared to, and enhance,
current biological knowledge. For example, a sharp decline in OCT4 levels occurring before
cell division is noted in [41], in keeping with the transcription factor down regulation known
to occur before mitosis [270, 271]. Here we can quantify the phenomena, with the decrease
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in OCT4 beginning, on average, 35 minutes (0.58 hours) before cell division, lasting for
15 minutes (0.25 hours), and showing a reduction of 22% from the interphase OCT4
expression. The OCT4 expression levels recover post-mitosis and the cycle repeats for the
cell’s descendants. This is consistent with experimental results showing OCT4 resets on
re-entry to the G1 phase [273, 274].
The study in [41] reveals that sister cells show more closely related OCT4 values than
pairs of random cells. Here we take this a step further by quantifying their temporal
dynamics in relation to one another. Taking into account any common trends which may
affect both cells due to their shared environment, the sister cells before BMP4 show a
moderate correlation with each other with a correlation coefficient of 0.5. This is reduced
to a slight correlation for pairs that exist after the BMP4 addition (0.3). The fact that
these correlations still occur after de-trending further highlights the inherent similarities
between related cells. We then consider the OCT4 behaviour over cell lifetimes to explore
the manner in which this drift in similarity occurs. The behaviour is summarised in the
schematic in Figure 5.22.
Stochastic fluctuations in OCT4 have been shown to bias cell fate [260] with evidence
of asymmetric noise leading to noise-mediated cell plasticity [275]. Here we see the change
in OCT4 between each 5 minute time interval is isotropic, with an average of zero. A
natural assumption in model development would be to simulate this symmetric time-step
change in OCT4 with a Normal distribution, however the distribution of all these changes
best fits a Laplace distribution. Laplace distributions have previously been applied to
gene expression data, with the suggestion that the distribution can represent mixtures
of other distributions (e.g., Normal, Pareto) also related to gene expression [276]. The
parameters can be used for experimental comparisons, as direct inputs into computational
models and for model verification. Further experimental data (e.g., different cell lines,
culture conditions, restricted geometries, cell densities) are needed confirm the robustness,
estimate the parameters for other experimental conditions and investigate how this is
affected by cell-cell interactions. This only allows us to capture the nature of the variation
in OCT4 and further aspects of the behaviour need to be considered to fully describe the
OCT4 regulation over time.
Although this shows that overall, positive changes in OCT4 are just as likely to occur as
negative ones, it does not reveal anything about the temporal nature of these fluctuations
and hence any correlation properties which may be evident over time (for example, all
the positive changes in OCT4 could come one after the other, followed by all the negative
changes, it does not mean that a positive change is necessarily followed by a negative
change). There is also a difference in these fluctuations after the differentiation agent, with
the addition of BMP4 provoking tighter self-regulation across all cell fates. Experiments
using increasing numbers of cells and colony sizes (using varying size multi-well growth
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Figure 5.22: An illustration of the dynamics in OCT4 over a cell lifetime. (a) OCT4 is
split, possibly asymmetrically but on average in a 1:1 ratio [41] before fluctuating in a
sub-diffusive manner (with a power law relationship for pluripotent cells), resulting in (b)
more variation in sister cells at the end of their lifetimes (over an average of 14 hours [41]).
This can result in cells of different fates: (c) pluripotent and (d) differentiated.
plates and boundaries) can be used to investigate whether this self-regulation is a collective
behaviour effect that begins at a certain colony size.
The distributions of OCT4 provide a quantitative comparison for future experiments,
characterising the spread and skew of OCT4 expression. Similarly, the Laplace
distribution fittings to the change in OCT4 between the five minute time intervals can
be a direct input into computation models requiring ∆OCT4 as a probabilistic
parameter. The distributions can also be used for model verification. Regardless of the
modelling method used, the distributions of OCT4 and ∆OCT4 produced via a
simulation can be compared, both qualitatively, and quantitatively by the parameters of
the distribution, to these experimental results.
A significant finding of this analysis is the quantification of the self-regulatory
properties of OCT4 within cells. We use the Hurst exponent, previously used to
characterise gene expression [277], DNA sequencing [278], stem cell division times [279]
and self-renewal capacities [280]. The Hurst exponent quantifies the level of
anti-persistence in the OCT4 regulation (0.38). Broadly, the identification of a Hurst
exponent which is not Brownian suggests the use of specific equations, i.e., the equation
needs to be able to produce this anti-persistence. Furthermore, it can be a direct input
into some stochastic modelling equations in which the parameter, H, is required, e.g.,
fractional Brownian motion [103, 266, 268, 269]. We also use Poincaré plots to visualise
the OCT4 values in relation to the previous snapshot but note that other methods are
also applicable here, such as diffusion maps [281].
An autocorrelation analysis shows significant anti-correlation, in keeping with the
regulation of PTFs [43, 156, 242]. Throughout the colony growth, anti-correlation of at
least five hours is seen in 86% of cells (with no significant difference between the cell
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fates, suggesting OCT4 regulation is quantitatively comparable in pluripotent and
differentiated cells), and on average occurs between 3 and 12 hours into a cell’s lifetime,
with cells in an anti-correlated state for 60% of their cell cycle. The results suggest that
the anti-correlation is an inherent property of the cells, across all cell fates. Further
experiments are needed to clarify that this is the case under different experimental
conditions (i.e., different sized colonies, other cell lines, in different geometries) but this
provides a further quantitative statistic for comparisons. The identification of this
systematic property has implications for the underlying stochastic chemistry of the
OCT4 regulation and can be used to inform chemical models of PTF regulation, often
based on the Hill equations [147, 148].
This is further illustrated by considering the behaviour of the cells in the diffusion
framework, with cells across all fates showing significant sub-diffusivity. For pluripotent
cells, the sub-diffusivity can be described by a power-law relationship. The sub-diffusive
nature of the time series allows the complete characterisation using only two summary
parameters, α and β. This highlights the presence of a universal behaviour in the cells, and
can be used as a direct parameter input into Brownian (and the fractional and geometric
extensions) computational models allowing the future behaviour of the OCT4 regulation
to be predicted statistically.
It is worth noting that the anti-persistence and sub-diffusivity is not contradictory
to the conclusion of pre-determined cell fate in [41], as here we consider the behaviour
over individual cell lifetimes, (i.e., shorter time scales) and do not take into account other
behaviours in the colony (i.e., over multiple cell divisions, longer time scales).
The experiment in [41] has led to a rich analysis, allowing us to establish the
language through which to guide mathematical modelling; informing equation choices,
revealing properties of the inherent chemistry and identifying universal behaviours. In
general, this highlights the need for further temporal experimental data on OCT4 and
other transcription factors. In Chapter 6, we will use these results to develop




An introduction to mathematical models of the pluripotency regulatory network is given
in Chapter 1. Here we simplify the process of modelling pluripotency by focussing on
the single pluripotency transcription factor, OCT4. We use the quantitative analysis
from Chapter 5 and Experiment 3 (details given in Appendix A) to explore different
mathematical models for its temporal regulation and characteristic fluctuations. The
OCT4 expression for pluripotent and differentiated cells in Experiment 3 is shown in
Figure 6.1. Note that at 40 hours the differentiation agent BMP4 was added to the cells
to facilitate differentiation, resulting in a decline in OCT4 expression in some cells.
Since pluripotency (and hence OCT4) is inherently stochastic [41, 60, 240, 275], we
focus on different forms of stochastic models to capture the behaviour, namely: fractional
Brownian motion and the stochastic logistic equation. We consider different methods
of noise production (additive and multiplicative) and their effects on temporal OCT4
simulation. We also examine the use of shifting carrying capacities and Allee effects to
simulate a reduction in pluripotency towards the differentiated state.
Figure 6.1: The OCT4 expression for all pluripotent (purple) and differentiated (green)
cells from Experiment 3 (details given in Chapter 5 and Appendix A). The differentiation
agent BMP4 was added at 40 hours causing a reduction in OCT4 in the differentiated
cells.
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6.1 Modelling temporal OCT4
6.1.1 Basic model
In the following sections we explore the use of different stochastic models as a framework
for temporal OCT4 regulation, aiming to capture the experimental behaviour shown in
Figure 6.1. All the models discussed have the same basis, with the initial conditions and
cellular division incorporated using the algorithmic base model below.
1. We begin with a chosen initial number of cells, N = N0.
2. Each of the N cells are allocated an initial OCT4 value. This is extracted
probabilistically from the kernel density fitting to the distribution of OCT4(T = 0)
from Experiment 3, shown in Figure 6.2(a).
3. Each of the N cells are allocated a cell cycle duration. This is extracted
probabilistically from the kernel density fitting to the distribution of cell cycle
times for all pre-BMP4 cells from Experiment 3, shown in Figure 6.2(b). Each
cell’s position in its cell cycle is chosen uniformly.
4. For each of the N cells the OCT4 values for the duration of their cell cycle are
simulated using one of the stochastic models.
5. Each of the N cells divide into two cells at the end of their cell cycle. For each of
the two daughter cells, their initial OCT4 value is set to the final OCT4 value of the
mother cell.
6. Steps 4 and 5 are repeated for the number of required division events.
When the cell cycle times are generated in step 3 it is necessary to specify how much
of the cell cycle has already elapsed. If all cells begin at the start of their cell cycle at
the start of the simulation then divisions will be synchronised, visible as ‘steps’ in the
number of cells over time, N(t), as shown in Figure 6.3(a). Avoiding this synchronisation
by starting cells at different points in their cell cycle gives a more accurate representation
of colony size, as shown in Figure 6.3(b).
Although we have used the analysis of Experiment 3 to inform the initial conditions and
the cell cycle simulation, this is flexible and can easily be adapted to other experimental
results. The OCT4 regulation itself is captured in step 4 and is open to many mathematical
modelling techniques. In the next section we consider using fractional Brownian motion
and the stochastic logistic equation for OCT4 dynamics pre-BMP4 addition.
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Figure 6.3: The number of cells over time, N(t), when (a) cellular division is synchronised
and (b) cellular division is not synchronised in step 3 of the common base model. Blue
solid lines show the simulated population sizes and orange dashed lines the population
from Experiment 3.
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Figure 6.2: The distributions used to inform the initial conditions and cellular division in
the common base model. (a) The distribution of initial OCT4 values, OCT4(T = 0), from
Experiment 3 with kernel density fitting shown in orange. (b) The distribution of cell
cycle duration times for all cells before BMP4 addition from Experiment 3, with kernel
density fitting shown in orange.
6.1.2 Fractional Brownian motion
The analysis of Experiment 3 presented in Chapter 5 revealed that temporal OCT4 is anti-
persistent with an average Hurst exponent of H = 0.38. The Hurst exponent H 6= 0.5
indicates that the fluctuations in OCT4 cannot be captured by simple Brownian motion.
Instead we can consider the generalisation, fractional Brownian motion (fBm). Unlike
Brownian motion, fBm allows for non-independent increments and hence persistence or
anti-persistence. The random function for fBm over time t, BH(t), with an initial value
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BH(0) is defined by
BH(t) = BH(0) +
1













where H is the Hurst exponent and Γ is the gamma function. There are several different
ways to simulate fBm, both exact and approximate [282–284]. Here we use the Matlab
function ffgn [285] which uses the circulant embedding technique for H < 0.5 [286] and
Lowen’s method [287] for H > 0.5 (both exact methods) to simulate the fractional
Brownian noise. There is also an inbuilt Matlab function wfbm (available in the Wavelet
toolbox) which uses a wavelet based approximate simulation method [288].
Example realisations of the fractional noise for fBm processes with H = 0.1, 0.5 and 0.9
are shown in Figure 6.4(a-c). The corresponding fBm functions with the initial condition
BH(0) = 0 are shown in Figure 6.4(d-f). A low Hurst exponent (anti-persistence) results
in a reversion to the mean, whilst a high Hurst exponent (persistence) results in periods of
continued trends. We can use fBm to simulate OCT4 over time (step 4 of the base model)
with a scaling parameter σ which controls the level of noise, i.e., σBH . The simulations
shown in Figure 6.4(a-f) use σ = 1. Each time series for OCT4 can then be generated
as OCT4(0) + σBH . Realisations of OCT4 over 40 hours for ten initial cells with σ = 90
(extracted from Experiment 3 as the standard deviation of ∆OCT4 for all pre-BMP4
cells), OCT4(0) sampled from the experimental distribution shown in Figure 6.2(a), and
H = 0.1, 0.5 and 0.9 are shown in Figure 6.4(g-i) to illustrate the effect of the Hurst
exponent.
We extracted a mean Hurst exponent of 0.38 for all cells in Experiment 3 (given in
Table 5.6). This experimental OCT4 expression up to 40 hours is shown with time in
Figure 6.5(a) and as a distribution in Figure 6.5(b). A comparable simulation using fBm
with 16 initial cells, H = 0.38, and σ = 90 is shown in Figure 6.5(b) and (d). It is clear
that the regulation from anti-persistence is not sufficient to keep the OCT4 expression
within the range seen in the experiment.
One possible method of limiting the range of OCT4 is to impose boundary
conditions. We have two choices for boundary conditions: absorbing and reflecting.
Absorbing boundary conditions imply that once the OCT4 level reaches the boundary,
the cell is somehow removed from the experiment. This could biologically correspond to
cell death, but we don’t see any indication of particularly high or low OCT4 expressions
resulting in cell death in Experiment 3. The OCT4 simulation for fBm with 16 initial
cells, H = 0.38, σ = 90, and absorbing boundary conditions at zero and 2500 is shown in
Figure 6.5(e) and (f).
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Reflecting boundary conditions imply that when the OCT4 expression reaches the
boundary, it is reflected back in the opposite direction. Biologically this corresponds to an
additional regulatory effect; if the OCT4 level in a cell becomes too low, there is systematic
regulation to increase it (and vice versa). The simulation using fBm with 16 initial cells,
H = 0.38, σ = 90, and reflecting boundary conditions at zero and 2500 is shown in
Figure 6.5(g) and (h). Reflecting boundary conditions produce a result more similar to the
experiment than absorbing boundary conditions since cells are not artificially removed, but
it still creates a harsher boundary than is seen in the experiment. Additionally, although
the boundary conditions somewhat artificially force the OCT4 into the desired range,
the spread of the overall expressions is not well captured, shown in the corresponding
histograms in Figure 6.5(b, f) and (h).
This illustrates that the anti-persistence from the Hurst exponent alone in fBM is
not enough to capture the OCT4 regulation seen in the experiment, even with boundary
conditions. The imposition of any boundary conditions also requires further investigation
to elucidate their nature, positioning and the biological implications. However, we can
still incorporate fBm noise into other models to generate the anti-persistence. In the next
section we consider describing temporal OCT4 with the stochastic logistic equation and
explore the regulatory efforts of a limiting carrying capacity.
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Figure 6.4: Realisations of simulated noise in Fractional Brownian motion with (a) H =
0.1 (anti-persistence), (b) H = 0.5 (Brownian) and (c) H = 0.9 (persistence), (d-f) the
corresponding simulated trajectories with initial condition BH(0) = 0. (g-i) Simulation of
OCT4 for 40 hours, with ten initial cells, and temporal OCT4 determined by simulated
realisations of σBH with σ = 90 and (g) H = 0.1, (h) H = 0.5 and (i) H = 0.9.
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Figure 6.5: (a) Experimental OCT4 expression for pluripotent and differentiated cells
between zero and 40 hours. Colours correspond to different cells. Simulated OCT4
expression using fBm with 16 initial cells, σ = 90 and H = 0.38 with (c) no, (e) absorbing,
and (d) reflecting boundary conditions at zero and 2500. The corresponding histograms for
(b) experimental OCT4 and simulated OCT4 with (d) no, (f) absorbing, and (h) reflecting
boundaries. The kernel density fitting to the experimental distribution is shown in orange.
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6.1.3 The stochastic logistic equation
We introduced the stochastic logistic equation (SLE) and its use for modelling cell
populations in Chapter 1. In this section we explore its novel application to simulating
temporal OCT4 regulation. We previously saw that fBm alone does not fully capture the
regulatory behaviour of OCT4 seen in Experiment 3. This suggests the use of some
additional regulatory method, such as a carrying capacity term as included in the SLE.
We consider the SLE with additive noise, multiplicative noise, and the effect of a
time-dependent carrying capacity.
The SLE with additive noise
There are several ways stochasticity can be introduced into the logistic equation, e.g.,
additive noise, multiplicative noise, a noisy growth rate parameter r or carrying capacity
K. The most straightforward of these is additive noise which can be introduced by adding
a noise term to the differential equation. The SLE with additive noise to describe OCT4,









where ξ is the stochastic noise (e.g., Wiener/Brownian noise, or fBM noise) and σA is a
scaling parameter controlling the magnitude of the noise.
We can estimate the parameters for Eq (6.1) from Experiment 3 shown in Figure 6.6(a)
and (b). The noise ξ corresponds to fBm noise with a Hurst exponent H = 0.38 and the
scaling parameter can be estimated as the standard deviation of ∆OCT4, σA = 90. We
can also estimate the carrying capacity as the median of all the experimental OCT4 values,
K = 1290, shown with the experimental distribution in Figure 6.6(b).
The OCT4 dynamics simulated using Eq (6.1) with r = 0.02 are shown in Figure 6.6(c)
and (b). Although the regulatory effect of the carrying capacity works well to capture
the upper bound of OCT4 expression, an additional boundary condition at zero is still
required (if the stochasticity gives rise to O < 0 then dO/dt < 0 resulting in O → −∞). A
distinguishing feature not captured by the model is the positive skew in the distribution
of all occurring OCT4 values, visible in Figure 6.6(b) and (d). The model promotes
tighter regulation above the carrying capacity than below it, resulting in fewer OCT4
expressions above the carrying capacity than seen experimentally. This suggests that the
stochasticity has some dependence on the state of the system, which could be introduced
using multiplicative noise.
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Figure 6.6: (a) Experimental OCT4 expression for pluripotent and differentiated cells
between 0 and 40 hours. Colours correspond to different cells. (b) The corresponding
histogram of experimental OCT4 expression with the orange line showing the median
(and estimated carrying capacity) of 1290. (c) Simulated OCT4 expression using the
SLE, Eq (6.1), with 16 initial cells, r = 0.02, K = 1290, σA = 90 and H = 0.38, with
an absorbing boundary condition at zero. (d) The corresponding histogram of simulated
OCT4 expression using Eq (6.1) with the experimental distribution in orange.
The SLE with multiplicative noise
Another method of adding stochasticity to the logistic equation is by introducing
multiplicative noise. Whereas the additive noise in Eq (6.1) has no dependence on the
state of the system and corresponds to making dO/dt symmetrically noisy, multiplicative
noise changes depending on the current conditions. In the case of our temporal OCT4
simulation, multiplicative noise can be used to generate noise which has a greater
magnitude when the system is close to the carrying capacity (thus resulting in more
stochastically high OCT4 expressions) and a reduced magnitude when far away from the
carrying capacity. Hints of this behaviour can be seen in Figure 6.6(a), with larger
fluctuations apparent in the cells exhibiting above average OCT4 expression.
For simulating the SLE with multiplicative noise we first consider the rearrangement
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which can then be used to simulate X = log(O), with the dynamics of OCT4 recovered
fromO = eX . Example realisations of Eq (6.4) for bothX andO are shown in Figure 6.7(a)
and (b), respectively, to illustrate the effect of multiplicative noise in a typical logistic
growth scenario for varying σM. The result is amplified noise for stochasticity occurring
above the carrying capacity.
The temporal OCT4 dynamics simulated using the SLE with multiplicative noise,
Eq (6.4), with ξ fBM noise with H = 0.38, r = 0.005, K = 1290 and σM = 0.0045 for 16
initial cells are shown in Figure 6.8(c). The multiplicative noise results in cells with
expressions above the carrying capacity exhibiting increased stochasticity, with lower
expression cells showing tighter regulation. The simulated distribution has a slight
positive skew, and is qualitatively similar to the experimental distribution as shown in
Figure 6.8(d).
This model provides a good basis for capturing the experimental results across the
whole time period and is an improvement on the SLE with additive noise. However, we
should also examine the model’s performance at various instances in time. The positive
skew in the distribution of OCT4 expression arises from the pluripotent cell group, the
distributions for which are shown for all times in Figure 5.8(a), and for times between
zero and 40 hours in Figure 6.9(a). The distributions of OCT4 for differentiated cells are
approximately symmetric across all times as shown in Figure 5.8(c) and Figure 6.9(c).
The corresponding temporal distributions from Eq (6.4) show consistent skew across all
times as shown in Figure 6.9(c).
This indicates that firstly, the model should consider the cell fates separately as only the
pluripotent cells show significant skewness and secondly, the model needs to incorporate a
method of shifting this skew temporally for the pluripotent cells. In the following sections
we discuss two methods of doing this: the SLE with a transition between dominant additive
and dominant multiplicative noise, and the SLE with a time dependent carrying capacity.
128
Chapter 6. Modelling pluripotency


























Figure 6.7: The SLE with multiplicative noise. Realisations of the dynamics of (a) X =
log(O) and (b) O = eX from Eq (6.4) with r = 0.1/h, K = 100, ξ = Wt and σM = 0
(blue), 0.025 (orange) and 0.075 (yellow).
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Figure 6.8: (a) Experimental OCT4 expression for pluripotent and differentiated cells
between 0 and 40 hours. Colours correspond to different cells. (b) The corresponding
histogram of experimental OCT4 expression. (c) Simulated OCT4 expression using the
SLE with multiplicative noise, Eq (6.4), with 16 initial cells, r = 0.005, K = 1290,
σM = 0.0045 and ξ fBM noise with H = 0.38. (d) The corresponding histogram of
simulated OCT4 expression with the experimental distribution in orange.
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Figure 6.9: The distribution of OCT4 expression for time intervals between zero and 40
hours for (a) pluripotent and (b) differentiated cells from Experiment 3 and (c) simulated
cells using the SLE with multiplicative noise, Eq (6.4), with 16 initial cells, r = 0.005,
K = 1290, σM = 0.0045 and ξ fBM noise with H = 0.38. from Eq (6.4).
The SLE with additive and multiplicative noise
To capture the changing temporal skew for pluripotent cells, we could include both additive
and multiplicative noise. If additive noise is dominant at early times, and multiplicative
noise at later times, the resulting OCT4 distribution will be symmetric at early times
and skewed at later times. We can consider the following rearrangement of the stochastic
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ξ1 + σMξ2. (6.6)
As before, we can simulate the dynamics for X and recover the dynamics for O = eX .
For simplicity, we can consider the change between additive and multiplicative noise as
a switch: for 0 < t < 20 h, σA = 90 and σM = 0, and for t > 20 h, σA = 0 and σM = 0.03.
The results for the OCT4 dynamics within this regime (with r = 0.01, K = 1290 and ξi
fBm noise with H = 0.38) are shown in Figure 6.10. The temporal distributions shown
in Figure 6.10(c) illustrate the effect of the noise switch with the appearance of a positive
skew at later times.
Although this well captures the overall distribution, shown in Figure 6.10(c), and
provides the desired temporal change in skew (which could be further smoothed with a
more sophisticated time dependent noise function), it does not result in a shift in the mode
as drastic as the one apparent in Figure 6.9(a). Another possible method of capturing this
behaviour is to make the carrying capacity time dependent.









Figure 6.10: The OCT4 dynamics between zero and 40 hours for 16 initial cells following
Eq (6.6) with σA = 90 and σM = 0 for 0 < t < 20 h, and σA = 0 and σM = 0.03 for
t > 20 h, r = 0.01, K = 1290 and H = 0.38. (a) OCT4 over time, (b) the corresponding
histogram of all simulated OCT4 values (blue) with the experimental distribution (orange)
and (c) distributions of the simulated OCT4 split by time intervals.
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The SLE with a time-dependent carrying capacity
The distributions of OCT4 at different time intervals reveal that the skew occurs in the
pluripotent cells at later times as shown in Figure 6.9. We can further examine this
by considering the mean, median, mode and skewness (defined as E(x − µ)2/σ3 where
E[·] is the expected value for variable x with mean µ and standard deviation σ) of the
time-discretised OCT4 for both pluripotent and differentiated cells, shown in Figure 6.11.
A decrease in the mean, mode and median, and an increase in skewness is seen in the
pluripotent cells from around 25 hours onwards. This suggests that the cell fates must be
considered separately and that a time-dependent carrying capacity may be appropriate
to capture this shift in the averages and mode for the pluripotent cells. We use the
stochastic logistic equation for both cell fates, with both multiplicative and additive noise,












ξ1 + σMξ2. (6.7)
























































Figure 6.11: For the time-discretized OCT4 expressions from Experiment 3 the (a) mean
with standard deviation error bars, (b) median with interquartile range error bars, (c)
mode and (d) skewness with standard error bars for pluripotent (purple, filled circles) and
differentiated (green, open squares) cells.
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We can estimate the carrying capacity as the median OCT4 between zero and 25 hours
resulting in Kp ≈ 1500 and Kd ≈ 1100 for pluripotent and differentiated cells, respectively.
For simplicity, post-25 hours, we will estimate both carrying capacities as K ≡ Kp = Kd ≈
1000. This reduction in the carrying capacity will initiate the corresponding reduction
in the mean, median and mode quantities we see experimentally. The OCT4 dynamics
using these time dependent carrying capacities in Eq (6.7) for 14 pluripotent and two
differentiated cells (corresponding to the experimental N0) are shown in Figure 6.12 and
Figure 6.13. The model parameters for pluripotent and differentiated cells, pre- and post-
25 hours are summarised in Table 6.1.
The lower carrying capacity results in consistently lower OCT4 expression for the
differentiated cells, as shown in Figure 6.12(a) for the experimental cells and in
Figure 6.12(e) for the simulated cells. The reduction in the carrying capacity for both
cell fates captures well the resulting reductions in the average OCT4 expressions at later
times, as shown in Figure 6.12(b-h). The overall distribution of OCT4 expressions is also
well described, as shown in Figure 6.13(a) and (b). The average Hurst exponent is
recovered by the inclusion of the fBm noise, with a mean of H = 0.38 for both
experimental and simulated cells, shown in Figure 6.13(c) and (d), respectively. The
standard deviation of H for the experimental cells (0.09) is higher than for the simulated
cells (0.06). This is not surprising since we only input the average H value to simulate
the fBM noise, but experimentally this will be affected by a wide variety of
environmental and internal factors.















Table 6.1: Simulation parameters for generating OCT4 expression for pluripotent and differentiated
cells using the SLE with additive and multiplicative noise, and a time dependent carrying capacity,
Eq (6.7).
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Figure 6.12: Dynamics for the (a-d) experimental OCT4 expression from Experiment 3
and (e-h) simulated OCT4 using the SLE with additive and multiplicative noise, and a
time dependent carrying capacity, Eq (6.7), with parameters specified in Table 6.1.
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Figure 6.13: Distributions of the (a) experimental OCT4 expression from Experiment
3 and (b) simulated OCT4 (with the experimental distribution overlaid in orange)
using the SLE with additive and multiplicative noise, and a time dependent carrying
capacity, Eq (6.7), with parameters specified in Table 6.1. The Hurst exponent for all (c)
experimental and (d) simulated cells. The orange lines show the mean Hurst exponent,
H = 0.38, for both experimental and simulated cells.
We can also consider the temporal distributions of OCT4 for each cell fate, shown for
the experimental cells in Figure 6.9 and for the simulated cells in Figure 6.14. The model
captures the shift to lower OCT4 values seen in pluripotent cells. The parameter choice
could be further refined to additionally capture the change in the temporal skew (using
time-dependent multiplicative noise as discussed in the previous section).
Here we have outlined some possible techniques for simulating temporal OCT4 using
the SLE with different modes of fBm stochasticity and a time dependent carrying
capacity. Note that we aim to illustrate the novel application of such a model and
describe a framework which could be used to capture some of the global properties of
experimental data sets. Further work is now required to elucidate the appropriate
parameter choices and explore their biological implications.
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Figure 6.14: Temporal distributions of OCT4 for (a) pluripotent and (b) differentiated
cells using a stochastic logistic equation with a shifting carrying capacity, Eq (6.7), with
the parameters specified in Table 6.1.
6.2 Modelling cell differentiation
In the previous section we considered modelling temporal OCT4 regulation before any
differentiation stimulus (BMP4) is added, corresponding to the time interval 0 < t < 40 h
in Experiment 3. The addition of BMP4 causes a significant reduction in OCT4 expression
in the differentiated fate group of cells, shown in Figure 6.1. In this section we explore
two methods of modelling this reduction in OCT4 as differentiation is induced. Firstly,
we apply the SLE with a time-dependent carrying capacity as discussed previously, and
secondly, we consider the use of the SLE with an Allee effect.
6.2.1 Differentiation with a time-dependent carrying capacity
We previously employed the SLE with a time-dependent carrying capacity, Eq (6.7), to
simulate a moderate reduction in the average OCT4 expression post-25 hours, as shown
in Figure 6.12. We could extend this technique to simulate the more drastic reduction in
OCT4 seen when the differentiation stimulus is added, shown in Figure 6.1.
As before, we can estimate the carrying capacity for t < 25 h as Kp ≈ 1500 and Kd ≈
1100 for pluripotent and differentiated cells, respectively. For t > 25 h we can simulate
the modest reduction in OCT4 expression for the pluripotent cells with a reduction of
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the carrying capacity, Kp ≈ 1000 (for simplicity we do not replicate this effect in the
differentiated cells). For the differentiated cells in the time interval t > 40 h, Kd ≈ 300.
These shifting carrying capacities, along with the other model parameters are given in
Table 6.2. The dynamics under this regime are shown in Figure 6.15. The time-dependent
carrying capacity leads to the reduction of OCT4 in the differentiated cell group, well
capturing the dynamics of the experiment.
This model could be further refined by the use of a more sophisticated function for
the time-dependent carrying capacity, which could be elucidated from the experimental
data. However, the model is purely descriptive, with pluripotent and differentiated cells
defined from the outset with different behavioural rules. Next we consider using the SLE
with an Allee effect to simulate differentiation and identify the different cell fate types.










r 0.015 0.015 0.008




Table 6.2: Simulation parameters for generating OCT4 expression for pluripotent and differentiated
cells using the SLE with additive and multiplicative noise, and a time dependent carrying capacity,
Eq (6.7), to capture induced differentiation.
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Figure 6.15: Dynamics for the (a-d) experimental OCT4 expression from Experiment 3
with differentiation induced at 40 hours and (e-h) simulated OCT4 using the SLE with
additive and multiplicative noise, and a time dependent carrying capacity, Eq (6.7), with
parameters specified in Table 6.2.
138
Chapter 6. Modelling pluripotency




















Figure 6.16: The deterministic logistic equation with an initial population size of N0 = 10,
r = 0.1 /h and K = 50 (blue). The Allee effect term in Eq (1.4) is introduced at t = 25 h
with (a) A = 20 (orange) and A = 25 (green) and (b) A = 40 (orange) and A = 50 (green).
The deterministic logistic growth with no Allee effect is shown as blue dashed.
6.2.2 Differentiation with an Allee effect
Another possible method of modelling induced differentiation is the SLE with a
demographic Allee effect, Eq (1.4). Allee effects reduce population growth at low
densities and are observed in both animal and cell populations [130–132]. Note that
there are a range of methods for simulating Allee effects through e.g., difference
equations [289, 290] and Lotka-Voltera models [252, 291]. Here we use the logistic
equation and Eq (1.4) for consistency with our previous modelling results.
For a weak Allee effect (A < N0), the change in population with time, dN/dt, remains
positive for N < K but is significantly suppressed. For a stonger Allee effect (A > N0),
dN/dt is negative for N < K and results in the population declining to zero (presented in
Section 1.3.2). It is this declining effect we can employ to simulate the reduction in OCT4
expression for the differentiated cells. The Allee effect term can be introduced at a certain
time point during the logistic growth resulting in either continued suppressed growth or
a decline to zero. Examples of ‘switching on’ both weak and strong Allee effects during
logistic growth are shown in Figure 6.16.
For simulating OCT4 expression through the differentiation process with the SLE, we
can switch on the Allee effect term at the time the differentiation agent is added (40 h).
If the OCT4 expression is below A, then the Allee effect will be strong and the OCT4
will decline to zero. The stochasticity in the system will mean that only some of the cells
will meet this condition, with others having an OCT4 expression greater than A, and
therefore continuing with (suppressed) logistic growth. The stochasticity will also result
in this effect taking place at all times past 40 h, so the differentiation process will happen
for different cells at different times. The SLE for X = log(O) with additive fBm noise ξ1
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ξ1 + σMξ2, (6.8)
where A is the Allee effect critical point.
The OCT4 dynamics for 16 cells simulated with the SLE, Eq (6.6), for t < 40 h and
the SLE with an Allee effect, Eq (6.8), for t ≥ 40 h with r = 0.025, K = 1290, σA = 35,
σM = 0.035 and A = 1000 are shown in Figure 6.17. Here the differentiated cells are
identified at the end of the simulation as those cells whose OCT4 has reduced as a result
of the Allee effect. The model captures the reduction of OCT4 in the differentiated subset
of cells while keeping a remaining pluripotent cell population. However, the OCT4 in the
differentiated group pre-Allee effect is no lower than for the pluripotent cell group, unlike
in the experimental results. We also do not replicate the decline in OCT4 post-25 hours
in the pluripotent cells.
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Figure 6.17: Dynamics for the (a-d) experimental OCT4 expression from Experiment 3
with differentiation induced at 40 hours and (e-h) simulated OCT4 using the SLE with
an Allee effect at 40 hours, Eq (6.8), with r = 0.025, K = 1290, σA = 35, σM = 0.035 and
A = 1000.
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6.3 Discussion and conclusions
In this section we have explored different modelling techniques for describing the temporal
OCT4 regulation observed in Experiment 3, particularly fractional Brownian motion and
the stochastic logistic equation. A differentiation agent, BMP4, was added to the cells at 40
hours and results in the reduction of OCT4 expression in the differentiated cells, shown in
Figure 6.1. All the models discussed follow a common base model which sets up the initial
conditions and describes cell proliferation. When adjusted to produce unsynchronised
cell divisions, the base model well describes the population growth with time, shown in
Figure 6.3. We then focus on different mathematical methods of generating the temporal
OCT4 expressions for the cell population within this base model.
Firstly, we consider modelling the OCT4 dynamics pre-BMP4, i.e., for t < 40 hours.
The analysis in Chapter 5 revealed that OCT4 values fluctuate stochastically with
anti-persistence and a Hurst exponent of 0.38, suggesting the use of fractional Brownian
motion (fBm) [103]. There is also further experimental evidence that gene expressions
and transcription factor dynamics display fractal characteristics [277]. The use of fBm is
particularly common in financial modelling [292–294], but it has also been used to
describe diffusion within crowded fluids (such as the cytoplasm of cells) [295], simulate
stochastic textures and landscape topography [296, 297], and model coastal oil spills
[298]. The stochasticity from fBm results in a wider range of OCT4 values at later times
than seen experimentally (an effect which will become exacerbated with time).
The range of OCT4 can be controlled artificially with boundary conditions (either
absorbing or reflecting), but the overall distribution of all OCT4 values is not well captured,
shown in Figure 6.5. It is also unclear whether these boundary conditions are biologically
appropriate as OCT4 expression is regulated by a complex range of factors across the
transcriptional, post-transcriptional and epigenetic regulation levels [43, 242, 250, 263].
Interestingly, mechanical limits to transcription have been shown to naturally generate
bounds to transcriptional noise [299]. A boundary condition at zero corresponds to the
fact that OCT4 expression never becomes negative with the upper boundary representing a
maximum possible value. Furthermore, when OCT4 expression reaches these boundaries,
do cells die (i.e., are removed through absorbing boundaries) or does the OCT4 value
recover (i.e., reflecting boundaries)? Although fBm alone is not sufficient to capture the
experimental behaviour, it does (by design) capture the anti-persistence (H = 0.38) and
so in all later model iterations we use fBm noise to generate the stochasticity.
A somewhat less artificial method of keeping the OCT4 values within range is to use
the stochastic logistic equation (SLE), which has a regulating parameter of the carrying
capacity, K. Classically this would represent the maximum amount of OCT4 that can be
expressed within each individual cell, however the stochasticity allows for some
142
Chapter 6. Modelling pluripotency
fluctuations above K. Similarly to the boundary conditions this maximum value will
depend on the complex inter-regulatory network of OCT4, however, we estimate the
value of the carrying capacity from the experimental results as the median of all OCT4
values (taking into account the stochasticity allowing for O > K). We consider both
additive and multiplicative noise, shown in Figure 6.6 and Figure 6.8. The introduction
of multiplicative noise creates larger fluctuations above the carrying capacity,
qualitatively similar to those seen in the experiment. This results in a distribution of all
OCT4 values well matched to the experiment, with the slight positive skew captured.
A property not captured by the SLE with either additive or multiplicative noise is the
time-dependency of this positive skew. It occurs only at later times, and only in pluripotent
cells, shown in the time-discretised distributions of OCT4 in Figure 6.9. This temporal
skew can be captured by the SLE with both additive and multiplicative noise, with the type
of noise time dependent; additive noise at early times produces symmetrical distributions
of OCT4, with multiplicative noise at later times producing skewed distributions, shown
in Figure 6.10. Here we changed the noise function stepwise, but this could be further
smoothed using a more sophisticated time dependent noise function.
Another interesting property of the experimental OCT4 is the decline in expression for
pluripotent cells post-25 hours, shown in Figure 6.11. We consider capturing this behaviour
using the SLE with a time-dependent carrying capacity. Since this parameter is likely to
depend on a myriad of biological factors, it is not unreasonable to expect that it may change
with environmental conditions and experimental time. We consider the pluripotent and
differentiated cells separately, each with a different carrying capacity, corresponding to the
suggestion that the decision to differentiate is determined pre-differentiation stimulus [41].
The carrying capacity for both cell groups is reduced at 25 hours, resulting in a decline
in OCT4 expression, particularly for the pluripotent cell group with originally higher
expression. Although this technique well describes the experimental results (shown in
Figure 6.12 and Figure 6.13), it requires multiple parameters which need to be elucidated
from the experimental data.
We then consider modelling the OCT4 regulation for all times, including the decline
in expression due to the addition of the differentiation stimulus. We extend the
time-dependent carrying capacity method, reducing the carrying capacity further for the
differentiated cell group at 40 hours. This well captures the decline in OCT4 upon
differentiation, along with the more subtle decline in pluripotent cells, shown in
Figure 6.15. Here we have used a stepwise change in the parameter K, but this is easily
adjustable to other experimental results and more sophisticated functions could be used
to capture other trends. The differentiated cells are identified from the outset and
although this is not biologically unreasonable [41] the model itself does not produce the
two fate groups, limiting its future capacity to develop into a predictive model.
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A method of inducing differentiation which naturally produces the two fate groups is
the SLE with an Allee effect. Allee effects are well used across mathematical biology [130–
132], but this application to pluripotency transcription factor expression is novel. The
Allee effect results in a decline to zero for cells whose OCT4 expression fluctuates below
the critical point A. The stochasticity in the system means that this condition is met for
only some of the cells, causing the formation of a differentiated cell group with reducing
or zero OCT4 and a pluripotent cell group with stable OCT4 expression at the carrying
capacity, shown in Figure 6.17. This model could be combined with a time-dependent
carrying capacity to capture the decline in expression in pluripotent cells.
The models discussed here are of a purely descriptive nature, but outline a possible
framework for modelling the regulation of OCT4. A summary of the models discussed
and the experimental properties they capture is given in Table 6.3. Repeat experiments
collecting the same data are needed to confirm which of these properties are inherent to
OCT4 expression, and how they vary depending on experimental conditions. In general,
this highlights the need for further temporal experimental data on PTF regulation to
build upon this mathematical framework and develop more sophisticated predictive
models.
OCT4 behaviour
Anti-persistence Distribution Temporal skew Shifting mean Differentiation
Brownian motion
fBm X
SLE (additive fBm) X
SLE (multiplicative fBm) X X
SLE (add. & mult. fBm) X X X
SLE (time-dependent K) X X X X X
SLE (Allee effect) X X X X X
Table 6.3: A summary of the models discussed to describe temporal OCT4 regulation and the




In the preceding chapters we have quantified and modelled some key behaviours of hPSCs,
including their kinematics, colony growth and aspects of intra-cellular pluripotency. In
this chapter we discuss the next steps in the modelling of stem cell behaviours and iPSCs,
stem cells which can be induced from other specialised cell types.
7.1 Deeper understanding of hPSCs
Throughout this thesis we have considered the kinematics, colony growth, and
inter-cellular pluripotency of hPSCs and quantified, characterised, and explored methods
of modelling these behaviours. Here we outline some of the opportunities for future
research in these areas to further both the descriptive and predictive mathematical
modelling of hPSCs.
7.1.1 Kinematics of hPSCs
In Chapters 2 and 3, we characterised the movements of individual and pairs of hPSCs.
Using time-lapse microscopy imaging we quantified their division times, speeds, angles
of movement, and diffusivities. There is clear scope to expand this analysis to cells in
larger groups, continuing the bottom-up approach moving to triplets and quadruplets.
We saw such larger groups of cells in Experiment 1, but these were not tracked. Example
microscopy images of groups of cells from Experiment 1 are shown in Figure 7.1.
We found that, on average, individual cells within a pair move at a similar speed to
individual cells (18µm/h) and that pairs as a whole have a similar diffusivity (80µm2/h) to
individual cells. Further experimental data of individual cell speeds belonging to different
groups would be useful in clarifying if this is an inherent property of hPSCs. We would
expect the migration speed and diffusivity to reduce when a cluster of cells reaches a
certain size, as colonies qualitatively show reduced movement when compared to smaller
groups. It would be interesting to measure both the collective migratory behaviour of
colonies of different sizes and the speeds of individual cells within colonies to monitor the
effect being part of a larger group of cells has on motility.
For the majority of the analysis of pairs of cells, we combined all pairs from Experiment
1 regardless of whether they originated from a cell division or were of ‘unknown origin’. We
are unable to sort the pairs of unknown origin into those from a cell division and those from
individual cell migration as the pairs are seen together at the start of the image recording.
It would be useful in further experiments to begin the imaging process earlier to facilitate
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Figure 7.1: Microscopy images of groups of cells from Experiment 1. The scale bar
represents 10µm.
the identification and comparison of these two groups separately, and systematically. This
would allow us to explore the effect clonality has on the cell pair behaviour. It would also
be useful for analysis of colony clonality to identify what proportion of cell pairs we can
expect to have been formed by individual cells which are not genetically identical. If pairs
are formed in this way then the arising colonies will not be clonal. This data could also
inform the clonality model discussed in Chapter 4.
Measuring the kinematic properties of cells from time-lapse imaging is challenging
from an image analysis perspective. For Experiment 1, the cells were tracked manually,
with their positions being recorded by hand for every image. Methods of automating
the task still require a significant amount of manual calibration and work less effectively
when considering groups of cells as it is often difficult to precisely identify the boundaries of
individual cells. This itself is an avenue of future work, developing cell recognition software
which can automate the manual tracking process from experimental images accurately.
This would also allow for easier data collection and improved statistics in experiments
such as these.
It is worth noting that here we consider only one experiment (Experiment 1) with 26
single cells and 50 pairs of cells. Although a large enough sample to perform statistical
analysis, we do see a wide variation in cell behaviours and the collection of more data
through further identical experimental repeats would be useful in validating the results.
7.1.2 Colony growth and clonality
In Chapter 4 we use experimental data of colony populations at 72 hours to infer the
parameters for a stochastic exponential growth model. The model can be used to calculate
the time at which clonality is lost due to merging colony populations. The model is a useful
framework directly applicable to improving experimental protocols and also raises several
important unanswered questions about the growth of colonies.
A barrier to the development of population models is the lack of experimental data
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of population sizes over time for large colonies. The difficulties in data collection arise
in automating the cell counting process during the image analysis stage. For our model,
we use Experiment 2a which measures colony populations at a single time frame and use
this to estimate the growth rate of the colonies. The collection of data through only one
experiment is a major limitation of the results of this study and replicates need to be
performed. It is also reasonable to expect that the growth rates of colonies might change
over time and so experimental data at a larger number of time intervals would be useful
in confirming our growth rate estimates.
There are also many other physical and biological factors which could affect the colony
growth rates. We are only able to estimate the growth rates for single and pairs of
cells upon seeding, further experimental data (of populations of groups of founder cells)
are needed to elucidate the growth rates for larger clusters of cells. The growth rates
could also be affected be the ‘tightness’ of the packing in each cell cluster. Since hPSCs
proliferate more effectively in close proximity with each other, it is likely that a triplet of
cells in contact grows faster than a triplet of cells separated by some distance.
The model also applies the assumption that the originally seeded cells are randomly
scattered within the growth area. From this random scattering the expected clusters
are predicted. It would be interesting to see if this is truly the case when carried out
practically. This could then be compared to results using an automatic cell counter for
seeding. Regardless of the results, experimental data on the clustering of cells after seeding
would be easily implemented into the model as initial conditions. Secondarily, the packing
of clusters could also be monitored to elucidate how the structures are most commonly
formed.
There are also key links to be explored between the population model, the kinematic
results in Chapters 2 and 3, and the future paths of exploration for the kinematics of cells
described above. The migration speeds and diffusivities have knock-on effects on the clonal
colony growth and once the super-diffusive properties of individual cells are understood
more clearly, these individual movements can also be considered in the growing colonies
simulation as a further effect through which clonality can be compromised.
It is worth noting that although there are many biological unknowns which are yet to be
elucidated confidently from experimental results, the model provides a framework, easily
adaptable to any of the possible experimental outcomes. It can be refined continuously
and flexibly as more experimental data become available. Future developments of this
model could be published as an interactive ‘toolbox’ for biologists, through which they
could adjust the parameters to match their experimental protocols. There are similar
tools under development to guide model construction for complex systems [97] and tissue
simulators through which already established modelling frameworks can be explored [107].
Another method of simulating colony growth is agent-based modelling, where the
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placement of each individual cell (or groups of cells) within the colony is considered.
This commonly uses a cellular Potts approach [173, 175]. There is some evidence that
cells divide less deeper in colony interiors due to increased pressure, but this has not
been fully quantified. The clonality model of Chapter 4 should be compared to cellular
Potts based models to formulate when the inclusion on individual cells is essential to
capture the colony growth and resulting clonality loss.
7.1.3 Pluripotency
In Chapter 5 and 6, we use available experimental data (Experiment 3) to quantify and
model the intra-cellular regulation of the pluripotency transcription factor OCT4.
Although the modelling conditions are flexible, the analysis results of this section are
limited by their basis on a single experiment. Furthermore, we consider OCT4 in
isolation when in reality it is a part of a complex network of transcription factors which
all interact to control cellular pluripotency.
Firstly, it would be informative to apply the same quantitative framework to the
other predominant transcription factors, SOX2 and NANOG. Their individual regulatory
dynamics could then be compared using the key descriptive parameters, and any
systematic differences identified. This information will help build the picture of the
wider PTF system. Next, the dynamics of the PTFs should be considered as part of an
inter-linked network. Ideally, this would require the real-time monitoring of three gene
expression levels within multiple colonies – an experimental challenge.
Quantitative characterisation of the regulation of the whole PTF network would guide
more complex mathematical models of pluripotency. The results from Experiment 3 do
provide suggestions for the types of models required; for example the quantification of the
systematic regulation of OCT4 has implications for the underlying stochastic chemistry
and can be used to inform chemical models of PTF regulation, often based on the Hill
equation. The inclusion of the other key PTFs will also need to be carefully considered,
as this will greatly increase the complexity of the models.
We have explored corresponding models for temporal OCT4 regulation, including
fractional Brownian motion and the stochastic logistic equation, but these remain purely
descriptive. The experimental evidence of fractal characteristics in gene expressions and
transcription factor dynamics [277] highlights the need for the continued use of fractal
techniques. We present two possible methods of simulating differentiation,
time-dependent carrying capacities and Allee effects, which should be tested on other
experimental data sets, and for the dynamics of other PTFs. There is also further work
to be done in elucidating the model parameters, and clarifying their biological
interpretation. In general, these further model developments, along with corresponding
experimental studies of PTF regulation with time are needed to create more
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fundamental models.
There are also interesting collective features of pluripotency on the colony scale. We
can see the result of this in Experiment 3, with differentiated cells (with low OCT4
levels) clustered around the colony edge. To investigate the spatial clustering of cell
pluripotency and cell generations, we carried out an experiment (Experiment 4)
monitoring the levels of CellTrace, OCT4 and NANOG in hESC colonies at 72 h
(details given in Appendix A). An example stained colony showing the expression levels
of CellTrace and NANOG is shown in Figure 7.2. A preliminary analysis of this
experiment is given in Appendix C. The results suggest there is suppressed division in
the colony centre, and tighter regulation in OCT4 and NANOG in larger colonies.
Future work in this area will require more experiments, similar to Experiment 4, but
with larger colonies to fully allow the spatial distributions to be explored. A deeper
understanding of the collective effects of pluripotency and how cells divide within a
colony will not only help to advance self-consistent mathematical models of stem cell
colonies, but can also guide experimental protocols, particularly for isolating pluripotent
parts of colonies and guiding controlled differentiation.
CelTraceNanog high highlow low
(a) (b) (c)
(d) (e)
Figure 7.2: Example colony from Experiment 4. (a) The original colony microscopy
images with the NANOG (red) and CellTrace (blue) staining visible. (b) NANOG and
(c) CellTrace isolated. Image analysis allows the levels of expression of each staining
to be quantified on a scale, shown for (d) NANOG and (e) CellTrace. The scale bar
represents 50µm.
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7.2 iPSCs
In many respects, iPSCs are the future of stem cell experiments; they are derived by the
genetic reprogramming of differentiated cells [17] and can be made from other readily
available specialised cell tissues. This has several advantages over traditional embryonic
stem cells: firstly, iPSCs help to avoid the ethical issues associated with hESCs [19], and
secondly, they offer patient-specific hPSCs which reduces the risk of transplanted tissue
rejection [18]. However, the reprogramming of somatic cells into iPSCs is still a low-yield
process in the laboratory [17].
A combination of experimental effort and computational modelling has shown that
iPSC reprogramming is a continuous stochastic process and so most mathematical
models in this area are probabilistic [83]. Some models directly consider the genetic
network involved in the reprogramming, and some include the epigenetic network [300].
A recent model has described cell types as a set of hierarchically related dynamical
attractors representing cell cycles [95]. Detailed reviews of the cell fate and
reprogramming models can be found in [140] and [301].
The complexity of the system and the lack of appropriate experimental data that
could be used to constrain such models appear to be the key challenges in the model
development, verification and testing. Nevertheless, mathematical modelling has already
revealed interesting behaviours in the reprogramming dynamics and a quantitative
understanding of cell state transitions will facilitate the formulation of improved
reprogramming strategies and guide the optimisation of reprogramming experiments.
Although the experiments and models discussed throughout this thesis have been
constructed using hESC data, the mathematical framework is adaptable to iPSCs. The
focus for iPSC modelling is the reprogramming process with many other general
behaviours, such as cell migration and colony proliferation, yet to be fully explored. The
existing experience with hPSC modelling is clearly relevant but more experimental work





Human pluripotent stem cells, hPSCs, are at the forefront of modern biological research
due to their ability to differentiate into a wide range of cell types and self-renew through
repeated divisions. However, they exhibit complex behaviour over multiple scales, and
the in-vitro control of their differentiation trajectories is challenging. This thesis focuses
on deepening our understanding of some of the key behaviours of hPSCs, through
experimental analysis, rigorous quantification, and mathematical modelling.
Firstly, we use experimental time-lapse image analysis (Experiment 1) to extract key
migratory properties of isolated and pairs of cells, quantifying their movements within the
random walk framework. We then consider colony formation from a single cell and develop
a stochastic exponential growth model (with the parameters estimated from Experiment
2) which can be used to explore the impact of colony growth on clonality loss. Finally, we
consider the temporal regulation of intra-cellular pluripotency through the transcription
factor OCT4 (Experiment 3), quantifying the regulatory properties and exploring several
mathematical models through which different aspects of the behaviour can be described.
Below we summarise the main findings presented in the preceding chapters and the
final conclusions which can be drawn from this work.
Behaviour of isolated hPSCs
Presented in Chapter 2, [88] and [89].
1. Movement can be described as an isotropic random walk with characteristic
diffusivity at early times (up to 7 hours for unstained cells).
2. Quantitative parameters of individual cell movement extracted including: migration
speeds, step lengths, time to division and angles of movement.
3. CellTrace reduces cell movement and cell survival.
4. Turning angles are biased towards zero and π creating a preferred axis of movement.
5. Cell motion is aligned with morphological elongation.
6. Morphological elongation of a cell is positively correlated with speed.
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Behaviour of pairs of hPSCs
Presented in Chapter 3, [88] and [89].
1. Pair centroid movement can be described as an isotropic random walk with
characteristic diffusivity at early times (up to 12 hours for unstained cells).
2. Quantitative parameters of individual cell movement extracted including: migration
speeds, step lengths, cell separations, and angles of movement.
3. CellTrace reduces cell movement (both relative and centroid) and cell survival.
4. There is a preferred separation distance for pairs of approximately 70µm.
5. The individual cells in a pair show the same preference for back-and-forth motion
along the cell axis as isolated cells.
6. There is a preference for cells to move in the same direction as each other, possibly
facilitated by the pseudopodia connection.
Growing colonies of hPSCs
Presented in Chapter 4 and [82].
1. Colony populations are multi-modal based on the initial number of founder cells.
2. Cell attachment rates to the substrate are quantified at 30–37%.
3. A stochastic growth model can be used to describe colony growth with stochastic
growth rate parameters estimated from the experimental data.
4. From the model, the time at which single founder cell colonies are no longer
identifiable based on colony size can be predicted.
5. Applying the model in space allows the prediction of the time clonality is lost at
varying seeding densities.
Pluripotency
Presented in Chapter 5, 6 and [187].
1. OCT4 expression is correlated in sister cells and exacerbated upon BMP4 induction.
2. The correlation between sister OCT4 expression reduces over time.
3. The mean OCT4 expressions for each cell fate are quantified, with differentiated cells
showing lower average OCT4.
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4. The time-step differences in OCT4 can be described as a Laplace distribution.
5. OCT4 shows distinct anti-persistence (Hurst exponent 0.38).
6. The auto-correlation of OCT4 shows periods of anti-correlation (on average, 60% of
a cell’s lifetime).
7. Most auto-correlation functions can be described using cos(2πt/a)e−t/b allowing the
estimation of characteristic time-scale of the periodicity and the correlation decay
time as a = 12 h and b = 3 h, respectively.
8. The mean-square displacement of OCT4 expression is sub-diffusive, characterised by
a power law up to 12 hours for pluripotent cells.
9. Fractional Brownian motion can be used to capture the anti-persistence, but alone
is not enough to describe OCT4 regulation.
10. The stochastic logistic equation can be used to simulate OCT4 regulation, using
both additive and multiplicative noise.
11. Differentiation could be simulated using the stochastic logistic equation with a time-
dependent carrying capacity or an Allee effect.
12. Preliminary results suggest tighter regulation of pluripotency in large colonies, and
spatial clustering of CellTrace and OCT4 in large colonies.
Throughout this thesis, we have applied well-known mathematical techniques to
quantify and investigate some of the key biological properties of stem cells, particularly
hPSCs. This mathematical framework can be transferred to other cell types, including
iPSCs, and will be strengthened by its application to future experimental data. In
Chapter 1, we highlighted the importance of an iterative interaction process between
modelling and experimental work. It is worth noting that the work in each of these
Chapters represents one iteration of this process. The next steps involve developing
these models further through repeated comparison to future experiments.
The future goal is to grow this framework of techniques for modelling stem cells and
produce open access ‘toolbox’ materials allowing biologists to adapt the models to their
own experimental protocols. There are similar infrastructures under development in
general for simulations of complex systems [97, 107]. A relevant note of the
infrastructure in [97] is the requirement that models should be designed with a specific
question in mind which allows them to be validated as ‘fit for purpose’. With a wealth of
available models of ever increasing complexity in stem cell biology, it is important to
specify the problems we are trying to solve and take a focussed, systematic approach. In
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a similar way to [97], we hope to take specific examples of stem cell behaviours and
models to build techniques which can be more broadly applied and adapted.
The key findings above highlight the fruitfulness of an inter-disciplinary approach. It
is crucial that the development of mathematical models is underpinned by the rigorous
quantification of biological behaviours and experimental evidence. Through continued
collaboration, we can develop non-invasive diagnostic tools, guide experimental protocol




A.1 Experiment 1: time-lapse imaging of single and pairs
of cells
Below are the details of the experimental methods for the Experiment 1 discussed in
Chapters 2 and 3.
Human embryonic stem cell culture
Human embryonic stem cell line H9 at passages 40-42 (WiCell, Madison WI) was
maintained on Matrigel® Basement Membrane Matrix (Corning Inc.) in mTeSR1
medium (STEMCELL Technologies). Cells were dissociated into single-cell suspension
with StemPro® Accutase® (Thermo Fisher) which was diluted by 50% with PBS and
plated on 6-well plates pre-coated with Matrigel at a density of 1500 cells/cm2 (as
described in [87]) in mTeSR1 media supplemented with 10µM of Y-27632 (ROCK
inhibitor, Chemdea) for the first five hours. Afterwards, cells were fed with TeSR1
media and divided in two groups: in the absence and presence of Cell Tracer. The
former group was incubated with 3µM of DMSO for 20 minutes at 37°C. The latter
group was stained with 3µM CellTrace Violet Dye (Thermo Fisher) according to the
manufacturer’s protocol. Then, cells were washed twice with culture media before fresh
mTeSR1 was applied. After one hour cells were observed under time-lapse imaging.
Time-lapse video imaging and tracking
Cells were imaged using a Nikon Eclipse Ti-E microscope, with images recorded every 15
minutes over a total duration of 66 hours for the experiment in the absence of Cell
Tracer. Each image, analysed within the Nikon NIS-Elements software, had a resolution
of 0.62 and 0.96µm/pixel, respectively. The sampling time of 15 min was chosen to
ensure that the typical cell displacement between the images (46µm) is several times the
pixel size (such that the pixel discretisation has no significant effect on the trajectories
and ensuring that the positions are not over-sampled) and several times smaller than the
typical cell diameter (allowing each cell to be individually tracked and for the overall
motion on scales larger than the cell size to be adequately sampled). Only cells which
had no neighbours within the 150µm radius were followed in view of the observations by
Li et al. [87] that the mutual interaction of the cells is negligible at this and larger
separations, thus preventing development of colonies arising from more than a single cell.
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The single cells were tracked by manually recording their centroid coordinates in every
frame. This approach is used extensively for cell tracking in general [302], as well as for
hESCs [87]. For the single cell considered in Chapter 2, Section 2.2.4, the cell boundary
and geometrical centre was tracked using ImageJ [303, 304]. Comparison of this to the
previous coordinates taken by eye showed no significant difference and so we are
confident that our results are robust to which of these tracking methods are used. Upon
cell division, the daughter cells were tracked as a cell pair. Tracking of a single cell
ceased when the cell underwent apoptosis; cell pairs were tracked until one of the cells
underwent apoptosis or division, or one or both cells could no longer be clearly
identified. The number of cells that died was also recorded, along with their time of
death. We did not follow cell triples even when they were formed by division of a cell in
a pair. Formation of a pair from convergence of two unrelated cells is rare since the
individual random walks lead, on average, to the divergence of cell trajectories provided
sufficient space is available.
The instantaneous velocity of a cell was obtained from its displacement between two
consecutive frames. Circular statistics calculations were performed as described in Ref.
[305] using Matlab and its Circular Statistics Toolbox (Directional Statistics) [206].
A.2 Experiment 2: colony populations and attachment to
the substrate
Below are the details of the experimental methods for Experiment 2a and 2b discussed in
Chapter 4.
Two types of experiments were carried out. Experiment 2a to collect data on colony
numbers at 72 hours and Experiment 2b to collect data on the rates of cell attachment
and the time to colony merging.
Experiment 2a: colony populations at 72 h
Human embryonic stem cells (WiCell, Madison WI) were plated at a density of 1500
cells/cm2 onto 6-well plates coated with Matrigel® Basement Membrane Matrix (Corning
Inc.), in the mTeSR1TM media (STEMCELL Technologies). The cells were stained with
CellTrace Violet Dye (Thermo Fisher). At 72 hours after cell attachment the cells were
fixed and microscopy images (Nikon Eclipse Ti-E microscope) were taken of the colonies.
Data was then collected using Imaris Image Analysis Software (BITPLANE Inc) software
to distinguish cell boundaries and count the number of cells in each colony. This data was
extracted for 48 colonies.
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Experiment 2b: cell attachment rates
Same set up as Experiment 2a. The numbers of cells attached 24 hours after seeding were
recorded for different initial densities: 1000, 1200, 2000, 3000, 4000 and 7000 cells/cm2.
Microscopy images were also taken of these wells each day for eight days for the initial
seeding densities 1200, 3000, 4000 and 7000 cells/cm2.
A.3 Experiment 3: colony OCT4 expression
Below are the details of the experimental methods for Experiment 3 discussed in
Chapter 5. This experiment was carried out by Purvis Lab (University of North
Carolina, School of Medicine), and is published in [41]. Full experimental details and
the experimental data set are available in [41].
Endogenous OCT4 levels in H9 wild-type cells and H9 OCT4-mCherry clone 8-2 were
determined by antibody staining using a mouse antiOCT4 antibody (MABD76, EMD
Millipore). Immunostaining was performed using standard protocols. Briefly, cells were
fixed for 15 min in 4% paraformaldehyde and permeabilised and blocked for 30 min in 5%
goat serum with 0.3% Triton X100 in TBS. Incubation with primary antibody was
performed overnight, and the incubation with the secondary antibody (Molecular
Probes) was done at room temperature for 45 min. Nuclei were visualized using NucBlue
Fixed Cell Stain ready Probes reagent (R37606, Molecular Probes).
Asynchronous H9 OCT4-mCherry cells were plated on 12-well glass bottom plates (Cellvis)
in phenol-red free or clear DMEM/F-12 (Gibco) supplemented with mTeSR1 supplement
(05850, STEMCELL Technologies) approximately 24 h before being imaged. Cells were
imaged using a Nikon Ti Eclipse microscope operated by NIS Elements software V4.30.02
with an Andor ZYLA 4.2 sCMOS camera and a custom stage enclosure (Okolabs) to
ensure constant temperature, humidity, and CO2 levels. Fresh media with or without
BMP4 were added every 24 h. Images were flatfieldcorrected using NIS Elements.
A.4 Experiment 4: CellTrace, OCT4 and Nanog
Below are the details of the experimental methods for Experiment 4 discussed in
Chapter 7.
Human embryonic stem cells (WiCell, Madison WI) were plated at a density of 1500
cells/cm2 onto 6-well plates coated with Matrigel® Basement Membrane Matrix
(Corning Inc.), in the mTeSR1TM media (STEMCELL Technologies). The cells were
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stained with CellTrace Violet Dye (Thermo Fisher) and OCT4 and Nanog markers. At
72 h after cell attachment the cells were fixed the and microscopy images (Nikon Eclipse
Ti-E microscope) were taken of the colonies.
Data was then collected using Imaris Image Analysis Software (BITPLANE Inc)
software to distinguish cell boundaries and count the number of cells in each colony. The
fluorescent intensity levels of the three stains (CellTrace, OCT4 and Nanog) were
extracted in arbitrary fluorescent units (a.f.u) for every cell in every colony. Of the 48
colonies, 15 were stained with CellTrace only, 14 with additional OCT4 staining, and




When considering the directional migration of cells, the quantities of interest often include
statistical properties (e.g., averages and standard deviations) of angular measures. The
averaging of circular quantities (circular statistics), such as angles, has some peculiar
properties. For example, consider taking the mean of the angles θ1 = 0° and θ2 = 270°,
shown in Figure B.1. By intuitively visualising the average direction of the two angles,
the answer is θ = 315°. However, the arithmetic mean is θ = (θ1 + θ2)/2 = 135°, not the
intuitive value or representative directional average in this case as it differs by 180° from
the correct value θ = 315°. The correct is given by the circular mean, defined for angles









where arctan2 is a special trigonometric function, similar to the usual arctangent, except
the signs of both arguments are used to determine the quadrant of the result,
arctan2(y, x) =





y ) if y > 0
−π2 − arctan(
x
y ) if y < 0
arctan( yx)± π if x < 0
undefined if x = 0 and y = 0

. (B.2)
Similarly, the circular correlation between two angular quantities is defined as
C =
∑
i sin(αi − α) sin(βi − β)√∑
i sin
2(αi − α) sin2(βi − β)
, (B.3)
where αi and βi denote two samples of angles and α and β their angular means. Further
details of the use of circular statistics for biological applications can be found in Ref.
[305]. Matlab users may also find the circular statistics toolbox (directional statistics)
useful [206]. There are similar resources available for R [306].
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Figure B.1: Consider taking the average of two angles, θ1 = 0° and θ2 = 270° (blue).
Using (a) the arithmetic mean gives θ = 135° (orange) while using (b) the circular mean





To further investigate the spatial clustering of cell pluripotency and cell generations, we
carried out an experiment monitoring the levels of CellTrace, OCT4 and NANOG in
hESC colonies at 72 h.
Experiment 4 Carried out at the Institute of Biosciences at Newcastle University
by Dr Irina Neganova. Data collection and image analysis by the author.
Single hESCs were plated at low density 1500 cells/cm2. At 72 hours the cells were
fixed (a preservation process) and their levels of CellTrace (generation marker),
OCT4 and NANOG (pluripotency markers) were extracted using IMARIS image
analysis software. All 48 colonies analysed were stained with CellTrace. Of these,
15 were stained with CellTrace only, 14 with additional OCT4 staining, and
19 with additional NANOG staining. An example stained colony showing the
expression levels of CellTrace and NANOG is shown in Figure 7.2.
CellTrace diagnostics are based on the dye dilution upon each cell division and
therefore the extracted staining intensity at any later time is related to the initial
amount of CellTrace at the start of the experiment, C0. Since the amount of
CellTrace should be conserved (just spread around a larger number of cells as more
divisions occur), we can estimate C0 as the sum of all the CellTrace values in the
colony in the 72 h snapshot. Hence we scale CellTrace values by C0 to make the
colonies comparable. The conservation of the total marker amounts is not an issue for
the pluripotency stains as they show the actively evolving level of gene expression in the
cells (as in Experiment 3). We can summarise the levels of staining across the colonies
using boxplots (Figure C.1) and histograms (Figure C.2).
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(e) CellTrace + Nanog
Figure C.1: Boxplots of the staining values for (a) CellTrace only, (b, c) CellTrace and
OCT4 and (d, e) CellTrace and NANOG stained colonies from Experiment 4 at 72 h.
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(a)
CellTrace only






















































































Figure C.2: Histograms of the staining values for (a) CellTrace only, (b, c) CellTrace
and OCT4 and (d, e) CellTrace and NANOG stained colonies in Experiment 4 at 72 h.
The number of cell divisions a cell has undergone can be estimated from its current
and initial CellTrace values, C(72 h) and C0, as n = log[C0/C(72)]/ log(2) (as C(72) =
C0/2
n). The OCT4 and NANOG expressions for every cell in the experiment are shown for
increasing n in Figure C.3. In Chapter 4 we identified a difference in growth rates between
smaller (<30 cells) and larger (≥30 cells) colonies. In light of this the staining values are
grouped by colony size in Figure C.3(a) and (b). This shows that on average, the cellular
OCT4 value for cells in smaller colonies is higher and has greater variation than for larger
colonies, with a mean (± standard deviation) OCT4 of 280± 113 and 245± 63 for smaller
and larger colonies, respectively. This is the same for NANOG with a mean of 380± 162
and 293 ± 97 for smaller and larger colonies, respectively. This reduction in variation in
larger colonies could be evidence of some collective regulation which occurs more strongly
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either after a longer period of time, or in larger groups of cells.
Considering all cells together, there is a slight negative correlation between n and the
pluripotency staining values, with a Pearson correlation coefficient ρ of -0.33 and -0.31 for
OCT4 and NANOG, respectively. This suggests that for increasing number of divisions,
there is some reduction in cellular pluripotency. We can also split the cells by colony,
shown in Figure C.3(c) and (d). This shows that cells within the same colony that have
undergone a similar number of divisions show similar pluripotency staining values.
We can examine the spatial variation of each staining, since it has been shown
experimentally that differentiation occurs more readily at colony edges [61, 63, 187]. For
every cell we consider its staining and its distance from the colony centroid position, r,
shown in Figure C.4. Qualitatively, there is no visible correlation between the
pluripotency stains and r (although there are very slight negative correlations suggested
by the correlation coefficients with ρ = −0.1 and -0.2 for OCT4 and NANOG,
respectively). For CellTrace there is a visible decline as the distance from the colony
centre increases, with ρ = −0.34. This suggests that the cells which have undergone the
most amount of divisions (and therefore have the least CellTrace) are the furthest away
from the colony centre. This could be evidence of suppressed division in the colony
centre.






































Figure C.3: The number of cell divisions and staining values for all cells for (a) OCT4 and
(b) NANOG with smaller colonies (<30 cells) shown as blue circles and larger colonies
(≥30 cells) as orange diamonds. Staining values for all cells with increasing n for (c) OCT4
and (d) NANOG. Each colour represents a separate colony.
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Figure C.4: The median staining values with inter-quartile ranges for increasing distance
from the colony centroid, r, for (a) CellTrace , (b) OCT4 and (c) NANOG.
The lack of obvious spatial correlation between the pluripotency staining could be
due to the limitation of colony size. The largest colony in the experiment has 77 cells,
with most of the colonies consisting of 20–30 cells. These colonies may not be large
enough for the collective effects of pluripotency to either take effect, or become visible.
We can consider the clustering of the staining in the largest colony, which is stained with
CellTrace and OCT4, shown in Figure C.5. If we bin the cells according to their staining
value as either below the colony mean (‘low’) or above the colony mean (‘high’) we can see
a clear clustering in OCT4, with a division between the two groups through the middle of
the colony, shown in Figure C.5(d). For the CellTrace staining, any clustering patterns
are not apparent, as shown in Figure C.5(c).
We can explore this clustering further using spatial statistics techniques. One
possibility is to quantify the clustering using Ripley’s K function. For a point pattern
Ripley’s K function, K(r), determines if particles are dispersed, clustered, or randomly







where dij is the Euclidean distance between the i
th and jth points in a set of n data points,
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Figure C.5: The largest colony colour coded by (a) CellTrace and (b) OCT4 staining
levels. In (c) and (d) cells are binned into ‘high’ (1) and ‘low’ (0) staining groups based
on whether they fall above or below the colony mean for (c) CellTrace and (d) OCT4.
λ is the average density of points and I is the indicator function (1 if the operand is true,
0 if false). The function K(r) is shown in Figure C.6 for CellTrace and OCT4, and
for simulated samples of colonies with the same number of cells, but randomly allocated
staining values. In both cases K(r) is consistently above the expected values for randomly
dispersed cells, suggesting that there is clear evidence of spatial clustering in both the
CellTrace and OCT4 stains.
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Figure C.6: Ripley’s K function, K(r), for (a) CellTrace and (b) OCT4. The black
dashed lines show K(r) for the same number of randomly scattered cells.
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