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WORD PROBLEMS IN ELLIOTT MONOIDS
DANIELE MUNDICI†
to Saunders Mac Lane, in memoriam
Abstract. Algorithmic issues concerning Elliott local semigroups are seldom
considered in the literature, although these combinatorial structures com-
pletely classify AF algebras. In general, the addition operation of an Elliott
local semigroup is partial, but for every AF algebra B whose Murray-von Neu-
mann order of projections is a lattice, this operation is uniquely extendible to
the addition of an involutive monoid E(B). Let M1 be the Farey AF algebra
introduced by the present author in 1988 and rediscovered by F. Boca in 2008.
The freeness properties of the involutive monoid E(M1) yield a natural word
problem for every AF algebra B with singly generated E(B), because B is
automatically a quotient of M1. Given two formulas φ and ψ in the language
of involutive monoids, the problem asks to decide whether φ and ψ code the
same equivalence of projections of B. This mimics the classical definition of
the word problem of a group presented by generators and relations. We show
that the word problem of M1 is solvable in polynomial time, and so is the word
problem of the Behnke-Leptin algebras An,k, and of the Effros-Shen algebras
Fθ, for θ ∈ [0, 1] \Q a real algebraic number, or θ = 1/e. We construct a
quotient of M1 having a Go¨del incomplete word problem, and show that no
primitive quotient of M1 is Go¨del incomplete.
1. Foreword
For quantum physical systems S with infinitely many degrees of freedom, von
Neumann’s uniqueness theorem does not hold in general, and the Hilbert space of
S does not exist. Infinite systems typically occur in quantum statistical mechan-
ics, [47]. Glimm’s UHF algebras yield the standard tool for the algebraization of
quantum spin systems [8, 9, 22, 47]. For instance, the Canonical Anticommutation
Relation (CAR) algebra provides a mathematical description of the ideal Fermi gas.
Eventually, the following general definition emerged: An AF algebra B is the norm
closure of the union of an ascending sequence of finite dimensional C*-algebras, all
with the same unit, [8, 19, 23].
When the Murray-von Neumann order of projections in B is a lattice we say
that B is an AF` algebra.
Quite a few classes of AF algebras existing in the literature turn out to be AF`
algebras, well beyond the most elementary examples given by commutative AF
algebras and finite dimensional C∗-algebras. An interesting class of AF` algebras is
given by AF algebras with comparability of projections (in the sense of Murray-von
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2 D. MUNDICI
Neumann). This includes the CAR algebra and, more generally, all of Glimm’s
UHF algebras, [19, 9]. AF algebras with comparability of projections also include
the Effros-Shen C*-algebras Fθ for irrational θ ∈ [0, 1], [19, p.65], which play an
interesting role in topological dynamics, [7, 10, 11, 46]. Also the Behncke-Leptin C*-
algebras Am,n with a two-point dual [4] have comparability of projections. Other
examples of AF` algebras are given by continuous trace AF algebras, liminary C*-
algebras with boolean primitive spectrum, [17], (see [38] for an interesting particular
case), and AF algebras with a directed set of finite dimensional *-subalgebras,
[28, 29].
The “universal” AF algebra M of [36, §8] is an AF` algebra: every AF algebra
with comparability of projections is a quotient of M by a primitive essential ideal,
[36, Corollary 8.7]. Also, every (possibly non-unital) AF algebra may be embedded
into a quotient of M, [36, Remark 8.9]. In this paper we will consider the Farey
AF` algebra M1 introduced in [37]. By [46], every irrational rotation C
∗-algebra is
embeddable into some (Effros-Shen) simple quotient of M1, [37, Theorem 3.1 (ii)].
M1, in turn, is embeddable into Glimm’s universal UHF algebra, [41, Theorem
1.5]. As shown in [40, 41], the AF algebra A more recently considered by Boca [6]
coincides with M1. For the many interesting properties and applications of M1 see
[1, 6, 18, 37, 40, 41].
As we will see in Theorem 2.1, a main property of every AF` algebra B is that
the partial addition in its Elliott local semigroup is canonically extendible to the
addition of an involutive monoid E(B). We are interested in the computational
complexity of the word problem of B, asking whether two formulas in the language
of involutive monoids denote the same Murray-von Neumann equivalence class of
projections of B. By Elliott’s classification, this is the equivalent counterpart for
B of the classical word problem of a group presented by generators and relations,
[31].
In Theorem 5.2 we establish the polynomial time complexity of the word problem
of M1. Since E(M1) is free, the word problem can be naturally posed for all AF`
algebras Q with singly generated E(Q), because the preservation properties of
K0 ensure that Q is a quotient of M1, just as E(Q) is a quotient of E(M1). In
Theorem 6.1 and Corollary 6.3 we prove the polynomial time complexity of the
word problem of Behnke-Leptin C∗ algebras Am,n. In Theorem 7.4 and Corollaries
7.5 and 7.6, a large set of Effros-Shen algebras Fθ is shown to have a polynomial
time word problem. This includes the case when θ = 1/e, or θ ∈ [0, 1] \Q is a
real algebraic number. In a final section a quotient of M1 is constructed having a
Go¨del incomplete word problem. It is also shown that Go¨del incompleteness does
not affect primitive quotients.
Familiarity is required with Elliott’s classification of AF algebras and K0, [19, 20,
21, 23], lattice-ordered abelian groups [5], and the basic properties of the equational
class of Elliott involutive monoids arising from AF` algebras—better known as MV-
algebras, [13, 14, 15, 42]. For the rudiments of diophantine approximation applied
to Effros-Shen algebras in this paper, we refer to [27]. For background on Turing
machines and algorithmic complexity see [31, 35, 44]. For complexity theoretic
issues concerning real numbers we refer to [26] and [34].
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2. AF algebras with a Murray-von Neumann lattice of projections
Elliott local semigroup [20], is a ring invariant consisting of equivalence classes
of idempotents, together with the partially defined addition of equivalence classes
of orthogonal idempotents, two idempotents i and j being equivalent iff xy = i and
yx = j for some x and y in the ring.
As explained in [20, Appendix] and in [21, p. 32], for every AF algebra B
the invariant is complete. Elements of Elliott local semigroup L(B) boil down to
Murray von Neumann equivalence classes of projections, with the partially defined
operation [p] + [q] = [p+ q], whenever p and q are orthogonal.
For any two equivalence classes [p] and [q] in L(B), we write [p] ≤ [q] iff p is
equivalent to a subprojection of q. This order is known as the Murray von Neumann
order of (projections in) B. Elliott’s partially defined addition + is associative,
commutative, and monotone: if [p] ≤ [q] and [r] ≤ [s] then [p] + [r] ≤ [q] + [s],
whenever [q] + [s] is defined.
Since every AF algebra B in this paper has a unit element, the underlying order
of the K0-group of B, as well as the unit element [1B], will be tacitly understood,
whenever no confusion may arise. So we will usually write
K0(B) instead of (K0(B), [1B]) and (K0(B),K
+
0 (B), [1B]).
By a unital `-group we mean an abelian lattice ordered group with a distinguished
(strong) unit u > 0, [5, 24].
The theory of AF` algebras is grounded in the following result:
Theorem 2.1. Let B be an AF algebra and L(B) its (partially ordered) local
semigroup.
(i) [43] Elliott’s partially defined addition + in L(B) has at most one extension
to an associative, commutative, monotone operation ⊕ : L(B)2 → L(B) satisfying
the following condition: For each projection p ∈ B, [1B−p] is the smallest element
[q] ∈ L(B) with [p]+ [q] = [1B]. The unique semigroup (S(B),⊕) expanding the
Elliott local semigroup L(B) exists iff B is an AF` algebra.
(ii) [20, 21] Let B1 and B2 be AF` algebras. For each i = 1, 2 let ⊕i be the
extension of Elliott’s addition given by (i). Then the semigroups (S(B1),⊕1) and
(S(B2),⊕2) are isomorphic iff so are B1 and B2.
(iii) [43] For any AF` algebra B the semigroup (S(B),⊕) has the structure of a
monoid (E(B), 0,∗ ,⊕) with an involution operation [p]∗ = [1B−p]. The Murray von
Neumann lattice order of equivalence classes of projections [p], [q] in B is definable
via the involutive monoidal operations, by writing [p] ∨ [q] = ([p]∗ ⊕ [q])∗ ⊕ [q] and
[p] ∧ [q] = ([p]∗ ∨ [q]∗)∗ for all [p], [q] ∈ E(B).
(iv) [19, 20, 21, 23] For any AF` algebra B the dimension group K0(B) is a
countable unital `-group. All countable unital `-groups arise in this way. Let B and
B′ be AF` algebras. Then K0(B) and K0(B′) are isomorphic as unital `-groups iff
B and B′ are isomorphic.
(v) [36, Theorem 3.9] Up to isomorphism, the map B → (E(B), 0,∗ ,⊕) is a
one-one correspondence between AF` algebras and countable abelian monoids with
a unary operation ∗ satisfying the equations:
x∗∗ = x, 0∗ ⊕ x = 0∗, and (x∗ ⊕ y)∗ ⊕ y = (y∗ ⊕ x)∗ ⊕ x.
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Let Γ be the categorical equivalence between unital `-groups and the class of in-
volutive monoids satisfying these equations. Then the Elliott involutive monoid
(E(B), 0,∗ ,⊕) is isomorphic to Γ(K0(B)).
3. The Farey AF algebra M1 of [37] (also see [6] and [41, 40])
First construction, [37]. For each m = 1, 2, . . . let ν(m) = 1 + 2m−1. The
sequence A1, A2, . . . of {0, 1}-matrices with ν(m + 1) rows and ν(m) columns is
defined by:
A1 =
1 01 1
0 1
A2 =

1 0 0
1 1 0
0 1 0
0 1 1
0 0 1,
A3 =

1 0 0 0 0
1 1 0 0 0
0 1 0 0 0
0 1 1 0 0
0 0 1 0 0
0 0 1 1 0
0 0 0 1 0
0 0 0 1 1
0 0 0 0 1

A4 =

1 0 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 1 1 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 1 1 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 1 1 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 1 1 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 1 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1 1
0 0 0 0 0 0 0 0 1

. . .
where for each j = 1, . . . , 2m−1 the 2jth row of Am has a 1 in positions j, j + 1
and is 0 elsewhere, the (2j − 1)th row has a 1 in position j and is 0 elsewhere, and
the last row has all 0 except a final 1. The map ζm : x ∈ Zν(m) 7→ Amx ∈ Zν(m+1)
is a one-one homomorphism of the free abelian group Zν(m) into Zν(m+1), which
preserves the product ordering of these groups. Equipping the simplicial group
Zν(1) with the (strong) order unit u1 = (1, 1), the element ut = AtAt−1 · · ·A1u
is an order unit in Zν(t), t = 1, 2, . . . . Following [37, pp.31,33], we denote by M1,
or (M1, 1) for greater clarity, the unital `-group of all continuous piecewise linear
functions f : [0, 1]→ R such that each linear piece of f has integer coefficients. M1
is equipped with the pointwise operations +,−,∧,∨ of R, and with the constant
function 1 as its distinguished order unit. The number of linear pieces of every
element of M1 is finite. Throughout, the adjective “linear” is to be understood in
the affine sense. In [37, 3.3] it is proved that lim((Zν(m), um), Am) = (M1, 1), where
limits are taken in the category of partially ordered groups with order unit, [24]. In
the light of Elliott’s classification [20, 21] and further K0-theoretic developments,
[23, 19], (see Theorem 2.1(iv)) the AF algebra M1 was defined in [37, p.33] by
writing
(K0(M1), [1M1 ])
∼= (M1, 1).
From the unital positive homomorphisms Am one may construct a Bratteli diagram
of M1 following [19, Chapter 2].
Second construction, [6]. In the Bratteli diagram of Figure 1, the two top (depth
0) vertices v1 and v2 have a label 1, λ(v01) = λ(v02) = 1. There are n(d) = 2
d + 1
vertices at depth d, (d = 0, 1, . . . ). The label λ(v) of any vertex v at depth d =
1, 2, . . . is the sum of the labels of the vertices at depth d − 1 connected to v
by an edge. Identifying each vertex v with the matrix algebra Mλ(v), for each
d = 0, 1, 2, . . . , the finite-dimensional C*-algebra Ad is defined as the direct sum
of the n(d) matrix algebras at depth d. The edges from depth d to depth d + 1
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Figure 1. The Bratteli diagram of A, [6, p. 977].
then determine a unital *-homomorphism φd : Ad → Ad+1, following the standard
interpretation of Bratteli diagrams, [8], [19, Chapter 2]. The AF algebra A is defined
as A = lim(Ad, φd).
Theorem 3.1. [40, p.329], [41, Theorem 1.1] A = M1.
The Farey algebra M1 has many interesting properties and applications, [1, 6,
18, 37, 40, 41].
Theorem 3.2. M1 has the following properties:
(a) The Elliott involutive monoid E(M1) = (E(M1), 0,
∗ ,⊕) is singly generated.
(b) For any two generators [p] and [q] of E(M1), the map [p] 7→ [q] uniquely
extends to an automorphism of E(M1).
(c) If [p] is a generator of E(M1), the only other generator is [1M1 − p].
Proof. (a) By Theorem 2.1(v), the involutive monoids E(M1) and Γ(M1, 1) are
isomorphic. By definition of the Γ functor, [36, p.20], the underlying set of Γ(M1, 1)
is the unit interval of (M1, 1). Therefore, Γ(M1, 1) consists of the [0, 1]-valued
functions in (M1, 1), equipped with the pointwise operations f
∗ = 1−f and f⊕g =
(f + g) ∧ 1. Equivalently, Γ(M1, 1) is the involutive monoid of all piecewise linear
continuous [0, 1]-valued functions f defined on [0, 1], such that every linear piece of
f has integer coefficients. These are known as one-variable McNaughton functions.
When Γ(M1, 1) is considered independently of (M1, 1), the notation M([0, 1]) is
customary. So
E(M1) ∼=M([0, 1]) . (1)
As a consequence of the one-variable fragment of McNaughton’s theorem [30], the
involutive monoid M([0, 1]) is generated by the identity function id[0,1] on [0, 1] .
Therefore, its isomorphic copy E(M1) is singly generated.
(b) By (1), we can equivalently argue for M([0, 1]) in place of E(M1). As we
have seen in (a), Γ(M1, 1) is the involutive monoid M([0, 1]) of all McNaughton
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functions f : [0, 1] → [0, 1]. Abelian monoids with a unary operation ∗ satisfying
the equations x∗∗ = x, 0∗⊕x = 0∗, and (x∗⊕y)∗⊕y = (y∗⊕x)∗⊕x of Theorem
2.1(v) are known as MV algebras, [13, 15, 42]. McNaughton’s theorem [30] shows
that M([0, 1]) is the free one-generator MV algebra. See [15, Corollary 3.2.8] for a
direct proof of the one-variable case.
By the standard MV algebra we mean the MV algebra obtained by equipping
the unit real interval with the involutive monoid operations x∗ = 1−x and x⊕y =
min(1, x+ y). Following [15, 42], the standard MV-algebra will be denoted [0, 1].
Chang’s completeness theorem [14] states that if an equation σ fails in some MV
algebra then σ fails in the standard MV algebra [0, 1]. Since the operations ∗ and ⊕
are continuous, the proof of Chang’s theorem given in [15, Theorem 2.5.3] actually
shows that σ also fails in the subalgebra [0, 1]∩Q. Let {r1, . . . , rm} be rationals
coded by the terms occurring in σ. Let d be their least common denominator. It
follows that σ fails in the subalgebra of [0, 1]∩Q, whose universe is {0, 1/d, . . . , (d−
1)/d, 1}.
Thus the free MV algebraM([0, 1]) satisfies the hypothesis of the Jo´nsson-Tarski
theorem, [25, Theorem 2 and remarks on pp.95 and 98]. The thesis of the theorem
implies that any generator g of M([0, 1]) is a free generator. By definition of a
free generating set, if g′ is any (automatically free) generator of M([0, 1]), the
map g 7→ g′ uniquely extends to an automorphism of M([0, 1]). Going back to
E(M1) ∼=M([0, 1]) we have the desired conclusion.
(c) Again, we will argue for M([0, 1]) in place of E(M1). In view of (b), it
suffices to show that M([0, 1]) has precisely two automorphisms. Suppose α is an
automorphism of M([0, 1]) different from the identity. Let j = α(id[0,1]). By (b),
j 6= id[0,1] . Trivially, j is a generator ofM([0, 1]), and is one-one, because so is id[0,1].
Since j has integer coefficients then {j(0), j(1)} = {0, 1}. From the continuity of j it
follows that j is onto [0, 1]. For all 0 < z < 1, both one-sided derivatives ∂j(z)/∂x±
exist, because j is piecewise linear. Neither derivative can be zero, for otherwise j
would not be one-one. Since all linear pieces of j have integer coefficients, ∂j(z)/∂x±
is a nonzero integer. Therefore, the one-one function j has only one linear piece.
Since j is different from id[0,1], then for all x ∈ [0, 1], ∂j(z)/∂x+ = −1, whence
j = 1 − id[0,1] . Since j is a generator of M([0, 1]), for each g ∈ M([0, 1]), α(g) is
the composite function g ◦ j, whence (α(g))(x) = g(1− x) for all x ∈ [0, 1] . This is
the only possibility for the automorphism α of M([0, 1]), other than the identity
automorphism. 
4. The primitive quotients of M1
For later use, in this section we provide background material for the study of the
word problem of primitive quotients of M1.
Theorem 4.1. The complete list of prime ideals of the Elliott involutive monoid
E(M1) =M([0, 1]) is as follows:
(i) For each ξ ∈ [0, 1], the maximal ideal jξ = {f ∈M([0, 1]) | f(ξ) = 0}.
(ii) j+0 = {f ∈M([0, 1]) | f(0) = 0 and ∂f(0)/∂x+ = 0}.
(iii) j−1 = {f ∈M([0, 1]) | f(1) = 0 and ∂f(1)/∂x− = 0}.
(iv) For every rational 0 < a/b < 1, j±a/b = {f ∈ M([0, 1]) | f(a/b) = 0 and
∂f(a/b)/∂x± = 0}.
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Proof. See the classification of prime ideals in free n-generator MV algebras, in [12,
§2], for n = 1. Recall that M([0, 1]) is the free one-generator MV algebra, (proof
of Theorem 3.2(b)). 
We will make repeated use of the following result:
Lemma 4.2. Let B be an AF algebra, and (G, u) = K0(B) its associated unital
dimension group, [19, 23].
(i) For every ideal I of B we have the isomorphism K0(B/I) ∼= K0(B)/K0(I),
where K0(I) is the image of I in K0(B).
(ii) The map I 7→ K0(I) is an isomorphism of the lattice of ideals of B onto the
lattice of ideals of the unital dimension group K0(B).
(iii) If B is an AF` algebra, the map I 7→ Γ(K0(I)) is an isomorphism of the
lattice of ideals of B onto the lattice of ideals (=kernels of homomorphisms) of
E(B), where Γ(K0(I)) is the intersection of K0(I) with the unit interval [0, u] of
the unital dimension group (G, u).
(iv) For any AF` algebra B and ideal J of B, the quotient B/I is an AF` algebra
and E(B/I) ∼= E(B)/Γ(K0(I)).
Proof. (i) [21, p.34] or [19, Corollary 9.2]. (ii) [23, p.196]. (iii) Use (ii) together
with [15, Theorem 7.2.2]. (iv) Use (i) together with [15, Theorem 7.2.4]. 
Corollary 4.3. The complete list of prime ideals of the unital `-group M1 is as
follows:
(i) For each ξ ∈ [0, 1], the maximal ideal Jξ = {f ∈M1 | f(ξ) = 0}.
(ii) J+0 = {f ∈ J0 | ∂f(0)/∂x+ = 0}.
(iii) J−1 = {f ∈ J1 | ∂f(1)/∂x− = 0}.
(iv) For each rational 0 < a/b < 1, J±a/b = {f ∈ Ja/b | ∂f(a/b)/∂x± = 0}.
Proof. Let (G, u) be a unital `-group, with its associated MV-algebra A = Γ(G, u).
By [15, Theorem 7.2.2], the map
i ∈ set of ideals of A 7→ smallest ideal of (G, u) containing i
is a lattice isomorphism of the set of ideals of A onto the set of ideals of (G, u). The
inverse map sends every ideal J of (G, u) into the intersection of J with the unit
interval [0, u] of (G, u). Now apply Theorem 4.1. 
With reference to Lemma 4.2, for every AF algebra B, let id = idB be the
isomorphism of the lattice of ideals of the dimension group K0(B) onto the lattice
of ideals of B. Thus for every ideal J of B,
id−1(J) = K0(J) = the image of J in K0(B). (2)
From Corollary 4.3 we immediately obtain the classification of the set PrimM1 of
primitive ideals of M1 independently re-obtained in [6, Proposition 7]:
Corollary 4.4. The complete list of the set PrimM1 of primitive ideals of M1 is
as follows:
(i) For each ξ ∈ [0, 1], Jξ = id(Jξ).
(ii) J+0 = id(J
+
0 ).
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(iii) J−1 = id(J
−
1 ).
(iv) For each rational 0 < a/b < 1, J±a/b = id(J
±
a/b). 
Corollaries 4.3 and 4.4, in combination with Lemma 4.2(i)-(ii) yield:
Corollary 4.5. [41, Theorem 3.2(iii)] Letting ∼= denote unital `-group isomorphism,
we have:
(i) K0(M1/Jp/q) ∼= (M1, 1)/Jp/q ∼= (Z, q), for every rational p/q ∈ [0, 1].
(ii) Let Z+lex Z denote the free abelian group Z2 equipped with the lexicographic
ordering: (x, y) ≥ 0 iff either x > 0 or (x = 0 and y ≥ 0). Then
K0(M1/J
+
0 )
∼= (M1, 1)/J+0 ∼= (Z+lex Z, (1, 0)) ∼= (M1, 1)/J−1 ∼= K0(M1/J−1 ).
(iii) For any rational p/q ∈ {x ∈ R | 0 < x < 1}, written in its lowest terms, let
p−1 ∈ {1, . . . , q − 1} be the inverse of p modulo q. Then
K0(M1/J
+
p/q)
∼= (M1, 1)/J+p/q ∼= (Z+lex Z, (q,−p−1)).
(iv) K0(M1/J
−
p/q)
∼= (M1, 1)/J−p/q ∼= (Z+lex Z, (q, p−1)).
Corollary 4.6. [37, Proof of Theorem 3.1] For every every irrational θ ∈ [0, 1], let
Fθ denote the Effros-Shen algebra of [19, §10]. Then
K0(M1/Jθ) ∼= K0(M1)/K0(Jθ) ∼= (M1, 1)/Jθ ∼= (Z+ Zθ) ∼= K0(Fθ). (3)
Proof. Combine (2) with the preservation properties of K0, Lemma 4.2(i)-(ii). 
Corollary 4.7. [6, Proposition 4] With the notation of Corollary 4.4, the primitive
quotients of M1 are as follows:
(i) For each θ ∈ [0, 1] \Q, M1/Jθ = Fθ.
(ii) M1/J0 = M1/J1 = C. For any rational 0 < p/q < 1 (written in its lowest
terms), M1/Jp/q = Mq.
(iii) For every separable Hilbert space L, let K(L) denote the C∗-algebra of all
compact operators on L. Further, let H1 stand for an infinite-dimensional
separable Hilbert space. Then M1/J
+
0 = M1/J
−
1 is the Behnke-Leptin (uni-
tal) AF algebra A0,1 of operators on the Hilbert space H = C ⊕ H1 ⊗ C
generated by K(H) and 1H1 ⊗K(C), (see [4, p.330-331]).
(iv) For any rational 0 < p/q < 1, letting k ≡ −p−1 mod q, k ∈ {1, . . . , q−1},
M1/J
+
p/q is the Behnke-Leptin AF algebra Ak,q of operators on the Hilbert
space H = Ck ⊕H1 ⊗ Cq generated by K(H) and 1H1 ⊗K(Cq).
(v) For any rational 0 < p/q < 1, letting h ≡ p−1 mod q, h ∈ {1, . . . , q − 1},
M1/J
−
p/q is the Behnke-Leptin AF algebra Ah,q.
By Theorem 3.2, the involutive monoid E(M1) has two possible generators. Let
us choose, once and for all, a projection p ∈ M1 such that [p] generates E(M1).
Then [p] freely generates E(M1). Since the McNaughton function id[0,1] is a free
generator of M([0, 1]) ∼= E(M1), there is precisely one isomorphism ω of M([0, 1])
onto E(M1) mapping ω(id[0,1]) into [p]. In symbols,
ω : f ∈M([0, 1]) ∼= ω(f) ∈ E(M1), ω(id[0,1]) = [p]. (4)
WORD PROBLEMS IN ELLIOTT INVOLUTIVE MONOIDS 9
Every ideal of E(M1) is the ω-image of a uniquely determined ideal i of M([0, 1])
in such a way that we have the isomorphism
[q]/ω(i) ∈ E(M1)/ω(i) ∼= ω−1([q])/i ∈M([0, 1]) /i, for all [q] ∈ E(M1). (5)
Proposition 4.8. As in Theorem 4.1(i), for any irrational θ in [0, 1], let the ideal
jθ of M([0, 1]) be defined by jθ = {f ∈M([0, 1]) | f(θ) = 0}.
(i) There is a unique embedding ηθ of the quotientM([0, 1]) /jθ into the standard
MV algebra [0, 1] introduced in the proof of Theorem 3.2(b).
(ii) There is a unique embedding ιθ of E(M1)/ω(jθ) into [0, 1] .
(iii) The projection p ∈ M1 has the following property: For each irrational
θ ∈ [0, 1], ιθ([p]/ω(jθ)) = θ.
Proof. (i) Since jθ is a maximal ideal of M([0, 1]) then M([0, 1]) /jθ is simple, i.e.,
{0} is its only ideal. By [42, Theorem 4.16(i)], there is precisely one embedding ηθ
of M([0, 1]) /jθ into [0, 1]. In more detail, let gen(θ) denote the MV subalgebra of
[0, 1] generated by θ. Then ηθ is an isomorphism of M([0, 1]) /jθ onto gen(θ).
(ii) By (5), E(M1)/ω(jθ) is isomorphic to M([0, 1]) /jθ. Now apply (i).
(iii) By (4)-(5), it is enough to prove that the unique embedding
ηθ : f/jθ ∈M([0, 1]) /jθ 7→ ηθ(f/jθ) ∈ [0, 1]
satisfies ηθ(id[0,1] /jθ) = θ. The proof of (i) allows us to identify the MV-algebras
gen(θ) and M([0, 1]) /jθ. It is well known that the only automorphism of the MV
algebra gen(θ) is identity, (see [42, Theorem 4.16](i), or apply Ho¨lder’s theorem,
[5]). Two McNaughton functions f, g ∈ M([0, 1]) satisfy f/jθ = g/jθ iff they have
the same value at θ. Thus the embedding ηθ acts on f/jθ as evaluation of f at θ,
in symbols, ηθ(f/jθ) = f(θ) for all f ∈ M([0, 1]) . In particular, ηθ(id[0,1] /jθ) =
id[0,1](θ) = θ, as desired. 
5. The word problem of the Farey algebra M1
In view of Theorem 2.1, the word problem of the AF` algebra M1 can be defined
mimicking the classical definition of the word problem for a group presented by
generators and relations, [31, §VIII, 1.7]. Thus, given two formulas φ and ψ in
the language of involutive monoids, the word problem asks to mechanically decide
whether φ and ψ code the same equivalence of projections of M1.
In the next section we will similarly define the word problem of every AF`-
algebra B whose Elliott involutive monoid is singly generated. We will be able to
do so because the freeness properties of E(M1) ensure that E(B) is a quotient of
E(M1). The main aim of this paper is to assess the algorithmic complexity the
word problem of various quotients of M1.
Syntax/Semantics of the word problem. To get to work on (Turing) computational
issues like word problems, a modicum of syntactical machinery must be introduced.
To this purpose, first of all, we enrich the language (= set of constant and operation
symbols) 0,∗ ,⊕ of one-generator involutive monoids by adding a new constant
symbol X for the generator. Throughout, by a formula we mean a string of symbols
over the alphabet {0, X,∗ ,⊕, ), (}, given by the following inductive definition: 0 and
X are formulas; if φ and ψ are formulas, then so are φ∗ and (φ⊕ψ). It is a tedious
exercise to verify that this definition ensures “unique readability” of every formula
10 D. MUNDICI
0 1 1/3 1/2 
1 
2/3 
Figure 2. The ω−1-image of the Murray-von Neumann equivalence
class [r] = (((([p]⊕ [p])∗ ⊕ [p])⊕ ([p]⊕ [p])∗)∗ ⊕ ([p]⊕ [p])∗)∗ ∈ E(M1).
φ, i.e., its mechanical unique decomposability into immediate subformulas, unless
φ is a constant symbol.
Every formula φ in the language 0, X,∗ ,⊕ codes precisely one McNaughton
function fφ by the following inductive definition on the number of operation symbols
in subformulas of φ: f0 is the zero function on [0, 1], and fX is id[0,1] . Inductively,
fψ∗ = 1−fψ = f∗ψ, and f(ψ⊕χ) = min(1, fψ+fχ) = fψ⊕fχ. This definition makes sense
because of the unique readability of formulas. We say that fψ is the McNaughton
function of ψ.
Figure 2 shows the McNaughton function of the formula
((((X ⊕X)∗ ⊕X)⊕ (X ⊕X)∗)∗ ⊕ (X ⊕X)∗)∗.
Via the isomorphism ω of (4), every formula ψ simultaneously codes the Murray-
von Neumann equivalence class of projections ω(fψ) of M1.
Definition 5.1. The word problem of M1 is as follows:
INSTANCE : Formulas φ and ψ in the language of 0, X,∗ ,⊕.
QUESTION : Are ω(fφ) and ω(fψ) the same equivalence class of projections of M1?
Should the symbol X be interpreted as the other generator of E(M1), Theorem
3.2 ensures that every question in the resulting word problem has precisely the
same answer as in the original word problem defined above.
For any formula φ in the language 0, X,∗ ,⊕ we let ||φ|| = the number of occur-
rences of symbols in φ.
Theorem 5.2. The word problem of M1 is solvable in polynomial time. In other
words, there is a polynomial T : {0, 1, 2, . . . } → {0, 1, 2, . . . } and a Turing machine
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which, having in input any pair of formulas (φ, ψ), decides whether they code the
same equivalence class of projections of M1, in a number of steps < T (||φ||+ ||ψ||).
Proof. In view of the isomorphism (4), we may replace E(M1) by M([0, 1]) and
focus on the complexity of the equivalent problem of checking whether the Mc-
Naughton functions fφ and fψ coincide. We first make the following:
Claim 1: Let ρ be a formula. For all 0 < z < 1 both one-sided derivatives
∂fρ(z)/∂x
± (exist and) satisfy |∂fρ(z)/∂x±| ≤ ||ρ||.
Existence immediately follows from piecewise linearity. Since every linear piece
of every g ∈ M([0, 1]) has integer coefficients, both one-sided derivatives of g at z
have integer values. For the formulas 0 and X the claim is trivially true. Proceeding
inductively on the number of operation symbols in subformulas σ of ρ, we can write:∣∣∣∣∂fσ∗(z)∂x+
∣∣∣∣ = ∣∣∣∣∂fσ(z)∂x+
∣∣∣∣ ≤ ||σ|| < ||σ∗|| ≤ ||ρ||.
On the other hand, whenever σ has the form (α⊕ β), we can write:
∂fσ(z)
∂x+
=
∂fα(z)
∂x+
+
∂fβ(z)
∂x+
, (6)
unless fα(z)⊕ fβ(z) = 1, in which case
∂fσ(z)
∂x+
= min
(
0,
∂fα(z)
∂x+
+
∂fβ(z)
∂x+
)
. (7)
In conclusion,∣∣∣∣∂fσ(z)∂x+
∣∣∣∣ ≤ ∣∣∣∣∂fα(z)∂x+ + ∂fβ(z)∂x+
∣∣∣∣ ≤ ∣∣∣∣∂fα(z)∂x+
∣∣∣∣+ ∣∣∣∣∂fβ(z)∂x+
∣∣∣∣ ≤ ||α||+ ||β|| < ||σ|| ≤ ||ρ||.
A similar result holds for ∂fσ(z)/∂x
−. Our first claim is settled.
Claim 2: Let φ and ψ be formulas. If fφ 6= fψ, there is a rational r = c/d such that
fφ(r) 6= fψ(r) and 0 < d ≤ 14(||φ||+ ||ψ||).
As a matter of fact, let h = |fφ − fψ|. Then a tedious but straightforward calcu-
lation ([15, 1.2.4]) yields
h = (f∗φ ⊕ fψ)∗ ⊕ (f∗ψ ⊕ fφ)∗ = f((φ∗⊕ψ)∗⊕(ψ∗⊕φ)∗) (8)
showing that h is a member of M([0, 1]) . If h is the constant 1 we are done.
Otherwise, the maximum value of h is attained at some point r ∈ [0, 1] of h which is
the unique solution of a linear equation d′x+ c′ = d′′x+ c′′ with integer coefficients
c′, c′′, d′, d′′. (If r ∈ {0, 1} the proof is trivial.) The denominator d of r satisfies
0 < d ≤ |d′ − d′′| ≤ |d′|+ |d′′|. By definition, |d′|, |d′′| ≤ |∂h(r)/∂x+|. By Claim 1,
d ≤ |d′|+ |d′′| ≤ 2
∣∣∣∣∂h(r)∂x+
∣∣∣∣ ≤ 2||((φ∗ ⊕ ψ)∗ ⊕ (ψ∗ ⊕ φ)∗)||.
Now
2||(φ∗⊕ψ)∗⊕(ψ∗⊕φ)∗|| = 2(2(||φ||+||ψ||)+10) ≤ 2(2(||φ||+||ψ||)+5((||φ||+||ψ||))
which settles our second claim.
To conclude, it suffices to prove:
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Claim 3: The problem whether for some rational r ∈ [0, 1] with denominator 0 <
d ≤ 14(||φ|| + ||ψ||) the function h vanishes at r, has polytime complexity with
respect to ||φ||+ ||ψ||.
As a matter of fact, by Claim 2, the number N of these rational numbers r ∈ [0, 1]
satisfies N < (14(||φ||+ ||ψ||))2. By (8), for any such r, we must compute the value
fσ(r) for all subformulas σ of ((φ
∗ ⊕ ψ)∗ ⊕ (ψ∗ ⊕ φ)∗). This is done proceeding
by induction on the number of operation symbols in σ. The number of these
subformulas is bounded above by a linear function of ||φ||+ ||ψ||. Since both ∗ and
⊕ are polytime operations, it easily follows that computing the value fσ(r) takes
polynomial time in ||φ||+ ||ψ||, whence so does the computation of h(r).
Having thus settled Claim 3, we have completed the proof that the word problem
of M1 has polytime complexity. 
6. The word problem of Behnke-Leptin primitive quotients of M1
The freeness properties of the Farey algebra M1 yield a natural definition of
the word problem of every AF` algebra Q whose Elliott involutive monoid E(Q)
is singly generated. Since E(Q) is the quotient of the free algebra E(M1) by some
ideal i of E(M1), then by Lemma 4.2, Q is the quotient of M1 by the ideal I
corresponding to i via the functors K0 and Γ. Once E(M1) is equipped with the
generator [p] introduced in Proposition 4.8(iii), E(Q) is automatically endowed
with the generator [p/I] ∈ E(M1/I).
The word problem of Q asks whether two arbitrary formulas φ, ψ in the language
0, X,∗ ,⊕ code the same equivalence class of projections in Q, with the symbol X
coding the generator [p/I] of the involutive monoid E(M1/I) ∼= E(M1)/i = E(Q).
When Q = M1 we recover Definition 5.1.
In [21, pp.36-37] Elliott constructs the local semigroup of the Behnke-Leptin
(unital) separable AF algebra A0,1 with a two point dual, [4]. Since A0,1 has
comparability in the sense of Murray-von Neumann, A0,1 is an AF` algebra. Fur-
ther, Elliott’s analysis in [21] shows that the involutive monoid E(A0,1) is singly
generated. We then have:
Theorem 6.1. The word problem of the Behnke-Leptin C*-algebra A0,1 has poly-
nomial time complexity.
Proof. As shown in [21, p. 36], K0(A0,1) is the lexicographic product Z+lex Z of
two copies of Z, and the image of the unit element of A0,1 in K0 is the order unit
(1, 0) of Z+lexZ. By (4), we may argue forM([0, 1]) instead of its isomorphic copy
E(M1). By Theorem 2.1(v) and Corollaries 4.3(ii)-4.7(ii), E(A0,1) is (isomorphic
to) the quotient of M([0, 1]) by the ideal j+0 of all McNaughton functions that
vanish on a right open neighborhood of 0. Two elements f, g ∈ M([0, 1]) are
mapped into the same element of E(A0,1) by the quotient map l ∈ M([0, 1]) 7→
l/j+0 ∈ M([0, 1]) /j+0 iff they have equal value in an open right neighborhood of 0.
By (5), the image under the quotient map of the generator [p] of E(M1) may be
identified with the element id[0,1]/j
+
0 ofM([0, 1]) /j+0 where, as the reader will recall,
id[0,1] denotes the identity function over [0, 1] . The element id[0,1]/j
+
0 is known as
the germ of id[0,1] at 0. Every f ∈M([0, 1]) is similarly transformed by the quotient
map into its germ at 0. Piecewise linearity ensures that any f, g ∈ M([0, 1]) are
identified by the quotient map iff they have the same germ at 0 iff they coincide on
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Figure 3. Elements of the Elliott involutive monoid of the Behnke-
Leptin algebra A3,5 = M1/J+3/5. Each point stands for the germ at
3/5 of some function f ∈ M([0, 1]). The abscissa plots the possible
values f(3/5), as f ranges over all McNaughton functions. Correspond-
ingly, the ordinate plots the possible values of ∂f(3/5)/∂x+. The point
(3/5, 1) is the generator of E(A3,5) corresponding to id[0,1] /j+3/5. With
reference to Corollary 4.5(ii)-(iii), the map (x, y) 7→ (5x, (y − 10x)/5) is
an isomorphism of E(A3,5) onto Γ(Z+lex Z, (5,−2)).
some open right neighborhood of 0, iff
f(0) = g(0) and
∂f(0)
∂x+
=
∂g(0)
∂x+
.
(Compare with the proof of Claim 1 in Theorem 5.2.)
Thus to evaluate the complexity of the problem whether two formulas φ, ψ satisfy
fφ/j
+
0 = fψ/j
+
0 in M([0, 1]) /j+0 , we consider the equivalent problem of deciding
whether fφ and fψ have the same value at 0 and the same partial derivative at 0
along x+.
We will prove the existence of a polynomial P such that both problems are
decidable in less than P (||φ|| + ||ψ||) steps, for any φ and ψ. We proceed by
induction on the number of operation symbols in subformulas σ of φ and ψ.
Since fσ is piecewise linear with integer coefficients, then fσ(0) ∈ {0, 1}. There
are only polynomially few subformulas σ of φ and ψ. Since both ∗ and ⊕ are
polytime operations, it easily follows that the computation of the value fσ(0) takes
polynomial time in ||φ||+||ψ||. Thus the problem whether fφ(0) = fψ(0) is polytime.
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By induction on the number of operation symbols, we next evaluate the one-sided
derivatives
∂fφ(0)
∂x+
and
∂fψ(0)
∂x+
as follows: First of all, the derivative of the generator id[0,1] = fX of M([0, 1]) is
equal to 1, and the derivative of the zero element f0 is 0. Proceeding inductively,
whenever the operation ∗ is applied to a subformula σ to yield σ∗, the one-sided
derivative flips from d to −d. Whenever a subformula σ arises as (α⊕ β), the one-
sided derivatives of σ are evaluated arguing by cases and using (6)-(7) in the proof of
Claim 1 in Theorem 5.2. All these derivatives have integer values ≤ max(||φ||, ||ψ||),
which can be computed in polynomial time. Thus the computation of the one-sided
derivatives of fφ and fψ at 0 requires polynomial time in ||φ||+ ||ψ||.
We have just shown the existence of the desired polynomial P such that in less
than P (||φ|| + ||ψ||) steps it is decidable if two formulas φ, ψ satisfy fφ(0)/j+0 =
fψ(0)/j
+
0 .
As a consequence, the word problem of A0,1 has polytime complexity. 
Remark 6.2. E(A0,1) is isomorphic to the MV algebra C introduced by Chang in
[13, p.474].
Corollary 6.3. The word problems of the Behnke-Leptin algebras M1/J
+
m/n and
M1/J
−
m/n have polynomial time complexity. (Notation of Corollary 4.7.)
Proof. A routine variant of the proof of Theorem 6.1. For every formula ψ, one has
now to compute the value of fψ and both its one-sided derivatives at m/n. 
Figure 3 shows the Elliott involutive monoid of a typical Behnke-Leptin algebra
M1/J
+
m/n.
7. The word problem of Effros-Shen primitive quotients of M1
Following [19, p. 65], for each irrational θ ∈ [0, 1] the Effros-Shen AF algebra Fθ
is defined by K0(Fθ) ∼= (Z+ Zθ, 1), the latter denoting the additive subgroup of R
generated by θ and 1, with the natural ordering and 1 as the unit.
It is well known that Effros-Shen algebras are related to continued fractions,
[10, 11], [19, §5]. The elementary theory of diophantine approximation is also a key
tool for our results on the word problem of Fθ.
We prepare:
Lemma 7.1. If n ≥ 2 is even and h/k is a rational (with k > 0) satisfying
pn/qn < h/k < pn+1/qn+1 then k > qn+1 > qk.
Proof. By [27, I, §1, Theorem 2], the integer 2×2 matrix whose rows are given by
(pn, qn) and (pn+1, qn+1) is unimodular. Passing to homogeneous integer coordi-
nates in Z2, let us consider the integer vector (h, k). Our hypothesis about h/k lying
in the interior of the interval [pn/qn, pn+1/qn+1] amounts to saying that (h, k) lies
in the interior of the positive span {λ(pn, qn) + µ(pn+1, qn+1) ∈ R2 | 0 ≤ λ, µ ∈ R}
of (pn, qn) and (pn+1, qn+1) in R2. On the other hand, (h, k) lies outside the half-
open parallelogram P = {x ∈ R2 | x = λ(pn, qn) + µ(pn+1, qn+1), 0 ≤ λ < 1, 0 ≤
µ < 1}. Indeed, P does not contain any integer point other than the origin, because
{(pn, qn), (pn+1, qn+1)} is a free generating set of the free abelian group Z2.
Thus k ≥ qn+1 + qk > qn+1 > qk. 
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From qn ≥ 2qn−2 we get q2n ≥ 2nq0 = 2n and q2n+1 ≥ 2nq1 ≥ 2n, whence
qn ≥ 2(n−1)/2 for all n = 2, 3, 4, . . . . The following alternative estimates, however,
will simplify our calculations in Theorem 7.4, with no loss in its content.
Lemma 7.2. Let pn/qn be the nth principal convergent of θ. We then have:
(i) q0 = 1 ≤ q1 and qn > (3/2)n−2 for all n ≥ 2.
(ii) For all m = 1, 2, . . . and even n > log2 8m we have qn > 2m.
Proof. (i) We have q0 = 1 by definition. Necessarily, q1 ≥ 1. Thus by ([27, I §1,
Theorem 1]), q2 ≥ q1 + q0 > 1 = (3/2)2−2. Proceeding inductively, for all n ≥ 2. we
have qn ≥ qn−1 + qn−2 > (3/2)n−3 + (3/2)n−4 > (3/2)2 · (3/2)n−4 = (3/2)n−2, as
desired.
(ii) By (i), n > log2 8m ⇒ n > 2 + log2 2mlog2 3/2 ⇒ (3/2)
n−2 > 2m ⇒ qn >
2m, 
Lemma 7.3. Let a0, a1, . . . denote the partial quotients of θ. For each n = 2, 3, . . .
let a¯n = max(a0, . . . , an). Then qn < (2a¯nq1)
n.
Proof. By [27, I, §1, p.2], qn = anqn−1 + qn−2 < qn−1(an + 1) ≤ 2anqn−1. So, in
particular, q2 < 2a2q1 < (2a¯2q1)
2. Inductively, qn < 2anqn−1 < 2an(2a¯n−1q1)n−1 ≤
(2a¯nq1)(2a¯nq1)
n−1 = (2a¯nq1)n. 
A brute force counting argument shows that uncountably many Effros-Shen AF
algebras do not have a decidable word problem. On the other hand, the following
result yields a large class of Effros-Shen algebras having a polynomial time word
problem:
Theorem 7.4. Let θ ∈ [0, 1] \Q. Suppose there is a real κ > 0 such that for every
n = 0, 1, . . . the sequence [a0, . . . , an] of partial quotients of θ is computable (as a
finite list of binary integers) in less than 2κn steps.1 Then the word problem of Fθ
has polynomial time complexity.
Proof. By (4), we may argue for M([0, 1]) in place of E(M1). By Lemma 4.2,
letting gen(θ) denote the MV subalgebra of the standard MV-algebra generated by
θ, we may write
E(Fθ) = Γ(Z+ Zθ, 1) = gen(θ) =M([0, 1]) /jθ.
By [42, Theorem 4.16], gen(θ) is uniquely isomorphic to the quotient ofM([0, 1]) by
the maximal ideal jθ of all McNaughton functions of M([0, 1]) vanishing at θ. The
irrationality of θ ensures that every f ∈M([0, 1]) vanishing at θ also vanishes over
an open neighborhood of θ. This is so because every linear piece of f has integer
coefficients. As in the proof of Proposition 4.8, the quotient map f ∈ M([0, 1]) 7→
f/jθ ∈M([0, 1]) /jθ boils down to evaluating f at θ.
We must prove the existence of a polynomial T such that for arbitrary formulas
φ and ψ, the problem whether φ and ψ code the same element of E(Fθ) is decidable
in less than T (||φ||+ ||ψ||) steps.
1i.e., some Turing machine over input 0 . . . 0, (n zeros), outputs the list of binary numbers
[a0, . . . , an] in a number of steps bounded above by some exponential function of the input length n.
Numerical inputs in unary notation are customary in recursive analysis and in discrete complexity
theory, [26].
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By (8), the problem amounts to checking whether the function |fφ − fψ| ∈
M([0, 1]) belongs to jθ. In turn, this problem is equivalent to checking whether
the function |fφ − fψ| vanishes at θ. Let δ be the formula
((φ∗ ⊕ ψ)∗ ⊕ (ψ∗ ⊕ φ)∗). (9)
The same verification in the proof of Claim 2 in Theorem 5.2 shows that fδ =
|fφ− fψ|. The quotient map sends fδ ∈M([0, 1]) into the real number fδ(θ) ∈ [0, 1] .
Observe that fδ belongs to jθ iff fδ(θ) = 0.
So, to conclude the proof it is sufficient to prove that there is a polynomial T ′ such
that for every formula ρ, the problem whether fρ(θ) = 0 can be solved in less than
T ′(||ρ||) steps.
Let the integer nρ be defined by
nρ = 2 · dlog2 8||ρ||e = 2 · the smallest integer ≥ log2 8||ρ||. (10)
By Lemma 7.2(ii),
qnρ > 2||ρ||. (11)
Claim 1: fρ is linear over the interval Iρ = [pnρ/qnρ , pnρ+1/qnρ+1].
Otherwise (absurdum hypothesis), the piecewise linear function fρ has a non-
differentiability point x lying in the interior of Iρ. Since the linear pieces of fρ are
restrictions of linear polynomials with integer coefficients, any such x is the unique
solution of an equation of the form d′x+c′ = d′′x+c′′ for integers c′, c′′, d′, d′′. Thus
x is rational, and its denominator d satisfies the inequalities 0 < d ≤ |d′ − d′′| ≤
|d′|+ |d′′|. Arguing inductively on the number of operation symbols in subformulas
of ρ as in the proof of Theorem 5.2, it follows that the one-sided derivatives d′ and d′′
of fρ at x are bounded above by the number ||ρ|| of symbols of ρ. Thus d ≤ 2||ρ||.
By Lemma 7.1, the rational x satisfies d > qnρ+1 > qnρ . By (11), d > 2||ρ||, a
contradiction that settles our first claim.
Since fρ is piecewise linear and fρ ≥ 0, from our claim we have: fρ(θ) = 0 iff f
vanishes over Iρ iff fρ(pnρ/qnρ) = 0 = fρ(pnρ+1/qnρ+1). Therefore, to complete
the proof of the theorem there remains to be proved that the values
v = fρ(pnρ/qnρ), w = fρ(pnρ+1/qnρ+1)
are computable in polynomial time. To this purpose, we first settle the following:
Claim 2: The time (=number of Turing machine steps) t needed to compute the
sequence of binary integers [a0, . . . , anρ ] is bounded above by a polynomial in the
length of ρ.
As a matter of fact,
t < 2κnρ , by hypothesis
< (22(1+log2(8||ρ||))κ, by (10)
= 4κ · (8||ρ||)2κ.
Claim 3: The two sequences of binary integers integers p0, . . . , pnρ and q0, . . . , qnρ
are computable in polynomial time.
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As a matter of fact, letting ||j||2 denote the length of the integer j written in
binary notation, for some constant c and polynomial P we have
||qnρ ||2 < nρ log2 2q1a¯nρ , by Lemma 7.3
< (2 + 2 log2 8||ρ||) · (c+ ||a¯nρ ||2), by (10)
< P (||ρ||), a fortiori, by Claim 2.
Now, the binary integer qnρ is computed via a number nρ (logarithmic in ||ρ||) of
applications of the recursive formulas [27, I, §1, p.2], involving additions and mul-
tiplications of the binary integers ||ai||2, ||qi||2, ||pi||2 as in the euclidean algorithm.
It follows that the computation of ||qnρ ||2 takes polynomial time (say P 3(||ρ||)),
and so does the computation of ||pnρ ||2. Our third claim is thus settled.
For every subformula σ of ρ, arguing inductively on the number of operation sym-
bols of σ, it follows that the computation of the rational number v = fσ(pnρ/qnρ),
as a pair of binary integers, requires polynomial time in ||ρ||. As a matter of
fact, the number of subformulas of ρ is bounded above by ||ρ||. At each step,
we have the following two alternatives: Either σ is transformed into σ∗, whence
f∗σ(pnρ/qnρ) = 1 − fσ(pnρ/qnρ). Or else, σ = (α ⊕ β), in which case we argue
by cases using formulas (6)-(7) as in Theorem 5.2, Claim 1. Similarly, the value
w = fρ(pnρ+1/qnρ+1) is computable in polytime.
We have just shown the existence of the desired polynomial T ′ such that for
every formula ρ, the problem whether fρ(θ) = 0 is decidable in less than T
′(||ρ||)
steps.
As a consequence, the word problem of Fθ has polynomial time complexity. 
Corollary 7.5. The word problem of each Effros-Shen algebra Fθ, for θ a quadratic
irrational, or θ = 1/e, has polynomial time complexity.
Proof. This follows from a straighforward application of the foregoing theorem, re-
calling that both 1/e and any quadratic irrational satisfy the hypothesis therein.
Specifically, for each quadratic irrational one may use Lagrange theorem, [27, The-
orem 3, IV, §1, p.57]. For Euler’s constant e, the proof follows by direct inspection
of Euler’s continued fraction for e, [27, V, §2, p.74] together with Serret’s theorem
[27, Theorem 8, I, §3, p.14]. 
Fix an irrational θ and consider the following decision problem:
INSTANCE : Integers q > 0 and p, written in binary notation.
QUESTION : Does the inequality p/q < θ hold ?
We say that θ has an exponential time computable rational left cut if the above
problem can be decided by a Turing machine in a number of steps bounded above by
an exponential function of the length ||(p, q)|| of the input pair of binary integers
(p, q). In the literature on recursive analysis, one similarly defines “dyadic” left
cuts, [26, Definition 2.7 and Remark, p.48].
Corollary 7.6. For any irrational θ ∈ [0, 1] having an exponential time computable
left cut, the Effros-Shen algebra Fθ has a polynomial time word problem.
Proof. Two formulas φ and ψ code the same element of Fθ iff the identity fψ(θ) =
fφ(θ) holds in M([0, 1]) iff fδ(θ) = 0, with δ the formula ((φ∗ ⊕ ψ)∗ ⊕ (ψ∗ ⊕ φ)∗).
Indeed, as the reader will recall, fδ = |fφ − fψ|. It is sufficient to show the existence
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of a polynomial T such that for any formula ρ, the problem of checking whether
fρ(θ) = 0 can be solved in less than T (||ρ||) Turing steps.
To this purpose, let
0 = r0 < r1 < · · · < rk = 1, ri = ni/di ∈ [0, 1]∩Q, 0 < di ≤ 2||ρ||, (i = 0, . . . , k)
be the Farey sequence of all rational points ri ∈ [0, 1] of denominator ≤ 2||ρ||.
Since every rational x with ri < x < ri+1 has a denominator d > 2||ρ||, we claim
that
fρ is linear over each interval [ri, ri+1]. (12)
For otherwise (absurdum hypothesis), fρ has a nondifferentiability point x lying in
the interior of [ri, ri+1]. Any such x is the unique solution of an equation of the
form d′x + c′ = d′′x + c′′ for suitable integers c′, c′′, d′, d′′. Thus x is rational, and
its denominator d satisfies the inequalities 0 < d ≤ |d′ − d′′| ≤ |d′|+ |d′′|. As in the
proof of Theorem 5.2 (Claim 1), the values d′ and d′′ of the one-sided derivatives
of fρ at x are bounded above by ||ρ||. Thus d ≤ 2||ρ||, a contradiction.
There exists a Turing machine T and a (cubic) polynomial T ′ with the following
properties: Over any input ρ, T outputs the sequence of intervals [ri, ri+1] in less
than T ′(||ρ||) steps. To this purpose, T first computes the Farey mediant 1/2 of 0
and 1, and then, inductively, T inserts all possible Farey mediants of denominator
3, 4, . . . , 2||ρ|| − 1, 2||ρ||, (as pairs of integers in binary notation) until the desired
Farey sequence is completed.
For each i = 1, . . . , k−1, let Li be the length of the quadruple of binary integers
ni, di, ni+1, di+1 denoting the rational interval [ri, ri+1]. Then for some constant
λ > 0, we can write Li < λ log2 ||ρ||. Arguing inductively on subformulas of ρ as in
the proof of Theorem 7.4, we may assume that for some polynomial T ′′, machine
T outputs the list of (automatically rational) values fρ(ri), (i = 0, . . . , k) in less
than T ′′(||ρ||) steps. Each fρ(ri) is a pair of binary integers.
Since θ has an exponential time computable rational left cut, T detects the only
interval [ri∗ , ri∗+1] with θ ∈ [ri∗ , ri∗+1] in exponential time with respect to Li, and
hence, in polynomial time with respect to ||ρ||.
We have thus shown the existence of the desired polynomial T , having the
property that T checks whether fρ(ri∗) = fρ(ri+1∗) = 0 in less than T (||ρ||) steps.
By (12), this condition is equivalent to fρ(θ) = 0.
Thus the word problem of Fθ has polytime complexity. 
The following result strengthens the first statement of Corollary 7.5:
Corollary 7.7. Let θ ∈ [0, 1] \Q be a real algebraic integer. Then the word problem
of Fθ has polytime complexity.
Proof. There exists a one-variable polynomial l : R → R with integer coefficients,
together with a rational interval [r′, r′′] ⊆ [0, 1] such that θ is the only root of l lying
in [r′, r′′]. We say that (l, [r′, r′′]) is the interval representation of θ, [34, p.327].
Without loss of generality, we may also assume
dl(θ)
dx
> 0. (13)
There exists a Turing machine T and a constant κ > 0 such for any input pair
(p, q) of binary integers, T decides whether p/q < θ in less than 2(κ||(p,q)||) steps: in
view of (13), this amounts to checking whether p/q < r′ or else p/q ∈ [r′, r′′] and
l(p/q) < 0. (Since the data needed for the representation (l, [r′, r′′]) are assumed
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to be given at the outset, independently of p/q, a closer inspection shows that T
actually works in polytime.) Since θ has an exponential time rational left cut, the
desired conclusion follows from Corollary 7.6. 
8. Quotients of M1 and Go¨del incomplete word problems
Differently from the earlier sections, in this section familiarity is required with
first order logic (Go¨del completeness and incompleteness, [31, 35]) and  Lukasiewicz
infinite-valued sentential logic (decidability, Lindenbaum algebras, [15, 42]).
As we have seen, many primitive quotients of the Farey AF algebra M1 existing
in the literature have a polytime word problem. On the other hand, since there
are only countably many Turing machines, already uncountably many Effros-Shen
quotients Fθ have an undecidable word problem.
An interesting intermediate class of structures is given by quotients B = M1/I
having a Go¨del incomplete word problem. This means that the set of pairs of for-
mulas (φ, ψ) that code the same equivalence class of projections of B is recursively
enumerable and undecidable.
The following result shows that primitive quotients of M1 are immune to Go¨del
incompleteness.
Theorem 8.1. Let P be a primitive ideal of M1.
(a) If P is a maximal ideal of M1 such that M1/P is finite-dimensional, then
the word problem of M1/P is solvable in polynomial time.
(b) If P is a maximal ideal of M1 such that M1/P is not finite-dimensional,
and the word problem of M1/P is recursively enumerable, then it is decid-
able.
(c) If P is not a maximal ideal of M1 the word problem of M1/P is solvable
in polynomial time.
Proof. We will work with M([0, 1]) in place of its isomorphic copy E(M1).
(a) By Corollaries 4.5(i) and 4.7(ii), P = Jp/q for some rational p/q ∈ [0, 1], and
E(M1/Jp/q) is finite. Then, trivially, the word problem of M1/Jp/q is solvable in
polynomial time.
(b)-(c) By Lemma 4.2(iii), the map
Γ ◦K0 : I ∈ {ideals of M1} 7→ i ∈ {ideals of M([0, 1])} (14)
is a lattice isomorphism. Since P is primitive, p is prime (meaning thatM([0, 1]) /p
is totally ordered). Recalling the one-one correspondence ξ ∈ [0, 1] 7→ jξ in Theorem
4.1, let θ be the only point of [0, 1] such that the maximal ideal jθ contains p. By
Theorem 4.1, at most two ideals contain p, namely jθ = {f ∈M([0, 1]) | f(θ) = 0}
and p itself.
Case 1. p = jθ.
In view of the lattice isomorphism I 7→ i in (14), P is a maximal ideal of
M1 and M1/P is simple. By Lemma 4.2(iv), the MV-algebra Γ(K0(M1/P)) may
be identified with M([0, 1]) /p. With reference to [15, §§4.4-4.6] or [42, §§1.5, 2.5],
there is is a theory (i.e., a set Θ of formulas containing all consequences of any finite
subset of Θ), consisting of one-variable formulas in  Lukasiewicz logic, such that
M([0, 1]) /p is the Lindenbaum algebra of Θ, the algebra of equivalence classes of
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formulas modulo Θ. From the assumed recursive enumerability of the word problem
of M1/P it follows that Θ is recursively enumerable. By [36, Theorem 6.1], the
simplicity of M1/P entails the decidability of the problem whether a formula ω
belongs to Θ. By definition of Lindenbaum algebra, for every formula ω of the
form φ ↔ ψ we have: ω belongs to Θ iff fφ/p coincides with fψ/p in the quotient
MV-algebra M([0, 1]) /p = Γ(K0(M1/P)). Thus the word problem of M1/P is
decidable. We have proved (b).
Case 2. p 6= jθ.
By the classification Theorem 4.1, θ must be a rational number in [0, 1] and p
either coincides with the ideal
j+θ = {f ∈M([0, 1]) | f = 0 on a right neighborhood of θ}
or with
j−θ = {f ∈M([0, 1]) | f = 0 on a left neighborhood of θ}.
By Corollary 6.3, the word problem of both involutive monoids M([0, 1]) /j+θ and
M([0, 1]) /j−θ has polytime complexity.
Having thus proved (c), the proof is complete. 
Corollary 8.2. Let B be a quotient of M1 with finitely many maximal ideals,
and with a recursively enumerable word problem. Then the word problem of B is
decidable.
Proof. A routine refinement of the proof of the above theorem. 
Theorem 8.3. A quotient Q of M1 with a Go¨del incomplete word problem can be
explicitly constructed.
Proof. We refer to [31, 35] for all unexplained notions and results of first order logic
needed for the proof. By Corollary, 8.2, Q necessarily has infinitely many maximal
ideals. A fortiori, Q is not a primitive quotient of M1. Let G be the set of Go¨del
numbers of all first-order tautologies (= universally true sentences) in the first order
language of one binary relation symbol ∈. We can safely assume
0, 1 /∈ G. (15)
On the one hand, Go¨del’s completeness theorem implies that G is a recursively enu-
merable subset of {0, 1, . . . }. On the other hand, Go¨del’s incompleteness theorem
implies that G is undecidable, because there are undecidable finitely axiomatizable
first-order theories more powerful than Peano arithmetic in the language consisting
of one binary relation symbol ∈.
We define the functions b0, b1, . . . : [0, 1] → [0, 1] as follows: b0 is the constant
0 function over [0, 1]. The graph of b1 has two linear pieces, one joining the origin
with (1/2, 0), the other joining (1/2, 0) with (1, 1). The graph of b2 has three linear
pieces, the first joining the origin with (1/3, 0), the second joining (1/3, 0) with
(1/2, 1/2), and the third joining (1/2, 1/2) with (1, 0). For each k = 3, 4, . . . , the
graph of the hat-shaped function bk has four linear pieces: two pieces lie on the
x-axis. The left oblique piece joins the points (1/(k + 1), 0) and (1/k, 1/k). The
right oblique piece joins the points (1/k, 1/k) and (1/(k − 1), 0). Figure 4 shows
the hats b1, . . . , b5.
Claim 1. There is a Turing machine which, over input k = 0, 1, . . . , outputs a
one-variable formula β(k) such that fβ(k) = bk.
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Figure 4. The hat functions bk for k = 1, . . . , 5. Each linear piece of
bk lies on a line whose equation has integer coefficients.
If k = 0, the formula (X⊕X∗)∗ will do. For k = 1, the formula β(1) = (X∗⊕X∗)∗
satisfies fβ(1) = b1. If k = 2, 3, . . . , the integer 2 × 2 matrices with rows (1, k + 1)
and (1, k) is unimodular. The same holds for the matrix with rows (1, k) and
(1, (k− 1)). Since bk(1/k) = 1/k, a straightforward verification shows that the two
oblique linear pieces of the graph of bk are restrictions of linear polynomials with
integer coefficients. McNaughton’s theorem [30] then merely ensures the existence of
β(k). To prove that β(k) is computable from k, in [2, Proposition 2.7] an effective
method is given to compute a formula m,n which, for all integers m,n, codes
the McNaughton function em,n(x) = 0 ∨ (1 ∧ (mx + n)), x ∈ [0, 1] . The desired
formula β(k) is now effectively computed as the pointwise min of two suitably chosen
formulas m,n, recalling that, by Theorem 2.1(iii), the ∧ operation is definable from
the involutive monoidal operations ∗ and ⊕ of M([0, 1]). Our first claim is settled.
Next we fix, once and for all, a recursive enumeration η of G. In other words,
η : {0, 1, . . . } → {0, 1, . . . } is recursively enumerable and its range coincides with
G. Then for each t ∈ {0, 1, . . . } we define the formula γ(t) by
γ(t) = β(η(0)) ∨ β(η(1)) ∨ · · · ∨ β(η(t− 1)) ∨ β(η(t)). (16)
Since the underlying lattice order is definable in terms of the ∗ and ⊕ operations,
and G is recursively enumerable, then so is the sequence of formulas γ(0), γ(1), . . . .
For each t = 0, 1, . . . , let the McNaughton function gt ∈M([0, 1]) be defined by
gt = fγ(t) = fβ(η(0)) ∨ fβ(η(1)) ∨ · · · ∨ fβ(η(t−1)) ∨ fβ(η(t)). (17)
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The functions gt form an increasing sequence g0 ≤ g1 ≤ . . . . Let g denote the ideal
of M([0, 1]) generated by {g0, g1, . . . }. For n = 1, 2, . . . and l ∈ M([0, 1]) let us
write
n . l = l ⊕ · · · ⊕ l︸ ︷︷ ︸
n summands
. (18)
By definition of g, for any f ∈M([0, 1]) we then have
f ∈ g iff t.gt ≥ f for some t = 1, 2, . . . ,
because the sequence g0, g1, . . . is ascending.
Claim 2. The set Ω of formulas χ such that fχ belongs to g is recursively enumerable.
It is easy to verify that for all x, y ∈ [0, 1], x ≤ y iff x∗ ⊕ y = 1. A tedious
but straightforward verification ([15, p.9]) shows that a formula χ satisfies fχ ∈ g
iff χ∗ ⊕ t.γ(t) is a tautology in  Lukasiewicz logic for some t. Since the set of
tautologies in  Lukasiewicz logic is decidable, [15, Theorem 4.6.10], [42, 18.3], using
the recursive enumerability of the formulas γ(t) we can enumerate all tautologies
of the form χ∗ ⊕ t.γ(t), for some t and χ, and extract from these tautologies the
desired set Ω. Our second claim is settled.
Claim 3. The set Ω is undecidable.
By way of contradiction, suppose Ω is decidable. For any integer k ≥ 2, we
compute the one-variable formula β(k) satisfying fβ(k) = bk as in the proof of
Claim 1. If k ∈ G then bk ≤ gk, whence bk ∈ g. Conversely, suppose k /∈ G.
By (17), every gt vanishes at 1/k, but bk(1/k) = 1/k. As a consequence, for no
t = 1, 2, . . . we may have t.gt ≥ bk, whence bk /∈ g. We have shown:
β(k) ∈ Ω iff bk ∈ g
iff t.gt ≥ bk for some t
iff k ∈ G, (by definition of bk and gt).
By our absurdum hypothesis, membership of β(k) in Ω is decidable. It follows
that for k = 2, 3, . . . (whence for all k, by (15)) we may effectively decide whether k
belongs to G, thus contradicting the undecidability of G. Our third claim is settled.
To conclude the proof of the theorem, let G be the ideal of M1 corresponding to
g via the functors K0, and Γ. Let the quotient AF` algebra Q be defined by
Q = M1/G.
By Lemma 4.2(iv), we can write
E(M1/G) =M([0, 1]) /g.
As in (9), for any two formulas φ and ψ in the language 0, X,∗ ,⊕ of involutive
monoids, let δ be the formula
((φ∗ ⊕ ψ)∗ ⊕ (ψ∗ ⊕ φ)∗). (19)
Then φ and ψ code the same element of M([0, 1]) /g iff |fφ − fψ| belongs to g iff
fδ ∈ g. From Claim 2 it follows that the set ∆ of pairs of formulas (φ, ψ) coding the
same element ofM([0, 1]) /g is recursively enumerable. From Claim 3 it follows that
∆ is undecidable, because formulas of the form (19) code all possible McNaughton
functions (letting ψ = 0 in (19)).
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In conclusion, the word problem of M([0, 1]) /g is Go¨del incomplete, whence so
is the word problem of the AF` algebra Q. 
Remark 8.4. The map n 7→ nth hexadecimal digit of pi is Turing computable,
e.g., via the Bailey-Borwein-Plouffe formula [3],
pi =
∞∑
k=0
[
1
16k
(
4
8k + 1
− 2
8k + 4
− 1
8k + 5
− 1
8k + 6
)]
.
As a consequence, the rational left cut of pi − 3 is decidable. As a matter of fact,
there is a Turing machine T which, over input a pair of binary integers p, q with
q > p > 0 decides in a finite number of steps whether p/q < pi− 3. To this purpose,
T lists the hexadecimal digits h1, h2, . . . of p/q along with the hexadecimal digits
k1, k2, . . . of pi − 3. Let m be the smallest integer such that hm 6= km. Then p/q
lies in the left cut of pi − 3 iff hm < kk.
A routine variant of the argument in the proof of Corollary 7.6 now shows that
the word problem of the Effros-Shen algebra Fpi−3 is decidable.
Problem 8.5. What is the computational complexity of the word problem of Fpi−3?
9. Concluding Remarks
Further results on Go¨del incompleteness in the frame of Elliott’s local semigroups
are proved in [36, Example 6.4] and [45, Theorem 2.3]. Decidability and undecid-
ability results for isomorphism problems of AF` algebras presented by Bratteli
diagrams are the subject matter of [10]-[11] and [39].
Throughout this paper, the categorical equivalence Γ of [36] between unital `-
groups and MV-algebras has been combined with Grothendieck K0 functor ([19,
23]), to investigate the computational complexity of the word problem of several
AF` algebras. The natural deductive-algorithmic properties of the  Lukasiewicz
sentential calculus (whose semantics is provided by MV algebras, [13, 14]) have
played a key role in the final section.
from to
Finitely presented MV-algebras Rational polyhedra, [33]
Locally finite MV-algebras Multisets, [16]
MV-algebras with the map (x1, x2, . . . ) 7→∑∞k=1 xk/2k Compact spaces, [32]
Table 1. Three contravariant categorical equivalences for MV-algebras.
Other (contravariant) categorical equivalences, also known as “dualities”, be-
tween classes of MV-algebras and various classes of mathematical structures are
summarized in Table 1, showing that the scope of MV-algebras goes beyond  Luk-
asiewicz logic, unital ` groups, and AF` algebras.
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