Suppose that A E a;n,n is a block p-cyclic consistently ordered matrix and let B
Introduction
Given the nOllsingular linear system
where A E (fJ',n and X, bE (fJ'. Suppose that A is written in the p x p block form
with D being a p X P block diagonal invertible matrix, p ;::: 3, and L and U being block strictly lower and strictly upper triangular matrices, respeetively. Suppose also that for the solution of (1.1)-(1.2) the Symmetric Successive Overrelaxation (SSOR) iterative method (see, e.g., [24] , [28] , [1] which was discovered by Varga, Niethammer and Cai [25] and which generalized the corresponding relationship for p = 2 (see [2] , [17] ). ii) What is the largest region, in the complex plane, that contains u(B) for which (1.3) converges in the sense of Niethammer and Varga as in (i) previously? and iii) What is the (optimal) value of w that minimjzes p(Sw) for a given p (B) and what is the (optimal) region in the complex plane that contains a given u(B)?
Complete answers to the first part of question (i) have been given by Neumaier and Varga [18] for the entire class of H -matrices, by Hadjidimos and Neumann [9] for consistently ordered matrices, and [10] for the class of p-cyclic matrices, and by Hadjidimos, Noutsos and Tzoumas [12] for the class of p-cyclic matrices with u(BP) real of the same sign. An answer to question (ii) was given by Galanis, Hadjidimos and Noutsos [7] for p = 2 only. Finally, an answer to the first part of question (iii) was given by D'Sylva and Miles [2] and by Lynn [17] and, in a more general case but always for p = 2, by Hadjidimos and Noutsos [l1J. In the latter work an algorithm of Young-Eidson's type was also presented for the determination of the optimal relaxation factor w. It seems that for p ;:::-. 3 the problems in the second part of question (i) and in questions (ii) and (iii) have not been studied so far.
On the other hand, the corresponding problems in the simpler case of the p-cyclic SOR method have been extensively studied and a rich literature on them already exists. Here we mention some of the researchers in this area and refer to their works although the list we give is far from being exhausted; Young [27] (see also [28] ), Varga [23] (see also [24] ), Kredel! [16] , Niethammer [19] , Young and Eidson [29] (see also [28] ), Niethammer In most of the works on both the p-cyclic SOR and SSOR methods conformal mapping transformations in the complex plane are extensively used where the region containing u(B) is related to a disk containing the spectrum of the SOR or the SSOR iteration matrices, respectively.
In the present work we try to give answers to the questions, raised previously, for the pcyclic consistently ordered SSOR case for p ;:::-. 3. The main tool to be used will be the theory of conformal mappings (see, e.g., [14] ). Here, the reader is reminded that in the analysis in (12] parts of the exact boundaries could not be given analytically and had therefore to be determined computationally. Bearing in mind that the regions in [12] correspond to the value of the parameter 7J = 1 while in the present work this parameter can be practically any number.,., > 1 we must expect that some of the analogous results here can be found only computationally.
The organization of this paper is as follows. In Section 2, the mapping that connects the spectra involved in (1.6) is introduced. Next, the conditions under which the mapping considered is conformal are investigated and general conclusions regarding the spectra involved arc drawn. Then, in Section 3, the study of the (optimal) regions of convergence and of the (optimal) relaxation factor w is made and general results are obtained. Finally, in Section 4, the special case p = 3 is treated separately while in Section 5 some numerical results to support the theory developed are presented.
Conformal Mappings of the SSOR Spectral Regions
We begin our analysis ·with the functional equation (1.6) which is rewritten as follows
substituting into (2.1) and setting z = fl,v, we obtain the mapping (2.1)
Our objective is to find the smallest region in the complex plane containing Ji,P E a(BP)
which has an image, through the mapping (2.3), in the exterior of the circle iO aD,:= {¢: ¢ =~e ,~> 0, e E [0, 21r)}, (2.4) where DJI is the corresponding disk, or, since ,\ = *eiO , in the interior of the circle aD*.
Then, the spectral radius of the SSOR iteration matrix will be less than or equal to * 
By considering the discriminant of the quadratic in (2.6) it is readily checked that F(¢» has only real zeros. Since ¢ = TJe i8 , the possible (real) zeros of (2.6) must correspond to () = 0 and () = 71'. Therefore we have to distinguish two cases which are studied in the sequel.
and our problem turns out to be the determination of the smallest positive root of (2.7).
Obviously, w f. 1 because for w = 1, (2.7) cannot hold. The two roots of (2.7) are given by ,
For w < 1, both roots in (2.8) are negative and therefore the mapping is conformal. For 
The two roots of (2.10) are given by (2.10) ,
For w < 1, the smallest positive root of (2.10) is
The value 7] = 7]-just found is the only value of 7] at which the mapping (2.3) ceases to be conformal. This is because, as we saw before, for () = 0 the mapping is always conformal.
For w > 1, the positive root of (2.10) is 
and is not conformal otherwise, while for w < 1, the mapping is conformal for all 
Optimal Regions of Convergence
The analysis in the previous section provides us with the main tool for the study of the (optimal) convergence properties of the SSOR iterative method. Since 1 is the spectral For w = 1 (Aitken's method) the curve C p is the circle~e-ie and the mapping is conformal for all TJ. So, in the sequel we distinguish two cases, depending on whether w is greater or less than 1.
Case 1: w E (1,2) To study the mapping (2.3), we take a certain w E (1,2) and increase continuously the conformal. This means that the curve C p is a simple closed curve containing the point 0 of the complex plane in its interior. Moreover, for Tf > 1, the interior of C P1 let n denote it, is such that if a(BP) E n then the associated SSOR method will converge with an asymptotic convergence factor p(Sw) ( :5 ; ). The region of convergence n is shown in Figure la for p = 4, w = 1.2 and TJ = 1.1. It is obvious that the larger TJ is the smaller the region n is.
For 1J = if, we have the largest value of 1J for which the mapping is conformal. The corresponding convergence region n is shown in Figure Ib for p = 4, W = 1.2, as before, and 1J~2.01562. As is seen, at 0 = 0 the curve C p has a cusp. In analytical terms this means that the derivative of (2.3) wrl ¢ becomes zero at ¢ = if (;: 1rJ>=;j = 0).
For if < 1J < W~1' the mapping is not conformal. As is shown in Figure lc for p = 4, W = 1.2 and 1J = 2.4, there is an intersection (double) point ofthe curve C p on the positive real semiaxis. For specific values of "1 the abscissa of this point can be found only computationally. Because of the fact that the mapping is not conformal it is very difficult to describe explicitly the images of all the subregions formed by the curve C p for all possible values of wand TJ. The only somehow general description one can give regarding the convergence region n mentioned previously is that it is the subregion formed by C p that contains the point 0 of the complex plane in its interior and has its images in the exterior of the circle "1ei~. In the case of Figure   Ic , n is the left of the two subregions formed by Cpo
we have the same conclusions with the main difference that the point of C p corresponding to () = 0 goes to 00. So, C p is not a closed curve.
For w' :1 < 7] < (w~lF' the point of C p corresponding to 0 = 0 lies in the negative real scmiaxis for odd p while it is still on the positive real semiaxis for even p. The curve C p is now more complicated in shape. For some 7]'S we have more than one intersection (double) points of the curve C p with the real semiaxis and more intersection (double) points of C p with itself. Because of the continuity of the mapping, the only thing that can be said is that the smallest subregion formed by C p that contains the point 0 of the complex plane in its interior is the convergence region n, in the sense explained previously.
For 7] = (w~lF' the region of convergence reduces trivially to the point 0 of the complex plane.
For 7] > (w~lF' there exists no region of convergence for the SSOR method.
Case 2: w E (0,1) In the present case, results analogous to the ones of the previous Case 1 can be obtained provided one follows step by step the analysis done there. The main differences are that the value if takes the place of if, the value l~w replaces that of "'':1 in the various intervals considered, and the roles of the positive and negative real semiaxes are interchanged.
Based on the analysis of this section we can state the following theorem.
Theorem 3.1. Let 71 > 1 be given and let n be the region defined in the previous analysis for a given w E (1 -.,fi,1 +~). Let also that (}'(BP) en. Then, the associated SSOR method converges with a spectral radius p(Sw) ::;~. In the last relationship equality holds iff at least one element of (}'(BP) lies on the boundary an of n.
The analysis so far gives answers to the second part of question (i) as well as to question
(ii) of the Introduction. In the following two subsections we shall try to answer questions (i) and (iii) under the assumption that the spectra (}'(BP) are real of the same sign.
Nonnegative Case
In [12] where w is to be considered now as the variable, must be made. Setting
there are one or three roots of (3.1) in the interval (-*,0). By studying the sign of the derivative of f with respect to x as a function of x it is concluded that there is precisely one zero of f in the interval in question.
This implies that there is precisely one value of w, denoted by w, in the interval (1,1 + ,fi)
for which the mapping ceases to be conformal. Since the mapping is conformal for w = 1, it will be conformal for all the values of w such that 1 :::; w :::; w. 
For w< w < 1 + ft' the corresponding boundary curve f32(W) can be found only computationally as was explained previously. The above analysis gives an answer to the second part of question (i) of the Introduction and the corresponding region for p = 4 and 1] = 1.5 is shown in Figure 2 .
To give an answer to question (iii), in other words to determine optimal values of w, we must determine those w's which maximize 7J for a given p(B) or w's that maximize p(B) for a given 7]. In this sense we can use the above analysis to determine the desired optimal values. More specifically, we will try to determine w" such that fJ(w") = maxfJ(w), 
For this we must try to find the maximum valucs of the functions Pl(W) and P2(W),
To study the function 131 (w) first wc differentiate it wrl wand then usc the transformation x = 1 -w. After some simple algebraic manipulation we obtain 
2(2_w)2w P[-(P-l )(2-W)+(P-l)2(2-w)2+4(w-l)]~J (l-w)P p(B') =
and the SSOR method converges for all w E (O,&:>] with wbeing the optimal value of win this interval. The associated optimal spectral radius is 1 p(Sw) = 0:, (3.11) where ij is the value of TJ given by Theorem 2.1 provided wreplaces w.
Proof: The convergence of the SSOR method (1] = 1) was studied in [12] . From the theory developed so far we have that for a given if > 1 there exists a unique value of wE (1, 2) given from the expression (2.14) of Theorem 2. 
N onpositive Case
An analysis analogous to the one in the previous Section 3.1 of the nonnegative case can also be done here. For this, let Tf > 1 be given and let w< 1 be the value of w at which the mapping (2.3) ceases to be conformal. Since for w E (w,w) the mapping is conformal we must study the behavior of the boundary curves of the region of interest in the intervals
(1-J"w), (w,w) and (w,1 + J,).
For w E (w,w), the boundary curve is given by putting () = 1(' in (2.3). Hence
By differentiating 11(W) wrt wand then setting x = 1-w we obtain For w E (Q,1 +~) the boundary curve 12(W) can be found only computationally and has been shown by numerous numerical examples and computer graphics that it behaves as a strictly decreasing function.
It remains to study the case w E (1 -,fi,w). As has been found out, the mapping is not conformal and the closest to the origin intersection point of interest can only be found computationally (a situation similar to the one in [12] ). As is shown by a variety of numerical experiments and computer graphics, the boundary curve 13(W) behaves as a strictly increasing function for all p~4. The case p = 3 is different and will be studied in Section 4. The region of interest in the (p(BP),w)-plane for p~4 is shown in Figure 3 for p = 4 and ry = 1.5.
From the previous analysis it is concluded that for wE (w,Q) there are two local maximum values of the curve 11 (w), if Q > w, corresponding to the points wand Q. The optimal value of w is either wor Q whichever corresponds to maxi11(W), II (Q)}. Having in mind the results In [12] we can now state the following theorem which is analogous to Theorem 3.2 and its proof is a direct consequence of the analysis done so far. 
Then, for any p(B) < PI, there exists a unique root wE (0,1) of the equatioñ CJ) if one uses the theory in [9] , [12] , the preceding analysis and Theorem 3.3.
Based on strong numerical evidence from numerous numerical experiments and computer graphics we can make the strong conjecture that under the assumptions of Theorem 3.3, for all W E (0,2) the value of w = w· of Theorem 3.3 is the optimal value for the convergence of the SSOR method. Obviously, in the case where wand eJ exist in two disjoint intervals the one that corresponds to "1. = max{Tf,~} is the optimal value of w. 4 The Special Case p = 3
As has already been mentioned there are some basic differences regarding the regions of convergence and the optimal values in the special case p = 3 which is studied in this section.
From the analysis of Section 2 and especially from Theorem 2.1 and Corollary 2.2, for p = 3, we have that
(w -I)'
Below, following the analysis of Section 3 we shall try to find the boundary curves of the regions of convergence in the nonnegative and the nonpositive cases. .
Nonnegative Case
From the value 11 = 1.3615345 onwards the two roots become a pair of complex conjugate ones.
Since flI(W) is an increasing function at w = 1, it will be increasing in a neighborhood of 1. So, by increasing w continuously from 1 to wwe will pass first through a value of w, let it be denoted by wI, which will correspond to the local maximum of fl,(w) and then through a value of w corresponding to the local minimum.
The previous discussion leads to the conclusion that the optimal value of wE (1-..fi,wl, let it be w", will be given by that value of the pair {WI,w} that maximizes fl1(W). From a variety of numerical experiments we can come up with the conjecture that w· is the optimal value for all w E (1-ft' 1 + ..fi).
By putting in (4.3) wfor wand ij for TJ in (4.1) we obtain
It is readily seen that g(w), defined in (4.6), is a continuous function of w E (1,2). By differentiating g(w) and studying the sign of its derivative it can be found after along but elementary algebraic manipulation takes place that d~'W) is positive in (1,2) with lim w -+I+ g(w) = 0 and lim w -+2-g(w) = ;;. Therefore g(w) is a strictly increasing function in [1, 2) After the analysis so far as well as the preceding one it can be concluded that there is an interval of TJ for TJ > 1 such that w· = wI. This interval is a left subinterval of (1, 1.361534).
From various numerical experiments we have observed that the subinterval in question is large compared to a small right subinterval of (1, 1.361534) for which w· = w. For values of TJ > 1.361534, wremains the optimal value for w.
Nonpositive Case
For the boundary curve II (w), defined in [w,J], we have exactly the same conclusions as the ones in the general case. So, from (3.12) we take
The behavior of the curve 12(w) defined in (3,1+ ft) is also the same as that of the general case. In the present case, however, we will find an analytic form of this curve by proving that it is derived from z( TJe iO ) at (j = O.
For this, we prove first that the intersection points of the curve z (1] e iO ) with the real axis for 0 I-0, 7r are at most one. We consider the imaginary part of z(1]C ill ) and set it equal to zero, namely Imz(1]e iO ) = 0, to find the values of () that correspond to the points of interest. After some simple algebraic manipulation we obtain the known values () = 0 and 0 = 1f and also the following equation in (j
In the case where the right hand side of (4 .8) From the analysis in [12] we know that the behavior of this curve for 1] = 1, and p = 3, is different from that of the general case p~4. Obviously, based on continuity arguments we can claim that the behavior of the curve 'i'3(W) for 1] > 1 in a neighborhood of 1 will still be different from the one in the general case p~4.
The curve 13(w) can be given analytically provided one plugs in the value of 0 from (4.8) in the real part of z (1] 
Numerical Examples and Concluding Remarks
A number of numerical examples run on a computer are illustrated in Tables 1 and 2 Figures 4 and 5 there is a strong indication that if one can adopt a kind of a trial and error procedure one may be able to find, at least computationally, the solution to the problem in the real spectra case.
