Abstract. The problem of searching for a key in many ordered lists arises frequently in computational geometry. Chazelle and Guibas recently introduced fractional cascading as a general technique for solving this type of problem. In this paper we show that fractional cascading also supports insertions into and deletions from the lists efficiently. More specifically, we show that a search for a key in n lists takes time O(log N+ n log log N) and an insertion or deletion takes time O(log log N). Here N is the total size of all lists. If only insertions or deletions have to be supported the O(log log N) factor reduces to O(1). As an application we show that queries, insertions, and deletions into segment trees or range trees can be supported in time O(log n log log n), when n is the number of segments (points).
1. Introduction. The problem of locating a key in many ordered lists arises frequently in computational geometry, e.g., when searching in range or segment trees. Several researchers, e.g., Vaishnavi and Wood [VW82] , Willard [W85] , Edelsbrunner et al. [EGS86] , Imai and Asano [IA87] , and Lipski [L84] observed that the naive strategy of locating the key separately in each list by binary search is far from optimal and that more efficient techniques frequently exist. Chazelle and Guibas [CG86] distilled from these special case solutions a general data structuring technique and called it fractional cascading. They describe the problem as follows.
Let U be an ordered set and let G = (V, E) be an undirected graph. Assume also that for each vertex v 9 V there is a set C(v) c U, called the catalogue of v, and that for every edge e 9 E there is given a range R(e) =[l(e) , r(e)], here [l(e), r(e)] denotes the closed interval in U with endpoints l(e) and r(e). We use N=Zo~v Ic(v) l to denote the total size of the catalogues. The goal is to organize the catalogues in a data structure such that the following operations are supported efficiently.
In Sections 2-4 we prove the main result of this paper:
We can support queries in time 0 (log( N + I EI) + n log log(N + I E[)) and insertions and deletions in O(log log(N+ IEI)). The bound for the queries is worst case and the bound for the insertions and deletions is amortized. If only insertions or only deletions have to be supported then the bounds reduce to O(log( N + I E[) + n) and 0 (1), respectively.
In Section 2 we briefly recapitulate the paper of Chazelle and Guibas [CG86] . In Section 3 we give the insertion and deletion algorithms and analyse their amortized behavior in Section 4. The amortized analysis is based on the bankaccount paradigm (see [M84a] or [T85] ) and extends the amortized analysis of (a, b)-trees [HM82] . A novel feature of our analysis is the fact that the tokens used for the accounts change their value over time.
As mentioned above, fractional cascading emerged from the techniques developed for segment and range trees. Applying our general solution to these tree structures we obtain versions of segment and range trees with query, insertion, and deletion time O(log n log log n) (n is the number of segments or points). The best previous solution was O(log 3/2 n) in [W85] . The application to segment and range trees is described in Section 5. Finally Section 6 offers some conclusions and open problems.
2. Fractional Cascading. In this section we describe the basic fractional cascading data structure and the algorithms for the static case as introduced by Chazelle and Guibas in [CG86] .
At each node v of the catalogue graph G we store a
multiset A(v) ~_ C(v) as a doubly linked linear list. A(v) is called the augmented catalogue at v. The elements in C ( v ) are called proper, those in A ( v ) -C ( v ) nonproper. Each x c A ( v )
is implemented by a record consisting of the following components:
key: a value from U, next: pointer to the successor in A(v), pred: pointer to the predecessor in A(v), target: a node of G incident to v, pointer: a pointer to an element in A(x. target), count: integer, in_S: boolean, kind: (proper, nonproper).
Note that we often use x in the sense x. key and sometimes we denote by x a pointer to the element x in a certain catalogue. But the meaning will always be clear from the context.
The nonproper elements are used to guide the search between incident catalogues A(v) and A(w), (v, w) The field in_S is used to indicate that a bridge (x, y) belongs to a certain set S that is defined later (Section 3).
For each edge e = (v, w) there always exist the two bridges (xl, Yl) and (Xr, Yr) with xt. key=y,, key= i(e) and xr. key=yr, key= r(e). We denote these two extreme bridges between A(v) and A(w) by l(e)-bridge and r(e)-bridge, respectively. The bridges connecting two augmented catalogues A(v) and A(w) divide the interval [l(e), r(e)] into blocks. Each pair of neighboring bridges (x', y'), (x, y) defines such a block B(x, y) c_ A(v) w A(w) (Figure 1 ). To identify a block we use the right bridge (x,y) of the pair. Note that the l(e)-bridge does not identify any block. 
B(x, y):= I(x) w I(y).
The counters x. count and y. count give the size of the intervals I(x) and I(y),
i.e.,
The block sizes are crucial for the efficiency of the data structure. The bigger the blocks are, the fewer bridges (nonproper elements) are necessary and the space requirement will be smaller. However (as we will see soon), to guarantee an efficient search algorithm the blocks must not exceed a certain size. For this reason we postulate that all blocks fulfill the following invariant:
INVARIANT 1. There are two constants a, b with a-< b such that for all blocks B(x, y) holds: N=~, ~vlC(v)l, S=~, , cvlA(v)l, 
S<-3N+12IEI.
PROOF. S is clearly equal to N plus twice the total number of bridges. We have to count the number of bridges. Let Br(v, w) denote the number of bridges between A(v) and A(w). These bridges define exactly Br(v, w)-1 blocks. All but one block contain at least a elements and hence a (Br(v, w) 
That means
Br (v, w)<-l (lA(v)nR(v, w) ~ ~ IA(w)nR(v'w) 
For the dynamic case (see the next section) we also have to provide operations for inserting or deleting proper and nonproper elements. In Section 5 a data structure is presented that supports efficiently the following five operations on a linear list of N items (each item has a mark ~ {proper, nonproper}). [] 3. Dynamization. In this section we describe how to delete elements from the catalogues and how to insert new elements into the catalogues without increasing search time and space requirement. In particular we give algorithms for insertion, deletion, and rebalancing the block sizes.
FIND

Insertions and deletions may result in blocks B(x, y) violating Invariant 1, i.e., IB( x, Y)I > b or IB(x, y)] < a.
We store these blocks out of balance in a set or list S. To check whether a block B(x, y) must be entered into S we use the counters x. count and y. count. The sum of these two counters will always indicate the size of block B(x, y) if B(x, y) is not in S. More precisely we maintain the following invariant: Case 2: ! < a, i.e., block B(x, y) is too small. Here B(x, y) is concatenated with its right (left) neighbor block by deleting the bridge (x, y) (deleting two nonproper elements). Then we have to check whether the neighbor block is already in S or not. To do this we scan the neighbor block until its identifying bridge (x', y') is reached and check the in_S-flag x'. in_S. But if (x', y') is not reached within b steps we can stop this scanning procedure. Then we know that the neighbor block is larger than b and therefore a member of S. This means we can test whether [T85] ), i.e., we associate an account with the data structure. Each update operation puts O(1) tokens into this account where each token represents the ability to pay for O(b + log log(N +tEl)) units of computing time. The actual computing time required for the update operation is paid out of the account and the goal is to show that the balance of the account always stays nonnegative. As in the amortized analysis of balanced trees (see [HM82] ) the account is conceptually split into many small accounts, essentially one for each block B(x, y). The number of tokens in the account of block B(x, y) measures the criticality of block B(x, y), i.e., the closer IB(x, Y)I is to b or a the larger the number of tokens in the account. There is also a novel feature in the analysis. The value of the tokens changes over time. Since we use the tokens to pay for the list operations UNION, SPLIT, ADD, and ERASE on augmented catalogues the tokens must suffice to pay for the cost of these operations when they are executed. The actual size of the catalogues at that point of time differs in general from the size of the catalogues, when the tokens were deposited in the account. Hence the value of the tokens must change over time. We next give a precise statement of the result:
We start with an "empty" data structure D_I with:
3. S = set of all blocks that violate Invariant 1.
First D_I is transformed by procedure REBAL to a balanced data structure Do. We next execute a sequence of m insert/delete operations starting with Do. The ith operation is realized by a call of procedure INSERT or DELETE, which brings us from data structure Dzi_ 2 to structure D2~ 1, and a subsequent call of REBAL, which brings us from Ozi_ 1 to Dzi. 
D_I ~ rebalo ~ Do
The 
And finally bal(D):=f(D)(b+log log(N+lEI)). Here (S § S-) is a partition of S with
S § = set of all blocks that came into S because they were too large (IBI > b), S-= set of all blocks that came into S because they were too small (IBI < a).
N is the number of proper elements in D. Note that N is increased by insertions and decreased by deletions. The next lemma show three very important properties of function bal.
LEMMA 6. Let op c {INSERT, DELETE} and let op( D ) be the data structure D modified by a call of procedure op then (a) bal(op(D)) <-bal(D) + 2d(b + log log(N tiE I) ) + O(1).
Here N is the number of proper elements in D.
(b) bal(D2i+l) <-bal(D2i) + 2d(b + log log(N~ + lED) + O(1).
PROOF. Part (b) follows immediately from part (a). We prove part (a).
Case 1: op = INSERT. Insertion of a new element x into the catalogue A(v)
can increase the size of at most d blocks by 1, because there are at most d edges e = (v, w) ~ E with x ~ R(e). Furthermore, the total number of proper elements is raised to N + 1. Case 2: blocks can be decreased by 1, i.e., 
Thus we have f(op(D)) <-f(D) + 2d.
Let N' = N + ]EI. Then bal(op(D)) -bal(D) <-(f(D) +
f(op(D)) <-f(D) + 2d.
PROOF. During the execution of rebal~ data structure O2i_ 1 is transformed by removing blocks from S step by step into the data structure D2i:
' ~ D~ ' 9 9 9 D2i+2.
In each step one element is removed from S. We show an upper bound for the cost of the ith step
cost(D~_, + DI) ~ O(bal(D~_,) -bal(D'i))
and thereby prove the lemma. Let B be the block removed from S in step i and l = ]B[. There are three different cases:
Case I : B is bigger than b, i.e., l > b. B is divided into subblocks of size between lb and ~b. Thus by requirement (1) and (2) the resulting new blocks make no contribution to bal(Dl). b -12d -6 -> 2b'. This holds by requirement (3) ! Case 2: B is smaller than a, i.e., l < a. In this case the value of the bal-function is decreased by 2(b + log log(N + IEI))(a'-l) (removal of B) and increased by 2(b + log log(N + [E I))(l + 2d) (enlargement of the neighbor block and deletion of one bridge). Thus
bal( D,) = bal( D,_l) -2 ( l-b + d-~) ( b + log log( N + ,E[) ).
The cost for the splitting of B is O(l+(61/b)(b+log log(N+[E]))), since we
bal( Dl) = bal( O~_~) + 2( b + log log( N + [E]) )(21-a'+ 2d).
The cost for removing B is O(l+b+2(b+log log(N+lEI))). We show l+ b +2(b +log log(N+ IEI)) <-2(b + log log(N+ IEl))(a'-2l -2d).
This holds if _> 2(b +log log(N+ IE I)).
But the cost for removing B is l < -b<--O(b+loglog(N+lEI)).
LEMMA 8. bal(D_l)= O(IE[).
(requirement (4)). 
The Augmented Segment Tree.
A segment tree is used to store a set S of horizontal line segments. A line segment is given by the x-coordinates of its endpoints and by their common y-coordinate. In this section we consider the case where the x-coordinates are restricted to a fixed finite universe U, I U] --N. 
line segment L ~ S is contained in the no delist NL(v) iff range(v) c proj(L) and range(father(v)) ~ proj(L).
Here proj(L) is the projection of L onto the x-axis and range(v)={z~ Ula search for z in the underlying search trees goes through v}. The line segments in a node list are ordered by their y-coordinates. A segment tree can be naturally viewed as an instance of fractional cascading. The catalogue graph is the underlying search tree and the range R(e) of each edge is taken to be the entire universe. Then the local degree is bounded by 3. The catalogue C(v) of node v is the list (of the y-coordinates) of the line segments in NL (v) . According to the fractional-cascading paradigm we store in each node an augmented catalogue A(v). We call the data structure obtained in this way an augmented segment tree. (c) To perform an update operation a segment must be inserted into (deleted from) O(log N) node lists (catalogues). Theorem 2 of Section 4 and Lemma 3 of Section 2 show how to do that in amortized time O(log N log log(n + N)).
(d) Let Vo, vl, v2,..., vl (/-<log N) be the search path for x-coordinate Xo of search segment q. Then the answer L is given by [...Jo_< i_< i { s ~ C (vi) I yl -< ys -< y2}. In order to compute L we only have to locate in each catalogue C(vi), i = 1 .... , l, both y-coordinates Yl and Y2 and to report all elements lying between them. The search for y~ and Y2 takes time O(log n) at the root (binary search) and O(log log(n + N)) time for every other catalogue on the search path (Lemmas 2 and 3 in Section 2). Thus the total time needed for computing L is O(ILI + log n + log N log log(n + N)).
(e) See remark (2) at the end of Section 2.
[] REMARK. A restricted form of Theorem 3 was shown by Lipski [L83] . He made the additional assumption that the y-coordinates are also drawn from a fixed universe and that all segments, even the query segments, are known prior to the construction of the segment tree. Furthermore, N denotes the number of horizontal segments plus the number of vertical query segments.
The Augmented Dynamic Segment
Tree. Now S is an arbitrary set of n horizontal segments, i.e., both x-coordinates and y-coordinates of the segments in S are arbitrary real numbers. We first assume that S is simple, i.e., that the x-coordinates of all endpoints of segments in S are pairwise distinct. Lemma 14 at the end of this section shows how this restriction can be dropped. Instead of a static binary tree we now use a balanced search tree as the underlying tree (catalogue graph), more precisely a BB Consider the insertion (deletion) of a segment, say (xl, x2, y). We first have to add two additional leaves (corrresponding to Xl and x2) to the BB[a]-tree and then to restore the BB[t~]-property. Once this is done we can actually insert the segment as described in the previous section. Similarly if we delete a segment we first delete it from the node lists and then change the underlying BB[a]-tree. Rotations and double rotation can be executed by inserting and deleting edges (modification of the underlying catalogue graph) and simple rearrangements of some node lists (see Figure 3 ). For this reason we first prove a lemma that gives an upper bound on the cost of inserting edges into or deleting edges from catalogue graphs. 
Inserting and deleting two edges by Lemma 9 
where Pi(v) is the set of nodes reachable from v by a path of length i. Next observe that (we use {path v ~; w} to denote the set of paths of length i from v to w) Putting these estimates together we obtain Ie(v)l--O(th(v) (a) An augmented dynamic segment tree for S can be built in time O(n log n log log n). PROOF. We replace the x-coordinates of endpoints by triples and use the lexicographic ordering on the triples. Assume that each segment s has a unique number (name) hum(s). Then replac e the x-coordinate Xl of the left endpoint of s by the triple (Xl, 0, hum(s) ) and the x-coordinate x2 of the right endpoint by (x2, 1, hum(s) 6. Conclusions and Open Problems. In this paper we introduced dynamic fractional cascading and applied it to segment and range trees. Finally, we want to point out that there is a connection between the methods developed in this paper and the methods developed by Driscoll et al. in [DSST] for making data structures persistent. In fact, we can show that dynamic fractional cascading with insertions can only be used to make a data structure persistent. However, it is unclear at the moment whether this approach, in particular, our ability to support deletions efficiently, yields any additional insights into the persistency problem.
