ABSTRACT. The paper presents an overview of the basic results and methods for stability investigations of higher-order linear autonomous difference equations. The presented criteria formulate several types of necessary and sufficient conditions for the asymptotic stability of the zero solution of studied equations, with a special emphasize put on delay difference equations. Various comments, comparisons, examples and illustrations are given to support theoretical results.
Introduction
In this survey paper, we consider several particular cases of the higher-order linear autonomous difference equation y(n) = p 1 y(n − 1) + p 2 y(n − 2) + · · · + p k y(n − k), n= k, k + 1, . . . , (1) where p 1 , . . . , p k are real or complex scalars, k is a positive integer and p k = 0. One of the key issues connected with qualitative analysis of (1) is the problem of the asymptotic stability of its zero solution. We say that the zero solution of (1) is asymptotically stable if any solution y(n) of (1) tends to the zero solution as n → ∞. This property is crucial in analysis of many discrete (especially population) dynamical models, both linear as well as nonlinear (see, e.g., [22] ). It follows from the basic theory of linear autonomous difference equations that the asymptotic stability property of the zero solution of (1) is equivalent to the problem whether the corresponding characteristic polynomial
JANČERMÁK has all the zeros located inside the unit circle in the complex plane (see, e.g., [10] ). Polynomials with such a property are often called Schur polynomials (and we use this terminology in the sequel). Although there are known various techniques for stability investigations of (1), the methods analyzing location of zeros of (2) are exclusively employed when the derived stability conditions are intended to be necessary and sufficient ones. Since we are going to survey just such optimal stability conditions, all the results and corresponding proof methods summarized in this paper originate from the above formulated equivalent polynomial problem. This problem has a long history as well as the actual present and its investigations are connected with the names of many outstanding mathematicians. Here we state the probably most known criterion answering this problem which is due to A. C o h n and I. S c h u r . 
Ì ÓÖ Ñ 1º
Remark 1º There are several variants of this criterion in the existing literature. Our formulation of Theorem 1 originates from that in the monograph [26] with respect to the replacement of the condition D(k) > 0 via the inequality (3) (see [15] ). We emphasize that this criterion can be extended also to the complex coefficient case (see [26] ).
Theorem 1 is a very efficient tool for polynomials with fixed coefficients p i and a fixed order k. Also, for some fixed values of k, it enables to formulate effective conditions on coefficients p i guaranteing that P (λ) is Schur polynomial. To illustrate this, we consider the second-order polynomial
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Then the conditions (3) and (4) of Theorem 1 imply (after some straightforward calculations) that P 2 (λ) is Schur polynomial if and only if
Similarly, we can formulate such explicit conditions for polynomials of several other fixed orders. On the other hand, the form of Theorem 1 does not enable to formulate explicit conditions in terms of general coefficients p i and a general order k. Such explicit conditions are very important for applications, but in the general case (2) , the problem of their finding seems to be extremely complicated. Applying the Rouches theorem one can easily verify that the sufficient condition guaranteing that P (λ) is Schur polynomial is
(see [22] ) which is called the Cohn stability domain. However, this condition is in many important particular cases far from being optimal (i.e., the necessary and sufficient one). Therefore, the effort of researchers was put on stability analysis of various particular cases of (1) .
As the basic prototype of studied equations, we mention the difference equation y(n) = y(n − 1) + βy(n − k), n= k, k + 1, . . . ,
where β is a real constant and k ≥ 2 is a (not specified) integer. The problem of necessary and sufficient conditions for the asymptotic stability of the zero solution of (6) was solved in [25] ; this result is viewed as the starting point for stability analysis of other related difference equations which are usually called delay difference equations. The main goal of this paper is to provide a survey of results and methods for stability analysis of (6) and its extensions. Also, we give comparisons of different types of stability conditions and mention many supporting comments and examples. The structure of this paper is following: In Section 2, we recall and prove the main result of [25] which yields a simple necessary and sufficient condition for the asymptotic stability of the zero solution of (6) . In addition to the original proof of this result, we offer also its alternate version. The original proof procedure became the base for stability investigations of other types of delay difference equations and it has been standardly used by many other authors. The alternate method first appeared in [3] and, as we show later, enabled to formulate quite new systems of necessary and sufficient stability conditions for the studied difference equations. The survey of these equations is given in Section 3, along with the formulation of three types of necessary and sufficient conditions guaranteing the asymptotic stability of their zero solutions. The proofs of the presented results are omitted. Section 4 discusses the relationship between these JANČERMÁK different types of stability conditions, their advantages and disadvantages, and involves several illustrating examples. The main contribution of the above mentioned alternate proof technique consists in the fact that it enables to find explicit dependance of stability conditions on the delay k. This matter is analyzed in more details in Section 5, where the problem of stability switches of studied equations with respect to increasing delay k is investigated. The final section contains summarizing remarks and related open problems.
The Levin-May theorem and its proof
We start this overview with the formulation of the classical criterion on the asymptotic stability of (6) which was first proved by S. A. L e v i n and R. M a y in [25] .
The zero solution of (6) is asymptotically stable if and only if
Remark 2º This criterion provides a discrete counterpart to the well-known condition −π/2 < bτ < 0
guaranteing the asymptotic stability of the zero solution of the delay differential equation
with a real constant coefficient b and a positive real constant delay τ .
In the sequel, we give two variants of the proof of Theorem 2. In the case of (6), both these proof methods lead to the same stability condition (7). However, if we consider basic extensions of (6), then these methods imply different types of stability conditions. This and other related issues will be discussed in Sections and 4.
º Ì ÓÖ Ò Ð ÔÖÓÓ Ó Ì ÓÖ Ñ ¾º It is based on a discrete analogue of D-partition method known from stability investigations of delay differential equations. We present the main idea of this method which is standardly used in stability analysis of other types of delay difference equations discussed in the next section. It originates from analytical discussions of the zeros of the characteristic polynomial
with respect to changing coefficient β. The first step consists in the specification of values β when (10) has a zero with the unitary modulus.
ÈÖÓÔÓ× Ø ÓÒ 1º The polynomial Q(λ) has a zero lying on the unit circle if and
only if either β = 0, or
P r o o f. Let λ = exp(iθ), −π < θ ≤ π be a zero of (10) . Substituting this into (10) we get
which, after equating real and imaginary parts, leads to the system
with the unknowns β and θ. Expressing cos θ and sin θ from the left-hand sides, squaring and adding them we get β = 0 or β = −2 cos (k − 1)θ . This along with the backward substitution into (12) yields the solutions of this system in the form β = θ = 0 or
Put m = (j + 1)/2 , where · is a lower integer part. Then
and distinguish two cases with respect to parity of j. If j is even, then
while for j odd we can write
Summarizing this we get the required set of nonzero values β given by (11) .
Remark 3º
In addition to the assertion of Proposition 1, we have proved that if β = β for = 0, 1, . . . , k − 2, then (10) has the couple of imaginary conjugate simple zeros with the unitary modulus, while if β = β k−1 = (−1) k 2, then (10) has the real simple zero λ = −1.
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As the next step, we use the well-known polynomial property, namely continuous dependance of polynomial zeros on its coefficients (see, e.g., [10] ). As a consequence of Proposition 1, this continuous dependance property implies that, as β is varying, the number of zeros of (10) lying inside the unit circle can be changed only when β = 0 or β = β for = 0, 1, . . . , k − 1 due to (11) . Thus, these values intersect the β-axis to k + 2 number of subintervals such that inside each of them the number of zeros of (10) lying inside the unit circle remains unchanged with respect to varying β. To prove the asymptotic stability property for (6), we need to find such subintervals, where all the zeros of (10) are located inside the unit circle. Since the zero solution of (6) The following two auxiliary assertions are crucial in this analysis. We state them without proofs which are of a technical nature and can be found either in the original paper [25] , or in the book [10] (see Appendix E).
Ä ÑÑ 1º All solutions y(n) of (6) tend monotonically to zero if
Before stating the second auxiliary assertion, we write λ = r exp(iθ), where r = |λ| and −π < θ ≤ π. Then (10) becomes
which after some related calculations yields
Ä ÑÑ 2º Let r, β be given by (13) . Then dr/dβ < 0 at r = 1.
Now the original version of the proof of Theorem 2 can be deduced easily. Lemma 1 along with the previous discussion yields that the zero solution of (6) is asymptotically stable if
i.e., (7) holds. In addition, Lemma 2 implies that as β decreases, r can only cross the boundary r = 1 from below, hence the zero solution of (6) is not asymptotically stable for all β < β 0 . In other words, the asymptotic stability condition (7) is the necessary and sufficient one. In the sequel we present an alternate proof approach originating from the Schur-Cohn criterion (Theorem 1). We describe the core of the procedure, which can be used also in stability analysis of more general difference equations. º Ì ÐØ ÖÒ Ø ÔÖÓÓ Ó Ì ÓÖ Ñ ¾º The main idea of this method is very simple. As the first step, we find a recurrence relation between the determinants involved in Theorem 1. Doing this, we consider the polynomial Q(λ) and write appropriate auxiliary matrices A n , B n from Theorem 1 in the form
To find a recurrence for D(n), we perform the following line operations in determinant D(n + 2): We multiply the first column by the term β and add to the last column. Then we change the sign in the last but one column and add it to the last one to get
Now using the Laplace expansion along the last column we arrive at the relation
The second step consists in solving this recurrence. It is a simple task because the recurrence is the second-order linear autonomous difference equation
supplied with the (directly calculated) initial conditions
Note that it is enough to evaluate the solution of (14)- (15) under the assumption −1 < β < 0 due to (3) and D(1) > 0. The characteristic equation for (14) is
and admits the zeros
where
Consequently, the general solution of (14) has the form
which along with (15) yields
As the last step, we discuss the condition (4). After substituting into (16) this condition has the form
The inequality (17) holds if and only if
Stability of other types of delay difference equations
Theorem 2 was the starting point for stability analysis of other types of delay difference equations. Its first generalization was performed in [24] and concerned the difference equation
where α, β are real scalars and k ≥ 2 is an integer. The corresponding stability criterion is as follows:
The zero solution of (18) is asymptotically stable if and only if |α| < k/(k − 1), and |α + β| < 1 and |β| < (α 2 + 1 − 2|α| cos φ)
for k odd ,
Shortly after appearing Theorem 3, a different system of stability conditions for (18) was proved in [33] . This system describes the boundary of the corresponding stability region in the (α, β)-plane. 
and two transcendental curves
Further natural extension of (18) is provided by the general trinomial difference equation
where α, β are real scalars and k > m are positive integers. Obviously, if m = 1, then (21) becomes (18) (for another particular case of (21) when m = k − 1 we refer to [8] ). Without loss of generality we may assume that integers k, m are coprime. Indeed, the characteristic polynomial for (21) is
If k, m are not coprime, then there exists a positive integer d > 1 and coprime positive integersk >m such that k = dk and m = dm. Then, substituting
, we get that λ is a zero of R(λ) if and only ifλ is a zero of
Obviously, all the zeros of R(λ) are located inside the unit circle if and only if the same is true for the zeros ofR(λ). Consequently, it is enough to consider (21) with coprime k, m only. Stability investigations of (21) have been the research topic of several papers. As the first, the following three criteria appeared in [7] .
The zero solution of (21) is asymptotically stable if and only if either
where S is the solution set of 
where S * is the solution set of
where S * is as in Theorem 6.
We can see that the form of stability conditions of Theorems 5-7 is close to that presented in Theorem 3. A certain disadvantage of these conditions consists in the fact that solutions of auxiliary nonlinear equations are not determined uniquely and the process of additional minimization has to be employed. To remove this disadvantage, the interval (0, π) should be appropriately shortened to involve the unique zero of these nonlinear equations. This specification has been done for (21) with m = 2 in [34] . We recall the main result of [34] .
is asymptotically stable if and only if either
where φ is the solution of
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Following the type of stability conditions stated in Theorem 4, another criterion for (21) appeared in [21] . The rigorous formulation of this stability criterion requires the following result from the elementary number theory.
Ä ÑÑ 3º Let k > m > 0 be coprime integers. Then there exist integers j, s > 0
If m is odd, then this couple (j, s) is unique; if m is even, then there are precisely two such couples (in one of which j is even and in the other odd).
Then we can formulate the following stability criterion which is due to [21] (for its special version see [20] and for an alternate proof see also [6] ). 
where θ varies between jπ/k and sπ/m. Here, j, s > 0 are integers satisfying (23) (if m is even, then any of two couples (j, s) satisfying (23) can be taken).
Remark 4º
As a by-product of Theorem 9, we get the required specification of the interval (0, π), where the zeros of auxiliary equations stated in Theorems 5-7 can be determined uniquely (see also the note preceding Theorem 8).
Consequently, we get again two systems of stability conditions. In the sequel, we call the systems of conditions utilizing solutions of auxiliary nonlinear equations (formulated in Theorems 3 and 5-8) as the conditions of the first type. Similarly, we call the systems of conditions describing the boundary of the stability area (formulated in Theorems 4 and 9) as the conditions of the second type.
Recently, the third type of stability conditions for (18) , (22) and (21) has appeared in [2] , [3] and [5] , respectively. While the proofs of Theorems 3-9 are more or less connected with the technique outlined in the original proof of Theorem 2, the proof procedure utilized in [2] , [3] and [5] originates from its alternate version based on the Schur-Cohn criterion (Theorem 1). Application of this procedure yields the following three criteria. 
. The zero solution of (18) is asymptotically stable if and only if it holds either
|α| + |β| < 1 ,(24)or |α| + |β| ≥ 1, |α| − 1 < |β| < 1, α k β < 0 and k < arccos α 2 − β 2 − 1 2|β| arccos α 2 − β 2 + 1 2|α| . Ì ÓÖ Ñ 11 ( [5])º Let α, β ∈ R, α, β = 0 and let k ∈ Z + , k > 2|α| + |β| ≥ 1, |α| − 1 < |β| < 1, α k < 0 and k < 2 arcsin 1 − α 2 + β 2 2|β| arccos 1 + α 2 − β 2 2|α| . Ì ÓÖ Ñ 12 ([2])º Let α, β ∈ R, α, β = 0 and let k, m ∈ Z + , k > m be coprime.
The zero solution of (21) is asymptotically stable if and only if it holds either
Remark 5º (i) Formulations of stability conditions of Theorems 3-12 are sometimes slightly formally modified with respect to their original wording. Our aim was to present such their formulations which are as clear as possible especially with respect to their mutual comparisons.
(ii) Some of the above presented stability conditions require α, β to be nonzero. Notice that such a restriction is negligible because the opposite case is trivial (indeed, if α = 0, then the necessary and sufficient condition for the asymptotic stability of the zero solution of (21) is |β| < 1 and vice versa).
(iii) Theorem 12 seems to give the most comprehensive view on stability properties of (21) . Notice that the condition (24) is independent of delays (in fact, it coincides with the Cohn stability domain (5)), while (25)-(26) depend on delays. In the case |α| + |β| = 1, (25)-(26) are reduced to α k β m < 0. The main contribution of Theorem 12 consists in the stability condition (26) which is fully explicit with respect to delays k and m.
For a better understanding of dependance of stability properties of (21) on parity of k and m, we depict typical stability regions for (21) in the (α, β)--plane. Doing this, we have to distinguish the cases m = 1 and m > 1 whose stability areas are slightly different. It is also interesting to observe the relationship between these stability areas and the Cohn stability domain |α| + |β| < 1. This domain forms the delay-independent part of the stability areas, while their remaining parts are delay-dependent. 
Some comparisons and examples
In this section, we discuss and illustrate the relationship among the above mentioned three types of necessary and sufficient stability conditions. Doing this, we consider the difference equation (18) and compare the stability conditions of Theorems 3, 4 and 10. To support these comparisons, we also present several examples illustrating applicability of the above stated different types of stability conditions. 
Ì ÓÖ Ñ ¿ Ú Ö×Ù× Ì ÓÖ Ñ º
from above, and by the line α + β = −1 and the curve
from below (see also Fig. 1a) . Analytically, letting θ → 0 we get |α| < k/(k − 1). Further, the line limitation −α − 1 < β < −α + 1 is equivalent to |α + β| < 1 and the curve limitation can be analytically expressed as
where θ has to be calculated from the corresponding parametric equations for α,
Let φ be a (unique in (0, π/k)) zero of (28) . Then using some elementary calculations and substituting into (27) we get In this connection, it might be interesting to recall the stability conditions for delay differential equation
where a, b ∈ R and τ ∈ R + , which may serve as the continuous pattern for (18) . It is known that the stability boundary for (30) is formed by the line a + b = 0 and the curve
where θ ∈ (0, π/τ). Another, more detailed, system of conditions says that the zero solution of (30) is asymptotically stable if and only if either a ≤ b < −a, or
(for both these types of conditions we refer to [23] ). It is quite clear that the stability conditions of the second type (Theorem 4) and the third type (Theorem 10) represent a natural discrete counterpart to these criteria. Analogously, we can interpret the above stated three types of stability conditions for (21). We do not repeat the same argumentation and, instead, we present several examples concerning (18) , (21) and (22) and illustrating applicability of conditions of the first and third type. 
with respect to β. First we apply Theorem 3. Doing this, we have to solve the nonlinear equation sin(9x)/ sin(10x) = 5 in (0, π/10). Using a suitable numerical method one gets its zero φ ≈ 0.3067. Then Theorem 3 implies that the zero solution of (32) is asymptotically stable if and only if β ∈ (−0.8116, 0.8).
If we apply Theorem 10 to (32), then it is necessary to solve the nonlinear equation 10 arccos(2.6 − 2. Example 2. We investigate stability properties of (18) in the form
with respect to k. Obviously, Theorems 3 and Theorem 4 do not provide conditions suitable for answering this problem. On the other hand, Theorem 10 JANČERMÁK immediately implies that the zero solution of (33) is asymptotically stable if and only if k ∈ {3, 5, 7, 9, 11, 13, 15}.
Example 3. We investigate stability properties of (22) with unknown β satisfying |β| ∈ (0.5, 1). Now one gets two zeros β * 1,2 ≈ ±0.5400 and Theorem 11 yields that the zero solution of (34) is asymptotically stable if and only if β ∈ (−0.5400, 0.5400).
Example 4. We investigate stability properties of (22) in the form
with respect k. In this case, Theorem 8 is not applicable, but Theorem 11 can be easily used when k is odd. If k is even, then the zero solution of (35) is asymptotically stable if and only if the zero solution of
is asymptotically stable (see also the discussion preceding Theorem 5). Consequently, we can apply Theorem 10. Summarizing both parity cases, the zero solution of (35) Example 5. We investigate stability properties of (21) Example 6. We consider stability properties of (21) in the form
with respect to k and m. Theorems 5-7 and 9 do not enable to solve this stability problem. By Theorem 12, we get that the zero solution of (37) is asymptotically stable if and only if
The presented examples show that stability conditions of the third type are well applicable in several different situations. As the final step of this comparative section, we support this opinion from a theoretical viewpoint. We consider the stability condition (7) of Theorem 2 and perform its deduction directly from Theorem 3 and Theorem 10.
We have from Theorem 3 with α = 1 that the zero solution of (6) is asymptotically stable if and only if |β + 1| < 1 and |β| < (2 − 2 cos φ)
where φ ∈ (0, π/k) is the solution of
Obviously, |β +1| < 1 implies β < 0. Thus (38) and (39) can be written in the joint form
Using the appropriate goniometric formula, we can rewrite it as
Furthermore, (40) yields that it holds either
where j is an integer. Since 0 < φ < π/k we have that (43) cannot be valid and (42) holds with j = 0. This implies
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Substituting into (41) we have
which is equivalent to (7). Theorem 10 with α = 1 yields that the zero solution of (6) is asymptotically stable if and only if
.
Using the appropriate cyclometric formulae, the second inequality can be rewritten as
The verification of its equivalence with (7) is now a simple technical matter.
To summarize it, these deductions indicate that just criteria of the third type (Theorems 10-12) provide a natural extension of Theorem 2.
Stability switches in delay difference equations
We have already observed that the main advantage of stability conditions of the third type is their explicitness with respect to delays. In particular, they enable to find specific values of delays when the asymptotic stability property of the zero solution turns into instability (and possibly vice versa). Such critical values of delays are usually called stability switches.
The problem of stability switches, occurring as a result of changing the delay, is well described for various types of linear delay differential equations. This phenomenon is usually analyzed as a part of necessary and sufficient conditions for the stability of the zero solution of a studied equation and demonstrates the role of a delay as a stabilization factor. As a simple illustration of the stability switch, we can consider the condition (8) defining the critical value τ * = π/(2|b|) when the zero solution of (9) with fixed b < 0 loses the asymptotic stability property with respect to increasing τ . Similarly, the second inequality of (31) explicitly involves the value of stability switch for (30) with fixed coefficients a, b such that |a| + b < 0.
A repeated occurrence of stability switches was observed in [13] , where the authors studied the non-autonomous delay differential equation
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depending on a real parameter γ ≥ 0 and a real lag τ > 0. The result, which is the most relevant to our considerations, concerns the case when 1/3 < γ ≤ 1/2. Then the zero solution of (45) is asymptotically stable if and only if
In other words, stability switches for (45) with any fixed 1/3 < γ ≤ 1/2 are positive integer multiples of π. As τ monotonically increases, (45) is switching from the asymptotic stability to instability (in odd multiples of π) and vice versa (in even multiples of π).
In the autonomous case, such repeated turns of the asymptotic stability and instability of the zero solution were reported in [29] , where the delay system
with real numbers a, b, c and a positive real lag τ appeared as the linearization of population models of Lotka-Volterra type. It holds the following system of stability conditions for (46).
Ì ÓÖ Ñ 13 ([29])º The zero solution of (46) is asymptotically stable if and only if any one of the following four conditions holds:
Here and m are nonnegative integers defined by
where · denotes a lower integer part, and τ 1,j , τ 2,j are positive reals defined by
In particular, the values τ 1,j , τ 2,j are stability switches for the system (46).
Contrary to the differential case, the problem of stability switches for linear delay difference equations has not been answered for a long time. As the only JANČERMÁK one exception we can mention the difference equation (6) and its stability condition (7) which enables to calculate the appropriate inequality on the delay k (see also (44)). Although the importance and the need for discrete analogues to reflect the dynamics of their underlying continuous patterns is well known, explicit evaluations of discrete stability switches for other types of delay difference equations were missing.
The lack of corresponding theory was especially due to the fact that stability criteria of the first and second type do not enable to evaluate these critical values of delays. Only after appearance of stability conditions of the third type (see Theorems 10-12), which are fully explicit with respect to delay, the way was opened up.
In the sequel, we analyze this phenomenon for (18) . The stability classification of Theorem 10 immediately implies that the value
where · means an upper integer part, defines the stability switch for (18) with fixed α, β such that
A more detailed insight indicates that the structure of stability switches for (18) is slightly more complicated than in the case of its continuous pattern (30) . As we can see from Example 2, the asymptotic stability property of the zero solution of (18) can be influenced also by the parity of the delay k. Nevertheless, considering values k of the same parity, there exists (under appropriate assumptions on α and β) the unique value (47) of this stability switch which provides the discrete analogue to (31) . In the sequel, we call stability switches like (47) the proper stability switches. In particular, (18) has the unique proper stability switch k * . On the other hand, values k when the asymptotic stability property of the zero solution of (18) is changing in view of changing parity of k are not proper stability switches.
The problem of multiple proper stability switches for difference equations of the type (18) originates from discretizations of (46). The paper [30] discussed a discrete version of (46) in the form
where p, q, r ∈ R and k ∈ Z + , k ≥ 2. A simple, but important tool for stability analysis of (48) consists in the reduction of the corresponding characteristic polynomial
Equivalently, we get the following reformulation of the stability problem for (48): Let qr ≥ 0. Then the zero solution of (48) is asymptotically stable if and only if the zero solutions of the scalar equations
are asymptotically stable. Let qr < 0. Then the zero solution of (48) is asymptotically stable if and only if the zero solutions of the scalar equations
are asymptotically stable. While the case qr ≥ 0 leads to the difference equations of the type (18) (we note that Theorem 3 was used in [30] to obtain the stability criteria for (49)), the case qr < 0 leads to the difference equations (18) involving a purely imaginary coefficient. Analysis of this case was performed in [30] and resulted in the stability criterion formally close to Theorem 3. A more detailed insight shows that there are no multiple proper stability switches for the difference system (48). This seemingly contradicts to Theorem 13, where a repeated occurrence of stability switches for (46) was observed. However, we must emphasize that (48) is not a natural discrete counterpart to (46). Such a discrete counterpart is provided by the system
with the characteristic polynomial
Now the same argumentation as given above leads to the following deduction: Let qr ≥ 0. The zero solution of (51) is asymptotically stable if and only if the zero solutions of the scalar equations
are asymptotically stable. Let qr < 0. The zero solution of (51) is asymptotically stable if and only if the zero solutions of the scalar equations
are asymptotically stable.
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All these considerations indicate that the core of the problem of multiple proper stability switches for difference systems of the type (48) and (51) is hidden in analysis of the scalar equation (18) with complex coefficients α and β. Stability discussion of this case was performed in [19] (and in some particular cases also in [30] and [16] ), where the derived criteria are of the first type, i.e., formally close to Theorem 3. We have already noted that such a type of stability conditions does not enable to dispose with the problem of proper stability switches. Only recently, the generalization of Theorem 10 to the complex coefficients case has appeared in [1] . In the sequel, we survey the most important results, comments and examples of this paper.
We assume αβ = 0 (the opposite case is trivial) and consider (18) in the goniometric form
where θ α and θ β are arguments of complex numbers α and β, respectively (we as-
The following stability criterion can be proved using the technique originating from the alternate proof of Theorem 2 (we recall that Theorem 1 can be extended also to the complex coefficients case). For the full version of this proof we refer to [1] . 
and
Before we state some necessary comments related to these conditions, we give two simple consequences. First we check that Theorem 14 actually provides an extension of Theorem 10 when α, β are real numbers. 
ÓÖÓÐÐ ÖÝ 1º
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In particular, for specific choices of θ α and θ β , there may exist a finite or infinite set of delays k such that the zero solution of (53) is not asymptotically stable, while for the remaining values of k it is asymptotically stable.
The last condition (56)-(57) offers the most interesting interpretation. Indeed, if (56) holds, then (57) represents the condition on k with a clear geometrical interpretation. Considering both the sides of (57) as functions of the continuous variable k (with fixed α, β) , then the left-hand side of (57) represents the straight line (we denote it as f (k)), while the right-hand side of (57) is the piecewise linear function (we denote it as g(k)). The geometrical meaning of (57) is depicted on Fig. 2 for the values α = exp(0.6i) and β = 0.05 exp(6i), hence we illustrate the situation for the delay difference equation
The intersections of f (k) and g(k) depicted in Fig. 2 
Remark 6º
We note that a possible reformulation of the condition (57) explicitly with respect to k is only a technical (but tedious) matter. In other words, (57) implies direct evaluations of proper multiple stability switches for (53). For related computational procedures and explicit values of these stability switches we refer to [1] .
This geometrical insight illustrates a possible variety of the set of all delays k, when the zero solution of (53) is asymptotically stable. In particular, if (53) contains coefficients with nonzero real and imaginary parts, then, under specific choices of α and β, the family of positive integers k satisfying f (k) < g(k) may be pretty rich. The last example illustrates such a situation.
Example 8. We consider the delay difference equation 
Remark 7º
Using our previous considerations and calculations on stability of (53) it is easy to get stability conditions of the third type for delay difference systems (48) and (51). Doing this one can check that stability properties of (51) are a natural discrete counterpart to stability properties of (46). In particular, multiple proper stability switches for (51) do occur and form a discrete analogue to those reported in Theorem 13 for the delay differential system (46). From the computational viewpoint, a qualitative difference between stability properties of (48) and (51) consists in the form of auxiliary difference equations (50) and (52), respectively. In particular, (50) has one real and one purely imaginary coefficient (and Corollary 2 does not admit a repeated occurrence of proper stability switches), while (52) has one real and one complex coefficient with a nonzero real part. As it has been discussed above, (53) with such complex coefficients enables a repeated occurrence of proper stability switches.
Final remarks and open problems
We have discussed three types of necessary and sufficient stability conditions for linear autonomous delay difference equations, including their mutual comparison and relationship with respect to stability properties of underlying delay differential equations. All presented criteria have been formulated for trinomial difference equations with the most general form (21) . In the existing literature, it is possible to find necessary and sufficient stability conditions also for difference equations with more than three terms.
The special four-term difference equation
where α, β, γ are real scalars and k, m, k > 2m are positive integers, has been investigated in two particular cases m = 1 and m = 2 (for corresponding stability criteria of the first and third type we refer to [3] and [4] ). As a generalization of (6), the special multi-term difference equation where β is a real scalar and k, , N are positive integers with k > (N − 1) , has been studied in [32] . We note that necessary and sufficient stability conditions JANČERMÁK derived in [32] are formally close to (7) . Stability properties of another special multi-term difference equation in the form
where α, β are real scalars and k ≥ 2 is an integer, has been studied in [14] and [35] . This equation appears in analysis of optimization process of the multivariable quadratic function by the Nelder-Mead method. Although the proof techniques of both the papers originate from the Schur-Cohn criterion (Theorem 1), their corresponding computational procedures are different. More precisely, while the method used in [14] employs a matrix factorization approach, the technique used in [35] is based on ideas of the alternative proof of Theorem 2 (see Section 2). Both these approaches result in equivalent systems of necessary and sufficient conditions for the asymptotic stability of the zero solution of (61). If we compare all the above mentioned particular cases of (1) with the form (1) itself, it is clear that the problem of necessary and sufficient stability conditions remains open for many other special types of (1). We can mention at least the problem of necessary and sufficient stability conditions for the equation with two positive real lags τ 1 and τ 2 . Although this problem has a long history (see, e.g., [12] ), it has not been still fully answered (for some related comments on this problem we refer also to [18] ). Another possible research area for stability analysis of linear delay difference equations is related to difference systems of the general form y(n) = Ay(n − 1) + By(n − k), n= k, k + 1, . . . ,
where A, B are real d × d matrices and k ≥ 2 is a positive integer. In Section 5, we have already commented stability results on its particular cases (48) and (51). For some other special types of (62) and corresponding stability conditions we refer to [27] and [31] . Despite of these results, the area of open stability problems for other particular cases of (62) is wide and involves, among others, the general planar case of (62) when d = 2. We add that the asymptotic stability of the zero solution of (62) and its particular cases is often studied under some additional
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restrictive assumptions (e.g., properties of (62) with a weak delay k are analyzed in [9] ), but results of a general character are missing. Finally, we would like to emphasize theoretical importance of the surveyed stability results as well as their potential applicability. Because of their equivalent polynomial reformulation, the presented results provide a contribution to the problem of location of polynomial zeros. In particular, Theorem 12 yields an original view at ability of a general three-term polynomial to be Schur polynomial. Also, the presented stability results are useful in analysis of various discrete models (for some related population problems we refer to [10] and for analysis of discrete Hopfield neural networks see [11] and [17] ). Naturally, the above discussed topic has recently become the research subject of many papers, including the survey ones (see [18] and [28] ). We hope that this paper might be another contribution to these discussions.
