Splines and local approximation of the earth's gravity field by Van Gysen, Hermanus Gerhardus
LINEAR LISRRRY 
C01 0068 2390 
JI I I 1111111 ~ 11111 
SPLINES AND LOCAL APPROXIMATION OF THE EARTH'S 
GRAVITY FIELD 
HER.MANUS GERHARDUS VAN GYSEN 
Submitted to the University of Cape Town 
in fulfilment of the requirements for the 
Degree of Doctor of Philosophy. 
Cape Town 
July 1988 
..-y~· .... -:i;r:~i.:t.~;" .. ··;o!",.."!L,:O:\:l;.::':~ll.•·~~.~:.1.·:c:".~;;,"';(",;::;~i~i:;,.;r~c:::~"' 
The Univernity of Cnr.e Town hes been glvc·n ~ 
the right to reproduce this thesis In whole 
or In part. Copyright is held by th!l author. ·. 
  
 
 
 
 
 
 
 
The copyright of this thesis vests in the author. No 
quotation from it or information derived from it is to be 
published without full acknowledgement of the source. 
The thesis is to be used for private study or non-
commercial research purposes only. 
 
Published by the University of Cape Town (UCT) in terms 
of the non-exclusive license granted to UCT by the author. 
 
SPLINES AND LOCAL APPROXIMATION OF THE EARTH'S GRAVITY FIELD 
Herman van Gysen 
Department of .Surveying and Mapping 
University of Natal 
King George V Avenue 
Durban, 4001, South Africa 
ABSTRACT 
The Hilbert space spline theory of Delvos and Schempp, and the repro-
ducing kernel theory of L. Schwartz, provide the. conceptual foundation 
and the construction procedure for rotation-invariant splines on 
Euclidean spaces, splines on the circle, and splines on the sphere and 
harmonic outside the sphere. 
Spherical splines and surface splines such as multi-conic functions, 
Hardy's multiquadric functions, pseudo-cubic splines, and thin-plate 
splines, are shown to be largely as effective as least squares colloca-
tion in representing geoid heights or gravity anomalies. A pseudo-cubic 
spline geoid for southern Africa is given, interpolating Doppler-derived 
geoid heights and astro-geodetic deflections of the vertical. Quadra-
ture rules are derived for the thin-plate spline approximation (over a 
circular disk, and to a planar approximation) of Stokes's formula, the 
formulae of Vening Meinesz, and the L1 vertical gradient operator in 
the analytical continuation series solution of Molodensky's problem. 
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2 INTRINSIC SPLINE THEORY 
F 
p 
s 
u 
v 
w, 11 • llw 
x,11·11 
x,ll·llx 
* * X ,Y 
y, 11 • lly 
z, II· II z 
observation mapping, epimorphism X+Z; 
canonical duality isomorphisms between 
* * X and X , Y and Y ; 
spline projector in X, JI• llx' (2.20); 
spline projector in Y, (2.13); 
transpose mappings to P,PU; 
smoothing mapping, epimorphism X+W, (2.8); 
co-observation mapping, epimorphism X+Y; 
* . isomorphism between Y,Y , (2.27); 
product space Y x Z, with norm derived from (2. 7); 
spline ground space with given norm; 
spline ground space with 'initial' norm, (2.18); 
energy space, ·range space of U; 
observation space, range space of F. 
3 CONSTRUCTIVE SPLINE THEORY 
0 Dirac measure at the point x £ Q; 
x 
a domain, an open bounded set; 
e Riesz mapping lH'+H, (3.4) or (3. 7); 
A ope~ator associated with the Sard system (X,Y,Z,U,F); 
B bilinear form on E'xE' induced by H; 
x 
xi 
E,E' locally convex topological vector space over JR, 
quasi-complete; its dual; 
G 
H 
JH 
Green function of A, (3.20); 
kernel associated with JH; 
a Hilbert sub-space of E, or a semi-Hilbert 
sub-space of E; 
Hilb(E) set of all Hilbert sub-spaces of E; 
* J ,J inclusion map of JH into E; its transpose; 
K reproducing kernel QXSl ~JR, (3 .12); 
L+(E',E) space of positive continuous linear mappings 
from E' to E; 
N,N° 
linear span of the functionals making up F; 
its orthogonal in E; 
nullspace of the semi-Hilbert sub-space JH; 
its orthogonal in E~ 
Q · positive quadratic form on E' induced by H; 
JRQ space of all real~valued functions on Q given 
the topology of pointwise convergence; 
restriction of U to x0 ; its adjoint; 
KerF, Section 3.6. 
4 NATURAL ROTATION-INVARIANT SPLINES ON JRn 
a, !al 
B 
qi 
n 
+ n 
multi-index, a E (7l ) ; order of a; 
m 
multi-index, BE n ; 
d • • JRn a omain in ; 
cj>(y) = cj>(-y)' (4. 9); 
space of rapidly decreasing functions on JR.n, 
Schwartz space; 
<I>' 
n 
T 
x 
8 
xii 
space of tempered distr~butions; 
shift operator, (4.9); 
kernel associated with D -mas (lRn), 
(4.57); 
. · n · n 
m--<s<-2 2' 
kernel associated with lP 1 , (4.89); m-
kernel, 80 =8-ep, (4.90); 
C(Q) space of complex-valued continuous functions 
on Q; 
00 
c (n) 
continuous functions on lRn that vanish at 
infinity; 
complex-valued functions on Q with continuous 
derivatives of every order; 
C
00
-functions on n with compact support; 
dm normalised Lebesgue measure on lRn, (4 .19); 
n 
dµ 
s 
DCI. 
measure on lRn given by ( 4. 36) ; 
differential operator (i)-la.lna., (4.33); 
D -~s (lRn) distributions u with D~u E Hs (lRn), I a.J =m; 
ID(Q) 
ID' (n) 
~s(Q) 
00 
c0 (Q) given the canonical Schwartz topology, 
the space of test functions on Q; 
dual space of ID(Q), space of distributions on Q; 
character function, (4.22); 
Sobolev space (4. 37), s E JR; 
distributions in Hs (lRn) with support in K, a 
closed set in lRn; 
restrictions to Q of distributions in Hs(lRn), 
Q an operi set in lRn; 
s dual of H (Q) ; 
xiii 
Hs (JR.n) di0 stri0 buti0 ons on JR.n h · ·· lac w ose restrictions to a 
bounded open set Qare in Hs(Q); 
-s n H (JR ) dual of 
comp 
s n H1 (m. ) ; oc 
Rs (JR.n) ·n Sobolev space (4.42), s <2; 
K2m+2s-n kernel function associated with n-rllffs('JR.n), (4.62); 
K regularised kernel function, Section 4.12; 2m+2s-n 
K0 reproducing kernel function, (4.91); 
n.Pcnt) Lebesgue space, 1 ~P < 00 , with norm (4.20); 
-P· J 
p 
Pf 
lPm-t 
2'l+ 
element of orthonormal dual basis to JP · 1 , (4. 87); m-
polynomial in n variables, Sectipn 4;4; 
pseudo-function.or 'partie finie'; 
n 
space of polynomials on 'JR of degree m-1 or less; -
non-negative integers. 
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II 
e 
ID (II) 
ID I (II) 
ID' (n) 
surface gradient operator, (5.23); 
Laplace-Beltrami operator, (5.24); 
unit sphere; 
unit circle; 
kernel associated with llim(II), (5.10), or with 
Hm(n), (5.34); 
space of functions on JI.whose 2TI-periodic 
extensions to 'JR are in C00('1R); 
space of distributions on II; 
00 
Schwartz space of C -functions on Q; 
space of distributions on n; 
k 
n 
K 2m,O 
K 
m,O 
K 
m,B 
~,B 
p 
n 
JP 
m 
R,~ 
s 
n 
s . 
n,J 
s 
n 
xiv 
space of distributions on Q whose m'th 
surface gradients are square-integrable, 
(5.25); 
space of distributions on IT whose m'th 
derivatives are square-integrable, (5. 9); 
n'th degree variance of·gravity field 
representation; 
reproducing kernel function for lHm(IT)~ 
(5.16); 
kernel function for lHm(IT), (5.11)'; 
m kernel function for H (Q), (5.35); 
m 
reproducing kernel function for H (Q), 
(5.41); 
regularised kernel function for Hm(Q), 
(5.45), (5.46); 
Szego kernel, (5.47); 
Krarup kernel, (5.52); 
Legendre polynomial of degree n; 
space of spherical harmonics of degree m 
or less; 
radius of spherical earth; radius of 
Bjerhannner sphere; 
spherical harmonic of degree n; 
element of ort.honormal basis for S · 
n' 
space of spherical harmonics of degree n. 
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/:, 
g spherical gravity anomaly operator, (6.12); 
l;; . 
n 
l;; n,I,s 
xv 
n'th term in the Molodensky series for height 
anomaly, (6.23); 
contribution of circular innermost zone to l;; , n 
(6.28); 
spline approximation of l;; 1 , (6.31); n, 
n'th terms in the Molodensky series for the 
deflection of the vertical, (6.24); 
~n,I'nn,I contribution of circular innermost zone to 
~ ,n, (6.'29); 
n n 
~ 
1 
,n 
1 
spline approximation of~ 1 ,n 1 , (6.32); n, ,s n, ,s · n, n, 
K 
· col ,B 
L l,I,s 
kernel function for Tscherning and Rapp's 1974 
geopotential degree variance model, (6 .. 6); 
vertical gradient operator (6.25); 
contribution of circular innermost zone to L1; 
sp 1 ine ~pproxima tion of L1 , 1 , (6. 33). 
1.1 The Global Gravity Field 
\ 
CHAPTER 1 
INTRODUCTION 
The external gravity field of the earth has long been an object of 
scientific and practical geodetic interest. The gravity field is 
inextricably part of all geodetic surveying measurements. This was 
true of the methods of the great age of geodetic triangulation; it is 
even more so of modern surveying techniques. Satellite altimetry, and 
satellite methods of geodetic positioning, for ~xample, require inform-
ation about the global gravity field - so that satellite orbits can be 
predicted - and at the other extreme, as has been made clear for us by 
Enge7is et ai (1984), Kears Zey ( 1984), and Sahu arz et ai ( 198?), very 
local gravity field information is required if orthometric height 
differences are to be obtained from differential GPS positioning. 
The gravity field is also of interest in itself, for the information it 
contains about the shape, and internal structure of the earth. At a 
global level the flattening of the earth. places constraints on its 
internal strength. At a regional level it is possible to infer some-
thing of the structure of the crust, and possibly something of the 
inhomogeneities of the upper mantle. Locally the gravity field responds 
to nearby, shallower features. Information about the dynamic behaviour 
of the earth - plate kinematics, post-glacial isostatic uplift, or the 
tidal response of the earth, for example - can also be sought in the 
gravity field. 
2 
Until ,;ece~tl)", measureJI\eip,ts from which the gravity field could be 
infe~red were restricted to astro~geodetic methods, gravimetry and 
gravity gradiometry (using torsion balances). Each has in common that 
it is a point measurement responding very much to the local behaviour 
of the gravity field. Moreover, these measurements require for their 
utilisation additional geodetic data on position or elevation. It is 
difficult to establish a dense, world-wide system·of measurements, all 
within a single, well-defined reference system. 
From the point of view of global gravity field determination it is 
important, therefore, that satellite methods - both those already in 
use, and especially those now being planned: ranging to satellites, 
satellite radar altimetry (over ocean areas), satellite-to-satellite 
tracking, satellite gravity gradiometry - give precise, uniform data 
from which"the global characteristics of the gravity fie~d can be 
obtained. The most important limiting 'factor in satellite methods 
is their inability to resolve the finer details of the gravity field. 
The limiting resolution of NASA's Geopotential Research Mission, for 
example, will be 100 km (Murphy, 1983), although there is promise of 
both finer resolution and greater precision with a satellite gravity 
gradiometer mission (Rapp, 1986). 
The success of satellite methods for global solutions, and their 
inabilities at short wavelengths, leaves local gravity field determina-
tion as a natural, distinct field of enquiry, Here too, there is a 
\ 
possibility for.rapid, precise and-consistent measurement~ through 
airborne gravity gradiometry {Jeke7i, 1983). This possibilty apart, 
3 
it seems to be most appropriate for local gravity field determination 
to consider methods that can acconnnodate a wide range of point gravity 
measurements: geopotential differences, deflections of the vertical, 
gravity anomalies, gravity gradients - as well as other sources of 
gravity information: topographic elevations, rock densities and known 
geophysical constraints; but which could also accept as data other than 
point observations, e.g. mean gravity anomalies, or data profiles in 
the form of a continuous function. These data would be used purely for 
the purpose of obtaining local, detailed representations of the gravity 
field, i.e. of the geopotential or any of its functionals (in practice, 
the disturbing potential, its gradient vector, o~ gravity anomalies). 
Datum considerations, with· respect to the zero and first degree spherical 
harmonics of the gravity field, and with respect to supplementary 
geodetic information, would play a reduced role. 
The achievements of satellite methods for global gravity field determina-
tion thus leaves local gravity field determination as a pursuit worthy 
in itself (and conversely, it is perhaps no longer appropriate to use 
local terrestrial measurements to try to obtain global gravity informa-
tion). In the next section the repre·sentation methods appropriate to 
this pursuit will be introduced. 
L 2 The Local Gravity Field 
By ,'gravity field' will in the main be meant the disturbing potential.-
obtained by removing from the external gravitational potential of the 
earth a reference field made up of low order solid spherical harmonics, 
and the rotational potential - or its gradient, the disturbance vector, 
. I 
4 
or the gravity anomaly. 
By 'representation' of the gravity field, some authors mean any numerical 
procedure capable of compJJting an approximation to the disturbing potential, 
or an approxima.tion to some functional of the disturbing potential. We 
shall be a bit more restrictive, and call a 'representation' a finite 
linear combination of independent functions, approximating the gravity 
field, chosen either to interpolate, or smooth, or approximate in some 
sense, the given data, and satisfying some optimality criterion. The 
choice of suitable interpolating or smoothing functions is to be a central 
concern in the following chapters. We will not restrict ourselves ex-
elusively to harmonic functions, and where we do work in spaces of harmonic 
functions, these will (on the whole) be functions harmonic in the exterior 
space of a sphere contained wholly within the earth - the Bjerhammer 
sphere. When considering functions harmonic outside a sphere, we appeal 
to.the Runge-Krarup theorem: any harmonic function regular outside the 
earth's surface may be uniformly approximated by harmonic functions 
regular outside any sphere inside the earth (Moritz, 1980, p 69). 
The meaning of 'local' and 'global' representations of the gravity field 
perhaps also needs to be made clearer. Schwarz (1984) divides the gravity 
field spectrum into four frequency ranges: 
1 2 ·~ n < 36 low 
= 
2 36 < n < 360 medium 
3 360 < n < 3600 high 
= 
4 3600 < n very high, 
where n is spherical harmonic ~egree. 
5 
Global solutions seek to determine the long wavelength, low and medium 
frequency components of the gravity field. Satellite' solutions are mos,t 
important in the low range, and will become increasingly important for 
the medium frequencies as well. 
Local representations seek to resolve the remaining frequencies, with 
the 'very high' part of the spectrum becoming increasingly important in 
future. The word 'local' can have two senses. Firstly, it could indi-
cate a solution for an area of limited extent (and 'regional' indicating 
. a larger area). Alternatively, the word could be used to mean that little 
consideration ·is given to the datum problem, i.e. to constraining 
correctly the zero and first degree harmonics - to determining correctly 
the earth's centre; its rotation axis, and its mass - though Tscherning 
stresses on several occasions (e.g. Tsaherning, 1985) the need not to 
neglect these datum constraints'entirely (not least to ens~re that data 
from different sources are compatible, e.g. terrestrial gravity anomalies, 
against anomalies derived from satellite altimetry). We shall use 'local' 
in both senses. 
When considering possible.methods for.obtaining gravity field representa-
tions, Tsaherning's (1981) review.provides a useful starting point. The 
. methods that Tschetning has ~rouped under the 'model approach' - e.g. 
integral formulae representing solutions of splierical boundary value 
problems.- are not of direct concern, except in_ so far as the numerical 
integration implies some representation of the gravity field.functional 
being integrated~ Of interest are the methods grouped as being part of 
the 'operational approach', where the underlying philosophy is to attempt 
to make optimal use of all available observations, with minimal a priori 
7 
Lelgemann (1979, 1980), Moritz (1980, pp 169 et seq.), and Freeden (1981a) 
describe this analytic collocation. 
Of special significance is the choice of the disturbing potential 
covariance function as reproducing kernel function, for then one can 
appeal to the theory of stochastic processes to show the collocation 
solution is an optimal estimate, one that minimises the error variance 
between the disturbing potential and its representation (Kimeldorf and 
Wahba, 1970; Lauritzen, 1973). The theoretical problem of the estima-
bility of the covariance function will not concern us; it has not 
detracted from the practical significance and efficacy of least squares 
collocation .. To the contrary, least squares collocation has become an 
almost universal geodetic tool. Entry points to the vast literature on 
the topic are Moritz (1980), and Tsch.eming (1984). 
The class of approximation methods minimising norms in reproducing 
kernel Hilbert spaces can be extended considerably by including methods 
that minimise semi-norms in reproducing kernel semi-Hilbert spaces. A 
set of 'natural' constraints can be adjoined to fill out the nullspace 
of the semi-norm. In this way we obtain representations by natural spline 
functions - this is the real subject of the present work. Collocation 
is a special instance of a spline representation, as is made clear by 
Freeden (1981a), and by Smkel (1984a). Freeden calls the collocation 
' 
solution a 'representation by collocating spline functions'. 
Interpolating spline· functions in semi-Hilbert spaces have several 
attractive features, e.g. minimum semi-norm among all interpolating 
non-splines, and best approximation among all non-interpolating. 
8 
splines. The next chapter will bring these properties clearly to light. 
As with collocation, there is a ready extension to representations that 
· smooth the data, to least squares approximation to the data, and to the 
approximation of linear functionals. Not the least attraction is the 
possiblity of characterising explicitly the semi-norm being minimised 
as the norm in the range SRace of a linear operator measuring curvature 
or gradient in some general sense. It thus possible to supplement the 
dictum 'the smoother the function, the better' (Tsah~rning, 1985) by an 
exact statement of the sense in which the spline representation is 
smoothest. 
1.3 Guide to Contents 
One-dimensional splines have a well-developed theory, and not surprising-
ly, have found wide application; see, for example, Bohmer (19?4), de Boor 
(19?8), or Schumaker (1981). One natural way of extending these to more 
dimensions is by taking tensor products. The bicubic spline is an example 
of a popular multivariate.spline arising in this way (e.g. Hayes and 
HaZZiday, 19?4); Dierakx (1984) describes spherica_l tensor-product 
splines. A disadvantage of these functions is that they are not rotation-
invariant - they depend on the choice of co-ordinate system. 
In looking for multivariate splines that minimise rotation-invariant 
norms, we face the question of what general properties a class of functions 
is to have to be regarded as spline functions. In the next chapter we 
consider the abstract properties intrinsic to the notion of 'spline 
function'. For this purpose we use Atteia's (1965a, 1965b) 'generalised 
splines', also Sard's theory of optimal approximation (Sard, 196?), and 
the work of DeZvos and Saherrrpp (19?0, 19?5, 19?6) on abstract spline 
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systems. Although it makes sense to consider splines within a wider 
setting, we only consider spline functions within the context of Hilbert 
spaces. 
The theory of Chapter 2 is intrinsic; it tells us what constitutes a 
spline function, and the circumstances in which spline functions can be 
found; it gives no prescription for finding a solution, although there 
are clear indications that use should be made of orthogonal projections. 
Chapter 3 can be said to deal with the systematic construction of 
projectors; alternatively, it' deals with the explicit construi:tion of 
the Riesz map between a Hilbert space and its du~l. For this purpose 
we use reproducing kernel functions in Hilbert spaces, and semi-Hilbert 
spaces, through the reproducing kernel theory of Schwartz (1964), and its 
application to spline functions by Schempp and Tippenhauer (1974) ~ 
The title of Chapter 3 is 'Constructive spline theory'. In a sense 
this is the subject of the remaining chapters as well. Chapter 4 deals 
with natural splines in 'JR.n, among which are rotation-invariant general-
isations of the familiar polynomial splines of a single variable. The 
Fourier transform of spaces of tempered distributions will be a basic 
tool for constructing the kernel functions. ·Here we rely heavily on 
Duchon (1977), although Meinguet (1979a, 1979b, 1979c, 1979d, 1983) also 
provides important insights. We see that the multiquadric functions 
introduced by Hardy (1971), when subjected to a slight modification, 
are examples of multivariate polynomial splines. In fact, they provide 
a multivariate generalisation of linear interpolation - so their success 
for many surface interpolation problems is hardly surprising. We also 
look at thin-plate splines, and pseudo-cubic splines, and give a spline 
10 
interpretation to modelling with point masses. 
The fifth chapter starts with a brief treatment of natural spline 
interpolation and approximation on the unit sphere. We take our cue 
from Sunkel (1984), but· instead of using Green's functions as construc-
tion tool, continue to use Fourier transforms to exhibit reproducing 
kernels associated with plausible. smo.othing m-p.erators. The chapter 
continues with spline functions on the unit sphere, and splines harmonic 
outside the sphere; here one must take cognisance of Freeden's (1981a, 
1982) contribution to the topic. 
Chapter 6 is given over to a number of numerical applications. In the 
first place we compare geoid interpolation using the spline functions 
from Chapter 4, and one spherical spline from Chapter 5, and least 
square.s collocation, to show that with good data the different techniques 
give very similar results. . In a second example the efficacy of auxiliary 
gravity anomaly data in improving the interpolation of geoid heights is 
assessed using multiquadric functions, spherical splines, and least 
squares collocation. 
The third application points to the value of two-dimensional pseudo-cubic 
splines in representing the astro-geodetic geoid, taking as example a 
geoid for southern Africa interpolating both Doppler-derived geoid 
heights, and astro-geodetic deflections of the vertical. 
Finally, we derive quadrature formulae, based on a thin-plate spline 
representation, for the numerical evaluation of geodetic integrals, when 
working to a planar approximation, and concerning ourselves only with 
I 
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the innermost zone about the computation point. Example are given for 
Stokes's formula, for Vening-Meinesz's formula, for the analytic contin-
uation integral that appears in. the recursive formulation of Molodensky's 
solution of the geodetic boundary value problem, and for the formula 
for gravimetric terrain corrections. 
The final chapter contains a brief sunnnary, and attempts to draw a few 
. . 
conclusions. What I hope will have been achieved is some indication of 
the considerable unity underlying diverse methods of gravity field 
approximation, and that the language of spline approximation is adequate 
to describe interpolation and smoothing by collocation (in its various 
forms), by point masses andmultipoles, by harmonic splines, by thin-
plate splines, and bymultiquadric functions. 'To this end, the presen-
tatiort will be largely theoretical, dealing more with underlying 
structures than with the difficulties in solving real problems. Where 
we do touch on actual applications, the approach is somewhat direct, 
and the geodetic modelling possibly somewhat simplistic. 
Many major areas of inquiry have been almost entirely neglected, such 
as the questions of error estimates or error bounds, of the degree of 
approximation, of convergence, of numerical stability, etc. On the 
. 
question of convergence we draw some comfort that there are both some 
very general results, as given by DeZvos et aZ (1976), for example, on 
the convergence of abstract splines, and several very particular results, 
as for example, Freed.en (1984) on the convergence of spherical splines. 
There· is certainly much more to be said on the subject of spline 
representations of the earth's gravity field than I have attempted to 
tackle in this study. 
CHAPTER 2 
INTRINSIC SPLINE THEORY 
2.1 Introduction 
This chapter outlines an abstract theory of interpolation and smoothing 
by generalised spline functions. 'Spline interpolation is a process of 
orthogonal projection' (de Boor and L-ynch, 1966), thus stress will be 
laid on the properties of splines obtained by projection. 
2.2 Interpolating and Smoothing Splines 
We formulate the problems of spline interpolation and smoothing as the 
solution of extremal problems. 
Let X, Y, Z be real separable Hilbert spaces, and let 
UEL(X,Y) 
FEL(X,Z) 
be epimorphisms, i.e. U and F are continuous linear mappings that are 
open and onto. 
Further, let 
X U Y = ImU;; X/KerU 
~ Z = ImF ;X/KerF. 
Ke rU + KerF be closed in X, 
KerunKerF = {O}. 
(2.1) 
(2.2) 
KerU and KerF are the nullspaces of U and F, respectively; likewise ImU 
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and ImF are the images of X under U and F. 
1
(2.2) implies that U and F 
are collectively injective, i.e. collectively one-to-one. 
·Definition: s e: X is an interpoZating spUne for z e: Z when 
Fs = z (2. 3) 
(interpolating property), and 
II Us lly < l!Uxlly' x e: X, Fx = z (2. 4) 
(minimum property). 
Remark: 11 ·lly is the norm on Y induced by the inner product (•·,·)y; it 
could equally well be regarded as a semi-norm on X. 
Definition: Let cr > O. Te: X is a smoothing spline for z e: Z if 
II UT II~+ crll FT-z II~< llUxlli + crll Fx-zll~, xe:X (2.5) 
(AnseZone and Laurent, 1968). This pro~lem could also be reformulated 
as follows (Bohmer, 1974, p 90): the space W =.Y x Z with inner product 
(wl,w2)W = (yl'y2)Y + cr(zl,z2)Z' wl = (yl,zl)' w2 = (y2,z2) e:W, 
(2.6) 
and corresponding norm 
2 
llw llw -
2 2 
llYlly +crllzllz' w=(y,z)e:W 
is a Hibert space; moreover, S: X-+ W defined by 
Sx = (Ux,Fx) 
is a continuous linear mapping. Let p = (O,z) e:W; then 
(2. 7) 
(2.8) 
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(2.9) 
and T £ X is a smoothing spline for z £ Z if 
llST-Pllw < llSx-pllw' XEX. . (2.l<il) 
The situation (for spline interpolation) can be pictured as follows . 
(cf. Figure 2 .1): let x0 £ X; the only knowledge we have of x0 is its 
image Z = Fx0 in Z • (F is the 
1 observation mapping 1 , and Z the 1 Observa-
tion'). Any, element in the linear variety x0 +KerF interpolates z, i.e. 
Fx = z for x £ x0 + KerF. The optimal interpolant - the interpolant we 
call the interpolating spline - has minimum norm in Y. We shall see in 
a moment that, in consequence of (2.1), such an interpolating element 
s does exist, that (2.2) en~ures that s is unique, and that Us is the 
orthogonal projection on (UkerFt of the image of x0 +KerF in Y. 
Moreover, the space X can be given a Hilbert space structure with 
induced norm equivalent to that of the original space, in which the 
spline element s is the orthogonal projection of the linear variety 
x0 + KerF on (KerF)°'" ; cf. Figure 2. 2. 
Figure 2.3 shows in somewhat simplified form how spline smoothing can be 
pictured. 
The space X is called the spZine ground space. U is a mapping chosen to 
indicate the variability of x £ X. For example, U could measure gradient, 
or curvature, or the forces to which x is subject. The norm in Y would 
measure total curvature, or total energy. Spline elements minimise 
X: 
Z: 
X: 
Z: 
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KerF Y: UKerF 
(UKerF)"' 0 
Figure 2.1: Spline interpolation as projection in the 
energy space Y. 
V: 
(UKerF)"' 0 
z.::Fx0 :Fs 
Figure 2.2: Spline interpolation as projection in the 
ground space X. 
:u<x0 +KerF) 
Uxo 
Us=UPx0 : P.uUXo I . 
I 
I 
I 
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W=YxZ: Y=UX 
Z=FX 
Figure 2.3: Spline smoothing as projection in Hilbert 
space W. The angle a depends on the choice 
of a. 
curvature subject to interpolating (or smoothing) 'boundary' conditions. 
The 'boundary constraints' are given by the observation mapping F. 
Often this will be a mapping onto lR.n consisting of the cartesian pro-
duct of n bounded linear functionals on X: 
n 
x.R. : X-+JR. 
n 
* (<•,•>duality pairing between X and X ). · However, the theory is not 
restricted to finite observations (to observation operators with finite 
range); the operator F could, for example, take sections of a multi-
variate function. 
2. 3 Existence and . Uniqueness 
The assumption (2.1) that KerU +KerF is closed (in X) is equivalent to 
assuming UKerF closed in:Y, and that the image of the linear variety of 
interpolants x0 +KerF is also closed. By the projection theorem the 
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also interpolates z, and moreover also satisfies (2.12), and is thus 
also a spline interpolating z. 
Similarly, let T be a spline smoothing z, and let 
then ST0 =ST, and TO is also a smoothing spline. 
KerU nKerF = {O} is thus a necessary condition for the uniqueness of 
interpolating and smoothing splines. 
We shall see in a moment that the condition KerU n KerF = {O} means that 
X can, be turned into a Hilbert space (with norm equivalent to the 
original norm on X), in which splines can be obtained by projection in 
X, rather than by projection in Y. 
2.4 Minimum Properties 
Let x e: X, s the spline that interpolates Fx, and T the spline smooth-
x x 
Fx. Let p = (O,Fx) in W. It is a consequence of (2.12) and (2.14) that 
x . 
2 2 . 
II Ux lly =II Usx lly +II U(x-sx) II~, (2.15) 
llsx-pxll!= llSTx-Pxll~+ llS(x-Tx) II~· (2.16) 
This is the second minimum property, also known as the first integral 
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relation. The first minimum property is also the consequence of pro-
jection in Y: let x e: X, and s its interpolating spline; then 
. x . 
JI U(x - sx) lly < II U(x - s) ~ly' Use: (UKerF)*. (2.17) 
Among all splines, i.e. among all ls e: X: Use: (UKerF)""'}, the interpola-
ting spline best approximates x. 
Theorem: The space X with inner product 
(2.18) 
is a Hilbert space. The norm induced by (•,•)xis equivalent to the 
original norm ii• II -0n X, i.e. there are constants B1 ,B 2 > 0, such that 
B1 llxll < llxllx<B2 11xll, xe:X. 
Proof: (•,•)xis clearly bilinear; 
2 
11 x II x 2 2 = (x,x)X = II Ux lly + II Fx 11 2 > O, 
and equals zero if (and only if) x e: KerU n KerF. It remains to show 
that X is complete with respect to the norm II· II x· Let {x } n n=l,2, ••• 
be a sequence in X, Cauchy with respect to 11 ·llx; then {Ux} =l 2 n n , , .•• 
and {Fxn}n=l, 2 , .•• are Cauchy sequences in Y and Z, respectively. 
Lim lim Ux = y say, and Fx = z. Since both U and F are surJ· ecti ve, there n~ n ' n-+oo n 
exists x1 ,x2 e: X, such that 
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In fact 
U(x1 +KerU) = y; F(x2 +KerF) = z. 
x1 + KerU is a translate of KerU; x 2 + KerF is a translate of KerF; 
(x1 +KerU) n (x2 +KerF) is a translate of KerU nKerF = {O}, and thus 
contains a single element x e: X. {x } converges (in the norm 
n n=l,2, ••• 
ll•llx> to xe:X. 
' The two norms on X are equivalent: by the continuity of U and F, 
llxllx~ lluxlly+ llFxllz ~B2 11xll. 
S :X +W, xi+ (Ux ,Fx) is a continuous linear map, KerS = KerU n KerF = {O}. 
SX is a closed linear subspace of W. S is a homeomorphism between X 
-1 
and SX, and S , when restricted- to SX, is therefore also continuous. 
Put a= 1; there is a constant C > 0 such that 
2 2 2 II x II ~- C II Sx II W' x e: X 
2 2 2 
= C <II Ux lly + II Fx llz> 
= c
2 II x II i· 
Thus, with B1 = l/C, 
Corollary: U and F are continuous with respect to 11 •II x· 
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Corollary: There is a constant C such that 
II x 11 2 < C2 <11 Ux Iii t ii Fx Ii~), xe:X. (2.19) 
Bard (1967), and DeZvos and Schempp (1975) assume (2.19) at the outset, 
rather than KerunKerF = {O}, as we have done. Either assumption en-
sures that U and F are collectively injective (see also Aubin, 1979, 
p 99). 
Let P be the orthogonal projector in X with nullspace KerF.and range 
(KerF)~ - orthogonal with respect to the inner product (2.18). Let 
PU be the orthogonal projector we have used already, with nullspace 
UKerF and range (UKerFr. Let x0 £ x. As we have seen, the interpola-
ting spline s is the unique element in x0 + KerF satisfying XO 
(Us ,Ux)y=O,xe:KerF. 
XO 
In fact 
But Px0 also interpolates Fx0 (since x0 - Px0 £ KerF), moreover 
So 
(2 ~ 20) 
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The following commutative diagram thus holds: 
One consequence is that the approximation property (2.17) can also be 
written as 
(2.21) 
In the abstract spline theory developed by DeZvos and Scherrrpp (1970, 
1972), the projector P plays a central role. In their terminology 
(X, P, U, Y) 
is a spline system. DeZvos and Scherrrpp (1975, 1976) extend their 
treatment to encompass Sard's theory of optimal interpolation (Sard, 
1967); they call 
(X, Y , Z , U , F) 
a Sard system. The orthogonal projector P is called the spline pro-
jector, and for x0 e: X, Px0 is called the spline approximation of x0• 
Remarks: 1. When x0 e: (KerF) ... , the spline approximation is exact: 
sx
0 
= Px0 = x0 , and the representation error 
In particular, for x0 e: KerU, the spline approximation is exact, since 
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, 
KerU C(KerF) .... 
2. Smoothing splines also be1ong to ImP = (KerF)"" : these splines minimise 
II· Sx-p llw' xe:X, but 
11 SPx - P II~ = 11 UPx II i + a 11 FPx - P II~ 
< 11 Ux II i + a 11 Fx - P II ~ 
. 2 
= II Sx -p II w 
(bearing in mind that x - Px e: KerF). 
3. Connection with generalised operator inverses. Let X have 
inner product (2.18). Let z e: Z. We would like an optimal solution of 
Fx = z 
F-l{z.} Since F is surjective, 
xe:F-1{z}, then 
F-l{z} --
{x e: X: Fx = z} is non-empty. Let 
x +KerF. 
(2.22) 
We have seen that x +KerF contains a unique element s of minimum norm: 
x 
s = Px, 
x 
where P is the orthogonal projector onto (KerF)... • The map 
24 
is the right orthogonal invers~ of F, the type of inverse also sought 
in least squares estimation by the method of condition equations. In 
the least squares method of parameters, to the contrary, one looks for 
left orthogonal inverses. There is more than a formal correspondence 
between the familiar nomnal equations solution of the least squares 
problem, and (2.26) in the next section~ 
4. For the applications we have in mind 
dim(KerU) = q < oo. (2.24) 
Should the observation mapping be a finite-rank operator - have finite-
dimensional range -
dim(Z) = dim(ImF) = n < oo, (2.25) 
and since (KerF)"" ;; ImF, dim(KerF)' .. = n. For a finite-rank observation 
mapping thus, the space (KerF}" from which spline approximations are 
drawn is finite-dimensional. This suggests that interpolating (and 
smoothing) splines be obtained as finite linear combinations of 
suitable base elements in (KerF)~. 
2.5 Approximation of Linear Functionals 
Let X have the inner product (.2.18). The spline approximation to 
x
0 
e: X is Px0• The purpose of this section is to obtain a corresponding 
* * result in the dual space X : let R-0 e: X , then orthogonal projection 
onto (KerF) 0 provides the best approximation to R-0 , exact on (KerF)~. 
- I 
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* ((KerF) 0 is the orthogonal of KerF in X - it consists of continuous 
linear functionals on X annihilating KerF). 
* * Let X , Y be the duals of X, Y; let JX' JY be the canonical duality 
* * * * * isomorphisms between X, Y and X , Y , respectively; and let U , P , PU 
be the transposed mappings to U, P, PU. We show that the spline 
projection structure of the last section can be transposed to the dual 
spaces, i.e. that the mappings shown by solid lines in the diagram 
below are connnutative. 
* (KerF) 0-. u (UKerF) 0 
v 
* * p PU 
* 
* 
u * x ---
y 
v 
Jx 
-1 Jy 
-1 
Jx Jy 
p 
(KerF}'"'----u_...,. (UKerF)'~ 
* U is injective (being the transpose of an epimorphism); its image 
* . * * ImU = (KerU) 0 is closed in X (closed graph theorem). U thus has a 
Zeft orthogonai inverse: 
* -(U ) (2.26) 
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(Aubin, 1979, p 89). Define 
then 
(2.27) 
* -1 * -1 since (UJX U ) , like JY' is an isomorphism between Y and Y differing 
* only in norm by l/llull 2 . Thus the images of U,V in Y,Y are isomorphic 
P and PU also have closed images ( (KerF)... and (UKerF) ... ) , thus 
* ImP = (KerP) 0 = (KerF) 0 , 
* ImPU = (KerPU) 0 = (UKerF) 0 • 
* * In fact P ,PU are orthogonal projections onto (KerF) 0 and (UKerF) 0 , 
respectively: from 
(2. 28) 
(P,PU are self-adjoint), and the fact that JX,JY preserve inner products, 
* * it is easily seen that P ,PU are idempotent, and symmetric with respect 
* * to the inner products on X ,Y transported by JX,JY. In consequence 
We thus have: 
* Theorem: Let 20 e: X 
exactness condition 
<x,2> 
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* There is a unique JI, e: X satisfying the 
<x,t0>, x e: (KerF) ... , 
which minimises the functional II V(•) lly*· 
(2.29) 
Proof: The set i 0 + (KerF).o satisfies the exactness condition. By the 
* corresponderrces that have been set up it can be.seen that P i 0 satisfies 
the conditions of the theorem. 
Remark: Frequently a simpler problem is posed. Instead of the initial 
assumptions (2.1), (2.2), it is assumed at the outset that 
KerU is closed; KerU = (KerFr • 
The approximation found by applying the theorem will then be exact for 
x e: KerU, i.e. exact in the sense of SaPd. 
3.1 Introduction 
CHAPTER 3 
CONSTRUCTIVE SPLINE THEORY 
The last chapter outlined the requirements for the existence and 
uniqueness of spline approximations in Hilbert space, and the attractive 
minimum properties obtained by orthogonal projection, but there was no 
hint as to how spline elements may be got in practice. In the present 
chapter we take a first step in that direction, with the aim of using 
kernel mappings as a systematic constructive tool. In Section 3.2 we 
introduce reproducing kernels in the context of L. Schwartz'z theory 
of kernel mappings (Schwartz, 1964, 1973; Schempp and Tippenhauer, 1974). 
In the following section the spline interpolation problem is solved 
using kernels associated with semi-Hilbert sub-spaces, with a section 
looking briefly at the approximation of linear functionals. Section 
3.5 is devoted to the reproducing kernel functions so widely used in 
geodetic approximation, and the final section gives brief consideration 
to Green's functions as an alternative constructive tool. 
In several places reference will be made to topological notions, with-
out the concepts being defined or elaborated; Jarchow (1981) is a 
general reference to the topological content of this chapter, and Aubin 
(1979) an elegant guide to nruch of the functional analytic background. 
3.2 Hilbert Sub-Spaces and their Associated Kernels 
Let E be a locally convex topological vector space over JR (which we 
will assume at the outset to be at least quasi-complete); JH is a 
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Hilbert sub-spaae of E if 
(i) lH is a linear sub-space of the vector space E; 
(ii) lH is equipped with a Hilbert space structure; and 
(iii) the canonical injection of lH into E (the inclusion map} 
is continuous. 
The set of all Hilbert sub-spaces of Eis denoted Hilb(E). 
We can define on Hilb(E) a structure of multiplication by non-negative 
real scalars: let lHe: Hilb(E); if A.= O, put A.H= {O}, otherwise if 
A. > 0, define the inner product on A.lH as 
(h , k) A. lH = f (h , k) H, h , k e: lH, (3.1) 
then 
(3.2) 
Hilb (E) can also be made closed under addition: if lH1 , lH2 e: Hilb (E} , 
their linear sum lH1 + lH2 is certainly a linear sub-space of E, and it 
is easily verified that 
ilhlllH +lH 
1 2 
= inf < 11 h1 11 ~ 
h=h1+h2 1 
(3.3) 
hle:lHl' h2e:lH2 
is a norm on lH
1
+ :JH2• Sahwartz (19?3, 331) shows this norm arises from 
a Hilbert structure on lH1 + lH2 • 
Lastly, it is possible to define an order relation on Hilb(E}: let 
lH1 , lH2 e: Hilb (E) ; we say 111 < lH2 if 
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(ii) the inclusion map :JH1 + :JH2 has norm at most 1, i.e. 
If Alli< :JR, then 
inf <Ilk 11
2 
+ Ilk 11
2 
>
112 
< 
. 1 ]Hl 2 ]H2 
kl+k2=h1 
kl e::JHl' k2e::JH2 
since h1 +0 is one of the combinations k1 + k 2 competing for the infinum. 
The scalar multiplicative and additive structure given to Hilb(E) turns 
it into a convex cone, and more particularly, into a salient (sharp) 
and regular convex cone, for Hilb (E) satisfies the following axioms of 
a convex cone: let :JH1 , :JH2 , :JH3 e: Hilb (E) , and Al, A2 > 0, then 
(i) addition is associative: :JH1 + (:JH 2+ :JH3) = _(:JH1 + :JH2) + H 3 ; 
(ii) addition is commutative: :JH1+:JH2 = lH2+:JH1 ; 
(iii) Hilb (E) contains a zero element: 0 + lH1 = :JH1 ; 
(iv) O:JH1 =A10=0; 
(v) l:JHl = :JHl; 
(vi) (AlA2):JHl = Al (A2:JH1)'; 
(vii) (Al+ A2) lHl = Al lHl + A2:JH1; 
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(viii) Al (JRl + JR2) =Al JRl +Al JR2. 
Hilb(E) is salient since it can be shown that R 1+ m 2 = 0 implies 
JR
1 
= m2 = 0 = {O.}, i.e. the only sub-space of Hilb(E) is the trivial one 
containing only the zero element, and Hilb(E) is regular since if 
Let IBE: Hilb(E), and IB' its dual; the Riesz mapping 8: IB' + IB defined 
by 
(h , 8k I ) = <h , k I > , h £ ]lit k I £ JR I ' (3.4) 
is an isomorphism between JR 1 and H (8 is the inverse of the duality 
isomorphism introduced on p 25). We will now extend this to a map from 
E' (the dual of E) to E: using some of the notation from section 2.5 
for a new purpose, let J: JR+ Ebe the inclusion map of JR into E, and 
* - * J : E' + H' its transpose; J is also a continuous linear map. Define 
H: E'+Eby 
H * J8J : EI +JR I +JR + E. (3.5) 
H is called the kerneZ associated with JH. It is a positive map in the 
sense that, for e' e: E '', 
* . 
<He' ,e'> = <J8J e',e'>(E,E') 
* * 
= <8J e' ,J e'\m, JR') 
* * = ( 8J e' , 8J e') lR > 0. 
Moreover, .H is the only map from E' to JR such that 
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(h 'He' ) JH = <h' e '>' h E JH' e' E E' . (3.6) 
His an element of lL+(E' ,E), the space of positive continuous linear 
mappingi;; from E' to E - H is called a positive kemei re"lative to E. 
The correspondence (3. 5) between II and H establishes a bijection 
between Hilb(E) and n.+(E',E) (Schwartz, 1973, p 337), one moreover, 
that preserves the convex cone and order structure on both these sets: 
(i) If JHE Hilb(E) and H is its associated kernel, then for 
A~ 0, the kernel associated with AJH is J.H: 
(h,AHe')AJH = A(h,He')).JH = (h,He')JH = <h,e'>, h E JH, e' EE'. 
(ii) If lH
1
, lH2 E Hilb (E), and H1 , H2 are their associated 
kernels, then H1 +H2 is the kernel associated with JH1 + JH2 
(Schwartz, 1964, p 160). 
( i:J.i) If JH1 , JH2 E Hilb (E) , and H1 , H2 are their associated 
kernels, then JH1 ~ 112 is equivalent to H1 < H2 (ibid.). 
Thus the map 11 1+ H implied by (3. 5) is an isomorphism for the convex 
cone structure on Hilb (E) and n. + (E' ,E), and also an isomorphism for 
the order structure on these sets. 
The kernel H: E' + E induces a bilinear form on E' x E' through 
B ( e' , f ' ) = <He ' , f '> , 
and in turn, a positive quadratic form on E' given by 
Qe' = B(e',e') = <He',e'> =II He' II~· 
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Conversely, it is also true that if Q is a positive quadratic form on 
E' such that the bilinear form on E' x E' 
B ( e' , f ' ) = { l Q ( e' + f ' ) - Qe ' - Q f' } 2 
is separately continuous, then there is an lH s Hilb(E) such that Q is 
induced by the kernel associated with lH (Schwartz, 19?3, p 339). 
The notions of Hilbert sub-spaces and their associated kernels can 
readily be extended to semi-Hilbert sub-spaces. ·As before, let E be a 
locally convex topological vector space, and E' its dual; let N be a 
finite-dimensional sub-space of E, and N° its orthogonal in E' (s~e 
(3. 8) below). A linear sub-space lH of E is a semi-Hilbert sub-space 
of E with nuUspace N if lH is equipped with a semi-norm 11 ·II lH _(with 
null space N) deriving from a semi-inner product ( • , •) lH on lH such 
that lH/N with the natural norm II x +N 11 lH/N ='·II x 11 lH is a Hilbert 
sub-space of E/N. 
A unique positive kernel relative to E/N can be associated with lH/N, 
i.e. the linear mapping H: (E/N)' +E/N satisfying 
(h,He')lH = <h+N,e'>,h£1H,e' £ (E/N)'. 
Since (E/N)';N°, we may instead consider the map 
(h ,ee') lH <h·,e'>, h£1H,e 1 £N°, (3. 7) 
34 
and call e the kerneZ associated with the semi-Hilbert space JH. 
A final remark that is required in the preparation for the next section, 
* is that JHE Hilb(E) needs be dense in E if J , transpose of the inclusion 
map of JH in E, is to be injective (K8the, 1979, p 84), and E' to be 
* contained in lH' . (E' is then dense in JH', and J restricts elements 
of E' to JH?. 
3.3 Solution of the Spline Interpolation Problem 
In this section kernels associated with semi-Hilbert sub-spaces are put 
to use to solve the spline interpolation problem. 
Let (X, Y, Z, U, F) be a Sard system as defined in Section 2.4. The 
mapping U: X + Y produces a semi-inner product on X: 
The semi-norm induced by ( •, • )X has null space N = KerU, which we assume 
to have finite dimension. The natural epimorphism associated with 11 ·II X 
maps X onto X/N which is isomorphic to Y = ImU. It is thus not necessary 
to specify the 'co-observation' mapping U, as was done in Chapter 2, but 
specify only a semi-inner product on X. The properties of the interpo-
lating (or smoothing) spline then derive from this semi-inner product. 
Let E be a locally convex topological vector space, and X a semi-Hilbert 
sub-space with nullspace N. Let N° be the orthogonal of N in E, i.e. 
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No { e ' £ E ' : < x, e ' > = 0 , Vx £ NL (3. 8) 
Although the theory of Chapter 2 is sufficiently general to accommodate' 
'observations' other than (real) scalar or vector quantities, we will 
hencefo.rth consider only scalar observations, and then only a finite 
number of observations. The 'observation' mapping thus has the form 
F = £1 x £2 x .•• x£m, Q,i e:E', i=l, •• ,m. 
Let M be the linear span of {Q,1 ,£2 , ... ,Q,m}' then dimM~m, and Mis a 
closed linear sub-space of E'. Put 
M0 = {x £ E: <x, e' > = 0, ¥-e' £ M}. 
m The range of F is JR ; an inner product can be defined through 
Thus, for x,y £ X, 
(Fx,Fy) JR.m 
m 
L:w.v., 
. 1 l. 1 i= 
m 
m 
w,ve:JR . 
l: <x,£ .><y,£ .>. 
i=l l. l. 
The condition on U and F for the existence of interpolating (and 
(3.9) 
smoothing) splines, viz. KerU+KerF closed in X, now expresses itself 
as N +M0 nx closed in X. We assume further, that X is dense in E; 
then N° ;;; (E/N) 'c (X/N)', and N + M0 n X closed in X is equivalent to 
N°nM closed in (X/N)', for which the finite-dimensionality of Mis 
sufficient. 
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The requirement for a unique solution was KerunKerF = {O}; this now 
becomes NnM 0 = { O}, i.e. if x e: N and <x,e' > = 0 for all e' e: M, then 
x = o. 
It was shown in Chapter 2 how under these conditions a unique interpola-
ting spline exists. This result is also obtained directly in the 
theorem below, and in the following theorem this spline is characterised 
using the kernel niap e defined in (3.7). 
Theorem: (Diiehon, 1977). Let E, X, N, M be as above; let x e: X, then 
there is a unique s e: X satisfying the interpolatory conditions 
<s,e'> = <x,e'>, e' e:M, 
and having minimum semi-norm. 
Proof: x + M0 n X is the linear variety of interpolants to x on M. 
x + M0 n X + N is a closed linear variety in the Hilbert space X/N. 
(X/N with norm II x+N llx/N= II x llx). It thus contains a unique element 
of minimum norm. s +N. s +N in turn, contains a unique element in 
x+M0 nx (since NnM0 ={0}), which is s. 
Figure 3.1 helps visualise the situation. 
Theorem: (Duchon, 1977). Let E, X, N, M be as above, and let 8 be the 
kernel associated with X as a semi-Hilbert sub-space of E. Let x e: X; 
then the interpolating spline s coincides with the only ~ e: 8 (MnN°) + N 
satisfying 
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x+M°nX 
x 
Figure 3.1: Spline interpolation in the semi-Hilbert 
ground space X. '(For the purposes of 
illustration, X' has been identified with X). 
<~,e'> = <x,e'>, e' EM. 
Proof: The interpolants of x are x+M0 nx. s+N as given by the 
previous theorem is the projection of 0 (in X/N) onto x+M0 nx+N, and 
is therefore the only element of x + M0 n X + N belonging to the orthogonal 
of M0 nx+N (orthogonal in X/N). The orthogonal of M0 nx+N is the 
image of (M0 n X + N) 0 (orthogonal in (X/N) ') by the canonical isometry 
between (X/N)' and X/N. But MnN° is closed in (X/N)', therefore 
(M0 n x + N) 0 = MnN°. Its image in X/N is 8 (MnN°) + N. 
The interpolating spline therefore, is the unique interpolant of the 
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form 8(MnN) 0 +N; it is a linear combination of basis elements of the 
nullspace N, and basis elements o~ M under the Kernel mapping 8, subject 
to the condition that these annihilate N. In a carry-over of the 
language of single variable splines, this last condition is referred to 
as the 'natural spline end condition'. 
3.4 Approximation of Linear Functionals 
In this section we take the problem of Section 2.5 a step further, to 
find a best approximation to a given linear functional, satisfying the 
condition of exactness for all spline elements. 
Let (X! Y, Z, U, F) be a Sard system, X with inner-product (2.18) a 
dense Hilbert sub-space of the topological vector space E. As in the 
last section we will instead consider X as a semi-Hilbert sub-space of 
E, with null space N = KerU. F = t 1 x t 2 x •• • x im as before, and M is the 
linear span of these ti. We suppose the conditions hold for the unique 
solution of the spline interpolation problem. 
Theorem: Let .Q.0 e: X'; there is a unique ,Q, e: M satisfying the exactness 
condition (2.29) 
<x,t> = <x,t0>, x e: (KerF)"', 
with minimum semi-norm II· II X' (with nullspace (X/N) 0 ). 
Proof: The set R-0 + (KerF)""° satisfies the exactness condition (ortho-
gonal here with respect to the innerproduct (2.18)). Spline elements 
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-/+(X/N)o 
___..i:::--1-----~~~---T--"7"'1"'t--(X/f.l)o . 
Figure 3.2: Best approximation of linear functionals 
in the dual space X'. 
are elements of (KerF)•; spline elements are equally.elements of 
6(MnN°)+N, thus the exactness is also satisfied by i 0 +(6(MnN°)+N)
0 
• 
.R,o + ((6(MnN°) +N) 0 + (X/N) 0 
is a closed linear variety in the Hilbert space (X/N)' - (X/N)' = (6(N°)) 0 
and thus contains a unique element of minimum quotient norm, .R, + (X/N) 0 
say, which in turn contains a single element .R, satisfying the exactness 
condition, since 
----- ---------------~~--------------------------. 
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Figure 3.2 shows the geometry of best approximation in the dual 
space X'. 
The best approximation to a given bounded linear functional i 0 can thus 
be found as a linear combination of basis elements of M, which are 
exact on N, and exact on elements of 6(M) satisfying the natural spline 
end conditions. These requirements give rise to a system of linear 
equations identical in form to equations (6.38) of Freed.en (1981a), 
p 234 - as will become clear in Section 4.9. 
3.5 Reproducing Kernel Functions 
The last two sections give potent reason to continue the study of 
kernel mappings. This section points to correspondences between these 
mappings and reproducing kernel functions, as treated by Mesahkowski 
(1962) and Aronszajn (1950), and which have had a fruitful impact on 
geodetic estimation techniques. 
It has been indicated that to every :IHE Hilb(E) there is an associated 
+ kernel HEJL (E',E), and a positive bilinear form B(e',f') on E' xE'. 
In the case that E is a space of functions on some domain n, we can 
go further, and associate with each Ill£ Hilb(E) a postive function on 
Q x Q called a reproducing kernel function. The treatment here follows 
Schwartz (1964), §9, a brief summary of which appears in §2 of Schempp 
and Tippenhauer (1974). 
Let Q be a domain, a non-empty open set. n Let E = 1R be the space of 
all real-valued functions on n, and let E be given the topology of 
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pointwise convergence. The dual E' consists of measures with finite 
support on f."2, i.e. measures of the form 
where o is the Dirac measure at the point x, and at most a finite 
x 
(3.10) 
number of the real coefficients c are non-zero. The duality between 
x 
f £ E = lRQ and µ £ E' is expressed through 
<f,µ> = E c f(x). 
x 
x£f."2 
+ Let H £ :rr.. (E' ,E) be a positive kernel relative to E; it defines a 
reproducing kernel K: Q x Q + lR via 
K(x,y) = <HO , 0 >, y x x,y £ Q. 
(3.11) 
(3.12) 
Conversely, if K is a postive function on lRQxQ, then for µ, u £ E' with 
µ = E c o , 
n XX 
X £ ~G 
H: E' +E' can be defined by 
<HU,µ> = 
u E d o , 
y£Q y y 
E c d K(x,y). 
x,y£f."2 x y 
HU takes x to E d K(x,y); in particular, 
y£ Q y 
Hoy = K(• ,y), 
(3.13) 
(3.14) 
thus 
<HcS 'cS > y x 
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K(x,y), x,y £st. 
+ This one-to-one correspondence between n. (E' ,E), ~d positive functions 
on n x n (suitably topologised) extends to an isomorphism between these 
sets, and thus an _isomorphism also between Hilb(JRQ) and reproductng 
kernel functions (Schwartz, 19?5, p 559). 
Let Ill£ Hilb(JRQ), and let K be the unique reproducing kernel function 
associated with Ill; let h £ JH, arid x £st, then by (3.14) HcS = K(• ,x), 
- x 
and (3.6): 
In particular, 
and 
(h ,K( • ,x) Ill = <H, cS > = h(x)_. 
x 
(K(• ,y) ,K(• ,x))JH = K(x,y), 
2 II K(• ,x) II JH = K(x,x), 
. 1/2 I h(x) I ~ II h II K(x,x) , 
K(x,y) = B(cS ,cS ). y x 
(3.15) 
In (3.15) can be seen the reproducing property that gives reproducing 
kernel functions their name. Because they relate evaluation to the 
inner product of the Hilbert space, and thereby to the geometry of 
Hilbert space projection, reproducing kernels have played an important 
' .._ I 
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<g,o > = O, i = 1, ••• ,n, then g = O, i.e. the condition for a unique 
x. 
l. 
spline solution holds. Let K be the reproducing kernel associated with 
X as Hilbert sub-space of E. Let f £ X; the interpolating spline s is 
the unique interpolant orthogonal to KerF - it is given by 
n 
s = E a.K(•,x.), 
. 1 l. l. l. = 
(3.16) 
where the coefficients a. are obtained from the solution of the n linear 
l. 
equations 
From (3.11) and (3.6) 
linearly independent, 
matrix with elements 
n 
E a.K.(x.,x.) = f(x.), j=l, ... ,n. 
i=l l. J l. J 
(3.17) 
it can be seen that , if o , i = 1,. . • , n, are 
x. 
l. 
then K(•,x.) are independent too, and the Gram l. -
«K ( • , •) , o >, o > = (K ( • , x . ) , K ( • , x.)) X 
x. x. J l. J l. 
= K(X. ,x.) 
J l. 
is non-singular; thus (3.17) can be solved for ai, i=l, .•• ,n, and 
(3.16) does interpolate fat x.: 
J 
n 
s(x.) = E ai<K(•,x.),o > 
J i=l 1 xj 
n 
E a.K(x.,x.) = f(x.), 
. 1 l. J l. J i= 
and,. most important, if gc;KerF, then (s,g)x=O, for 
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n n 
( ~ a.K(•,x.),g)X = ~ a.g(xi) = O, 
i=l l. . l. i=l l. 
and so (3.16) does indeed represent an interpolating spline for the 
n Sard system (X, Y, JR , U, F). 
A reproducing kernel for X (with inner product (2.18)) can be construct-
ed from the sum of the reproducing kernels for KerU and (KerU)"" in the 
way shown by Saherrrpp and Tippenhauer (1974), and used by Freeden (1981a) 
(for harmonic splines) • Here the . topic of reproducing kernel functions 
will not be taken further; in the following two chapters we shall build 
instead on the results of Section 3.3. 
3.6 Green's Functions 
An explicit construction for the kernel mapping 8 associated with a 
semi-Hilbert sub-space will be given in Chapter 4, and also in Chapter 5, 
for a number of spaces of interest for gravity field representation, 
and the theorem of Section 3.3 used to derive practical computational 
formulae for spline interpolation. These kernel mappings turn out.to 
be simpler than their corresponding reproducing kernel functions. 
The attraction of Green's functions is that they too, are simpler than 
reproducing kernel functions. It is for this reason, arid also because 
Green's functions arise naturally in the solution of boundary value 
problems (in which light spline interpolation, or smoothing, can also 
be viewed), that some authors have adopted Green's functions in construct-
ing spline representations, for example, Freeden (1981b, 1982), and 
Sunkel, 1984), in constructing spherical splines and harmonic splines. 
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This section gives a brief outline of the connection between Green's 
functions, reproducing kernel function~, and the spline theory developed 
thus far. The material of this sec~ion is based largely on Delvos and 
Schempp (19?6). 
Let (X, Y, Z, U, F) be a Sard system, where the spaces X, Y, Zand 
mappings U, F are as defined in Section 2.2, and let P be the spline 
projector corresponding_to this spline system. P is the orthogonal 
projector on X (with inner product (2.18)), with 
KerP = KerF; ImP = (KerF)"' .• 
At this stage two further assumptions are made: 
(i) X is a sub-_space of Y, and the inclusio~ map X-+-Y 
is continuous; 
(ii) x0 = KerF is dense in Y. 
Under these assumptions Delvo_s and Schempp (19?4) cal.1 (X, Y, Z, U, F) 
an extended Sard system (or, in the language of, _differential equations, 
_(X,Y,Z,U,F) possesses the trace property (Aubin, 19?9, p 390)). 
Let u0 tie the restriction of U to x0; since x0 is dense in Y, it makes 
sense to consider 
( 3 .18) 
* where u0 is the adjoint of u0• Since u0 is closed in Y (as can easily 
be shown, Delvos and Schempp, 19?6), A is a self-adjoint positive 
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operator on Y (Riesz and Sz-Nagy, 1955, p 312); moreover, A is postive- / 
definite: DomACX0 ; let x e: DomA, 
(Ax,x)y = (Ux,Ux)Y = (x,x)X ~ C(x,x)Y, 
for some C > 0. By the Friederichs extension theorem ( Riesz and Sz-Nagy, 
* 1955, p 330) A= u
0
u
0 
is the unique self-adjoint, positive-definite 
operator satisfying DomAcX0 and 
(Ax,y)y = (Ux,Uy)y = (x,y) X' x e: DomA, ye: x0 = KerF. 
(3.19) 
DeZvos and Schempp (1976) thus call A the operator associated with the 
Sard system (X, Y, z, U, F). 
Now suppose E = lR Q, and let K: Q x Q + lR be the reproducing kernel 
associated with X as a Hilbert sub-space of E (X Hilbert space with 
inner product (•,•)x given by (2.18)). The reproducing property is 
given by (3.15): for xe:X, te:n 
x(t) = (x,K(•,t))X. 
Define 
G(•,t) = K(•,t) -PK(•,t), te:S"2. (3.20) 
Thus G( •, t) E XO, since x0 = KerF, and ImP = (KerF)"'" • For x e: DomA, t e: Q 
x(t) = (x,K(•,t))X (continued) 
L__ 
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= (x,G(•,t))X (x E KerF) 
= (Ux,UG(• ,t))y 
= (Ax,G(•,t))y. 
Thus 
x(t) = (Ax,G(• ,t) )Y' x E DomA, t Est. 
Because of this result G(•,•) is called the Green function of A 
associated with the Bard system (X,Y,Z,U,F). G(•,•) is the reproducing 
kernel function of the space x0• Thus the results (3.16) and (3.17) of 
Section 3.5 can be directly transposed to the present context, to 
obtain spline approximations to functions x E x0• 
CHAPTER 4 
NATURAL ROTATION-INVARIANT SPLINES ON 1R.n 
4.1 Introduction 
Polynomial splines are well known .for their efficacy in approximating 
functions of a single variable; the properties that make these splines 
so useful should also be present in multivariate splines. .On the other 
hand, surface spline interpolation techniques based on linear combina-
tions of radial functions - and, in geodetic and surveying applications, 
especially Hardy's multiquadric functions - have long been known to be 
efficient and easy to use. In the sections that follow we introduce 
spline functions that are multivariate generalisations of familiar 
single-variable splines. It turns out that these are linear combinations 
of simple radial functions, and include multi-conic functions (the 
simplest of Hardy's multiquadrics). They minimise rotation-invariant 
semi;..norms on lRn, and thus unlike multivariate splines constructed 
through tensor products of one-dimensional one's, are not restricted to 
rectangular regions and meshes, nor use 'somewhat unnatural' function 
spaces and norms (Meinguet, 1979a). 
The different. splines to be encountered will be constructed by choosing 
specific semi-Hilbert sub-spaces, and then finding the specific form of 
the kernel mapping 8: N° ~ lH, where N is the null space of the semi-Hilbert 
space lH. Within the family of splines constructed in this way will be 
multi-conic splines (seen to be a natural multivariate generalisation of. 
linear interpolation), pseudo-cubic splines (a multivariate generalisa-
tion of cubic splines), thin-plate splines, and subject to some limita-
tions, point mass splines as well. 
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Splines solve a variational problem, and the semi-norms that arise most 
naturally are those induced by diffe!ential operators. It is thus not 
surprising that t?e theory in its most general form nee:isto be developed 
ip spaces of distributions (or generalised functions), nor that Fourier 
transforms play an important role. The first few sections that follow 
summarise the theory of distributions and their Fourier transforms; 
the reason for including this material is that i was hitherto unfamiliar 
with distributions. Sections 4.5 and 4.6 introduce Sobolev spaces and 
Beppo-Levi spaces, respectively - these are spaces naturally associated 
with differential operators - and in Section 4.7, where I ~raw heavily 
on Duchon (1977), kernel mappings are constructed for the semi-Hilbert 
_Beppo-Levi spaces. These mappings are of fundamental practical import-
ance for the construction of interpolating splines (Section 4.8), con-
crete examples of which follow in Section 4.9. In Section 4.10 repro-
ducing kernel functions are obtained from the kernel mappings, and an 
allusion made to their significance for stable numerical computations. 
Whereas most of this chapter deals with interpolating splines, the next 
section shows how the results are readily transposed to the case of 
smoothing splines as well. 
Smoothing splines 'smooth' the data; an alternative form of smoothing 
is to 'smooth' (or regularise) the interpolating spline functions 
themselves, making them less variable. Regularisation is essential when 
the desired spline functions are of themselves insufficiently continuous, 
as happens with point mass splines, for example, at the mass points. 
Section 4.12 deals with the regularisation of splines on :JRn, though it 
falls short of a comprehensive and general theory of regularisation. 
A final short_section on the approximation of linear functionals 
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completes the chapter. 
4.2 Distributions 
The purpose of this section is to give a brief overview of the theory 
of distributions; the material presented here is based largely on Rudin 
(1973). 
A multi-index is a vector in (?l+) n (7l+: non-negative integers): 
The order of a is I a I = a 1 + a 2 + • • • +an. The differential operator Da 
(on some domain in 1R.n) is 
a n The monomial x , x £ lR , is 
a 
x n. 
n 
a a <ax ) n. 
n 
n Let n be domain (a non-empty, open, connected set) in 1R. • A complex-
00 
valued function (of a real vector variable) f on Q is in C (n), if it 
a oo 
has continuous derivatives of every order, i.e. if D f £ C (n) for every 
multi-index a. 
00 00 00 
c
0
(n) is the sub-space of C (Q) consisting of C -functions on Q with 
00 
compact support. There is a standard way of making c0 (n) a complete, 
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locally convex topological space - see Rudin (19?3), p 136. 
when given this canonical Schwartz topology is denoted ID(Q) and 
called the space of test functions. The topology on ID(Q) is character-
ised by the following form of uniform convergence: if a sequence of 
functions ¢ .. _1 2 in ID(Q) converges to ¢ (in the topology of l. l.- ' ' ••• 
ID(Q) ), then there is a compact set Kin Q such that the support 
("' ) K . 1 2 d Da"' Da"', 0 f rm1 K f supp 'fl • c , i = , • • • , an 'fl. converges to 'fl uni o y on , or 
l.. l. 
every multi-index a. 
a Every differential operator D is a continuous mapping of ID(Q) to 
itself. 
The space of continuous linear functionals on ID(Q) is denoted ID' (Q); 
it is called the space of distributions on Q, and given the weak-* 
topology- the topology of pointwise convergence: a sequence {.R, } 2 i i=l, , •• 
converges to .R, in ID' (Q) -if (and only if) 
lim .R, "' = .R."' i+ 00 i'f' 'fl 
for all ¢e:ID(Q). .R. e: ID' (Q) _ if (and only if) for each compact KCQ 
there is me: :JN and a constant c < 00 such that 
(4.1) 
(4.2) 
for all ¢ e: ID(Q) whose support lies in K, i.e. for all ¢ e: ID(Q)K' and 
where 
I~ "' II max supn I Da"'(x) I . I 'fl m = I al ~ m x e: ~G 'fl (4.3) 
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Four examples are given of distributions: 
(i) If xc:n, the linear functional o on ID(Q) defined by 
x 
o cp cfi(x) 
x (4.4) 
is, in view of what has just been said in characterising ID' (Q), indeed 
·. an ·element of ID' (Q) - m can be taken as O. The Dirac measures on JRn 
therefore define distributions. 
(ii) Locally integrable functions are distributions: suppose f c: :n:..
1
' (Q), 
oc 
i.e. f is Lebesgue measurable, and 
J lf(x)ldm(x) < 00 
K 
for every compact set Kin Q (and dm(x) is Lebesgue meas~re). Put 
J f(x)cfi(x)dm(x), cp c: ID(Q), 
Q 
then, for K compact in st, 
thus 51,fc: ID' (Q). f is identified with 51,f. 
(4.5) 
(iii) If JI, is a distribution, then all its derivatives are also distri-
butions: let ic:ID'(Q), and let a. be a multi-index; define 
(4. 6) 
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This definition for the distributional derivative requires some motiva-
tion - see Rudin (1973), p 136, or Adams (1975), p 20. It clearly 
defines a linear functional, and we check that it defines a bounded 
linear functional. Let Q, e: ID' (n); for K compact in n, there is an me: ::N 
such that 
(iv) Distributions multiplied by smooth functions are again distributions: 
00 
let Q, e: ID' (n) and f e: C (n). Define fQ, by 
(fQ,)<f> = Q,(f<f>), <f> e: ID(n). (4. 7) 
The proof that f Q, is also a distribution by this definition is based on 
Leibniz's formula for repeated differentiation of a product - see Rudin 
(1973), p 144. 
The fact that distributions may be partially differentiated as often as 
one may wish is an important part of the theory, as is the converse 
result: every distribution is locally the distributional derivative of a 
continuous function, i.e. let Q, e: ID' (n), K compact in Q; then there is 
f e: C(Q), and a multi-index a. such that 
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(4.8) 
(Rudin, 1973, p 152). 
Distributions with compact support: The continuity of distributions 
on Q with compact support has an even simpler characterisation. Let 
5lc:ID'(Q) with 
supp(Q) 
compact in ID (Q); then there is an m E JN, and a .constant c < oo such that 
for all <I> E ID(Q). More importantly, 5l has a unique extension to a 
00 
continuous linear functional on C (Q). 
Convolutions: Finally, as preparation for the next section on Fourier 
transforms, it is necessary to say a few words about convolutions - the 
convolution of a distribution and a test function, and the convolution 
of two distributions. 
n First, translation and reflection operators are defined on ID(lR ) • If 
<I> E ID(lRn) and x E lRn, define (Rudin, 1973, p 155): 
</>(y) = <f>(-y)' n y E lR • 
(4. 9) 
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n n If cj> e: ID(lR ) and u e: ID' (JR ) , the convolut.ion of u and cj> is defined to 
. ' 
be 
u*cj>(x) -= u(T cj>), 
x 
n 
xe:lR. 
(When u is locally integrable this definition corresponds to the 
familiar definition of convolution: 
u*cj>(x) = J u(y)cj>(x -y)dm(y) ) • 
JR.n 
If u e: ID' (JR.n·), its translate by x, x e: lRn, is de:fined t:o be 
(T u)cj> = u(T cj>), cj> e: ID(lRn). 
x -x . 
Within the calculus of distributions we. have the following results 
n · n (u e: ID~ (R ) ; cj>,ijle:ID(JR )) : 
In particular 
Tx(u*cj>) = (Txu)*cj> = u*(Txcj>), 
Da.(u*cj>) = (Dau) *4> = u*(Da.cj>), 
u*(cJ>*w> = (u*cJ>>*w. 
-
n 
xe:lR; 
+ n a..e: (7l ) ; 
0 *cj>(y) = 0 (T cj>)(x) 
x x Y· 
cj>(x-y) = cj>(y-x), 
or 
0 *cj> = T cj>. 
x x 
Convolution is a smoothing or spreading operation: u*cj> e: C(lRn); 
(4.10) 
(4.11) 
(4~12) 
-------~----· - --- -- -- - - -· - - - -- -- -----·----< 
/. ' ., 
.' .· 
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moreover, for a given u EID' (Rn), convolution defines a continuous 
n oo n' linear mapping L : ID(lR ) + C (:m. ) through 
u 
L cf> = u*cf>, 
u 
n 
cf> e: ID(lR ) , 
and further, L commutes with translation: 
u 
T L = L T , 
x u u x 
n 
xe:lR. 
(4.13) 
(4.14) 
If u has compact support, it has a unique extension to a continuous 
- oo n 
linear functional on C (lR ), so if u is such a distribution; and 
cp e: c
00 (lRn), · one can define the convolution 
(u*cf>) (x) -= u(T cf>), 
x 
n 
xe:lR, (4.15) 
in the same way as before. Further, if u e: ID' (lRn) with compact support, 
cp e: C
00 (1Rn) and ·ljJ e: ID(lRn), then the three equations (4.12) hold, and in 
particular u*<f> e: ID(JRn). It thus makes sense to define convolution of 
two distributions, provided one of the two has compact support: let 
u,v e: ID' (Rn), and let at least one of u and v have· compact support; 
define 
(u*v)*<f> = u* (v*cf>) , oo n cp e: c (lR ) ' (4.16) 
n for if v has compact support, v*<f> e: ID(lR ) and u*(v*cf>) is defined, and 
if u has compact support, v*cf> e: C
00 (1Rn) and u*(v*<f>) is aga~n defined. 
Extending the calculus of distributions to include convolutions of 
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distributions, we have, for u,v e:ID' (:IR.n), and at least one of u,v with 
compact support: 
u*v = v*u; 
a a a D (u*v) = (D u)*v = u*(D v), (4.17) 
a a D u = (D o)*u; 
where o is the Dirac measure at 0, ocp = cf>(O). In particular this means 
u = o*u, 
and, more generally that 
since 
T u = 0 *u 
x x ' 
n 
xe:IR, 
(o *u)*cf> = o *(u*cf>) 
x x 
= T (u*cf>) 
X· 
4.3 The Fourier Transform and Rapidly Decreasing Functions 
( 4 .18) 
This section introduces the Fourier transform, and the Schwartz space 
of rapidly decreasing functions on which the Fourier transform is a 
homeomorphism. The material presented here can be found in many texts; 
I have followed Rudin (19?3), Chapter ?, rather closely. 
The notation is simplified by using normalised Lebesgue measux>e on :IR.n, 
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dm (x) = (2TI)-n/2dm(x), 
n 
as a means of norming the Lebesgue spaces JLP (JR.n) (1 ~ p < oo): 
n The convolution of two functions on 1R now becomes 
f*g(x) = J nf(x-y)g(y)dmn(y), 
1R 
provided the integral exists. 
(4.19) 
(4.20) 
(4.21) 
The introduction of the charq.cter function (Dym and McKean, 1972, p 205) 
also helps to simplify the notation. n For t e: 1R , the character et is 
the function defined by 
n 
it•x 
= e 
n 
x E: JR ' 
where t•x= L: t.x .• The character function satisfies 
i=l 1 1 
(4.22) 
and et is thus a homomorphism of 1Rn (given its additive group structure) 
onto the multiplicative group {ze:O:::: lzl =l}. 
The Fourier transform of f e: JL \lRn) is the function f defined by 
' 
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Thus 
f (t) = f*et (O) 
·n t e: lR. • (4.23) 
(4.24) 
(since e (-y) = e t (y)). Translation can be defined as before, ( 4. 9) : 
t -
if f is a function on lR.n, and x e: lR.n, 
T f(y) = f(x-y), 
x 
n y e: lR. • 
. 1 n Calculus of Fourier transforms of integrable functions: let f ,g e: :rr. (R ) , 
and x, t e: lR.n; we have the following identities: 
/\ 
(T f) /\ = e f • 
x -x ' 
( e f) /\ /\ = T f · (4.25) 
x x ' 
(f *g) /\ /\/\ = fg. 
/\ n /\ 
Moreover, if A.>O, and h(x) = f(x/A.), then h(t) =A. f(A.t). 
1 n n The Fourier transform is a map. 1F: :rr. (:JR ) + c0 (lR. ) to the space of 
complex-valued continuous functions on lR.n that vanish at infinity. 
Furthermore 
where 
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Rapidly decreasing functions: 
oo n These are f e:: C (:JR ) such that 
(4.26) 
+ . 
for all me:: ll • Rapidly decreasing functions form a linear vector space 
¢ (called the Schwartz space), for which the countable collection of 
n 
norms (4.26) defines a locally convex topology. With this topology ¢ n 
can be shown to be a Frechet space, i.e. there is a complete translation-
invariant metric inducing the locally convex topology on ¢ (Rudin, 1973, n 
p 168). 
ID(:JR.n) is dense in ¢ ; the canonical injection of 
n 
ID(:JR.n) into ¢ is 
n 
JL l(:JR.n), continuous (Rudin, 1973, p 173), and ¢ , in turn, is dense in n. 
as also in JL2 (:JRn). A rapidly decreasing function, when multiplied by 
a polynomial, remains rapidly decreasing. 
is invertible, for if g e:: ¢ , then 
n 
g(x) = J g(y)e (y)dm (y). ]Rn x n 
On ¢ the Fourier transform 
n 
(4. 2 7) 
~ (hence g (x) = g (-x)) • The Fourier transform is a continuous linear one-
to-one mapping of ¢ onto ¢ , with an inverse that is also continuous -
n n 
the Fourier transform is thus a homeomorphism on ¢ (Rudin, 1973, p 170; 
n 
Weidman, 1980, p 291). 
Convolution on ¢ : If f ,g e:: ¢ , then f*g e:: ¢ , and 
n n n 
(fg)" A A f*g; (continued) 
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fg = (f*g)". 
A classical result is that the Fourier transform. is an isometry of 
:n.. 2 (lRn) onto itself. 
4.4 Tempered Distributions 
(4. 28) 
The previous sections provide the background necessary for the intro-
duction of tempered distributions. Let i: ID (lRn) +qi be the canonical 
n 
inJ"ection of ID(lR.n) into qi · it is continuous. Let 1 be a continuous 
n' 
linear functional on qirl' and put 
u1 = 1i, (4.29) 
then u1 is also continuous, with u1 EID' (lR.n). Since ID(lRn) is dense 
in qin' u1 has a unique continuous extension to a linear functional on 
qi • (4.29) thus expresses a vector space isomorphism between qi• and a 
n n 
sub-space of ID' ( lR.n) , the space of terrrpered distributions made up of 
those distributions in ID' (lR.n) with continuous extensions to qin. If u1 
is identified with 1, we can say qi• is the space of tempered distribu-
n 
tions. 
Examples of tempered distributions: 
(i) Every distribution with compact support is tempered. 
(ii) Let 1 ~ p <co and N? 0, and suppose g is a measurable function on 
lR.n such that 
( 4. 30) 
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then g is a tempered distribution (Rudin, 19?3, p 1?5). 
(iii) In consequence of (ii), every g E: :JLP(Rn), 1 ~ p < oo, is a tempered 
distribution. 
(iv) Every polynomial is a tempered distribution. 
(v) + n Cl. If Cl. E: (2'Z ) , g E: ¢ and u E: ¢' then the distributions D u and gu 
n n' 
are also tempered; where 
(gu) f = u(gf) , f E: ¢ • 
n 
( 4. 31) 
(vi) A distribution each of whose derivatives is tempered, is itself 
tempered: from (4.26) it can be seen that a C00-function on m.n each of 
whose derivatives is rapidly decreasing, is itself rapidly decreasing, 
and the same is thus true also for distributions with tempered derivatives. 
The Fourier transform of a tempered distribution: Let u E: ¢' , and define 
n 
ucj> = u$, cl> E: ¢ • 
n 
(4.32) 
With this definition, the Fourier transform is a homeomorphism of ¢' on 
< n 
¢'. The following results on Fourier transforms of differential opera-
n 
tors on tempered distributions are needed for future reference. (I 
continue to use Rudin (19?3), Chapter ?). If a is a multi-index, define 
1 d Cl. (-:--d -) 1. .. 
1 xi 
1 d Cl. (-:--"' -) n. 
1 ox. 
1 
(4. 33) 
Let p be a polynomial inn variables, with complex coefficients, thus 
p (~) = l:c ~a 
a 
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a ~ n, 
n 
and define the differential operators P(D) and P(-D) to be 
P(D) = l:c D · • 
a a' 
P(-D) 
If et is a character, (4.22), then 
a 
= t et, and P(D)et = 
A result required later is that, if u e: ip•, and P is a polynomial, then n . 
(P(D)u)" =Pu ( 4. 34) 
(Rudin, 1973, p 176), and in particular 
(D u)" ta" a = u, 
or 
(4.35) 
4.5 Sobolev Spaces 
l 
We now come a step closer to describing the spaces in which solutions 
to the spline interpolation and approximation problems are to be sought. 
The notation in this section will be further simplified by introducing, 
for s e: lR, a positive· measure on lRn through 
n y e: lR • (4.36) 
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If f E: lL 2 (lR.n), i.e. if ].I . 
s 
2 J I f(x) I d].I (x) < oo, 
lR.n s 
then f is a tempered distribution, and hence the Fourier transform of 
a tempered distribution, f = u; the vector space of all tempered distri-
butions u arising in this way is the (fractional order) SoboZev space 
( 4. 3 7) 
(lions and Magenes, 19?2, p JO). Hs (lRn) is thus the space of inverse 
Fourier transforms of measurable functions in JL2 (lR.n). By Plancherel's 
]JS 
theorem (the Fourier transform is an lL 2 (JR.n)-isometry), HO(IR.n) = JL 2 (JR.n). 
For r < s, Hs(lRn) c Hr(lRn), and the inclusion is continuous. 
Hs (lRn) is a Hilbert space with inner product 
and norm 
s n 
u,vEH (lR ), 
s n 
uEH (lR ). 
Hs (lRn) is thus isometrically isomorphic. to ]L~ (lR.n), and indeed a 
s 
( 4. 38) 
(4.39) 
Hilbert space. R>r s > 0, the dual of· Hs (lRn) is identified with H-s (lRn) , 
thus 
I 
I 
I 
I I. 
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(4.40) 
(Lions and Magenes, 1972, p 31). + For s e: Zl , i.e. a non-negative 
integer, the definition of a Sobolev space (4. 37) is equivalent to 
(4.41) 
-m s n + We denote by D (~ (JR ) ) (me: Zl ) the distributions u e: <P' such that 
n 
as n I n s n D ue:H (JR) for la =m. Fbr Ka closed set in JR, H£{(JR) is the set 
of distributions in H8 (lRn) whose support is. contained in K. (The 
definition of support implied here is that given by Rudin (1973), p 149). 
Hs (lRn) is a closed linear sub-space of Hs (JRn). If Q is an open set 
K 
. lR.n in , we denote by Hs(Q) the set of restrictions to Q of distributions 
in Hs (lRn). Hs (Q) is isomorphic to Hs (JRn) /H~n /Q (lRn) (Lions and 
Magenes, 1972, p 40), and hence also a Hilbert space. The dual of Hs(Q) 
can be identified with H~ (lRn). 
If some condition is placed on Q, e.g; if Q is lR.n, or a half-space in 
lRn, or Q is bounded with a sufficiently regular boundary (circumstances 
made more explicit by Adams (1975), p 66, p 214), the functions u in 
Hs(Q), for s non-negative ?nd non-integral, are those satisfying 
a 2 D u e: :rr.. (Q), lal~ffs] 
and 
a a 2 l: ID u(x) - D u(y) I 
la.I = ([ s]JJ n+2 (s~[s]) dm(x)dm(y) QxQ lx-yl < 00 ' 
where [[s] is the integral part of s •. For integral s ~ O, we have 
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a 2 D u£lL (Q), la! <s. 
Hs (1Rn) is the set of distributions on 1Rn (whether tempered or not) 
loc 
whose restrictions to a bounded open set Q is in Hs(Q). Locally, 
D-m(H8) =Hm+s (Rudin, 1973, p 201). Ck(1Rn)C Hs (1Rn) fork> s. The loc 
converse result, for s > k +I, H~oc (lRn) C Ck(lRn), with the inclusion 
' being continuous, is part of Sobolev's embedding theorem (Lions and 
Magenes; 1972, p 45; Adams, 1975, p 217). As Duchon (1977), p BB, 
indicates, H1s (1Rn) can be given a Frechet space structure, and its oc 
dual be identified with H-s (1Rn), restrictions to compact sets. 
comp 
-s n n The spaces H (1R ), s<2 (Duchon, 1977, p 89): Put 
f 2s · 2 = lu£cl>': nlYI lu(y)j dmn(y) < 00}. 
n 1R . 
(in contrast to Hs(lRn) which was defined to be, (4. 37) 
-s n H (1R ) can be normed by 
(4.42) 
(4.43) 
-s n n We shall see that H (JR ) is a Hilbert space (always with s < 2), but 
note for the moment that it is clear from (4.42), that for 
(continued) 
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s = o: Ho (lRn) = ii0 (lRn) = lL 2 (JRn) ; 
s < 0: Hs (JRn) C Hs (lRn) • 
s n -s n In general, H (JR ) :f. H (JR ) , since it can be seen from the definitions 
(4. 37), (4. 42) that for s > 0, Hs (lR.0 ) c :n.. 2 (JRn) , but Rs (lRn) is not con-
tained in JL 2 (Rn). But it can be shown that on bounded sets the two 
spaces coincide: 
Theorem: (Duchon, 197?, p 89). Hs (lRn) is a Hilbert space if (and only 
if) s <I; moreover, Hs (JRn) is a Hilbert sub-space of iP~ (and hence also 
of ID' ( JRn)) • 
Proof: 2 n n Let f £ :n.. (JR ) , and let K be a bounded set in lR • 
I YI A. is locally integrable iff A.> -n; therefore I YI-sf (y) is locally 
integrable, hence a distribution, and in fact a tempered distribution 
(by (4.30)) iff s < ~· 2 n -s n Now consider the mapping from :n:.. (JR ) onto H (JR ) 
defined by 
(4.44) 
Therefore the map ft+ (I y I -sf)"' is an isometry, and Hs (JRn) a Hilbert 
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space. 
~s n 
It will now be shown that H (lR ) is a Hilbert sub-space of ¢', i.e. 
n 
that the inclusion map in¢' is continuous; let {f .}._1 2 be a n J J- ' , ••• 
sequence in :n.. 2 (lR.n) with f. +O (in n.2(lRn)). Under the mapping (4.44) 
. J . 
f. i+ I YI -sf. (-y) and I y I -sf.+ 0 in Rs (lR.n). We show it does the same in 
J J . J 
¢' by showing 
n 
£.¢ = J IYl-sf.(-y)¢(y)dm {y) + 0 
J Rn . J n 
for all ¢ E: ¢ • Now 
n 
1£j¢1 < <flR.nlfj(-y)i2dmn(y))l/2(/Rn1Yl-2sl¢{y)i2dmn(y))l/2 
. IYl-2s 1/2 
< II f. 11n.2(Rn)(/ , 2 2Ndmn{y)) • 
J Rn (1 + I y I. ) 
• ( x sE:u~n { ( 1 + I YI 2) N I ¢ ( Y) I } ) 
where N is chosen so large that 
J 
!YI-Zs 
----- dm (y) = B2 < oo, 
lRn (l+ IYl2)2N n 
and where (cf. (4.26)) 
As preparation for the theorem to come on the equality of Hs(rz) and 
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-s ' 
and H (n), there is the following lemma giving a characterisation for 
distributions in Hs(lRn). 
Lemma: 
·-s - n Let u £ H (:JR ) , with s > 0, then u can be represented as 
Proof: Let B1 = {x £ lR.n: I xi ~ l} be the unit ball in lR.n. 
y¢B1 , we have 
(4.45) 
n If y £ lR , 
(~.46) 
s ( n) I I s,.. 2 ( n) ,.. Let u £ H lR , then y u £ lL JR , and u is a Lebesgue measurable 
function. Put 
where v 
2 
= u almost everywhere on B, and is zero elsewhere. We can say 
of v1 that 
/ 
71 
which means that the inverse Fburier transform of v1 is in Hs(JR.n), i.e. 
if u
1 
= v1 , then u1 E Hs (lR.n). On the other hand v2 has compact support. 
Its Fourier transform (or inverse Fourier transform) is a function in 
c
00 (JR.n) - the Pa:hey-Wiener theorem (Rudin, 1973, p 180). Thus 
Hs (JR.n) C Hs (JR.n) + Coo (JR.n). 
Corollary: s n Let s < 0, and let u EH (JR. ) , then u can be represented as 
(4. 4 7) 
-s n 00 n 
where u1 EH (lR. ) , and u2 EC (lR.). 
Proof: The inequality (4.46) is reversed; for the rest the proof 
follows the same lines as the lemma. 
Theorem: (Duchon, 1973, p 89). n n Let - 2< s < Z' and let n be an open 
bounded set in JR.n; then 
( 4. 48) 
Proof: For the case s > 0: it has already been remarked that 
oo n s n 00 s C (JR. ) C H1 (JR. ) , i.e. C (Q)CH (Q). On the other hand we have just oc 
-s s 00 . -s s 
seen in the lemma that H (Q) CH (Q) + C (Q) , therefore H (Q) = H (Q). 
The case s < 0 will follow in a similar fashion, using the corollary to 
00 (JR.n) C Hs (JR.n). ti IYl 2s the lemma, if c For s<-- is locally integrable. loc 2' 
The functions ID(lln) are continuous and have compact support • Thus 
... 
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and from which we infer that 
Finally, since Hs (1Rn) C Rs (1Rn) , for s > 0, with continuous inclusion 
-s n s n (and H (:IR ) CH (:JR ) for s < 0, also with continuous inclusion), the two 
s -s Hilbert space structures on H (n) = H (n) are comparable, and therefore 
equivalent (Pryae, 1973, p 145). 
4.6 Beppo-Levi Spaces 
The spaces to be looked at in this section are spaces of distributions 
-s n n 
all of whose m' th derivatives are in H (:JR ) , s < 2; these are the semi-
Hilbert sub-spaces in which spline solutions will soon be obtained. 
It will be convenient to extend the index notation beyond the multi-index 
notation introduced in Section 4.2. Ebr non-negative integers m, let 
,i ) 
m 
be an m-vector taking values in {1,2, ••• ,n}. The number of such m-
. m 
vectors is n • n Fbr x e:: 1R , x = (x1 , x2 , ••• 
B 
x = x. x ..•• 
1 1 1 2 
x .• 
l. 
m 
,x ), let 
n 
xB is thus a monomial of degree m (as was xa I al = m). xm is defined 
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to be the nm-tuple of all monomials x8, with 
whereas 
lxm12 = I s12 L: x = m 8En 
L: lxal < lxl 2m. 
lai=m 
(4.49) 
m m 
Multiplication is carried out co-ordinatewise, treating x -as an n -
vector. Differential operators are similarly defined: 
a 
ax.-
. l. 
m 
Thus Dmu is the nm-tuple of derivatives n8u, and 
In the notation just introduced the gradient and Laplacian are, for 
example 
'i/ = Dl 
a2 a2 
=--+--+ 2 2 
axl ax2 
Let m be a non-negative integer; put 
a +~; 
ox -n 
n 
2 a 
+ --2· 
ax 
n 
(4.50) 
Since a distribution whose derivatives are tempered is itself tempered, 
The 
lRn 
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is a linear sub-space of¢'; it is given the semi-norm 
n 
null space of this semi-norm is 1P m-1' the space of polynomials 
of degree m -1, and less. The semi-norm (4.51) is translation 
(4.51) 
on 
in-
and because of m is defined, also rotation invariant; variant, the way D 
further, should scale be changed from x to A.x, A.> 0, and should ·U(Ax) = 
v(x), then u(t) = A.nv(A.t), and (4.51) changes by a constant factor. 
These are attractive attributes. 
The spaces n-InHs (lRn) and n-ll\ls (lRn) /1Pm-l (given its natural quotient 
norm) are called Beppo-Levi spaces. 
and reasoning similar to that used on page 69 shows that the inclusion 
is continuous, and hence that D -lil}is ( lRn) /1P m-l is a Hilbert sub-space of 
¢'/JP 
1
, or n-Ill{is(lRn) is a semi-Hilbert sub-space of ¢'. 
n m- n 
The next significant result that requires to be proven, is that on 
-m."':s m+s bounded sets, (D H ) (n) = H (n): 
Theorem: (Duchon, 197'1, p 91) Let SG be a bounded domain in lR.n, and let 
n n 
-m --< s <-, then 2 2 
(4.52) 
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Proof: m+s Let u e: H (Q); u extends to an element Pu (prolongation of u) 
in Hm+s (lRn) with compact support. Recall (4. 35), for a a multi-index 
of order m, 
A OO n 
Pu compact means (Pu) e: C (lR ) ; thus 
J 12sl a "'l2 IY Y (Pu(y)) dm (y) lRn n 
Si.nee IYaJ 2 _~1Yi 2.m. IYIZs+Zm · 1 11 · bl f 2 2 Now, is oca y 1ntegra e or s + m > -n 
n· (or s > -m --) and 
' 2 ' 
outside a large enough ball in lRn. Thus from (4.53) 
I -m.-:s n rn+s for all a, I a = m, and Pue: D H (JR ) • Thus every element of H (Q) 
extends to an element of D-tDffs(lRn) from which the inference follows that 
Hrn+s(Q)C:(D-IDffs)(Q), the restrictions to st of elements of D-Inffs(lRn). 
Conversely 
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since Hs (Q) CHs (~) for s < ~. Ori the other hand, it has been noted that 
D-m(Hs(Q)) =Hm+s(~), and so the result follows. 
Corollary: 
-m.~s n m+ Proof: It follows from the theorem that D 1:1 (JR ) C H s(lR.n) and loc ' 
hence that 
and by application of the closed graph theorem ~in the same way as on 
page 72) the inclusion can be seen to be continuous, and dense, since 
any. continuous linear functional on Hm+s(1Rn) that annihilates n-II]is(1Rn) loc 
also annihilates Hm+1. s(1Rn). oc 
Finally, since 1 (D-IDHs)(Q)/lPm-l and Hm+s(Q)/lPm-l are equal, and since 
both are Hilbert sub-spaces of ID' (Q)/lPm-l' there is a continuous bijec-
tion between these two sub-spaces, making them topologically isomorphic. 
-m-s n Hence we can say that H~ (1R ) n lP;_1 (which is the dual space of 
m+s -m.~s n H (n)/lPm-l) is closed _in (D H (lR )/lPm-i)' (Duchon, 1977, p 91). 
It is in the Beppo-Levi spaces introduced in this section that solutions 
will be sought to the spline interpolation and smoothing problems. ~ 
step that still needs to be taken is to construct the kernel mappings 
between these spaces and their duals. 
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4.7 Kernel Mappings on Beppo-Levi Spaces 
In this section we will make use of the two theorems of Section 3.3 to 
solve the spline problem through an explicit construction of the kernel 
mapping. n n Throughout this section -m -I< s <I' so. that we are able to 
draw upon the results of the last section. For the space X (in the 
theorems of Section 3.3) D-tllfis(JRn) will be used, with semi-norm (4.51), 
and null space lP 
1
• As has just been seen, D ~s (JRn) is a dense semi-
m-
Hilbert sub-space of Hm+1 s(JRn), which is a Frechet space, and thus a oc . 
1 t 1 11 t 1 · 1 t 't dual i's H-m-s(JRn). comp e e oca y convex opo og1ca vec or space; 1 s comp 
Theorem: ('Duchon, 1977, p 93). Let n be a bounded domain in JRn. Let 
M be a finite-dimensional (and therefore closed) linear sub-space of 
-m-s n HQ (JR ) such that, if p e: lP m-l and 
<p,µ>(Hm+s H-m-s) = 0 
loc' comp 
for all µEM, then p=O. Let fE:Hm+s(n). There exists a unique 
fM E: D -ffiJis ( 1Rn) satisfying 
M 
< f 'µ> = < f 'µ> 
M for lall µE:M with minimum semi-norm II f llo~s(JRn). Moreover, let a 
· -m.~s n be the kernel associated with D ti (JR ) ; then the only g of the form 
8µ+p with µi::MnlP 0 .1 and pe:lP 1 satisfying <g,µ>=<f,µ>.for µE:M, m- m-
is precisely fM. 
Proof: This is a restatement of the theorems of Section 3.3, with 
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x = D 1l'is (nf), E = Hm
1
+s ('JR.n), and N = lP 
1
• M finite-dimensional means 
oc m-
th at MnlP~-l is closed in (D~lIIJis(lRn)/Pm-l) '. M can be made finite-
dimensional since this is the situation most likely in practice; however, 
the theorem still holds if M is not finite-dimensional, but closed in 
-m-s n , HIT (lR ) (Duchon, 19'!'1, · p 93). 
The task that remains is to determine 8, the kernel associated with the 
semi-Hilbert sub-space D-tnffs(lRn), alternatively the kernel L associated 
with D-tnff s (lRn) /lP 
1 
as a Hilbert sub-spa~e of Hm+1 s (lRn) /lP 1 , the m- oc m-
positive continuous linear mapping 
satisfying (cf. (3.6)) 
(4.55) 
= f nlYl 2s(ym(Lµ)")(y)•(ymw)(y)dm. (y). 
R . n 
In preparation for the theorem to come three lemmas are needed: 
Lemma 1: (4.56) 
where u ELµ (Lµ is an equival~nce class modulo Il'm-l). 
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Proof: s > -m _!!.2 implies ¢ CD-ntffs(lRn), for cf>£¢ means $ is integrable, n n 
any polynomial times cp is integrable (cf. Section 4. 3), and s > -m - ~ 
integrable, and thus that I 
2s+2m . 
means YI is locally 
J IYl2s+2m¢(y)dm (y) <co. 
Rn n 
Thus (4.55) may be applied with w=¢, cpe:ID(lR.n) (C¢ ), and using_(4.32), 
n 
J I 1
2s m,.. m~ A A 
n y (y u)(y)•(y cf>)(y)dm (y) =<cf>,µ>= <cf>,µ> 
lR n 
n for all cf>£ ID(lR ) , and so 
1
2s m m" IY Y •(y u)(y) = µ(y) almost everywhere, 
i.e. 
m m" · 2s" y •(y u)(y) = IYI- µ(y) almost everywhere, 
or 
as distributions. 
Lemma 2: 
n Let µ£ID' (lR ) have compact support, and suppose µ annihilates 
lP 
1
, then the distribution y~i!Pfjyl-2m-2 se:lL11 (lR.n), jaj =m, i.e. is m- oc 
locally integrable. 
Pf stands for pseudo-funation, or 'partie finie', and refers to the 
manner in which I yj A, A£ CC, has been regularised, to make j.t a regular 
(locally integrable) distribution (Sahwa.rtz, 1950,- p ,38; Constantinesau, 
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1980, p 69). 
O/' I 
1
..:.2m-2s Proof: It is enough to show that the function y µ(y) y · is lo-
cally integrable. µ has compact support; it thus has a unique exten-
sion to a continuous linear functional on. C
00 (lRn). A 00 n Further, µ e: C (lR ) • 
Suppose I a I < m, then 
0." D µ(x) 
At x = O, 
a 00 n · 
expresses µ as a linear functional on y e: C · (lR ) , and is zero by hypo-
thesis. 
0." . Thus D µ has vanishing derivatives of order I al < m at 0, which 
in turn means that 
in a neighbourhood of the origin (c some constant), and that (I aj = m 
now) 
in the same neighbourhood, and C
00 
elsewhere. Since s < ~ (-2s > -n) 
Lemma 3: Let f e: <P' and suppose 
n' 
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and 
then f E 1Pm-l' 
Proof:. 
~ A. I y I vanishes only for y = 0, so the only support f can have is 
{O}, and the only support yaf can have is also {O}, but ya~ is locally 
aAf O af O f ai· ·l I I f integrable, so y = , D = or a = m, i.e. E 1P 1 • m-
We are now in a position to tackle the main res.ult of this section: 
Theorem: (Duchon, 19??, p 94) n n As before, -m-2<s<2· 
(4. 57) 
· 
1
-2m-2s A A A 
1
-2m-2s Proof: Let v =µ*(Pf I y ) , then v =µPf I y , so 
By Lemma 2, yav e:: lL 1 (lRn) for all 
loc 
lal =m. ·On the other hand, if uELµ, Lemma 1 shows (4.56), IY1 2mu= · 
. A I 
1
-2s 2m a 1 n µ y ; thus IYI (u -v) = O and y (<l-v) E n..1 (JR) for lal =m. Thus oc 
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Lemma 3 shows u -v E'. lP 1 , i.e. v ELµ, or m-
alternatively, that 
is indeed the kernel associated with D~IIIJis(lR.n) as semi-Hilbert sub-space 
m+s n 
of H1 (JR ) • oc 
In consequence we need to know the Fourier transforms of pseudo-functions 
A Pf!YI • Three cases need to be distinguished (Schwartz, 1951, p 114; 
Jones, 1982, pp 251 et seq.; Constantinescu., 1980, p 90): 
(i) 
(ii) 
+ For A= 2k, k E 7l : 
+ For A= -n:... 2k, k E 7l : 
(4.58) 
(4.59) 
where the constants c1 and c2 are given, for example, by Jones (1982),. 
p 530. 
(iii) For all other A: 
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( 4. 60) 
with 
If m + s > 0, the first case is excluded (and in a moment we shall go 
further and make ril + s > ~ in order to ensure H:~ (JR.n) is a space of 
continuous functions). n Thus, 0 < m + s < m + 2, 
if 2m+2s-n is even and non-negative; 
(4.61) 
c3lt;l2m+2s-n otherwise. 
Further, if µ E 1P 0 1 ; and 2m+ 2s - n is even and non-negative, then m-
I 2m+2s-n for 2m + 2s - n < 2m, µ reduces l; I by degree m, and what remains 
is in the nullspace of the ~emi-inner product (4.55). 
So, by putting 
the map 
= { lxlAlogelxl, A even, non-negative, 
KA (x) 
IXI A h i ot erw se, 
µ t+ µ*K 2m+2s--n 
(4.62) 
/ 
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is proportional to the kernel associated with D-tnffs(lRn). 
When m + s > !!..2 , Hm+s (1Rn) is a space of continuous functions, and more loc 
generally, if 
m+ 
n 
> 2+k, 
then 
by the Sobolev embedding theorem (Lions and Magenes, 1972, p 45). By 
appropriate choice of m it is possible to find spline:functions that 
are at least k times differentiable. 
How to compute interpolating natural spline functions from given point 
data is made clear in the next section. 
4.8 Interpolating Rotation-Invariant Splines on lR.n 
A requirement of the fundamental spline theorem of the previous section 
is that, if p is a polynomial of degree at most m - 1, and <p, µ> = 0 for 
all µ in the 'observational' sub-space M, then p = O. This is equivalent 
to saying that 0 is the only element common to both lP 1. and M
0
, the 
m-
o rtho gonal in Hm+l s (1Rn) of M. This is the 'natural erid condition' seen 
oc 
earlier, for the unique solution of the spline interpolation problem. 
lP . 1 . f d . . (m + n - 1) 1 is a inear vector space o imension q = • m- . n Let {p. }._1 J J- ' •• q 
be a basis for lP _
1
, and let {µi}.=l N be linearly independent 
m 1 , • • • , 
-m-s n { 
observation functionals in HQ (JR),~ bounded. Mis the span of µi}. 
The condition <p, µ> = 0 for all µ E: M means p = 0, becomes 
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(column) rank = q =.dim lPm""'.l' 
<p ,~> 
q q,N 
which is to say that {µ,i._ 1 N are lP 1-unisoZvent. The linear l. i- ' • • • ' m-
independence of the observation functionals µi means that the matrix 
has rank N. 
Theorem: Let l µi} i=l,. • • ,N be a set of lP m-l - unisol vent linearly 
independent bounded linear functionals in H-m-s (JR.n) · let f e: Hm+s ($1), 
comp ' 
-ncs n 
then there is a unique s e: D ti (lR ) of the form 
(4.63) 
) 
where v e:MnlP;_l' M= span({µi}), p e: lPm-l' and K2m+2s-n is given by 
(4.61), satisfying 
(4.64) 
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Proof: This is a restatement of the theorem with which the previous 
-m.~s n section started out, with the kernel associated with D H (lR. ) given 
its explicit form. 
R>r brevity, put A= 2m + 2s -n; the requirements of the theorem put two 
conditions on 
N q 
s = E a.µi*KA + E b.p.; 
i=l 1 j=l J J 
firstly, thats interpolates fatµ.: 
1 
+ b <p ,µ.> = <f,µ.>, q q 1 1 
(4.65) 
(4.66) 
for i;,;: 1,... ,N, and secondly, that s satisfies the end conditions for 
a natural spline, that v be in· the orthogonal to lP 1 , namely that m-
+ ... = o., j=l, ... ,q (4. 6 7) 
or, expressing (4.66) and (4.67) in matrix notation, 
Aa + Btb = c, 
(4.68) 
Ba = 0, 
where 
<µ1*KA,µl> 
A= 
~ <µ1*KA,~> 
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B = 
<p ,~> . 
q q,N 
(al' ••• t lRN a = ,~) e: 
' 
(bl' ••• t lR.q' b = 'b ) e: q 
(cl' ••• t lRN' c = ,~) e: 
and 
Since the matrices A and B have full rank, the equation system (4.68) 
can be solved 
a= A-le - A-lBtb, ( 4. 69) 
b = (BA-lBt)-lBA-1c. 
In the special case whereµ, are evaluation functionals, i.e. µi= o , l. Cl., 
n 
ci..e:lR, i=l, ••• ,N, 
l. 
or 
o *K 
a. A 
l. 
T K"\, Cl.. /\ 
l. 
oCI.. *KA (x) = KA (x -Cl.i), 
. l. 
l. 
(4.70) 
and the solution of the spline interpolation problem is even simpler. 
The N points Cl., need only be distinct for o to be linearly independent, 
l. . Cl.. 
l. 
and need not to lie in a hyperplane of 1P 1 to be lP - 1- unisolvent. m- m-
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Theorem: 
t N Let (c1 , ... ,~) E1R, and A.=2m+2s-n. Then there is only 
one function of the form 
N 
s(x) = 2: a. J.(A (x - Cl..) + p (x) , 
i=l 1 1 
with p E lP .1 , and m-
N 
2: a.q(CI..) = 0 
j=l J J 
for all q E lP m-l' and satisfying 
c.' 1 
i = 1,... ,N. 
(4. 71) 
Moreover, if f is another function in D-Illffs(lR.n) interpolating c, then 
4.9 Examples of Splines on lR.n 
The long preparation of the last sections now pays off - several 
concrete examples can now be given of rotation-invariant natural splines 
on lR.n. Throughout this section {Cl..} ._1 N will be a set of distinct 1 1- ' • • • ' 
JPm_1 -unisolvent points in lRn, and {ci}i=l, ••• ,Nan arbitrary vector 
in lRN. Except when discussing point mass splines, the condition 
-m - n < s < n will hold. 2 2 
4. 9 .1 Thin-plate splines: Suppose n = 2; for s = 0 the kernel function 
(4. 61) is logarithmic. Thus for m = 2 spline functions (4. 71) take on 
the form 
s(x) 
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N 2 
= Ea.Ix-a.I log Ix-a.I+ b0 + b•x, . 1 i i e i i= 
2 
where b,x,a.. e: lR , with 
1 
N 
E a. = 0 and 
i=l 1 
The semi-norm minimised is 
. The Laplacian of (4.72) is 
N 
N 
E a.a.. = O 
. 1 1 1 . i= 
2 
'V s (x) = E 4a.(l+log· Ix-a..!), 
i=l i e i 
(4.72) 
which is harmonic (except at a..), and s(x) is therefore biharmonic; it 
1 
is a fundamental solution of 
Interpolating thin-plate splines can be interpreted as giving the shapes 
of infinite elastic membranes deformed by vertical point loads (or sup-
ports) at a.., i = 1,... ,N, constraining the membrane to pass through 
1 
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(a. , c.) in JR 3 • 
1 1 
(4.73) can be interpreted as the bending energy of the 
membrane. . 2 Thin-plate splines are thus JR analogues of cubic splines 
' 
interpreted as the shapes of physical splines (thin elastic beams) con-
strained to pass through given points in JR2• Thin-plate splines thus 
have an attractive physical meaning, are easy to compute, but have not 
been widely applied to geodetic problems; one application has been by 
SandweU (1987), to interpolate satellite altimeter geoid heights. 
4.9.2 Polynomial splines: n -1 When s =--2-, A.= 2m+ 2s -n = 2m -1, and there 
is precisely one function of the form 
s(x) = 
N 
I 1
2m-l E a. x - a. + p (x) 
. 1 1 1 1= 
(4. 74) 
N 
satisfying L: a.q(cx..) = 0 for all q £ lP .1 and interpolating c. Any i=l 1 1 m-
other function interpolating c has greater norm. Duchon (1977) calls 
. n 
these pseudo-polynomial splines; they are generalisations to JR of 
classical polynomial splines on JR. 
For m = 1 the splines take on the form 
N 
s(x) = · E ailx-cx..! + b, 
i=l 1 
N 
where b is a constant, and E a. = O. s £ C(JRn), and minimises 
i=l 1 
f . I ln-11 Al2 y · (Df(y)) dm (y). Rn . n 
The functions (4.75) are called multi-conic functions. Similar 
functions have found wide acceptance in geodetic and surveying 
(4.75) 
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applications, and we turn to these· in a moment, but note here, that for 
n=3 
2 \I s (x) 
and hence that sis biharmonic (except at a.). 
i 
'(4. 76) 
min For n= 1, sis a piecewise linear function, constant for x< . a., and i i 
max 
x > . a.. The semi-norm minimised is 
i i 
( 4. 77) 
so that s is the continuous function, of least overall slope, that inter-
polates the given data. 
R>r m = 2, interpolating splines are of the form 
s(x) = 
N 3 n 2: a.Ix-eel + b0 + 2: b.x. i=l i i j=l J J 
t (with x = (x1 ,... ,x0 ) ) , subject to 
N 
2: a. = 0, 
i=l i 
N 
and 2: a.a. = 0 
i=l i i 
( 4. 7 8) 
-
(with the points {ai}'=l N not confined to a hyperplane in JR.n). 
l. ' • • • , 
(4.78) represents pseudo-cubic splines; the semi-norm minimised is 
(4.79) 
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For n = 1 we get the familiar eubic spZine 
s(x) = (4.80) 
s is a polynomial of degree 3 on the intervals bet~een successive 
'knots' a., is twice differentiable at the knots, and, in consequence 
1 
f h 1 d d . · · 1 · 1 f d 1 f <min o t e natura en con 1t1ons, is a po ynomia o egree or x . i ai 
max 
and x > · . a. • The semi-norm minimised is 
1 1 
so that the cubic spline can be interpreted, loosely speaking, as 
minimising curvature overall. 
(4.81) 
Polynomial splines in one dimension have long been popular devices for 
interpolation, smoothing and approximation of linear functionals - in 
geodetic contexts as well, for example, in representing empirical 
covariance functions. A systematic development of polynomial splines 
sui generis may be found in De Boor and Lynch (1966), or Bohmer (1974). 
It has been noted that for s = n ; 1 and m = 2, H:~ (:IR.n) c c1 (lRn) , i.e. 
that (4.78) has continuous derivatives. It is thus possible to construct 
interpolating pseudo-cubic splines subject to Hermite conditions, i.e. 
satisfying prescribed point values, and prescribed gradients at these 
points. In one dimension this corresponds to piecewise cubic Hermite 
interpolation (described, for example, by Bohmer (1974), p 111). Thus 
for n = 2, m = 2 and s = ~, 2m + 2s - n = 3, 
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a 13 a I D (o *IY ) = 3(x-y) lx-y 
x 
for lal = 1, i.e. a= (1,0) or (O,l), and the Hermite interpolating 
pseudo-cubic spline takes the form 
s(x) = 
N 3 i:i N I: a.lx..;a.I + b0 + I: b.x. + 3_I: ck(x-ak)lx-_akl,_(4.82) i=l 1 1 j=l J J i=l 
subject to the natural conditions 
N 
I: a. = 0, 
i=l 1 
A geodetic application for splines subject to gradient interpolatory 
conditions is the construction of an astro-geodetic geoid fitting 
irregularly spaced astro-geodetic deflections of the vertical, or, of 
greater topical interest, in the construction of a geoid interpolating 
both satellite-derived geoid heights, and astro-geodetic deflections. 
Chapter 6 sees such an application, to the calculation of a combined 
Doppler and astro-geodetic geoid for southern Africa. 
4.9.3 Hardy's multiquadric functions: The multi-conic splines (4.75) 
are special cases of Hardy's rrruZtiquadric functions 
s(x) = N 2 2 1/2 I: ai{lx-a.I + £} , 
i=l 1 
(4. 83) 
2 
where £ is an empirically derived smoothing parameter, whose purpose 
is to achieve a regularisation of the discontinuities multi-conic 
splines have in their derivatives at the observation points, or 'knots'. 
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The question of the regularisation of the splines found in this chapter 
will be taken up briefly in Section 4.12, but this may be the appropriate 
place to say a few more words about Hardy's functions. 
Since R.L. Hardy introduced his multiquadric technique in 1971 (Ha:r>dy, 
1971), it has found wide acceptance for tasks requiring surface-fitting 
to irregularly spaced data, both in geodetic applications (for example, 
in modelling the geopotential, Hardy and NeZson (1986), and in the 
computation of gravimetric terrain corrections, Krohn (1976)), and 
elsewhere (for example, here in South Africa, for rainfall analysis, 
Adamson. (1978)). The efficacy of multiquadric interpolation vis a vis 
other techniques has been convincingly demonstrated by comparative 
numerical investigations of the type conducted by Hein and Lenze (1979). 
Hardy supported the introduction of multiquadric functions on heuristic 
grounds; We have seen that in the simplest case, of multi-conic functions, 
the technique is well founded, and corresponds to a multivariate general-
isation of the simple method of piecewi~e linear interpolation. It has 
only recently been establi$hed that the: ritultiquadric technique in 
1general is also well posed (MiccheZZi, 1986). 
Hardy (1977) investigated the relation between his multiquadric kernel 
function and the covariance functions used in.the theory of stochastic 
processes. This is an appropriate thing to do, for covariance functions 
are reproducing kernel functions, and minimum variance unbiased predic-
tion yields spline functions - KimeZdorf-and Wahba (1970) point to the 
close connexion between spline theory and the theory of stochastic 
processes. Hardy came to the conclusion that the multi-conic kernel 
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function - the distance function I xi in lR.n - is not a covariance func..;. 
tion, i.e. not a reproducing kernel function. Indeed it is not; it, is 
a kernel mapping (a linear map between a dual space E' and a topological 
vector space E, in a sense made precise in Section 3.2), rather than a 
reproducing kernel function (a positive bilinear form on Ex E). It is 
not difficult to obtain a reproducing kernel function for multi-conic 
splines; for example, for n=2, i.e. for D-l}il/2 (lR2)/lP0 • Anticipating 
a result of Sect ion 4 .10, it is 
~x,y) = -{lx-yj - Ix-al - ly-al}, - (4. 92) 
2 
x,ye::lR, a any 'node' or 'knot' in {a} ,N' i i=l, •.• 
4.9.4 Point-mass splines: Here we choose n = 3, s = 1 and m= O, so that 
n "- n 
m+ s >_-z, but m+ s rz• A.= 2m + 2s - n = -1. 
is a fundamental solution of /:.e = o, and o * p1 
. a 1x1 
tial due to a point mass placed at a e:: JR.3 ; with 
is the Newtonian poten-
µ e:: H-l (lR.3) a finite 
comp 
mass distribution, µ* I ;I ~s the corresponding potential (cf. Zad:t>o, 
1984). ii\JR.3) , is the space of Newtonian potentials of finite energy 
described by Schwrtz (1964), p 233, with norm 
alternatively, with norm 
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f 1 2 3 1D f(y)i dm (y) lR n 
(bearing in mind that a constant harmonic function is zero), so that 
point-mass splines may be interpreted as minimising overall, the 
gradient of the potential. But o* I;, i ii1 (JR3), for 
1 
IYl 2 
is not integrable over JR3• Thus point evaluation functionals (and 
evaluation of derivatives) cannot be admitted as observations in the 
construction of splines minimising the norm ll • lliil(lR.3): the mass points 
cannot coincide with the positions of point observations, and some form 
of regularisation is necessary, for example; by 'burying' the mass 
points or 'knots'. ·One possible form of regularisation is introduced 
in Section 4.12; another possibility is to replace the kernel mapping 
1 
Ix -al 
by the mapping 
where the constant k, 0 < k < 1, is an appropriately chosen 'shrinking' 
or regularising parameter. (One could conceivably go even further, and 
partition the observations among a number of k. taken from the interval 
1 
]O,l[ and chosen to correspond with known levels of density contrasts 
within the earth). ·point-mass representations derived from measurement 
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of potential will be of the form 
s(x) (4. 84) 
and representations of the disturbing potential as derived from gravity 
anomalies will be of the form 
s(x) = 2 ~----} (4.85) 
lxllx-ka.I 1 
(where the usual spherical approximation has been made in dealing with 
the disturbing potential, cf. ReiZZy and Hebrechtsmeier, 1978). For 
the solution of. (4.84) or (4.85) it is enough that the observation points 
a., i = 1,... ,N, be distinct in each case (cf. Stromeyer and BaZZani 
1 
(1984) on this point). 
There is a close relation between spherical harmonics and point masses; 
the relation 
3 for x,y e: lR , 
00 I YI 
1 = 1 L (-)nP ( x•y ) 
lx-yj TXT n=O lxl n lxllYI ' 
and with P (t) Legendre polynomials, carries with it the 
n 
suggestion that the following chapter is an appropriate place to continue 
the discussion on point-mass splines. 
In JR2 the logarithmic potential plays the same role as the potential of 
a point mass in JR3• 
4.9.5 Summary: The table that follows summarises the spline functions 
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encountered in the the last few pages. 
Table 4.1: Summary of the more significant spline 
functions on JR.n, for n = 1,2 ,3. 
l. 
Name m s I 1-2m-2s Pf x KA sub-space continuity 
JR.l: linear 1 0 lxl-2 I ~I n-1HO co 
2 0 I xl-4 I ~1 3 . -2-0 cl cubic D H 
3 0 I xl-6 1~1 5 -3-0 c2 quintic D H 
JR.2: logarithmic 0 1 I xl-2 logl~I ill -
lxl-4 2 -2-0 co thin-plate 2 0 l~I logl~l D H 
I xl-3 
. 1 
co multi-conic 1 ! l~I D-1il2 2 
pseudo-cubic 2· ! I xl-5 1~1 3 -2-! cl 2 D H 
I xl-7 I ~1 5 _3_1 c2 pseudo-quintic 3 ! D H2 2 
JR.3: point-mass 0 1 I xl-2 I ~1-1 -1 H -
2 I xl-4 I ~I -2-0 0 multi-conic 0 D H c 
pseudo-cubic 2 1 I xl-6 1~1 3 -2-1 D H cl 
pseudo-quintic 3 1 I xl-8 1~1 5 -3-1 D H c2 
4.10 Reproducing Kernels 
It was noted that multi-conic splines in :m.3 , and thin-plate splines 
. JR.2 
- in , 
+ k £ 7l ' 
were biharmonic (except at the knots). More generally, for 
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k I 1 zk-n I I n 
{ (-1) c1 x loge x , k~I and .n even; e(x) = (4.86) 
(-l)kc31xl2k-n, otherwise 
(x # 0) is the fundamental solution of the k-iterated distributional 
Laplacian /:,.k .in lRn, i.e. 6.ke = o (Meinguet, 1983). Meinguet (1979c, 
1983) uses (4.86) fiS the starting point for the development of the theory 
of interpolating spline functions, which he calls surface splines, and 
in which reproducing kernel functions play an important part, in contrast 
to the path followed by Duchon (1977), through a direct construction of 
the kernel mapping using .Fburier transforms and convolution. The contents 
of this section tie in with the work of Meinguet (1979a, 1979b, 1979c, 
1979d, 1981, 1983), and also with Schempp and Tippenhauer (1974). 
In requiring the observation functionals {µ J ._1 N to be lP - uni-1 i- , • • • , m-1 
q __ (m+n -1) solven~, we require that a subset of size. can be chosen -
. n 
call these ,{µ.}._ 1 - such that 1 1- '... ,q 
<pl,µl> <pq,µl>. 
rank = q = dim lP m-1' 
<pl,µq> <p ,µ > q q 
where {p.}. 1 form a basis for lP 1 , i.e. it is possible to find 1 1= , • • • , q m-
a unique interpolant in lPm-l to the functionals {µi}. 1 • Thus 1= , ••• ,q 
in particular, there is a unique p. e: lP 1 solving the interpolation J m-
problem 
( 4. 87) 
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where cS • is the Kronecker symbol. {p.} ._1 are linearly inde-iJ J J- '. . . 'q 
pendent and form an orthonormal dual basis to { µ J . 1 . Let 1 1= , ••• ,q 
m+s . 
f e: H (n), s-;i bounded. Its JP 1- interpolant on {ii.}. 1 · is given m- 1 1= , • • • , q 
by the interpolation formula .(in Lagrange form) 
q 
L: <f 'µ. >p .• 
. 1 1 1 1= 
(4. 88) 
The spline solution is the unique element in n-rons (lRn) , interpolating 
f on M with minimum norm, and is of the form 8µ +·p, µ e: Mn JP;_1 and 
pe:JP l' m-
where the first space is a Hilbert space, and a Hilbert sub-space of 
Fbr m+s >I it is a space of continuous functions, and as 
was shown in Section 3.4, a reproducing kernel function can be asso-
ciated with n-ll\'is(lRn). We will now work towards an explicit identifi-
cation of the reproducing kernel. 
Lemma: The map 
through 
q 
e : µ I+ L: <p. , µ>p . 
p i=l 1 1 . 
( 4. 89) 
is a kernel mapping for JP 1 (with inner product deriving from· the m-
dual orthonormal basis {p.}i-l ) as a Hilbert sub-space of Hm+l s(lRn). 
1 - '... ,q oc 
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·Proof: Indeed 
and 
= (8 µ.,p.)]p = <p.,µ.> = o .. 
p . i J m-1 J l. l.J 
(which also confirms that the 
normal basis for lPm-l). Let 
(8 µ,p)lP 
P m-1 
Lagrange polynomials p. do form an 
. . l. 
µ e: H-m-s (1Rn) and p e: lP 
1
; then 
comp m-
q q 
= < r <p.,µ>p., r <p,µ.>p.) 
. 1 l. l. . 1 l. J i= J= 
q 
=. r <p.,µ><p,µ.> 
i=l l. l. 
q 
= < r <p,µ >I> ,µ> 
. i='l i i 
·= <p,µ> (Hm+s H-m-s), 
loc' comp 
so that 8 is indeed a kernel for lP l" p m-
ortho-
q 
" - H-m-s(lRn) · o In consequence µ f+ µ - L. <p., µ>µ. is a projection of onto lP 1 , 
· i=l l. l. comp m-
and we have 
Theorem: -m-s n 'For µ e:H · (lR ) define 
comp 
( 4. 90) 
where 8 is the kernel given by (4.57), then 80 is a kernel for 
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D-m..--:s(lRn)/P • Th h (' 2 2 ) · 11 m-l us t e map I\= m + s - n 
q 
* ~ - * µ 1-+ cµ KA - c L.. <p . , µ>µ. KA, 
i=l i i 
with c the appropriate constant from ( 4. 61) , is a kernel for the Hilbert 
sub-space n-Il\is(1Rn)/P 1 . Associated with it is a reproducing kernel m-
function; if µ. = 8 
i Cl.. 
i 
= <60cS ,o > y x 
q q 
= < cK, ( • - y) - c l: pi ( y) K, ( • - a. ) , 8 - l: p . ( x) 8 > 
I\ i=l . I\ i x j=l J O'.i 
q q 
+ l: l: p. (x) p. (y)K, (a. - a.)}. 
i=l j=l i ' J I\ i J. 
(4.91) 
Example: 
-1-1/2 2 A reproducing kernel for D H (JR )/P0, the space of multi-
. f . 1R.2 conic unctions on : JP 0 contains only constant functions; the 
Lagrange basis is the constant function p1 =1. By (4. 60) 
Thus from (4.91) 
f (-!.) 
-2 2 
c = -2 ---'-
rel) 2 
- -1. 
is a reproducing kernel for D-1ii112 (lRn) /P 0 • We confirm, that for 
( 4. 92) 
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f(x) 
(K0 (x,y) ,f(y)) 
Now 
lx-yl" = (T IYI)" = e IYI" = 
-x . x 
thus 
I IA . 1 x - a1 1 + e --3 , 
· <l1 IYI 
so with 
-J 2{-e f(y) + e f(y)}dm 2(y) = f(x) - f(a1), lR x al 
and 
the result follows. · It should be noted that K0 (a1 ,a1) ·= 0. 
Using reproducing kernel functions, spline functions are represented as 
q N-q 
s(x) = E c.p.(x) + E a.<K0 (x,•);µ.>, j=l J J i=l 1 1 
(4.93) 
where the first q functionals are chosen from {µi}i=l, ... 
' 
N to form a 
dual basis for lP 1 • The coefficients c., j = 1, .•. ,q are simply the m- J 
observation values c. = <f,µ.> (cf. (4.88)); the remaining coefficients 
J J 
ai, i = 1, .•. ,N-q, are obtained by solving the linear equations arising 
from the remaining observations: 
N-q 
~ a.<<K0(•,•),µ,>,µ,> = i=l 1 1 J 
104 
q 
c. - ~ ci<p.,µ.>, 
J i=l 1 1 
j = 1, ... ,N-q. 
(4.94) 
The coefficient matrix made up of the elements <<K0(•,•),µi>,µj>, 
i,j = 1, ••• ,N-q, coming from the N - q independent functionals µi' is 
a Gram matrix (made up of inner products), and thus synnnetric and posi-
tive-definite. There are efficient and numerically stable computation 
techniques for such linear systems; Meinguet (1983) makes a plea for 
using the Cholesky decomposition. On the other hand, in the equations 
(4.68) the diagonal elements are zero, and so the coefficient matrix is 
not positive-definite. (It is conditionally positive-definite with 
respect to B, i.e. EatAa > 0 if Ba= O, with a-:# 0, where E is either +l 
or -1, Dyn et aZ (1986)). The numerical difficulties in solving these 
equations ha~e been the concern of Dyn and Levin (1983), and Dyn et aZ 
(1986). 
4.11 Smoothing Splines 
The results of the previous sections for natural rotation-invariant 
interpolating splines extend readily to natural smoothing splines. As 
n n before' n is a bounded domain' and -m -2 < s < 2· 
Theorem: Let E > O; let {µ.} ._1 N be a linearly independent lP 1-i i- , • • • , m-
-m-s n m+s 
unisolvent set in H (JR ) • Let f EH (Q). There is a unique 
comp 
-m.-:s n n s ED 1:i {JR ) of the form µ*Kzm+Zs-n + p, with µEM · lP;_1 (and M = spanµi) 
minimising the quadratic form 
( 4. 95) 
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The required function is of the form 
N q 
s = E a.µ.*K, + E b.p. 
. 1 1 1 A • 1 1 1 1= 1= 
(4-. 96) 
( h (m + n - 1) d · lP d { } · · · · f ) w ere q = n = 1m m-l' an p. . _1 is a basis or lP 1 , 1 1- , • • • ,q m-
and.is obtained by solving the linear equations 
N q 
E a.<µ.*K,,µ.> + ~aJ. + E b.<p.,µ.> = <f,µ.>, 
i=l 1 1 A J c- i=l 1 1 J . J 
j = 1,. • • ,N, 
(4. 97) 
subject to the natural spline conditions 
N 
E a. <p. , µ. > = O, j = 1,. . • , q, 
j=l 1 J 1 
or, in matrix notation (cf. (4.68)) 
Ba = o. 
(here 1/£ plays the role of the 'ridging parameter' described by 
Max>quardt (19?0)). 
Proof: Suppose s 0 is a solution to the homogenous equation system 
corresponding to ( 4. 98) , i.e. c = 0, 
so 
N 2 1 N 
E <s ,µ > + - E a.<s0 ,µi> = -0, i=l 0 i Ei=l 1 
(4.98) 
or 
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N 2 l N N 2: <s0 ,µ.> +-;::: < 2: a.µ.*K,, 2: a.µ.> = o, i=l 1 ~ i=l 1 i A j~l J J 
N 
(4.99) 
Here we have made use of the fact that 2: a.<p.,µ.>=0, and that ]:>m-,l 
i=l 1. J 1 -
is in the nullspace of the semi-norm. We infer from (4. 99) that s 0 £ 
]:>m-l' and that <s0 ,µi>=O, i=l, ... ,N, i.e. s 0 =0. The homogenous 
equations corresponding to (4.98) admit only the trivial solution; in 
consequence (4.98) has a unique solution. 
Ifs is a smoothing spline, it satisfies (2.14), which equation here 
takes the form 
N 
(s ,x) n-lll}is (JR.n) + £ i:l <s - x, µi><x, µi> = 0' (4.100) 
-m.-:s n for all x £ D ti (JR ) • We use this fact to check that the solution to 
(4.98) minimises (4.95). Ifs is the solution to (4.98), and g is any 
otper element of D-II1ffs(JR.n), then (with g = s,- (s - g)) 
2 N 2 II g II n-II1ffS(lR.n) + £ 2: <s - g,µ.> 
i=l 1 
2 N 2 
=II s II + £ 2: <s-f,µ.> 
i=l 1 
2 N 2 
+II s-g II + £ 2: <s-g,µ.> - 2(s,s-g) 
i=l 1 
N 
- 2£ 2: <s-f,µ.><s-g,µ.>. 
i=l 1 1 
The last two terms are zero by (4.100), and thus 
2 N 2 2 N 2 
11 s 11 + £ 2: < s ~ f, µ > < 11 g 11 + £ 2: < s - g, µ i> , 
i=l i i=l 
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What. this regularisation achieves is the replacement of the kernel 
I I 
- I 
1
2 2 1/2 function KA= F( x ) as given by (4. 62) by KA= F(( x + £ ) ) • 
The best known example is 
which forms the basis of Hardy's multiquadric technique. This form of 
regularisation can be called Hax>dy reguZarisation, as the functions 
KA have come to be referred to as Hardy~type functions (Dyn et aZ, 1986). 
00 
These are C functions; they have proven to be most suitable functions 
for interpolation and approximatio~ (ibid.), but the well-posedness of 
interpolation with Hardy-type functions has only recently been establish-
ed, by MiccheZZi (1986). -
The Fourier transform of {I xi 2 + £ 2}8, B neither an integer nor of the 
n + form -2- k, k £ 7l , is 
. (4.101) 
(Jones (1982), p 339; GeZ'fand and ShiZov (1964), p 288, where expressions 
may also be found for the constant c). KB+~ is the modified Bessel 
function of third kind (Abramowitz and Begun, 1965, p 444). 
The kernel function and the Fburier transform from which it derives of 
multi-conic splines in m.2 are !xi and l~l-3 , respectively (vide Table 
4.1). Fbr multiquadric. functions the regularised analogues are 
I 1
2 2 1/2 I 
1
-3/2 I { x +£} and ~ K312 C£1~ ). Figure 4.1 shows the relative 
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(a) (b) 
10 
1 
1,0 fo--------y--........... ----.... 106+------;~..,.....-----..---'-~ 
0,1 1 1x1 10 0,1 1 
Figure 4.1: (a) Kernel function, and (b) its Fourier 
transform (up to a constant coefficient) 
for multi-conic and multiquadric splines 
on JR.2 , withe:= 1. (Values for K312 1~1 
taken from AbY'a!Tlowitz a:ndStegun (1965), 
TabZes 10. 8 and 10.10). 
behaviour of the multi-conic kernel function and its Hardy-type equi-
valent. It can be seen from the figure that the effect of the regular-
isation is to make the Fourier transform of the kernel function fall off 
considerably more rapidly. It can also be seen that, as e: increases, 
the Fourier transform falls off even more rapidly, or conversely, that 
the spline representation becomes smoother. Dyn et aZ (1986) point to 
the effect of this type of regularisation as 'of the-type of a low-pass 
filter', leading to surface interpolation by radial basis functions 
containing only the smooth components of the surface splines (4.74). 
The question that remains open is what are the general properties of 
the spaces to which these regularised splines belong, i.e. the properties 
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of the spaces (cf. (4.37)) 
For the spaces Hs (m.n) themselves there is a ready answer: as MiaaheZZi 
n 
(1986) indicates, cl E;j-B -ZKB + n( IE; I) - being the Fourier transform of 
2 . (I xi 2 + l) B - is a kernel function for the Sobolev space Hs (JR.n) of (4. 37), 
in the same way as K2m+2s-n, (4. 62), is a kerne.l for the Beppo-Levi 
space n-lllJis(JR.n) of (4.50); but (4.101) is unattractive a,s a basis 
function for surface interpolation. 
4.13 Approximation of Linear Functionals 
In this section a spline approximation satisfying the exactness 
condition (2.29) is sought within the framework set up earlier in 
Sections 4.7 and 4.8 for spline interpolation on JR.n. As in those 
sections - !!.2 < m + s < n2 + m; n is a bounded domain in ]Rn; { µ.} '=l 
. 1 1 , • • ,N 
are 1Pm_1-unisolvent linearly independent bounded linear functionals 
in H~m-s (JR.n), and they span a linear sub-space M. {p } is ~G k k=l, • • • , q 
a basis for 1P 1 (of dimension m- q -- c-m + nn -1)) ·, 1P . h 11 1 is t e nu space m-
of n-Ill}is (JR.n) • 
Theorem: Let ~ E H~m-s (JR.n). There. is a unique element 
µ = 
N 
~ a,µ. 
1=1 1 1 
in M satisfying the exactness condition 
(4.102) 
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for any s~6(MnJP;_1)+1Pm-l' where 6 is the kernel mapping (4.57). 
. Proof: The approximation is to be exact on JP 1 , i.e. it must satisfy m-
(4.103) 
and it must also be made exact on 8(MnlP;_1). Let {ii. } be . k k=l,... ,q 
a Lagrange dual basis in M of {pk}k=l spanning JP _1 , i.e. 
' •• • 'q m 
<p.,il.>=oiJ.~ i,j=l, ••• ,q 
l. J . 
- a dual version of (4.87), and possible for the same reason: the 
JPm_1- unisolvency of the µk. Let 
* q µ = µ - E <p µ >µ- J. = 1, • • • ,N ,· 
. . k' . k' J J k=l J 
* n 0 then µ . e: M JP 1 . J m-
N * Ea.µ. is to be exact on each 8µ., i.e. 
i=l l. l. J 
(4.104) 
(4.105) 
(4.106) 
j=l, ••• ,N, 
with KA the kernel function (4.62). Putting (4.103) and (4.106) 
together, the equations to be satisfied if the exactness condition is 
to hold, are 
N q 
E a.<µ.*K'\,µ.> + E bk<pk,µ.> = <µJ.*K'\,Jl>, j =l, ••• ,N 
i=l l. J A l. k=l J A 
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N 
.L: ai<pk,µi> =<pk,£>, k=l, ••• ,q, 
i=l 
where the bk are the (as yet undetermined) coefficients 
·N 
bk= ~i~lai<µk*KA,µi> + <µk*KA,£>. 
(4.107) can be written in matrix form as 
Aa + Btb = c 
Ba = d 
where A,B,a,b are precisely as on pp 86,87 for the interpolation 
problem, and 
c. = <µ.*KA,£>' j = 1, ••• ,N; 
J J . 
dk = <pk,£>' k = 1, ••.. ,q. 
(4.107) 
(4.108) 
(4.109) 
Since (4.68), the spline interpolation analogue to (4.109), has a 
unique solution, so too does (4.109), yielding the unique approximation 
in M satisfying the exactness condition. 
Freeden (1981a) argues along different lines to obtain the equivalent 
result for harmonic splines. His treatment of the minimum properties -
µ has smaller semi-norm than any exact non-element of M, and best 
approximates .!I, among non-exact elements of M - can be transposed to the 
present case without much difficulty. 
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If the reproducing kernel functions of Section 4.10 are applied to the 
·situation here the coefficients bk would not appear in (4.107), since 
µk' k = 1, ••• ,q, ~uld be known explieitly, and the first N equations 
will reduce to N - q equations involving only linear combinations of 
µ. *K, , j = l,. • • ,N - q, with the )1. spanning Mn lP 0 i" J I\ J m-
Chapter 6 sees an application of the approximation technique of this 
section, in the thin-plate quadrature of geodetic integrals. 
CHAPTER 5 
PERIODIC, SPHERICAL AND HARMONIC SPLINES 
5.1 Introduction 
It is not only the generalised spline theory of Chapters 2 and 3 that 
will be useful in looking at the geodetically significant cases of 
splines on the circle, on the sphere, and splines harmonic outside the 
sphere; the same arguments that were used in the previous chapter for 
splines on lRn, to find specific kernel mappings from the dual space to 
which the observations belong to the space in which the interpolating/ 
smoothing spline function is sought, are readily transposed to the new 
contexts of the present chapter. 
Periodic splines are considered since the theory is easily developed 
and pre-figures much of the spherical spline theory, which is the 
subject of Section 5.4, following Section 5.3, where some basic facts 
about spherical harmonics are recalled. Section 5.5 shows how spheri-
cal splines readily extend to splines harmonic outside a sphere. It is 
important for geodetic applications that these harmonic splines may be 
regularised, by 'burying' the knots, so that the continuity of the 
splines at the observation points is unimpaired. This technique of 
regularisation is the Bjerhammar regularisation familiar in other geo-
detic situations. By comparing the spectra of different spherical 
splines it is possible to recommend splines most likely to be effective 
for gravity field approximation. 
This chapter places the work of Freeden (1981a, 1981b, 1984) and Wahba 
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(1981, 1984) in the setting of the general spline theory adopted in 
earlier chapters. 
5.2 Periodic Splines 
Since the treatment of periodic splines serves mainly to set the scene 
for spherical splines, only splines on the unit circle II will be con-
sidered and splines on tori IIn will be neglected for n > 1. The weight-
ing function used in Section 4.5 will also be neglected, i.e. s = O. 
We will thus be looking at periodic analogues of univariate polynomial 
splines of the kinds considered by Schoenberg (1964) artd SU:nkeZ (1984a, 
1984b). 
Let ID(II) be the space of ftm.ctions <P on IT whose 21T-periodic extensions 
00 
to JR are in C (JR), and suppose ID(II) is given the Schwartz topology, 
i.e. the Frechet topology deriving from the norms 
(5.1) 
+ -for all mE 7l , where -<P is the periodic extension of¢, cf. (4.26) 
(Rudin, 19?3, p 190). ID' (II) the space of continuous linear function-
als on ID(II), is the space of distributions on II. All such distribu-
tions are tempered. The Fourier transform on ID' (II)' is defined as 
before: 
u<f> = u~ , <P E ID (II) • (5. 2) 
Since <P is periodic, i.e. -r _21T~ = ¢, we have ~ = e21T~, and the support of 
116 
A f 21Ti1; 1 A 
<f> is contained in the zeroes o e - , i.e. the support of <f> is 
7l= {0,±1,±2, ••• }, and 
A 1 21T 
<,f>(k) = c = -f e_k(x)<f>(x)dm(x) (5. 3) k 21T 0 
A 
A are the Fourier coefficients of <f>. The Fourier coefficients of u are 
u(k) = ue_k. (5. 4) 
The inverse !burier transform of (5.3) is 
(5.5) 
and the inverse transform of (5.4) is 
(5. 6) 
ek are eigenfunctions of the differential operator n2 , corresponding to 
eigenvalues k2 : 
It can be seen from (5. 3) that·· 
0$ = ~(O) 1 21T = c0 = -J <f>dm = l•<f> 21T 0 
for all <f> in ID(II), that 8 = 1, and thus (formally) 
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00 
l(x) = o(x) ~= 1 + 2 E coskx. 
k=l 
0 The space 1H (II) is defined to be 
(5.7) 
{u e: ID' (II): 2~/ I u(x) I 2dm(x) = E I u(k) 12 <oo}. II · ke:7l 
It is a Hilbert space with inner product 
1 21T 
(u,v)II = 21T/ u(x)v(x)dm(x). 0 . 
m 1H (II) is the space 
it is a semi-Hilbert space with semi-norm 
2 1 21T 2 II u II II = -2 f I Dmu(x) I dm(x). ,m 1T 0 . 
Its nullspace is JP0 , .·the space of constant functions. 
(5. 8) 
(5. 9) 
0 further, 1H · (II) 
is a dense Hilbert sub-space of ID' (TI), and 'Ilf1(II) is a dense semi-
Hilbert sub-space •. Sobolev's embedding theorem applies equally to the 
m k · present case: 1H (TI) C C (II) for m < k + 1/2. 
Theorem: The map 6:(ID') 1 nlP0 -+ID 1 through 
(5.10) 
is a kernel mapping of 1Hm(TI) as a semi-Hilbert sul;>-space of ID' (TI). 
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is the kernel associated with Rm (II) • For m = 1, K2m is continuous; for 
m = 2 it has continuous derivatives, etc. 
Example: The kernel mapping (5.10) is.used to verify that <w,c>=w(O), 
m for we: lH (II) : 
<w,8> = (w,c*K2 )II m ,m = E lk1
2
mw(k) lki-2m = E w(k) = w(O). 
ke:~ ke:~ 
It is possible to obtain closed expressions ~or K2m(x). We have 
(Spiegel, 1968, p 135) 
(5.12) 
and it is cle-ar from (5.11) that K2m is orthogonal to lP0 , that DK2m is 
2 
likewise orthogonal, and that D K2m = -K2m-Z. Hence _K2m, m = 2, 3, ••• 
can be found by repeated integration, using the orthogonality condition 
to determine the constant of integration. In this way, for example, 
00 
K3(x) = E sinkx 
k=l k 3 
00 
-
K
4
(x) = E coskx 
k::;:l k4 
1 2 1 2 1 3 
= tIT X - f;'ITX + 12X ; (5.13) 
14 122 1 3 14 
= - 9'C)'T + rr x - -urrx + 48x • 
(5.14) 
Interpolation by periodic splines: Let {µ1 ,µ 2 , ••• ,~} be a set of 
independent bounded linear functionals on ID' {II) which resolve constant 
functions. Let f £ID' (II); there exists a unique s e: llm(II) of the form 
s = U*K2m + Po' 
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where v £ span({µi})n:JP0, p £ :JP0 , satisfying 
2 1 1T 2 
with minimum semi-norm II s llrr =-2 J IDms(x)I dm(x). ,m 1T 0 . 
The required spline is the function 
N 
s = E a,µ.*K 2 +Po 
'lii m i= 
satisfying the interpolatory condition~ 
N 
L a,<µ.*K 2 ,µ,> + b<l,µ,> = <f ,µ,>, i=l l. l. m J J J 
for j = 1,... ,N, and the natural end condition 
N 
r a.<l,µ,> = o, 
i=l l. l. 
(5.15) 
and whose coefficients are obtained by solving the linear equations 
Aa + Btb = c 
Ba = 0 
as in (4.68). 
A reproducing kernel function corresponding to K2m(x) is 
(5.16) 
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where we have taken µ1 = cS • al 
This can be verified by direct computation, 
by checking that, for f £ lHm(IT), 
f(x) = f(a1) + (K2m,O(x,y),f(y))TI,m· 
First note that for g a periodic function, g(y - x) = e1 (x) g(y); thus 
considering K2m,O a function of y, 
1 A 
= {e.1 (x)-2- - K2 (x -a1)1 km m . 
and 
(K2 0(x,y) ,f(y))TI = E {e1 (x)f(k) - e1 (a1)f(k)} = f(x) -f(a1). m, ,m k£7l 
Trigonometric splines: The periodic splines above come from differential 
operators Dm inducing semi-norms with nullspace F 0 in each case. Trigo-
nometric splines are obtained from differential operators of degree m, 
and having nullspace trigonometric polynomials of degree m -1 or less. 
Fbr example, the operator 
A 
m 
m-1 
= D TI jn2 +ij 2 = 
i=l 
2 2 D (D + 1) (D + 4) ••• 
is associated with the kernel mapping 
co 1 m-1 1 
8: µ 1+ U* E ~( TI 2 2 2)coskx, k=m k2 j=l (k ...: j ) 
for which a closed expression can also be found (Schoenberg, 1964; 
sU:nkeZ, 1984a). 
Much more can be said about periodic and trigonometric splines; 
(5 .18) 
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besides the references cited above, Schumaker (1981) gives an extensive 
treatment. Periodic splines share many features with spherical splines; 
it is to these that we now turn. 
5.3 Spherical Harmonics 
In considering spherical harmonics, attention will be restricted to. 
the practically significant case of harmonics in JR.3, and spherical 
harmonics in Euclidean spaces of higher dimension will be ignore·d. 
Let Q be the unit sphere in :m.3 , with its centre at the origin, and 
let E be the unbounded region exterior to Q, A Laplace spherical har-
monic of degree n is the restriction s = H L.., to Q of an harmonic 
n n ~G 
homogenous polynomial H of degree n; we have 
n 
H (x) = lxl-(n+l)s (~) 
n n 
(5 .19) 
S , the space of spherical harmonics of degree 
n 
n, is a linear space of dimension 2n + 1. (Stein and Weiss, 19?1, p 139; 
Jones, 1985, p 2). Spherical harmonics of different degree are ortho-
gonal with respect to the L2(Q) inner product, i.e. for s e: S , s e: S , 
. . n n m m 
n #m, 
(s ,s )("'\ 
n m ~G 
= f s (~) s (~) dw(~) = o. Q n m (5.20) 
Sn contai~s a basis set {sn,l'sn,2 , ... ,sn,Zn+l} orthonormal with 
respect to the L 2 (Q) inner product. The or'thogonal direct sum 
00 
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is uniformly dense in c(n), the space of continuous functions on n, and 
dense in the Hilbert space L2 (n) of Lebesgue square-integrable functions 
on n (Stein and Weiss, 1971, p 141). Hence the set {s .} _0 1 n,J n- , , .•• 
j=l,2, .• ,2n+l 
. . 2 . 2 
is a complete orthonormal family in L (n) : any f EL (n) may be approxi-
mated (in the mean) by its Fourier representation, 
1 . N 2n+l 
N
im
00
llf-E I: (f,s .),..,s .11,..,=0. 
+ . n J ~6 n J ~6 
n=O J=l ' ' 
(5~21) 
The addition theorem of spherical harmonics is also required: for ~,n En 
2n+l 
E s . (~) s . (n) = 2n4!1 Pn(~·n), 
· j=l n,J n,J 
(5.22) 
where P is the Legendre polynomial of degree n, and ~·n is the Euclidean 
n 
. . 3 . . 
inner product in JR (MUZZer, 1966, p 10). (5. 22) is a reproducing 
m 
kernel function for the space·S • The space lP = e S of spherical 
n m n=:Jl n 
harmonics of degree m or less, has dimension (m + 1) • 
n In the same way as was done in defining distributions on IR and period-
ic distributions, ID(n) is the space of infinitely differentiable func-
tions on n given the canonical Schwartz topology, and ID' (n) the space 
of distributi.ons on n, i.e. the space of continuous linear functionals 
on ID (Freeden, 1984) •. 
As differential operator we use the surface gradient 
(5. 23) 
) 
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!z 
Figure 5.1: Co-ordinates on the unit sphere. 
* 1 a. a 1 a 
= fl = sin8 aa(sin&efa) + 2 -2 · 
. sin e aA. 
This, the restriction to Q of the Laplace operator in :m.3, is the 
(5.24) 
Laplace-Beltrami operator. Spherical harmonics s . of degree nare n,J 
* eigenfunctions of fl , corresponding to the eigenvalue A = n(ri+l), n 
* fl s . = -n(n+l)s .• 
n,J n,J 
Hm(Q) is defined to be 
Hm (n) = { u e: ID' (n) : I \/*mu I e: L 2 (Q) } , (5. 25) 
where, for m even, 
"m= /\ * 
v* um/2 ' 
and for m odd, 
125 
l
'i/*mul2 {a m-1 }2 . { 1 a m-1 }2 
= ae-<'V * u) + sine ar<'V * u) 
(Wahba, 1981, 1984), in conformity with the convention of Section 4.6. 
Hm(Q) is a semi-Hilbert space with semi-norm 
2 
Uullnm 
' 
(5.26) 
In the same way as was the case for periodic distributions, much of the 
preparation of Chapter 4 - translation (in the present-co~text, rotation), 
convolution, Rmrier transform -becomes much simpler on the sphere. Let 
<f> E C(n), u EID' (n), then their Fburier transforms - spherical harmonic 
coefficients - are 
(with 
$(n,j) = a = (<f>,s .)n, n,j n,J . 
u(n,j) = b = (u,s .)n n,j n,J 
La . convergent), and 
. n,J 
n,J 
<f> = L a .s . , 
. n,J n,J 
n,J 
u = L -b .s . 
. n,J n,J 
n,J 
(5.27) 
(5. 28) 
(where L = L 
. n=O, 1, ••• ) . In particular, for the Dirac distribu-
n,J ·-1 2 J- ' ' .• tion, 
,2n+l 
8(n,j) = s . (0), 
n,J 
s . (f;) ' 
n,J 
(5.29) 
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and 
8 = I: s • (O) s· ., 
n,j n,J n,J 
(5. 30) 
o t" = r s . c ~) s .• · 
..,. . n,J n,J 
n,J 
Also 
(S. 31) 
Tt"u = cSt"*u = I b js .(~) 
..,. . ..,. . n, n,J 
n,J 
(~,n En) in conformity with the results of Section 4. 2. Here the defi-
nition of sphericaZ convolution has been anticipated: 
u*<I>(~) = u(cSt"*<I>) = l: a jb .s . (~), 
..,. . n, n,J n,J 
n,J 
which when u is integrable, coincides with the usual definition 
u*<I>(~) = f u(n)<I>(~ - n)dw(n) 
S1 
(5. 32) 
= f ( r b - .s .(n)( r a .s .(~)s .(n))dw(n). 
,..., . n,J n,J . n,J n,J O,J 
~G n,J n,J 
A final point: from the relation 
it follows that 
(b. *u)"(n,j) = -{n(n+l)}mu(n,j). 
m 
(5. 33) 
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5.4 Spherical Splines 
We are now in a position to apply the fundamental theorem of Section 4.7 
to the present situation of finding spline functions that interpolate 
(or smooth) data on a sphere. Throughout this section A. = n(n + 1). 
n 
Theorem: The map 8: (ID')' fl lPO +ID' through 
{ -m}" 8: µ t+ µ* A. 
n 
(S. 34) 
is a kernel mapping of Hm(Q) as a semi-Hilbert sub-space of ID'(Q). 
-m A A,-m Proof: Let v =µ*(A· ) , then v =µA • 
n n 
Suppose u e: Lµ, where 
L: (ID')' fl Il'O + ID' /P0 
is the kernel associated with Hm/Il'0 , then 
<~,µ> r A.nmu(n,j)~(n,j) 
n,j 
for all cf> e: ID, and so iJ =A. mu and 
·.n ' 
i.e. m b.* w = 0, or we: 1P 0 , hence v e: Lµ as was required. 
Thus we need the function having A-mas its Fourier transform: 
n 
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K (~·n) = l: A-ms . (f;)s . {n) = 
m . n n,J n,J 
n,J 
(~, n e: Q) has the required Fourier transform. 
00 
l: 2n+l:i.-~ (~·n) 
n= 1 47T ''n n 
When m = O, K
0 
is called the Szego kernel, more on which below. 
(5. 35) 
The continuity of K , and hence also of the splines that are combina-
m 
tions of K, depends on m. For m=O, or 1, K (t) is not continuous at 
m m 
t = 1; it is continuous for m = 2, has continuous derivatives for m = 3, 
and more generally, has continuous derivatives of order m - 2. 
The realistic approximation of the earth's gravity field places a 
considerable constraint on the choice of m. The degree variances of the 
gravity field 
k = 
n 
2n+l 2 
l: a . ' j=O n,J 
Figure 5.2 (following page): (a) Disturbing potential 
degree variances, neglecting a constant 
variance factor, for 
1. Tscherning and Rapp's 1974 degree 
variance model, k = { (n-l)(n-2) (n+24)} -l; 
n 
2. Schwarz 's (1984) model in mountainous 
-2 -1 67 
areas k = (n-1) n ' · 
' n ' 
3. Sc:hwarz's (1984) model in ordinary 
-2 -2 06 
terrain, k = (n-1) n ' • 
n 
(b) Spherical spline degree variances, 
k = 2n+l{n(n+l) }-m f 1 2 3 4 or m = , , • n,m 7T 
(5.36) 
• 
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(a) 
10 
(b) 
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where a . are the (normalised) spherical harmonic coefficients of the 
n,J 
disturbing potential (Heiskanen and Moritz, 1967, p 259), fall off 
• 11 - 3 d' I ' asymptotica y as n accor ing to Tscherning and Rapp s widely 
-4 
used model, and fall of as n according to Kaula's Rule, for which 
Schiua.rz - (1984) finds support also in the medium frequency range (n = 200 
to 1000). This restricts choice of m to m = 2 (with perhaps also m = 3), 
and thus restricts the degree of continuity that can be expected of the 
spline representation, as also the data types that can contribute to 
the representation - no gravity anomalies, for example, if m = 2. 
R>rtunately the process of Bjerharrorzar reguZarisation provides a ready 
means of overcoming this difficulty, and allows a more flexible choice 
of kernel function. This is the subject of the next section; for the 
moment the discussion of spherical splines is continued by showing how 
interpolating spherical splines may be constructed. 
Let {µ
1
, ••• ,~}be a set of independent bounded linear functionals on 
Hm(n), and which resolve constant functions. Let ft: ID'; there is 
m 
exactly one element s t: H (n) , of the form 
where v t: span({µi})nlP0, p0 t: JP0 , satisfying 
<s,µ.> = <f,µ.>, i=l, ... ,N, 
i i 
with minimum semi-norm II s II;= J IV* ms (01 2 dW(~). The required spline 
r2 
is the function 
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N 
s = E a.µ.*K + Po 
. 1 1 1 m 1= 
satisfying the interpolatory conditions 
N 
(5. 37) 
E ai<µ.*K ,µ,> + b<l,µ,> = <f,µ.>, j =l, ••• ,N,(5.38) 
i=l i m J J J 
and the natural spline orthogonality condition 
N 
.E a. <l,µ .> = O, 
i=l 1 1 
(5.39) 
and whose coefficients ai, i = 1, ••• · ,N, and b are obtained by solving 
the linear equations 
Aa + Btb = c 
Ba = 0 
as in (4.68). 
A reproducing kernel function corresponding to K (~·n) is 
m 
(5.40) 
(5. 41) 
where we have taken µ1 = o. , a.1 e: Q. This can be verified by checking, a.l 
f (~) = f(a.1) + (K 0 (~,n),f(n))n • m, 3G,m 
Taking K 0 (~,n) as a function in n, m, 
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1 A 1 (K o<~,n))A(n,j) = - s .(~) - Km(~·al)l - - s .(al)' 
m, A m n,J A m n,3 
n n 
so that 
since the constant function 1 is in the nullspace of the semi-inner 
product. 
\ 
All the splines above - linear combinations of the isotropic functions 
Km (~·n) - share lP 
0 
as the null-space of the spline space inner product. 
Freeden (1981a, 1981b) derives a class of spherical splines with null-
space lP , and kernel functions 
m 
00 
E 2n+l 
n=m+l 47T 
where An= n(n+l) as before. R>r m = 0, we have the kernel function K2 ; 
. . -7 
for m =I the degree variances fall off eventually as n , rather too 
fast for gravity field appr9ximation. 'Covariance' functions corres-
ponding to these splines imply an unrealistic degree of correlation 
within the gravity field. 
Wahba (1984) has used the splines above to derive Vector splines, and 
used these for wind field modelling. A geodetic application would be 
for modelling horizontal gravity gradients or deflections of the vertical. 
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5.5 Spherical Harmonic Splines 
The ,spherical splines on the unit sphere extend readily to a sphere of 
radius R; the same kernel (5.35) can be used, and the semi-norm that is 
minimised is 
2 II u llRn m = 
' 
(S. 42) 
Spherical harmonic splines are obtained by applying the definition 
(5.19) to the kernel formula (5.35): for x1 = r1~, x2 = r 2n; r 1 = lx1 1, 
r 2 = lx21; r 1 ,r2 ~ R; ~,n ED, 
(5.43) 
Sometimes the data are given on a sphere, r 1 ,;. r 2 = R, so that 
(5. 44) 
Form= 0,1, K (t) is not continuous for t = 1, i.e. for ljJ = 0 - the splines 
m 
(5.37) can not.be used for point evaluations; for m=2, derivatives are 
not continuous at the knots - (5.37) can not then be used for derivative 
data, e.g. gravity anomalies or deflections of the vertical when approxi-
mating the disturbing potential. This difficulty can be overcome by 
Bjerhammar regularisation; by introducing a Bjerhammar sphere of radius 
~ < R, (5. 44) becomes (Moritz, 1980, p 181) 
'; 2n+l ,-m(~)2n+2p (I:• )• 
= u 4;r /\n R n ~ n ,. 
n=l 
(S. 45) 
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Figure 5.3: Spherical distance on the unit sphere; 
cos"ljJ = t = i; • n . 
similarly (5.43) becomes 
(5. 46) 
both these are uniformly convergent for all values of m. The semi-norm 
remains (5.42). By this device discontinuities at the knots have been 
placed on the sphere ~Q, at a depth R - ~ below the data points on the 
sphere Rn; alternatively the knots have been buried at a depth ri - ~ 
below the data points xi. These splines, being harmonic outside ~Q, 
have derivatives of all orders on R. 
Some care must be taken in choosing an appropriate radius for the 
Bjerhammar sphere. This will depend on the choice of spline, i.e. on 
m, on the data types used for the spline interpolation (or smoothing), 
and on the spatial distribution of these data. The numerical examples 
given by LeZgema.nn (1981 ) show quite graphically how interpolatory 
behaviour depends on choice of~: make it too close to R, and the 
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interpolant tends to 'local support' at the knots only; make it too 
small, and K B becomes almost a constant function, and linear combi-
m, 
nations of splines find it increasingly difficult to acconunodate the 
data, i.e. the linear equations (5.40) become increasingly ill condi-
tioned. Fbr reasonable results in approximating the gravity field 
the degree variances of (5.45) (or (5.46)) 
should conform somewhat with the degree variances of the gravity field 
as contained within the data. Fbr local gravity field approximation, 
with data spaced at intervals of a few minutes of arc over an area a 
few degrees square - when medium and high frequency features of the 
gravity field are being modelled - the degree variances of the disturbing 
potential fall off roughly as the third or fourth power of n (Schwarz, 
1984). Among kernel functions (5. 44) , m = 2 is an appropriate choice. 
~ Figure 5. 4 (a) shows degree variances for m = 0, and R = 0, 97; 0, 99; 
0,995 and 0,999. Their relative behaviour should be compared with 
Figure 5.2(a); none seems to be suited for approximating the disturbing 
potential. In Figure 5.4(b), showing degree variances for m = 1 with 
RB 
R= 0,99; 0,995 and 0,999, ratios intermediate to 0,995 and 0,999 
appear reasonable. The regularised splines best suited to the gravity 
field seem to be spherical splines m = 2, with ~ close to 0, 9999. 
Figure 5.4(c) shows the degree variances for these splines with 
~ R=0,995; o,999 and o,9999. 
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choosing the ratio 
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10 I 02 Io"' I 04 n I 0
5 
Degree variances of regularised spherical 
splines for (a) m = O; (following page) (b) 
m = l; (c) m = 2, for a variety of ratios 
~/R. Suitable ratios give slopes approxi-
mating those of Figure 5.2(a). The shaded 
area indicates the approximate spectral 
range of interest for local gravity field 
approximation. 
investigation led to an empirical formula for 
~. R. 
-= 
R 
o(k ) 
n 
1 - (2 + 2 )1/Jm' 
where o(k ) is the order of increase of the degree variances k , and 
n n 
2 
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m=1 
(b) 
10 n I 0
5 
m=2 
' 
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Table 5.1: Ratios ~/R of radius of Bjerhammar sphere 
to radius of spherical earth as given by 
LeZgemann's (1981) formula, for m=0,1,2, 
and mean spacing Wm between data points 
30 I ' 15 I ' 5 I , 
m o(k ) 30' 15' 5' 
n 
0 1 0,978 0,989 0,996 
1 -1 0,987 0,994 0,998 
2 -3 0,996 0,998 0,9993 
W is the mean distance between data points. Table 5.1 gives a selec-
m 
tion of results using this formula for the splines above; there seems 
to be good agreement with ratios inferred from Figure 5.4. 
The Szego kemeZ is obtained when m=O in (5.43)or (5.46). The infinite 
series can be expressed in.closed form (LeZgemann, 1979) 
(5.47) 
or, on introducing a Bjerhammar sphere of radius ~' 
(5. 48) 
with 
+ l; (5. 49) 
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in the case of observations on a sphere of radius R 
(5. 50) 
+ 1. (5.51) 
Point-mass splines: There are other choices of degree variances also 
giving kernels that can be expressed in closed form ~ these are the 
kernel functions of anaZyticaZ coZZocation (Moritz, 1980; LeZgemann, 
1979, 1980, 1981), TschePning, 1986). Only·one example will be 
considered here; with 
the KParup kePneZ is obtained 
(5.52) 
with L given by (5.51) for data on a spherical earth, or more generally 
by (5. 49) • F\.trther, since 
or 
the distance ~ (as shown in Figure 5.5) in the second case is the 
distance to a point mass proportional to r2 /~ .buried relatively 
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1 
Figure 5.5: Position of mass sources for point-mass 
splines (a) on a spherical earth; and (b) 
in the general case. 
~/r; below the observation point x2 (cf. Tscherning, 1986, p 17); in 
the first case all point masses are buried relatively ~/R below the 
2 . 
Bjerhammar sphere, or (~/R) below the surface of a spherical earth. 
It is thus appropriate to refer to (5.52) as point-mass splines. 
CHAPTER 6 
SPLINE APPROXIMATI0~1 OF THE LOCAL GRAVITY FIELD· 
6.1 Introduction 
The application of the theory of spline approximation to the problem 
of finding local approximation~ to the earth's gravity field is now 
relatively straightforward, at least for the simple, essentially two-
dimensional models to be considered in this chapter. Computationally, 
little more is involved than the solution of a set of linear equations. 
Splines on JR.2 , and the spherical splines of the previous chapter, will 
be seen to give results very much the same as for least squares 
collocation. . 
Among the applications to be looked at is geoid interpolation. The 
need to determine orthometric height differences from CPS-derived 
ellipsoidal heights has made local geoid determination a topical 
problem. Relative geoid heights may be obtained-from gravity anomalies 
(Kearsley, 1986; Schwarz et aZ, 1987), but there is also scope for 
interpolation, either directly, or with supplementary gravity data, of 
geoid heights determined from comparison of GPS ellipsoidal heights, 
and spirit-levelled orthometric or normal heights, in the way suggested 
by King et aZ (1985), p 96. Direct interpolation is the subject of the 
following section, comparing the efficacy for geoid interpolation of a 
number of spline techniques. Section 6.4 shows that the inclusion of 
relatively few gravity anomalies may improve materially the interpola-
tion of geoid heights. Section 6.3 is given over to the more tradition-
al task of interpolating free-air gravity anomalies; since gravity 
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anomalies show more variation, this may be .a more demanding test. 
The study area for these interpolation tests is an area 2°x2° in 
extent in northern Natal, south-eastern Transvaal and Swaziland 
(Figure 6.l(a)). In the west the area straddles the southern African 
escarpment, and along its eastern edge are the Lebombo moumtains. 
This mountain range, running along the Swaziland-Mozambique border, 
though no higher than 700m, is gravimetrically very sharply defined 
(Figure 6.l(c)). The area between, in the Lowveld of Swaziland and 
eastern Transvaal, is a complex mix of volcanic rocks and metamorphosed 
sediments of the Precambrian and Mesozoic periods, with gravity anoma-
lies little correlated with elevation, and somewhat difficult to model 
(MePPy, 1980). 
The geoid heights for this area are those of the tx;T86 geoid (van Gysen 
and MePPy, 1987). This geoid combines the OSUSl geopotential model. 
and free-air gravity anomalies for southern Africa using a spectral 
weighting technique, with an a priori spectral weighting function. 
The known medium-wavelength errors in the geoid (MePpY and van Gysen, 
1987) should not much impair the use of the geoid heights shown in 
Figure 6.l(b). 
Section 6.5 deals with geoid interpolation of a different kind; a 
pseudo-cubic geoid for southern Africa is given, which interpolates 
both Doppler-derived geoid heights and astro-geodetic deflections of 
the vertical. 
/ 
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The final case study looks at spline approximation of linear function-
als - at the thin-plate spline quadrature of several geodetic integrals~ 
The contribution, to a planar approximation, of a circular innermost 
zone, is.evaluated for Stokes's formula, for.the formulae of Vening 
'd/J. Meinesz, and the gravity anomaly gradient~ used in Molodensky's 
solution of the geodetic boundary value problem. 
(a) 
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~igure 6.1: (a) Locality of the 2°x2° study area 
for the geoid and gravity anomaly 
interpolation of Sections 6.2-6.4; 
(b) (overleaf) quasi-geoid heights in 
the study area (contour interval lm); 
(c) free-air gravity anomalies in the 
study area (contour interval 10 milligal) • 
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(b) 
(c) 
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6.2 Spline Geoid Irtterpolati.on 
In this first test different spline interpolants of the geoid are 
compared with least squares collocation. For rotation-invariant splines 
on Euclidean spaces - those taken from Chapter 4 - the interpolation 
takes place in lR2 , with a plate earree projection of geodetic positions, 
(6.1) 
(where ¢0 is an average latitude, ?nd R the radius of a spherical earth). 
Geoid heights are supposed given at N points a.i = (a.11 ,a.2i) • 
The following splines are considered: 
(i) Multi-conic splines, of the form 
N 
s(x) - E ai I x - a. . I + b 
. 1 1 1= 
(4.75) 
interpolating the given geoid heights, subject to the end condition 
N 
E ai = O. 
i=l 
(ii) Hardy's multi-quadric functions, of the form 
s(x) 
2 
with E = 0,086, a value loosely based on the recommendation of 
(4. 83) 
Hardy (19??). The results turn out to be relatively insensitive to 
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the exact choice of E. 
(iii) Thin-plate splines, 
s(x) N . 2 = I: a. Ix -ex.. I log Ix -ex.. I + b0 + b•x, 
. 1 i i e i i= 
satisfying the interpolatory constraints, and the end conditions 
N 
I: ai = O; 
i=l 
N 
L a.a.. = 
··11.l. i= 
2 0 (in lR ) • 
(iv) Pseudo-cubic splines, of the form 
s(x) = 
N 3 
I: ai I x - ex. • I + b 0 + b • x, i=l 1. 
(4.72) 
(4.78) 
interpolating the data, and satisfying the same end conditions as the 
thin-plate splines, since both have JP1 as nullspace. 
(v) Pseudo-quintic splines, of the form 
s(x) 
with end conditions 
N 
I: ai = 0, 
i=l 
or 
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N 
L: aia2. = o, 
. 1 l. i= 
N 2 L: a .a1 . = o, i=l l. l. 
N 2 
L: a .a.2 . = 0, 
i=l l. l. 
N 
L: a . al . a.2 . = 
i=l l. l. l. 
N 
L: a. = O, 
i=l l. 
N 
L: a.a. = 0, 
i=.1 l. l. 
N t 
L: a.a.a. = O. 
i=l l. l. l. 
o, 
(vi) SphericaZ spUnes, m = 2, 
N 
s(x) = E a.K2 B(~·n.) + b 
i=l l. ' l. 
(x =Rt;, a.= Rn.) derived from (5.37), with 
l. l. 
and subject to 
N 
E a. = O. 
i=l l. 
(6. 3) 
(6. 4) 
The ratio ~/R was chosen. as 0,9999 on the basis of the discusssion 
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in Section 5.5 
(vii) Least squares ooUocati.ng splines, 
N 
s(x) - E a.K 1. B(~·n.), 
. 1 l.' co , l. i= 
with 
where the degree variances are proportional to the values _of 
Tscherning and Rappts 1974 model for global geopotential degree 
variances (Moritz, 1980, p 190), but with ~/R = 0, 9999 rather than 
0,9996. 
(6.5) 
(6.6) 
Given geoid heights (on a S'xS' grid) in the area of Figure 6.1 were 
uniformly randomly sampled for N = 2, 16, 36, 64 and 100, with the 
sampling being done using th.e NAG routine GOSEJE (Numerical Algorithms 
Group, 1983). For each sample the spline representation was found by 
solving the linear equations (4.68) or (S.40) (using the NAG Crout 
factorisation routine F04ARE), rather than the positive-'definit!e 
equations (4.94) consequent to using a reproducing kernel function 
(4.91) or (5.41). 
The fidelity of the representation is measured by the root-mean-square 
(rms) discrepancy against all S' geoid heights in the 2°x2° sampling 
area. Figure 6.2(a) shows the rms error (in metres) for each of the 
six splines (i) to (vi) above, against the corresponding rms error 
for least squares collocation (vii) (shown by a dashed line). Shown 
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in the figure for N = 0 is the rms variation of the geoid. 
Each technique compares favourably with the collocation solution, the 
more so as the sample size increases. For N = 4 there is no pseudo~ 
quintic solution as the nullspace alone requires s~x coefficients. 
For N=lOO the spherical spline begins to diverge, indicating perhaps, 
the incipient instability in the linear equations (5. 40) Dyn et a.Z 
(1986) warn against, and aggravated by the interpolation of K2 B in 
' 
(6.4) from a look-up table (with the interpolation being done with a 
forward difference formula, rather than using a cubic spline, say -
contrary to the spirit of the rest of my work). 
Figure 6.2: (following pages) (a) Rms error (in metres) 
in representing geoid heights in the area 
of Figure 6.1, for (i) multi-conic splines, 
(ii) multi-quadric functions, (iii) thin-
plate splines, (iv) pseudo-cubic splines, 
(v) pseudo-quintic splines, and (vi) spherical 
splines, m=2. The dashed lines indicate the 
corresponding rms errors for least squares 
collocation. Figures in italics give the 
relative representation error (relative to 
the closest interpolation point) in parts per 
million; 
(b) predictive power for the same splines, of 
geoid heights (solid lines), and of least 
squares predicted heights (dashed lines). 
Figures in italics give percentage error 
correlation between spline and least squares 
representations. 
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Figure 6.2(a) also gives an average value for the representation error 
(error in geoid height relative to distance to the closest interpola-
tion point) expressed in parts per million, indicating that all 
representations seem to converge at a rate.that is approximately linear 
in relation to the distance between data points. 
The suggestion that various splines may be as effective overall as a 
least squares collocating spline is pursued further in Figure 6.2(b). 
The solid lines indicate the 'power of prediction' for each technique, 
i.e. the ratio, expressed as a percentage, between the rms variation 
in the signal (geoid heights), and therms error in prediction. Each 
technique does fairly well. The dashed lines show the power with 
which each spline predicts least squares collocated heights. It is 
interesting to see that~ with the exception of pseudo-quintic splines; 
each spline represents the least squares predicted geoid better than 
the actual geoid, with the m = 2 spherical splines doing best (except 
for N = 100), and thin-plate splines also doing well. The figures in 
ital~cs give the percentage correlation between errors in spline geoid 
heights and corresponding errors in collocated heights, again pointing 
to close agreement between each spline technique and least squares 
collocation (with pseudo-quintic splines excepted). 
The reason for this agreement is not far to seek. The geopotential 
. -3 
degree variances (6.6) fall off in the main as n (and eventually 
2n+2 
ever·faster as the term (~/R) comes .to dominate), as do the 
spherical spline degree variances (6.4). Schwarz (1984) indicates a 
-4 fall-off clos·er to. n , and in areas of little topography the 
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-5 6 geo).)otential degree variances fall off even faster, e.g. as n ' in 
southern Ohio (Arabelos and Tziavos, 198?). It can be seen from 
Table 4.1 (p 98) that, in m.2 , the Fourier transform of the multi-
conic kernel mapping is proportional to I xl-3 , for thin-plate splines 
4 5 it is !xi- , for pseudo-cubic splines Ix!- , and for pseudo-quintic 
splines lxj-7. The efficacy of thin-plate splines in representing the 
geoid is thus not surprising, nor that multi-conic (and hence also 
multi-quadric functions) and pseudo-cubic splines are not much .less 
effective. 
6.3 Spline Interpolation of Free~Ait Gravity Anomalies 
The free-air gravity anomalies of Figure 6.l(c) reflect the complex 
geology of the region. They are little correlated with elevation, for 
the rms variation of the anomalies is 30,6 milligal, and the rms error 
in predicting gravity from linear correlation with' elevation is 24,5 
milligal. This is thus not an area in which the gravity anomaly 
field is easily modelled; with a sample of 144 anomalies, gravity 
anomalies can be modelled w1th an rms error little better than 7,5 
milligal. Representation of this highly variable data should be a 
good indicator of the relative performance of different splines. 
As in the previous section, the interpolation by the splines of 
Chapter 4 takes place in the plane. The usual technique is followed 
of removing the topography to get Bouguer gravity anomalies, interpo-
lating these anomalies, and restoring the topography (despite the weak 
60% correlation of gravity anomalies with elevation). 
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The following splines are used, interpolating given gravity anomalies 
. . 2 
at N points a. = (a1 . ,a2 .) e: JR : i i i 
(i) rrruZti-conic spZines (4.75); 
(ii) rrruUi-quadric functions (4.83), with the same regularising 
2 
value e: = 0,086 as in the previous section; 
(iii) thin-pZate spZines (4.72); 
(iv) pseudo-cubic spZines (4.78); 
(v) sphericaZ spUnes, with m = 1, now with a. e: n, i = 1,... ,N, and 
l. 
x = R~ , a . = Rn • , 
l. l. 
N 
s(x) E a.Kl B(~·n.) + b. 
i=l l. ' l. 
(6.7) 
The kernel function is 
(6. 8) 
-3 If degree variances of the disturbing potential fall off as n those 
-1 for the corresponding gravity anomalies fall off as n , hence the 
choice of m= 1, whereas in the previous section m= 2 (and hence also 
the need for regularisation). The Bjerhammar sphere that seems to 
work best is at a relative depth ~/R = 0,99, in conformity with what 
Lelgemann's (1981) rule v!ould suggest. 
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If m = 2 spherical splines show some numerical instability with 
increasing numbers of data, this is even more likely for spherical 
splines with m;., 1, since the function K1 B is more sharply peaked. 
' 
A small degree of smoothing is thus introduced, with the 'ridging' 
parameter of Section 4 .11 given the value !. = 0,005. 
E 
(vi) Least squar>es collocating splines (6.5), with degree variances 
K 1 B(~·n:) 
co '' ]. 
(6. 9) 
and ~/R=0,99, as in (v). 
Pseudo-quintic splines are not included; they perform appreciably 
more poorly in relation to other spline functions than for geoid 
interpolation. The procedure of the last section - randomly sampling 
from a 5 'x5' data field - is again followed, with N = 4, 9, 16, 36, 64, 
100 and 144. Figure 6.3 shows how the results comp~re. With some 
fluctuations for small samples at N = 4 and 9., the different spline 
techniques seem to give very similar results. The improvement as the 
Figure 6.3: (following page) Predictive power 
(expressed as a percentage) for the 
indicated spline functions, of free-air 
gravity anomalies (solid lines), and of 
least squares predicted anomalies 
(dashed lines). The figures in italics 
give the percentage error correlation 
between spline and least squares 
representations. 
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number of data points increases is slower than with geoid heights. 
In each case spline interpolation agrees better with the least 
squares predicted anomalies than with the actual anomalies. This is 
especially evident with the multi-conic and spherical splines. The 
figures in italics iri the figure giving percentage error correlation 
between spline·and least squares errors in representation further 
strengthen the conclusion that the splines (i) to (v) above interpolate 
gravity anomalies in very much the same way as least squares 
collocatiOn. 
6. 4 Spline Geo id Interpolation wit.h Gravity Ano'Puilies 
Spline functions need not interpolate data of one type only. In geoid 
interpolation - for example, interpolating geoid heights determined 
from comparison of GPS-derived ellipsoidal and spirit-levelled ortho-
metric or normal heights - gravity anomalies may coptribute signifi-
cantly to improving the representation. This will be indicated at the 
hand of three examples, involving multiquadric and-spherical splines, 
and least squares collocation. 
(i) Multiquadric functions: 2 As in Section 6.2, x= (x1 ,x2) £ 1R; 
geoid heights N. are given at points a.= (a1 .,a2 .), i=l, ••• ,N. A . 1 1 1 1 
further M gravity anomalies b.g. are given at the points 8. = (81 ., 82 .). . J J J J 
The two-dimensional approach of the previous sections is continued' 
in representing the geoid as 
s(x) = N lM ·{ -1 2 E a.d (x,a.) + - Eb. Ed (x,8j) - R_ d£(x,8J.)}, 
i=l 1 £ 1 yj=l J £ -~ (6 .10) 
,J•", ····!'-
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1,0 N=4 
m 
0,8 
20ppm 
0,6 
N•l6 
0,4 
20 N=32 18 
19 
0,2 
0 16 64 M 144 
Figure 6.4: Rms errors (in metres) in multiquadric 
representations of the geoid in Figure 
6.l(b), interpolating N geoid heights 
and smoothing M gravity anomalies. 
Figures in italics give the relative 
representation error (relative to the 
closest interpola~ion point). 
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were drawn from a wider area; these are thus uniformly sampled from 
a 4°x4° area centred on the 2°x2° one •. A small degree of smoothing 
is necessary to obviate the type of divergence seen in E.gure 6.2. 
1 Only gravity anomalies are smoothed, with the 'ridging' parameter cr 
given a value of 0,05 •. Changing this value by several hundred percent 
leads to little change in the numerical results. The results are more 
sensitive to the value of the regularising parameter - a ·value of E 
corresponding to ~/R = 0, 998 seems to work .best, although the results 
do not change much for a 50% variation in E. 
Adding gravity anomalies leads to· a modest improvement in the repre-
sentation of the geoid, and more so for small numbers of given geoid 
heights (N = 4 and 8). That there should be any improvement at all is 
surprising. When introducing observations other than function evalua-
tions - in this case, introducing gravity anomaly evaluations as well -
it becomes apparent that multiquadric functions (as also the splines 
in Table 4.1) are not the most natural building blocks for geodetic 
models. Moreover, it is only through regularisacion that gravity 
anomalies are allowed as data at all. In this regard spherical splines 
are better suited for representing the geoid using geoid and gravity 
anomaly data. 
(ii) Spherical splines: The m = 2 spline interpolating both geoid 
heights at points a. =Rni, n. Er2, i=·l, ••• ,N, on a spherical earth of 
l. l. 
radius .R, and gravity anomalies at points S. = Rr;; . ., r;;. En, j = 1, ••. ,M, 
J J J 
has the form, for x = R~, 
161 
s(x) = 
N l M 
L: a.K2 B(s•n.) + vR__ · L: b.ti K2 B(s•l;;.) + c0 , i=l 1 ' 1 r -l3j=l J g ' J (6.14) 
where 
fik B= (n-l)k B' n=l,2, ••• g n, n, (6.15) 
relates (except for the otherwise usual factor R) the 'degree variances' 
for the spherical spline representation of the disturbing potential to 
the 'degree cross-covariances' between disturbing potential and 
gravity anomalies. The coefficients of (6.14) are found from the data 
by solving the linear equations 
1 N 
-R L a.ti K2 B(sn•n.) 'Y~ . 1 1 g ' }I., 1 1= 
subject to the end condition 
N 2 M L: a. - -R L: b. = 0. 
·1 1 'Y·1J 1= J= 
k=l, ••• ,N, 
· Representations of the geoid in Figure 6 .1 (b), with rms errors as 
(6.16) 
given in Figure 6.5, are obtained in the same way as for multiquadric 
functions, with N geoid heights sampled from the 2°x2° study area, and 
M gravity anomalies from a larger 4°x4° area. The gravity anomalies 
are smoothed; with the ridge parameter set to 0,3, though there is a 
50~ latitude in choosing this figure in which range results change only 
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1,0 
m 
0,8 
0,6 
0,4 
~1=::=::::::::::::i rspm 
14 
0,2 .-~~-.------...... ----_.13 
0 16 64 144 M 
Figure 6.5: Rms errors (in metres) in m=2 spherical 
spline representations of the geoid in 
Figure 6.l(b), interpolating N geoid 
heights and smoothing M gravity anomalies. 
(~/R=0,995, l/cr=0,3). Figures in 
italics give the relative representation , 
error (in parts per million). 
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slightly. The ratio ~/R was set to 0,995. 
Including gravity anomaly data leads to an improved spherical spline 
representation of the geoid, particularly for small numbers of given 
geoid heights; for larger numbers the improvement is small. Spherical 
splines perform almost as well as least squares collocation: 
(iii) Least squares collocation: Here the representation is 
s(x) = 
N l M 
~ a.K l B(;•n.) + ·R_ I b.~ K l B(;•s.), i=l i co , i y_ 13j=l J g co , J 
(6.17) 
with K 1 B given by (6.6), and~ as in (6.15). The coefficients of ,CO , g 
the representation are obtained from 
N l M 
I a.K l B(nk•n.) + R I b.~ K l B(nk•s.) = Nk' i=l i co , i Y-l3j=l J g co , J 
k=l, ••• ,N, 
(6 .18) 
1 N 
~RI a.~ K 1 B(sn·n.) Y i=l l. g CO ' N l. 
1 ~ 2 1 
+ 2 L ~{~ K 1 B(sr."s.) + ..::.00- nJ·}= ~gn, 
y ~j=l J g CO ' N J N N 
i=l, •.• ,M. 
In interpolating the geoid of Figure 6.l(b) - in the same way as for 
spherical splines above - the depth of the. Bjerhammar sphere was set 
at ~/R = O, 995, and the ridge parameter, smoothing gravity anomalies 
1 only, at 
0 
= 0,2. Figure 6.6 shows the rms errors in representing the 
geoid. There is a substantial improvement when N is small, and the 
relative improvement (not surprisingly) is less as N increases. 
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Figure 6.6: Rrns errors {in metres). in least squares 
collocation representations of the geoid 
in Figure 6.l(b), interpolating N geoid 
heights and smoothing M gravity anomalies. 
(F"B/R=0,995, l/cr=0,2). Figures in 
italics give the relative representation 
error (in parts per million). 
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To summarise: the inclusion of a small number of gravity anomalies may 
contribute significantly to the interpolation of geoid heights. Multi-
quadric functions were able to represent the geoid in the study area 
with a relative accuracy of about 2 cm per kilometre from the nearest 
interpolation point, irrespective of the number of geoid points. Least 
squares collocation does twice as well, at about 1 cm per kilometre, 
and spherical splines with m = 2 only slightly worse. 
6.5 Combined Doppler and Astra-Geodetic Geoid fot·Sc:itithern Africa 
Using the splines of Chapter 4 for interpolating mixed data is on 
firmer ground when the data are essentially geometrical. This is the 
case for geoid representations with data in the form of geoid heights 
and astro-geodetic deflections of the vertical. This section describes 
a geoid interpolating these two data types. The geoid heights are 
obtained as differences between ellipsoidal heights derived from Doppler 
co-ordinates and levelled orthometric heights, and astro-geodetic 
deflections of the vertical are used as measures of geoid gradient. 
Pseudo-cubic splines are used to interpolate these data, for they are 
sufficiently continuous to be able to accommodate derivatives. 
As in the previous sections we continue to work in the plane, with 
x= (x1 ,x2) = (R<jl,RA:cos<j>0), (6.1). This introduces no error, other than 
that the semi-norm (4. 79) measuring overall smoothness refers to .the 
plane projection, rather than to a spherical earth. 
Geoid gradients in north~south and east-west directions are related to 
the components l;,n of the deflection of the vertical by (Heiskanen and 
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Moritz, 1967, p 112) 
dN 1 dN 
= R d"' = -s = - (qi - <f>) ' 
,dS<f> 't' 
= 
1 dN 
Rcos<f> dA 
= -n = -(A -A.)cos<f>. 
In the projection plane the geoid gradients are 
-s, 
-~. coscp0 . 
The geoid heights N = h '.""" H remain unchanged in the projection._ 
2 
Let geoid heights Ni be given at N points a.i = (a.li ,a.2i) £ lR , 
; (6.19) 
(6.20) 
and pairs of geoid gradients (µ., v.) be given at M points f3. = <S1 ., f32 .). . . JJ. . . J J J 
The pseudo-cubic spline interpolating these data has the form (with 
s(x) 
~ 3 M M 
= 2: a. Ix - a1 I + ~- 3b. (x1 - S1 .) Ix - f3. I + ~ 3c. (x2 - S2 . ) Ix - f3. I i=l 1 j=l J J J j=l J J J 
r 
where the coefficients {a.}._1 N' {(b,,c.)}._1 ,M' d0 , d1 , d2 1 1- , ••• ' J J J- , ••• 
are obtained by solving the linear equations 
(following page) 
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k=l, ••. ' ,N, 
N 
i:l3ai Ct\i - ali) I Bi - ai I 
M 
+ j:
1
3cj<B1i-81j)(82i -62j)l8t..;.sjl-
1 
+ d1 = µi, 
N 
L: 3a. (82,Q, - cx2 .) I Bi - a. I i=l i . i i 
subject to the natural spline end conditions 
N 
L: ai = 0, 
i=l 
Q, =. 1, • • • , M, ( 6 • 2 2) 
----------------------------------------------
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N M 
r a.a2i + r c. = o. 
i=l 1 j=l J 
The southern African data available for the construction of a pseudo-
cubic spline geoid of the form (6.21) are shown in Figure, 6.7. The 
data comprise 
(i) 92 pairs of vertical deflection components throughout South 
Africa observed since 1965 by the Chief Directorate of Surveys 
and Mapping in support of their geodetic t.raversing programme 
(D.P.M. Rousseau, ·personal communication); 
(ii) 9 pairs of deflection components along the South African section· 
of the 30°E meridian arc (Union of South Africa, 1954); 
(iii) 47 pairs of deflection components along the parallel 30°S 
observed in the years 1960 to 1969 by B.M. Jones and P.V. Angus-
Leppan (Jones, 1970); 
(iv) Five Doppler points in South Africa and one in Namibia that are 
South Africa's part of the ADOS African Doppler Survey; 
(v) a further 21 points in South Africa and the s~ubhern part of 
Namibia determined by Doppler translocation, and tied to the 
South African ADOS points (D.P.M; Rousseau, personaZ communication); 
(vi) 9 ADOS Doppler points in Botswana, 4 in Swaziland, and 6 in 
Zimbabwe (Kumar, 1983). Though the points in Zimbabwe and four 
of the points in Botswana fall outside the study area, they have 
nevertheless been included in the solution since there are few 
data along the northern margin. The five ADOS points in Lesotho 
are not included since (trigonometrically levelled) elevations 
there are inconsonant by 1,5-3,0 m with those in South Africa. 
(a) 
(b) 
:eigure 6.7: 
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Distribution of (a) Doppler-derived 
geoid heights, and (b) astro-geodetic 
deflections of the vertical, contributing 
to the pseudo-cubic spline geoid shown 
in Figure 6.8. 
The astro-geodetic deflections in (6.19) refer to the geoid, while the 
astronomic latitude and longitude ~.A are observed at ground level, 
and should be reduced to the geoid. In the absence of real information 
about plumbline curvature, and in view of the conventional ellipsoidal 
correct ions being of little value (Heiska:nen and Moritz., 196?, p 196)., 
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this reduction is neglected. 
Further, the deflections F;,n in (6.19) refer to the geodetic datum 
used for the horizontal geodetic network; this is the Cap~ Datum, i.e. 
the Modified Clarke 1880 Ellipsoid (a= 6 378249,145 m, f = 1/293,466) 
whose position and orientation is defined at the_ datum point Buffels-
fontein. The Doppler co-ordinates refer to the NSWC 9Z-2 reference 
system, and were transformed to the Cape Datum using the transforma-
-
tion parameters reconnnended by Merry (1985): 
XO = -133,4 m, 
YO = -108,8 m, (6.22) 
zo = -297,9 m, 
Ez = 01:8. 
One further point to note is that published elevations in South Africa, 
though nominally 'heights above sea level', are not properly orthometric 
heights, but conform more closely to a system of normal heights. 
Consequently the geoid heights calculated· as N = h - H are ·closer to 
being height anomalies or quasi-geoid heights. 
Figure 6.8 shows the pseudo-cubic spline interpolating the given geoid 
heights and astro-geodetic deflections of the vertical. 
The value of this geoid can be assessed by comparing it with an inde-
pendent gravimetric ~olution. Figure 6.9 shows the OCT86 geoid (van 
Gysen and Merry, 1987) transformed to the Cape Datum, ~nd Figure 6.10 
-30° 
-340 
16° 
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Cape Datum 
20° 24° 28° 
Figure 6.8: Pseudo-cubic spline geoid (on the Cape 
Datum) interpolating Doppler~derived 
geoid heights and astro-geodetic deflections 
of the vertical. Contour interval 1 m. 
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16° 
172 
20° 
Figure 6.9: UCT86 geoid for southern Africa, 
transformed to the Cape Datum. 
Contour interval 1 m. 
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Figure 6.10: Error in the pseudo-cubic spline 
Doppler/astro-geodetic geoid relative 
to the UCT86 geoid. Contour interval 
1 m. 
32° 
174 
the difference between the two solutions. There are significant 
discrepancies between the Doppler/astro-geodetic and gravimetric 
geoids. The differences could be due to 
(i) errors in the gravimetric geoid; 
(ii)· errors in the Doppler co-ordinat·es, and in the levelled heights 
of the Doppler stations; 
(iii) errors in the observed astro-geodetic deflections; 
(iv) shortcomings. in the model, e.g. in using topographic rather 
than reduced deflections, and in not accounting for the local 
variability of the vertical deflections; and 
(v) shortcomings in the distribution of data. 
The consequences of errors in the deflections, and shortcomings in 
modelling these, are moderated somewhat by the Doppler-derived geoid 
heights counteracting the introduction of erroneous tilts. There is 
little that can be done about the distribution of the data available. 
Where there are no data, or where the data are inadequate for modelling 
the geoid, there is little success, as ~n Mozambique and in the 
Transvaal Lowveld. Nonetheless these areas cannot entirely account 
for therms discrepancy between the two solutions of 2,2.m. The 
gravimetric geoid has a precision considered to be somewhat better than 
1,0 m; much of this error is at medium wavelengths (Merry and van Gysen, 
198?) • . The Doppler co-ordinates also have a precision better than 1,0 m. 
The rms error between gravimetric and Doppler-derived geoid heights at 
the Doppler points themselves is almost 2,0 m. So, apart from errors 
at the Doppler points (and due, in considerable measure it. would appear, 
to uncertainty in the elevations of the Doppler stations), the rins 
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error in the spline geoid is close to 1,0 m. 
The ratio between the rrns discrepancy between the two solutions, and 
the rrns variation in the geoid itself, is 60%; discounting errors at 
the Doppler points, the power of the spline solution is 27%. The 
spline solution is thus modestly successful. Where there' are abundant 
data, as in the central parts of South Africa straddling 30°S, the· 
spline representation is good; it is inadequate where there are few 
data, as in the north-eastern and eastern Transvaal. 
6.6 Thin-Plate Spline Quadrature of Geodetic Integrals 
The spline technique can be used for more than finding functions that 
interpolate or smooth data. As is indicated in Section 4.13 splines 
may also be put to use in the approximation of linear functionals. 
Among the functionals of geodetic interest are Stokes's integral and 
the formulae of Vening Meinesz (Heiskanen and Moritz, 196?, p 96, p 113), 
and the vertical derivative operator L1 that appears in the solution 
of Molodensky's problem by analytical continuation (Moritz, 1980, pp 
3??-388). This section presents thin-plate spline quadrature rules 
for the numerical evaluation of these integrals, to a planar approxima-
tion, and within a circular innermost zone (in which the integrals are 
most sensitive to the data). The spline approximations are exact 
(within the planar approximation) for constant and linear functions, 
and for thin-plate splines interpolating the data. 
The three integrals to be considered are given to the planar 
approximation as follows (Heiskanen and Moritz, 196?, p 121; Sid.eris 
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and Schwarz, 1986): 
(i) Stokes's foY'l71UZa: With x = (x1 ,x2) e: m.
2
, y = (y1 ,y2) e: m.
2
, the 
n'th term in the Molodensky series for the height anomaly is 
(6. 23) 
1 
where dm2 (y) = 2Tidm(y), (4.19); y 0 is an average value of gravity; 
g0 =t:,.g, and gn' n=l,2, •.. are the gravity anomaly correction terms 
in the Molodensky series, given by (6.26) and (6.27). 
(ii) FoY'l71UZae of Vening Meinesz: The n'th terms in Molodensky's 
solution for the components of the deflection of the vertical at 
ground level are 
( 
F;n (x) ) 
nn(x) 
(iii) L1 operator: 
dm (y), 
2 
2 Provided f is continuous at x e: lR. , 
= ff /Cy) - f(~) dm (y). 
JR lx-yj 2 
(6.24) 
(6.25) 
1 1 is applied recursively in calculating the terms gn (Moritz, 1980, 
p 386): 
. 1 
1 = - 1 11 l' n n n-
(6.26) 
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n . 
= - . E {H(y.)-H(x) }1 Li gn-i (y) 
i=l 
(6. 27) 
where H is normal height. 
The contribution to each integral of a circular disk of radius r 0 , 
2 
centred on x £ :m. , is 
(6.28) 
, = - ff 3 dm2(y), ( ~n I(x)) 1 gn(y) (xl-yl) nn,I(x) Yo lx-yl~l jx -yj x 2-y 2 (6.29) 
(6. 30) 
The second subscript I indicates 'contribution of innermost zone'. 
This is the area in which each integral is most sensitive to the data. 
The linear scale has been changed to give the disk unit radius. 
Let ai = (ali ,a2i) , i = 1,. . . ,N, be distinct·· points in JR.
2
, not all 
along a single straight line, at which are given the data in the form 
of function evaluations o , i.e. gravity anomalies ~g are given, or 
a. ]_ 
the quantity g derived from these anomalies. The a. need not fall 
n i 
within the disk, but if the quadrature is to reflect realistically the 
sensitivity of each integral to the data, many of the data points 
should have jai-xl;L It will be assumed below, in (6 .. 40), (6.45) and 
(6.51), that all lai-xl~1. 
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Quadrature rules approximating the integrals (6.28)-(6.30) are weighted 
sums of function evaluations at the nodal points 
r 0 N 
sn,I,s(x) = ~y E a,g (a.), Oi=l i n . i 
( 
~n,I,s(x) 
n I (x) 
n, ,s 
a.: 
1 
(6.31) 
(6. 32) 
·1 N 
L1 I f(x) = - E c. {f(a.) - f(x)}. (6.33) , ,s rOi=l 1 1 
The additional subscripts indicates 'spline approximation'. The 
approximation is to be exact for constant and linear functions within 
the nullspace of the semi-norm (4.73), and exact for thin-plate splines 
(4.72) interpolating the data. 
Section 4.13 shows how the coefficients of such approximations may be 
found, as the solutions of linear equations of the form (4.109). The 
coefficient matrices A anp B are precisely those of the thin-plate 
spline interpolation problem. Only the right-hand sides of (4.109) 
need still to be determined. The elements still required are 
d. = <oa.*K2 ,i>, j = 1, ••• ,N, J J 
(6.34) 
(where K2 = I y I 2loge I y I , and R. is the desired integral) ensuring the 
approximation is exact for interpolating splines; and 
e1 = <l,R.>, (continued) 
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(6.35) 
ensuring the approximation is exact on the nullspace JP1 • 
As in (4.109) the coefficients {a.}, i=l, •.. ,N of the approximation 
1 
of (6.31), for example, and {~}, k = 1,2,3, of the spline nullspace, 
are obtained from the solution of 
Aa + Bth = d 
(6. 36) 
Ba = e 
with 
0 2 la.1-a2l logela.1-a2I 
2 . la.1~1 logela1-aNI 
2 
la.2-a1I logela.2-all 0 
2 la2-~I logela.2~1 
A= 
. . 
2 I I 1a.N-al1 loge ~-al la.N-a212logela.N-a21 ..• 0 
1 1 1 
3,N 
6.6.1 Stokes's formula: Here~ is the integral (6.28), and 
d. (x) 
J 
= ff I Y - a.j I 2 loge I Y - a j I 
lx-yl ~l Ix -yl dm2 (y) •· 
(6. 37) 
(6. 38) 
N,N 
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Figure 6.11: Relation on the unit disk, between 
spline knot a. and integration 
J 
variable y. 
Putting r =Ix -yj, and r. =Ix -a. I, as shown in Figure 6.11, we have 
. J J 
2 2 
= r + r. - 2rr.cos<j>, 
J J 
and 
1 2 'IT. 2 
-2 f I y - a. I log I y - a. I d<I> 
TI 0 J e J ( ) - ( 2) 2 2 . log r r. = (r + r. ) e + ~ J log r. r 
e J 
(6.39) 
for ( r; rj) (Spiegel,, 1968, equations (15.106) and (14. 288)), and 
r < r. 
J 
consequently that 
d. (x) J .. 
In addition, 
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r · 2 2 2 
= J J { (r + r. ) log r. + r }dr 
0 J e J 
1 2 2 . 2 
+ J { (r + r. ) log r + r. }dr = 
J e J r. 
J 
e1 (x) = !fl I Jx1-yJ dm2 (y) 
x-y ~l 
e2 (x) = 
ff Y1 ~xl 
lx-yl~l Ix -yJ dm2 (y) 
y ~x 
e3(x) = If 2 2 d ( ) . I I Ix -yJ mz Y 
· x-y ~l . 
(6. 40) 
= 1, 
= O, (6.41) 
= o. 
All the elements for the solution of (6.36) are in place. The distri-
bution of the data evaluation points on the disk may be quite arbitrary; 
they need only be JP1-unisolvent. However, in the numerical examples 
to follow, data will be presumed on a uniform rectangular grid - in 
practice the most likely situation. 
Figure ,6.12(a) shows the quadrature weights a. , i=l, .•. ,5, for a 
]. 
grid spacing of 1, Figure 6.12(b) the 13 coefficients for a spacing of 
1/2, and Figure 6.12(c) the 29 coefficients for a spacing of 1/3. In 
each case the result is still to be multiplied by r 0(Yo (leaving to the 
user the choice of units for gn and y0). 
It is a consequence of the first end condition in (6.41) that the sum 
of the weights is 1 for each quadrature rule. This satisfies the result 
of approximating the innermost zone by a constant function (Heiskanen 
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0,1069 
0,1069 0,1069 
0,1069 
Figure 6.12: Quadrature weights for the thin-plate 
spline approximation sn,I,s of Stokes's 
integral s 1 over a unit disk, for n, 
(a) . grid interval 1 (m = 1, N = 5), 
(b) grid interval 1/2 (m = 2, N = 13), 
(c) grid interval 1/3 (m = 3, N = 29). 
The weights need to be multipli~d by 
ro/yo. 
0,0269 
(b) 
0,0678 
• 
0,0898 
• 
.o,0678 
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0,0269 
0,0898 
0,2619 
.0,0898 
0,0269 
0,0146 
.0.0156 .0,0255 0,0257 
0,0898 
0,0255 0,0387 . 0,0603 0,0387 0,025 
• • • • 
0,0269 
0,0146 0,0257 0,0603 0,1770 0,0603 0,0257 0,0146 
• • 
(c) 
0,0255 0,0387 0,0603 
• • • 
0,0156 0,0255 0,0257 0,0255 
• • • • 
0,0146 
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and Moritz, 196'1, p 1221. '.Fbr the three examples given in Figure 6 .12 
the quadrature coefficients are positive, which is a satisfactory 
feature. 
How well do the quadrature rules (6.31) approximate the integral (6.28)? 
Three simple examples will give some idea of the effectiveness of 
thin-plate spline quadrature of Stokes's integral; r = Ix - y I , and the 
factor r 0/y0 is neglected. 
(i) 2 = r ; 
(ii) ( r :*) ( 1 ) r >- .1_. gn (y) = for ~ ::/4 s 1 (x) = (6.42) n, 32' 
2 2 gn (y) r sn,I(x) = ; = -5/2" y -x (2+ 2 2)2 3 
r 
(iii) 
Table 6.1 shows the results of approximating (6.42) with different 
numbers of knots; m in the table is the number of intervals into which 
the unit radius is divided; and N is the number of knots. Spline 
quadrature appears quite effective for the numerical evaluation of the 
innermost zone of Stokes's integral. 
6.6.2 Fo'rmulae of Vening Meinesz: The first formula of the pair (6.29), 
for the north-south deflection component ~' will be considered here. 
Quadrature rules for the east-west component n may be obtained by 
rotating the results for~ by 90°. The Vening Meinesz integral 
applied as i to the thin-plate kernel function gives, for (6.34), 
Table 6.1: 
m N 
(i) 1 5 
2 13 
3 29 
4 49 
6 113 
8 197 
(ii) 1 5 
2 13 
3 29 
4 49 
6 113 
8 197 
(iii) 1 5 
2 13 
3 29 
4 49 
6 113 
8 197 
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Thin-plate spline approximations s 
n,I,s 
to the three sample integrals in 
(6.42). 
sn,I s relative n,I,s % 
0,3333 0,4275 28,24 
0,3331 0,07 
0,3336 0,09 
0,3326 0,21 
0,3332 0,04 
0,3332 0,05 
0,2813 0,3206 14,00 
0,2945 4,73 
0,2849 1,31 
0,2777 1,28 
0,2809 0,11 
0,2809 0,11 
0,1283 0 ,1722 34,20 
0,1294 0,82 
0,1286 0,24 
0,1281 0,13 
0,1282 0,04 
0,1282 0,05 
error 
! 
d. (x) 
J 
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(6. 43) 
Putting r = Ix - y I and r. = Ix - a. I , and with "!jJ. as shown in Figure 6 .11, 
J J J 
(x -y ) 
- ll t = cos(¢+1jJ.) = coscficosijJ . ..., sin¢sin1/J .• 
x-y J J J 
Now 
1 2rr 2 
z-f I Y - a. I log I Y - a. I sin¢d¢ 
'IT 0 J e J 
1 2 'IT 2 2 2 2 
= -4 J (r +r. -2rr.cos<j>)log (r +r. -2rr.cos¢)sin¢d<J> 'ITO J J e J J 
= 0, 
and 
1 Z'IT 2 
-2 f IY -a. I log jy-a. lcos¢d¢ 'IT 0 J e J 
(6.44) = -rr. (lager ) _ ~r. _ !(r53./r) J log r . J r Ir. 
for ( r: r j) (with the h:l: of Spiegel (1968), J equations (14. 285) and 
r r. 
J 
(14. 288)). Thus 
2 r. 1 
d.(x) = J J{-r.log r. - -2rJ. J 0 J e J 
1 r , ,1, 
- --kos'f'.dr 4 r. J 
J 
F\Jrther 
1 . 3 1 1 r. 
+ J {-r.log r - -::-r2 . - -4 __J_2 JcosiJJ.dr J e J r J r. 
J 
}cos\jJ .• 
J 
(6.45) 
(continued) 
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e 3(x) -ff 
(xl -yl)(x2 -y2) 
dm2(y) 0, (6.46) = = lx-yl~l Ix -yl 3 
2 (xl -yl) · 1 
e 2(x) = -JJ 3 dm2(y) = -2· lx-yl~l Ix -yl 
The solution for the quadrature coefficients {b1i}, i = 1, ••• ,N, in 
(6.32) may now be obtained from (6.36). Figure 6.13(a) shows these 
coefficients for a gr_id spacing of 1, and Figure 6.13(b) for a spacing 
of 1/2. The coefficients satisfy the linear function approximation 
for the innermost zone given by Heiskanen and Moritz (1967), p 122. 
The sign change for the coefficients at the points a= (1,0) and 
a=(-1,0) means the nodes for thel3-point rule in Figure 6.13(b) are 
not chosen satisfactorily. For a given' number of knots it may be 
better to select more grid points closer to the computation point x. 
One possibility is to ch6ose the knots as 
(6. 4 7) 
Figure 6.14 shows the quadrature weights for this forin of 'quadratic 
sampling' from a more dense grid, with m = .2 (and N = 13). 
Figure 6.13: (Following page). Quadrature weights 
for the thin-plate spline approximation 
~ I of Vening Meinesz's fornrula for 
n, ,s 
~ I over a unit disk, for 
n, 
(a) a grid interval of 1 (m = 1, N = 5), and 
(b) a grid interval of 1/2 (m = 2, N = 13). 
The weights need to be nrultiplied by l/y0• 
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-0,2~00 
o,o 00 0, 0 
0.2~00 
0,0060 
e<J,0930 -0,32~9 ;0,0930 
o,o .o,o ao o,o 00 
.0,0930 
(t) 
-0,0060 
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o,o 00 0. - 0, 0 
• 0,1726 .0,3213 .0,172!J 
0,0634 
Figure 6.14: Quadrature weights for the thin-plate 
spline approximation ~ 1 of Vening n, , s 
Meinesz's formula for~ 1 over a unit n, 
disk, for a grid interval of 1/4 with 
'quadratic sampling' (m=2, N=l3). 
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Thin-plate spline quadrature of Vening Meinesz's formula, with 
quadratic sampling from a more closely spaced data grid, is tested on 
three simple examples: 
(i) 
(ii) ~ I(x) n, 
(
(x -y )(l-!lx-yl-1>) 
(iii) g (y) = 1 1 4 
n 0 
3 1 1 ~n,I(x) = -+-log -8 8 e4 
( Ix -yl ~ 1/4.) for . Ix - Yi < 1/4 . 
(6. 48) 
Table 6.2 shows that the quadrature is effective for approximating 
these integrals. 
6.6.3 L1 operator: The integral (6.30) is a linear functional on the 
difference f (y) - f(x). Constant functions are excluded from the 
integrands f(y) - f(x) of (6. 30), and from the spline approximation of 
(6.30) as well. Since constant functions fall within the nullspace of 
thin-plate splines, the technique of Section 4.10 may be used to 
exclude any constant function from linear combinations of the kernel 
2 IYI log !YI. (4.91) gives the projection removing any dependence on 
e 
constant functions. Under this projection, with a constant zero 
evaluated at x=O, the kernel function ly-cx..l 21og jy-cx.,j is trans-
1 e 1 
formed to something proportional to 
(i) 
. (ii) 
(iii) 
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Table 6.2: Thin-plate spline approximations; I 
. n, ,s 
m N 
1 -5 
2 13 
3 29 
5 85 
7 169 
1 5 
2 13 
3 29 
5 85 
7 169 
1 5 
2 13 
3 29 
5 85 
7 169 
to the three sample integrals in 
~6.48), with the quadrature nodes 
selected as in (6.47). · 
;n I ; n,I,s relative error , % 
0,3333 0,0000 100,00 
0,3015 9,54 
0,3304 0,89 
0,3334 0,01 
0,3342 0,25 
-
0,1875 0,5000 166,67 
0,2375 26,68 
0,2002 6,76 
I 
0,1886 0,57 
0,1877 0,11 
0,2017 0,3750 85,91 
0,1757 12,91 
0,2080 3,13 
0,2029 0,61 
0,2022 0,24 
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The proportionality constant, c ='2 3 [/}}_), can be neglected, and (6.49) 
used as kernel function in forming the linear equations (6.36). The 
nullspace of this kernel mapping now contains only functions linear in 
y
1 
- x
1 
and y 
2 
- x2 • The right-hand side of (6. 36) requires 
2 . . ' ' 
ly-a..I log ly-a..I :..ly-xllog ly-x\-!a..-x!log !a..-xl 
= JI J e J 3 _e J. . e Jm2 (y). d. (x) 
J I x-y I ; 1 I x - y I 
It follows from (6.39) that, with r=lx-y!, r.=lx-a..I, 
J J 
1 27T 2 2 2 
-J { I Y - a. I log I y - a.. I - r log r - r log r. }d¢ 27T 0 J e J e j e J 
2 2 ( loge r l ( r. 2 ) 
= (r + r ) + J -
. 2 . 
J log r. r 
. e J . 
for , and consequently that 
2 
r log r 
e 
2 
r. log r .' 
J e J 
2 2 2 
r. . 1 r. r. r. 
d.(x) = J J{log r. -log r+l}dr + J {-}-log r--flog r. +-f }dr 
J 0 . e J e r. r e r e J r 
J 
2 2 
= 4r. - 2r. + rj log r .• J J e J 
In addition, 
Y1 -xl 
e 2 (x) ff · · 3dmz <Y> = O, fx . -y!;i Ix "'."YI · 
Y2 -x2 
e 3 (x) = J J . 3dm2 {y) = 0, lx-y1;1 lx-yl 
and e 1 does not appear. 
(6. SO) 
(6.51) 
(6.52) 
0,4809 
(a,) 
-0,1882 
(b) 
0,1485 
• 
1,3976 
• 
0,1486 
• 
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0,4809 
o,4809 
-0,1882 
1,3976 
1,3976 
• 
1,3976 
0,1486 
• 
0,4809 
-0,1882 
0,0468 
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0,0468 
0,2198 2,6464 0,2198 
• • 
2,6464 
0,2198 2,6464 0,2198 
• • • 
0,0468 
0,0468 
Figure 6.16: Quadrature weights for the thin-plate 
spline approximation Ll,I,s of the L1 
gradient operator, over a unit· disk, 
for a grid interval of 1/4 with 
'quadratic sampling' (m=2, N=l2). 
(iii) f ( y) = __.l_x_-_,.Y...._J _2 -
y -x (2 + 2 2) 2 
· lx-yl 
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Table 6.3 shows the results for the quadrature of these integrals. 
Gravimetric terrain aorreations: The terrain correction, also to a 
planar approximation, is given by 
2 
C(x) = Bff {h(x) -h(y)} d ( ) 
2 2 3 m2 Y ' 
1R lx-yj 
(6.54) 
where B = 27TKP is the Bouguer gradient (K is the gravitational constant, 
and p the uniform. density of the topographic masses). The cont:ribution 
. 2 
to C of the topography over a unit disk of radius r 0 , centred on xE lR , 
is 
(6.55) 
The quadrature weights for the L1 operator may be used for the terrain 
correction c1 also, provided evaluation at the quadrature nodes is 
{h(a:) -h(x) }2 , and the result is multiplied by B/2r0• 
(i) 
(ii) 
(iii) 
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Table 6.3: Thin-plate spline approximations 11 1 ' ,s 
to the three sample integrals in 
m N 
1 4 
2 12 
3 28 
5 84 
7 168 
1 4 
2 12 
3 28 
5 84 
7 168 
1 4 
2 12 
I 
3 28 
5 84 
7 168 
(6~52), with the quadrature nodes. 
selected as in (6.47). 
11 I 1 relative error 
' 
l,I,s % 
0,6667 0,0000 100,00 
' 
0,7164 7 ,47 . 
0,6251 6,23 
0,6649 0,27 
0,6683 0,25 
0,6363 1,4427 126, 73 
0,2315 63,61 
,,. 
'6,31 0,5961 
0,6534 2,68 
0,6357 0,10 
0,3849 0,7748 101,29 
0,3823 0,68 
0,3947 2,55 
0,3866 0,43 
. 0,3854 0,12 
7.1 Summary 
CHAPTER 7 
CONCLUSION 
Orthogonal projection in Hilbert space forms the basis of many 
techniques of approximation. In the spline method the projection 
takes place in a Hilbert space with the 'initial' inner product, 
(2.18), deriving from an observation mapping F and a 'co-observation' 
mapping U. Figure 2.2 illustrates the geometry of the projection. 
Relations between F and U determine the existence and uniqueness of 
interpolating splines, (2.3) with (2.4), and smoothing splines, (2.5); 
the requirement of F and U is that they have closed nullspaces and be 
collectively injective. 
If Chapter 2, characterising spline interpolation as orthogonal 
projection, deals with the geometry of spline approximation, the 
following chapter can be said to deal with the algebra. There the 
first steps are taken. towards constructing spline elements by drawing 
on the other important feature of Hilbert spaces, the Riesz mapping 
associating elements of the Hilbert space with elements of its dual 
space, (3.4) et seq. The concepts taken from Schwartz (1964, 1973) 
relating to the kernel associated with a Hilbert sub-space of a 
larger locally convex topological vector space, are readily extended 
to kernels associated with semi-Hilbert sub-spaces, (3. 7). Once the 
associated kernel is identified, the spline interpolation problem may 
be solved in the way shown by Duchon (1977), here Section 3.3. 
Chapter 3 is rounded out by a brief treatment of the problem of 
198 
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spline approximation of linear functionals, of reproducing kernel 
functions (in contrast to the work of Meinguet (1979a, 1979d, 1981) 
on surface splines, and of Freeden (1981a, 1984a) on spherical splines, 
these are not central to the approach I have adopted), and, very 
briefly indeed, of the connections with Green's functions. 
The purpose of Chapter 4 is to identify kernel mappings associated 
with spaces of distributions on JR.n. I was unfamiliar with the theory 
of distributions and with the theory of Sobolev spaces, and hence the 
introductory sections to the chapter setting out concepts and defini-
tions. The Sobolev spaces most corrnnonly encountered in the theory of 
s n -differential equations are H (lR ) ; s £JR., (4. 37), which are Hilbert 
spaces with norm 
( 4. 39) 
-s n n The spaces more relevant to our purposes are H (JR. ) , for s < Z' (4. 42), 
which are also Hilbert spaces, with norm 
2 
II u II Rs (JR.n) = (4 .43) 
I have relied on Duchon (197?) in showing that Rs (JR.n) is a Hilbert 
sub-space of the space 1>' :of tempered distributions on JR.n, and that 
n 
for - ~ < s < ¥-, and n an open bounded set in m.n, 
( 4. 48) 
.. 
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Section 4.6 introduces the Beppo-Levi spaces D-ll)is(lRn), all whose 
m'th derivativ~s are in Hs(lRn), s <¥-, (4.50). These are the semi-
Hilbert sub-spaces (with semi-norm (4. 51)) in which spline solutions 
will eventually be fot.md. On bounded sets n with -m - n < s < ~ we 
' . 2 . 2' 
have the equality 
(4. 52) 
making D-mgs (lRn) a dense semi-Hilbert sub-space of the Frechet space 
Hm+s (lRn). This is the result required in Section 4. 7 for the lac 
construction of the kernel mapping associated with the Beppo-Levi 
space D-mas (lRn). The theorem taken from Duchon (19?7) giving the 
kernel as 
where 
8 : µi.+ µ*K2m+2s-n' 
lxlAlog !xi, A even, non-negative, 
e 
lxlA otherwise, 
is the most important outcome of the whole chapter. The Fburier 
transform plays a significant part in obtaining this result. 
. 
The rest of Chapter 4 is relatively straightforward. Section 4.8 
shows how the interpolating rotation-invariant 'surface splines' 
(4. 57) 
(4.62) 
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semi-Hilbert sub-spaces of distributions on lR.n - is extended to splines 
on the circle and on the sphere, there are innnediate savings, since 
the Fourier transform of a periodic or spherical dustribution takes on 
a particularly simple form {equations (5.3) and (5.27), respectively). 
SWikeZ (1984a, 1984b) has given a nice explanation of periodic splines. 
I have done little more than show that the kernel associated with 
Hm(Il), distributions on the unit circle IT whose m'th derivatives are 
square integrable, is the mapping 
with 
8: (ID'(IT))'nIP0 -+ ID'(Il), 
8: µ 1+ ll*K2m' 
00 
K
2
m(x) = l: coskx 
k=l k2m • 
(5 .10) 
(5 .11) 
In the same way, there is no more comprehensive treatment of spherical 
and harmonic splines than the work of Freed.en (1981a, 1981b, 1982, 1984). 
I have merely indicated that the kernel associated with Hm(S1), the 
space of distributions on the unit sphere S1 whose m'th surface 
gradients v* are square integrable, is the mapping 
with 
8: (ID' ($1))' n IP(, -+ID' (st), 
8: µ 1+ µ*K , 
m 
00 
K (cosl/J) = 
m 
2n+l{ . }-m_ l: 4 n(n+l) t' (cosl/J). n=l ~ n 
(5.34) 
(5. 35) 
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For the rest, Chapter 5 places in a spline context the choice of 
'degree variances' (5.36), regularisation by introducing a Bjerhammar 
sphere, and the Szego and Krarup kernels from the theory of analytical 
collocation. Analytical collocation is the same as spline interpola-
tion using a kernel associated with a Hilbert (as opposed to semi-
Hilbert) sub-space. 
Chapter 6 gives some numerical examples of the use of spline functions 
for gravity field approximation. Fbr straightforward interpolation 
of a single data type, e.g. geoid heights or gravity anomalies, there 
is little to choose between many surface splines, or spherical splines, 
and least squares collocation. Spline interpolants lie close to 
least squares interpolants. When it comes to interpolating different 
data types, with observation functionals other than point evaluation, 
surface splines do appreciably worse, at least on the evidence of 
multiquadric interpolation of geoid heights and gravity anomalies in 
Section 6.4. It is surprising this interpolation worked at all, for 
the multiquadric functions have little to do with any geodetic reality. 
Splines are better suited to representations based on mixed data, when 
the data are related geometrically, as in Section 6~5 giving the 
example of a pseudo-cubic geoid for southern Africa interpolating 
Doppler-derived geoid heights and astro-geodetic deflections of the 
vertical. 
The final numerical study shows how thin-plate. spline approximations 
may be found for three standard geodetic integrals: Stokes's and 
Vening Meinesz's formulae, and the L1 vertical gradient operator 
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that appears in the series solution of Molodensky's problem. These 
spline-based quadrature rules take the numerical evaluation of geodetic 
integrals away from the s-trait-jacket of data on a fixed rectangular 
or circular grid, in contrast, say, to recent work by Wang (198?) on 
the bicubic spline evaluation of the L1 gradient operator, where data 
are still restricted to a grid. 
7.2 Splines and Gravity Field Approximation 
Tsahe:r>ning (1981) compares different techniques for obtaining 
detailed representations of the earth's gravity field. The spline 
technique is part of the 'operational approach' to gravity field 
approximation. A change in solution space is required, away from the 
disturbing potential T harmonic outside the surface of the earth (and 
regular at infinity), to a space of functions harmonic outside a 
sphere contained within the earth, or to a space from which the 
disturbing potential is even further removed in the case of surface 
splines. 
The quadrature formulae of Section 6.6 may be regarded as a contribu-
tion to the alternative 'model approach'. 
Interpolating splines are part of the technique of 'pure collocation' 
or 'exact collocation', and smoothing splines part of 'minimum norm 
-collocation'. On the other hand, collocation is usually thought of as 
involving spherical kernel functions (such as (5.43) or (5~46)); so 
apart from spherical splines, splines may also form part of the 
technique of least squares approximation, albeit with as many 
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coefficients as observations. The close relation of the data points 
to the spline knots is an important feature of spline theory. 
Tscherning (ibid.) assesses features of different techniques under a 
number of headings; the same headings are used here:· 
Theoretical properties: 
(i) Representation of th.e disturbing potential is harmonic and 
regular at infinity: Spherical splines are harmonic outside 
the sphere with radius ~; regularity, the absence of the first 
degree harmonic, may be achieved by· omitting the n = 2 term from 
(5.43), and from its derivatives, (5.44) -(5.46). This is done 
in (6.4) and (6.8). 
(ii) Set of harmoniaity aorreat: No. 
(iii) Parameter estimation possible: Yes, but this· is not something 
I have considered. 
(iv) Regularity at infinity not needed: Yes. 
(v) Spherical approximation not needed: Yes, this is possible, but 
a spherical approximation has been used throughout. 
(vi) Ultimate precision possible (i.e. convergence to the 'true' 
disturbing potential T): This can be made possible, but not 
without estimating improved observation point positions, thus 
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not with the two-dimensional approach of Chapter 6. 
(vii) Reduced data not needed: Again, this need not be necessary, 
but I have used throughout data reduced to the plane or sphere. 
Flexibility and reliability: 
(viii) All functionals of t'he disturbing potential can be evaluated: 
Yes, in the case of three-dimensional spline representations. 
In the case of two-dimensional splines, the types of functionals 
that may be evaluated is limited. 
(ix) All data types may be used: Yes, in the case of three-dimension-
al splines. In two dimensions the data need to be reduced to 
the plane or sphere; moreover, we see in Section 6.4 that not 
all data types need be acconnnodated equally comfortably. , 
(x) Data quaZi ty may be taken into account: Yes; the simple 
'ridging' technique of data smoothing may be extended to 
reflect observation variances. 
(xi) Error estimates computable: It should be possible to derive 
internal. estimates of the error of representation on the basis 
of data type and data distribution (though one difficulty conse-
quent to changing solution space is to obtain some estimate for' 
II Tl!). I have done no work in this direction, relying in _ 
Chapter 6 on external comparisons. 
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(xii) Global data coverage not required; Yes, as is true for all 
operational methods. 
(xiii) Stable in clusters: Experience shows that the tendency to 
numerical instability in the linear equations (4.68), and the 
analogous equations for spherical splines, is exacerbated by 
data clustering. This may be an incentive to make more use of 
reproducing kernel functions, so that the equation system to be 
solved is a:-t least positive-definite. 
(xiv) New data introduced easily: Yes, the. solution of the linear 
equations (4.68) can be adapted to acconnnodate additional data 
without having to solve the augmented equations d,e nova. When 
the values of existing data are changed, a technique such as 
Crout factorisation requires no more than a fresh back-substitu-
tion through the reduced equations. 
(xv) Behaviour at data holes known: Y~s. Splines are meant to be 
smooth; they minimise gradient overall (in the case of multi-conic 
and m=l spherical splines), or curvature overall (in the case of 
thin-plate splines in two dimensions), or something analogous to 
these. Thus,_ where there are no data, as in data holes or beyond 
the limits of the data, the overall behaviour is known. (Outside 
the limits of the data the natural spline end conditions come 
into play, directing the representation eventually into a poly-
nomial belonging to the spline nullspace, and making the gradient 
or curvature eventually zero). This does not mean all splines 
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The spline method is a very general approximation technique with many 
areas of application. It is not an exclusively geodetic technique; 
even so, its theoretical properties in relation to gravity field 
modelling ((i)-(vii) above) mirror those of other operational methods 
of approximation falling under the headings least squares approximation 
ot minimum norm collocation that have found application in geodetic 
problems. Minimum norm collocation is a special case of spline 
smoothing irt which the 'co-observation' mapping U is one-to-one. 
Spherical splines come closer to representing geodetic reality than 
the surface splines of Chapter 4, but as can be seen in Sections 6.2 -
6.5, this does not detract from the efficacy of these functions in 
two-dimensional representations of the gravity field in the form of 
geoid heights or gravity anomalies. 
Ih properties of flexibility and reliability ((viii)-(xv) above) the 
spline method again shows itself very much part of the operational 
approach. It shares with other operational techniques the advantages 
that all or most functionals of the disturbing potential can be 
evaluated, that all data types can be permitted, and it is possible to 
take data quality into acco~nt, solutions may be up-dated when new 
data are introduced, and there is good behaviour where there are gaps 
in the data or beyond the limits of the data. A disadvantage is a 
tendency to numerical instability at close clusters of data. 
An example of the spline evaluation of a disturbing potential 
functional is the thin-plate spline approximation of geodetic integrals. 
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In computational properties ((xvi)-(xxii) above) the spline method 
shares the best features of both least squares approximation and 
minimum norm collocation techniques: it can be easily and automatically 
implemented, with an automatic selection of base functions. There is 
one base function µ.*K for each observation functional µ., where.K is 
l l 
the kernel function appropriate to the type of. spline. To these base 
functions must be added a basis for the spline nullspace, and the base 
functions between them must satisfy the natural spline end conditions 
A disadvantage shared with all operational methods is that the coeffi-
cients of the representation can only be obtained by solving a system 
of linear equations. 
In summary, splines are part of the operational approach to gravity 
field approximation; particularly attractive are their computational 
properties in easy and automatic implementation. A further ·attraction, 
not shared with all operational methods, is that the semi-norm being 
minimised is explicitly given. These are semi~norms that have a clear 
intuitive appeal, minimising curvature or gradient or something 
similar. There may be some arbitrariness in selecting smoothing or 
regularising parameters, though the results are not particularly 
sensitive to the precise way these are chosen. 
7.3 Final Remarks 
The distinctive features of a spline theory in a Hilbert space setting 
are that spline interpolation and smoothing is a process of orthogonal 
projection (for which I have used the theory of DeZvos and Sahempp 
(1970, 1972)), and that the Riesz theorem makes it possible to. identify 
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elements of the Hilbert space with elements of the dual space. For 
the construction of the Riesz mapping I have used the kernel theory of 
Sohwartz (1964, 1973). Duohon (1977) shows how to construct kernels 
associated with semi-Hilbert spaces of distributions on ]Rn. I have 
followed his construction, and show how the same construction yields 
kernels associated with spaces of periodic and spherical distributions, 
and in turn, the periodic splines of Sunkel (1984a, 1984b), and 
spherical splines of Freeden (1981a, 1981b). 
All these splines share the same pleasing features: they are rotation-
invariant, translation-invariant and scale-invariant (for splines on 
]Rn this last property follows from the remark on p 60). In consequence, 
unlike bicubic splines or the tensor-product spherical splines of 
Dierokx (1984), none of the splines I have considered depends on the 
location, orientation or scale of the Euclidean or spherical co-ordi-
nate system in which the data points are placed. 
Duohon's (1977) construction yields whole families of spline functions: 
multi-conic, pseudo-cubic, thin-plate, point-mass, etc. It is especially 
gratifying to see that Hardy's multiquadric functions, so widely used 
without being fully elucidated, are nothing else than regularised 
multi-conic splines and that these are a multivariate generalisation 
of linear interpolation. There need be little.wonder that Hardy's 
technique has proved itself so effective. 
Turning to numerical applications, it is not surprising that a smooth 
surface such as the geoid may be effectively interpolated with spline 
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spline functions. Surface and spherical splines.are equally capable 
of interpolating geoid heights in the 2°x2° study area with a relative 
precision of 2cm per kilometre to the nearest interpolation point. 
Adding gravity data reduces this to about 1cm per kilometre for least 
squares interpolation with Tschernirtg and Rapp's 1974 degree variances, 
or to 1, 4cm per kilometre for m = 2 spherical splines, irrespective of 
the number of geoid height points. Relative precisions of this kind 
may be sufficient for some less demanding applications of orthometric 
levelling with GPS. 
With highly variable data, as gravity anomalies are in the study area,. 1 
splines do no better and no worse than least squares interpolation. 
A further attraction of many splines is the particularly simple form 
of the kernel function. This.makes certain splines especially suited 
to particular applications involving mixed data, or approximation of 
functionals. I have shown how pseudo-cubic splines may be used to 
interpolate both geoid heights and geoi~ gradients. I show that 
thin-plate splines may be used to approximate the innermost zone 
contribution to Stokes's and Vening Meinesz's formulae, and the L1 
gradient operator. The approximations are exact for interpolating 
splines in the area where the results are most sensitive to the data; 
these data may be arbitrarily distributed. The technique nicely 
complements other circular evaluation techniques such as the ring 
integration of Kears"ley (1986). A disadvantage as always, is repeated 
solution of sets of linear equations (unless the data are in a regular 
pattern), although the equation systems are easy to set up. 
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What I hope to have achieved is to show that a single approach, 
giving the kernel mapping associated with each type of spline, 
demonstrates the connnon construction of splines as"diverse as thin-
plate, multi-conic, pseudo-cubic, spherical or point-mass splines, 
and that there is sufficient choice to select splines suitable for 
any application in gravity field modelling ranging from various 
styles of geoid interpolation to the approximation of geodetic 
integrals. 
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