In this paper, we propose generalizations of the de Bruijn identity based on extensions of the Shannon entropy, Fisher information and their associated divergences or relative measures. The foundations of these generalizations are the φ-entropies and divergences of the Csiszár (or Salicrú) class considered within a multidimensional context, including the one-dimensional case, and for several types of noisy channels characterized by a more general probability distribution beyond the well-known Gaussian noise. We found that the gradient and/or the Hessian of these entropies or divergences with respect to the noise parameter naturally give rise to generalized versions of the Fisher information or divergence, which are named the φ-Fisher information (divergence). The obtained identities can be viewed as further extensions of the classical de Bruijn identity. Analogously, it is shown that a similar relation holds between the φ-divergence and an extended mean-square error, named φ-mean square error, for the Gaussian channel.
for some function f (independent of the pdf), where p X stands for the probability density function (pdf) of X and ⊆ R d its support; for f (x) = x, the mean m X describes where the pdf is centered and for f (x) = (x − E[X]) (x − E[X]) t where · t stands for the transposition, 1 the covariance matrix C X of X describes the spread of the pdf around its mean: in some sense, these are two "information measures" regarding the pdf. A typical associated measure of interest is the Mean-Square Error (MSE) of an estimator θ(X) of a parameter θ , built using an observed variable X parametrized by θ ,
This quantity is widely used in estimation in order to assess the quality of an estimator (its trace gives the "power" of the estimation error). • The differential Shannon entropy of a r.v. is defined as [2] , [12] , [13] H (X) = − p X (x) log( p X (x)) dx,
and taking an exponential, one obtains the quantity known as the entropy power
which is generally viewed as a measure of uncertainty. Indeed for any a ∈ R and any b ∈ R d one has N(a X + b) = a 2 N(X). Thus, when a goes to 0, a X + b tends to be deterministic and its uncertainty goes to 0. At the opposite, when a goes to infinity, the dispersion of the law of X is very large and the uncertainty is very large as well. H can also be viewed as the "information" brought by an observation or outcome. This quantity has been introduced in the context of communication, and the associated measure of particular interest is the mutual information between two random variables, I (X; Y ) = H (X) + H (Y ) − H (X, Y ), i.e., Classical "informational triangle" that schematically depicts the hugely used information measures (at the vertices), and the classical inequalities and identities that link these measures (at the edges). The Gaussian law is central since either the identities concern the Gaussian channel, or the inequalities are saturated in the Gaussian context. This measure is fundamental as it quantifies the information transmitted through a communication channel while the maximal input-output information gives the channel capacity. The mutual information can be written through the Kullback-Leibler divergence, also called relative entropy [2] ,
that is a kind of distance from a pdf q that serves as reference to a pdf p: D kl ( pq) ≥ 0 with equality if and only if p = q almost everywhere, but it is not symmetric and does not satisfy the triangle inequality [2] . • The last very often used information measure is the Fisher information matrix relatively to a n-dimensional parameter θ attached to a r.v. X [1] , [3] , [4] ,
where
denotes the gradient of f w.r.t. θ = [θ 1 . . . θ n ] t . Function ∇ θ log( p X ) is known as the score function (w.r.t. θ ) of the pdf. This matrix is highly popular in the estimation field as it quantifies the information on θ carried by the r.v. X. As we will see in a few lines, it allows to lower bound the variance of an estimator. When θ is a location parameter (for example the mean of the variable), the gradient in θ can be replaced by a gradient in x, the Fisher information matrix is then known as the nonparametric Fisher information matrix, simply denoted by J (X). These information measures can be viewed to be the vertices of a triangle, as symbolically depicted in figure 1.
Although they come from different scientific fields (probability theory, digital communications, estimation,…) these quantities are generally related to each other, very often by inequalities, as symbolically represented by the "edges" of the triangle in figure 1. Among the classical ones, given in [2] and [14] for instance, let us mention some of them:
• The moment-entropy relations N(X) ≤ |C X | where | · | denotes the determinant. This relation is also detailed and extended in a series of papers by Lutwak et al. [15] [16] [17] [18] or by Bercher [19] , [20] . • The Cramér-Rao inequality that links the variance of a r.v. -or of an estimator -to the Fisher information, C X − J (X) −1 ≥ 0 and MSE( θ) − J θ (X) −1 ≥ 0 (in the unbiased context), where A ≥ 0 means that matrix A is positive [4] . This inequality also gave rise to extensions [16] , [18] [19] [20] [21] . • The Fisher information is the curvature of the Kullback-Leibler divergence: for a pdf parametrized by θ ∈ , for a given θ 0 ∈ , the second-order Taylor series expansion w.r.t. θ in θ = θ 0 writes D kl ( p θ p θ 0 ) =
, [13] . • The Stam inequality sets a lower bound for the product between the entropy power and the trace or the determinant of the Fisher information matrix [1] , [2] , [14] , [22] , N(X)Tr(J (X)) ≥ d where Tr stands for the trace operator and N(X)|J (X)| 1 d ≥ 1. As for the previous inequality, Stam's one were also extended by Lutwak, or by Bercher [16] , [18] [19] [20] (see also our recent extension [23] ). • The two following relations we are precisely interested in here, due to de Bruijn and Guo et al. respectively, are remarkable since they link two information measures by identities rather than inequalities. They deal with the Gaussian channel, as depicted in figure 2 , where G is a zero-mean standard Gaussian noise independent of the input X. Under some regularity assumptions, the de Bruijn identity links the variation of the entropy of the pdf of the output with respect to the noise variance, and its Fisher information [1] . The Guo-Shamai-Verdú relation links the variations of the input-output mutual information with respect to the input power and the minimal meansquare error (MMSE) of the estimation of X from the output Y , MMSE(X|Y ) = MSE(E[X|Y ]) (see [4] ). For the Gaussian scalar context, these relations are recalled in figure 2 . Several alternative formulations exist in terms of Kullback-Leibler divergence and Fisher divergence [24] , [25] . These relations are precisely at the heart of this paper whose goal is to generalize them outside the usual "Gauss-Shannon-Fisher" context. In these relationships, the Gaussian play a central role since all the above-mentioned inequalities are saturated for Gaussian random variables, while the identities concern the Gaussian channel.
The de Bruijn identity is very important as, for instance, it was in the elements involved in the proof of the entropy power inequality [1] , [2] , [14] , [26] , and in the proof of the above-mentioned Stam inequality as well [2] , [14] , [26] . All these inequalities can also serve as a basis to prove the central limit theorem [24] , [25] , [27] , [28] . Because the de Bruijn identity or its Guo version expresses the variations of the output entropy of the Gaussian channel (or mutual input-output information), it finds natural applications in communications. Indeed, as stressed in [29] and a series of papers by the same team, the de Bruijn identity thus allows to assess the behavior of a channel w.r.t. variation in the noise amplitude, and thus its robustness to noise. The divergence version is also used to assess the behavior of such a channel subject to a mismatch between an assumed input and a true one [30] , [31] (see also [32] ). This identity and some possible extensions showed also its importance through various applications, as for instance given by Park et al. [33] , [34] , Brown et al. [35] or Guo et al. [36] , among others. We can mention for instance, the derivation of Cramér-Rao lower bounds from a Bayesian perspective (BCRLB) or from a frequentist point of view, min-max optimal training sequences for channel estimation and synchronization in the presence of unknown noise distribution, applications for turbo (iterative) decoding schemes, generalized EXIT charts and power allocation in systems with parallel non-Gaussian noise channels, application in graph theory, among others.
While the Shannon entropy is widely used in communication, there is currently a re-emergence of the use of more general entropic tools, in particular Rényi's and Havrda-Charvàt-Daróczy-Tsallis's entropies [37] [38] [39] . These generalized entropies find applications in various domains such as in statistical physics [39] [40] [41] [42] [43] [44] , in multifractal analysis [45] or in signal processing [2] , [46] , [47] . As the Kullback-Leibler divergence quantifies the "distance" from a reference pdf to an another one, other divergences can also quantify such a distance, in particular those of the class of Csiszár (or Ali-Silvey) [48] , [49] given later on in definition 2 and denoted D φ . As previously mentioned, the generalization of such entropies, together with some generalizations of the moments, gave rise later on to generalizations of the momententropy inequalities [15] [16] [17] [18] [19] [20] .
To generalize the Fisher information, one can imagine to start from the definition of the φ-divergences (see eq. (8)) and to make a second order Taylor expansion of D φ ( p θ p θ 0 ) in θ = θ 0 as for the Kullback-Leibler divergence. However, for Csiszár's divergences with φ sufficiently smooth, the curvature coincides again with the Fisher information [50] , showing the strength of this last quantity. This direction is thus not relevant for generalizing the Fisher information. Nevertheless, in spite of the fundamental character of this measure, following pioneer works from Boeke or Vajda [50] , [51] , generalizations of the Fisher information began to appear. These extensions were constructed intrinsically from the Rényi entropies and then used to extend information-theoretic results on the "edges" of the "informational triangle" of figure 1, such that the Cramér-Rao inequality [16] , [18] [19] [20] [21] or the Stam inequality [16] , [18] [19] [20] in the Rényi context. Although not presented as a generalization of the Fisher divergence, one can find precisely a quantity in [30, Th. 3] that appears as such a generalization. This quantity appeared precisely in a generalization of the de Bruijn identity in the (almost) Gaussian scalar context. Both generalizations of the informational measures gave rise to generalizations of their links, or were built to obtain such generalizations.
Although many parts of the informational triangle of figure 1 were generalized, as far as we know, few generalizations of the de Bruijn identity have been proposed. In [30] , Guo proposed a version by extending their previous version in terms of mutual information and MMSE in the scalar context, through Csiszár's divergences. A generalization of the Shannon mutual information-MMSE version in the non-Gaussian context was also proposed by Guo et al. [36] . Finally, one can mention a generalization of the identity for a law satisfying a nonlinear heat equation [52] , [53] . But in this nonlinear context, connecting the extended de Bruijn identity to a noisy communication channel fails.
In our work, we are interested in answering the following questions. (i) What happens in terms of robustness of the Gaussian channel if we use general divergences (or relative entropies) to characterize the system? (ii) Are there equivalent results for more general channels beyond the Gaussian channel? The main result of the paper is that the de Bruijn identity extends both to general divergences beyond than the Kullback-Leibler one, and to more general channels beyond the Gaussian channel. In these cases, particular quantities appear which we name as φ-Fisher information and φ-Fisher divergences and we will show that these extensions contain special cases, such as the usual Fisher information, the α-Fisher gain [54] , or a recently defined Jensen-Fisher divergence [55] . As the Rényi entropies have shown their importance in various field of applications, in particular in signal processing [2] , [46] , [47] , extending the de Bruijn identity in such a context, and far beyond this last one, open perspectives in these applications via the proposed extensions.
The known results and the extensions proposed here are summarized in the following table.
The main results of this paper are given by propositions 5, 6 and 7. To achieve these results step by step, the paper is organized as follows. In section II, the notation and assumptions Shannon Fisher used in the paper are given. Then, we will recall the definition of the φ-entropies, φ-divergences and introduce their associated φ-Fisher informations and φ-Fisher divergences, respectively. In section III we will reformulate the usual de Bruijn relation related to the scalar Gaussian channel [1] in terms of the more general φ-divergences due to Csiszár [48] or to Ali and Silvey [49] (see also [56] , [57] ). In the same section we will go beyond the Gaussian noisy channel and consider noises characterized by a more general pdf. We show two instances of the generalized version extending relations proposed by Johnson for Cauchy and Lévy channels [25] .
In section IV, we will go a step further, proposing multivariate extensions in which both the spatial coordinates and the noise parameter are vectors. We will then show in section IV, that this generalization encompasses both the multivariate de Bruijn identity [1] , [2] , [13] , [14] , the Guo identity [58] , as well as other extensions due to Guo et al. [58] , Palomar and Verdú [29] or Johnson [25, §5.3] .
II. DEFINITIONS AND NOTATIONS

A. Notations and Assumptions
Throughout the paper we use the following notations and assumptions (except when specified or when additional assumptions are required):
• The probability laws are assumed to admit a density with respect to the Lebesgue measure. • The probability density function (pdf) is denoted p when dealing with entropies, and p 1 and p 0 -the referencewhen dealing with divergences and are defined over sets
• The pdfs are supposed to be parametrized by a (common) vectorial parameter θ ∈ ⊆ R n , n ∈ N * . • The "state" spaces , 0 and 1 are assumed to be independent of θ . • We assume that 0 ⊆ 1 , that is p 0 (x) = 0 ⇒ p 1 (x) = 0 (the probability measure attached to p 1 is absolutely continuous with respect to that attached to p 0 ). • Densities p and p 0 are assumed to vanish at the boundary of and 0 , respectively. • When necessary, densities p, p 0 and p 1 are assumed differentiable or twice differentiable with respect to θ and/or with respect to x. • The notation · t denotes the transposition operation of a vector or a matrix, Tr is the trace operator and |·| denotes the absolute value of the determinant of a matrix.
• The gradient or Jacobian w.r.t. θ of a function f :
so that for n = 1,
The gradient or Jacobian w.r.t. x is defined similarly via the partial derivative w.r.t. x.
, so that for n = 1,
x is defined similarly via the second order partial derivative w.r.t. x. • The logarithm function will be denoted log, without specifying its base; the choice has no importance, provided the same one is considered for all the quantities that interplay. • The entropic functional φ : [0 ; +∞) → R we will introduce in a few lines needs to be convex. In the whole paper, we additionally assume that it is of class C 2 , so that convexity is equivalent to φ ≥ 0 (· and · denote the first and the second derivative, respectively).
B. Definitions
To extend the de Bruijn identity to generalized φ-entropies and φ-divergences, we need first to introduce these quantities, and the extensions of the Fisher information as well. What we will call φ-Fisher information and φ-Fisher divergences are quantities that appear naturally when φ-entropies/divergences are used instead of the Shannon or Kullback-Leibler divergence to characterize the channels depicted in figure 2 (and extensions in the non-Gaussian context).
Let us start with the definition of the φ-entropies and of the φ-divergences of the Csiszár class [48] (see also Salicrú [59] ):
Definition 1 (φ-Entropies): Here, we assume additionally 2 that φ(0) = 0. The φ-entropies of a pdf p are then defined as
where φ is the so-called entropic functional. Famous particular cases of φ-entropies are, among many others [6] , [7] , [59] :
• The Shannon entropy [12] , given by φ(l) = l log(l). • The Havrda and Charvát [37] , or Daróczy [38] or Tsallis [40] entropies, denoted in the sequel HCDT 3 obtained
Definition 2: (φ-Divergences (Csiszár [48] , Ali and Silvey [49] )): The φ-divergences from a pdf p 0 to a pdf p 1 ,
or relative φ-entropies, relatively to pdf p 0 , are defined as 4
Well-known cases of such divergences are the following [6] , [7] , [59] , [61] :
• The Kullback-Leibler divergence [2] , [48] is given by φ(l) = l log(l). • The exponential of the so-called Rényi divergences, or a linear function of the Hellinger divergences (or simply the Hellinger integral) [2] , [48] , [57] , [62] are obtained for φ(l) = l α , α > 1 (see also Tsallis [40] or Havrda and Charvát [37] ). • The Jensen-Shannon divergence [2] , [48] , [57] is obtained [57] , given by φ(l) = |l−1| α , α ≥ 1 (including the total variation divergence for α = 1, and the Pearson divergence for α = 2). Such divergences have many common properties, and among them, assuming additionally 5 that φ(1) = 0, from the Jensen inequality such φ-divergences are nonnegative, and zero if and only if p 1 = p 0 (a.e.) [48] . We let the reader to [6] , [7] , and [57] for a brief panorama and for some applications of divergences in signal processing, physics and statistics.
Let us now turn to the generalization of the second information quantity appearing in the de Bruijn identity, namely the Fisher information.
Definition 3 (φ-Fisher Information Matrix): We define the φ-Fisher information matrix of a pdf p relatively to a parameter θ by
As an illustration we now show some particular cases that already exist in the literature. 
where h is an increasing function. We restrict here to h = Id the identity, so that some usual φ-divergences are a monotonous function of the divergences defined here. Note also that in [48] , in the scalar context, the integration is over R using the convention 0 φ(0/0) = 0; moreover to avoid the restriction 1 ⊆ 0 , Csiszàr also imposes the convention 0 φ(a/0) = a lim u→+∞ φ(u)/u [48] . 5 This is not a restriction since for any convex function φ defined on
their β and our α are related by α = 2β − 1 and up to a factor α; see also [16, eq. (7) ] in the scalar context).
Definition 4 (φ-Fisher Divergence Matrices):
We define the φ-Fisher divergence matrices from a pdf p 0 to a pdf p 1 , relatively to parameter θ ( p 0 serving as a reference) by
When θ is a location parameter ∇ θ ≡ ∇ x , the φ-Fisher information and Fisher divergence matrices reduce to the corresponding nonparametric ones, denoted J (φ) ( p) and J (φ) ( p 1 p 0 ), respectively. Some particular cases of φ-Fisher divergences were proposed in the literature, in specific contexts, as follows: 1 and thus the φ-Fisher divergence that corresponds to the same function φ is the usual Fisher divergence [2] , [13] , [25] . • In the Rényi context, with the Rényi index α (or HCDT),
is a geometric mean of densities p 1 and p 0 , leading, up to a normalization factor, to the α−Fisher gain introduced by Hammad in [54] . • Note finally that for the Jensen-Shannon context,
is an harmonic mean leading to a very recently defined Jensen-Fisher divergence J ( J S) ( p 1 p 0 ) by Sánchez-Moreno et al. [55] . In [55] , J ( J S) ( p 1 p 0 ) was introduced by pure analogy with the Jensen-Shannon divergence under the form
and was used for physical description purposes. The φ-Fisher divergence matrices defined in eq. (10) are symmetric positive definite and vanish if and only if p 1 = p 0 a.e. Moreover, as for the usual Fisher divergence, one can also define the (scalar) φ-Fisher divergences as the trace of the φ-Fisher divergence matrices. Thus, obviously, the φ-Fisher divergences are nonnegative.
Note that, as shown in [54, eq. (26) ] for the usual Fisher matrices, both the φ-divergences and the φ-Fisher divergence matrices are invariant by the same bijective transformation of both p 1 and p 0 .
A generalization of the de Bruijn identity in the scalar context for the φ-divergences and Gaussian channel 6 has been made by Guo in [30, Th. 3] where, although no notion of Fisher information is explicitly mentioned, the derivative of the φ-divergences with respect to the noise parameter is linked with the nonparametric φ-Fisher information.
III. EXTENSION OF THE SCALAR DE BRUIJN IDENTITY TO φ-ENTROPIES AND φ-FISHER INFORMATIONS
In this section, we focus on the scalar context for both the state x and the parameter θ , i.e., d = n = 1. This restriction allows to increment by a first step the de Bruijn identity, while the general case (including the scalar one) will be the object of the next section. In this section, we will assume that the quantities that interplay (entropies, divergences, Fisher informations) exist. This assumption requires conditions on the pdfs and on the entropic functional φ that cannot be given in a general setting; they must be studied case by case.
Let us consider firstly the Gaussian channel as in de Bruijn's original version, as done by Guo in some sense in its extension [30] , before generalizing the result for a class of more general noises.
A. Gaussian Noise
The key point of the de Bruijn identity for the Gaussian channel is that the pdf p of the output follows the heat equation
Reproducing the same steps as for the usual de Bruijn identity, writing the φ-entropies of p, performing the derivative of this quantity once w.r.t. the parameter θ , and using the heat equation, one obtains the following extension that we name φ-de Bruijn identity, Proposition 1 (φ-de Bruijn Identity): Consider a pdf p parametrized by a parameter θ and satisfying the heat equation (11) , such that ∂ ∂θ φ( p) is θ -locally uniformly integrable, 7 and such that both φ( p) and ∂ ∂ x φ( p) vanish at the boundary of . Then its φ-entropy and φ-Fisher information fulfill
Proof: This case is a particular case of proposition 5, section IV, proved in appendix A-A.
In the Shannon context φ( p) = −p log p, one recovers the original de Bruijn identity [1] .
Note that from the assumptions that p vanishes at the boundary of together with φ(0) = 0, the vanishing assumption of φ( p) is indeed not a strong restriction. The other assumptions have to be studied case by case, given the explicit form of p and φ.
A particular situation of the general one depicted in this proposition, widely used in communication theory, occurs when considering the output for a Gaussian noisy channel, Y = X + √ θ G since the pdf of the output satisfies the heat equation [24] , [27] (see also appendix C-A). Clearly, in such a case, the regularity conditions stated in the propositions for pdf p Y imply conditions on the input pdf, depending on the entropic functional φ. For instance, in the Shannon case there were shown to be true by Barron, provided that the input has a finite variance [27, Lemma 6.3] . In the general φ context, the steps of Barron are more difficult to apply. However, it is shown in appendix C-B that φ( p Y ) vanishes at the boundary of the domain. Moreover, assuming that there exists some k ∈ (0 ; 1) such that u k φ (u) → 0 when u → 0, the vanishing property of ∂ ∂ y φ( p Y ) at the boundary is also insured (see appendix C-B). This last condition on φ is not very restrictive, being valid for the most frequently used entropies, such that the Shannon entropy, the HCDT entropy (provided k > 1 − α) or the Kaniadakis entropy (provided that k > κ), among others.
As done for the Kullback-Leibler divergence in [25] , this proposition can be recast in terms of φ-divergences as follows.
Proposition 2 (φ-de Bruijn Identity in Terms of Divergences): Let p 0 and p 1 parametrized by the same parameter θ , both satisfying the heat equation (11) , such that 
Proof: This case is a particular case of proposition 6, section IV, proved in appendix A-B.
Again, a particular situation arises in the context of the Gaussian channel. As previously mentioned the pdf of the output of this Gaussian channel satisfies the heat equation. For instance, in a mismatched context, considering that X 0 is the assumed input of the channel, while the true input is X 1 , and noting p 0 and p 1 the pdfs of the respective outputs, the φ-divergence measures a kind of distance from the assumed pdf p 0 serving as a reference, to the true output pdf p 1 . Hence, the φ-Fisher information gives the variation of this mismatch measure with respect to the noise amplitude. Since J (φ) ≥ 0, the proposition states that the consequence of the mismatch decreases with θ , the rate of decrease being precisely given by this φ-Fisher information. If X 0 = 0, the divergence measures the decrease of the distance from a Gaussian as θ increases, which is a key point used in some proofs of the central limit theorem when dealing with the Kullback-Leibler divergence [24] , [25] , [28] . Equation (13) was proved to remain valid for non-Gaussian noise in the limit θ → 0 [30] . Indeed, in this limit, the pdf satisfies the heat equation like the Gaussian (and thus the output pdf as well). As shown in this last reference, the φ-Fisher information can be viewed as a mean-square distance between the outputs' pdfs, but averaged over a "deformed" distribution instead of the reference one. Finally, in the Shannon context, one recovers the original de Bruijn identity formulation in terms of divergences of [24] , [25] (there, the reference pdf, p 0 , is a Gaussian of variance θ and p 1 as the output pdf). Let us finally mention that in the case of the Jensen-Shannon divergence and in the scalar case, eq. (28) reduces to the Sanchez-Moreno et al. version of the de Bruijn identity [55, eq. (7)].
As for proposition 1, the conditions of the proposition have to be studied case by case.
B. Beyond Gaussian Noise: Extension to More General Scalar Non-Gaussian Channels
Here, we extend propositions 1 and 2 to a more general setup in which the channel noise is non-Gaussian. Indeed, although the most common noise in nature is of Gaussian type, there exists others whose probability distribution does not follow the heat equation but are still associated with a partial differential equation (PDE) which, in turn, is the key to obtain de Bruijn-type identities. We will consider the general case as well as two particular cases of non-Gaussian noises, Lévy and Cauchy, whose corresponding PDE have a similar structure to that of the heat equation [25] .
For both versions of the de Bruijn identity, the key point is that p 0 and p 1 follow the same second order PDE given by
Note that the PDE (14) reduces to a Fokker-Planck equation [64] , when α 2 = 0 and α 1 = 1, where −β 1 is the drift and where 2 β 2 is the diffusion, which is state-independent in this case, the heat equation being a particular case (β 1 = 0 and with β 2 being constant). Now, propositions 1 and 2 can be generalized one step further as follows:
Proposition 3 (Generalized Scalar φ-de Bruijn Identity): Let a pdf p satisfying the PDE (14) where the drift β 1 is state-independent (β 1 (x, θ) = β 1 (θ )), such that both ∂ ∂θ φ( p) and ∂ 2 ∂θ 2 φ( p) are θ -locally uniformly integrable, and such that both φ( p) and ∂ ∂ x φ( p) vanish at the boundary of . Then, the φ-entropies and φ-Fisher information of pdf p satisfy the identity
Proof: This is a particular case of proposition 5, section IV, proved in appendix A-A.
When α 2 = 0, the θ -local uniform integrability of ∂ 2 ∂θ 2 φ( p) is unnecessary and, similarly, if β 2 = 0, no condition on ∂ ∂ x φ( p) is required (see the proof of the proposition).
Condition φ( p) → 0 at the boundary of is not restrictive due to the assumption φ(0) = 0 and the vanishing assumption of p at the boundary of . The other regularity conditions stated in the proposition imply conditions on the pdf p, depending on the entropic functional φ, and must be studied case by case. To this end, one can follow the steps of Barron [24] , [27] recalled and slightly extended in appendix C-B as a guidance.
As in the heat equation context, this proposition can be recast in terms of divergences as follows:
Proposition 4 (Generalized Scalar φ-de Bruijn Identity in Terms of Divergences): Let p 0 and p 1 two pdfs, parametrized by the same parameter θ , both satisfying PDE (14) and such that both ∂ ∂θ p 0 φ p 1 p 0
are θ -locally uniformly integrable, and such that both
vanishes at the boundary of 0 . Then, the φ-divergences and φ-Fisher divergences of pdf p 1 with respect to p 0 fulfill the relation
Proof: This case is again a particular case of proposition 6, section IV, proved in appendix A-B.
As for the entropic version of the proposition, when α 2 = 0, the θ -local uniform integrability of ∂ ∂θ p 0 φ p 1 p 0 is unnecessary, and similarly, if β 2 = 0, no condition on ∂ ∂ x p 0 φ p 1 p 0 is required (see the proof of the proposition). Again, the conditions of the proposition are to be studied case by case according to the considered entropic functional φ and the pdfs p 0 and p 1 as well.
It is first interesting to note that these identities also apply in the context of a noisy channel as in figure 2-(a), but where the noise pdf satisfies PDE (14) in the context of state-independent β 1 . Indeed, in this case, writing the output pdf as a convolution between the input and noise pdfs, and provided that the latter is regular enough 8 one can show that the output pdf also satisfy PDE (14) (see the steps given in the Gaussian case, appendix C-A). Thus, these identities apply to the output of such a general channel, or to the output pdf relatively to the noise pdf, provided the conditions required by the propositions are satisfied (these ones impose conditions on the input that can only be studied when the pdf of the noise is explicitly known). In other words, these results include and generalize the standard de Bruijn identity [27] as well as the Guo-Shamai-Verdú relations [30] , [58] either to non-Gaussian noise, or to φ-entropies and divergences, or both. They also include and generalize identities derived by Johnson in [25] for Cauchy and Lévy channels in the context of Kullback-Leibler divergence as we will show in a few lines. The first version of the Guo-Shamai-Verdú identity is also recovered and extended by considering the output pdf and the pdf of the output conditionally to the input in the context of figure 2-(b).
1) Lévy Channel: Consider the channel of the form fig. 2 , but now subject to Lévy noise with scale parameter θ 2 , i.e., θ 2 L where L is a standard Lévy r.v.. θ 2 L has then the pdf
defined on R + [65] . One can easily see that both this pdf, and more specially, the pdf of the output Y satisfy the parabolic differential equation [25] (see also the steps used in the Gaussian case recalled in appendix C-A)
As an immediate consequence of proposition 4, the φ-entropy of the output and its φ-Fisher information are linked by the 8 The first and second derivative w.r.t. θ and w.r.t. x must be θ -locally uniformly integrable and x-locally uniformly integrable, respectively. Noting that the output pdf can be obtained as a convolution between the pdf of the input and that of the noise, a sufficient condition is that the partial and second order partial derivatives of the noise are (locally) uniformly bounded. Thus, the integrand are dominated by an integrable function proportional to the input pdf, with a coefficient independent of the parameter (θ or x).
Similarly, for two output pdfs p 0 and p 1 of the Lévy channel (for instance when the input are respectively Lévy and arbitrary), their φ-divergences and φ-Fisher divergences satisfy the relation
The identity directly links the curvature of the φ-entropies (resp. φ-divergences) with the φ-Fisher information (resp. φ-Fisher divergences). For a Lévy distributed input vs an arbitrary input and in the context of Kullback-Leibler divergence, relation (19) is precisely that obtained by Johnson in [25, Th. 5.5] . Again, to study some of the conditions required by the proposition, in the entropy context, one can follow the sketch in appendix C-B.
2) Cauchy Channel: Consider the channel fig. 2 , but now subject to Cauchy noise with scale parameter θ , i.e., θ C where C is a standard Cauchy r.v.. θ C has the pdf p(x) = θ π(θ 2 +x 2 )
[65] so that both this pdf and, specially, the pdf of the output, satisfy the Laplace (elliptic differential) equation [25] (the very same steps used in the Gaussian case, see appendix C-A, leads to this conclusion)
Thus, as a consequence of proposition 3, the φ-entropy and φ-Fisher information of the output are linked by the relation
Similarly for two output pdfs p 0 and p 1 of the Cauchy channel (for instance when the input is respectively Cauchy and arbitrary),
Now, the identity directly links the curvature of the φ-entropies (resp. divergences) with the sum of the parametric and nonparametric φ-Fisher information (resp. divergences).
Here again, for a Cauchy distributed input vs an arbitrary input, relation (22) reduces to that obtained by Johnson in [25, Th. 5.6]. Dealing with entropies, following the very same steps as in appendix C-B shows that the boundary conditions required by the proposition are satisfied.
IV. FROM THE SCALAR CASE TO THE MULTIDIMENSIONAL CONTEXT
In this section, we generalize the previous results to the general multivariate context, both for the state x (d ≥ 1) and parameter θ (n ≥ 1). To this aim, as for the previous section, the approach relies on pdfs satisfying a second order PDE with the same form as eq. (14) . Note that the gradient of p is a vector and its Hessian is a matrix, which are of different dimensions. One thus has to deal with operators applied to them so as to combine quantities of the same dimension, as we will see.
More precisely, we consider pdf p, parametrized by a vector θ satisfying the following PDE,
where L i and K i are linear operators acting on vectors or matrices, dependent of θ or not but independent of the state x,
For instance, an operator K i and/or L i can be the trace operator, a right and/or left product by a matrix (possibly dependent of θ ), extraction of a subvector or of a submatrix, etc.
To get an idea of pdfs satisfying a PDE of the form eq. (23), consider the Gaussian pdf
parametrized by the scalar θ . Differentiating in θ on one hand, differentiating twice in x on the other hand, and using the identity Tr(uv t ) = u t v, one easily shows that p satisfies the PDE
Here, L 2 = 0, L 1 = I is the identity, K 1 = 0 and K 2 (M) = Tr(RM) for any M ∈ R d×d . Note that, in the particular context of a state-independent β 1 , if the input noise pdf of a channel as in figure 2 satisfies a PDE of the form eq. (23), the pdf of the output satisfies the same PDE. 9 Thus, in this case we can generalize the multivariate versions of the de Bruijn identities related to a noisy communication channel.
If θ is scalar, PDE (23) encompasses the multivariate Fokker-Planck equation with state-independent diffusion when L 2 = 0, L 1 = I, −β 1 : R d × R −→ R d being the drift, K 1 (M) = Tr(M) for any matrix M ∈ R d×d , and,
matrix M ∈ R d×d and for a symmetric positive definite matrix D : R −→ R d×d being the diffusion tensor [64] . Finally, as mentioned in the previous propositions, the scalar PDE (14) is a particular example where L i (i = 1, 2) reduces to multiplication by α i (θ ), K 2 reduces to a multiplication by β 2 (θ ) and K 1 = I.
In the multivariate context introduced here above, we can now generalize the de Bruijn identities in terms of φ-entropies and φ-divergences. From the generalizations, we will then exhibit three particular examples, recovering existing identities from the literature.
A. Multivariate General de Bruijn Identities
Proposition 5 (Generalized Multivariate φ-de Bruijn Relation): Let p be a pdf that fulfills the PDE (23) with β 1 state-independent (β 1 (x, θ) = β 1 (θ )), such that both ∇ θ φ( p) and H θ φ( p) are θ -locally uniformly integrable, and such that both φ( p) and ∇ x φ( p) vanish at the boundary of . Then, its φ-entropies and φ-Fisher information matrices satisfy the relation
Here again, when L 2 = 0 the local integrability of H θ φ( p) is unnecessary and similarly, if K 2 = 0, the gradient ∇ x φ( p) does not need to vanish at the boundary of (see the proof of the proposition).
As for the previous scalar extensions of the de Bruijn identities, the proposition can be recast in terms of divergences as follows, 
Once again, when L 2 = 0 the local integrability of
does not need to vanish at the boundary of 0 (see proof).
It appears that (25) looks somewhat similar to an extended version of the de Bruijn identity proposed by Johnson & Vignat in the context of Rényi's entropies [52, eq. (11) ]. However our extension cannot recover their version since (25) is based on densities satisfying the second order linear partial differential equation (14) , while the version of [52] lies on a nonlinear extension of the heat equation (called q-heat equation, involving a so-called q-Fisher information) as mentioned in the introduction. Conversely, it is not clear whether the extended de Bruijn identity of [52] can be seen as linking the Rényi entropy and the extended Fisher information of the output of a channel as in figure 2 . Indeed, if the channel noise satisfies the nonlinear differential equation leading to their extension, due to the nonlinear aspect, the output pdf cannot satisfy the same nonlinear differential equation.
Again, the conditions required to apply the last two propositions have to be studied case by case, given p, p 0 , p 1 and φ; such a study can take the inspiration from that of Barron [24] , [27] recalled and slightly extended in appendix C-B.
B. Particular Cases 1) Gaussian Channel:
Let us consider the Gaussian channel depicted in figure 2-(a) , where the noise is now √ θ G, with G a Gaussian vector with zero-mean and covariance matrix R. It is straightforward to show that both the noise pdf and output pdf p follows PDE (23) with L 1 = I, L 2 = 0, K 1 = 0 and K 2 (M) = 1 2 Tr(R M), i.e., the multidimensional version of the heat equation given by eq. (24). Then, one obtains the extended vector version of the de Bruijn identity:
In the Shannon entropy context, the usual versions [25] , [29] are obviously recovered, and of course, in the scalar case and for the Shannon entropy, the initial de Bruijn identity, as presented by Stam in [1] is naturally recovered. Moreover, the divergence version of de Bruijn's relation, also given in [25] in the scalar context and Shannon entropies,
If p 1 is the pdf of the output of the Gaussian channel and p 0 the Gaussian pdf with the same covariance, this result can be interpreted as describing the convergence of the output pdf to the Gaussian pdf w.r.t. θ . Indeed, J (φ) ≥ 0 together with R ≥ 0 implies that D φ decreases with increasing θ . Hence, the φ-Fisher divergence associated to the φ-divergence (i.e., with the same entropic functional φ) gives the speed of convergence. For that reason, it is not surprising that this relation was implied (in the scalar Shannon context), in some way, in a proof of the central limit theorem (see [24] , [25] , [28] , [66] , [67] or references cited in). Alternatively, consider two similar channels, with respective input X 0 and X 1 , and of output respectively Y 0 and Y 1 with pdfs p 0 and p 1 . Instead of working with the output and the noise, one can wish to compare the two different outputs leading to a tendency of convergence of the two outputs' pdfs as θ increases, with a convergence rate given by the corresponding φ-Fisher divergence. From this point of view, the φ-Fisher divergence lets one assess the behavior of the channel versus a mismatch between an assumed input and a true one.
As mentioned when dealing with the scalar context, following the steps of Barron [24] , [27] , we show in appendix C-A that the pdf of the output of the multivariate Gaussian channel also satisfies a multivariate heat equation and in appendix C-B that in this multivariate context the boundary conditions are also satisfied (under the weak assumption of the existence of a k ∈ (0 ; 1) such that u k φ (u) → 0 when u → 0, dealing with the second one).
2) Cauchy Channel: Let us consider the Cauchy channel, where the channel noise is θ C, where C has the characteristic matrix R and its associated density is given by
, which follows PDE (23) with L 1 = 0, L 2 = I, K 1 = 0 and K 2 (M) = −Tr(RM), i.e.,
Following the very same steps as Barron [24] , [27] , recalled in appendix C-A, allows to easily show that the pdf output of a multivariate Cauchy channel satisfies the same PDE as the Cauchy noise.
Thus, assuming that the pdfs satisfying eq. (29) also satisfy the condition required by proposition 5, the φ-informational quantities of these pdfs satisfy the relation
Note that following the steps given in appendix C-B for the Gaussian channel, one can also easily show that in the multivariate Cauchy context, the boundary conditions of the proposition are also satisfied (under the same assumption for u k φ (u)).
Similarly, for two pdfs p 0 and p 1 satisfying eq. (29), for instance the pdf of the output of the Cauchy channel and a Cauchy distribution with the same characteristic matrix, or the pdfs of two different outputs (e.g., in the mismatch context) their φ-divergences and φ-Fisher divergences satisfy
C. Extended Guo-Shamai-Verdú and Extended Palomar-Verdú Relations
As we will see now, the relation given by Guo in [30] as well as the scalar and vectorial variations given in [29] , [36] , [58] , and [66] are particular cases of proposition 6.
First of all, one can notice that when the parameter θ is matricial for instance, by a vectorization of this matrix, such a case can be treated through the formalism adopted in this section. Moreover, to conserve the structure of the quantities, the vectors or matrices that appear through the gradient or Hessian can be rearranged in tensors ("de-vectorization"). In this paragraph we only need to differentiate a real-valued function of matricial argument M = m i, j i, j for which ∇ M f is the matrix of the partial derivatives,
Thus, we do not need to introduce a complicated tensorial formalism. Note in particular that if f
. Now, we consider again the Gaussian channel of figure 2-(b) , but where the input X is a random vector and the multiplication is matricial, of the form H B X, and where the noise N is Gaussian independent of X, zero-mean and of covariance matrix R, i.e., the output is Y = H B X + N.
In such a communication model, matrix H represents the transmission channel (filtering, etc.) while matrix B represents a pretreatment of the data before sending them to the channel (e.g., beamforming), or can model the covariance matrix of the input (e.g., that would be B B t ). H and B are matrices that can be rectangular.
Palomar and Verdú [29] are interested in the relationship between ∇ H I (X; Y ) or ∇ B I (X; Y ) and the MMSE matrix. Such relations allows to study the robustness of the information transmission vs the channel or vs the pretreatment. These results can be recovered and extended thanks to the following proposition:
Proposition 7: Let us consider a multivariate Gaussian channel of the same form as figure 2-(b) , of input X put in form by the multiplication with a matrix θ , and corrupted by an independent channel noise N, zero-mean, of covariance matrix R that does not depend of θ , i.e., Y = θ X + N.
MSE φ (X|Y ) can be interpreted as a generalized φ-meansquare error matrix, as defined in [29] for the classical case. Proof: The proof is detailed in appendix B, using that the conditional pdfs p Y |X =x and p Y satisfy the same PDE (23) . The result is thus almost a direct consequence of proposition 6. Now, for θ = H B together with the fact that for any scalar function g(H ) it holds that ∇ H g = ∇ θ g B t , we derive the relation (34) that is nothing but [29, eq. (21) ] up to the right multiplication by H t . Similarly, from ∇ B g = H t ∇ θ g we obtain
that is nothing but [29, eq. (22) ] up to the right multiplication by H t .
It is left as a future investigation to study the simplification of Eq. (32) in the multivariate case since in this case it is not feasible to simply eliminate θ t from both sides of this equation, given that θ is a matrix. Just in the case in which θ is tall (including square) and has full rank, it is possible to multiply both sides of Eq. (32) by θ and then (as the resulting square matrix is invertible) to simplify each side by (θ t θ) −1 . This is for instance always true in the scalar case.
Note that in the scalar context of figure 2 , the result of Guo [ V. CONCLUSIONS In this paper we have proposed multidimensional generalizations of the standard de Bruijn identity obtained via the so-called φ-entropies and divergences of Csiszár (also Salicrú) class, within a scalar and vectorial framework. We first showed that, in the scalar case and for the Gaussian noisy channel, the derivative of the φ-entropy (divergence) can be written as a generalized version of the Fisher information (divergence) and that these relations can be considered as a natural extension of the classical de Bruijn relation where both the noise and output pdfs follow the heat equation. Then, we have proposed a further step by considering non-Gaussian noises of pdfs governed by more general linear second-order PDE than the heat equation, both in the scalar and multivariate context (for both the state and the parameter). We thus obtained extended versions of the de Bruijn identity as well as extensions of the Guo-Shamai-Verdú relation that link the gradient of the φ-mutual information to the generalized φ-mean-square error.
The physical interpretation of the extended de Bruijn identities remains open as well as their potential implications and applications. Nevertheless, we believe that the extensions shown can broaden the perspective on the usual applications in statistics, estimation, communication theory or signal processing in a wider sense [2] , [28] [29] [30] [31] , [33] [34] [35] [36] , [46] , [47] . As an example, it could serve to characterize more finely the robustness of a channel to particular characteristics of noise, for instance using Rényi entropies or divergences. Indeed, these information measures are sensitive to the head (α < 1) or tails (α > 1) of a distribution. The generalized de Bruijn identities could also serve to extend the central limit theorem, in the same spirit as the work of Johnson [25] .
APPENDIX A PROOF OF THE GENERALIZED MULTIVARIATE
φ-DE BRUIJN IDENTITIES In the proof of the propositions, we will very often use the divergence theorem, under various forms. In order to have it in mind, we recall it here:
Lemma (Divergence Theorem): Let ⊆ R d be a region in space and ∂ its boundary. Consider a vector field f : −→ R d . Then, the volume integral of the divergence,
where f = [ f 1 · · · f d ] t and where n : ∂ −→ R d is the normal vector to the surface ∂.
When applied to f = c ψ where c is an arbitrary constant d-dimensional vector and ψ : −→ R, it leads to
Finally, applying this last equation to any component of ∇ψ one obtains
Let us now prove propositions 5 and 6 in the two next subsections.
A. Formulation in Terms of the φ-Entropies
Recall first that here β 1 (x, θ) = β 1 (θ ) so that this function, being independent of x, can be inserted in operator K 1 (dependent only of θ ). In other words, without loss of generality, we can consider here that β 1 = 1.
We start from definition 1, eq. (7), of the φ-entropies and perform the derivative respect to parameter θ ,
where the argument x of the functions are omitted for readability purposes, as well as the argument of the φ-entropies. The interchange between the derivative and the integral follows from the θ -local uniform integrability assumption [63, § 63] . This gives the expression
Differentiating this expression w.r.t. θ , using the θ -local uniform integrability assumption to differentiate under the integral, we obtain
that is, from definition 3, eq. (9), of the φ-Fisher information,
is supposed to exist, thus the integral of the sum can be separated as the sum of the integrals).
Then, we use successively the linearity of the operators 10 L i , the PDE (23) satisfied by p,
, the linearity of operators K i , together with definition 3 of the nonparametric φ-fisher information to obtain,
Because φ( p) vanishes at the boundary of , from the formulation (37) of the divergence theorem, we have
Thus, from linearity of K 1 , since necessarily K 1 (0) = 0, we can conclude that 10 The linear operators acting on matrices, elements of a finite dimensional Hilbert spaces, can be written as finite linear combination of the elements of the matrices, and thus, due to the finiteness, can be permuted with the integration (see for instance [68] ).
Similarly, as ∇ x [φ( p)] vanishes at the boundary of , one obtains from formulation (38) of the divergence theorem together with the linearity of K 2 that and thus
The proof of proposition 7 finishes plugging this expression in (45) , again noting that
ing both sides of (45) by p X (x) and integrating over .
APPENDIX C VARIOUS ELEMENTS ON THE CONDITIONS NEEDED
IN SOME OF THE PROPOSITIONS The conditions set in the propositions are used to interchange derivation with respect to a parameter and integration, thanks to the dominated convergence theorem and the mean value theorem. Considering that the pdf and the considered entropic functionals are sufficiently regular, these conditions are probably not very restrictive. In what follows, we give some elements dealing with the Gaussian channel, that can serve as a guidance for more general situations.
A. The pdf of the Output of the Gaussian Channel Follows the Heat Equation
It is shown for instance in [24] and [27] in the scalar case that pdf of the output Y = X + √ θ N of the Gaussian channel follows the heat equation. The same approach naturally applies when N is a multivariate Gaussian with covariance matrix R [25] . We recall here the main steps in the multivariate context, the scalar one being a particular case. The principle consists in writing the output pdf as a convolution, to derive it w.r.t. the parameter or the state, to interchange derivation and integrals, and thus to use the heat equation followed by the Gaussian pdf (channel noise pdf). The very same steps are used in the multivariate Cauchy case and can clearly serve as a guideline to treat the generalized case.
In what follows, to simplify the notations, we write
so that the pdf of the noise writes p N (y − x) = α θ − d 2 exp − u 2θ . We need then to be able to interchange derivation w.r.t. θ and the integration that gives the output pdf, and similarly for integration and Hessian w.r.t. y.
A short study of this function versus u ≥ 0 allows to prove
which is integrable. In other words ∂ ∂θ p N (y − x) p X (x) is θ -locally dominated in R * + by an integrable function, which allows to conclude thanks to the dominated convergence theorem.
2) ∇ y
Direct algebra leads to
where R 1 2 is the (unique) symmetric definite positive matrix, square root of R. Studying this function versus u, it is straightforward to show that Multiplying this expression by its transposition and taking the trace to obtain its Frobenius norm · F [69] , one has thus To show this, let us write
From the assumption on φ , since p Y goes to 0 at the boundary of Y , the quantity p k Y φ ( p Y ) vanishes at the boundary of Y . Then, from k < 1 one applies the inverse Hölder inequality [70, Th. 189] , where 1 k + 1 k * = 1 (k * is thus negative). We have already seen that for p Y we can permute ∇ y and the integral, hence by this permutation, bounding the norm of the integral by the integral of the norm, and from the previous inequality, one obtains .
As a conclusion, sup y∈R d ∇y p N (y)
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