In [McDonald, Pestana and Wathen, SIAM J. Sci. Comput., 40 (2018), pp. A1012-A1033], a block circulant preconditioner is proposed for all-at-once linear systems arising from evolutionary partial differential equations, in which the preconditioned matrix is proven to be diagonalizable and to have identity-plus-low-rank decomposition under the setting of heat equation. In this paper, we generalize the block circulant preconditioner by introducing a small parameter ǫ > 0 into the top-right block of the block circulant preconditioner. The implementation of the generalized preconditioner requires the same computational complexity as that of the block circulant one. Theoretically, we prove that (i) the generalization preserves the diagonalizability and the identityplus-low-rank decomposition; (ii) all eigenvalues of the new preconditioned matrix are clustered at 1 with the clustering radius positively related to ǫ; (iii) GMRES method for the preconditioned system has a linear convergence rate independent of size of the linear system when ǫ is taken to be smaller or comparable with square root of time-step size. Numerical results are reported to confirm the efficiency of the proposed preconditioner and to show that the generalization improves the performance of block circulant preconditioner. 1 preconditioner. We call the generalized preconditioner by block ǫ-circulant (BEC) preconditioner (when ǫ = 1, the BEC preconditioner is identical to block circulant preconditioner). Theoretically, we show that (i) the generalization preserves of the diagonalizability and the identity-plus-low-rank decomposition; (ii) all eigenvalues of the preconditioned matrix by BEC preconditioner is clustered at 1 with the clustering radius positively related to ǫ; (iii) GMRES method (restarted or non-restarted) for the preconditioned system has a linear convergence rate independent of both temporal and spatial step-sizes when ǫ is taken to be smaller or comparable with square root of the temporal-step size. When using Krylov subspace methods to solve the preconditioned linear system, it requires to compute the inverse of block ǫ-circulant preconditioner multiplying some given vectors. To compute the matrix-vector multiplication efficiently, we resort to the fact that the block ǫ-circulant preconditioner is diagonalizable by means of fast Fourier transform (FFT) with each eigen-block having the same size as that of spatial discretization matrix. That means, to compute the inverse of BEC preconditioner multiplying a given vector is equivalent to solving a block diagonal linear system in Fourier domain. If the spatial term is Laplacian operator and the uniform spatial grid is employed, then the diagonal blocks of the block diagonal linear system are further diagonalizable by fast sine transform (FST), due to which computation of inverse BEC preconditioner times a vector is fast and exact. If the spatial term consists of some more general differential operators, then we resort to some efficient iterative solvers (e.g., multigrid method) as inner spatial solver. The details of implementation of preconditioned matrix times a vector are given in Section 4, which shows that the total storage of the proposed implementation is proportional to number of unknowns and the total computational cost of the proposed implementation is proportional to number of unknowns multiplying a logarithm. GMRES method is employed to solve the preconditioned linear system. Numerical results on heat equation, convection-dominated convection diffusion are reported to show that the BEC preconditioner is efficient and it improves the performance of block circulant preconditioner.
1. Introduction. In this paper, we are particularly interested in evolutionary partial differential equations (PDEs) with first order temporal derivative. The classical time-stepping method solves the evolutionary PDEs one time level by one time level (i.e., in a fully sequential manner), which is time-consuming if the number of time levels are large. This motivates the development of parallel methods for evolutionary PDEs; see, e.g., [5, 6, 9, 14, 15, 18] . As one type of parallel methods for evolutionary PDEs, the space-time method put the linear equations at all time levels into a large linear system (all-at-once discretization) and then solve all unknowns of the large system simultaneously; see, e.g., [5, 7, 8, 10, 11, 13] .
Recently, McDonald, Pestana and Wathen in [14] proposed a block circulant preconditioner to accelerate the convergence of Krylov subspace methods for solving the all-at-once linear system arising from backward-difference-time-discretization of evolutionary PDEs. It is remarkable that the preconditioned system in [14] is diagonalizable in the case of heat equation although the original all-at-once system is not diagonalizable. Such diagonalizability may not be useful in the actual implementation as the eigenvector-matrix is complicated. But it is rare to see that a preconditioned matrix has such a nice diagonalizable property that the original matrix does not possess, which may be useful in aspects of theoretical analysis. Moreover, the preconditioned matrix in [14] has an identity-plus-low-rank decomposition, which is usually related to fast convergence of GMRES method. However, in [14] , the convergence of GMRES for the preconditioned system has not been proven to be independent of spatial discretization step-size yet.
In this paper, we generalize the block circulant preconditioner proposed in [14] by introducing a parameter ǫ > 0 into the top-right block of the block circulant 2. The All-at-Once System for Evolutionary PDEs. As in [14] , we start with the following heat equation to describe our method clearly: ∂ t u(x, t) = ∇(a(x)∇u(x, t)) + f (x, t), (x, t) ∈ Ω × (0, T ], Ω ⊂ R 2 or R 3 , (2.1) u(x, t) = g(x, t), (x, t) ∈ ∂Ω, (2.2) u(x, 0) = u 0 (x), x ∈Ω,
where Ω is open, ∂Ω denotes boundary of Ω, f , g and u 0 are all given functions, a(x) is a given positive function.
For positive integer N , denote τ = T N and t n = nτ for n = 0, 1, ..., N . The backward difference is employed to discretize ∂ t , i.e., we adopt the discretization:
u(x, t n ) − u(x, t n−1 ) τ , n = 1, 2, ..., N (2.4)
Let J be a positive integer. Denote the mass matrix by M ∈ R J×J and denote the discretization of −∇(a(x)∇·) by K ∈ R J×J .
Then, (2.1)-(2.3) is discretized follows
where f n (n = 1, 2, ..., N ) consists of discretization of f and g, u 0 is discretization of u 0 on the spatial mesh, the unknowns u n (n = 1, 2, ..., N ) are approximation of u(·, t n ) on the spatial mesh.
Putting the N many linear systems into a large linear system, we obtain
Remark 1. The BEC preconditioner is still available when (2.4) is replaced by multi-step backward difference schemes, the details of which are discussed in Section 4. For the purpose of analysis and fast implementation, some assumptions of M and K are listed as follows Assumption 1. Both M and K are real symmetric positive definite. Assumption 2. The condition number, κ 2 (M), of M is uniformly bounded, i.e., sup The Assumption 1 is fulfilled by a lot of discretization schemes, such as, central difference method, finite element methods. The Assumption 2 is quite obvious when the spatial discretization is of finite difference type, since in that case M is exactly an identity matrix. Moreover, Assumption 2 is also fulfilled for finite element discretization whenever the mesh is simplicial and quasi-uniform; see [12] . The Assumption 3 is obvious for finite difference method or finite element methods with locally supported basis.
3. The BEC preconditioner and Analysis of the Preconditioned System by BEC Preconditioner. In this section, we propose the BEC preconditioner and investigate some interesting properties such as, identity-plus-low-rank decomposition, spectrum clustering, diagonalizability, of the preconditioned matrix firstly. Although these properties may not be directly related to fast convergence of iterative solver for the preconditioned system, we hope that these properties provide readers a better understanding on how well the BEC preconditioner approximate the all-at-once matrix in spectral sense. In the end of this section, we will also prove that GMRES method for the preconditioned system has a linear convergence rate independent of N and J when ǫ √ τ .
3
The BEC preconditioner for the all-at-once system (2.6) is defined as
where ǫ > 0 is a parameter. When ǫ = 1, then P ǫ is exactly the block circulant preconditioner proposed in [14] . It is clear that L is invertible. Moreover, since L is a block lower triangular Toeplitz matrix, L −1 is also a block lower triangular Toeplitz matrix, which can be rewritten as follows [14] 
For any Hermitian positive semi-definite matrix H ∈ C m×m , denote
In particular, if H is Hermitian positive definite, then we rewrite (H −1 ) 1 2 as H − 1 2 for notation simplification.
For any square matrix C, denote by σ(C) the spectrum of C. Theorem 3.1. Let ǫ ∈ (0, 1]. Then, both P ǫ and Z ǫ :
It is clear that P ǫ can be rewritten as P ǫ = L − ǫE 1 ME T l . Using this expression of P ǫ , it is straightforward to verify that P ǫ (
As shown in Theorem 3.1, ǫ ∈ (0, 1] guarantees the invertibility of P ǫ . Hence, throughout this paper, we choose ǫ ∈ (0, 1].
With BEC preconditioner, instead of solving (2.6), we employ Krylov subspace methods to solve the preconditioned system as follows
Theorem 3.2. (i) The preconditioned matrix P −1 ǫ L has a identity-plus-low-rank decomposition, i.e., rank(P −1 ǫ L−I N J ) = J. Hence, P −1 ǫ L has exactly (N −1)J many eigenvalues equal to 1.
(ii) Given any constant η ∈ (0, 1), take ǫ ∈ (0, η]. Then,
which proves (i).
It thus remains to investigate σ(I J + (L −1 ) N −1 Z −1 ǫ ). By (3.1) and definition of Z ǫ given in Theorem 3.1,
which implies that
Hence,
which completes the proof. Theorem 3.2(i) implies that by using GMRES method, the exact solution of the preconditioned system (3.2) can be found within at most J + 1 iterations. But this is not a sharp estimation of convergence rate of GMRES method when J is not small. In Theorem 3, we will show that GMRES method for the system (3.2) has a linear convergence rate independent of N and J when ǫ √ τ . Theorem 3.2(ii) shows that all the eigenvalues of the preconditioned matrix are clustered at 1 with clustering radius of O(ǫ). Lemma 3.3. There exists an invertible matrix V ∈ R J×J and a diagonal matrix
, we know that
with V and D given by Lemma 3.3.
Then, it is straightforward to verify that LV = P ǫVD . Moreover, invertibility of V guarantees the invertibility ofV. That means Let O denote zero matrix with proper size. Lemma 3.5. Given any η ∈ (0, 1), choose ǫ ∈ (0, η]. Then,
Then, by (3.1) and definition of Z ǫ given in Theorem 3.1, we have
Moreover, it is easy to check that the functions g k (x) :
which completes the proof For any matrix Z ∈ R m×m , denote
Let λ min (·) and λ max (·) denote the minimal and maximal eigenvalue of a Hermitian matrix, respectively. Let ρ(·) denotes the spectral radius of a square matrix.
Lemma 3.6. (see [1, (1.1)]) Let Zq = w be a real square linear system with Z ≻ O. Then, the residuals of the iterates generated by applying (restarted or nonrestarted) GMRES to solving Zv = w satisfy
where r k = w−Zq k with q k (k ≥ 1) being the iterate solution at kth GMRES iteration and q 0 being an arbitrary initial guess. Theorem 3.7. For any given constants δ ∈ (0, 1),
T and c 0 is given by Lemma 3.5. Then, the residuals of the iterates generated by applying (restarted or non-restarted) GMRES to solving the preconditioned system (3.2) satisfy
being the iterative solution at kth GMRES iteration and u 0 denoting an arbitrary initial guess.
Proof. Denote Ξ = P −1 ǫ L − I N J . Since b τ ∈ (0, 1), Lemma 3.5 is applicable. By Lemma 3.5, we have
Then,
implies that Lemma 3.6 is applicable to the preconditioned system (3.2) . It remains to estimate λ min (H(P −1 ǫ L)) 2 and ||P −1 ǫ L|| 2 2 . Clearly, (3.5) implies that
Moreover,
Then, Lemma 3.6 implies that
which completes the proof.
Remark 3. Theorem 3.7 shows that GMRES for the preconditioned system (3.2) has a linear convergence rate independent of system size whenever ǫ √ τ . Nevertheless, it will be presented in Section 4 that the actual implementation of GMRES involves ǫ 1 N −1 times some numbers (referring to D −1 ǫ in Section 4). Hence, ǫ can not be arbitrarily close to 0 or otherwise it will lead to numerical instability that brings large round error to the iterative solution. Actually, as illustrated by numerical results in Section 5, taking ǫ = O(τ ) already leads to a fast convergence of GMRES.
implementation.
In this section, we discuss on how to efficiently implement the GMRES method for the preconditioned system (3.2). In GMRES iteration, it requires to compute the matrix-vector product, P −1 ǫ (Lv) for some given vector v. In this section, we present a fast implementation for computing the matrix-vector product. Since our presented fast implementation also works when ∂ t is discretized by multi-step backward difference, we start with multi-step-backward-difference discretization of ∂ t to describe the fast implementation.
Discretizing ∂ t by a p-step backward difference scheme, then the corresponding L is as follows [14] 
where '⊗' denotes the Kronecker product,
Note that if p = 1, r 0 = 1, r 1 = −1, then the p-step (4.1) scheme reduces to the backward difference scheme presented in Section 2. For p-step scheme, the corresponding BEC preconditioner P ǫ is defined as follows
For a given vector v ∈ R N J×1 , to compute P −1 ǫ Lv is equivalent to computẽ v = Lv and P −1 ǫṽ . Hence, to compute the preconditioned-matrix-vector product efficiently, it suffices to compute both P −1 ǫ v and Lv efficiently for a given vector v. We firstly discuss the fast computation of Lv for a given vector v. Notice that when p is small, L is a sparse matrix, in the case of which the computation of Lv requires O(N J) storage and operations. When p is large, one can exploit the fact that R is a Toeplitz matrix whose matrix-vector product can be fast computed using fast Fourier transform (FFT); see, e.g., [16] . Using FFTs and properties of Kronecker product, the computation of Lv requires O(JN log N ) operations and O(JN ) storage no matter how big p is. Now, we focus on the fast computation of P −1 ǫ y for a given vector y ∈ R N J×1 . To this end, we exploit a remarkable property of the matrix R ǫ , i.e., its diagonalizable property. From [2, Theorem 2.10], we know that R ǫ can be diagonalized as follows
where By (4.3), P ǫ can be rewritten as the following block diagonalization form
Let y = (y 1 ; y 2 ; · · · ; y N ) ∈ R N J× with y k ∈ R J×1 (k = 1, 2, ..., N ) be a given vector. Then, the computation of z = P −1 ǫ y can be equivalently rewritten as the following 3 steps:
Step
5)
Step 2 : Solve B k−1z k =ỹ k forz k , k = 1, 2, ..., N, where ỹ 1 ;ỹ 2 ; · · · ;ỹ N =ỹ, (4.6)
Step 3 : Compute z = (D −1 ǫ F * N ) ⊗ I J z, wherez = z 1 ;z 2 ; · · · ;z N . (4.7)
Using IFFTs, FFTs and properties of Kronecker product, it is easy to see that (4.5) and (4.7) requires O(JN log N ) operations and O(JN ) storage. If the spatial discretization is finite difference method or finite element method with uniform square grid and the diffusion coefficient function a is a constant, then B ′ k s (k = 0, 1, ..., N −1) are all diagonalizable by means of fast sine transform (see [14] ), in the case of which the N many linear systems in (4.6) can be fast and directly solved with O(N J log J) operations and O(N J) storage. In a more general situation that B ′ k s are not diagonalizable, one can use some efficient spatial solvers, such as multigrid method to solve the linear systems in (4.6), for which only a few iteration is required since P ǫ serves as a preconditioner. Actually, as illustrated by numerical results in Section 5, one iteration of V-cycle geometric multigrid method for each linear system in (4.6) already leads to a fast convergence of GMRES for the preconditioned system. Solving the linear systems in (4.6) by V-cycle multigrid method with a fixed iteration number, it requires O(N J) operations and storage.
It is remarkable to note that only half of the N many systems in (4.6) need to be solved, the reason of which is explained as follows. From (4.5), we know that the right hand sides in (4.6) can be expressed as
Recall that the matrices in (4.6) have the following expressions
Let conj(·) denote conjugate of a matrix or a vector. Then,
That means the unknowns in (4.6) hold equalities:z k+1 = conj(z N −k+1 ) for k = 1, 2, ..., N − 1. Hence, only the first N +1 2 many linear systems in (4.6) need to be solved.
Hence, when M and K are diagonalizable by fast sine transform, then the computation of P −1 ǫ Lv for a given vector v can be fast and exactly implemented, which requires O(N J) storage and O(N J log J) operations. In other more general cases, the computation of P −1 ǫ Lv for a given vector v can be approximately implemented by Vy-cycle multigrid method with a fixed iteration number, which requires O(N J) operations and storage. Hence, each iteration of restarted GMRES method for the Remark 4. As preconditioner, the invertibility of the p-step BEC matrix (4.2) should be guaranteed. Clearly, a well-defined p-step discretization matrix L defined in (4.1) is invertible. Then, from the fact that lim ǫ→0 + ||P ǫ − L|| 2 = 0, we know that for sufficiently small ǫ, P ǫ is invertible. From (4.4), we see that another way to guarantee the invertibility of P ǫ is to guarantee the invertibility of B ′ k s (k = 0, 1, ..., N − 1). As
for k = 0, 1, ..., N − 1, it not hard to see from the definition of λ (ǫ) k (k = 0, 1, ..., N − 1) that if R is diagonally dominant with positive r 0 and ǫ ∈ (0, 1], then B ′ k s are invertible. Hence, for those p-step backward difference scheme whose corresponding R is diagonally dominant with positive r 0 , the corresponding BEC preconditioner P ǫ is unconditionally invertible for ǫ ∈ (0, 1].
Numerical
Results. In this section, we test the performance of the proposed BEC preconditioner through examples of heat equation, convection diffusion equation and compare it with block circulant preconditioner proposed in [14] . Finite element discretization with Q1 element and uniform square mesh is used to discretize the spatial terms of all the examples in this section. The backward difference is used as temporal discretization. All numerical experiments are performed via MATLAB R2018a on a workstation equipped with dual Xeon Gold 6146 12-Cores 3.2GHz CPUs, NVIDIA Quadro P2000 GPU, 384GB RAM running CentOS Linux version 7.
Restarted GMRES method is employed to solve the preconditioned systems. The restarting number of GMRES is set as 50. The tolerance of GMRES is set as ||r k || 2 ≤ 10 −7 ||r 0 || 2 , where r k denotes the residual vector at kth GMRES iteration. The zero vector is used as initial guess of GMRES method.
For convenience, the block circulant preconditioner is denoted by BC. As BC preconditioner is a special case of BEC preconditioner. Hence, we use the same algorithm for implementation of BC preconditioner as the one used for that of BEC preconditioner. We also denote GMRES with BC and BEC preconditioners by GMRES-BC and GMRES-BEC, respectively.
Denote by 'Iter', the iteration number of restarted GMRES. Denote by 'DoF', the degree of freedom, i.e., the number of unknowns.
Denote by 'CPU', the computational in unit of seconds. For all the numerical experiments in this section, we take ǫ = min{0.5, 0.5τ } for the BEC preconditioner. For Example 1, the corresponding B ′ k s in (4.6) is diagonalizable by sine transform. Hence, we implement the matrix-vector multiplication by fast sine transform for Example 1. The results of GMRES-BEC and GMRES-BC preconditioner for solving Example 1 are listed in Table 5 .1. Table 5 .1 shows that (i) GMRES-BEC converges faster than GMRES-BC does in terms of iteration number; (ii) GMRES-BEC is more efficient than GMRES-BC in terms of CPU; (iii) the convergence rate of GMRES-BEC is independent of temporal and spatial stepsizes. Hence, for Example 2, we can measure the error of its numerical solution. For this purpose, we define the error function as follows
where u iter denotes the iterative solution of the linear system (2.6), u * denotes the values of exact solution of the heat equation on the mesh. Notice that B ′ k s in (4.6) arising from Example 2 is no longer diagonalizable by sine transform. Hence, for Example 2, instead of solving (4.6) exactly, we approximately solve it by one iteration of V-cycle geometric multigrid method, in which ILU smoother is employed with one time of pre-smoothing and one time of post-smoothing; the piecewise linear interpolation and its transpose are used as the interpolation and restriction operators (see [17] ). The results of GMRES-BEC and GMRES-BC for solving Example 2 are listed in Table 5 .2.
From Table 5 .2 shows that GMRES-BEC converges much faster than GMRES-BC does and the accuracy of GMRES-BEC is slightly better than that of GMRES-BC. That means introducing the parameter ǫ indeed help improve the performance of BC preconditioner on Example 2. Also, the iteration number of GMRE-BEC changes only slightly as N and J changes, which illustrates the matrix-size independent convergence rate of GMRES-BEC. To visualize the numerical solution of Example 2, we present its surface plot and contour plot in Figure 5 The steady-state version of Example 3 is given by [4, Example 6.1.4]. The Streamlineupwind Petrov-Galerkin (SUPG) stabilization [3] is used to stabilize the discrete spatial terms. Again, we solve (4.6) arising from Example 3 by one iteration of V-cycle geometric multigrid method, in which ILU smoother is employed with one time of pre-smoothing and one time of post-smoothing; the piecewise linear interpolation and its transpose are used as the interpolation and restriction operators (see [17] ). The results of GMRES-BEC and GMRES-BC for solving Example 3 are listed in Table  5 .3. Table 5 .3 shows that GMRES-BEC converges much faster than GMRES-BC on Example 3 with a convergence rate independent of temporal and spatial stepsizes, which means the introducing of parameter ǫ improves the performance of BC preconditioner. Since the boundary condition of Example 3 converges to the steady state, one can expect that solution of Example 3 will be very close to its steady-state solution for sufficiently large T . To observe this, we present the numerical solution of Example 3 at T = 200 by GMRES-BEC in Figure 5 
