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Abstract. Recent research in areas such as SAT solving and Integer
Linear Programming has shown that the performances of a single arbi-
trarily efficient solver can be significantly outperformed by a portfolio
of possibly slower on-average solvers. We report an empirical evaluation
and comparison of portfolio approaches applied to Constraint Satisfac-
tion Problems (CSPs). We compared models developed on top of off-the-
shelf machine learning algorithms with respect to approaches used in the
SAT field and adapted for CSPs, considering different portfolio sizes and
using as evaluation metrics the number of solved problems and the time
taken to solve them. Results indicate that the best SAT approaches have
top performances also in the CSP field and are slightly more competitive
than simple models built on top of classification algorithms.
1 Introduction
The past decade has witnessed a significant increase in the number of constraint
solving systems deployed for solving constraint satisfaction problems (CSP). It is
well recognized within the field of constraint programming that different solvers
are better at solving different problem instances, even within the same problem
class [6]. It has also been shown in other areas, such as satisfiability testing [28]
and integer linear programming [14], that the best on-average solver can be out
performed by a portfolio of possibly slower on-average solvers. This selection
process is usually performed by using machine learning techniques based on
feature data extracted from the instances that need to be solved. Thus in general
a Portfolio Approach [6] is a methodology that exploits the significant variety
in performance observed between different algorithms and combines them in a
portfolio to create a globally better solver.
Portfolio approaches in particular have been extensively studied and used
in the SAT solving field. Since historically the boolean satisfiability testing is
the prototypical and one of the simplest NP-complete problems it has attracted
a lot of attention and, over the last years, it has seen a tremendous progress.
Problems that seemed to be completely out of reach a decade ago can now be
solved by using new algorithms, better heuristics, and refined implementation
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techniques. Starting from 2002, a competition was held annually to evaluate the
performances of different solvers and a big set of real case, random generated,
and handcrafted instances were defined in a standard language (Dimacs format).
The large number of different solvers available, the presence of a standard input
language, and a huge dataset of instances has supported and fostered the study of
how different solvers can be exploited in order to be able to solve more instances
in a faster way.
On the other hand, to the best of our knowledge in the CSP field there exists
only one solver that uses a portfolio approach, namely CPhydra[20]. This solver
uses a rather small portfolio (consisting of only 3 solvers) and seems rather
limited when compared to modern SAT portfolio approaches.
Given this situation, in this work we tried to investigate to what extent a
portfolio approach can increase the performances of a CSP solver and which
could be the best portfolio approaches, among the several existing, for CSPs.
In a portfolio approach of course it is important the quality of the solvers in-
cluded in the portfolio. However, as previously mentioned, it is also essential the
technique which is used in the selection of the different solvers. Hence, in order
to perform our study, we considered 22 versions of 6 well known CSP solvers,
namely AbsCon (2 versions), BPSolver, Choco (2 versions), Mistral, Sat4j (all
these solvers participated to the International CSP Solver Competition) and 15
different versions of Gecode. Using these 22 solvers we implemented two classes
of CSP portfolio solvers, building portfolios of up to 16 solvers: in the first class
we used relatively simple, off-the-shelf machine learning classification algorithms
in order to define solver selectors; in the second class we tried to adapt the best,
evolute, and complex approaches of SAT solving to CSP. A third portfolio solver
that we considered was CPhydra, mentioned above. We then performed an em-
pirical evaluation and comparison of these three different portfolio approaches.
We hope that our results, described in the remaining of this paper, may lead to
new insights, to a confirmation of the quality of some approaches and also to
some empirical data supporting the creation of better and faster CSP solvers.
It is worth noticing that adapting portfolios techniques from other fields is not
trivial: for instance, since portfolio approaches usually exploit features extracted
from the various instances of the problems, a good selection of the features may
be the responsible of the quality and the performances of an approach. Moreover,
differently from the SAT world, in the CSP field there is no a standard language
to express CSP instances, there are fewer solvers, and sometimes only few fea-
tures and constraints are supported. To overcome these limitations we tried to
collect a dataset of CSP instances as extensive as possible and encoded them
into XCSP [21], an XML-based language used to express constraints. We used
this dataset to evaluate the performances of the three different CSP portfolio
approaches.
The remaining of this paper is organized as follows. In Section 2 we introduce
some basic notions and we give an overview of the most successful portfolios
approaches proposed in the literature. In Section 3 we describe our dataset,
what features were extracted from every instance and what solvers were used.
In Section 4 and 5 we present the experiments methodology and the results we
obtained. Finally, section 6 discusses some related work while section 7 contains
some concluding remarks. All the code developed to conduct the experiments is
available at http://www.cs.unibo.it/~amadini/cpaior_2013.zip.
2 Preliminaries
In this section, after introducing some basic general concepts, we describe CPhy-
dra and the SAT specific portfolio approaches that we have adapted to CSP.
Background A Constraint Satisfaction Problem (CSP) consists of a finite set
of variables, each of which associated with a domain of possible values that
the variable could take, and a set of constraints that define the set of allowed
assignments of values to the variables [15]. Given a CSP the goal is normally
to find a solution, that is an assignment to the variables that satisfies all the
constraints of the problem.
Machine Learning (ML) is a broad field that uses concepts from computer
science, mathematics, statistics, information theory, complexity theory, biology
and cognitive science [17] to “construct computer programs that automatically
improve with experience”. In this paper we are particularly interested in classi-
fication, which is a well-known ML problem that consists of identifying to which
of a set of categories (classes) a new observation belongs by means of appro-
priate classifiers. A classifier is therefore a function that maps a new instance -
characterized by one or more discrete or continuous features - to one of a finite
number of classes [17] on the basis of a training set of instances whose class is
already known, trying to exploit such knowledge to properly classify each new
instance. Our simplest models are built on top of the most common classifiers
provided by the WEKA [9] tool, an open source software written in JAVA that
implements a collection of ML algorithms for data mining tasks.
CPhydra To our knowledge CPhydra [20] is the only CSP solver which uses
a portfolio approach. This solver uses a k-nearest neighbor algorithm in order
to compute a schedule of the portfolio constituent solvers which maximizes the
chances of solving an instance within a time-out of 1800 seconds. A weak point
of CPhydra is that it is not scalable w.r.t. the number of the constituent solvers.
This is due to the fact that finding an optimal schedule of the solvers is an NP-
hard problem. Nevertheless, using a small size portfolio, CPhydra was able to
win the 2008 International CSP Solver Competition.
SAT Solver Selector (3S) 3S [11] is a SAT solver that conjugates a fixed-time
static solver schedule with the dynamic selection of one long-running component
solver. Exploiting the fact that a lot of SAT instances are extremely easy for one
solver and almost impossible to solve for the others, 3S first executes for 10%
of its time short runs of solvers. The schedule of solvers, obtained by solving an
optimization problem similar to the one tackled by CPhydra, is computed offline
(i.e. during the learning phase on training data). Then, at run time, if a given
instance is not yet solved after the short runs a designated solver is executed for
the remaining time. This solver is chosen among the ones that are able to solve
the majority of the most k-similar instances in the training dataset. 3S solves the
scalability issues of CPhydra because the schedule computation is done offline
and it uses some techniques that speed up the search. This allowed 3S to use
a portfolio of 21 solvers and be the best-performing dynamic portfolio at the
International SAT Competition 2011.
SATzilla SATzilla [28] is a SAT solver that relies on runtime prediction mo-
dels to select the solver that (hopefully) has the fastest running time on a given
problem instance. In the International SAT Competition 2009, SATzilla won all
three major tracks of the competition. More recently a new powerful version
of SATzilla has been proposed [27]. Instead of using regression-based runtime
predictions, the newer version uses a weighted random forest approach provided
with an explicit cost-sensitive loss function punishing misclassifications in direct
proportion to their impact on portfolio performance. This last version consis-
tently outperforms the previous versions of SATzilla and the other competitors
of the SAT Challenge 2012 in the Sequential Portfolio Track.
ISAC In [16] the Instance-Specific Algorithm Configuration tool ISAC [12] has
been used as solver selector. Given a highly parametrized solver for a SAT in-
stance, the aim of ISAC is to optimally tune the solver parameters on the basis
of the given instance features. ISAC statically clusters every training instance
by the g-means algorithm [10] according to its normalized feature vector and
then identifies the best tuning of parameters for the instances of each cluster
employing the GGA algorithm [1]. When a new instance needs to be classified,
ISAC determines the cluster with the nearest center to the instance and selects
the precomputed parameters for such cluster. ISAC can be easily seen as a gene-
ralization of an algorithm selector since it could be used to cluster the instances
and when a new instance is encountered it selects the solver that solved the
largest number of instances belonging to the nearest cluster.
3 Solvers, Features and Dataset
In this section we introduce the three main ingredients of our portfolios, that
is: the CSP solvers that we use; the features, extracted from the CSP instances,
which are used in the machine learning algorithms; the dataset used to perform
the tests.
Solvers We decided to build our portfolios by using some of the solvers of the
International CSP Solver Competition. 1 We were able to use 5 solvers of this
competition, namely AbsCon (2 versions), BPSolver, Choco (2 versions), Mistral
and Sat4j. Moreover, by using a specific plug-in described in [18], we were able
to use also 15 different versions of the constraint solver Gecode (these different
versions were obtained by tuning the search parameters and the variable selection
criteria of the solver; the plug-in, that some of these authors developed, allowed
Gecode to receive XCSP format in input). Thus we had the possibility of using,
in our portfolio, up to 22 specific solvers which were all able to process CSP
instances defined in the XCSP format [21].
Features In order to train the classifiers, we extrapolated a set of 44 features
from each XCSP instance. An extensive description of the features can be re-
trieved in [13]. We used the 36 features of CPhydra [20] plus some features
derived from the variable graph and variable-constraint graph of the XCSP in-
stances. Whilst the majority of these features are syntactical, some of them are
computed by collecting data from short runs of the Mistral solver. Among the
syntactical features we can mention the number of variables, the number of con-
straints and global constraints, the number of constants, the size of the domains
and the arity of the predicates. The dynamic features instead take into account
the number of nodes explored and the number of propagations done by Mistral
within a time limit of 2 seconds. The time needed to compute these features is
often negligible.2
Dataset We tried to perform our experiments on a set of instances as rea-
listic and large as possible. Hence, we constructed a comprehensive dataset of
CSPs based on the instances gathered from the 2008 International CSP Solver
Competition3 that are publicly available and already in a XCSP normalized
format. Moreover, we added to the dataset the instances from the MiniZinc
suite benchmark. These instances written in FlatZinc [19] were first compiled to
XCSP (by using a FlatZinc to XCSP converter provided by the MiniZinc suite)
and then normalized following the CSP competition conventions. Unfortunately,
since FlatZinc is more expressive than XCSP not all the instances could be
successfully converted.
The final benchmark was built by considering 7163 CSP instances taken from
the Constraint Competition, 2419 CSP instances obtained by the conversion of
the MiniZinc instances and then discarding all the instances solved by Mistral
during the first 2 seconds computation of the dynamic features. We obtained a
1 The other possible choice would have been the MiniZinc Challenge. We discarded
this option because the MiniZinc Challenge involves less solvers and it targets also
optimization problems.
2 For the instances of the dataset the average feature computation time was 2.47
seconds with a standard deviation of 3.54 and a maximum of 93.1 seconds.
3 The last competition was held in 2009 and it did not introduce new instances in the
dataset.
dataset containing 4547 instances (3554 from the Constraint Competition and
993 from MiniZinc). For all the instances in the dataset we run all the 22 version
of the solvers4 collecting their results and computation times with a time limit
of 1800 seconds. Among the dataset instances, 797 could not be solved by any
solver in our portfolio within the time cap.
(a) No. of times a solver is faster (b) Marginal contributions
Fig. 1: Solver statistics
Figure 1a indicates the relative speed of the different solvers by showing, for
each solver, the number of instances on which the considered solver is the fastest
one. As it can be seen Mistral is by far the best solver, since it is faster than
the others for 1622 instances (36% of the instances of the dataset). In Figure 1b
following [27] we show instead the marginal contributions of each solver, that is
how many times a solver is able to solve instances that no other solver can solve.
Even in this case Mistral is by far the best solver, almost one order of magnitude
better than the second one. It is worth noticing that there are also 8 versions of
Gecode that do not give a marginal contribution.
4 Methodology
In this section we present the methodology used to conduct the various experi-
ments.
Data Validation In order to evaluate and compare different portfolio ap-
proaches we tested every approach using a 5-repeated 5-fold cross-validation
[2]. The dataset was randomly partitioned in 5 disjoint sets called folds. Each
of these folds was treated in turn as the test set, considering the union of the 4
4 We used IntelR© Dual-Core 2.93GHz computers with 2 GB of RAM and Ubuntu
operating system.
remaining folds as training data. In order to avoid a possible overfitting problem
(i.e. a portfolio approach that adapts too well on the training data rather than
learning and exploiting the generalized pattern) the random generation of the
folds was repeated 5 times, thus obtaining 25 sets of instances used to test the
portfolio approaches. Every test set was therefore constituted by approximatively
909 instances and the portfolio approach for a single fold was built by taking into
account (approximatively) 3638 training instances. For every instance of every
test set we computed the solving strategy proposed by the portfolio approach
and we simulated it by using a time cap of 1800 seconds, checking if the solving
strategy was able to solve the instance and the time required. To evaluate the
performances of the portfolio approach we computed the average solving time
(AST) of the portfolio solver and the percentage of solved instances (PSI) for
all the instances of the 25 test sets.
It is worth noticing that in order to evaluate the performance we simulated
the execution of the solvers considering the solving times computed according
to the description in the previous Section. Thus we implicitly assumed that all
the solvers are deterministic and different run on the same instance will produce
the same results in the same time. Moreover, in order to present a more realistic
scenario, we have considered in the simulation also the time taken to compute
the instance features, even though usually this time is very short.
Portfolios All the portfolio approaches were tested with portfolios of different
sizes. Since we realized that some solvers had a very low marginal contribution
we considered portfolios consisting of up to a maximum of 16 solvers.5 For every
size n = 2, . . . , 16 the portfolio composition was computed by using a local search
algorithm that maximized the number of instances solved by one of the solvers in
the portfolio. Possible ties were broken by minimizing the average solving time
for the instances of the dataset by the solvers in the portfolio.
Off-the-shelf approaches For the approaches that used off-the-shelf machine
learning classification algorithms we used a training set to train a classifier in
order to select the best solver among those in the portfolio. For the instances
that were not solved by any solver we added a new label no solver that could
be predicted. For every instance of the test set we simulated the execution of
the solver selected by the model. In case the predicted solver was labeled no
solver or it finished unexpectedly6 before the time cap the execution of a backup
solver was simulated for the remaining time. To decide the best backup solver
we exploited the Computational Social Choice theory [4] mapping the selection
problem into a voting scenario. We considered CSPs as voters who have to elect
a representative among the 22 candidates solvers. Each CSP could express one
or more preferences according to its favorite solver (i.e., the solver that solves it
in less time). We simulated the elections using different positional scoring rules:
5 The use of larger portfolios could have just reduce the best AST but not the PSI.
6 We experienced some solver failures due to bugs or unsupported constraint.
Plurality (i.e. each CSP expresses at most one alternative), Approval (each CSP
expresses a possibly empty set of favorite candidates), and Borda (a variant
of Approval where votes are weighted). The election outcomes clearly sustained
Mistral as the backup solver since it was the Condorcet winner, i.e. the candidate
preferred by more voters when compared with every other candidate.
To train the models we used the WEKA tool [9] which implements some
of the most well known and widely used classification algorithms. In particu-
lar we used a k-nearest neighbors algorithm (IBk), decision trees based algo-
rithms (RandomForest, J48, DecisionStump), bayesian networks (NaiveBayes),
rule based algorithms (PART, OneR), support vector machines (SMO), and meta
classifiers (AdaBoostM1, LogitBoost).7 For all the classification algorithms we
tried different parameters in order to increase their accuracy. This task was per-
formed following the best practices when they were available or manually trying
different parameters starting from the default ones of WEKA. For instance, for
the support vector machine we used a Radial Basis Function kernel performing a
grid search over the C and γ parameters following [25], while for Random Forest
we simply manually tried different sizes of decision forests.
Other approaches The above approaches based on a ML classification algo-
rithm have been compared against the approaches described in Section 2.
In order to reproduce the CPhydra approach, we computed the scheduling
that it would have produced for every instance of the test set and simulated
this schedule. Since this approach does not scale very well w.r.t. the size of the
portfolio we were able to simulate this approach only for small portfolios (i.e.
containing less than 9 solvers). To compute the PSI and AST we did not take
into account the time needed to compute the schedule; therefore the results of
CPhydra presented in this paper can be considered only an upper bound of its
real performances.
We simulated the SATzilla approach by developing a MATLAB implemen-
tation of the cost-sensitive classification model described in [27], with the only
exception that ties during solvers comparison are broken by selecting the solver
that in general solves the largest number of instances. We employed Mistral as
a backup solver in case the solver selected by SATzilla ended prematurely.
To simulate the 3S approach we did not use the original code to compute
the static schedule since it is not publicly available. To compute the schedule
of solvers we used instead the mixed integer programming solver Gurobi [8] to
solve the problem described in [11]. However, in order to reduce the search space,
instead of using the column generation method as used by the developers of 3S,
we imposed an additional constraint requiring every solver to be run for an
integer number of seconds. In this way it was possible to obtain a good enough
schedule of solvers to run for 180 or fewer seconds.8 If the instance was not
7 For more details related to these algorithms we defer to the documentation of [9].
8 Note that even 3S is using a column generation technique to reduce the size of the
problem in spite of the optimality of the solution.
solved in this time window the solver that solved the majority of the most k-
similar instances was used for the remaining time (possible ties were broken by
minimizing the average solving time) and, in case of failures, Mistral was used
as a backup solver.
Thanks to the code kindly provided by Yuri Malitsky, we were able to adapt
ISAC cluster-based techniques to create a solver selector using the “Pure Solver
Portfolio” approach as done for SAT problems in [16]. We clustered the train-
ing instances and we mapped every resulting cluster to the corresponding best
solver. For every test instance we determined the closest cluster according to the
Euclidean distance and then we used the solver associated to it first. Also in this
case Mistral was used as a backup solver in case of failures of the first solver.
5 Results and Assessments
This section presents the experimental results of our work.
Figures 2a and 2b show respectively the PSI and AST performances of the
approaches using off-the-shelf classifiers, setting as baselines the performances of
Mistral with a time cap of 1800 seconds and of the Virtual Best Solver (VBS),
i.e. an oracle that for every instance always chooses the best solver.9 We report
the results of all the classifiers listed in the previous Section eventually boosted
by a meta classifier whenever its use improved the performances. Since there are
some approaches that have similar performances and can not be distinguished
easily, in Figures 2c and 2d we report these methods to allow a better comparison
between their performances.
From these figures we can see that almost all the approaches outperform
the simple use of Mistral, both in the number of instances solved and in the
average solving time. The only exception is the Naive Bayes approach that for
portfolios with more than 6 solvers makes so much errors that its performances
became worse than the ones of Mistral. The best approach was Random Forest
with a portfolio of 6 solvers that solved 76.65% of the instances (the VBS solved
82.47% of the instances with a portfolio of 14 solvers or more). However, other
approaches which are built on top of support vector machines (SVMs) or meta
classifiers have similar performances (e.g. the SMO approach using SVM is able
to solve 76.61% of the instances with a portfolio of 8 solvers).
To be able to establish if an approach was better than another one in a
statistically significant way we used the Student’s paired t-test. Given a portfolio
approach and a portfolio size, we considered all the k = 22735 instances of the
25 test sets and obtained the corresponding sample data as a binary distribution
x1, . . . , xk in which a variable xi is 1 if and only if the corresponding instance was
solved by the portfolio solver in less than 1800 seconds. Then, given two different
samples X = 〈x1, . . . , xk〉 and Y = 〈y1, . . . , yk〉 derived from two corresponding
portfolio approaches and sizes, we considered them statistically significant if the
p-value of the paired t-test on X and Y was below 0.05.
9 Note that, unlike all the other approaches, the VBS does not consider the time
required to extract the instance features.
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Fig. 2: Performances of the portfolio approaches based on classifiers
Comparing the portfolio approaches by fixing the portfolio size we noticed
that for portfolios of size ranging from 5 to 10 the performances of Random Forest
are not statistically significant w.r.t. SMO, while they are significant if compared
to all other approaches. This confirms the similarity of the performance of the
Random Forest and SMO classifiers as can be seen from the plots.
As far as the portfolio size is concerned, we noticed that for every classifier
the prediction becomes inaccurate after a given size, thus hindering the perfor-
mance of the approach. So, even though the use of a larger portfolio means that
potentially more instances could be solved, the best performances were obtained
by using portfolios from 6 to 8 solvers. For some classifiers the drop of perfor-
mances was quite significant: for instance the SMO classifier with a portfolio
of 16 solvers solved 1.22% less instances than the version with a portfolio of 8
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Fig. 3: Performances of portfolio approaches
solvers. We also compared the peak performances (in terms of PSI) obtained by
varying the portfolio size for a fixed portfolio approach. It turned out that for
Random Forest the difference in the peak performance (obtained with 6 solvers)
was not statically significant only w.r.t. the case of 7 solvers, while for all other
pairs (6, k) with k 6= 7 such a difference was statically significant. In a similar
way, for SMO only the difference between the case of 8 solvers (peak perfor-
mance) and 7 solvers was not statically significant, while in all other cases it
was. These results confirm from a statistical point of view the intuition that it
is sometimes better to chose a smaller portfolio than a larger one.
Since our dataset was imbalanced (i.e. the class of instances where Mistral
was the best solver was far greater than the class of instances of other solvers) we
have tried to apply oversampling techniques (Synthetic Minority Over-sampling
Technique [3] to be precise) to boost the accuracy of the classifiers. This however
has not led to improvements in the metrics we used to evaluate the performances
of the classifiers.
In Fig. 3 we show the comparison between the approaches of SATzilla, ISAC,
3S, CPhydra and the approach which used Random Forest as solver selector.
As already stated, due to the computational cost of computing the schedule
of solvers, for CPhydra we report the results obtained using just less than 9
solvers.10
In this case it is possible to notice that the best approaches used in SAT,
namely 3S and SatZilla, have peak performances. 3S is able to solve usually
few more instances than SatZilla (3S have a peak PSI of 78.15% against the
78.1% peak performance of SatZilla) while SatZilla is usually faster (the AST of
Satzilla with a portfolio of size 6 was 466.82 seconds against the 470.30 seconds
10 For the case of 8 solvers the computation of the schedule did not terminate in 24 hours
for 4 instances that consequently were not considered for evaluating the CPhydra
performances.
of 3S). Even though conceptually 3S and SatZilla are really different they have
surprisingly close performances. This is confirmed also from a statistical point
of view since their performances are not statistically significant if they use the
same portfolio. 3S and SatZilla are instead statistically better than all the other
tested approaches for portfolios of size greater than 3 (3S is able to close 26% of
the gap of Random Forest w.r.t. the VBS). Moreover, the decay of performances
due to the increase of the portfolio size is less pronounced that what usually
happens when a classifier is used as a solver selector. As in the classification
based approaches, the peak performance was reached with a relatively small
portfolio (6 solvers) and the peak performances of both 3S and Satzilla are
statistically significant w.r.t their performances with different portfolios sizes.
The performances of ISAC are slightly worse than those of Random Forest: the
maximum PSI reached was 75.99% while the Random Forest approach obtained
76.65%.
As far as CPhydra is concerned we saw that it solved the maximum number
of instances with a portfolio of size 6 reaching a PSI of 76.81% that was slightly
better than the peak performance obtained by Random Forest and SMO, even
though not in a statistically significant way. After reaching the maximal number
of solved instances CPhydra performances are decreasing and in a real scenario
they would be rather poor since computing the optimal solvers schedule can
consume a lot of time. From Figure 3 it is possible to note that CPhydra dif-
fers from other approaches because it is not developed to minimize the average
solving time. There is no heuristic to decide which solver needs to be run first
in order to minimize the solving time. For this reason, CPhydra is the only ap-
proach, among those we have considered, where the PSI and AST values have
a positive correlation. Indeed, the Pearson correlation coefficient between PSI
and AST values is 0.921, which means that PSI and AST are almost in linear
relationship. Conversely for the other best performing approaches the correla-
tion coefficient was always below −0.985 meaning that minimizing the average
solving time was like requiring to maximize the number of instances solved and
vice versa.
The considerable performances achieved by 3S and SatZilla encouraged us to
combine both approaches using the fixed-time static solver schedule of 3S with
the dynamic selection of a long-running solver made using SatZilla approach. To
our surprise, the performances of this combined approach did not improve the
individual performances of 3S and SatZilla.
Even though the goal of this paper was just to compare the performances
of different portfolio approaches, we would like to spend also few words on the
time needed to build a prediction model. Obviously, if this task can be performed
offline, maybe using cluster to parallelize the workload, the time needed to build
a model is not very significant. This however could change in a more dynamic
scenario like the case of a system that at run time exploits the instances it
previously solved to increase its efficiency and performances. The approaches
studied in this paper can be adapted to this dynamic scenario by updating the
models periodically. Clearly, if the update of a model requires hours the system
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Fig. 4: Times taken by portfolios approaches to create one prediction model
may not be very responsive, therefore portfolios approaches where the time to
build a model is short are preferable in dynamic scenarios.
In Figure 4 we report the times needed by different approaches to build the
prediction model of one fold of the dataset. Without considering CPhydra where
the model is computed for every instance solving an NP-hard problem, among
the tested methods the one that employs the longest time to build a model is
SATzilla. Even though this task can be easily parallelizable, the computation for
a portfolio with 16 solvers using only one machine required more than an hour.11
As can be also seen from the plot (please note the logarithm scale of the y-axis)
the building time grows (quadratically) w.r.t. the portfolio size since SATzilla
needs to compute for every pair of solvers a weighted random forest of trees.
The same correlation between model building times and portfolio sizes happens
also for the AdaBoostM1 classifier while instead for the other approaches the
cost of building models does not depend on the portfolio size. As far as the 3S
approach is concerned, in Figure 4 we present the times needed to compute the
static schedule for one fold. As already stated this is an NP-hard problem and its
solution times may heavily depend on the specific training data having an erratic
and unpredictable behavior. So even though SATzilla and 3S were clearly the
winners of the comparison between the different portfolio approaches for CSPs,
it could be the case that for dynamic scenarios other approaches like Random
Forest or online machine learning classification algorithms [24] could be more
useful.
11 Note that we used a MATLAB implementation of Weighted Random Forest: the
SATzilla original code may be more efficient.
6 Related work
For the sake of clarity in Section 2 we presented only the portfolio approaches
we used. In this section we will briefly present other relevant works on portfolios.
Gebruers et al. [5] use case-based reasoning to select solution strategies for
CSPs. They consider a portfolio of 12 strategies and apply a k-nearest neighbor
algorithm to predict the strategy that should speed up the search of solutions for
the social golfer problems. Streeter et al. [23] use instead optimization techniques
to produce a schedule of solvers that should be executed in a specific order, for
specific amounts of time, in order to maximize the probability of solving the
given instance. In [7], a classification-based algorithm selection for a specific
CSP is studied. Given an instance of the Bid Evaluation Problem (BEP), the
objective is to be able to decide a-priori whether an Integer Programming (IP)
solver, or a hybrid one between IP and CP will be the best. Such a selection is
done on the basis of the instance structure which is determined via (a subset
of) 25 static features derived from the constraint graph [14]. These features are
extracted on a set of training instances and the corresponding best approach is
identified. The resulting data are then passed to a classification algorithm that
builds decision trees. An alternative model-based portfolio approach presented
in [22] addresses the problem of predicting the solver performances on a given
instance using a Dirichlet Compound Multinomial (DCM) distribution to create
a schedule of solvers (for such an instance).
7 Conclusions
In this work we have implemented different portfolio approaches for solving Con-
straint Satisfaction Problems (CSPs). These approaches have been obtained both
by using machine learning techniques and adapting to CSPs other algorithms
proposed in the literature, mainly in the SAT solving field. We have evaluated
and compared the different approaches by considering a dataset consisting of
4547 instances taken from two different kind of constraint competitions and a
selection of 22 versions of different solvers. The portfolio approaches were evalu-
ated on the basis of the number of problems solved and the time taken to solve
them. The experimental results show that the approaches that won the last two
SAT competitions, namely SATzilla and 3S, are the best ones among those con-
sidered in this paper, both for the instances solved and the time needed to solve
them. However approaches using off-the-shelf classifiers as solver selector are
not that far from the best performances and can potentially be used in scenarios
were the time needed to build the model to make the predictions matters. An-
other interesting empirical fact is that, for all but one the portfolio approaches
considered here, there was a strong anti-correlation between the average solving
time and the number of solved instances. Minimizing the average solving time
in this setting can therefore lead to solve more instances and vice versa.
We are aware of the fact that our results are not as exhaustive as those
existing in the SAT field. Indeed, the number of solvers that we used is rela-
tively small. Moreover our solvers are not so different. Also the number of CSP
instances that we used to evaluate the portfolio approaches is smaller that the
thousands of problems that are available in the SAT community. Thus our results
have a more limited significance than the results existing for SAT approaches.
However we believe that we made a first step towards a clarification of the im-
portance of the portfolio approaches for solving CSPs. As a future work we plan
to extend the number of protfolio approaches by considering also the dynamic
schedule approach of 3S [11], the regression based approach of the previous ver-
sion of SATzilla and other approaches which are not based on feature extraction
like [22]. Moreover we are also interested in studying the impact of instance-
specific algorithm configuration tools like ISAC or HYDRA [26] in the CSP field
by allowing the automatic tuning of search and other solver parameters to boost
the solver performances.
References
1. Carlos Anso´tegui, Meinolf Sellmann, and Kevin Tierney. A Gender-Based Genetic
Algorithm for the Automatic Configuration of Algorithms. In CP, pages 142–157,
2009.
2. Sylvain Arlot and Alain Celisse. A survey of cross-validation procedures for model
selection. July 2009.
3. Nitesh V. Chawla, Kevin W. Bowyer, Lawrence O. Hall, and W. Philip Kegelmeyer.
SMOTE: Synthetic Minority Over-sampling Technique. Journal of Artificial Intel-
ligence Research, 16:321–357, 2002.
4. Yann Chevaleyre, Ulle Endriss, Je´roˆme Lang, and Nicolas Maudet. A short intro-
duction to computational social choice. In SOFSEM 2007: Theory and Practice of
Computer Science, volume 4362, pages 51–69. Springer Berlin Heidelberg, 2007.
5. Cormac Gebruers, Brahim Hnich, Derek G. Bridge, and Eugene C. Freuder. Using
CBR to Select Solution Strategies in Constraint Programming. In ICCBR, pages
222–236, 2005.
6. Carla P. Gomes and Bart Selman. Algorithm portfolios. Artif. Intell., 126(1-2):43–
62, 2001.
7. Alessio Guerri and Michela Milano. Learning Techniques for Automatic Algorithm
Portfolio Selection. In ECAI, pages 475–479, 2004.
8. Inc. Gurobi Optimization. Gurobi Optimizer Reference Manual, 2012.
9. Mark Hall, Eibe Frank, Geoffrey Holmes, Bernhard Pfahringer, Peter Reutemann,
and Ian H. Witten. The WEKA data mining software: an update. SIGKDD Explor.
Newsl., 11(1):10–18, November 2009.
10. Greg Hamerly and Charles Elkan. Learning the k in k-means. In NIPS, 2003.
11. Serdar Kadioglu, Yuri Malitsky, Ashish Sabharwal, Horst Samulowitz, and Meinolf
Sellmann. Algorithm Selection and Scheduling. In CP, pages 454–469, 2011.
12. Serdar Kadioglu, Yuri Malitsky, Meinolf Sellmann, and Kevin Tierney. ISAC -
Instance-Specific Algorithm Configuration. In ECAI, pages 751–756, 2010.
13. Zeynep Kiziltan, Luca Mandrioli, Jacopo Mauro, and Barry O’Sullivan. A
classification-based approach to managing a solver portfolio for CSPs. In AICS,
2011.
14. Kevin Leyton-Brown, Eugene Nudelman, and Yoav Shoham. Learning the Empir-
ical Hardness of Optimization Problems: The Case of Combinatorial Auctions. In
CP, pages 556–572, 2002.
15. Alan K. Mackworth. Consistency in Networks of Relations. Artif. Intell., 8(1):99–
118, 1977.
16. Yuri Malitsky and Meinolf Sellmann. Instance-Specific Algorithm Configuration as
a Method for Non-Model-Based Portfolio Generation. In CPAIOR, pages 244–259,
2012.
17. Tom M. Mitchell. Machine learning. McGraw Hill series in computer science.
McGraw-Hill, 1997.
18. Massimo Morara, Jacopo Mauro, and Maurizio Gabbrielli. Solving XCSP problems
by using Gecode. In CILC, pages 401–405, 2011.
19. Nicholas Nethercote, Peter J. Stuckey, Ralph Becket, Sebastian Brand, Gregory J.
Duck, and Guido Tack. Minizinc: Towards a standard cp modelling language. In
CP, pages 529–543, 2007.
20. Eoin O’Mahony, Emmanuel Hebrard, Alan Holland, Conor Nugent, and Barry
O’Sullivan. Using case-based reasoning in an algorithm portfolio for constraint
solving. AICS 08, 2009.
21. Olivier Roussel and Christophe Lecoutre. XML Representation of Constraint Net-
works: Format XCSP 2.1. CoRR, abs/0902.2362, 2009.
22. Bryan Silverthorn and Risto Miikkulainen. Latent class models for algorithm port-
folio methods. In Maria Fox and David Poole, editors, AAAI. AAAI Press, 2010.
23. Matthew J. Streeter, Daniel Golovin, and Stephen F. Smith. Combining Multiple
Heuristics Online. In AAAI, pages 1197–1203, 2007.
24. Vladimir Vovk, Alex Gammerman, and Glenn Shafer. Algorithmic Learning in a
Random World. Springer-Verlag New York, Inc., Secaucus, NJ, USA, 2005.
25. Chih wei Hsu, Chih chung Chang, and Chih jen Lin. A practical guide to support
vector classification, 2010.
26. Lin Xu, Holger Hoos, and Kevin Leyton-Brown. Hydra: Automatically Configuring
Algorithms for Portfolio-Based Selection. In AAAI, 2010.
27. Lin Xu, Frank Hutter, Holger Hoos, and Kevin Leyton-Brown. Evaluating Compo-
nent Solver Contributions to Portfolio-Based Algorithm Selectors. In SAT, pages
228–241, 2012.
28. Lin Xu, Frank Hutter, Holger H. Hoos, and Kevin Leyton-Brown. SATzilla-07: The
Design and Analysis of an Algorithm Portfolio for SAT. In CP, pages 712–727,
2007.
