) and outlines the on-going development of an advanced simulator for virtual engine mapping and optimization of engine performance, combustion and emissions characteristics.
INTRODUCTION
Recent advancements in the design, control and flexibility of fuel injection systems have yielded significant enhancement of diesel engine performance characteristics and reduction of gaseous/particulate exhaust emissions [1] . In addition, ongoing developments of actuated and variable geometry solutions for valve and boosting technologies have yielded further improvements in terms of specific fuel consumption [2] . Whilst, these solutions offer design and test engineers an effective and a diverse portfolio of potential routes to meeting performance, engineering and emissions constrains, it has also exponentially increased the number of potential combinations of technologies and control variables. With commercial experimental engine testing costing up to tens of thousands of dollars per day, an increased emphasis on virtual engineering, design, testing and optimization is necessary to minimize net development timescales and thus the costs.
The adoption of physics-based virtual engineering tools has contributed significantly to the advancement of the modern diesel engine by reducing development timescales and cost by offering engineers additional insight into complex interacting processes, facilitating design of experiments, engineering optimization, and most importantly enabling highly specialized expertise and analysis to be adopted by its users [1] .
In recent years, Stochastic Reactor Models (SRM) have gained increasing attention from the academic and industrial IC engine development community as they offer the ability to simulate in-cylinder combustion and exhaust gas emissions [1, [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . These include particulate size distributions [15] from multiple fuel sources [9, 10, 13, 14] . The application of the model to carry out engine design analysis in terms of meeting Stage IV exhaust gas emissions in the PM-NO x trade-off is presented in this paper.
In addition, as compared to 3D CFD, the simulations are completed in seconds/minutes rather than the days, while achieving reasonably accurate results [6, 7] . In this paper, this statement is investigated in more detail by carrying out a benchmarking exercise between 3D CFD and the proposed model.
Finally, the performance of the model is compared in terms of exhaust gas emissions and combustion characteristics across a full engine load-speed map and thus demonstrating the capability for "predictive" combustion analysis.
MODEL DESCRIPTION

General description
The probability density function (PDF)-based stochastic reactor model (SRM), an in-cylinder engine combustion simulator (the srm suite) was adopted for this study [1, [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . This tool was employed to solve detailed chemical kinetics (crucial for predicting combustion characteristics) and accounts for inhomogeneities in composition and temperature arising from direct injection, convective heat loss and turbulent micro-mixing. Prior to the presented work, the model was solved only during the closed part of the engine cycle (IVC to EVO), thus a direct coupling with commercial 1D engine performance codes was required. Ultimately this combination enabled heat release profiles and in particular the associated emissions (CO, uHCs etc.) to be predicted more accurately than if using the more conventional approaches of the standard homogenous and multi-zone reactor models [1, [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] . The diesel surrogate fuel model employed in this study is summarized in Table 1 . The level of detail employed by a fuel oxidation and emissions formation model is characterized by its number of reactions and chemical species: an increased number of reactions/species result in an increased computational cost. The original fuel oxidation model has been extended to account for NO x formation chemistry, however to retain a reduced size and thus retain a fast solution, chemistry precursors for particulate matter formation processes have not been included. This model is considered adequate for diesel fuelled applications as the combustion rate is mainly controlled by fuel injection and turbulent mixing processes, as such the diesel surrogate model employed in this study [16] has been considered adequate to characterize diesel fuelled combustion applications in reasonable timescales. One cycle is computed in 147 seconds enabling multiple simulations to be carried out a low computational cost.
New sub-models
In order to apply the model to a wider range of applications the following sub-models/functionality were added to the model.
System-level manifold design configuration
A mean-value model for simulating flow in networks of intake and exhaust component configurations. This model can be summarized by the following list;
1. Valve flow: A gas exchange routine for simulating flow over valves into/out of the engine cylinder. Users can define (and optimize) event timings and durations, valve discharge co-efficient and lift profiles. 2. Duct flow: A subroutine to compute pressure losses and heat transfer across pipe ducts whilst accounting for wall friction, bends and cross sectional area changes. 3. Turbocharger: A mean-value model to simulate the performance of a "nozzle-less" mixed flow turbine under steady conditions, including sub-models for key performance parameters (total temperature, the total pressure and the rotational speed, Mach number). This routine also includes sub-models for choked flow. 4. EGR valve: A subroutine to mix incoming air and recirculated exhaust gases, suitable for application in detailed chemical kinetics simulations with compositions defined by hundreds/thousands of chemical species. 5. Fuel injector: A subroutine to mix user defined fuel compositions with the composition in the duct. 6. Aftertreatment: A subroutine to account for pressure losses and to convert the duct composition in correspondence with the performance of the typical aftertreatment units (DPF, DOC, de-NO x , SCR etc.).
In-cylinder/combustion design configuration for emissions and fuel consumption minimization
Details of the in-cylinder sub-model have been summarized briefly above and have previously been published alongside experimental data in many previous research articles. However further refinements/extensions to this model have been carried out.
(MEP) etc. from indicated values to compare engine performance characteristics at the "brake". 2. Heat transfer: Extension of the heat transfer routine to enable users to define cylinder, head and piston wall temperatures. 3. Flexible wrist-pin offset: Extension of the cylinder volume sub-model to account for wrist-pin offset geometric configurations. 4. Direct injection: The implementation of a novel injection sub-model which accounts for turbulence, rail pressure, key fuel properties (lower heating value, evaporation rate, surface tension, droplet size etc.), and multiple direct injection events including fully flexible injection rate profiles. 5. Particulate matter: Further sub-models for simulating soot formation and oxidation have been developed. In addition the detailed particle models for application to size and number distributions (presented previously in [15] ), an alternative set of empirical soot models have been developed to simulate particulate mass accumulation. 6. Turbulence: The sub-model to account for in-cylinder turbulence has been redesigned to align it with equivalent methods applied in conventional 3D CFD. In addition, for diesel engines applications (i.e. no injection until late in the compression stroke) this routine has been optimized to switch to achieve a faster solution with equivalent results. 7. Combustion and gas phase emissions chemistry: A chemical kinetics mechanism for diesel oxidation and NO x emissions formation has been developed. Critically, required CPU times have been minimized to around 90 seconds per cycle. 8. Chemistry solver: A CPU time speed-up of 10-15% has been achieved through algorithm optimization. 9. Parallel (multi-core) processing: CPU times have been minimized using advanced multi-core threading.
MODEL APPLICATION
Model parameterization
It is well known that the underlying physical processes which must be represented in the simulation of internal combustion engines are extremely complex. The resources available to solve for these processes are limited from the perspective of the current state-of-the-art as well as the available CPU resources and the requirements of the solution. Models are generally simplified through the adoption of parameters which are often "pseudo-known" and given sufficient experience in the application of the model, can be expected to be within specific ranges.
It is important to accept that model parameters are a necessary aspect of all models and to consider that their parameterization (calibration) of the model is a fundamental step in the application of the model. 
Method
For diesel engine applications, the model is parameterized using the sequence of events summarized in Figure 1 . Once the model is set-up, this exercise is typically iterative, requiring numerous resolutions of the model and statistical comparison with experimental data.
The choice of the operating point used during parameterization is important, in the method applied in this paper, the operating point considered to be at the center of the test matrix space was applied.
Depending on the number of data points in the analysis and the application in mind, parameterization is carried using either/or a combination of;
1. Advanced optimisation routines with statistical fitting algorithms such as those reported in previous studies [19] [20] -this method offers the simplicity of automated parameter identification but can often result in the model being considered more of a "black-box". 2. A more subjective user led optimization carried out by an engineer applying their experience of the model and direct knowledge of the underlying mathematic algorithms.
If applying Method 1, experimental data must be converted to machine readable formats such as EngineML [19, 21] with an accessible infrastructure of CPUs.
Method 2 is more efficient when applying automated parameter sweeps, nevertheless this process can be considered to require more human resources than Method 1. However care must be taken as Method 2 offers the opportunity for engineers to directly analyze the response of the model (and consider it in physical terms). This subjective "experience" often means that fewer iterations are required than using Method 2. In addition these skills are very important in advancing knowledge/ understanding of the numerous interacting physical processes leading to improved design in the medium term.
Parameter sensitivity
A critical aspect for parameterizing any model is to understand the influence of specific model inputs (such as parameters or boundary conditions) with respect to specific model outputs. This is often carried out by carrying out a sensitivity analysis.
In an effort to demonstrate the method applied to parameterize the model, the following is a demonstration of how each model parameter impacts on the model outcome. These can be used to achieve a "well" parameterized/global set of model parameters. This is carried out by considering four of the key metrics in assessing model/experiment consistency, these are presented in context with the corresponding heat release and pressure profile Figure 2 .
A sensitivity analysis with respect to the five model parameters, liquid fuel evaporation rate, λ (influenced by the fuel properties and atomization of the injected spray into the turbulent flow), heat transfer co-efficient, turbulent mixing parameter, C φ (a common term used in 3D-CFD and expressed later in detail, Eq.1) , injector spray distribution term, α inj (relating to the injected spray distribution within the cylinder) and number of stochastic particles (loosely equivalent to grid resolution, more particles yielding a more defined PDF) is completed, with results presented in Figure 3 for a 40% perturbation from the control case.
As observed, the liquid fuel evaporation rate λ, has the greatest impact overall and should be considered the primary tuning parameter for the model. As would be expected, in the context of a diesel direct injection engine, the heat transfer co-efficient has a very small impact overall, in general terms this is usually 2000 for extended portfolio of engines simulated to date. The turbulent mixing parameter, C φ is the second most sensitive, as it controls the rate of mixing and would be expected to make an impact particularly in the, mixture preparation (leading to ignition) and mixing controlled phase of combustion. The injector spray distribution term, α inj dictates the degree of stratification generated by the injection event and thus has a significant impact on the in-cylinder composition and thus on combustion.
In the presented case, little sensitivity was observed for the number of stochastic particles, this is because the simulation was converged. It would be considered that this cases is fully converged in terms of combustion characteristics, nevertheless the NO x emissions are still showing some signs of sensitivity to number of particles. This is largely due to the face that (as presented in detail in a latter section the majority of NO x emissions are formed in only a fraction of the available particles. As such the PDF for NO x may find full convergence (fluctuations of <10.0 PPM) at a greater number of particles than the discussed combustion characteristics. Finally, across the other four sensitivity analyses, NO x emissions proved the most sensitive model output, this is not an unexpected observation because the NO x emissions are a result of the cumulative effects of the proceeding combustion event itself.
Blind testing
Once the model has been parameterized locally, i.e. with respect to an engine operating point, the next step is to carry out a blind test of the model with respect to other operating points in the test matrix. The method applied in this paper and others [1, 22] is presented in Figure 4 .
The objective is to fix a global set of parameters and allow the model to be applied in a blind test (or cross validation exercise) mode, and thus to confirm that the model can mimic the experiments satisfactorily.
In the context of simulating internal combustion engines using the sub-models applied in this paper, the performance of the model during a blind test should be considered carefully. For example, the observed differences between model and experiment for mass flow rate through the intake/ exhaust systems would certainly be expected to be within experimental uncertainty, however the in-cylinder heat release rate is more difficult to compute precisely in a predictive model due to the complexity of the underlying physics, as such it would be expected to within 10% but capable of showing many of the features of the experimental trend.
Figure 4: Predictive model application
Extrapolating/interpolating in "predictive mode"
Once the performance of the model in the blind testing phase is considered satisfactory, the final step is to apply the model using the global parameter set in an interpolation/ extrapolation outside the test matrix space or in what is often called "predictive mode". The challenge is to ensure that the parameterized model is sufficiently tested in the blind testing phase to offer sufficient confidence. Nevertheless, in general terms physics-based simulators such as 3D CFD and tools such as the proposed model would be expected to offer improved "predictive mode" performance over purely empirical/ statistical/ data based alternatives.
MODEL DEMONSTRATION
Global performance trends
The first test of the proposed model focuses on the blue-sky design of an off-road heavy-duty Stage IV diesel engine. In the following section a model validation and blind test with respect to heat release, NO x and PM emissions is presented followed by a conceptual redesign of the engine architecture in order to minimize both NO x and PM emissions.
Engine description
Key engine specification for the engine applied is presented in Table 2 . 
Simulation set-up
The simulation was set-up and validated using the method outlined in Figures 1 and 4 . The result of model parameterization in terms of a pressure-crank angle profile is presented in Figure 5 . The resulting global model parameters are presented in Table 3 . Number of stochastic particles [-] 100 (500) The result of the blind test phase in terms of in-cylinder pressure is presented in the Appendix in Figure A2 . In all cases, major trends are reproduced by the model with maximum deviation between model and experiment to within 10 bar.
In diesel engine applications, particle weighting is often required (i.e. fuel rich particles are assigned a smaller mass) to facilitate reduced systematic and numerical errors for PM formation/oxidation simulation. However in this case, the amount of fuel stratification (α inj =50 is typically high), proved too great to achieve convergence in PM emissions, hence the number of stochastic particles was increased from 100 (stable for heat release and NO x ) to 500 (stable for all considered metrics).
Corresponding, emissions are presented in Figure 6a , with the crosses representing experimental data and the solid black line those produced in the blind test. Again, model and experimental results were considered consistent. Table  2 .
Meeting PM-NO x constraints
With the model parameterized, the next step was to investigate the impact of a) an alternative common rail injection system with a higher injection pressure, b) compression ratio on the following design constraints [2] . 1) Engine "knocking" and lower end dynamics characterized by heat release rate. 2) Engine "harshness" and combustion noise characterized timing of 50% mass fraction burned. 3) Maximum operating pressure/blow-by losses characterized by peak in-cylinder pressure <250 bar. 4) Turbocharger housing and exhaust manifold durability and after-treatment stability by characterizing the exhaust temperature. 5) CO engine out exhaust gas emissions defined by mandated limits. 6) NO x engine out exhaust gas emissions defined by mandated limits. 7) PM engine out exhaust gas emissions defined by mandated limits.
Firstly an injection timing sweep was carried out on the base case up to the "harshness"/"knocking" limit. Next the impact of injection pressure was simulated with the results presented in Figure 6 (a). With increasing injection pressure, the distribution of fuel spray is greater with a finer droplet size, this results in fewer rich pockets and means that for a given NO x emission less PM is formed. Results are consistent with those presented previously [1, 22] . Next the impact of compression ratio was investigated, results are presented in Figure 6 (b), as compression ratio was reduced PM was reduced. This observation is consistent with the observations presented in [22] .
Further investigation of the sources of these trends were investigated in more detail by examining the in-cylinder composition in a high (presented in Figure A2 (b)) and the lowest PM case presented in Figure 6 (b) .
Presented in Figure 7 is the in-cylinder composition at peak pressure for the two cases. Each mark represents the composition of individual particles in terms of temperature and equivalence ratio. The fundamental sources of the exhaust gas emission trends observed in Figure 6 are explained by the location of these particles with respect to the high PM region (intermediate temperature, rich equivalence ratios) and high NO x region (high temperature, lean to stoichiometric equivalence ratios). The high PM case has a greater number of particles in the high PM region and fewer in the high NO x region, conversely in the low PM case the inverse is true. The lower compression ratio cases, extended the residence time between injection and ignition, this resulted in a more premixed charge, thus fewer rich particles in the high PM region.
Comparison with 3D CFD
Next the capability of the model with respect to experimental data is benchmarked against a 3D CFD software tool considered representative of those applied by engineers to simulate IC engine applications. Full details of this study can be obtained from [23] .
Engine description
The engine analyzed was a VM MOTORI 2516 Turbocharged 4-valve D.I. diesel engines with common rail injection system.
The six operating conditions are presented in the Appendix, however can be summarized as covering a range of engines speeds (1635-2773 rpm), injection timings and injection pressures (590-1310 bar). 
Simulation set-up
The 3D CFD simulations were carried out using KIVA with a 72 degree sector grid with 35x20 nodes (peak size of 28 cell layers) according to the description outlined in [23] .
The influence of turbulent mixing time, was computed using a RNG k-ε (epsilon) linear model through the following expression:
where k is the turbulence kinetic energy and ε is the turbulent dissipation rate. C φ is a numerical parameter usually varied among engines and operating conditions over typical ranges of 0.1 to 2.0 [23] .
In the presented model, the turbulent mixing time, using an EKE (Engine K-Epsilon) model using Eq. 1 where the ratio, is determined by reducing experimental turbulence data obtained from IC engines measured over the last three decades. Similar to 3D CFD applications, the numerical parameter C φ must be determined during parameterization of the model.
CPU cost and model parameterization comparison
The typical CPU cost associated with solving for a single cycle using a 3D CFD approach is presently around 4.0-12.0 hours per engine cycle (depending on the grid size, CPU speed, no. core etc.), with the equivalent with the proposed model being on a four cores is around 4.0 minutes. This ratio is around a sixty times speed up, however this ratio can grow to as high as 1000 as it is sensitive to a] the operating point under analysis, b] the size of the chemistry model employed by the user and c] the number of available CPU cores [6] .
Again the simulation was set-up and validated using the method outlined in Figures 1 and 4 . The result of model parameterization in terms of a pressure-crank angle profile is presented in Figure 8 . The resulting model parameters are presented in Table 3 . 
Combustion and heat release
The model was parameterized against the experimental data from Operating Point 1, with results presented in Figure 8 .
The results of the full blind test are presented in the Appendix in Figure A3 . The computed turbulent mixing times are presented in Figure  9 , (where data was available) the trends between those computed using 3D CFD and the EKE model are similar and can be considered identical enough when the additional parameter of C φ is also considered.
In general terms, over the blind tests the pressure profiles computed using the proposed model with a global parameter set proved closer to experimental observation than the 3D CFD. 
Exhaust gas emissions
The results in terms of PM and NO x are presented in Figure  10 . Where data were available, the performance of the NO x emissions for the proposed model proved closer to experimental observation, this is most likely to be associated with the application of a more detailed NO x chemistry submodel. However in both cases, the performance of the PM sub-model was unable to adequately reproduce the trends observed in the experiments. Nevertheless, no significant advantages were observed for the 3D-CFD results. 
Global parameter virtual engine mapping
Due to cost constraints imposed by the high computational cost of 3D CFD, competing localized, operating point focused analysis of combustion and heat release has remained the state-of-the-art for much of the industry. A major advantage of the proposed model is that computational analysis can be carried out over full speed-load engine map. The following section presents the performance of the model across a full engine load-speed map using a single set of model parameters.
Engine description
The specification of the engine analyzed is presented in Table  6 for the operating points presented in Figure 11 . Presented in Figures 12 and 13 are the corresponding maps of SOI and EGR for the given operating points. These maps were produced by fitting the dataset using a Multilevel B-Spline approximation over a 56 x71 grid. 
Simulation set-up
The model was parameterized using the method detailed and presented in Figures 1 and 4 . Initially, the model was parameterized at the load-speed points (marked grey) presented in Figure 11 . The resulting pressure and heat releases corresponding to these cases are presented in the Appendix in Figure A4 . In general terms, this exercise was mainly carried out with respect to Operating Point 1 and the single set of model parameters were applied to the remaining cases for verification. These parameters are presented in Table  7 . 
Combustion and heat release
As presented in Figure A4 , the model reproduced in-cylinder pressure and heat release for all four cases to within expected cycle-to-cycle variations and the typical uncertainties associated with the reported input boundary conditions (i.e. engine speed, manifold pressure, temperature, SOI timing, EOI timing and injected mass).
Comparison across the engine load-speed map
A comparison between reported peak pressure and those computed using the model based on the single set of model parameters is presented in Figure A5 . Generally, the model adequately reproduced the trends observed experimentally. However at high loads and low engine speed, some under prediction is observed.
The observed and simulated ignition delay time are compared in Figure A6 . However, it must be noted that care must be taken when comparing heat release rates between model and experiment as the numerical analysis applied to the measurements to extract the heat release rate is more simplistic (i.e. single zone assumptions, thermodynamic database, heat transfer considerations) and suffers from numerical noise compared to the equivalent results obtained via the proposed PDF simulation. Nevertheless the trends are mimicked well by the model if you consider a typical experimental uncertainty of ±2.0 CAD.
The 50% mass fraction burned time is presented in Figure A7 , in this case the trend of latest ignition delay time at high load and low engine speed is reproduced. Nevertheless quantitative performance is not as robust as would be expected given the success noted with ignition delay time and peak pressures. However at lower/intermediate loads, performance is within the experimental uncertainty of ±2.0 CAD, with divergence as load increases. This demonstrates that as a greater proportion of combustion occurs later in the expansion stroke that reduced model performance is observed. This is not an unexpected outcome as late combustion events (in both the practical sense, and reproduced by models) are far more sensitive to parameter changes, boundary conditions and cyclic variation.
Exhaust gas emissions
The resulting NO x emissions are presented in Figure A8 . Similar to the previous cases, robust quantitative performance is reported at low/intermediate loads. Nevertheless at higher loads, as the robustness of the model in terms of heat release rate reduced, the corresponding accuracy of the emissions computation reduced.
Discussion
The intention of this work was to demonstrate that predictive combustion and emissions can be achieved through application of advanced PDF methods to achieve equivalent fidelity to well established 3D-CFD methods. The results are presented in context with experimental data obtained from three diesel fuel IC engines, they demonstrate that once a set of global parameters can be established (using the methods presented) that the proposed model can be considered as predictive as the 3D-CFD tool. This is not really a surprise given that the majority of the sub-models applied in the proposed model and 3D CFD are similar.
The proposed model has a distinct advantage of up to 1000 times CPU time speed-up compared to 3D-CFD which expands the scope of "predictive" combustion and emissions modeling to achieve a) a greater number of simulations during the parameterization, yielding a "better fit." b) the ability to complete conceptual studies across multiple control parameters and load speed ranges with very manageable computational times (seconds). For example, the reported analysis with respect to 3D CFD was carried out by an experienced engineer in only a few hours involving around thirty simulations of engine cycles. c) an extension of the in-cylinder model (closed cycle) to compute full cycle and multi-cycle simulations. d) multi-fuel/advanced fuel analysis through the solution of state-of-the-art detailed chemistry.
SUMMARY
A PDF-based model for simulating engine performance, "predictive" combustion and exhaust gas emissions in IC engines is presented. The results of the work can be summarized as follows;
1) The model has been extended to enable the simulation of intake/exhaust systems and components (including breathing) using a mean-value model. 2) In addition, a friction model enables the calculation of engine performance metrics at the brake, such as BMEP, brake power and thus emissions can be presented in g/kW-hr. 3) A step-by-step method to parameterize and blind test the model is presented. 4) The model is parameterized with respect to two engine datasets and a blind test was performed. 
Conservation of mass and energy
Intake and exhaust manifold model is a "filling-and-emptying" model. Equations for the conservation of mass and energy are developed for the contents of open thermodynamic systems such as the reciprocating cylinder, intake and exhaust manifolds [18] .
The control volumes of the thermodynamic systems are shown in Figure A1 .
Mass and energy conservation equations are used to obtain differential equations for the temperature and pressure of the thermodynamic system. Conservation equations for the fuel mass are also used to develop differential equations for the change of fuel fraction in the system.
Conservation of mass (A1)
Conservation of energy
Friction in a duct sub-model
The pressure drop is calculated using the friction factors and friction coefficients for the geometry of the wall passage [24] .
For straight sections the following expression is applied.
,
where ,
where L and D are length and diameter of the passage respectively, ρ is bulk density, v is average gas velocity and a is an experimental parameter and Re is the Reynolds Number.
For bends, enlargement and contractions, correlations for a friction coefficient, K f are applied [24] , based on the following expression.
(A7)
The heat gain due to friction is simulated using the following expression.
where C p and Pr are the specific heat at constant pressure and Prandtl number respectively.
Heat transfer sub-model
Heat transfer to/from the wall is computed using the following expression [24] .
Where K p is a user defined heat transfer coefficient, A wall is the surface area of the wall with subscripts g and wall corresponding to temperatures for the working gas and wall respectively.
Gas exchange and valve flow sub-model
Flow through the inlet and exhaust valves is simulated as a simplified flow through an orifice plate [18] . In this approach, the mass flow rate through a valve is given by 
Cylinder model description Friction sub-model
In order to calculate key performance data from the brake, the standard Chen-Flynn friction correlation model is applied [24] .
Where are user defined empirical parameters, is the peak in-cylinder pressure and is the computed mean piston speed.
Injection: Droplet sub-model
The injection model [25] computes an evaporation rate from liquid to gas phased based on the surface area of the droplets generated at the injector nozzle tip.
Where is the Sauter Mean Diameter of the droplets, and are viscosity and surface tension and is the difference between the fuel rail and ambient pressures. Parameters A through F are fitted to a large database of experimental data obtained from analyzing injector droplet sizes.
Emissions: Empirical soot sub-model
The Hiroyasu/Nagle and Strickland-Constable [26] model is employed here as an example of a classical empirical soot model derived from experimental observations. The concentration of soot in the exhaust is governed by the formation and oxidation of soot during the engine cycle.
where m is mass, subscript s, sf and so denote soot emitted, soot formed and soot oxidized, respectively. The formation rate is computed by assuming a first order reaction of vaporized fuel, m fg , this can also be switched to acetylene.
where E sf , and A f are user defined activation and pre-exponential factors. The soot oxidation is computed by assuming a second order reaction between soot, m s and oxygen.
where M C is the carbon molecular weight, d s is the soot density (2.0 g/cm 3 ), and d s is the soot diameter (4.5x10 -7 cm). The term w is the net reaction rate of the following reaction.
The proportion, x of A sites is given by;
Where reaction rates, k are determined using four parameterized Arrhenius reactions.
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Model validation and parameterization
Global trends
The result of the global trends analysis is presented below. Simulations were considered well within expected experimental data uncertainty. Load-speed maps 
Comparison with 3D CFD
