Abstract. Under some natural curvature assumptions on noncompact manifolds, we prove that the Poisson and Poincare-Lelong equation Au = / and yf^lddu = p can be solved when / and p are in the long range, i.e. when they decay at a slower rate than l/d(x) near infinity. This extends, to the long range case, earlier results in [MSY] and [NST] which treated the case when / decays faster than l/d(x). The improvement is based on a refined gradient estimate for harmonic and caloric functions. Some applications to the problems of curvature characterization of Stein manifolds are given.
1. Introduction. One of the most basic and important equations ever studied is the Poisson equation (1.1) Au = / in noncompact manifolds including R n . Here A is the Laplace-Beltrami operator. In this paper we study the problem of when (1.1) has a global classical solution. At the first glance, this problem seems well understood already. From any standard PDE book, one can find that (1.1) in R n , n > 3, always has a global solution if 1/0*01 < C/(l 4-|x| 2+<5 ) with S > 0. Moreover the solution can be written as u(x) = -/ Rn r(#, y)f{y)dy. Here T is the Green's function of the Laplacian in R n . However, one can do a little better by considering (1.2) u
(x) = [ [r(0, y) -r(x, y)]f(y)dy.
It can be shown easily that the above is a solution of (1.1) provided that \f(x)\ < C/(l -f |x| 1+5 ) with 5 > 0. This extends the range of / by an order one. In fact, one can just set up an integral condition for / so that (1.1) is solvable. This method was applied and generalized in the important papers by Mok, Siu, Yau [MSY] and Ni, Shi, Tarn [NST] to the case of noncompact Riemannian manifolds with nonnegative Ricci curvatures. They used a version of formula (1.2) to derive interesting existence results on (1.1) and the related Poincare-Lelong equation
Roughly speaking, the decay condition for /is \f(x)\ < 1+( J^i+g in [MSY] , and in [NST] , its integral form J^0 > B } v. f B , , \f\dydr < oo. Here d(x) is the distance from x to a point on the manifold. B(x,r) is the geodesic ball of radius r centered at x and |jB(a?,r)| is the volume. The authors then apply their existence results to obtain several important geometric applications. These include, gap theorems, vanishing results and Steinness of manifolds. The purpose of this paper is to show that, under some natural curvature assumptions, (1.1) and (1.3) can be solved even when / decays slower than 1+d £)i-e? e > 0. In some special cases we can show that (1.1) can be solved even when / blows up near infinity completely. The current result differs from the previous ones in that we allow / to be long range functions. Historically functions decaying faster than c/d{x) near infinity are called short range potentials while those decaying slower than C/d(x) are called long range ones. Even the border line case / ~ C/d(x) is very interesting. In fact one of the motivations of the paper is to understand when can one solve the equation Au(x) = 1+^/ N on a manifold. This kind of problems deserve some special attention since they appear naturally during a fundamental operation i.e. when one computes the Laplacian of the distance function r. Recall Ar = IL^ + d r In y/g. Here y/g is the volume element of the manifold.
In order to solve (1.1) and (1.3) with long range data, some new information is needed. One needs additional decays for the derivative of the Green's functions. Let G be the heat kernel of the Laplacian in M. Suppose the Ricci curvature is nonnegative. Prom the classical result by Li and Yau [LY] and others, one has
G(x,t;y,0)< ]uf C ^e-^2/^, \B(x,Vt)\
These very useful bounds provide a major tool in geometric analysis and they are sharp in general, even in R n . Nevertheless , we discover that the gradient bound can be refined if the Ricci curvature satisfies a natural lower bound: a multiple of the inverse square of the distance function 1+ £, , 2 , a > 0. It is well known that this is a large class of manifolds (see Remark 1.3 below). A strong motivation for studying this kind of manifold comes from the well known results that roughly claims: a manifold whose sectional curvatures are nonnegative and decaying faster than the inverse square of the distance function is flat.
What we are studying is, in some sense, the complement of the above result, i.e. what are the differences between M and R n if the curvature assumption in the above theorem fails. We find that, under the curvature assumption (Ric(x) > a (l + d(x) 2 ) > 0), the analytic properties of the manifold are indeed quite different from those of R n . For example the gradient of harmonic functions has additional decay comparing with the Euclidean case. It is the additional decay of the gradient that allows us to solve (1.1) and (1.3) for long range data. We expect the refined decay estimates will have further applications.
Basic assumptions.
In this paragraph we lay out a number assumptions and notations to be used through out the paper. Unless otherwise stated, M is a n(> 3) dimensional complete noncompact Riemannian manifold with nonnegative Ricci curvature. Some times we will use the term nonparabolic manifolds. This means the Laplace-Beltrami operator admits a positive Green's function. An example is R n , n > 3. Otherwise we call the manifold parabolic. Ric(x) denotes the Ricci curvature at x and Scal(x) notes the scalar curvature at x. 0 will be a reference point on M and d(x,y) , d{x) will be the distance between x,y and between x,0 respectively. The notation Q r (x,t) will be used to denote the parabolic cube B(x,r) x (t -r 2 ,t). We will use c, C, Ci, Ci, ..., to denote generic positive constants.
To ensure the smoothness of solutions to (1.1) and (1.3), we always assume that / and p are locally Holder continuous.
The following theorems are the main results of the paper. [C] . Therefore a(a) is smaller than 1 in Theorem 1.1 here. This constant can be better estimated if more information on the manifold is available. This includes, for example, the growth rate of geodesic balls at infinity. However the linear dependence of a on a is qualitatively sharp. This point will be clear from the proof. An example of a manifold satisfying the assumption of the theorem is given in Remark 1. REMARK 1.2. In particular, the conditions in Theorem 1.2' admit those p satisfying ||p(a;)|| < 1+d £)i-e for any e < a. Note that for any a > 0, Theorem 1.2 and 1.2' covers all f or p such that |/(x)|, ||p(x)|| < 1+^a .N. In this sense, our theorems establish an end point type results for [MSY] and [NST] , for a large class of manifolds. It is worth comparing Theorem 1.3 here with the interesting Theorem 5.2 (ii) in [NST] . It is proved there that if M has nonnegative sectional curvature and there exists a real closed (1,1) form p which is positive everywhere and satisfying 1) sup^M Jo 00 jz^ f BM \\p\\dxdr < 00,
Stein. An example of such p is the Ricci curvature provided it is positive and has fast decay. In contrast, we allow the Ricci curvature to have slow decay. However, we have a pay the price by assuming the Ricci curvature is bounded below by inverse square of the distance. A similar comparison to a recent paper [CZ] is also valid. According to [NST] , it is proved there ( [CZ] ) that if M has nonnegative holomorphic bisectional curvature, has maximum volume growth such that the scalar curvature R satisfies R(x) < Cd(x)~1~e for some constants C and e > 0 for all x, then M is Stein. These results are motivated by the earlier works [MSY] , [M] and [GW1] , for which we refer the reader to [NST] Choosing an orthonormal frame {Ei, ...,E n _i} on SVi-i, then is an orthonormal frame on (M, #) . Following the standard formulas 
Here is the proof. (a) The Ricci curvature satisfies the conditions in Shen's theorem [S] because the bisectional curvature is so assumed, i.e. The Ricci curvature is nonnegative and positive outside a compact set. The spherical Busemann function bp(x), defined as
is a continuous plurisubharmonic exhaustion by Shen's theorem and a result due to H. Wu ([Wul] ). Here p is a fixed point in M. It also follows from the same paper (Theorem C [Wul] ) that there exists a strictly plurisubharmonic function in M. This finishes the proof.
(b) In this case, the existence of a strictly plurisubharmonic function follows from Theorem 1.2' as to be show in the proof of Theorem 1.3 (b). Consequently M is Stein for the same reason as above.
Note that there is no assumption that M has a pole in the above observation . However we need the assumption of maximum growth. Part (a) is basically a direct consequence of a remarkable result due to Z. M. Shen [S] . There are a lot of examples satisfying condition (a) in the observation. However we are not able to construct a manifold satisfying (b). (The anonymous referee informs us that it may not exist.)
The rest of the paper is organized as follows. In section 2 we will prove the refined gradient bounds for harmonic functions (Theorem 1.1.). In section 3 we will prove Theorem 1.2 and 1.2' concerning the solvability of (1.1) and (1.3). Applications (Theorems 1.3) will also be proven in this section. In section 4 we will present a generalization of the theorems to some flat manifolds.
Refined gradient bounds.
In this section we prove Theorem 1.1 and establish an upper bound on the integral of the gradient of the heat kernel.
The proof, which is somewhat.involved, requires a number of preliminary results to be listed as propositions and lemmas below. Here is an outline. Let G be the heat kernel of the Laplacian in M and let u(x, t) = G(x, t; y, 0) . By Bochner technique, it is known that w = \Vu\ is a sub-solution to a Schrodinger heat equation i.e. AwVw -wt > 0. Here V = V(x) is the lower bound of the Ricci curvature. The idea is to exploit decay property of V to deduce additional decays for w. We remark that this theorem might be proved by using a weighted L 2 space method. But that method seems to require more assumptions on the manifold, to say the least.
Through out the paper we will frequently use the following well-known inequalities which are simple consequences of the doubling properties of geodesic balls. Part of this result (assuming a is sufficiently large) was proven in [Zh] . Now we are able to prove it for any a > 0. The proof of the upper bound is based on an explicit estimate on the L 00 bounds of solutions to the parabolic equation. The key is to find a precise relation between the bounds and the potential. This requires us to refine Moser's iteration scheme to capture the information on the potential.
Let u be a solution of A^ - Then for positive C depending on a but independent of r,
Proof. We will use a trick in [Zh] . Given r > 1, we pick a Lipschitz cut-off function 0 such that (/)(y,s) = 1 when (y, s) E Q r (x,t), 0(y, s) = 0 when (y, s) G Q% r {x,t), and |V0| < 1/((T -l)r), a.e. |(?t</>| < 1/((T -l)r) 2 , a.e. Using 0 2 if c as a test function we obtain, after routine calculation,
2 ) and hence
For each r > 1 we take r > 1 such that
This implies
Under such a choice of r, we have
We shall iterate the above inequality according to the formula
Obviously (2.5) hold for k = 1. Suppose it holds for k, then
This implies that to reach r from d(a:) one needs at least
number of iterations (round up to an integer). Iterating (2.4) k times we have
(y,s)dyds \Qr{x,t)\ jQ r ( Xj t)
Here we also have used the volume comparison theorem, i.e.
\B(x,r)\ < c(^-)
n \B(x,ro)\. Simplifying the above, we reach
Recall that fi = VAar^. When a > 64(n + 4) 2 , we have III < v / 4/(64(n + 4) 2 ) = l/4(n + 4).
Hence
In 2 >^ = ( n + 4)2ln2>n + 4.
This proves the lemma.
Note the above estimate is useful only when 1+^ ^ > 1 since standard estimate is already better otherwise.
Later in the section we are going to remove the largeness assumption on a. D Using the above mean value property, we are going to prove the global bounds for the Schrodinger heat kernel Gy.
Proof of Proposition 2.1. We divide the proof into two cases.
2 ) with a > ao = 64(n + 4) 2 .
The proof of the upper bound in this case is reduced to the standard method. For this reason we will be brief. For a fixed A e R and a fixed bounded function t/j such that |V^| < 1, we write fs(y) = e x^ J G v (y, s; z,0) 
Proof We select a cut-off function 77 G Co 0 (Qi.5 r (x, t)) such that r] = 1 in Q r (x, t), 0 < rj < 1 everywhere. We also require that \Vrj\ < C/r, |A7/| < C/r 2 ,. |r/t| < C/r 2 . Note that rju satisfies
{A(rju) -y?7ii -(rju)t > uAr] + WrjS/u -urjt
Let Gq be the Green's function of Au -Vu -Ut = 0 in the cube Qi.5r(^, t). Then w(a;,t) < -/ G q (x ) t-y,s)f{y 1 s)dyds.
jQl.5r(x,t)
By the maximum principle, G q < Gy, the heat kernel of A -Vu -ut -0 in the full space. Hence
u(x,t) 2 <C Gl(x,t;y,s)dyds / (-^^-^-^iVu^dyds. jQl.Sr{x,t)-Q r (x,t) JQl.5r(x,t)-Q r (x,t) r r
Here we have used Holder's inequality and the fact that V77 = 0, r/t -0 in Q r (x,t) . By our assumption on the Ricci curvature, the above can be written as 
When (Z,T) G B(x,r)x [3^/4, t], we have d(z, y) > d{x,y)-d(x,z) > d(x,y)-(y/t/2).
Also, by the doubling condition of geodesic balls, one has \B(z,r)\ ~ \B(x,r)\. Therefore Substituting (2.10) to (2.9), we obtain
Next we prove some technical estimates on the integral of the gradient of the heat kernel. This will be essential for the proof of Theorem 1.2.
First we need a lower estimate for the volume of geodesic balls that generalizes Theorem 1.4.1 in [SY] . The result is known, see [Wa] Lemma 2 e.g. But for completeness, we give a proof here which follows the same idea as the above quoted Theorem. 
Define (j) = xjj{p{x))^ a Lipschitz function in M. Note that the Ricci curvature is nonnegative. As in [SY] , we have, in distribution sense,
11) [ (t)(x)Ap 2 (x)<2n [ ^(x).
On the other hand, one has, in distribution sense xo, (k -l) r), the above shows
Combining this the (2.11), we see that
JM JM
By now, the proposition is an immediate consequence of the doubling property of geodesic balls. □
The following is a technical gradient estimate for the integral of the heat kernels of parabolic manifolds. This will replace the gradient bound of the 'Green's function' of the Laplacian, which may or may not exists in this case. PROPOSITION 
Let M be a noncompact Riemannian manifold such that Ric{x) > a/(I + d(x)
2 ) for some a > 0. 
Let us estimate /i first. We need to distinguish two cases.
Case 1.1 d(x) < d(x,y).
By the doubling condition of the balls, it is well known that
i.e.
(2.16) /^^ C^rt d(x)<d(x,y). d(x,y) \B(x,d(x,y))\
This finishes case 1.1. for all x and y.
Case 1.2. d(x) > d(x,y). Then
Next we estimate I2. We need to treat two cases again.
To estimate Ji, let us note
This is due to the doubling property of the geodesic balls again. Hence
To estimate J2, we use Proposition 2.2 again.
This shows 
d{x,y) \B(x,d(x,y))\'
This ends case 2.1.
Finally let us estimate I2 in

Case 2.2. d(x) > d(x,y).
Prom the definition of I2 in (2.14) we know that
Using the inequality
By (2.14), (2.18) and (2.23), we have finally proved (2.24)
the second inequality in the statement of the proposition also holds. D 3. Solvability of Au = f and yf^lddu = f when Ric(x) > o/(l + ^(a;) 2 ). We will prove Theorem 1.2 first. The basic approach is to combine the integration arguments in [NST] with a heat kernel approach using the refined gradient bounds. This combination will allow us to treat long range / without imposing pointwise bounds. It will also allow us to treat parabolic and nonparabolic manifolds at the same time. In [NST] , the parabolic case was handled by multiplying R 4 on the given manifold to make it nonparabolic. We are not able to use this approach since the current solutions may grow in the order of (1 + d(a:))
1+e . We present a
Proof of Theorem 1.2 part (a).
We divide the proof into several steps.
Step 1. Let G be the heat kernel of A in M. Given / as in the statement of the theorem, we construct a function 
Jo JM
Clearly u is well defined and satisfies
JM
We are going to show that u(.,tj) converges to a desired solution of (1.1). Here {tj} is a sequence diverging to oo. Let I be a minimum geodesic connecting 0 and x, parameterized by arc-length. Then 
JM JO
We split the integral on the last inequality to get \u(x,t)\<r [ [ \V z G(z,8',y,0) \ds\f{y)\dy Jd(y) >2d ( Step 2. Here we will estimate I.
By the doubling condition of geodesic balls,
d{x,y)
I \V z G {^y ,0)\ds<C(^y tig condition of geodesic balls, r\V z G (z,s;y,0) 
-. fif;^,-vTrl/(y)|dy.
Given any large R > 0, let us write
, we can write the above as
Note that dt [ \m\ = f \m\. JB(0, t) JdB(0, t) Using integration by parts, we obtain R J.1-
-<-*))-! [^^'X ( "J«-
Since the Ricci curvature is nonnegative, it is known that (see [Wa] This completes step 1.
Step 2. Here we will estimate //.
By the second inequality in Proposition 2.3, we have
f\^(z,s-,y,0)\ds<C(^y \B(z,d(z,y) JB(z, 3r) \B{z, d(y, z) )\d(y,z)
JB (z, t) JdB(z, t) 3(z, t) JdB (z,t) Using integration by parts, we obtain
Since the Ricci curvature is nonnegative, it is known that
\dB(z,t)\ < C \B(z,t)\ -f
Therefore the above implies
Using the doubling condition again, we have (3.10) r l-a r r3r ^ p "< C ( 1+dW )> + n K^/w4r) i/(rii* + / w^ijf^m-As before, by our assumption on /, this shows
Going back to (3.4), we have, for all t > 1,
From (3.5) and (3.9) we also know that (3,2) MMll < Cii + mr-iyL di2 , v} $^, m l/MI*
Step 3. We show that u{x, tj) converges to a solution of (1.1). Here tj is a suitable subsequence diverging to oo.
By standard parabolic theory, u is locally Holder continuous. So there exists a sequence {tj) so that u(.,tj) converges to a function u -UQ(X) as tj -» oo.
Next notice that u t {x,t) = I G(0,t',y,0)f(y)dy-f G(x,t;y,0) So 1(0, t) ->• oo. Here we note that the just mentioned inequality is a direct result of the integration assumption on ■ K(x,r). Therefore UQ is a solution to (1.1). By the same argument from (3.9) to (3.12), we have (3.13)
Step 4-We show that if \f(x)\ < 1 _L_ d F x \i-e with e < a, then / satisfies all the conditions of Theorem 1.2.
By the first inequality in (3.13), it is enough to prove that 
Hence, when d(y) < d(x,y)/2, there holds, M and choosing R > 8d(x) , by the mean value property in [LS] , one has
Letting R -> oo, we find that \/-lddu -p -0. D where T{x,y) is a Taylor expansion of G(x 1 y) around 0. This method allows (1.1) to be solved for any / with polynomial growth near infinity. However it requires higher order estimates on G(x,y) and the existence of special structures such as certain global harmonic coordinates. Even though the result is a little limited as far as the types of manifolds involved, it indicates an effective method of solving (1.1) for a much wider class of /, under certain structural condition of the manifolds. We expect many applications of the technique for general equations and systems that involve the Poisson equation. Let us note that for compact manifolds, there is a necessary and sufficient condition for the solvability of Au = f. See [Au] . We need to mention that in the Euclidean case, this equation is solvable for all / G Lj oc . This was proven, for example in [Wx] . Proof For simplicity we will only prove the Euclidean case. The general case is identical.
For R > 0, let GR be the Green's function in B(0,R) with zero boundary value and let 
V. B(0,R)
Here and later, all derivatives are on the first entries of GR.
Since one can always solve the Poisson equation with compact data, we assume, without loss of generality, that f(x) = 0 in the ball B(0,1).
We claim that (i) \u R {x)\ < C(\x\) and that (ii) AUR(X) = f(x) for x G 3(0, R). Once the claim is proven, by standard compactness arguments, there exists a subsequence UR k that converges pointwise to a function u in R n . Clearly Au = f. Here r = \x\ and R » r. We estimate ii first. Let us recall the following well-known facts: for y G B(0, R) -J5(0,2r) andzG£(0,r), ^■■■x <fc g^y)l< |g .^;-2+fc -This can be proven by using either the explicit formula for GR or using integration by parts and Moser's iteration. Here the constants are independent of k.
Using Taylor Since A z GR(z,y) = 0 when z G B(0, \x\) and y > 2|x|, we have AJfc = 0. This proves AUR = f. U
