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P R E F A C E
This Volume 2 contains 10 papers prepared within the frame­
work of the activity of Working Group No.7 KNVVT (Komissija 
Naucnye Voprosy Vycislitelnoi Tehniki, in English: Committee 
of the Scientific Problems of Computer Science). Together 
with Volume 1 (MTA SZTAKI Tanulmányok 140/1983) 19 papers 
have been collected, the subjects of which cover almost the 
whole field of optimization. Program packages and single 
programs for linear, nonlinear and discrete programming, trans­
portation problems, network flows, problems of optimal control, 
optimization with multiple objective functions, inventory 
control problems, nonlinear and discrete approximation are 
described in these papers.
A wide range of practical applications are also covered by the 
papers given in these two volumes such as
- economic applications,
- applications in sociology, biology and medicine,
- problems of taxonomy,
- problems of "training by tutor",
- problems in industrial quality control,
- forecasting and prediction problems,
- classification and typology,
- production location of homogeneous products,
- statics of planar bar structures,
- safety stock planning,
- electricity production scheduling,
- highway engineering scheduling,
- other engineering problems (e.g. optimization of 
chemical reactor systems),
- computer aided design of engineering systems,
- equipment mounting in computing centres etc.
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In the first paper of the present volume H. Bernau3 E. Halmos 
and Zs. Sods deal with the optimal (i.e. minimum weight) 
design of planar bar structures. Different methods of nonlinear 
programming are used to solve problems of this kind, coming from 
the IKARUS Bus Factory. In the next paper M. (ferny and
D. Glückaufova deal with decision making problems in the 
presence of multiple (usually conflicting) criteria, and with 
their computer programs for a small desk computer Wang 2200.
The third paper by G. Christov3 T. Encheva3 M. Ivanchev 3
N. Janevt J. Jotcv and R. Kaltinska give the description of 
their program package LSSP for solving sparse linear programming 
problems in general and also those of special structures. In the 
paper by I. Dedk3 J. Hoffer3 J. Mayer3 A. Németh3 B. Potecz3 
A. Prékopa and B. Strazicky a case study is presented concerning 
optimal daily scheduling of electricity production in Hungary.
The model is a large-scale, structured, mixed variable linear 
programming problem. In the paper by L. Gömböcz, P. Kelle and 
A. Sebő a multi-purpose inventory control program package is 
described. This package was applied for the inventory control 
problems of the Danubian Iron Works in Dunaújváros 3 Hungary.
E. Jasinska and E. Wojtych tell us in their paper how they 
solved the problem of sugaebeet distribution by mixed variable 
linear programming techniques.
One of the two short papers given by L. Luksan contains a 
description of a new class of methods for linearly constrained 
discrete nonlinear minimax approximation. The other one contains 
a short description of the software package SPONA for optimiza­
tion and nonlinear approximation. It is designed for solving 
highly nonlinear technical problems with a relatively small num­
ber of variables. The main purpose of the paper by B. Vizvdri 
is to discuss how to combine exact and heuristic elements to 
achieve an efficient method for discrete programming. This method 
can be very useful for the solution of large-scale integer pro­
gramming problems that cannot be solved by exact methods within 
reasonable computer time. In the last paper of this volume
S. Walukiewicz describes the ellipsoid algorithm for the 
solution of linear programming problems. Some new aspects 
and modifications of the method are considered, such as deep 
cuts, surrogate constraints, range ellipsoids, different 
choices of the initial ball. The question that in which 
cases can the ellipsoid algorithm compete with the simplex 
method is discussed too. Computational experiences are also 
given.
Finally we express our thanks to every contributor for their 
cooperation in the publication of this collection.
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The editors
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A PROGRAM PACKAGE DETERMINING MINIMUM 
WEIGHT PLANAR STRUCTURES
H . Bernau (Budapest), E. Halmos (Győr) 
Zs.Soós (Budapest)
(Hungary)
1. INTRODUCTION
With the optimal design of planar bar structures the de­
pendence between the forces and the cross-sectional areas can­
not be explicitly given. Two approaches evolved to complete 
tasks for the determination of optimal structures. A detailed 
survey of the development of these two trends is given in the 
paper of Venkayya [l2]. The main difficulty in both attempt is 
that the relations between the design variables (cross-section­
al areas, surfaces of plates ...) and those describing the be­
haviour of the structure (tension, stresses, displacements ...) 
generally cannot be given in an explicit way. This makes the 
direct application of programming methods very expensive as 
the calculations of the appropriate functions or their gradi­
ents require a complete analysis of the structure. In the 
models based on optimality conditions, these relations are used 
in an approximated form, and by the resulting inaccuracies the 
convergence is hard to be ensured. This remark shows, that the 
goodness of the approximations for the above mentioned implicit 
relations is of decisive importance with respect to the effi­
ciency of solution methods [lO] , [12] .
In this paper we will describe two models, which are the 
basis of the program package. Then we will give a short survey 
of the purpose, the usage and the moduls of the package.
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2. STATEMENT OF THE PROBLEM AND EXPLANATION OF THE MODELS
Assume, that planar frames with minimum weight are to be 
investigated. It is assumed, that the material of the struc­
ture, and the layout of the bars in the frame are fixed in ad­
vance. The such cross-sectional areas and moments of inertia 
have to be determined that for a given external static load in 
the structure the bar-stresses should not exceed the limit va­
lues of stresses characterized by the material used and the 
total weight of the frame is minimal. About the frame the fol­
lowing will be assumed:
a) the bars are prismatic,
b) the static external loads work only in the nodal
c) the displacements in the nodal points are differen­
tially small and their influence on the tension 
equilibrium can be neglected,
d) stress restrictions ensure the ideal elasticity of 
the bars,
e) the frame is statically indeterminate.
Under these conditions the behaviour of the loaded frame 
can be described by the following equation system [l] , [ll] :
where
R(t): the elasticity matrix of the bars dependent upon the
points,
R(t)y - x = 0 
Ay = q
(2.1)
cross-sectional areas and moments of inertia
A the matrix of geometric constants;
AT the transpose of A;
the vector of forces and bending moments; 
the vector of nodal points displacements; 
the vector of static external load fixed in advance.
y
x
<7
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This system yields for every vector t a linear equation 
system in x and y, i.e. in order to find out for a given vec­
tor t, the vector y of forces and moments the equation system 
(2.1) has to be solved. As the total weight of the frame has 
to be minimum the following optimization problem emerges
where l . is the length of the -i-th bar and t . is its cross-
'V  'l '
sectional area, p is the specific weight of the material and 
°-(yst) is the stress in the i-th bar. The values a t . are 
limiting stresses fixed in advance for the bars as well as the 
lower limits for the cross-sectional areas, the layout of the 
frame is fixed.
It is easy to see that in this optimization problem the 
stresses cannot be given as explicit functions of the vec­
tor t, as the vector y results at any time from solution of 
the basic equation system (2.1). Taking into account, that for 
every vector t>0 the elasticity matrix R(t) is regular, it 
follows from (2.1)
follows. As the frame has been assumed statically indeterminate, 
the matrix A has the full row rank and the matrix
(t
rmn
1
N
P 2
t ) i=l n
l .t . (2.2)
N (2 .3 )
i=l3 23 • • • 3N (2 .4 )
y(t) = R ^(t)A^x (2 .5 )
from which
Ay(t) = AR ^(t)A^x = q (2.6)
C(t) = AR 1 (t) AT
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is thereby also regular for every t>0.
Then it results from (2.6), that
x(t)=C  ^(t)qa
and substituting this into (2.5) one gets for the dependence 
of the vector y upon the cross-sectional areas and moments of 
inertia the well-known basic relation of the displacement 
method £l] :
y(t)=R~1 t ATC~1(t)q. (2.8)
So the optimization problem (2.2), (2.3), (2.4) takes the 
form:
N
min T. I .t .
(tJS i=l x V
0 .(y (t) 3 t) <_ 0 .
'I is
i = l j 2a . . . , N
t . > t . ^= V i = l a 2 a . . . , N
where y(t) results from the relation (2.8). As the vector t
appears in the inverse of the matrix C(t)3 y(t) cannot be given
as an explicit function. (It should be noted here, that the 
-2matrix R (t) can be given, on the basis of the diagonal block 
structure of the matrix R(t) explicitly as a function of t.)
The first model is a developed version of an earlier model 
elaborated by E.Halmos and T.Rapcsák [ő] . In their model the 
relation (2.8) is approximated by an explicit function of the 
vector t. The basis of their approximation is the following 
decomposition of the structure: every moving nodal point of 
the original structure gets a substructure assigned composed 
of this nodal point and the bars entering it. At the same time 
the bar-terminals not belonging to the nodal point will be 
fixed. For these substructures there are relations analog to
13 -
the relation (2.8),
y ^ ( t ) = R ~ 2 ( t ) A Ty C y ~ 2 ( t ) q y y = l 3 2 3 . . . 3 M  (2 .1 0 )
where M is the number of moving nodal points of the original 
structure. In the cases of planar structures the matrices 
C ^ ( t ) are of the order 2 or 3, and the inverse of these mat­
rices can easily given from the elements of the matrices 
C ( t ) . Thereby the relations (2.10) yield explicit relations 
for the dependence of the forces upon the vector t, if the 
loads q are given. The vectors q y = l 3 2 3 ... 3 M  are the static 
loads of the nodal points in the substructures. In the model
these loads will be so determined, that for an initial vector
ot the displacements of the nodal points in the substructure 
coincide with the displacements of the nodal points in the 
original structure. This coincidence is ensured if the nodal 
point loads are fixed in the form
ZX ] y  y = l , 2 3 . . . , M (2.11)
where QcJ is the displacement of the nodal point in the ori-Y oginal structure for t = t . (These displacements are part of the
osolution of the system (2.1) for t = t ). These nodal point 
loads will be considered as constants and the bar forces ap­
proximated in the following way
y'1 (t)
C V y  (*>
u  <I yy (t)+y z(t)
v. Y1 Y2
if the i-th bar appears only 
in one substructure
if the i-th bar appear in 
two substructures y 7 and y_.
-i, OFor the so defined forces y (t) it can be proved that for t=t
these coincide with the forces evolving actually in the ori­
ginal structure.
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Two disadvantageous properties could be observed during the 
application of this approximation:
a) The nodal point loads q from (2.11) chosen as constant in
the model depend strongly upon the choice of the initial
ovector t. This requires the loads q relative often to be 
determined anew in order to ensure the feasibility with 
respect to the stress constraints in (2.9).
b) At the bars connecting two moving nodal points and contained 
accordingly in two substructures. Both components y (t)
"Y 7o 1and y (t) from (2.12) have for t=t often an opposite sign
y o
and are absolutely considered relatively large compared 
with the actual forces in the original structure. For this
reason the mechanical properties of the substructure dif-
ofers strongly also for t=t from those of the corresponding 
bar group in the original structure.
In order to ensure a closer connection between the sub­
structures and the original structure an attempt was made to
odetermine the nodal point loads such that for t-t the forces 
in the substructures coincide with the forces in the original 
one. It was found out [4] that this coincidence can only be 
achieved if in the substructures a kinetic load f is intro- 
duced for the originally fixed bar terminals. This kinetic 
load is chosen such that the resulting displacement of those
terminals agree with the displacements of the corresponding
onodal points in the original structure for t=t. Furthermore 
if one requires the coincidence, one gets for the nodal point 
loads
<7y=cy(t) W y +Y y 2^ / y Y=1,23...,M (2.13)
and the forces in the substructures present themselves in the 
following form
-  15 -
i V t;=V  (t>Ay ^ y 1 (t)<’y-Cy1 lt> V y 1 (t) fy (2 . W )
_ -i OIt can be shown |_3j that for t=t these forces coincide with the 
forces in the original structure. Two remarkable properties of 
this approximation p] :
1. The nodal point loads defined in (2.13) are in all free
moving nodal points independent of the choice of the initial
ovector t and agree with external loads of the nodal points in 
the original structure. If a nodal point is fixed with res­
pect to certain directions, then the corresponding components
of q contain the reaction forces of the original structure Y oon the fixation for t=t.
2. For t=t the composition of the loaded substructures yields 
the original structure in the loaded state.
After having discussed the first model, let us turn to the so 
called exact model. A further possibility for the solution of 
the problem (2.2), (2.3), (2.4) will be given to which the re­
lation (2.8) or an approximation of this will not be required. 
To this we turn back to the relation (2.5). Considering in 
this relation besides the vector t also the displacement vec­
tor x as variable vector, the stress constraints can be set 
in the form:
G .(y3t) = cr .(R~2 (t)ATx3 t) < a. i=l3 23 . . . 3 N.b b b
As the matrix R~1(t) can be explicitly given as the func­
tion of t, an explicit function of t and x is obtained to de­
termine the bar stresses. But in this case the second equation 
of basic system
Ay = AR ^(t)A^x = q
has to taken into account in order to ensure the equilibrium 
of forces in the nodal points and so the optimal design problem
-  16 -
gets the following form
(t1* * * ’ *  N
m m
N 
P E
t.,) i,~l
N (2.15)
AR ^ (t ) A Tx=q
N
3. TEST RESULTS OF THE MODELS AND SOLUTION METHODS
Within a contract work with the IKARUS Bus Factory, Buda­
pest, the presented models have been tested for designing va­
rious structures. The following optimization methods have been 
used to solve the corresponding optimization problems:
1) the linearized centrum method [7]:
2) a penalty algorithm SUMT with logarithmic penalty
With respect to the models and the applied solution methods 
the following experiences have been gained:
a) At the "exact model" the direct formulation has the advan­
tage of not requiring any approximation, its drawback is 
that the number of variables and constraints increases in 
relation to the problem (2.9). Moreover the addition of 
equation constraints in problem (2.15) makes the treatment 
of this problem more difficult than the solution of the 
problem (2.9).
function [8] :
3) a modified Lagrange method [9]
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b) The application of the relation (2.14) yielded, compared
owith the relation (2.12) for tft substantially more accu­
rate approximation for the forces. This caused the need of 
the updating of the nodal point loads to become more in­
frequent. The required computation time was for both models 
about the same.
c) To the solution of the problem (2.15) only the 2nd and 3rd 
can be applied because of the equation restrictions. At 
this problem it proved to be advantageous to fix in the 
particular unconstrained optimization phases the values of 
the vector t and x alternately, i.e. if in a phase the op­
timum of the penalty function with respect to the vector t 
has been found, then after updating the correspondent pe­
nalty parameters the values of t have been chosen as con­
stant in the next phase, and the optimization is done with 
respect to the vector x, and vice versa.
d) With problems of smaller size the required time to solve 
tasks of type (2.15) amounted to about as much as for tasks 
of type (2.9). With problems of greater dimension (number 
of variables 50 and number of constraints in the same order 
of magnitude) the required computation time for the tasks 
(2.15) exceeded by far that for the tasks (2.9), yet the 
tasks (2.15) yielded generally better solution.
e) In all methods numerical gradients have been used. To the 
inaccuracies resulting therefrom the penalty method seemed 
to be less sensitive than the other methods.
f) Another advantage of this method is that if the starting 
point is feasible with respect to inequality constraints, 
it is ensured that the inequalities in all iteration points 
will be fulfilled. This guarantees that the vector t remains 
always positive. In the program for the modified Lagrange 
method [9] this is not the case and in consequence diffi­
culties arise, as the matrix R *(t) is not defined if com­
ponents of t are zero or negative.
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On these experiences the following strategy can be sug­
gested to solve the design problem. Starting from an initial
ovector t, the use of the approximation (2.14) in the problem
(2.9) yields an approximate solution. (Solving the problem
(2.9) it can be necessary to update the nodal point loads q
and kinetic loads f sequentially.) Thus the obtained solution
1  ^ 1t as well as the vector x resulting from the relation
x y = c ~ 1 ( t 1 ) q y y = l , 2 ,  . . . , M
can be used as the starting point in the problem (2.15) to 
find more accurate solution.
4. THE PROGRAM PACKAGE TO SOLVE THE OPTIMUM DESIGN PROBLEM
The developed and implemented system RUDMER has the fol­
lowing tasks:
1. To create the basic file containing the parameters of 
the planar structure.
2. To make the necessary modification on the basic file, 
if the user wants.
3. To solve the optimization problem using (2.9) model.
4. To solve the optimization problem using (2.15) form 
of the design problem.
o5. To solve the (2.1) equation system for a fixed t vec­
tor.
The function of the package is the following:
1. The program PRODUCE makes the first task. The user 
have to give the following parameters of the structure: the 
number of the bars and nodal points; the x and y coordinates 
of the nodal points; the indices of the connected nodal points 
for all bars; a two dimensional sign vector, whether the nodal 
point can move away into the directions x and y; and the ex­
ternal loads. The program creates the necessary basic file
19 -
from these informations, and sets up the matrices R(t)3 R (t)3 
Aj and vector q.
2. Sometimes modification is needed and the modul CHANGE 
makes this task.
The possible modifications are:
a) new bar addition,
b) new nodal point addition (and some new bars, of course),
c) delete of a bar,
d) delete of a nodal point,
e) change of a nodal point fixing.
3. The program APROPT solves the (2.9) model using the 
(2.14) approximation.
In the first part creates the R^(t)i 4^ matrices and , f 
vectors for all nodal point, and sets up the constraints of 
the problem. Then solves the (2.9) nonlinear programming prob­
lem. The run of the ALAP to solve the (2.1) equation system 
is needed before the start of the APROPT.
4. The program PONTOPT solves the (2.15) nonlinear prog­
ramming problem (second model).
5. The program ALAP solves the (2.1) equation system for
o
t fixed in advance, gives the bar stresses and prepares the 
necessary informations and datas for the running of the prog­
ram APROPT.
The method to solve the nonlinear programming problem is the 
SUMT (Sequential Unconstrained Minimization Techniques) elabo­
rated by Fiacco and McCormick. The package was implemented on 
a CDC 3300 computer in FORTRAN IV language.
_  2
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PROCEDURES FOR MULTICRITERIUM DECISION 
PROBLEMS ON A PROGRAMABLE CALCULATOR
* /M.Cerny, D.GIOckaufova 
(Praha, Czechoslovakia)
1. INTRODUCTORY REMARKS
The problems of Multiple criteria decision making (MCDM) 
refer to making decisions in the presence of multiple usually- 
conflicting criteria. Problems involving multiple criteria 
decision making are of common occurrence in everyday life. For 
example, in a personal context, the job one chooses may depend 
upon its prestige location salary, advancement opportunities, 
working conditions and so on. In a public context, the water 
resources development plan for a community should be evaluated 
in terms of cost, probability of water shortage, energy, rec­
reation, flood protection, land and forest use, water quality 
etc.
One may state that there exist two different sets of MCDM 
problems due to the problem setting: one set contains problems 
involving finite number of elements (alternatives) and the 
other consistsof problems with infinite number of potential al­
ternatives. The problems of Multiple criteria decision making 
(MCDM) can be therefore broadly classified into two categories 
in this respect:
- Complex evaluations of alternatives.
- Vector optimization.
The distinguishing feature of the problems belonging to the 
first group is that there is usually a limited (and rather 
small) number of predetermined alternatives. The alternatives 
have associated with them a level of the achievement of the 
attributes (characteristics), which may not necessarily be
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quantifiable. The final selection of the "best" alternative is 
made with the help of inter and intra attribute comparisons.
Vector optimization problems are not associated with the 
problems where the alternatives are predetermined. The common 
features of vector optimization problems are that they possess
- a set of quantifiable objectives,
- a set of well defined constraints.
2. PROGRAM SUPPORT FOR MC DM PROBLEMS
The nature of the MCDM problems requires the possibility 
of the flexible interactions among decision maker, analyst and 
computer in the whole process of solving the problem. Recently 
there became available various computing systems which make 
such interactions possible. Screen terminals and graphical 
displays connected to the computer are weel-known examples of 
such devices. Even better contact with the user give small 
computers of the desk type, which are now well-spread. In our 
institute we have at our disposal computer Wang 2200 VP, which 
has proved very useful for solving small and medium sized 
problems of MCDM.
The procedures for solving MCDM problems which we have 
developped on our computer form three different groups accor­
ding to the nature of the problems solved:
- procedures supporting vector optimization problems,
- procedures for complex evaluation of alternatives,
- procedures used for the formalized analysis of the set of 
criteria.
Procedures for vector optimization problems must be based 
on a reliably working program for solving corresponding one 
criterial problems. That is why we have limited ourselves for 
the time being to multiobjective linear programming problems 
and to the problems of choice from a finite set. From the ex­
isting methods of the vector optimization we have chosen a 
modification of a so called STEM method. This method does not
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require from the decision maker the explicit formulation on 
his local or global preference structure; the only necessary 
information needed concerns the maximum relaxations of the va­
lues of some objective functions in order to improve the va­
lues of other ones. The method used will be described in more 
detail in the next section of this paper.
The programming support of a modified STEM method has a 
form of a system of program modules, making it possible to 
solve the problems with 10 objective functions at most. Apart 
from this the multiple objective LP problems solved by this 
system can have up to 60 variables and 30 constraints; in the 
problems of choice from the finite set this set can have in 
the present program version maximally 120 elements.
The common feature of the majority of methods for complex 
evaluation of alternatives is the existence of subjective 
factors. One of the possible ways how to objectivize the re­
sults is the simultaneous application of several methods. 
Therefore it is convenient to build the programming support 
for those methods in the form of the system of procedures ope­
rating on a common data base.
The set of programs for the complex evaluation of alter­
natives consists of the procedures realizing:
- the method of basic alternative
- method AGREPREF
- method of approximating the fuzzy preference relation
- the Electra III method.
These programs make it possible to evaluate up to 40 al­
ternatives according to 20 criteria. The programs communicate 
with user by asking for new or improved values of the weights 
of criteria and thresholds of sensitivity. The methods realized 
in the set are described in more detail in the section 4 of 
this paper.
The methods for the formalized analysis of the set of 
criteria are based on the assumption that the values of crite­
ria on a finite set of alternatives are given.
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Consequently their programming support is built in much 
the same way as the procedures for the complex evaluation of 
alternatives, i.e. on the common data basis. The programs make 
it possible to compute the coefficients of similarity or dis­
tance, the Kendall's and Spearman's rank correlation coeffi­
cients and the coefficients of consistency. The set contains 
also the program for determining the weights of criteria by 
the Saaty's method.
Apart from the simple approaches mentioned above the 
formalized analysis can be performed with the help of more 
complicated methods like GUHA method or cluster analysis 
method. These approaches however require more capacity and 
time and moreover their programming support exists on large 
size computers. Therefore we have not included them into our 
program system.
3. VECTOR OPTIMIZATION PROBLEM: MODIFIED STEM METHOD
The problem of vector optimization solved by the modified 
STEM method can be formulated as follows:
m a x (k=lj . . . j r)
f^(x) -* m i n (k=r+l3 . . . y m) 0 <r<m
subject to xGX (a feasible set).
Present state of programs makes it possible to solve two 
special cases of such problems:
1. Multiobjective linear programming problem, where
X = {a: I Ax = b3 x>0 }
f  j<( %) ~c \cc+ '^k
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2. Selection from a finite set of alternatives, where
X
f.j<(x^ ) - given values.
Let us note that this formulation of vector optimization 
problem is somewhat more complicated than the commonly used 
form. It would be of course possible to omit the constant terms 
in the objective functions and to assume (e.g.) that all func­
tions are maximized. Such a transformation is of course made 
in the computation phases of the algorithm, but in the process 
of interaction with the DM it is better to stick to original 
expression of the functions, so that the DM is not forced to 
express himself in transformed values which may represent an 
unnecessary simplification to him. The process begins (as it 
is usual in STEM-type methods) by constructing a so called 
payoff matrix consisting of the elements
S  i k  I 3 2  j ., m) where x£ solves the problem
f.(x) max (min) (1)
subject to xGX.
The diagonal elements z^=z^=f^(x^) represent the so
called ideal values of objective functions.
The provisional or compromise solution computed by the 
analyst at each iteration step is obtained by solving the fol­
lowing problem (q denotes the number of iteration step):
d min
subject to
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xGX,
fk(x)+vkd-zk . (kGK(q) ,k<r)
fk(x)~vkd-zk (kGK(q) 3k>v) (2)
fk(x)>h(q) (kGK(q)3 k<r)
fk(x)<h(kq) (kGK(q)3 k>r).
It is obviously the problem of minimizing the maximum de­
viation of an objective function from its ideal value. Here 
K^q  ^ is the set of indices of those objective functions, the
values of which are not yet marked by the decision maker (DM)
as satisfactory, K 
The limit values
(q)
h(q)nk
is the set of other objective functions, 
are determined as follows:
hk’>=Hk~1>th <ke4 q> 4 r V >
h{<q>=fk(xfq~V  )+C>k
where is the amount of relaxation given by the DM.
The weights are given by the DM who can choose one of 
the three possibilities:
1) vk=l for all k,
2) ^k=zk for all k,
3) vk= arbitrary (*0).
The system of programs consists of five modules: the ge­
neral program and special programs handling the data input and 
calculation steps solving the problems (1) and (2) for both 
above mentioned type of problems.
4. COMPLEX EVALUATION OF ALTERNATIVES
The complex evaluation of alternatives problems can be 
mathematically formulated in the following way:
Let denote preference relations defined on al3 3 m
finite set of alternatives X. The preference relations R^ cor­
respond either to different members of decision making col­
lective, or to different viewpoints, from which the alterna­
tives are evaluated. Our task is to find an aggregated rela­
tion R expressing the resulting preference. As the resulting 
preference should serve to order the set of alternatives, it 
is natural to require that the relation should be transitive, 
at least in some weaker sense. Ideally the resulting preference 
relation should be a complete ordering of the set of alterna­
tives X. However it appears, that in modelling resulting pre­
ference relation it is sufficient to derive a relation which 
has somewhat weaker properties. There exist some very simple 
methods for aggregating individual criteria, the relative im­
portance of which is expressed by means of numerical weights* ^(e.g. the method of basic alternative, see Cerny, Gltickaufova, 
Toms 1980).
More sophisticated methods based on the concept of thres­
hold of sensitivity make use of a fuzzy preference relation. 
Fuzzy preference relations S on a given set X of alternatives 
is defined as a fuzzy subset of the Cartesian product XxX.
The membership function of a fuzzy relation S can be written 
as uc(x3y) where xGX3 yGX are interpreted as a degree of va-D
lidity of the relation S for the pair (x3y). In modelling pre­
ferences a notation S is frequently used instead of ua(x3y).xy b
It is usually assumed, that for any pair of alternatives (x3y) 
it holds:
S + S < 1. xy yx -
The number S =1-S -Sx~y xy yx can be interpreted as a degree of
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indifference between x and y. The numbers 5 define anotherx~y
fuzzy relation of indifference. This relation will be denoted
by {S }; to distinguish we shall write {5 } for the origi-x~y xy
nal fuzzy preference relation S. If {S' } is an empty relation,x~y
i.e. if S +S =1 for all (x.y), then S is called a strictxy yx 3a xy
preference relation.
To each fuzzy preference relation {S } a strict preferen-xy
ce relation {S* } can be defined as follows:xy
S* = S + 4- S xy xy 2 x~y
Therefore we shall limit our attention from now on to strict 
fuzzy preference relations. The concept of transitivity, which 
plays a fundamental role in the theory of preference, can be 
extended to fuzzy preference relation in several ways. We 
shall give here the following definition:
A strict fuzzy preference relation is called transitive if for 
any triple of alternatives (x3y3z) it holds:
Syz > max (S 3S ) xy3 yz
The fuzzy preference relation is in a sense the best tool 
to picture the real preferences in a formal way. However, to 
solve decision problems, it is often necessary to replace the 
fuzzy relation by a nonfuzzy one. This nonfuzzy relation can 
be assigned to the fuzzy relation in different ways. The simp­
lest way would be to define the nonfuzzy relation R=(P,I) as 
follows:
xPy <==> S > Sxy yx
xly <===> S = Sxy yx
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As a generalization of the definition given above a whole 
class of nonfuzzy relations R=(Pa3I^) depending on a so called
threshold of sensitivity a can be defined. Let a be a real
2number from the interval <-^ 3 1>; then we shall define:
xP y <=> S > a or xy
xl y <=> 1 -a< S < a. or — xy —
The nonfuzzy preference relation obtained in this way will 
usually serve to order the set of alternatives in some way. 
Therefore it is natural to require that the relation should be 
transitive at least in some weaker sense. Ideally, the nonfuz­
zy preference relation obtained should be a complete ordering 
of the set of alternatives X. However, it appears that in mo­
delling preferences it is sufficient to derive a relation 
which has the properties of semiorder (see e.g. Luce, 1956).
Roberts (see Roberts, F.S., 1971) has proved the follow­
ing theorem:
If a strict preference relation { £ }  is transitive in a
2sense defined above, then for any a6 <—3 1> the relation
R = (P 3I ) is a semiorder.a a3 a
The most of fuzzy preference relations obtained by di­
rectly aggregating individual preferences do not satisfy the 
requirement of transitivity which is fundamental in the above 
theorem. This fact leads to the construction of the so called 
method based on the approximation of fuzzy relation included 
in our system of methods for complex evaluation of alternati­
ves. The main purpose of this method is to find the closest 
transitive fuzzy relation to the obtained one. According to 
the Robert's theorem it follows, that the corresponding non­
fuzzy relation has the properties of a semiorder.
The other possibility how to handle the problem is to 
find to a nonfuzzy relation R (obtained from a fuzzy relation 
in the way described above) a relation R which has the proper­
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ties allowing the ordering of alternatives and which is in 
some way the closest to the obtained relation R. The closeness 
of the relation (R3R) can be measured for example by a dis­
tance function
d(R.R) -El R -R I .J 1 xy xy 1
The problem of finding the relation R which minimizes 
d(R3R) can be formulated as a bivalent programming problem 
the constraints of which depend on the requirements imposed 
on the relation R. As such a problem is extremely complex, 
some approximation algorithms based on other approaches were 
suggested where the degree of closeness of resulting R to the 
relation R is measured by the so called coefficient of appro­
ximation
k = P + 1 , , 
n(n-l) / 2*
where n is a number of alternatives, p is number of pairs of
alternatives x3y for which xPy as well as xPy is valid; i is
the number of pairs of alternatives (x3y) for which xly as 
well as xly is valid.
The best known algorithms of this class are AGREPREF
(see Lagreze, 1974) which gives a semiorder as R and the whole
group of so called Electra methods (see e.g. Roy 1968) which 
results in a pair of quasiorderings. In all methods mentioned 
above the fuzzy preference relation is arrived at by aggre­
gating the family of preference into a single preference.
Unlike most applications of fuzzy sets, the values of 
membership function u^(x3y) in this case can be found in a 
natural "objective" way:
xy
3us(x,y> = Sxy z
i e i
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where J is a subset of indices I={l3...am} containing allxy
indices i, such that xP .y and p . is a weight assigned to i-th 
subject (characteristic). The fuzzy relation obtained in this 
way can be replaced by a nonfuzzy relation R or a class of 
nonfuzzy relations f? and approximated by the relation having 
desired properties in a way mentioned above.
A weak point of the class of methods just discussed is 
the use of thresholds. Their values are rather arbitrary, al­
though their impact on the final solution may be significant. 
For example if we take the threshold values rather ambitious 
(for complete dominance) then it may be difficult to eliminate 
any of the alternatives; by relaxing the thresholds values we 
can reduce the number of nondominated solutions to the single 
one. The fact that the sensitivity thresholds are exogeneously 
determined by DM brings certain subjective factor into the al­
gorithm.
A recently proposed method Electra III on the other hand 
does not require the threshold to be given exogeneously; the 
values of the sensitivity thresholds are generated in an ite­
rative way by the algorithm itself.
5. THE FORMALIZED METHODS FOR THE ANALYSIS OF THE SET 
OF CRITERIA
Most papers dealing with multiple criteria problems re­
gard the criteria as given and confine the analysis to a de­
cision of how to achieve the solution.
When dealing with multiple criteria problems the deci­
sion maker usually says he considers many criteria, although 
often only few of them are essential.
Many authors (see e.g. Fishburn 1964) have found that 
normally at most 4 to 7 criteria are important, as working 
with few measures of effectiveness from the beginning increases 
the chance of success, there being less spread in necessary 
data. Other reasons for using few criteria include lower cost
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and greater ease in estimating and using the multiple criteria 
model.
The problem of handling a large number of criteria has 
not been very much treated in multiple criteria literature. 
Fishburn (1964) discusses three approaches to this problem.
The first is to select a subset (about 6 to 10) of cri­
teria most important to the decision maker and to use only 
these in the analysis.
Another method is first to select a subset of the more 
important criteria and to analyse the alternatives in terms 
of these criteria. Then another subset of criteria is added to 
those initially used and the alternatives are analysed with 
respect to this larger subset of criteria. If the results of 
this second analysis agree with those of the first one, the 
decision mal- 3r may be satisfied with the analysis. If the out­
comes of the. analysis differ, the decision maker adds a new 
subset of criteria and repeats the analysis.
The third approach for reducing a great number of criteria 
suggested by Fishburn is to select any subset of criteria and 
analyse the alternatives with respect to these criteria. Next 
a new subset of criteria is selected and processed and this 
process is repeated several times.
If the results of the analysis of the alternatives are 
not dependent on the various sets of criteria, the decision 
maker may use any of the subsets in his analysis.
All these methods for reducing the number of criteria ex­
clude in various ways a subset from the analysis. The methods 
do not give any information on what effect this reduction will 
have on the decision. For all this reason some detailed ana­
lysis of the set of criteria is needed.
To study the relation between just two criteria some simp­
le approaches based on the representation of criteria by in­
cidence matrices are used.
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Another possibility how to test the mutual relation bet­
ween just two criteria is the use of rank correlation methods, 
especially the use of the disarray coefficient.
While the use of the coefficients mentioned above requires 
the transformation of the criteria into binary matrix (corres­
ponding to the pairwise evaluation of the alternatives) the 
use of disarray coefficient requires to represent the criteria 
as rankings of alternatives.
The analysis of more than two criteria is usually perfor­
med for the following reasons:
- to reduce the number of criteria,
- to find out which criteria or which subsets of criteria in­
fluence to the greatest extent the solution,
- to test the set of criteria for consistency,
- to examine mutual relations between subsets of criteria.
To solve the majority of the problems mentioned the method 
of automatic generating of hypotheses (GUHA) can be used.
This method is applicable to all problems in which it is 
required to obtain unknown laws, relations or causal connec­
tions. Its usefulness consists in the combirCations of the for­
mal apparatus of mathematical logic, the operational capabili­
ties of computers and of methodology of scientific research.
The means of mathematical logic make it possible to find a 
suitable class of formalized statements to which the investi­
gation of the model can be confined. The means of computer 
technique make possible to generate and verify all these for­
mulas authomatically in a suitable ordering. As the output 
there we will appear all hypotheses true or almost true.
If the problem is just to divide the whole set of criteria 
into groups, elements of which are in some sense close to each 
other, the method of cluster analysis can be applied.
Cluster analysis is concerned with very general problem 
of grouping the entities of a given set into homogenous and 
well separated subsets, called clusters. To define a particular
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cluster analysis problem it is necessary to precise the con­
cepts of homogenity and separation. There exist different ways 
to construct dissimilarities from measurement of characteris­
tics (i.e. from the values of criteria on the set of alterna­
tives). One of the possibilities is to calculate simply the in­
tercorrelations of the criteria; another possibility is to 
find for any pair of criteria disarray coefficients (see 
Kendall (1955)).
Another possibility how to use the rank correlation 
approach is to test the consistency of the set of criteria 
using Kendall's coefficient of concordance as a measure of 
agreement of m rankings:
W = *25
2,3 ,m (n -n)
All the techniques mentioned above have been tested on 
real life multiple-criteria problems.
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PROGRAM PACKAGE LSSP FOR LINEAR PROBLEMS
WITH SPARSE OR STRUCTURED MATRIX
G.Christov, T.Encheva, M.lv anchev 
N.Janev, J.Jo+ov, R.Kal+inska
(Sofia, Bulgaria)
I. DESTINATION
The program-package LSSP is a product of Operation Re­
search Department at the Centre of Mathematics and Mechanics of 
the Bulgarian Academy of Science that provides the ability to 
solve on ES computing system the following optimization prob­
lems :
- linear programming problems with a sparse matrix;
- plant-location problem;
- distribution problem of special type.
II. PROBLEM DESCRIPTION
1. Linear programming problem with a sparse matrix mini-nmize or maximize L(x) = £ o .x . subject to:
Lower bounds d . are 0 or -°° (omitted) and upper bounds u .
3 3are arbitrary real numbers. It is assumed that the relative
number of nonzero a., is small, i.e. the matrix ||a..|| is
sparse. The program for solving the problem given, named
SPARSE, is a realisation of the revised dual simplex method
with bounded variables given in [l] .
d . < x . < u . 
3 - 3 - 3
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For presentation of the matrix \\a.
13
as for basis inverse
in core only the nonzero elements are used. For limiting the 
computational errors, after a prescribed number of iterations 
the reinversion of the basis is done. The calculations are per­
formed without any use of auxiliary memory, which is used only 
for recording and for correcting the input data.
2. Plant-location problem.
The mathematical model of this well-known linear integer 
optimization problem is:
minimize
m n m
E E o . .x . . + E d .y .
:=i .7=1 ** ** i = l
subject to:
m
 ^x j 13 3 Í j 2, . . . 3)i
i=l ^
0 < x. . < y ‘ 3  ^  ^j ^  j • • • j ™3
y. G {03l}3 i=l323...3m"Is
3 l323,..3n
This problem could be solved by the program, called 
PLANLOC, which is a realisation of the s.c. integer simplex 
algorithm given in [2]. Geometrically, the algorithm starts 
from an extreme point of a polyhedron (the convex hull of the 
feasible solution of relaxed problem) and moves towards the 
optimal point on a path of edges, connecting some feasible 
solutions of the original problem. The existence of such a 
path is asserted from the theory. Relatively large problems 
(«,m=100) could be solved entirely in core (256K) because of 
a special representation of the basis inverse, only small 
portion of which (nxn) is maintained.
3. Distribution problem of special type.
This problem arises when a capacitated location problem 
is relaxed in order to be solved by branch and bound tech­
niques. The mathematical model is
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minimize
m n
E E a » • x • *,-_7 Z-J Z-Ji=l 3=1
m
subject to: E x . . = b. 3'=1.2....,n
i=l
m n 
E E 
i=l 3=1
a . .x . .
1*3 z-3 < B
x . . > 0 z-J -
There are also real problems (medical, production area, 
etc.) which could be presented in terms of this model.
The program for solving the problem is called TECHNO and 
is based on an algorithm described in [j3] . The algorithm is 
one of simplex type but is specially designed to exploit the 
structure of the problem. Thus the program is highly efficient 
and has small time and storage requirements not only for prob­
lems of moderate size but also for large problems.
III. ORGANIZATION OF THE PACKAGE
Each of the problems listed could be stored as a phase 
in core-image library and runned with minimal user's effort. 
When the subroutines are stored in relocatable library, they 
could be invoked from the user's written codes. This could be 
done because of the unification of the structure and the func­
tions of the programs forming the package.
Each program fulfils the following functions:
1) Data loading from arbitrary input device (card reader, mag­
netic tape, disk) with syntactical control. If errors are 
found the error message is printed and the program run is 
canceled.
2) Dynamic storage allocation depending on the size of the 
problem.
3) Solving of the problem.
42 -
4) Printout of the input data and solution. The volume and the 
type of this information is controled by the users by means 
of parameters.
Each program is written in FORTRAN except for the 
ASSEMBLER modules which control the dynamic storage allocation. 
The program structure is:
- main program: reads problem's dimensions, calls dynamic 
storage allocation routine and transfers the control to the 
main subroutine;
- main subroutine: reads and checks the input data, solves 
the problem, prints the input-output information;
- auxiliary subroutines: provide service for the main 
subroutine.
IV. IMPLEMENTATI ON
The package is implemented in the computing' center of the 
University of Sofia and is used in education of the students 
in mathematics. It could be used without any restrictions in 
all areas where the above mentioned problems arise.
LITERATURE
[1] A.Tucker, Linear Inequalities and Systems, Annals of 
Mathematics Study, No.38, Princeton University Press.
[2] H.H. HHeB , )KypHaji BbivHCJiHTejibHoíí MateMathkh h MaieMaTH- 
vecKOft <f)H3HKH, W3, 1981, 626-634.
[3j r.X. HBaHOB, flOKJiaflH Ha XI nponeTHa KOHOepeHUHH Ha CMB, 
CjitHueB 6pnr, 1982 .
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OPTIMAL DAILY SCHEDULING OF ELECTRICITY 
PRODUCTION IN HUNGARY
I. Deák, J. Hoffer, J. Mayer, A. Nemeth 
B.Potecz, A. Prékopa, and B. Str a z i c k y
(Budapest, Hungary)
1. INTRODUCTION
At the Operations Research Department of the Computer and 
Automation Institute of the Hungarian Academy of Sciences there 
has been for several years a work in progress together with the 
experts of the Hungarian Electricity Boards Trust to apply op­
erations research in the electricity power industry. In the 
course of this work the model and computer program system to 
be described in this paper (which can be considered as a case 
study) has been completed. Starting from the verbal statement 
of the problem we have arrived, through a large number of 
steps at the solution of the real problem with real data. These 
steps are: clarification of every detail of the physical 
problem, adequate mathematical modelling of the problem, buil­
ding up the data system required for the mathematical model, 
preparation of a program system, using the permanent data 
base,suitable for producing the numerical data of the actual 
problem to be solved. In the course of the modelling, a kind 
of problem formulation, describing the reality well enough had 
to be found, enabling at the same time the problem to be hand­
led computationally. The completed model leads to a large- 
scale mixed variable linear programming problem where the in­
teger variables are of 0-1 type. A method had to be worked out 
on the CDC 3300 computer that gives a nearly optimal solution 
to the problem in an acceptable time. The computer program
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system was required to present the results in the form pre­
scribed by the user.
Characteristic for the entire work has been the constant 
co-operation among the experts of the two intsitutes resulting 
in a permanent corrective activity in the subsequent stages.
2. FORMULATION OF PHYSICAL PROBLEM
2.1. The overall electric power demand of the country as 
considered for each day separately as a function of the time 
is illustrated on Fig.l. where the shape of the curve is 
characteristic. The time corresponding to the initial point of 
the curve is the so-called evening peak load time. This is 
followed by a time interval with decreasing load, thereafter 
by some hours when the value of the demand differs from the 
minimum value to a little extent only, thereafter a stage 
with increasing load - and the whole is repeated once more. 
The shape of the curve is in every case of this type, but the 
length of the intervals as well as the demand values change 
daily.
A typical daily electric power demand function
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The electric power demand of each day can be forecasted in 
advance with an accuracy of 1-2% on the basis of the data avai­
lable on the day before. We investigate always the 25 hours 
period following the evening peak, this is subdivided into 23 
one hour and 4 half-hour periods in which periods the demand 
can be assumed constant. The demand contains the estimated 
values of the power plant's own consumption and of the network 
losses.
2.2. The electric power demand is satisfied by the electric 
power generated in the country's power plants and from the 
neighbouring countries imported power. In our country there 
are about 20 such power plants that are considered in the mo­
del. The electric power imported from abroad in international 
co-operation is considered as one power plant with constant 
production.
In the power plants the power is generated by the combined 
operation of various aggregates in different modes of opera­
tion. Each mode of operation involves the combined work of 
certain aggregates. The applicable modes of operation and the 
physical quantities characterizing them are given for each 
power plant.
The given mode of operation of a power plant can run within 
given power limits and the production cost, as a function of 
the power level, is a function illustrated on Fig.2. This can 
fairly well be approximated by a piecewise linear function 
(Fig.3) where for the slopes the relations
C1 < °2 '* * < °k
always hold.
- 4 6  -
Fig. 2.
Production cost function
Fig. 3.
Piecewise linear approximation 
of the production cost function
The change-over among modes of operation - start or shut 
off at least one of the generators - causes the turn of a mode 
of operation. Thus the change-over is not allowed among all 
possible modes of operation of a power plant, viz. not among 
those working with entirely different devices. An accidental 
failure or maintenance of the equipment can result in the 
daily change of the modes of operation in the power plant.
Fig.4. shows an example of the modes of operation, and in Fig.5. 
we can see the function of still stand cost.
3.
An example for the defi­
nition of the modes of 
operation
1-2-3-4-5 denote generators, 
A-B-C-D-E are possible modes of 
operations, where the arrows in­
dicate the generators that work 
in the given mode of operation.
A direct change for example bet­
ween the modes C and D is not 
allowed, but from C to E (it is 
a start of generator 5.) and 
from E to D a direct change is 
possible (shut off of generator 
3. ).
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The electric network of the country is a set of nodes and 
branches. Its nodes are either power plants or points in which 
the power demands occur, and its branches power transmission 
lines and tranformers with given physical characteristics.
Some of the network's nodes can be connected to power stations 
and from almost all the consumer's demands are supplied. Also 
the electrical network can (and does) daily change on account 
of maintenance, failure etc. Change means here that certain 
branches or nodes do not belong to the system on a given day, 
or the value of their physical characteristics differ from 
those in case of normal operation.
2.3. With this knowledge our task is to determine for each 
period of the following 25 hour duration the modes of operation 
to be applied in the different power plants and their production 
levels so that the power demand should be satisfied in each 
period, the physical restrictions on the actual network hold, 
moreover the so-called fuel contraints be satisfied with a mi­
nimum power production cost. The fuel constraints require that 
in some power plants the value of the daily overall production 
- directly connected with fuel consumption - should differ from 
a given value only to the extent of a given very small per­
centage. The reason of this restriction can be that we cannot 
consume more than the existing amount of fuel or that certain 
amount of fuel is expected to arrive on the next day and the 
storage capacity is limited.
g(oo) g ( T )
g(o)
4 T
Fig. 5.
Stillstand cost function
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The power production cost contains the actual production 
cost, the change-over cost resulting from the switching of 
modes of operation resp. standstill and restart of the ma­
chines, as well as the cost of loss of power in the network.
3. ASSUMPTIONS
Because of the sophisticated nature of the whole power 
system to be optimized we had to make some assumptions (simp­
lifications) in order to obtain a model that can be handled.
3.1 By knowing the shape of the demand function we agree 
that in the first periods when the value of the demand does 
not increase we allow only such a change of the mode of ope­
ration which can be realized by shutting off a generator or 
generator groups. These periods together are called stop or 
shut off phases. No change in the mode of operation is allowed 
in the altogether 4 periods around the period with minimum de­
mand (phase of stagnation); only the production level of the 
given mode of operation can be changed. In periods of increa­
sing demand only such change of mode of operation is allowed 
where at least one of the generators is turned on (start pe­
riods). The investigated phases are therefore: stop, stagna­
tion, start and once more stop, stagnation and start phases.
In connection with this we agree that at every plant we 
assign subscripts (integers) to every mode of operation start­
ing from 1 and going up to the number of possible modes of 
operation at the given plant. We do it in such a way that when­
ever the transition from mode j-*-k (j<k) is possible then from 
mode j to mode k we arrive by shutting off at least one gene­
rator. Note that a transition j-*k is not always possible.
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3.2. As a result of physical considerations we have agreed 
to prescribe the requirements limiting the physical state of 
the electric network only in the three periods with extreme 
demands (the first period, the first period of the first stag­
nation phase and the last period of the first start phase; 
these will be referred to as voltage check periods). That is, 
we assume that if in these periods the physical restrictions
of the network are satisfied, then in periods of "intermediate" 
demand with the application of "intermediate" modes of opera­
tion (cf. assumption 3.1) the physical restrictions are also 
satisfied.
3.3. In order to determine the cost of power production 
the following simplification will be made.
a) The cost functions of the particular modes of operation 
will be approximated by piecewise linear functions.
b) Symmetric restarting will be assumed for the calculation 
of the still stand cost arising from the change of modes 
of operation. This means that if we shut off a ge­
nerator at £ periods before the first period of the 
stagnation phase, then the restart takes place at £ pe­
riods after the last period of the stagnation phase, 
that is the still stand lasts 4+2£ periods. The diffe­
rence between the actual still stand cost and the ap­
proximate value of it will be neglected. The total cost 
in the 4+2£ periods is subdivided into 4+2£ parts and 
are assigned to these periods.
c) The cost arising from the network loss will be calcula­
ted from the difference between the loss value taken 
already into account in the demand function and the 
calculated value of the actual loss depending on the 
network.
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4. MATHEMATICAL MODEL
4.1. The variables of the model. Denote by E the number of 
power plants and let m(i) be the number of the modes of opera­
tion applicable in the i-th power plant i=l3 23 ... 3 E. Herein­
after superscript t will always refer to the period,
t=l3 23 ... 3 27.
4.1.1. Mode of operation variable. Let x^. . be 0-1 variable---------E---------------- ^t7
defined as follows, where v=l3 23 ... 3 E3 j=l323 ...3m(i)-1:
s 0 if in power plant v, in the 
period t the j-th mode of 
operation or one with a 
subscript less than j works,
t <x . . - I
3^ I 1 if in power plant v in
period t a mode of operation 
with a subscript greater 
than j works
In the sequel we shall use the notations x\ and x* ,.,
too and define them so that x* =1 and x  ^ ,..=0. Note thatvo vm(v)
1. x\ . 7 - x^. . = 1 if and only if in power plant v in
^  3 3 “  i "^ «7
period t just jth mode of operation works (j=1323 ...3m(v))3
, t t nelse x . . - - x . . = 0.
v33~1 vq
2. According to the above definition the variables belong­
ing to the modes of operation of a fixed power plant can take 
in one period only the values (... 13 13 13 03 0 ...) where the 0 
standing in the 1,0 value exchange is in the jth place if just 
the jth mode of operation works. Among different periods the 
right-hand shift of the value exchange 1,0 corresponds to a
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mode of operation exchange reached by a shut off while the 
left-hand shift of the same corresponds to a start.
3. In the periods belonging to the stagnation phase we have
t t +1 t +2 t +3
x . . = x . . = x ,°. = x .°. , where t is the first period ofi-j ■* o
the stagnation phase, therefore it is sufficient to have only
t
x .°. among the variables of the model.
%3 t +1 t +3
We well use, however, the symbols x .°. 3...3x.°. formally
in some relations where the simplicity of the expressions re­
quires them.
4.1.2 Production-level variable. Denote r(i3j) the number 
of the approximating lines in the approximation of the cost 
function belonging to the jth mode of operation of power plant
i, and P. . . and P . . the minimum and maximum production
r m n  r j m a x  c
klevel of the mode of operation respectively. Denote p . . . ,rmn3
kp . . the power levels belonging to the terminal points of
1s3  JTICCCC
the fcth approximating line of the cost function, where
k kp . . . = p . . ,z^rmn c ZQmax3
pr(^3j) = p ' ' hold
max tjmax
k=l3...3v(i3j)-13 and P
t
= P . . . ,zjrmn3
Denote P
^Cm^n
the operation level in pe­
riod t of the jth mode of operation of power plant i. In order 
to determine it let us introduce the variables
-j- 7/
P . .3 i=l 3 2 3 . . . 3 E 3 j=l 3 2 3 . . ,m( i) 3 k=l 3 2 3 . . . 3 v ( i3 j )T'O
so that
4.1.2.1. P ^  > 03 =
4.1.2.2. P ^  < Pk. . - Pk. . .'i'O =  "Z-J max tjmtn
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•j- 1/ ■/■ 0 Q 04.1.2.3. P . . > 0, only if P. . » P . . - P. . .
13 zjmax ^Qm^n
for all £<k. and . - - x^. . = 1.
i.e. if plant ■£ works on the jth mode of operation in period t
By using these variables the above mentioned level is gi­
ven by the following sum:
/ t £ )p y ^ p£&P . . — (x . . t~x .JP.. . + E P...i-j tjJ-i ^^m^n4.1.2.4.
The production of power plant -i in the period t is equal to
, m(i) , m(%) , ,
4.1.2.5. P . = E P . . = I {(x. . n-x . J . P . . . + ^ . 7 i-,J-2 ^am^n
J -L J 1
+ E P;J.
k=l *3
The daily production equals
2 7  2 7
4.1.2.6. P. = E a,.p . = E a.
1 t=l t  ^ t=2 *
,m(i) , , , r\ u3jj +k -j
. E l ( x . . 1 - x . . ) P . . .  + E P. .) }L • 7 V ^ c m ^ n 1 Jfe=2
where a=0,5 or 2,0 depending on the duration of period £.
4.1.3 Voltage variable. Denote s the number of the nodes
1 2  3of the network with adjustable voltage and v .3 v .3 v“7s
i=l3 23 ... 3 s the voltage levels of these nodes in the three 
periods with extreme demands (voltage check periods).
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4.2. Constraints of the model
4.2.1. Supply conditions. Denote
power demand in period t. We require 
satisfied in each period, i.e.
Pj the value of thedem
that the power demand be
E , E m(i)
S P . = 1 { £
i=l ^ i=l 3=1
is - 1. J 2 y • • • j 2 7 •
-x*'. .) P . . .^t7 zcmzn
r(i, 3 ) 
+ S 
k=l
*: ) }=i
13 J dem3
4.2.2. Bounds on the power levels
i=l , 2, . . . ,E; 3=1,2, ... ,m(i) ;
k=l, 2, . . . , r(i, 3 ) ; t=l ,2, . . . ,27.
0 < p*k < Pk - Pk= — ijmax ijmin3
4.2.3 The variable coupling conditions require that the 
power level in period t of the jth mode of operation of power
plant i should be between the bounds P. . . and P. . . i.e.ijmtw %m3ax3
P.. . ,(xk . . ) < P^ . < P . . ( xk. . -x*'..').i3mtn \ r3~l Z3J = ^3 = X3max \ í3~1 %3I
Taking into account 4.1.2.4 . we get the conditions:
(x^ . 7-x*.y (p.\ %3-l ^3J \ ^
. r(i,3) +T.-P . . . E P . . > 0,Z3max ^3m^nJ - - = 3-z-J
i=l,2,... ,E; 3 =1,2, ... ,m(i) ; t=l, 2, . . . , 27.
4.2.4. Start and stop conditions. These conditions ensure
t t+1the implication x . .=1 -> x . . =1 in the shut off periods and the
implication x . =0 -> x . . =0 in the start periods.
3^ 13
Denote t . the last period preceding the examined day,
 ^1 1
x the realized value of the mode of operation in the above 
period, t the serial number of the beginning of the second
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shut down phase, t^ and the serial numbers of the beginning 
of the first and second starting phase resp., £^, £^ , £^ , £^
the lengths of the corresponding phases (in periods) in the 
previous sequence.
Fig.6.
Structure of the stop and start conditions
The shut off conditions are:
t ^
4.2.4.1. - U  +l)x Á + Z xk. . > 03
13 k=l I'd =
i = 1323 . . . 3E; 
j = 1323...3m(i)-1.
SL 2+1
4.2.4.2. { - a , +2 * E x. . > 0,
1 k=l+t -
i=l3 23 ...3E; j=l3 2 3 ... 3m(i)-1; t=l32S...3l .
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£?+t to+lo
4.2.4.3. ( ~ Z 0+t)x.. + E2 ^t7 x . . >_ 0 , 
k=t 2 +t+l %3
i= l 3 = 1 3 2 3 . . . 3 m(i)-l; t=-l 3 0 3 1 3 . . . , l -1
The start conditions are the following:
4.2.4.4,
t z-4 t Z + t ~ 1 k t 3+t
x . . + E x . . - ( t + 1 ).x . . > 0
3^ k=t3 %3 =
i = l 9 23 . . . 3 E; j = l 3 23 . . . 3 m(i)-l; t=l - 1 3 l - 2 3 ...3
t 3 ~ 4 t 3
x. .  - x.. _> 0 3 i=l 3 23 ...E; j = 1 3 23 . . . 3 m(i)-l.
T'J I'd
4.2.4.5,
, . t. + t-l , ,,
1 4 4 4 k t4+i'
x. .  + E x . . - (t + 1) x.. > 0 3
13 k=t 3^ 13
4
i = l 3 23 ... 3 E; 3 = 1 3 23 . . . 3 m (i )-1; t=Z - 1 3 Z^ - 2 3 ...3 1
t -4 t4
x.. -x . . > 0 3 i = l 3 23 ... 3 E. 3= 1 3 23 . . . 3m (i) -1.rj ^ J = ■ , 3 3 V 3 3 3
Fig. 6. shows the structure of the matrix of these conditions
4.2.5. Fuel constraints. These are constraints with lower 
and upper bounds, prescribed for the daily production of some 
power plants. Using 4.1.2.6. we can write them as follows:
E . . <^m^n =
where E. . . E. are the given bounds, the i's are the sub-^m^n3 vmax
scripts of the power plants with fuel constraints.
27
Z
=1
a.
m(i) 
{ Z 
3=1
(x* . 7-x\ .)p . . .' ^3 -l 13 • ^3m1n
r(ij) 
+ Z 
k=l
P < e .3^ — %max
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4.2.6. Network conditions
According to the agreement in 3.2., the restrictions re­
sulting from the electrical properties of the network will be 
taken into account in the three voltage check periods of the 
day. These conditions are the branch-load, the voltage and the 
reactive power source conditions. We describe only the content 
and form of these, the coefficients in the conditions depend 
on the network (which can be different during the three in­
vestigated periods) and a particular program system was de­
signed for their determination.
The branch-load conditions ensure that the power trans­
mission lines, cables and transformers forming the meshed sys­
tem which transmits the power from the power plants to the 
consumers should not be over loaded. These conditions define 
the load caused by the effective power, viz. with the help of 
linear approximation of the exact quadratic expressions which 
yield a very good approximation in the solution domain cha­
racterizing the stable operation of the power systems. The 
form of the condition system is
where A is the matrix of the coefficients. The number of its 
rows is equal to that of the branches, the number of its co­
lumns equals that of the sum of the power and mode of opera­
tion variables taken into account in the relevant period. 
contains the loadability of the lines.
The number of these constraints is very large. We may, 
however, delete many of them and keep only a few that corres­
pond to critical branches.
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The voltage conditions ensure the voltage staying within 
prescribed limits at the nodes of the network. These involve 
also quadratic formulas where again linear approximation is 
used resulting in a properly accurate solution in the domain 
of operation.
The form of these conditions is:
4.2.6.2. V . < B.V < Vrmn = = max
where B is the matrix of the derived coefficients having as
many rows as the number of the nodes of the network, while
the number of its columns equals that of the voltage variables.
B contains a unit matrix, V . and V are the allowed mi­tten max
nimal and maximal voltage thresholds of the nodes respectively. 
Actually the system of constraints contains all conditions 
corresponding to nodes with adjustable voltage, however for 
the remaining nodes it is sufficient to take into account only 
a few critical constraints.
Reactive source conditions ensure the reactive power of 
the reactive sources (performing the voltage control) not 
exceeding the allowed leading lagging power maxima, respec­
tively. The reactive powers of the reactive sources are ex­
pressed by the voltages of the relevant nodes that we linea­
rize around a given basepoint. This condition has the form
4.2.6.3. Q • +mzn A Qm%n . x < C. V + Q ,. < Q +AQ . x const - max max —
where Q . , Q limit the allowed leading and lagging power,max  ^ ^   ^* '
respectively in s nodes, C\Q . . AQ contain the reactivem%n* max
power threshold changes resulting from the mode of operation 
change, C is the sxs matrix defining the change of the reac­
tive supplies, Q is a constant vector with s elements,const ’
these elements being the reactive power supplies of the sources 
defined by the initial state of the vector.
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Fig. 7.
Structure of the coefficient matrix of the whole 
model3 where ©  and (1[) have the structures gi­
ven if Fig.8. and Fig.9.
4.3 Definition of the objective function. The objective 
function to be minimized consists of three parts:
* = K1 * lS + KZ
where is the cost of power production, K^ the cost of still-
stand and X the cost entailed by the network loss.6
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4.3.1. Definition of Z 7. Denote C . . the slope of the kth
■L 3^
linear section of the function approximating the one-hour pro­
duction cost curve of the jth mode of operation of power plant 
i. and C°. . the production cost of the level P. . . .3^ ^Qm^n
With these notations the cost of production on the level
P* . amounts to«^7
t o rfw) k ,,4.3.1.1. K . . (P. .) = C°. + E C . . P..
T'O 13 1 3 k=1 13 1 3
if in the -i-th power plant just the j-th mode of operation 
works. Thus
27 E m(i) , ,
4.3.1.2. K = Z a . . Z  E C°. .. (x. . -x.J +
1 t=1 * i=2 j=2 ^  'I-1 ^
r(i,3)
+ E Ck. . . Ptk
*3 13
Note that c\ . < C^. . ... < always holds, from which the
i-3 t'3 13
fulfilment of the requirement 4.1.2.3. follows for such a so­
lution which satisfies the coupling condition 4.2.3. and for 
which Kj is minimal.
4.3.2. Definition of Kg. Fig.5. shows the cost function
of the still-stand (or restarting) of the j-th mode of opera­
tion of power plant i as the function of the duration of the 
still stand. The function can be described by the formula
-C . .T
4.3.2.1. g..( T) = g ..(0) + (g . . (°°) -g . . (0) ) . (1-e ),
13 13 13 ^3
where g . .(0)3 g • •(°°) and C . . are the constants characterizing
13 ^3 ^3the power plant and the mode of operation, g..(0) denotes the
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cost of starting without still-stand, and q..(*°) the cost of 
the so-called cold starting.
In accordance with the assumption 3.3.b, if a mode of ope­
ration is stopped with £ periods before the beginning of the 
stagnation phase, then its effect in the cost function will 
be taken into account with the value g(4+2Z). The correspon­
ding value will be constructed with the help of properly chosen 
coefficients as a sum consisting of terms corresponding to 
the duration of the still-stand, - and the complete still- 
-stand cost will take the form
27 E m(i)-l , ,
4.3.2.2. = E E E d . ..x. .
2 t=l i=l 3=1 %Q
where d^. . is the properly chosen coefficient defined by the 
utilization of the function g(i).
4.3.3. Definition of K^
4.3.3.1.
where t runs through the indices of the three voltage check 
periods.
The determination of the components of K.\ - i.e. of theó
coefficients participating in its definition, - is a part of 
the procedure serving for the determination of the network 
conditions. We disregard its description, and give only the 
formulas:
4.3.3.2.
, E m(i) 
KÍ = E E 
i=l 3=1
tx . .
13
r(i,3) 
+ E 
k=l
b*. +
13 13
* i h* v* + ct + c* 
1=1 *■ * 1 2
5. A SURVEY OF THE MODEL STRUCTURE
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Fig.7. is the schematical representation of the above 
described model. In its survey we point out that the conditions 
of the model have the following properties:
1. The fuel constraints contain besides the voltage va­
riables all variables belonging to the given power plants and 
so practically they connect the variables of all the 27 pe­
riods .
2. The start-stop conditions contain the mode of operation 
variables of the corresponding phase, - these conditions con­
nect the periods belonging to the given phases.
3. The connection among the particular phases is realized 
by the mode of operation variables belonging to the stagnation 
phase, these at the same time connect the periods belonging
to the stagnation phase.
4. Further conditions of the model contain variables be­
longing to single periods only, the structures of these condi­
tions are shown in Figs.8. and 9., respectively, - depending 
on the corresponding period being one without network condi­
tions .
The size of the model - in choosing everywhere v (íq)=1 for 
the approximation of the cost function and taking the real 
size of the power system into account - is at most as follows:
the number of variables: 35 power variables for each pe­
riod, 21 mode of operation variables and in the voltage check 
periods maximum 30 voltage variables, i.e. the number of con­
tinuous variables is 945 + 90 and the number of 0-1 variables 
is 441. The number of constraints amounts to about 1700, from 
these 420 conditions are start-stop conditions containing only 
0-1 variables.
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Fig.ő. Fig. 9.
Structure of the conditions 
in a "normal" period
Structure of the conditions 
in a special period
6. HOW TO SOLVE THE MODEL?
In order to complete our work we had to write a computer 
program for the CDC 3300 computer of the Hungarian Academy of 
Sciences for the solution of the problem. From among the pos­
sible ways we had the idea to apply the Benders decomposition 
method to solve the whole problem. This was rejected because, 
on one hand, it can happen that we will obtain a feasible so­
lution only in the last step, so that if on account of compu­
ter time limitation the run had to be interrupted, the results 
till then would not contain the necessary information. On the 
other hand, there is a large number of variables of the pure 
0-1 problems to be solved in the iterations of the decomposi­
tion and their constraints do not have favourable special 
structure. We thought of a version of the branch-and-bound al­
gorithm in which the relevant linear programming problem could 
have been solved by the Dantzig-Wolfe decomposition, but be­
cause of the large number of the 0-1 variables we have rejected 
this idea, too.
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Finally we have accepted the following algorithm:
1) We disregard the fuel constraints.
2) We solve the remaining large-scale mixed integer prog­
ramming problem - in which the connections among the periods 
are ensured by the start-stop conditions and the mode of ope­
ration variables of the stagnation phases - the following way 
(Fig. 10.):
We solve successively the three mixed integer programming 
problems corresponding to the voltage check periods. We allow 
in the solution of the first problem every mode of operation 
applicable on the given day. In the solution of the second 
problem we allow only that modes of operations which are rea­
lizable from the modes of operations in the solution of the 
first problem by shut off. For the third problem we allow 
that modes of operations, realizable from the solution of the 
second problem by starting.
Thereafter we solve the intermediate problems and the 
problems corresponding to the following periods successively, 
by taking always the variables of the modes of operation of 
the neighbouring, already solved problems and the connections 
of the periods to the start-stop phases into account.
In every case the Benders decomposition method will be 
applied for the solution of the problem corresponding to one 
period.
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Fig.10.
The successive mode of solving the mixed-integev 
programming problem without fuel-conditions 3 where 
the numbers in circle indicate the order of the 
executions of computations
3) We check whether the fuel constraints are satisfied 
for the obtained solution. If yes, then the algorithm ends, 
else the following iterative procedure will be applied.
4) If in a power plant the daily power production is less 
than what is prescribed then the production cost coefficients 
of the given power plant will be multiplied by a multiplier 
less than 1, and if the daily power production is greater than 
what is prescribed, then they will be multiplied by a multi­
plier greater than 1. The values of the mode of operation va­
riables will be fixed and the corresponding linear programming 
problem will be solved. If in the course of the solution the 
fuel constraints are satisfied by the new outputs obtained, 
the iterations ends.
Otherwise there are two cases: i) if in the course of the 
iteration processes we have already found solutions indicating 
underproduction and overproduction, too, then we will proceed 
according to paragraph 5; ii) else we will modify again the 
cost coefficients and repeat the solution of the linear prog­
ramming problem.
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5) The mode of operation values of the solution accepted 
as optimum are the fixed modes of operation and the production 
level will be defined by such a linear combination of any 
particular solution indicating the underproduction and over­
production which satisfies the fuel constraint.
Remark: The physical background and the preliminary survey 
of the data ensures that the described algorithm works well, 
i.e. it cannot occur that a mixed problem corresponding to a 
period has no feasible solution or that we obtain only such 
solutions in the 4-th step which violate this constraint only 
in the same direction.
7. CONCLUDING REMARKS
This paper gives only a short survey of the most important 
features of the model, without any claim to completeness. A 
brief sketch of the whole computer program system is shown on 
Fig. 11, and a study covering also details not discussed in 
this paper (e.g. computation of loss, determination of the net­
work conditions etc.) is under preparation.
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RELIABILITY TYPE INVENTORY CONTROL 
PROGRAM PACKAGE
L.Gömböcz, P . Kel le, A.S e b ő
(Budapest, Hungary)
1. GENERAL CONCEPT
A multi-purpose inventory control program package has been 
developed with a modular program structure which has three main 
tasks
- demand forecasting,
- safety stock planning and
- order recommendation.
The main characteristic of our program system is that 
- considering the various demand and supply conditions occur­
ring in practice - many different models are built in together 
with a system of automatic model choice based on the analysis 
of past periods. Beside the models well-known in literature new 
inventory models have been constructed for the program system 
which became especially suitable for socialist enterprises in 
production, commerce and supply.
The forecasting is based on extended versions of the expo­
nential smoothing method for trend and seasonal influence com­
bined with statistical tests and a simulation method for choosing 
the best model and its parameter values.
The safety stock is planned by using reliability-type in­
ventory models because of the difficulties in evaluating the 
cost factors. Here the minimal level of safety stock is deter­
mined which ensures the continuous supply on a prescribed
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probability (service) level. At the time of decision making 
both demand and delivery are connected with a lot of random 
factors. There is a typical case in which the delivery of an 
order occurs not an one occasion but at random moments of a 
period maybe in random parts. The new models which handle the 
above case under different random fluctuations of the delivery 
process are described later.
The enterprise considered has a continuous production and 
a periodic review inventory system with a fixed length of a pe­
riod which may be different for the different items (one month, 
a quarter of a year etc.). The fix cost of ordering is relati­
vely low and the order period is long so that at every review 
point an order is usually given.
The order recommendation is given on the basis of the ma­
terial requirement plan or forecasted demand and on the basis 
of the safety stock plan made for a period ahead.
The program system contains many program modules to complete 
the above functions under the different conditions of supply 
and consumption for the different items. The modules are for­
mally similar blocks - communicating through a common data 
structure - which can be changed among each other. The program 
system can be easily extended and adapted for many different 
enterprises in consequence of its structure and the many dif­
ferent models built in.
The program system was developed in PL/I for IBM 3031 under 
CMS and adapted for R40 under the DOS system.
2. INPUT DATA, ASSUMPTIONS ON SUPPLY AND DEMAND VARIATIONS
The inventory control program system is based on a stock 
management system. It consists of four files stored on tapes, 
containing the following data (among many others)
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i) item master file with ABC grouping, length of the 
order period, order restrictions etc.,
ii) stock actions file with delivery and consumption da­
tes and amounts,
iii) order file with purchase order dates and amounts,
iv) demand file with actual demands, material requirement 
plan or forecasted demand and forecast error.
The instants and amounts of deliveries and consumptions 
registeredand stored are the basis for choosing and fitting an 
appropriate model for the delivery and demand process of each 
item. The structure of both processes are similar: in the order 
period which will be denoted by [0,Tj at certain instants cer­
tain amounts appear in the store as input or as desired output. 
At the time of decision making (ordering) both delivery and 
demand are often connected with a lot of random factors. The 
typical supply and demand variations will be listed together, 
which contain all the important practical cases.
a) the delivery of an order (or the demand in an order 
period) occurs at once at a known or at a random instant of
[o .t],
b) it doesn't occur at once but at fixed instants of the 
interval [0,t] in fixed lot sizes,
c) the instants and/or the lot sizes of the deliveries 
(demand) are random, they may have a time-homogeneous character 
or an inhomogeneous character,
d) there is a continuous delivery (demand) with a known 
or with a random (at the time of decision making not suffi­
ciently known) demand rate-,
e) the rate of the delivery (demand) fluctuates around its 
mean value with a random character.
For all the above cases an exact or an approximate solu­
tion was given for the calculation of the necessary safety 
stock which ensures the required service level. Here we put 
forward only some models and solutions for the cases c) and e) 
in section 4.
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3. STRUCTURE OF THE PROGRAM SYSTEM
The main input and output files, procedures and their 
connections are summarized in Figure 1.
Input:
stock actions 
file
item master 
file
Procedures:
STATISTICAL DEMAND 
FORECASTING
updated
SAFETY STOCK 
PLANNING
M ) updated
ORDER RECOMMENDATION-
STOCK FORECASTING
O ) updated
Output:
Forecasted demand 
for the next periods, 
demand variation
Safety stock plan
Forecasted supply 
circumstances
When and how much 
to order:.
Forecasted stocks
Figure 1.
Main blocks and 
their connections
The procedures (solution of the models, statistical pre­
parations etc.) communicate with each other and with the main 
program through data structures defined by pointer variables. 
It has the following advantages
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- the procedures at any level of the structure may commu­
nicate using minimal administration,
- new procedures with new parameters can fit the system 
with few efforts since the data structure can be completed 
and only the main program has to be translated again,
- parameter systems can be exchanged with the change of a 
single pointer,
- the procedures are formally equivalent, they are inter­
changeable and form a modular system.
The solution procedures of the inventory models and that 
of the statistical forecasting methods are isolated from the 
main program and from the data management system. Thus the lo­
cal characteristics of the enterprise are separated from the 
models, the system can easily be adapted to other circumstances.
Each parameter has a standard value built in the system 
and has to be changed in exceptional cases only. The most im­
portant parameters of the forecasting method are initialized 
by each item using statistical and simulation methods.
There is a sequential run item by item since the data of 
the huge amount of items (30000 to 100000) are stored on tapes. 
The initialization of the forecasting parameters is done when 
the forecasting error exceeds the tolerance. The choice of the 
forecasting model (horisontal, seasonal, trend, trend-seasonal) 
and the choice of the safety stock planning model is automatic, 
based on the realization of the previous periods, however the 
user may have the outside decision, too.
The most important step for the preparation of the deci­
sion is when to order and how much. Since there is usually a 
periodic order possibility (probably with different length of 
period for different items) the choice refers to the amount 
ordered that may be zero, too. The procedure of the order re­
commendation is a simple calculation based on the results of 
demand forecasting and safety stock planning which have to be 
prepared a period ahead. In Figure 2 we outline this procedure.
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Figure 2
Procedure of the order recommendation
4. NEW MODELS AND SOLUTION METHODS
The enterprise plans an initial stock for each item which 
serves as safety stock for protection against the time delays 
and random disturbances of delivery and demand in the next or­
der period. The reliability-type inventory models determine 
the minimal level of the safety stock M which ensures the con­
tinuous supply in the whole order period [0,t] on a prescribed 
probability level 1-e. These models play an important role in 
the case of the random delivery process which is typical with 
many items.
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For the case when the deliveries occur on random instants 
of the interval [0,t] in random lot sizes a general model was 
formulated in Kelle [2] for the time-homogeneous case. It means 
we assume that a delivery may occur at any moment of the time 
interval Q),tJ with the same probability. Thus the subsequent 
deliveries happen on instants which are the elements of an or­
dered sample taken from the uniform distribution in Q),t ]. For 
the amounts delivered at one occasion we allow any kind of dis­
tributions. It can be approximated with the help of statistical 
data of earlier observations available in practical situations. 
If the demand has a known rate or random rate with known 
distribution we can calculate the exact value of the necessary 
initial stock for a given service level. It means a fast itera­
tive solution of an equation detailed in Kelle £2].
In many cases there is a minimal amount known in advance 
which arrives with certainty when a delivery occurs. The rest 
amount of delivery is at random subdivided among the lots de­
livered by a uniform distribution. This is the model of Prékopa 
[3} which is a special case of our above model. For the initial 
stock a very simple approximate formula can be given when the 
demand rate a is known (see Prékopa [3] ) :
M = 1_z
where n is the number of deliveries in the time period £o,T^ j 
and 1-e is the probability of the continuous supply in [0,t ] 
which is the prescribed service level. This formula yields a 
good approximation when n is large (n>10). Otherwise a numerical 
correction has been applied on the basis of the exact solution 
which can be achieved by specifying the results of Kelle [2].
The above formula has been extended to the case of a random 
demand rate with normal distribution and a standard deviation s
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described by Kelle [2] .
When the random deliveries cannot be assumed to occur at
homogeneous case), more sophisticated models have to be con­
structed. Such model and its solution method using simulation
time-consuming to use it as a standard routine in a program 
package.
For many items, especially for the basic materials delivery 
occurs almost every day so it can be considered as a continuous 
process which has an average rate r. The fluctuation around 
this intensity rate is often random at the time of decision 
making. The measure of uncertainty increases as the time pas­
ses. Assuming that the random influence as the sum of many 
effects is normally distributed, the delivery process can be 
approximated by a Wiener process E,(t). The mean rate r and the 
standard deviation s are the parameters which have to be fitted 
for the process on the basis of the statistical data of earlier 
observations. The whole amount delivered until time t(0<t<T)
has the distribution F(x)
dard normal distribution function.
Having a constant demand rate 0 the necessary safety stock
with a prescribed probability 1-e. This is the solution of the 
equation
each point of the interval [0/TJ with the same probability (in­
technique was published by Prékopa - Kelle [4]. It is, however
is the minimal M which guarantees the continuous supply in [0,t ]
P (oTtKT {ot ~ K(t)) =  M) = 2~e •
The left-hand side can be expressed in the form
by using the theorem of Baxter-Donsker £1}. A fast iterative 
method has been given for the numerical solution. It has been
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extended also to the case when the demand rate c is random with 
known distribution and to the case when demand and delivery 
have the same model based on the Wiener process with different 
parameter values.
5. FIELD OF APPLICATION
Due to the many kind of models built into the program 
package many different circumstances appearing in the practice 
of demand and supply can be controlled by the system. The 
flexible modular stucture ensures an easy adaptation to diffe­
rent stock management systems. The minimal amount of the ne­
cessary data is contained in the item master file and in the 
stock actions file. Both files are built up in the first step 
with any computerized stock management system. Our program 
package can be easily adapted to such an existing data system.
The program package can be applied to the inventory control 
of materials, spare parts, unfinished and finished goods. For 
different items different models are available, promoting the 
applications with enterprises in production, commerce and supp­
ly.
The program system works since half a year at the Danubian 
Iron Works in Dunaújváros, and proved that under a sufficient 
high service level a lower total inventory can be reached by 
the appropriate choice of the safety stocks.
The demand forecasting was prepared by using the data of 
the consumption for the previous three years that have been 
stored on tapes. The real demand data are not available since 
the data management of stockout situations is not satisfactory. 
Thus a heuristic correction system has to be applied. A consi­
derable part of the items has a trend and seasonal fluctuations. 
Except the structural brakes and slow moving items, a satisfac­
tory forecast could be given by using the simulation method to
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select the best model and its parameters. For the most important 
items a material requirement plan is made outside of our system.
For the safety stock planning the supply conditions play an 
important role. On the basis of the delivery dates and amounts 
of the last two years the lead time or - at multiple deliveries 
of an order - the instants and amounts of the lots were estima­
ted together with the reliability of the estimation.
An automatic procedure has been developed for choosing the 
best model of demand and delivery from those built into the 
program system and for fitting the parameters of the model. For 
the model choice an outside decision is also possible.
The experiences proved the necessity of the numerous dif­
ferent models for demand and delivery variations built into the 
system. There are many suppliers who guarantee the delivery un­
til the end of the order period but cannot be obliged to deli­
ver with a prescribed lead time. For the times and lots of de­
livery there is not enough deterministic-type information avai­
lable at the time of ordering, this fact stresses the impor­
tance of the new models of the system.
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LOCATION OF DEPOTS FOR SUGAR-BEET 
DISTRIBUTION SYSTEM
E.Jasinska and E . W o j + y c h
(Warsaw, Poland)
1. PROBLEM STATEMENT
In the Polish climate conditions the extension of sugar- 
beet collection time over about 50 days i.e. about half of 
each sugar production season leads to the substantial in­
crease of the losses of both sugar-beet volume and its sugar 
percentage. Thus the organization of sugar-beet distribution 
system affects directly the smoothness and efficiency of the 
whole sugar production process. For a certain enterprise the 
current system is based on the following assumptions.
The enterprise operating on the predetermined land area 
is the union of several sugar-mills. They are supplied with 
sugar-beet by any fixed set of individual farms either di­
rectly or via depots. The direct farms-sugar-mills deliveries 
are recommended in order to minimize the losses caused by 
reloading and long-term storing of the sugar-beet.
On the other hand the limited and impossible to increase 
storing capacities of the sugar-mills force the part of the 
total annual crop to be distributed via depots where it is 
stored usually up to the end of the collection time and then 
dispatched to the sugar-mills according to their demands. The 
relatively low unit costs for transportation of big quantities 
from depots to sugar-mills provide the economic motivation for 
shipping sugar-beet via depots.
In view of the forthcoming growth of sugar-beet volume 
distributed via depots the urgent modernization of their 
equipment is required. By some technological and economic 
considerations the lower as well as the upper limits on the
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depot storing capacities are estimated. In consequence so far 
existing dense network of small depots should be substituted 
by the adequate number of fully automatized ones within given 
throughput limits.
The problem is to determine the number, locations and 
sizes of the depots to be selected from the given candidate 
set and to find the appropriate amounts of sugar-beet flows 
from farms to sugar-mills directly or via depots so as to 
minimize the total transportation and depot investment and 
operation costs.
The future growth of sugar-beet fertility will affect 
neither depot locations nor flow directions. The changes of 
depot size are admitted corresponding to the amount of sugar- 
-beet to be stored and the need for addition of some new 
depots to the existing set may be considered.
The above described problem is of location-transportation 
type. The standard approach to the problems of this class is 
their mixed-integer formulation (refer to the book of Garfin- 
k'el and Nemhauser [7] ). Then the optimum solution can be ob­
tained by application of the algorithms being the modified 
versions of the branch and bound rule. Some of them are deve­
loped and verified by Akinc and Khumawala [l], Davies and Ray
[4] , Efroymson and Ray [5] and sá [io] .
The successful application of Benders decomposition 
principle is presented by Geoffrion and Graves in [8] .
For the large scale complex problems the heuristic pro­
cedures leading to acceptable results must be developed as it 
was demonstrated by Feldman, Lehrer and Ray [6], Kuhn and 
Hamburger [9] and Wojtych [12].
In the paper the mixed-integer linear programming formu­
lation is presented for the above depot location and sugar- 
-beet transportation problem. The results of application of
IBM/370 MPSX&MIP codes are discussed together with some sug- «
gestions on branching rule. As the substantial problem size 
reduction seemed to be necessary the following two approaches 
are considered:
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- mixed-integer linear programming problem formulation 
for the aggregated sugar-beet suppliers
- looking for suboptimum solutions under some real-life 
assumptions
They are both evaluated on the basis of computational 
results from the point of view of the decision-maker require­
ments .
2. MIXED-INTEGER PROGRAMMING PROBLEM FORMULATION
In order to formulate the mixed-integer linear program­
ming (MILP) problem the analysis of the depot investment and 
operation costs is necessary. The values of these costs are 
calculated for certain depot throughput values. The depot 
cost function is approximated by the convex piecewise linear 
cost function with one jump discontinuity (see Fig. 1).
The coefficients of both linear segments are estimated by 
application of the adequate version of the least squares pro­
cedure. The marginal cost for the throughput between L and L 
tons is smaller than that for the throughput exceeding L tons. 
This rather unexpected relation opposite to the economies of 
large scale rule results from the need to hire for the biggest 
depots the reloading machine time at the prices higher than 
the unit operating cost of their own tools. Nevertheless the 
small number of the depots above this uneconomic level is ad­
mitted by the sugar industry managers with hope that the trans­
portation cost reduction resulting from their suitable loca­
tion will balance this cost increase. The MILP model for typi­
cal case is slightly more complicated than the one investi­
gated here.
The piecewise linear representation of the cost function 
enables treating any of the potential depots as the two se­
parate depots: the basic one of the throughput between L and 
L tons and the additional one of the throughput to (L-L) tons 
i.e. equal to the excess over the basic depot upper throughput 
limit. Their cost functions are represented by the adequate
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segments of the piecewise linear function. The additional 
depot can be opened if and only if the basic one at the same 
site reached its upper throughput limit. The binary decision 
variables associated with the linear segments provide the in­
formation whether the adequate depot is to be opened or 
otherwise.
The following notation is introduced:
The parameters:
k, 3
a .
93
b .
3
htk- p 'kj
c 2k
- indices to farms, potential 
depots and sugar-mills accor­
dingly (iGJ 3 kGK3 j'GJ)
- the total supply of the i-th farm
- the total collection capacity of 
the j-th sugar-mill for the whole 
sugar production season, i.e. the 
sum of the storing capacity and 
the total production capacity 
during the collection time
- the total production capacity of 
the j-th sugar-mill for the whole 
sugar production season
- unit transportation costs between 
the points marked by indices
- unit operation costs of basic and
additional depots respectively at
1 2k-th location (c^  <c  ^ )
kj kj k 3 fkj lkj+0)
1 2
3 d-^ - fixed charges for basic and ad­
ditional depots at k-th location 
which are incurred if the adequate 
depot works at any level
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The decision variables:
xik*  ^if 
Zkf’ skf
the amounts of sugar-beet to be distri­
buted between the points marked by 
indices
the amounts of sugar-beet to be delivered 
from the basic or additional depot at 
k-th location to j-th sugar-mill
vk
1
if L < Z Z-, . <  L
~ “ f 3 ~
otherwise
i.e. the basic depot is 
opened at k-th location (kGK)
vk
2
if 0 < Z s, . < L-L
f 3 ~
otherwise
i.e. the additional depot is 
opened at fe-th location (kGK)
The MILP model takes the form: 
Minimize
Z Z Ljii.ji + Z Z p..y.. + Z Z e,.z*. + Z Z f«.s*. +
i k K K i f  3 3 k o K3 k 3 K3 K3
Z (dv 3 v 
k K
1 . , 2 
'k + dk
2 , 
Vk ^ (1)
:t to:
x ... + Z ik y . . - a . (iGJ) (2)
y if < g . (fOJ) (3)
y . . + Z
%3 k
zv . + Z s 
K3 k kf - bf
(fGJ) (4)
x .. - Z k^
3
3, . - Z S
*3 i kf = °
(kGK) (5)
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(6)E z 
3
E z 
3
E s
fej
fej
fej
L > 0
L v k < 0 (kGK)
(L-L) vk < 0
1 2  ^ „ 
uí: ' vk - °
Vk\ vk2 e
1 2
vi> 3 vv integer
kGK
k 3 "k
all variables nonnegative
(7)
(8)
(9)
(10)
(11)
(12)
The objective function (1) represents the sum of the total 
transportation costs and the total depot investment and opera­
tion costs.
The constraints (2) ensure that the whole crop is taken 
from farms. The constraints (3) state that the amount of di­
rect deliveries cannot exceed sugar-mill collection capacities. 
Respectively, constraints (4) keep the total deliveries to the 
sugar-mills below their technological production capacities.
The constraints (5) correspond to the assumption that there 
are no losses of sugar-beet volume at the depots. The constraints
(6)-(8) prevent the depot throughput limits to be violated si­
multaneously enforcing the correct logical relationship between 
linear and integer variables.
Namely both the binary variables take the values zero if 
and only if the adequate linear variables are all equal zero.
This means that the zero shipments correspond to the depots 
with zero throughput which in fact are not to be opened. For 
the values one of the binary variables the constraints (6)-(8) 
became ordinary depot throughput limit constraints. In case 
when only the basic depot at site k (kGK) is to be opened
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V^=l and Vy^ = 0  if £ zkj > 0 and £ skj = 0. In fact for y, =1
the constraints (6 ) — (7) are the basic depot throughput limit 
constraints. For y^, =0 the corresponding constraint (8) takes
the form £ sv . < 0 what together with nonnegativity constraints
J “
involves all the 
turn for any positive
7only for y^ =1 but £
J
linear variables . equal zero. In
. constraints (6)-(8) are satisfied
2
s^j=0 doesn't affect the value of y^ .
However in the optimum solution y^ -0 minimizing the objective
function value will be chosen.
3. APPLICATION OF THE IBM MPSX&MIP/370 SYSTEMS
For the selected enterprise the problem with 1588 farms,
12 sugar-mills, 49 possible depot locations was described as 
the MILP problem with 9047 continuous variables, 98 binary 
variables and 1809 constraints.
The implementation of MPSX&MIP/370 systems for solving 
MILP problem at hand was considered. The sizes of problems 
successfully treatable by these systems quoted in IBM publi­
cations strongly exceed the above mentioned ones (see 
Benichou and the others 3^] ). The additional features such 
as the coefficient matrix density (0.15) and the ratio of in­
teger variables (0.01) were also promising. The calculations 
were performed on an IBM 370/145 computer. The specialized 
FORTRAN IV/G program for data set generation enabled input 
card deck reduction. Another program in FORTRAN controled the 
output layout and size.
The linear optimum solution was found in 120 minutes of 
the CPU time with optimum objective function value 144141024 
and 39 binary variables taking noninteger values.
They are then sorted into decreasing sequence and indicate 
the priority order for branching in subsequent runs. The pri­
ority was also given to the depots with the biggest through­
puts in the linear optimum solution. The depot layout given by
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the decision-makers was also tested as the indication for 
branching strategy. The efforts to find any feasible integer 
solution using standard as well as user branching strategies 
have failed within reasonable calculation time.
These results indicate the need for the problem size re­
duction and/or looking for the algorithms leading to the ac­
ceptable approximate solutions after relatively short computer 
calculation time.
4. TWO SUBOPTIMAL APPROACHES
4.1 Problem size reduction by aggregation
What causes the enormous size of the problem (1)—(12) is 
the substantial number of farms. The constraints (2) contain 
separate conditions for each farm. Thus the aggregation of 
farms into supply zones leads to the model of the same form 
but with far less constraints and continuous variables.
It seemed reasonable to aggregate farms into bigger supply 
zones according to the following heuristic criteria:
- location in the neighbourhood of the same depots or 
sugar-mills
- location along the same routes
- short distances between farms in the same zone
- similar area and the shape of the zones.
As a result 1588 farms were aggregated into 128 zones. The 
central point representing each zone in the model was chosen. 
The distances between the central point and the depots and 
sugar-mills were calculated as the mean values of the distan­
ces from all farms in the zone. The supply of the central point 
was taken equal to the sum of sugar-beet amounts of the repre­
sented farms.
The aggregated MILP problem had 398 constraints and 1135 
continuous and 98 binary„variables. The application of MPSX&MIP 
systems led to four equivalent feasible integer solutions in 
128 minutes (including 25 minutes of CPU time to complete the
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linear phase of calculations) of the total IBM 370/145 compu­
ter time. As the solutions obtained were no more than 0,6% far 
from the estimated optimum and the objective function value 
reduces slowly the decision to terminate the calculations 
seemed to be justified. The objective function values of the 
integer solutions varied from each other of about 0,06%. There­
fore these 4 solutions could be treated as the alternative con­
figurations of the depot locations.
The return to the model (1)-(12) was necessary to find the 
real values of sugar-beet deliveries from individual farms. 
Fixing the values of binary variables according to the integer 
feasible solutions of the aggregated problem gave LP problem of 
about 3240 variables and 1644 constraints for each of the four 
possible depot configurations. They were solved subsequently 
applying MPSX/370 system each in about 23 minutes of the total 
computer time.
4.2 Two -s ta ge  heuristic procedure
Two-stage heuristic procedure is developed based on the 
following reasonable assumptions:
- the direct farms-sugar-mills deliveries are established 
up to the upper limit of the sugar-mill collection ca­
pacities
- the depots are to be located at the sugar-beet supply 
centers.
The calculations are performed according to the following 
scheme.
At the initial stage the direct flow pattern is established 
iteratively.
The n-th iteration result in finding
a . if min (h
,n
j(i)Pij(i)
0 otherwise (iGI)
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where tn. is the current value of so called excess ratio. Note
that putting t . =1 we start the iterative procedure with fixing
3the least cost flow pattern for direct deliveries where they 
are cheaper comparatively to adequate costs of shipments via 
depots.
The delivery scheme which satisfies
E
%GI
< 9. (jej)
is optimal.
Otherwise the value of excess ratio is increased by any 
positive value of step and the iterative procedure conti­
nues. This permits after N iterations to decrease the total 
amount of direct flows to particular sugar-mills up to the le­
vel below collection capacities with the least possible cost 
increase.
The farms which supply is not yet disposed (iGI where 
I={i:y..N = 0 jOJ}) and the sugar-mills with some spare pro-
duction capacity fi.e. jGJ where J = {j:b. - E y Ä > 0}J
3 iGI-T %3
are left for further consideration.
At the advanced stage the combination of Baumöl and Wolfe 
approach to the warehouse location problem presented in [2] 
and Feldman, Lehrer and Ray drop routine discussed in [6] 
seemed to be promising.
The initial number of depots in the candidate set is taken 
equal to the number of medium size depots necessary to collect 
the total sugar-beet supply not yet disposed.
The initial candidate set of depots is established by se­
lecting those with the biggest throughputs resulted from the 
assignment of each farm to any sugar-mill via the cheapest 
depot.
The depot layout is improved and the adequate delivery 
scheme is found by solving the series of the classical trans­
portation problem (TP) farms-sugar-mills where farm supplies 
are equal a a^dGl) and sugar-mill demands take the values
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ß . = b . - Z y (jGJ). The elements of the cost matrix for 
3 3 iei-I %3
m-th iteration are calculated as follows:
= min (hik*e-ki) * sk (iei> ieJ> 
kGKm
where
Km - is the current depot set
6™ - is the unit investment cost of the fe-th depot depen­
ding on the throughput
Denoting by . the optimum delivery scheme obtained
'L K ( "b ) J
in m-th iteration we get the depot throughputs according to the 
formula
w mk E(i3j)GIkm
- m
uik(i)j
where
(kGK)
J. m Uik(i)j > 0}
The depot of the lowest throughput below lower limit is 
removed from the candidate set.
The procedure terminates when the set of depots within 
given throughput limits is obtained.
The convergence of the procedure was proved by the series 
of computation runs. At the initial stage the direct deliveries 
from about 1200 farms are found. Several sugar-mills are also 
eliminated from further considerations as their production ca­
pacities don't exceed their collection capacities. Thus the 
TP so solve at the advanced stage has about 400 supply points 
and no more than 12 demand points. The choice of the initial 
depot number and candidate set affects strongly the number of 
necessary iterations. The drop as well as add routine for depot 
layout improvement were verified. The depot throughputs never 
reached their upper limits.
-92 -
The solution of no more than 10% from the optimum is obta­
ined after 15 minutes of the IBM 370/145 computer CPU time what 
meets sugar enterprise requirements.
Both of the presented approaches are accepted by the deci­
sion-makers as the useful and efficient tools in planning the 
sugar-beet distribution system. It is up to the enterprise to 
select the one to be applied of the suitable accuracy and com­
putation costs.
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A NEW ALGORITHM FOR LINEARLY CONSTRAINED 
DISCRETE NONLINEAR MINIMAX APPROXIMATION
L . Lu kla n
(Praha, Czechoslovakia)
1. INTRODUCTION
We are concerned with the problem (P) of minimizing a non- 
differentiable function F(x) of the form
F(x) = max f.(x) 
l<i<m ^
on the convex polytope
C = {xGR : a'.x > b .3 l<j<k}n 3 = 3 — —
where fAx)3 l<i<m are real-valued functions defined on the n-
dimensional vector space R and have continuous second ordern
derivatives. Let
I(x) = {i:f . (x) = F(x)}
J(x) = {j :aT.(x) = b .}
3 3
be sets of indices of active functions and active constraints
t T “\ Trespectively and suppose that the vectors |_g.(x)3 1} 3 iGI(x)3
r t n T ^[a .3 0J 3 jGJ(x) are linearly independent at the point xGR .0 Yl
Then necessary conditions for the solution of problem (P) have 
the form
96 -
E u .q . (x)r
iGI(x)
E
jGJ(x)
E u . — 1 
iGI(x) ^ > (N)
u . > 0. i.GI(x)  ^=
v . >. Oj jGJ(x) 
tJ
where u
multipliers and gAx), iGI(x) are gradients of the functions
f.(x)3 iGI(x).%
If C=R (unconstrained case) conditions (N) can be writtenn
in the form
Np(g.(x)3 -iGI(x)) = 0
where Nr(g.3 (x)t iGI(x)) is a minimum Length vector from the 
convex hull of gradients g^(x)3 iGI(x). When conditions (N) 
are not satisfied the nonzero vector s=-Nr(q . (x), iGI(x)) 
exists. Demyanov and Malozemov [l] have shown that the vector 
s is the steepest descent direction for the function F(x) and 
they have proposed an iterative method with iterations
where a is a steplength, which is taken so that F(x+)<F(x) 
(we use the notation x+=x+as instead of the standard notation
We are going to propose a new class of iterative methods 
for the solution of problem (P) with iterations (l)f where
, +a, s7. k-1,2k k k3 3 3 • •  •
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s = S s
«N*s = -g
g = Nr(g.(x)3 iGI(x)) 
g.(x) = S^g.(x). -iGI(x)
and where the matrix 5 has a full rank. The matrix S will be 
taken so that its columns define a basis in the orthogonal
complement of the subspace spanned by normals a., jGJ(x)3
íJand it will be updated by the product form of the variable 
metric methods. Note that for S=I (I is the unit matrix of the 
order n) we obtain the original method of Demyanov and 
Melozemov.
2. THE VARIABLE METRIC ALGORITHM
-\
r
j
( 2 )
The algorithm described in this section is based on a 
feasible direction method with active set strategy. It works 
with three matrices A, S and R. The matrix A has columns a., 
jGJ(x) which are linearly independent normals of the active 
constraints. The matrix S has columns which define a basis in the 
orthogonal complement of the subspace spanned by columns of
the matrix A i.e. [a3 sj is a nonsingular square matrix of the
Torder n and A S=0 and it is updated by the product form of the
variable metric methods. The matrix R is upper triangular and
T TR R = A A holds.
STEP 1: Determine an initial feasible point xGC. (It can be 
determined as a solution of linear programming problem as in
[2]). Determine the set J(x) of the indices of active con­
straints and matrices A, S and R defined above. Compute values 
f.(x)3 l<i<m and gradients g.(x)3 l<i<m of functions in the 
problem (P). Compute the value of the objective function F(x) 
Determine set I(x) of the indices of active functions.
STEP 2: Compute the feasible direction s by (2). (Reduced gra­
dient g=Nr(g.(x)3 iGI(x)) can be determined by algorithm
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described in £lO] . Note that g= E u.g.(x) where E u .=1
iei(x) 'l v iei(x) %
and u .>03 iGI(x).) If s=0 go to the STEP 3, else go to the 
STEP 5.
STEP 3: Determine the Lagrange multiplier vector v as the so-
T Tlution of vector equation R Rv = A g where
3 E u .g . (x)
iei(x) 'L v
and where u^3 iGI(x) are multipliers obtained in the STEP 2.
If v>0 then STOP else go to the STEP 4.
STEP 4: (Delete an active constraint) Let v. be the most ne-
-----------------  «7
gative Lagrange multiplier. Delete index j from the set J(x)
and determine new matrices A, Sand R. (They can be determined
as in 14 I ). Go to the STEP 2.
STEP 5: Compute the maximum stepsize a that will keep the 
new point in (1) feasible (see 19 | ). Determine stepsize a,
+ -f
0<a<a so that F(x )<F(x) where x =x+as. Compute values=+max +
f.(x )3 l<i<m and gradients g . (x )3 l<p<m of the functions in 
the problem (P). Compute the value of the objective function 
F(x+). (These values are computed clearly when stepsize deter­
minations proceeds.)
STEP 6: (Variable metric update) Compute 2=as and y=S (g -g) 
where
+
3 = E
iGI(x)
, +u .q . ( x )
and where u.3 iGI(x) are multipliers obtained in the STEP 2.
(g is defined in the STEP 3.) Compute x=z/ y3 o=y d and 
e=dTd. If T±10 4 gTg or o<l0 4x then set CASE=2 and go to the 
STEP 7 else set CASE=1 and update the matrix S using one of 
following rules
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S+ = S + j s (f i  d-y)yT
S+ = S + - sd ( f i  d-y)T O \l z
\TEK„ + n V  a _ T  / J ~ , / j  ~,T
s  = s  + e - T o + T —  ° ( d - y * ( d - y )
(a)
(b)
( o )
(Note that (a) corresponds to DFP update, (b) corresponds to 
BFGS update and (c) corresponds to rank one update.)
STEP 7: (Add an active contraint) If a<a go to the STEP 8.------  max
If a=a determine the index j of the active constraintmax
a.x =b . which has limited the stepsize a. Set J(x )-J(x)U{j}
J 3
and A+=[A3aj]. Determine the new matrix S+ as in [8] and the 
new matrix R+ as in [3]. Set A=A+3 S=S+ and R=R+.
STEP 8: Set x=x+, f. (x) =f^ (x+) 3 l±d<m3 g(x) =g^ (x+) 3 li_d<rn3
■ ■ ■ ' 'l' 1s 1s Is
F(x)=F(x+)3 J(x)=J(x+) and go to the STEP 2.
3. THE COMBINED LP AND VM ALGORITHM
This section contains a brief description of and algorithm 
which is a combination of linear programming (LP) algorithm 
described in [7] and variable metric (VM) algorithm described 
in the previous section. The combined LP and VM algorithm con­
sists of two stages and two switches. The first is LP stage 
which is completely described in [7]. The VM stage begins only 
if SWITCH1 is satisfied at the end of LP stage. If VM stage 
fails (SWITCH2) then LP stage in automatically performed again.
SWITCH1: The LP stage is left if following three conditions 
are satisfied: I(x) has not been changed in three immediately 
subsequent iterations, the stepsize has been limited and ||gr| 
has been small (see [5] for details).
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SWITCH2: The VM stage is left if CASE=2 occurs in the STEP 6 
fo the algorithm described in the previous section.
The combined LP and VM algorithm has good properties of 
both LP and VM algorithms i.e. possible quadratic rate of 
convergence of the LP algorithm and superlinear rate of con­
vergence of the VM algorithm.
4. NUMERICAL EXPERIMENTS
Efficiency of three algorithms was tested by means of 
examples 1, 2, 4, 5 and 7 published previously in [7j. Results 
of the tests are arranged in the table I.
Ex. 1 Ex .2 Ex. ,4 Ex. 5 Ex. 7
LP NI= 7 NI=56 NI= 9 NI= 7 NI= 7
NF= 9 NF=7 6 NF=11 NF= 9 NF=11
NG= 9 NG=7 6 NG=11 NG= 9 NG= 11
VM NI=11 NI= 4 NI=11 NI= 6 NI=118
NF=24 NF=11 NF=24 NF=14 NF=241
NG=13 NG= 6 NG= 13 NG= 8 NG=120
LP NI= 7 NI= 6 NI= 9 NI=10 NI= 7
+ NF= 9 NF=10 NF=11 NF=17 NF=11
. VM NG.= 9 NG= 8 NG=11 . NG.=.14 NG=11
Table 1.
Each column of the table 1 corresponds to one example 
(numbers agree with [7]). The table 1 has 3 rows which correspond 
to three algorithms LP, VM and combined LP+VM. Three numbers 
are given for each algorithm and each example. They are number 
of iterations, NI, number of function evaluations NF and num­
ber of gradient evaluations NG. The same accuracy of results 
was reached by each algorithm.
The numerical experiments show the high efficiency of the 
combined LP and VM algorithm which has good properties of both
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LP and VM algorithms. When the quadratic rate of convergence 
of the LP algorithm does not occur as in the example 2 then 
superlinear rate of convergence of the VM algorithm is yet 
kept. Only when both LP and VM algorithms have approximately 
the same efficiency, as in the example 5, the combined algo­
rithm can be less effective but comparable with both of them.
5. CONCLUSION
We propose a new efficient algorithm for linearly con­
strained discrete nonlinear minimax approximation which can be 
used for filter design. This algorithm was implemented as 
FORTRAN subroutine in software package for optimization and 
nonlinear approximation SPONA (see [6]). All results in the 
previous section have been attained by this subroutine.
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SPONA: SOFTWARE PACKAGE FOR OPTIMIZATION 
AND NONLINEAR APPROXIMATION
L .Luksa n
(Praha, Czechoslovakia)
1. INTRODUCTION
The software package for optimization and nonlinear appro­
ximation described below is a modification and extension of 
the former version described in £l]. The SPONA package has a 
modular structure. Its FORTRAN modules are stored in the exter­
nal storage of the computer. The SPONA package is controlled 
by a simple input language. The statements of the input lan­
guage. The statements of the input language are the input data 
for the compiler, which generates the control program. The com­
piler is written in FORTRAN and its output is again a set of 
FORTRAN statements, stored in the external storage. The control 
program contains a calling sequence of all optimization sub­
routines. It is linked together with all necessary modules and 
with external subroutines supplied by user in the next step.
The created block of modules solves a problem which is defined 
by external subroutines and by the input data (see Fig. 1).
2. OPTIMIZATION SUBROUTINES AND PROBLEMS
The SPONA package contains more than 100 optimization sub­
routines based on various optimization methods. These subrou­
tines are designed for solving of optimization problems which 
can be divided into 7 classes:
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(1) Unconstrained minimization (44 subroutines). These 
subroutines can find a minimum of an objective function F(x)
where xGR (n-dimensional vector space). Almost all of themn
find an arbitrary local minimum but two subroutines can find 
a global minimum. Subroutines are based on direct methods which 
do not use derivatives, on gradient methods which use first
Fig.1.
derivatives computed either analytically or numerically, or on 
second derivative methods. Standard problems can have at most 
30 variables and large scale problems, which are solved by 
special subroutines, can have at most 1000 variables.
(2) Linearly constrained minimization (36 subroutines). 
These subroutines can find a local minimum of an objective 
function F(x), x&Rn in t l^e convex polytope given by inequali­
ties i . < x . < u .. 1 < i < n and by additional linear con- 
straints
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1 < Ű < k
k < j < m.
Some subroutines solve special problems as linear or quadratic 
programming problems. Problems of this class can have at most 
30 variables and 100 additional constraints.
(3) Least squares approximation (15 subroutines). These 
subroutines can find a local minimum of the objective function
m p
F(x) = £ (w .\f . (x)-y .\ ) (a)
i=l ^ ^ ^
with weights w l<i<m and observations y ,3 l<i<rn. Some sub- 
routines can solve problems with linear constraints defined 
above. Problems of this class can have at most 30 variables, 
10G additional constraints and 300 observations.
(4) Minimax approximation (7 subroutines). These subrouti­
nes can find a local minimum of the objective function
F(x) = max (w A f .(x)-y A ) (h)
l<i<m
with weights w .3 l<i<m and observations y ,3 l<i±rn. Some sub-Z«- Z-
routines can solve problems with linear constraints defined 
above. Problems of this class can have at most 30 variables, 
100 additional constraints and 300 observations
(5) Nonlinear programming (4 subroutines). These subrouti­
nes can find a local minimum of an objective function F(x)3 
x^ n in the feasible region given by inequalities 1^±x^±u^ 3 
l<i<n and by additional nonlinear constraints
f .(x) = 0 3 l<j<kCJ
f  .(x) > 0 3
3 = k<j<m.
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Problems of this class can have at most 30 variables and 100 
additional constraints.
(6) Solving of system of nonlinear functional equations 
(3 subroutines, at most 30 variables and 30 equations).
(7) Solving of systems of nonlinear differential equations 
(3 subroutines, at most 30 variables and 30 equations).
Note that an arbitrary objective function F(x)3 i-n
classes (1), (2) and (5) can be replaced by special functions 
(a) and (b). Also further special functions can be used. For 
example, the function
tm
F(x) = / cp (t3 y (t) 3 x) dt (a)
to
where
= f(t>y (t)3x)3 y (tq) = y0
serves for estimation of parameters of the differential sys­
tems. Another special function can be used for centering in 
optimal tolerance design. These special functions are prog­
rammed in the SPONA package and are chosen automatically si­
multaneously with optimization subroutines by means of sta­
tements of input language.
3. ADDITIONAL POSSIBILITIES OF THE PACKAGE
The SPONA package has some additional possibilities which 
are advantageous for users. A sequence of up to five optimiza­
tion subroutines can be defined for solving an optimization 
problem. In the case when some optimization subroutine fails 
the next one is started automatically. The external subroutines 
have a simple and unified form an can be tested by means of 
facilities contained in the SPONA package. All problems can be
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scaled and some variables can be blocked automatically so that 
the optimization problem is simplified. The SPONA package con­
tains many input and output subroutines. Furthermore, it con­
tains standard test examples and facilities for testing of op­
timization subroutines.
4. CONCLUSION
The SPONA package has been used for solution of many 
technical problems most complicated of which was the design 
of an electromechanical filter produced by TESLA establishment. 
This package has also been used for testing the optimization 
methods. After many tests it was observed that there is no 
universal method which would be the best for all cases. This 
is the reason for building the extensive packages of optimiza­
tion programs. The experience with the SPONA package is satis­
factory and further development is assumed.
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THE HEURISTIC METHODS OF DISCRETE PROGRAMMING - I 
The method of neighbourhood
B.V i zvari
(Budapest, Hungary)
The aim of the paper is to discuss a heuristic method. In 
Section 1 we give a general description of it. In the next 
section we show some examples where the algorithm is not heu­
ristic but exact method. The second aim of the same section 
is to demonstrate how wide-spread the method is. Therefore it 
cannot be regarded as somebody's discovery (in contradiction 
with papers [s] , [6] ). An application in integer programming is 
given in the last two sections.
1. THE GENERAL FRAME OF THE METHOD
This paper is devoted to a very efficient method. It gives 
exact algorithms in some cases and is only a heuristic method 
for other problems.
Let us assume that we have a finite set P and we are look­
ing for a special element of P. Let a function g(x) be given 
on P. It measures how far the properties of element x are from 
the desired properties. That means: if we have xna x0GP and
J Cl
g(x2) < g(x2)
then we can state that x2 is better than x^. Therefore we can 
turn from the investigation of to that of x .
J. Cl
-  110 -
We need only one more notion to the method. For every 
element x of P let a subset S(x) of P which has much less 
element than P, be given. We call S(x) the neighbourhood of 
element x.
Now we can give the general frame of our method.
STEP 1. Let k=0. Choose x GP.o
STEP 2. Let G={x : xGS ( x-,) ; g(x v) < g(x)}
(=)
STEP 3. a) if G=0 then the method is finished
b) else let x^+^GG and k=k + l go to STEP 2.
What is the idea of this method? If S(x) contains much less 
elements than P, then in every iteration we have a simpler 
problem than the original one (STEP 2 and STEP 3). Further­
more we choose the neighbourhoods in such a way that for every 
two elements x 3y of P the intersection
S(x)f\S(y)
is small. That means: from a small subset of P we can reach a 
large subset, e.g. if
QcP and |$| << |p |
then
\Q\«\{y; 3 xGQ, yGS(x)} \
Therefore the number of the necessary iterations will be small.
What does the method give? In the k-th iteration the pro­
cedure chooses a point from the neighbours of x  ^which is 
better than x^ or at least as good. Finally we get a local 
optimum of the problem
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max g(x) 
xGP
Actually when the algorithm is finished then there is no 
point in the neighbourhood of xk which is better than xk in the 
sense defined by function g(x). In the case of some problem 
classes xk has always the desired properties therefore the 
method is exact. In other cases it is not true so we have on­
ly a heuristic algorithm.
Apparently there are some points in the general frame of 
our method which can be performed in very different ways for 
the different problems. These points are the following:
a) How to choose the function g(x).
b) How to choose the neighbourhood S(x).
c) The choice of the starting point x .
d) In the definition of the set G we can use either 
the constraint
g(x) < g(xk)
or the constraint
g(x) < g(xk).
The advantage of the first one is that we avoid cycling.
However in the case of the second one we can reach more points, 
therefore our local optimum point can be better.
e) The choice of x^ +  ^ from the set G.
There are a lot of possible strategies here. An extreme one is 
the following. We solve the problem
(1) max g(x) 
xGG
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and xi< + 2 -*-s the optimal solution. Since SCx) contains only 
"few" elements, Problem (1) is not as hard as the original 
problem. A second extreme strategy is that we enumerate the 
elements of S(x^) and we choose the first one which is better 
than a:^ . We can combine the two strategies, e.g. we change 
the point x-^ only after a certain improvement.
2. SOME FAMOUS PROBLEMS
2.1 The shortest route problem
Let a graph F=(VaE) be given without loops and multiple 
edges, where V denotes the set of vertices and E is the set 
of the edges of F. The length of every edge is known. The 
problem is to find the shortest route in the graph between 
the vertices A and B.
One of the well-known methods to solve this problem is 
based on dynamic programming (Bellman [l]). If we have a 
shortest route between A and B and this route goes through 
the vertices C and D, then the subroute with the endpoints 
C and D is a shortest route between C and D. We determine the 
shortest route from A to every vertex. Thus we shall have the 
desired route as well. Notice that in this way it is suffi­
cient to give to every vertex W the point from which we go 
to W. From this information every route can be reconstructed.
Assume that the graph has n vertices, denoted by the po­
sitive integers from 1 to n. The starting point is vertex 1.
Now the system of the routes can be given by an n dimensional
vector V, where v . is the vertex in the route containing j just11before j. If v .=0 then we still have no route yet from 1 to j. 
Obviously the number of all possible vectors v is exp (n).
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Let i and j be two vertices. If the (i3j) edge is in the
graph then let c . . be the length of the edge. Let m be aí-J
sufficiently large number, e.g.
m _> £ c . . + 1
(i,j)9E
For a given vector v_ let k be the vector of costs of the
routes. If v .=0 then k .=m. If (i.j)0E then let e.Fm. The 
3 3 ^3cost k. can be obtained trivially from the recursive formula:
k . = c . + k
3 V.3 V.
Now we have to give the set S(v_) and the function g(v). 
Let S(v_) be the set of such vectors which differs from v_ in 
only one component i.e.
S(v_) = f w_ :3 l<l<n;
w . = v Q01 
3 3 ' }
The number of the neighbours of an arbitrary vector v is
(n-1)2.
We choose function g(v_) as the total cost of the route, i.e.
n
g (v J = Z k ..
” 3 = 2 J
In the definition of the set G we shall insist on the strict 
inequality
(2 ) g(w) < g(v_k)
as here we minimize the costs, therefore we minimize the 
function g(v_) 3 too. An arbitrary better solution will be 
choosen from G. The starting point (i.e. STEP 1 of the method) 
is the following:
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S T E P  1 :  i f  (13 j ) G E  t h e n
3 > 2,
v .=1 . otherwise v .=0
3 3
Remember that if (13 q)0E then .=m and so
U
k .
3
m,
too.
Condition (2) is used in the definition of the set G. It 
is equivalent to the following constraints:
(3) 3U,o)GE
(4) k . + a . . < k .
t ^3 3
Formally we do not need Constraint (3).
Namely if (i3j)0E3 then o . .=m and hence
i'3
k • + c . . == k . + m > k .. ^ z = 3
If (4) is true then
v. 1 i.
Otherwise
k . + a . . — k + c . = k .^ v. V .3 3«7 J
The equivalence of Condition (2) and Constraints (3) and
(4) are based on the well-known fact, that the numbers k. give
3a decreasing sequence. Constraints (3) and (4) give the usual 
way of the definition of set G.
In this treatment of the method an administrative substep 
is necessary in STEP 3. Namely if we have an improvement in
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k . for a certain j then it can give improvement at other
0vertices, too. But the substep can be avoided by the careful 
organization of the algorithm.
2.2 The flowshop problem
There are given n jobs and two machines. Each job has two 
operations: a first one on Machine 1 and a second one on 
Machine 2. We process the jobs in the same order on the two 
machines. The processing time of job i on machine is t. .
Is 0
j=lj2. The problem is to find the optimal order 
for the jobs where the total processing time is minimal.
Johnson's method is the following:
Suppose, that we have already optimal starting and finishing 
subsequences, but there are jobs for which the optimal order 
is not determined. Denote by N the set of such jobs. If iGN 
then we say that the processing times t. and t. belong
'L JL "Z- Ij
to N. Let t be the shortest processing time belonging to N. 
Suppose that it occurs at job i. There are two cases: t=t^
or t=t . n . In the first case i will be the last element of the•z-2
starting subsequences and in the second case % will be the 
first element of the finishing subsequence. Jonhson proved the 
optimality of the procedure in [3J .
From the proof it is obvious that in an arbitrary order 
we can exchange the order of two jobs which are after each 
other and their order relatively to each other is bad accor­
ding to Johnson's method. With the repeated application of 
this fact the position of certain jobs can be exchanged to 
many places. This gives the idea for the following treatment 
of the method. The points are the different orders of the n 
jobs. This set is denoted by P. The neighbourhood of a given 
order
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0
S(0) = {R: RGP; '^ (k3m) indices
R = (i a. J Zki m 'k+1■ % 1s -1 JJ m-13 "7 3 • • • 3^m+13 3 )}n
Of course in the definition of S(0) we regard both of the cases 
k<m and k>m . The number of neighbours of an arbitrary order 0 
is n(n-l). The function g(0) is the total processing time. We 
want to minimize it, therefore we use in the definition of 
the set G the inequality
g(R) < g(0k)
The starting point is an arbitrary order: namely the ar- 
tifical order of the indices. Johnson's method gives a special 
rule for the choice of from G. But according to what we
have said previously we need not know Johnson's result, the 
local optimum is a global optimum.
2.3 The greedy algorithm
Let J be a set of n elements and M a system of the subsets 
of N with the following property: for any AGM if B*^ A then BGM.
Every element p of N has a positive value: v (p)_. The value 
of a set A is the sum of the value of its elements:
v(A) = E v(p). 
pGA
The problem is to find the set in M with the greatest value.
To solve the problem we have the following heuristic method. 
Suppose that the elements öf N are in such an order that
v(p~) > v(pn) > ... > v(p ) r 1 =  ^ 2 =  =  r n
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Then the greedy method is as follows:
STEP 1: A=0 i—1
STEP 2: if AVip^GM then
A: = AV{p .}
STEP 3: i = i+1
The method is called greedy because in every step we 
choose the most valuable element of N that we are allowed to
From the properties of M it follows that if p was not 
good then we cannot choose it at all (keeping the previous
elements of N in the set ,4). Therefore the algorithms has at 
most n steps.
It is very easy to see that the method is only a 
heuristic algorithm. For example the well-known knapsack 
problem belongs to this problem class. But it is well-known 
that if M is a matroid then the greedy method gives always 
an optimal solution.
On the other hand the method is based on the neighbour­
hood. The starting point is the empty set. The neighbours of 
the set A are the sets which contain A and have one element 
more than A. Finally the function g is defined by the func­
tion v in the following way:
if i = n then go to STEP 2 else the 
algorithm is finished.
choose.
CO if A0M
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3. APPLIYING THE METHOD FOR ZERO-ONE PROGRAMMING
The zero-one programming problem is to minimize a linear 
function of binary variables under the condition of linear 
inequalities:
min q*x
(IP) Ax > b
x e { o , i } n
where A is an mxn matrix, and o_, x_, b_ are vectors of appropri­
ate dimensions. Denote by F the set of the feasible solutions 
of (IP).
It is well-known that (IP) is a very difficult problem. 
Theoretically it is NP-complete. On the other hand the solu­
tion needs great computational efforts, too.
In general even to give a feasible solution is as dif­
ficult as the. original problem. But the knowledge of a 
feasible solution accelerates the practical methods. There­
fore it was a quite natural idea to generate a feasible so­
lution by the method based on the neighbourhood.
There are two usual concepts of neighbourhood by this 
problem:
a) for any binary vector x_
S(x) = f y_: y_ binary vector; y_ differs from 1
(_ x exactly in one component J
b) for any binary vector x
Six) *=» Cy_: y binary vector; y differs from 1
(_ x exactly in two components -J
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Suppose, point x is a local optimum in the sense of the 
first neighbourhood. Then for x it is not necessary to be a 
local optimum in the sense of the second neighbourhood. That 
means x can be a starting point when we apply the method with 
te neighbours of second type. Thus we can further improve our 
point.
First of all we want to get a feasible solution. But after 
having it we want to get a better point, i.e. we want to im­
prove our first feasible solution. These two activities can 
be separated by the choice of the function g(x). Of course 
the separation is not necessary, the method is applicable in 
different ways.
Denote by a . the -i-th line of matrix A and by b . the i-th—t t
component of b. Point x satisfies the -t-th constraint if
n
0 > b . - £ a . .x .= * d=1 11 3
If w is a real number then let
I w I = max {Wjo}
Now we can measure the violation of a constraint by
n
E
3 = 1
a . .x .
13 3 +
Then the violation of all the conditions is:
m
£
i=l
n
£
3 = 1
a . .x .
13 3 +
The sum is zero if and only if £ is a feasible solution. Sup­
pose that in the objective function vector we have nonpositive 
components. Then g(x) separates the above mentioned two acti­
vities if
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g(x)
xGF
m n
X0F
4. COMPUTATIONAL RESULTS
The method was applied to zero-one programming. The algo­
rithm was specified as follows:
a) The function g(x) was choosen as it was suggested at 
the end of the last section.
b) The neighbours of a point x were the binary vectors 
which differ from x exactly in one component.
c) The method is sensitive for the choice of the starting 
point. Denote by F the set of the feasible solutions of a 
given problem. Let L and U be defined by the following 
equations:
L is a lower bound for the number of such components of a 
feasible solution which are equal to one. U is an upper bound 
for the same quantity. The efficiency of the method depends
n
L = min E x .
xGF j=l 3
and
n
U - max E x ..
xGF o=l 3
on the choice of the starting point x_o in this respect. We have 
got the best results if the inequalities
n
L < V. rr <• u
1 2 1
were hold. (See Table I). We have chosen the starting point x_o 
for our problems in such a way that the frequency of ones was 30 
per cent, e.g. the equation
n
£ x . = 0.3 x n
was satisfied.
d) At the fc-th iteration we accepted a point as only
if it was better than x, .—k
e) We enumerated the neighbours of the point x_^ and chose 
the first one that was better than x_^ . The order of the enu­
meration was determined on the following way. Before the start 
of the method every variable got a value. The desired order 
was the increasing value order. That means: the first neigh­
bour of x_differed in the component which had the less value, 
etc. We used four different evaluation of the variable x
1 v .
3
2
V .
3
3
V .
3
o .
3
-c .
3
m
£
i=l
4 
V .
3
m
£
i=l
a . .-d. m
13
where d is the density of the matrix. It was 0,5 in our 
problems.
We solved randomly generated problems. Ten problems be­
long to the first group. They have 10 constraints, 50 variab­
les and are named R150 - R159. The second group consists of 
ten problems, too. They have 100 variables, 10 constraints. We 
refer them as R110-R119. Finally the third group has six prob­
lems with 30 constraints and 100 variables. Their names are 
R310-R315.
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The method gave feasible solutions for all of these prob­
lems. The necessary CPU time was 3-10 seconds in a CDC 3300 
computer. The efficiency of the method is shown by the fol­
lowing. We tried to solve Problem R310 with IBM's MPSX on an 
IBM 30/31 computer. After several attempt we have got nothing 
at all, though the longest running was 15 minutes.
Conclusions. The method of neighbourhood is a very efficient 
method in zero-one programming to generate feassible solutions. 
But further investigations of its behaviour are necessary at 
large structured and real-life problems.
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t a b u e  I
r h e  i m p o r t a n c e  np t h e  s t a r t i n g  p q t n t  
( E X P E R I E N C E S  W I T H  P R O B L E M  R 3 1 0 )
***************** ***********************************
★ D E N S I T Y  OF t h e * t h f  v a l u e  o f  t h e  o b j e c t i v e  F U N C T I O N ** ★ * * *
★STARTING p o i n t * VI * * V3 ** * * * *
****************************************************
* * * * *
* ox * »48 * NF * N F  *
* * * * *
* 10X * »65 * NF * NF *
* * * * *
* 2ox * *20 * -89 * - n o  ** * * * *
* 30 X * • 1 05 * NF * »85 ** * * * *
* VOX * • 85 * »51 * »82 ** * * * *
* sox * • 81 * NF * * 1 0 1 *
****************************************************
NF = THERE was FOUND no FEASIBLE s o l u t i o n
t n  T H E  K - T H  V A R I A N T  o f  T H E  M E T H O D  T h e  e n u m e r a t i o n  
O R D E R  O F  T H E  N E I G H B O U R S  W A S  B A S E "  O N  T H E  I N C R E A S I N G  
O R O E »  OF T H E  V A L U E S  V K ( J )  ( J = 1 . , . . » N )  W H E R F
V1(J)= CCJ)
V2(j)a-C(J)
V3(J)3SJHMA (1 = 1 I’D M) A(I,J) * M*D*C(J)
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T A B L E  VI
»PROBLEM * LP ft VI * V2 ft V 3 ft V4 ft
* ft ft ft ft * * * ft * * * ft ft ft
»NAME *0PTi m u m*n ,s ,*N, Ft* Z3 i*NfS,*N,F,* ZB *N,S„*NfF.* ZB *N.S.*NfF,* Z8
» ft ft ft * * ft * ft * ft * ft ft ft
* R1 50 ft -7 ft 301* 1* 20ft 474* 9ft 22* 455* 6* 11* 523ft 5ft 21*
* ft ft ft ft ft * * ft * ft * ft ft *
* R1 51 ft «6 ft a n * a* 12ft 677* 10ft 19* 371* 3* 16* 263ft 2ft 17ft
* ft ft * ft * * * * ft * ft ★ ft
* R1 52 ft -15 ft 395ft 5* 2* 453» 3ft -4* 426* 2 * 7 * 4 7 3 f t 1* 6 *
» ft ft * * ft * ft * * * * * ft ft
» R1 5 3 ft - 1 4 ft S 3 M a * Oft 6 1 9 * 8ft 3 * 7 5 1 * 3 * 2 * 7 8 2 f t 6ft 0 *
* ft ft ft * ft * ft * * * * ft ft ft
* R 1 5 4 ft 14 ft 3 6 7 f t 2 * a s * 5 9 7 * 5ft 2 4 * 4 6 7 * 2 * 4 0 * 8 3 4 * 1 2 * 3 7 *
* ft ft ft ft * * * * * * * ft * ft
* R 1 5 5 ft - 2 5 ft ae>9ft a* •  7 * 4 6 0 * 2 * •  1 2 * 5 5 3 * 5 * - 1 2 * 5 1 4 f t 7* •  10ft
* ft ft ft * * * * * * * * ft ft ft
* R 1 5b ft - 1 6 ft 3 8 9 f t 5 * 1* 5 0 4 * 3 * 1* 5 6 5 * 6 * - 3 * 5 3 9 f t 5ft Oft
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
ft ft ft * ft * ft * ft * ft ft ft ft ft
* R 1 5 7 ft •  8 ft 6 1 9ft 5 * 1 0 * 4 0 5 * 2 * 1 0 * 6 7 7 * 3 * 6ft 8 3 2 f t 8ft 1 2 *
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
ft ft ft ft ft * ft * ft * ft ft ft ft ft
* R 1 5B ft - 3 ft 3 5 7 * 3* 2 1 * 5 9 3 * 7ft 1 0 * 5 1 7 f t 2 * 2 3 * 6 2 3 f t 4ft 2 0 *
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
ft ft ft * ft * * * ft * * ft ft ft ft
* « 1 5 9 ft - 1 3 ft 5 1 3 * 5 * 5 * 4 1 7 * 3 * •  1ft a a 5 f t 3 * 3ft 6 0 0 * 2ft Oft****************************************************************************
^s, a the n u m b e r dr steps
M,F, sTHE number of feasible solutionsZB =TH E V A L U E  OF THE U B J E C T I V E  F U N C T I O N  AT T H E  B E S T  F E A S I B L E  S O L U T I O N  F O U N O  BY T H E  h e u r i s t i c  M E T H O D
IN THE K . T H  V A R I A N T  OF t h e  M E T H O D  T H E  E N U M E R A T I O N  O R D E R  OF T H E  N E I G H B O U R S  HAS B A S E D  JN THE I N C R E A S I N G  O R D E R  OF V A L U E S  V K( J) C.T=1,,.,#N) W H E R E  V l ( J ) a C C J ) »  V ? U ) » - C ( J ) I  V 3 ( J ) « S U M H A  U « 1  TO M) A CI * J3 »
V 4 = 3 U M M A  (1 = 1 TO M) A (I *J ) * M * D * C C J )
TABUE VII
PROSLt** T 0 T A l *FI RS T FEASIBLE SOLUTION* LAST FEASIBLE SOLUTION* 
* * * * * * *  
NA *N U M i  F q O F *  CPJ TTME*NJMöER OF * CPU TIME *NUM8ER OF * CPU TIME *
* * * * * * * * * * 
* ITER*STEPS*F,SOL* * ITER*STEPS* * ITER*STEPS* *************************************************************************************
* * * * * * * * * *
R H O * 36 a 9 P 2 * 2 5 * i « , 8 0 * 11 * 2 9  2 * 7 , 0 2 ; 1 , 8 5 * 35 * 8 9 2 * 1 2 , 5 1 ; 7 , 3 9 *
* * * * * * * * * *
R U 1 * 23 * 7«1 * 17 * 1 1 , 8 7 * 6 * 291 * 6 , 2 0 ; 1 , 2 7 * 22 * 691 * 9 , 9 2 ; 9 , 9 8 *
* * * * * * * * * *
R 1 1 2 * 2b a ! 171 * 21 * 1 5 , 2 9 * 5 * 3 6 7 * 5 , 2 3 ; 0 , 8 6 * 25 * 1 0 7 1 * 1 2 , 9 9 ; 8 , 5 7 *
* * * * * * * * * *
R 1 1 3 * 26 a * 20 * 1 9 , os * 6 * 2 9 3 * 6 , 6 3 ; 1 , 6 7 * 25 * 7 8 « * U , 0 7 ; 7 , 1 1 *
* * * * * * * * * *
R U N * 21 a 7 5 9 * 16 * 1 2 , 7 2 * 5 * 116 * 6 , 5 2 ; 1 , 2 3 * 20 * 6 5 9 * 1 0 . 7 1 ; 5 , 9 2 *
* * * * * * * * * *
R U 5 * 2 7 A 1 1 1 0 * 15 * 1 3 , 9 1 * 12 * 9 2 5 * 7 , 5 0 ; 2 , 3 7 * 26 * 1 0 1 0 * 1 1 , 0 8 » 6 , 9 9 *
* * * * * * * * * *
R H 6 * 3 « * 1 2 3 8 * 15 * 1 3 , 0 3 * 19 * 6 9 7 * 7 . 8 i ; 1 , 7 9 * 33 * 1 1 3 8 * 1 0 , 9 7 ; 5 , 9 5 *
* * * * * * * * * *
R U 7 * 25 *1 i i a * n * 9 , 5 0 * 1 9 * 5 0 0 * 5 , 9 0 ; 1 , 5 9 * 24 * 1 0 1 9 A 7 , 6 9 ; 9 , 8 3 ** * * * * * A * * *
R 1 1 8 * «3 *1 9 0 b * 22 * 1 6 , 7 2 * 21 * 785 * 5 , 9 2 ; 2 , 0 8 * 92 * 1 8 0 6 * 1 9 , 0 5 » 1 0 , 2 1 *
* * * * * * * * * *
R 11 9 * 17 * 8 2 2 * 3 * 1 0 , 5 9 * 19 * 6 9 5 * 6 . 5 9 ; 2 , 3 5 * 16 * 7 2 2 * 8 , 5 3 » 9 , 2 8 *************************************************************************************
ITER * ITERATIONS 
F.SOL* f e a s i b l e  SOLUTIONS
vtJ) HMERE
V(J)»C(J)
THE ENUMERATION OrDEB OF THE NEICH30URS Was BASED on THE INCREASING ORDER OF VALUES
TABLE V I I I
PROBLEM* T o t a l  *FIR8T FEASIBLE SOLUTION* LAST FEASIBLE SOLUTION* * * * * * * *  
NAME *N U H R E R O F *  CPU TIME*NUMBER OF * C*U TIME »NUMBER OP * CPU TIME * 
* * * *  * * *  * * *
* JT£R*STFPS*F,SOL* * ITER*STEP8* * ITER*STEPS* *
************************************************************************************* * * * * * * * * *
R U O * 29 * 981 * 18 * 12,92 * U * 425 * 5,27» 1.39* 28 * 881 *12,92; 9.14*
* * * * * * * * * *
Rill * 22 * 892 * 16 * 15,02 * 6 * 271 * 6,561 1.76* 21 ★ 742 *12,82; 7,98*
* * * * * * * * * *
Ri 12 * 30 *1425 * 24 * 15,49 * 6 * 296 * 7.071 1,34* 29 *1325 *13,44; 7.72** * * * * * * * * *
R I U * 35 *1044 * 24 * 18,41 * H * 271 * 7,25» 1,94* 34 * 944 *14,01; 8,70** * * * * * * * * *
R I U * 21 * 743 * 12 * 11,04 * 9 * 355 * 5.56; 1,40* 20 * 643 * 8,69; 4,54*
* * * * * * * * * *
RilS * 23 * 9 0 5 * 17 * 10,45 * 6 * 256 * 4,54; 0,73* 22 * 805 * 8,45; 4,64*
* * * * * * * * * *
Ri 1 6 * 23 * 9 9 5 * 5 * 13,72 * 18 * 682 * 7,66; 2,51* 22 * 895 *11,53; 6,37*
* * * * * * * * * *
Ri 17 * 31 * 1 1 2 2 * 14 * 14,76 * 17 * 5«1 * 8,02; 2,41* 30 *1022 *12,61; 7,00*
* * * * * * * * * *
R i 1 8 * 25 * 851 * 10 * 12,72 * 15 * 511 * 7,56; 2,79* 24 * 751 *10,29; 5,52*
* * * * * * * * * *
R i 1 9 * 22 *1022 * 10 * 12,31 * 12 * 586 * 6.7i; 1,64* 21 * 922 *10,18; 5,11*
************************************************************************************
ITER s  ITERATION*
FI 301* FEASIBLE SOLUTIONS
Vtj) Cj*W...,N) WHERE
V (J) 3<*C C J)
THE ENUMERATION Or OER OF THE NEIGHBOURS WAS BA8E0 ON THE INCREASING ORDER OF VALUES
I
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TABLE IX
PROBLEM*
*NA*E ij m g e p*N
* * * *
* I T E P * S T E P 3 * F , S 0 L *
A l  * F I P S T  F E A S I B L E  S O L U T I O N *  L A S T  F E A S I B L E  S O L U T I O N *  
* * * * * * 
0 F* C P U  T I M F * N U M 9 E R  O F  * C P U  T I M E  * N U M 8 E R  O F  * C P U  T I M E  ** * * * * *
* I T E B A S T E P S *  * I T E P A 8 T E P S *  *
************************************************************************************
* * * * * * * * * *
R 1 1 0 * 27 * 1 3 5 0 * 17 * 1 3 , 4 4 * 10 * 4 8 3 * 8 , 4 8 1 1 , 4 7 * 26 * 1 2 5 0 * 1 1 , 1 2 ) 6 , 1 1 *
* * * * * * * * * *
R Ü 1 * 24 * 1 1 7 8 * 18 * 1 2 , 7 8 * 6 * 2 7 5 * b, 89| 1 , 2 2 * 2 5 * 1 0 7 8 * 1 0 , 7 5 ) 4 , 8 8 *
* * * * * * * * * *
R 1 1 2 * 25 * 1 5 8 7 * 18 * 1 1 , 0 1 * 7 * 4 9 5 * 5 , 2 3 1 1 , 2 3 * 24 * 1 4 8 7 * 8 , 8 0 ) 4 , 8 1 *
* A * * * * * * Hr *
R 1 13 * 22 * 1 0 1 2 * 18 * 1 2 , 8 7 * a * 91 * 8 , 6 9 1 0 , 9 0 * 21 * 9 1 2 * 1 0 , 7 2 ) 4 , 9 3 *
* * * * * * * * * *
R 1 H * 21 * 9 3 8 * 17 * 1 3 . 2 5 * a * 2 3 7 * 6 , 0 7 ) 0 , 9 7 * 20 *  8 3 8 * 1 1 , 0 6 ) 5 , 9 6 *
* * * * * * * * * *
R 1 15 * 25 * 1 0 8 8 * 15 * 1 9 , 5 a * 10 * 3 1 7 * 7 , 3 7 ) 1 , 9 5 * 24 *  9 6 8 * 1 2 , 3 6 ) 6 , 9 4 *
* * * * * * * * * *
R 1 1 6 * 25 * 1 2 7 6 * 13 * 1 1 , 7 3 * 12 * 8 9 3 * 5 . 6 8 ) 1 , 4 6 * 24 * 1 1 7 6 *  9 . 1 4 ) 4 , 2 2 *
* * * * * * * * * *
R 1 1 7 * 25 * 1 0 4 1 * 12 * 1 2 , 5 6 * 13 * 821 * 5 , 7 7 ) 1 . 9 3 * 24 *  941 *  9 , 4 6 ) 6 , 6 1 *
* * * * * * * * * *
Pl 1 8 * 30 * 1 2 8 0 * 12 * 1 2 , 8 2 * 18 * 8 9 8 * 7 . 3 6 ) 2 , 1 4 * 29 * 1 1 6 0 * 1 0 , 5 3 ) 5 , 3 1 *
* * * * * * * * * *
R 1 1 9 * 25 * 1 3 4 1 * 11 * 1 9 , 9 1 * 19 * 5 5 2 * 7 . 9 7 ) 2 , 8 6 * 24 * 1 2 9 1 * 1 2 , 7 ? ) 7 , 6 0 *************************************************************************************
ITER a ITERATIONS
F . S O L »  F E A S I B L E  S O L U T I O N S
T H E  E N U M E R A T I O N  O r D E R  OF  T H E  N E I G H B O U R S  W A S  B A S E D  O N  T H E  I N C R E A S I N G  O R D E R  n F  V A L U E S
VCJ) C j * I f » . , # n 3 w h e r e
V ( J ) s  S U M M A  (Isi TO M) A ( I , J )
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T A B L E  XI
**************************************************************************** 
• PROBLEM* LP * Vi  * V2 * V3 *  V4 *
* * * * * * * * * * * * * * *  
»NAME * O P T I M J M * N , 9 , * N . F , *  Z8  * N , S , * N , F , *  ZB * N , 9 , * N , F , *  ZB * N , S , * N , r , *  ZB * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
RUO ■24 i
* *
* 9 9 2 *
* * * 
2 5 * - 2 3 9 *  9 8 1 *
* * *
1 8 * - 2 2 t * 1 3 5 0 *
* * * 
1 7 * - 2 2 3 * 1 3 4 3 *
* *
1 7 * - 2 1 1 *****************************************************************************
* * * * * * * * * *  
* R i l l  * - 2 2 8  * 7 4 1 *  1 7 * - l 91  * 8 4 2 *  1 6 * - 2 0 5 * 1 1 7 8 *
* * * 
1 8 * - 2 1 2 * 1 0 6 2 *
* * 
1 7 * - 2 0 0 *****************************************************************************
* * * * 
* Rl  1 2  * - 2 8 9  * 1 1 7 1 *
* * *
2 1 * - 2 7 6 * 1 4 2 5 *
* * *
2 4 * - 2 7 8 * 1 5 6 7 *
* * *
1 8 * - 2 7 7 * 1 0 0 6 *
* * 
1 2 * - 2 4 9 *****************************************************************************
* * * * * * *  
* R l 1 3  * - 2 4 2  * 8 8 4 *  2 0 * - 2 2 4 * 1 0 4 4 *
* * * 
2 U * - 2 3 3 * 1 0 1 2 *
* *  * 
1 8 * - 2 3 1 * 1 3 1 8 *
* * 
1 8*-2?6*****************************************************************************
*  * * * * * *  
* « 1 1 «  * * 2 3 7  * 7 5 4 *  1 6 * - 2 2 0 *  7 4 3 *
* * * 
1 2 * - 2 1 9 *  9 3 8 *
* *  *  
1 7 * * 2 2 3 * 1 2 3 8 *
* * 
1 9 * * 2 2 3 »****************************************************************************
* * * *
* R l 1 5  * - 2 2 2  * 1 1 1 0 *
****************************************************************************
• * *
1 5 * * 1 8 5 *  9 0 5 *
* * * 
1 7 * - 2 0 3 * 1 0 6 8 *
* * *
1 S * - 2 0 6 * 1 1 0 1 *
•  * 
1 5 * - 1 9 9 *
* * * *
* R 1 1 6  * - 2 2 0  * 1 2 3 8 *
* * * 
1 5 * * 1 7 4 *  9 9 5 *
* * *
5 * - 1 4 5 * 1 2 7 6 *
* *  * 
1 3 * - 1 8 3 *  8 9 0 *
* * 
6 * - 1 5 4 *ft**************************************************************************** * * *
* Rl  1 7  * - 1 9 5  * 1 1 1 4 *
* * *
1 1 * * 1 5 4 * 1 1 2 2 *
* * * 
1 4 * - l 4 5 * 1 0 4 1  *
* * *
1 2 * * 1 5 7 * 1 5 3 7 *
* *
1 2 * * 1 6 8 ****************************************************************************** * * *
* R 1 1 8  * - 2 3 5  * 1 9 0 6 *
* * * 
2 2 * - 2 0 2 *  8 5 1 *
* *  * 
1 0 * - 1 8 3 * 1 2 6 0 *
* * * * *
1 2 * - 1 8 1 * 1 3 0 2 *  1 0 * - 1 9 3 *****************************************************************************• * * * * * *
* R 1 1 9  *  - 2 0 8  * 8 2 2 *  3 * * 1 7 0 * 1 0 2 2 *
* * *
1 0 * * 1 6 3 * 1 3 4 1 *
* * *
1 1 * * 1 8 9 * 1 3 1 7 *
* *
1 0 * * 1 7 1 *****************************************************************************
I 4 , S ,  «THE NUMBER OF STEPS
N , F ,  «THE NUMBER OF F E A S I B L E  S OL U T I O N S
ZB «THE VALUE OF THE O B J E C T I V E  FUNCTI ON AT THE BE9 T F E A S I B L E  SOLUTI ON  
FOUND BV THE H E U RI S T I C  METHOD
I N THE K- TH VARIANT OF THE METHOD THE ENUMERATION ORDER OF THE NEIGHBOURS  
HAS BASED ON THE I N CRE AS I NG 0 R DE R9 Q F  VALUES V K ( J )  ( J * 1 , , , , # N )  HHERE 
V 1 ( J ) « C ( J ) >  V 2 ( J ) » - C ( J ) Í V 3 ( J ) * 8 U M M A  ( I « l  TO M) A C I , J ) )
V4«SUMMA ( I « l  TO M) A ( I * J ) - M * 0 * C U )
TASt.? X I I
PROSLE** *F I R S T  F E A S I B L E  S O L U T I O N *  L A S T  F E A S I B L E  S O L U T I O N *
* A A A A * *
N A ^ E *N U M 5 E R 0 FA C ° J  T T M E * n j m s e R OF * C p u T I M E  * N U M B E R  OF * C P U  T I M E  *
A A A A A A A A * *
A ITERa STEPSaF ,  S O L * A I T E R A S T E P S * A I T t ' R * S T E P S *  *
A * * * * * * * * * * * * * * * * » * * * * * * * * * * * * * * * ! » * * * * * * * * * * * * * * * * * * » * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
A A A A * A A A i t  *
R 3 1 0 A 37 * 1 3 4 7 A 6 A 1 6 , 7 3 A 31 * 1 0 0 4 *  l 0,1 7 1 6 , 1 6  a 36 * 1 2 4 7 * 1 4 , 2 2 1 1 0 , 2 0 *
A A A A A A A A * *
R i l l A ao * 1 6 1 1 A 1 A 1 6 , 0 2 A 39 * 1 5 1 1 * 1 3 , 2 5 1 8 , 8 7 a 39 * 1 5 1 1 * 1 3 , 2 5 1  8 , 8 7 *
A A A A A A A A * *
R 3 1 2 A 47 * 1 7 5 2 A 1 1 A 1 9 , 1 1 A 36 * 1 2 9 0 * 9 , 9 5 1 4,99a 46 * 1 6 5 2 * 1 5 , 7 6 1 1 0 , 7 7 *
A A A A A A A A *  *
R 3 1 3 A «5 * 1 8 2 3 A 1 0 A 2 1 . *7 A 35 a 1 2 4 8 *  9 , 4 1 ? 5 , 0 5 a 44 * 1 7 2 3 * 1 8 , 9 0 1 1 4 , 5 5 *
A A A A A A A A *  *
R S 1 4 A a s *1647 A 1 1 A 19,67 A 35 * 1 1 3 1 *  7 , 9 0 1 3 , 9 3 * 45 *  1 5 4 7 * 1 6 , 8 1 1 1 2 , 8 3 *
A A A A A A A A *  *
R 3 1 5 A 53 *2067 A 1 6 A 23,83 A 37 * 1 1 2 1 * 1 0 , 4 1 1 5 , 7 9 * 52 * 1 9 6 7 * 2 0 , 9 5 1 1 6 , 3 3 *
A***********************************************************************************
ITER = ITERATIONS
F , S O L =  F E A S I d L E  S O L U T I O N S
t h e  E N U H E r A T I O N  0 R O E P  o f  T B E  N E I G H B O U R S  W A S  R A S E D  O N  T H E  I N C R E A S I N G  O R D E R  O F  V A L U E S
V C J )  ( J « U , , . , N )  WHERE.
V(J)=CCJ)
T A R l F x i t i
»«'’au**
*
MA <E *N *1 M B F 9
A L * F I R  S T F E A S T a i E  S O L U T I O N *  L A S T  F E A S T B I E  S O L U T I O N *
* * * * * * 
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THE ELLIPSOID ALGORITHM FOR LINEAR PROGRAMMING
S„ W alukiewicz
(Warsaw, Poland)
The problem concerning the efficiency of the simplex al­
gorithm has been stated at the very beginning of linear prog­
ramming. In 1969 Gale wrote in [6] that this problem "has 
stood as a challenge to workers in the field for twenty years 
and now remains, in my opinion, the principal open question in 
the theory of linear computation". In 1971 Klee and Minty [ll] 
show that it is possible for the simplex algorithm to require 
an exponential number of iterations to reach an optimal solu­
tion (see Clausen [5] for a tutorial presentation of their re­
sult and also Charnes et al. [4]) . Therefore the simplex al­
gorithm is not polynomial and as a consequence one can ask:
Does there exist a polynomial algorithm for linear programming? 
The positive answer to this question was given first by 
Khachiyan in the beginning of 1979 who basing on the results 
of Shor [l7] presented a polynomial algorithm for solving a 
linear programming problem on Turing machine [l0].
The resolution of this major theoretical question concer­
ning linear programming has resulted in a big flow of working 
papers and articles in popular press (see Wolfe [20] for bib­
liography). Almost all of these papers in more or less direct 
way try to answer the question: What is a practical importance 
of Khachiyan's algorithm? As a result many modifications have 
been proposed and the algorithm has been called the ellipsoid 
algorithm because it constructs a sequence of ellipsoids.
The aim of this paper is to present a selfcontained des­
cription of the ellipsoid algorithm and point out its theore­
tical and practical importance.
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In Section 1 we present an idea of the algorithm. From 
methodological point of view it is better to show how the el­
lipsoid algorithm solves a given system of linear inequalities 
while in Section 5 we show how a given linear programming prob 
lem can be transformed into a system or systems of linear ine­
qualities. Section 2 contains a description of the algorithm 
and in the next section we present some modifications of it 
which have proved to be useful in practice.
A sketch of the proof of polynomiality of the algorithm 
is given in Section 4. Section 6 presents results obtained so 
far in computational experiments with the ellipsoid algorithm. 
In concluding remarks (Section 7) we point out advantages and 
drawbacks of the ellipsoid algorithm in comparison with the 
simplex method.
1. AN IDEA OF THE ALGORITHM
Consider a system of m linear inequalities in Rn, which we 
will denote as
T(P) a .x < ß .j ^=l.....m.
Through this chapter we will assume that (P) satisfies three 
assumptions:
A1 : n >_ 2.
A2: i2 0, i=l3...3m.
A3: All data in (P) are integer.
Assumptions A1 and A2 are made to rule out some patholo­
gical cases. Surely, any system of linear inequalities with 
only one unknown can be solved in polynomial time. Next, if 
a .=0 and ß.>0, then the i-th inequality is redundant. On the'Is 'Is
other hand, if a .=0 but ß .<0 then the i-th inequality is incon'Is 'Is
sistent and therefore (P) is inconsistent too. Assumption A3 
is necessary only in the proof of polynomiality of the algo­
rithm (Section 4).
1 4 1
By F(P) we denote the set of all solutions to (P). We
Tassume that all vectors are columns and a denotes the trans­
position of a.
Now we present an idea of the ellipsoid algorithm solving
2graphically a system of two inequalities in R labeled in Fig. 
1. as (1) and (2).
Fig.1.
At the initial iteration we construct an ellipsoid (a 
ball) E with the centre x at the coordinates origin and the 
radius p in such a way that it contains at least one solution 
to CP) if such one exists. Since xo$F(P)t we construct the next 
ellipsoid Ej in such a way that it includes the set of all can­
didates for the solutions to (P) contained in E . With reference
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to v i o lated at i n e q u a l i t y  (1) the set of c a n d i d a t e s  r e p r e ­
s ents a shaded p a r t  of E . W e  will call s u c h  an i n equality a
cut as it cuts o f f  some p a r t  of E . We w i l l  sho w  later that ---- o
the algorithm c o n v e r g e s  to a solution i n d e p e n d e n t l y  of the 
c h o i c e  of the c u t  (reference constraint) (in our e x a m p l e  we 
m a y  choose (2) as a cut as well), but the speed of c o n v e rgence 
d e p e n d s  heavily o n  this choise. Fro m  Fig.l w e  can see that the 
c e n t r e  x^ of E^ d o e s  not s a t i s f y  (2), a l t h o u g h  it satisfies 
(1), so in the n e x t  i t eration we c o n s t r u c t  E 2 and check that 
x 2QF(P).
Let H . be a h a l f  - s p a c e  defined b y  the i-th inequality
H . = {xGR
%
n
a .x< ß i=l, . ..
1* Is
The ellipsoid E k , k -0yl3 ... m a y  be r e p r e s e n t e d  in the form
E k
{ x G R n , ,T (x-x^J (X ~ X ^ ) < 1 }y (1)
w h e r e  x, is its cen t r e  and J k is an nxn p o s i t i v e  d e f i n i t e  mat -
T 71rix of reals, i.e. a m a t r i x  for which x J vx>0 for any xGR,. and
T K
x J k ^ = 0  if and o n l y  if x = 0 .
Using the a b o v e  n o t a t i o n  we can say tha t  the ell i p s o i d  
a l g o r i t h m  c o n s t r u c t s  a s e q u e n c e  of e l l i p s o i d s  EQ» E j 3 * • • * Eks * * * 
acc o r d i n g  to two principles:
i ) Inclusion Principle
Ek(\HiCEk+1y k=0yly...y
Tw h e r e  H, c o r r e s p o n d s  to a n y  inequality a . x < ß .  of (P) v i o l a t e d
V Is %
at x^.
i i ) C o n v e r g e n c e  P r i n c i p l e
v°l E k + 1
Vol E k r k <2> k~ ° > 2> •••»
w h e r e  Vol E k is the volume of E k in Rn .
1 4 3
At t his p o i n t  of p r e s e n t a t i o n  of the a l g o r i t h m  the above 
sequence of e l l i p s o i d s  may be infinite, but in S e c t i o n  4 -we 
w i l l  show that under the a s s u m p t i o n  A3 the e l l i p s o i d  a l g o r i t h m  
finds a s o l u t i o n  to (P) or d e t e r m i n e s  that F(P)=(f after finite 
nu m b e r  of iterations.
It is i n t e r e s t i n g  to note that b a s i n g  on i ) a n d  ii) one 
can c o n s t r u c t  a sequence of balls, p o l y t o p e s  or, in general, 
any convex b o d i e s  w h i c h  converge to a s o l u t i o n  of (P) if 
such one exists. In Section 7 we show that the s e q u e n c e  of 
e l l i p s o i d s  h a s  some advan t a g e s  in c o m p a r i s o n  w i t h  so far k n o w n  
algor i t h m s  of constructing sequences of balls or polytopes.
2. A  D E S C R I P T I O N  OF THE A L G O R I T H M
In this section we show h o w  h a v i n g  an e l l i p s o i d  E ^ = ( J ^ 3 x ^ ) 3 
k = 0 3 l3 ... one can con s t r u c t  the next e l l i p s o i d  E^ + ^ =(J^ + ^ 3 x^ + j) 
a c c o r d i n g  to the above principles. To describe t his u p d ating 
process in a fairly general w a y  we transform E^ into a unit 
b all d e s c r i b e d  in a coord i n a t e  sy s t e m  z ^ 3 ...3 zn o b t a i n e d  form 
x ^ 3 ...3 x n b y  a suitable linear transformation.
A n y  p o s i t i v e  d e f inite m a t r i x  ca n  be r e p r e s e n t e d  as
Jk = QTkQk (2 )
w h e r e  is a m a t r i x  of reals and d e t  Q ^ O . Given an y  nonzero 
ve c t o r  a G R n 3 w e  can t r a n s f o r m  E ^ into a unit ball as follows.
Let the v e c t o r  Qva be n o r m a l i z e d  to h a v e  unit E u c l i d e a n  length,
K Tand then c h o o s e  an o r t h o n o r m a l  m a t r i x  R ^ 3 i.e., R ^ E ^ = I 3 that
reduces it to the first c o l u m n  of the identity m a t r i x  I:
Q k a
\\Qva
and E
kq k
= e . ( 3 )
'a a is E u c l i d e a n  n o r m  of a.
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No w  we d e f i n e  the li n e a r  t r a n s f o r m a t i o n
x - x k = R TyZ (4)
Substituting (4) into (1) b y  (2) we o b t a i n
E k = {zGR
rp
z z < l } 3
i.e., Ek is a u n i t  ball w i t h  its centre at the p o i n t  
i.e., the or i g i n  of the ne w  sy s t e m  of coordinates. The t r a n s ­
formations (3) a n d  (4) have a g e o m e t r i c a l  in t e r p r e t a t i o n  as 
follows. First w e  rotate b y  m a t r i x  R ^ the unit bal l  E k in such 
a w a y  that the f irst unit v e c t o r  b e c o m e s  equal to q k and next 
Q k transforms t h i s  unit bal l  into E k s h i f t e d  to the origin.
We define d A x ^ )  as the algebraic d i s tance f r o m  x k to the 
h y perplane b o u n d i n g  the h a l f  - space H . in the m e t r i c  corres-
l-
p o n d i n g  to the m a t r i x
d.(xk ) =
T
a .a:, - ß . 
x k x
Q k a i
T
a ,x1 - ß .
x k x
f
da
■f
a .
x
(5 )
T h e o r e m  1.
i) If d ^ ( x k ) < - l 3 then D E y = E k and the x-th i n e q u a l i t y  
is redundant (inessential) in (P).
ii) If - l < d A x k )<_0j the n  and x^ s a t isfies the x-th
inequality.
iii) If 0 < d A x k )<l} the n  H ^ r \ E kf(f an d  x^ v i o lates the x-th 
inequality.
i v ) If d A x ^ ) > l , then H ^ r \ E k=0, i.e., (P) is inconsistent.
TProof. Under the t r a n s f o r m a t i o n  (4) a .x< ß. beco m e s  - z > d A x A e ,
------------------ X  —  X —  X  K  1
or - z . > d A x v ). So -l<d . (xh )'<13 if and o n l y  if H A E v0 0 and
'L—  1s K, 1s K. 1s K.
E^ H i.e., we have the case ii) an d  iii). The r e m a i n i n g
two p o s s i b i l i t i e s  we have in the case i) and iv).
G eometrical in t e r p r e t a t i o n  of T h e o r e m  1 is g i v e n  F i g . 2.
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F i g . 2 .
It follows f r o m  T h e o r e m  1 that o n l y  in the case i i i ) we 
construct a n e w  e l l i p s o i d  E]< + 2 = ^ ^k + 1 * x k + l^ ’ T^ is e l l i p s o i d  
w i t h  the c e n t r e  at the p o i n t
z k + r  -y e i> 'l-°
(6)
has all m a j o r  a x e s  equal e x c e p t  the first one and m u s t  take 
the form
—  (zi-*k+i, i0) 3
(7)
w h e r e  q u a n t i t i e s  w so>0 and y >0 have ye t  to be specified. In 
m a t r i x  n o t a t i o n  (7) is
1 4 6
<z -z M y
I
0)
- I
a  n - 1
I
U)
é j „ - j
(8 )
F r o m  (4) we hav e
z = ( Q TkE Tk ) 1 (x-xk )=Hk (Qk 1 ) T (x-xk ) (9 )
Substituting (9) and (6) in (8) we ob t a i n
2
7 T - 7 T
- ( x - x k + i> Q k R k 
o
U)
' n -1
R k (QTk r 2 (x-xk + 1 )<l (10)
w h e r e
x k + r x k~ y Q k
T Qka
\ \ Q v a
= x k -Y V
£
(11)
J k a
We w i s h  to w r i t e  (10) in a f o r m  a n a l o g o u s  to (1), n a m e l y
(x-xk + 1 )T J~k \ 2 (x-xk + 1 ) < 1
w h e r e
J k+l~Q k+l Q k +1
Since for a g i v e n  n o n s i n g u l a r  m a t r i x  J k its inverse J k is 
u n i q u e l y  d e f i n e d  and J k =■ I > the reader can c h e c k  that
9m 9 V V /.\ ° rp
J M  = clk+i e k + r aQk
a
=oQTk(I-$qkqTk)oQk -  
^0QTk(I-E>qkqTk)20Qk
Therefore by (2) and (3)
1 4 7  -
p J-aíJ.a)
“ IT sJíY ~ — >
a J k a
(12 )
Q k + r 0( I - e
Qka(Q^a)
2 ; Q k (13)
w here
S = 1 - ( U )2
a Z= 1 ~%
To compl e t e  the u p d a t i n g  proc e s s  we have to specify the 
q u a n t i t i e s  a, w and y. Let
T
a x < ß (14)
be an i n e q u a l i t y  of (P) v i o l a t e d  b y  x v and the a l g e b r a i c  dis-
T Ktance f r o m  to the h y p e r p l a n e  a x=$ be equal to a, i.e.
a =
T
a ar^-B Ta a^-ß
I \Qva
(15 )
/ T tla J k a
If we choose (14) as a cut, then the b o u n d a r y  of the 
e l l i p s o i d  of minimal volume £^+2 mus t  contain p o i n t  A (see 
F i g . 2) and therefore by (7)
K  (-1+ Y ) 2 =7, (16 )
03
7 / «?and all po i n t s  like B, i.e., po i n t s  of the f o r m  (~a.+ — r Jl-a .———  _  n-j
. . . .  ± j l j  J l -  a 2'), so b y  (7).
^ ( - a + y ) 2+ ^ ( l - a 2) *  1 
o) a
(17)
F r o m  (16) and (17) we have
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ü)=2-y a n<ä o=JT+a ■ ] { (18)
Jl + a - 2y
The volume of is
n -1 _ n - 1
Vol E^ + j = e u o n *= o ( l + o . ) 2 ( J . - y )  n (1 +a-2y) 2 - f ( y )
w h e r e  c is some constant coefficient. Th e  value of y that m i ­
n i m i z e s  f(y) is found by sett i n g  the d e r i v a t i v e  of f(y) to 
zero
Y
1 +n a 
1 +n
(19)
Substituting (19) in (18) w e  obtain
o = f iu =
n + 1
(1 - a) and
2 in -1
(1- a )  . (20)
As E £ and E ^ +  ^ are o b t a i n e d  from E£ and E £ +  ^ b y  the same lin e a r  
t r a n s f o r m a t i o n  and the v o l u m e  of £ 7 = 1 , the n
Vol E,
n -1 n -1
,  I 'k + 1 ,  n . 2  , 3 2 , 2 n , ,
rk (a) V ö l  E v 2 * 1 *~ a  ^ n+1 1 a 1
k n -1
Therefore we p r o v e
T h e o r e m  2.
For a g i v e n  e l l i p s o i d  E ^ = ( J ^ 3 x ^ ) 3 k ~ 0 3 l3 ... the new e l ­
lipsoid E]< + 2 = (^]< + 2 3x k + l) of sm a H e s t  volume, w h i c h  s a t i s ­
fies Inclusion and C o n v e r g e n c e  P r i n c i p l e s  is given by (11) and 
(12) where the c o e f f i c i e n t s  y,o) and a are given b y  (19) and 
(20).
It is i n t e r e s t i n g  to note that T h e o r e m  2 states more ge-
1 1 neral result as for — < a < l 3 r(a)<l and als o  for - 1 <a< —  we
n —  3 n
have r(a)< 1 3 b u t  then the smallest e l l i p s o i d  c o n t a i n i n g  
H = { x \ a  x < B )  ' E ^  is E ^ 3 s o  then the C o n v e r g e n c e  Pri n c i p l e  is
violated. Fo r  a = ~ —  we h a v e  by (21) Vol E 7 =Vol E, . K h a c h i y a n
n k + 1 k
1 4 9
in [lO] c o n s t r u c t e d  + j for °i=0 w h i l e  from (21) one can see 
that to hav e  r^(a) as small as p o s s i b l e  and t h e r e f o r e  at least 
loca l l y  the h i g h e s t  speed of c o n v e r g e n c e  it is m u c h  be t t e r  to 
choose
a = m a x  dAx-^) (22)
i
and then we always have a>0. The rule (22) has p r o v e n  to be 
useful in c o m p u t a t i o n a l  p r a c t i c e  and the e l l i p s o i d s  o b t ained 
u nder such a rule are c a l l e d  d e e p - c u t  e l l i p s o i d s . Such a m o d i ­
fication was proposed b y  m a n y  authors e.g. [l5] and [l9] . The 
o ther m o d i f i c a t i o n s  we w i l l  disc u s s  in the next section.
3. M O D I F I C A T I O N S
The vo l u m e  of the ne w  e l l i p s o i d  can mad e  smaller
than the vo l u m e  of the d e e p - c u t  e l l i p s o i d  d e s c r i b e d  in p r e v i o u s  
section if we consider so c a l l e d  "range elli p s o i d "  shown in 
F i g . 3.
F i g .3 .
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If in (P) w e  have an e q u a l i t y
a x = ßj (23)
then one of p o s s i b l e  way to find a n u m e r i c a l  solution to (P) 
is to relax (23) to a range ineq u a l i t y
ß < a x < ß (24)
w h e r e  _ß = ß - e, ß = ß+e and e>0.
The algebraic d i s t a n c e s  fro m  x^ to the b o u n d i n g  h y p e r p l a n e s  of 
(24) are
a —
T —
a x^ - ß
l
and a =
a x-j^ -
, T _ 
a J-^a l■ T Ta J ka
F r o m  Theorems 2 and 1 we h a v e  that < a <1 and - 1 < a < —  and also
n —  —  n
we can require t h a t  if a < -1 then we c a n  a r b i t r a r i l y  set a =-l. 
For simplicity of notation w e  put a= a and n=-a. Then we m a y  
assume 0 <a<r\<_l.
The p a r a m e t e r s  y,u) and a of the r a n g e  ell i p s o i d  + ^ can
be derived in the complete similar w a y  as it have bee n  don e  for 
the deep-cut ellipsoid. The reader can v e r i f y  that for the range
ellinsoid
Y = QL+Xiji- 1 -a (25)
w here
to = (n (26)
and
a 2= n
n 2-l
{1
2 J 2 r ~ 2  tt “  rr~r rj_n +a + y^n -g , 2 + (1-T) ) (1-a )
2 2 (27)
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For n=1 we o b t a i n  (19) and (20). K ö n i g  and P a l l a s c h k e  in [l2] 
d e s cribe the o t h e r  method for c o m p u t i n g  n under the assu m p t i o n  
that F(P) is bounded.
The next m o d i f i c a t i o n  of the e l l i p s o i d  a l g o r i t h m  c o n sists  
in taking some n o n n e g a t i v e  c o m b i n a t i o n  of violated i n e q u a l i t i e s  
w h i c h  is c a l l e d  a surrogate c u t . E x a m p l e s  show that in some 
cases a s u r r o g a t e  cut is d e e p e r  than a cut o b t a i n e d  b y  (22).
For instance, (1) and (2) are v i o l a t e d  i n e q u alities at x^ and 
if the s u rrogate cut is a dot t e d  line in Fig. 1, t hen the c e n t r e  
of the next e l l i p s o i d  is a solution of (P) and the a l g o r i t h m  
m akes one i t e r a t i o n  less.
In general let A be a m a t r i x  w h o s e  columns are some subset 
of the a s for w h i c h  0 <a .<1 and let b be the c o r r e s p o n d i n g
'L
ve c t o r  of (3 . 's. The n  the inequality
'b
is maximized. T h i s  is a q u a d r a t i c  p r o g r a m m i n g  problem. If A 
has a full rank, then a is max i m i z e d  o v e r  all u not just 
n o n n e gative u 's by
see Goldfarb and Todd [9].
If u*>_0 then for u=u* (28) is deep e s t  surrogate cut. Solv i n g  a 
quadratic p r o g r a m m i n g  or c u m p u t i n g  u*b y  (29) may be c o m p u t a t i ­
o n a l l y  too expensive. T h erefore in p r a c t i c e  one s a t i s f i e s  with
T — T T t
u A x < u b ( 2 8 )
h olds for any x c. F(P) and u>0.
— -ZIf w e  denote a - A u  and 8=u b , then we w a n t  to choose u>0 so
that
a
T T ,-T t ,
u (A Xj^-b)
a
u* =( A TJ kA) 1 (ATx k ~b). ( 2 9 )
n e a r l y  deepest s u rrogate cut b y  c h o o s i n g  u = l , or u .=a .xh-$ .>0
“V  "b K, "V
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In [3] surrogate cuts are g e n e r a t e d  f r o m  all ine q u a l i t i e s  by  
an iterative p r o c e d u r e  w h i c h  c o m b i n e s  two ine q u a l i t i e s  at a 
t i m e .
4. P O L Y N O M I A L I T Y
Having all d a t a  in (P) integer w e  can compute so called 
length L of the input, i.e., the n u m b e r  of symbols +, -, 0, 1 
required to e n c o d e  the d a t a  of (P)
L = £ \tog |a. . |j + Z (log\^\ + jlog mj + (log nj +
l<i<m ^ l<i<m
1 <g <n ß ./0
a . 0
I'd
+ 2mn + 2m +4 (30)
w h e r e  Lxj m eans the g r e a t e s t  integer less or equal x and all 
logarithms are o n  the b a s e  2. In (30) we assume that all i n t e ­
gers m, n and t h e  entries of A and b are encoded in some s p e ­
cified order, s e parated b y  sign bits. In this section we show 
that the a l g o r i t h m  r e q uires at m o s t  6 n ( n + 1 )L i t e r a t i o n  to find 
a solution to (P) or to s h o w  that F ( P ) = 0
We will a s s u m e  that e x a c t  a r i t h m e t i c  is used. In [10] 
Khachiyan has s h o w n  that since k < 6 n ( n + l ) L  then finite - p r e c i ­
sion ar i t h m e t i c s  wit h  23L b i t s  b e f o r e  the point and 38nL after 
suffice. We m a k e  this a s s u m p t i o n  for s i mplicity of p r e s e n t a ­
tion. We show t h a t  the f o l l o w i n g  i n c l u s i o n s  are true
S i a ^ r J  c  F(P) c S ( 0 , p) 3 (31 )
w here S ( a *3 r) d e n o t e s  the b all of r a d i u s  x c e n t e r e d  at a*. 
Fro m  (21) w e  have for "k=03 l,...
Vol E m
VoT~e 7
k
n
n - 1 
~~Y~
<
n + 1
- 1 / 2 (n + 1 ) (32)
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Suppose k > 2 n ( n + 1 ) l o g (p/r). Then, a s s u m i n g  the a l g o r i t h m  c o n t i ­
nues this far, the volume of E ^ w i l l  hav e  shrank to less than 
(Tig) time the vo l u m e  of S ( 0 3 p) and t h erefore ca n n o t  contain 
the ball of radius t . But from (31) w e  have that the sequence 
of e l l i p s o i d s  satisfies
S(a*j t ) C  F(P) c  E k for an y  k
This c o n t r a d i c t i o n  proves that the a l g o r i t h m  m ust t e r m i ­
nate w i t h  x-^GF(P) for some k<2n (n + 1 ) log (p / x ) . Hence if p and t 
are regarded as the part of the input of (P), or log(p/i) is 
polynomial in L, the nu m b e r  of i t e r a t i o n s  r e q uired is p o l y n o ­
mial .
First we w h o w  that if F(P)00, t h e n
F(P) 0  S ( 0 3 2L )00
£ is a solution of ( P ) . In m a t r i x
T
A x<b and then b y  C r a mer's rule
A d\ is less or e qual the p r o d u c t  
and n e x t  b y  (30).
So || a: || £  2L . Clearly, however, F(P) nee d  not c o n t a i n  a ball 
of any p o s itive radius. Thus K h a c h i y a n  [lO] p e r t u r b e d  (P) to 
obtain a sy s t e m
( P ') 2L a.x < 2 L §. + 1 3 i = l , . . . 3 m
and then proved that F(P)00 if and o n l y  if F(P')jt0. O b v i o u s l y  
F(P) C  F(P'). He also showed in [lO] h o w  a solution to (P) c a n  
be obtained in p o l y n o m i a l  time from a solution to ( P ’).
and th e r e f o r e  ||a:||<_ 2 w h e r e  
n o t ations w e  can w r i t e  (P) as
det A \det A
1 -  1 det A 1 -
By Hadamard's i n e q u a l i t y  |det 
of norms of all c o l u m n s  of A .
\x . I < —  2 L < -  2L
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The reason for c o n s i d e r i n g  (P') is that if (P) h a s  a
feasible solution, say x, t h e n  S(x, l/max\\2 a .\\) is c o n tained
L ^in F(P'). Since II £  2 , w e  obtain
S(x ,2~2L) C  F ( P ’)
if xc.F(P). T h e r e f o r e  if F(P)/0, then
S ( x , 2 ~ 2 L ) C  F ( P ’) 0 S ( 0 , 2 L ) C. S (0 3 2L ) (33)
To w r i t e  (P') w e  need at m o s t  (m(n+l)+l)L bits and h e n c e  the 
nu m b e r  of bits is p o l y n o m i a l  in L. If we apply the a l g o r i t h m  
to ( P ’) then b y  (33) t  = 2 2L and p=2 2 .
Since
k < 2 n ( n + l ) l o g p / T = 6 n ( n + l )L (34)
the r e f o r e  if the a l g o r i t h m  fails to t e r minate after 6 n(n+l)L 
iterations, w e  c a n  conclude that F(P)=0. We state t h i s  result 
in the from of
T h e o r e m  3.
The e l l i p s o i d  a l g o r i t h m  requires at most 6 n ( n + l ) L  i tera­
tions to find a solution to (P) or to det e r m i n e  t h a t  F(P)=0.
5. SOLV I N G  LP P R O B L E M S
In this sect i o n  we d e s c r i b e  three methods of t r a n s f o r m i n g  
a g iven linear p r o g r a m m i n g  p r o b l e m
(LP) v (LP) = m a x { c Tx \ A Tx<b j x>_0}
into a system o r  systems of linear inequalities. N e x t  we show 
h o w  the radius p of the i n i t i a l  e l l i p s o i d  can be e s t i m a t e d  for 
LP problems since, as a rule, for LP p r o b l e m s  t aken f r o m  prac-
1 5 5  -
tice we can provide much better estimation of p than 2 given 
in the previous section. We will assume that A is an mxn matrix.
5.1 Primal - dual Formulation
The dual problem to (LP) is
(D) v(D)— min{b^y\Ay>_e3 y^ _0]
By duality theorem solving (LP) is equivalent to solving a sys­
tem (P) of m=2(m+n)+l inequalities in Rn, where n=m+n
(P) ATx < b
-x <_ 0
-Ay < -a
-y < 0
T T—c x + b y < 0
So solving (P) we have an optimal primal and dual solutions.
From a practical viewpoint, there are several disadvanta­
ges to this approach. First, the high dimensionality slows
convergence. Second, as the all solutions to (P) lie in the
T T Yihyperplane o x=b y3 the volume of the solution set in R
equals to zero and therefore some perturbation of the right
hand sides in (P) is necessary. Third, if F(P)=0, then it is
not clear whether (LP) is infeasible or unbounded.
Some of these difficulties can be mitigated if we note
that, except for its final constraint, (P) separates into two
subsystems. Thus if no cut is based on the last constraint,
the matrix J  ^defining the ellipsoid E  ^ separates into two
blocks and only one block is updated in each iteration. It
seems reasonable to base cuts only on primal constraints until
the primal feasibility is reached, and then only on dual
constraint until the dual feasibility is reached.
The two remaining approaches are based upon systems of 
linear inequalities of the form
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(P) ATx < b
-x < 0 (35)
T-a x <_ -£
for various values of parameter t;. These methods do not pro­
duce optimal dual solutions.
5.2 Bisection Method
In this method first we find by the ellipsoid algorithm
a primal feasible solution, i.e., solution to the system
T TA x<b3 -x<0. If x£ is such a solution, then £=o x  ^ is a lower
bound on v(PL). If there is no solution we terminate F(PL)=0. 
If F(PL) is bounded, and E was constructed in such a way that 
F(PL) C Eq (see the end of this section), the upper bound on 
v(PL) can be computed as
t r~T 1C = a x^ + si a J^o
Unboundedness of F(PL) can be detected by solving the system
of dual constraints -Ay <_ -o, -y < 0. Having and c, we put
z.=l/2(tt+Z) in (35) and solve it. There are two possibilities:
i) The system (35) is feasible, i.e., xv solves (35), rj\ K- ~']P
p>_l3 then we put _^ =c compute new  ^ and again solve (35)
by the ellipsoid method.
ii) If the system (35) is inconsistent then we backtrack 
to ellipsoid E-^ and put C = C compute new £ and solve again (35) 
for this new value of C- Computations are terminated when £ 
and C are sufficiently close.
It is easy to see that the backtrackings is the main disadvan­
tage of such an approach. Avoiding such backtrackings leads 
to the final method that wé shall consider.
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5.3 Sliding Objective Function Method
As before we assume without loss of generality that
Tx-^ GF(PL) and that F(PL) is bounded. Then £=o x  ^ in (35) and
T T-a x < -a X,— k
is a valid cut with a=0 for the construction of E^+ . A possib­
le improvement of this method consists in finding as large as 
possible 5>0 such that x=x^+&s is a feasible point of F(PL), 
where s is an ascent direction e.g. s=c or s=J-^ c. So we have
Ta .x < (3 .  ^= 7 . . ... 77v — i
and
x=x-^  + 6s>_0
A solution to the above system is given by
6 min
i
&r aixk
Ta .s%
6>0 j x, -&s>0 k —
This method is probably the most efficient for practical 
implementation. It always considers feasible systems (35) and 
never backtracks. Computations can be terminated when for given
e>0
T fc (x^ Jk°
, T  To JkeJ
T f~T ' To (x-^  + ös) = \]c Jkc - So s <_ £
5.4 An Estimation of p
In many LP problems taken from practice the bounds 0<x<d
are given or can be easily derived from Ax<b. Therefore we can
2take x =-7)d as a good starting point for the ellipsoid algorithm
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and p = dJn/2. Another possibility is if
Tfrom a .x < ß . we have% — %
a . .>0 for all j then
to­
ri
l
0 =  1
2 2 a . .x .
tO 0
and
R  7p 1 T ^ r e . / a . /
In many practical LP problems we know that F(PL}00 and 
therefore F(P)00. Then we can choose p in such a way that the 
biggest algebraic distance a<1, In this approach if
for some iteration number k we obtain a>1 then we cannot say 
according to Theorem 1 that F(P)-0. This only means that our 
choice of p is not good for all iterations and we have to in­
crease E to have again a<1. Computational experiments show 
that such an approach is probably the most efficient (see 
Waluk and Walukiewicz [’iß] ).
6. COMPUTATIONAL RESULTS
The main question for computational experiments with the 
ellipsoid algorithm can be formulated in the form: Could the 
ellipsoid algorithm compete with the simplex method? These 
experiments can be divided into two groups: experiments with 
"typical" large linear programming problems taken from practice 
(e.g. energy models) and experiments with pathological in some 
sense linear programming problems.
Probably the most representative work for the first group 
is the paper [7] by Gill et al. They consider some known linear 
programming problems stated in the form
159 -
(P) x <_ t + 8t
b7-5by < Ax < b +8b L i — — u u
1-81 <_ x <_ u + 8u
where all perturbations are positive vector and are rather 
substantial (about 5%). For all such problems F(P)00. They 
point out that a vital difference between the simplex method 
and the ellipsoid algorithm consists in the workspace required. 
Namely in large LP problems a matrix A is sparse and such a 
sparsity can be kept in each iteration without any loss of ac­
curacy of the simplex method. Unfortunately, in the ellipsoid 
method, even when J is a diagonal matrix, J  ^or becomes 
rapidly dense.
So far this drawback can be ruled out only partially. For_ 2simplicity of notation we write «7^ =0 and Q^=oQ^. Then by 
(12) we can write + j in so called summation form
- a2p2pl ~ - <36)
Twhere k=l3 23 ...
Similarly + j can be expressed in so called product form 
(see (13)).
= (I- h  (I-t-2«2p\> • • • (37)
So in each iteration only one new n-vector and one scalar are 
updated and this approach is practical only if k<n. Usually 
the number of iterations required to solve the system;
CP) aT.x <ß ,+e, i=l3...3m3 (38)'V *ls
where e is a given tolerance, is substantialy greater than n. 
Therefore using (36) or (37) one has to restart procedure af­
ter every l iterations (e.g. in [7], 1=20). The restart con-
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sists in substituting by the ball B^  with the center x^  
containing E^. Such a substitution violates Convergence Prin 
ciple since, in general, Vol B^>Vol E^_^. One of possible , 
approaches is to shrink B^  in such a way that Convergence 
Principle is satisfied. But then Inclusion Principle is vio­
lated and the ellipsoid algorithm is not an exact method in 
such a case. Also so called cycling strategy [7] , i.e., a
strategy when only the last l vectors or are kept in 
memory cannot, in general, guarantee the ellipsoid algorithm 
to be exact.
Bednarczuk in [l] constructed and solved some number of 
ill-conditioned linear programming problems stated in the 
form v(LP)=max{o x\Ax<b3 x>0} where A is an nxn matrix and
a
n
+ E
i = 2
1
i+1’
2
2 + 1 + i
3
2
n + 1
n
+ E
i = 2
1
i+n )
N1/2 1/2 1/ ( n + 1 )
A = 1/2 1/4 1/ ( n+2)
1/ ( n + 1 ) 1/ ( n + 2 ) ... 1/ ( n+n) .
n
b = ( E 
■i=li+1
n
E
i = l
1
v +n) .
TThe optimal solution to this problem is (x*) =(1313 . ..31) and
Tthe optimal solution to its dual is (y*) =(23l3...3l).
It is easy to see that the constrained hyperplanes are 
almost parallel and, as a result one may expect numerical 
troubles when solving such problems by the simplex method. 
Even for n=5 the differences between the theoretical optimal 
solutions and ones obtained by the simplex method (MPSX on 
the IBM 360/50 computer) can be substantial as it is shown in 
Table 1.
I
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Table 1.
Primal solution Dual solution
X* Simplex method Ellipsoid
method
y* Simplex method Ellipsoid
method
1 0.9732 1.0000 2 1.9731 1.9983
1 1.3002 0.9905 1 1.3005 1.0130
1 0.0000 1.0517 1 0.0000 0.9678
1 2.2850 0.9154 1 2.2842 1.0306
1 0.4381 1.0437 1 0.4387 0.9901
It should be noted that all computations in both methods 
have been done with the same precision. If we arbitrarily al­
low 10% error than the simplex method gives the correct an­
swer for one primal and dual variable, while the ellipsoid 
method gives correct values for all variables. It is interes­
ting to note that for such pathological examples increasing 
the accuracy of computations in the simplex method does not 
reduce the above errors [l]. More results for such ill-condi­
tioned problems are given in [l8] .
Clausen in [5] presented an example for exponentiality 
of the simplex method which is some modification of the Klee- 
- Minty example [ll]. This example can be written in the form
Tv(PL)=max{a x\Ax<b 3 x>0} where
T tt.n-1 a =(h n-2 1 n-1
1 ~
2h P 1 0
A = 2h2 2P 2hp • • • •
2hn~1 n- P 1 ........1
bT ,, 2 n-1,(l>p,p , . . . ,p )
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In this formulation h and p are given parameters; in our ex-
Tperiments we use h=0.25 and p=5. The optimal solution (x*) =
(0 3 0 j , 0, pn_:Z ) is obtained by the simplex method after 2n
iterations.
In our experiments we use the sliding objective function 
formulation of the above problem. Results presented in Table 
2 (see also [l8]) show that the ellipsoid algorithm finds the 
optimal solution within the smaller number of iterations and 
in the shorter computer time. All these experiments have been 
done on MERA 400 minicomputer
Table 2.
Simplex method Ellipsoid algorithm
n Iteration
number
CPU time in sec. Iteration
number
CPU time in sea.
6 64 7 54 7
7 128 12 87 12
8 256 22 129 17
9 512 44 165 22
10 622 70 218 25
12 2528 240 242 55
In this experiment the tolerance e = 10 5 see(38). For 
n=10 and n=12 the iteration number is not equal 2n because 
of the cumulation of errors.
Charnes et al. in [4] show that the dual to Klee-Minty's 
problem can be solved in polynomial number of steps. They also 
show that Clausen's modification is free of this defect, but 
again it can be solved in polynomial number of iterations by 
so called interval programming [4]. But as they pointed out in 
[4], the above statements by no means invalidate the idea of 
Klee - Minty's example, namely, that the tilted unit hypercube 
has 2n extreme points and if one must start "at the bottom" 
then the primal simplex algorithm can take 0(2n) iterations to 
find the optimal solution.
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7. CONCLUDING REMARKS
Now, in a summary, we give a general description of the 
ellipsoid algorithm for solving (38). A given (LP) problem can 
be transformed to (38) by one of methods described in Section
5.
1. (Initialize) Set k=0 and choose the initial ellipsoid 
as described is Section 5.4.
2. (Terminate?) If x  ^ satisfies (38) accept it as an 
optimal solution within a required tolerance e and terminate
3. (Choose a cut). According to (22) choose a cut or 
construct a surrogate cut (Section 3) .
4. (Update) Compute x-f,< + 1, <7^ +2 o^r ®k + l^  ^Y (11) (36) or 
(37). Set k=k+l and return to Step 2.
When comparing the ellipsoid algorithm with the simplex 
method we have to keep in mind that we are comparing the gene­
ral method with the specific one. In fact, the ellipsoid al­
gorithm is an example of subgradient method see (Shor [17]) 
which generate a sequence of points convergent to
a solution of (P). The only one requirement in this method is 
that F(P) should be convex, therefore the relations describing 
F(P) may be nonlinear and nondifferentiable. So solving linear 
programming problem (LP) in Rn by the ellipsoid algorithm we 
compute Xjs + 2 by (H) ignoring the fact that the optimal so­
lution to (LP) is, in general, in a vertex of F(LP). This in­
formation is essential in the simplex method.
This is the main reason why, in general, the simplex method 
does much better than the ellipsoid algorithm. But it is at 
the same time the main reason why the simplex algorithm is 
inefficient in comparison with the ellipsoid algorithm in the 
case of ill - conditioned problems, problems with exponential 
number of extreme points [l8] and in the case of degenerate 
problems [l6].
Basing on Inclusion and Convergence Principles one can
71construct a sequence of balls in R in a completely similar 
way as it was done in Section 1 for ellipsoids case. Then in­
stead of (11) we will have
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T a ax, - p
xk + l =xk ~ X ---T--- a (39)a a
and this relation is valid for 0<\<2. For \=2, (39) gives 
Motzkin and Schoenberg's relaxation method [14] for solving 
system of linear inequalities. It is easy to see that the con­
vergence of the ball method is slower then the ellipsoid one 
and Goffin [8] demonstrates that an exponential in the data 
number of iterations may be required to solve (P) (see also 
Bland et al [2] ).
For both ellipsoid and ball method we have in general 
Ek f)F(P)C. Ek + 1 but Ek C\F(P)?Ek + 1 (40)
Levin in [l3] proposed a method of minimization of a convex
Ylfunction f over a bounded polyhedron P Q c. R in which we have 
equality in (40). The method produces a sequence of points 
{a^} and polytopes {P^ ,} by choosing xk as the center of gravity 
of Pk and
Fk*i= liepi ( i v  i  4 xk}
where gk is a subgradient of f at xk. Since f is convex, + j
contains all points x of for which f(x)<f(xk). As xk is the
gravity center of P^ then Vol Pk+^<(1-^)Vol Pk> so Convergence 
Principle is satisfied and set of candidates for the minimum of 
f is exactly equal
The main drawback of Levin's method is a difficulty of calcu-
Yllating the gravity center of a polytope in R when n>_3. So the 
ellipsoid method can be considered as a certain step in the 
development of subgradient methods.
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