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Abstract—In recent years, the interest in interpretable classifi-
cation models has grown. One of the proposed ways to improve
the interpretability of a rule-based classification model is to use
sets (unordered collections) of rules, instead of lists (ordered col-
lections) of rules. One of the problems associated with sets is that
multiple rules may cover a single instance, but predict different
classes for it, thus requiring a conflict resolution strategy. In
this work, we propose two algorithms capable of finding feature-
space regions inside which any created rule would be consistent
with the already existing rules, preventing inconsistencies from
arising. Our algorithms do not generate classification models,
but are instead meant to enhance algorithms that do so, such
as Learning Classifier Systems. Both algorithms are described
and analyzed exclusively from a theoretical perspective, since we
have not modified a model-generating algorithm to incorporate
our proposed solutions yet. This work presents the novelty of
using conflict avoidance strategies instead of conflict resolution
strategies.
Index Terms—Classification rules, Rule generation, Rules con-
sistency, Constraint handling
I. INTRODUCTION
Classification is one of the commonest tasks of Machine
Learning, concisely described in [1] as the generation of a
model that learns relations between predictive features and
target features. This learning occurs by adjusting the internal
parameters of the model.
In recent years, the interest in interpretable classification
models has grown, partly due to regulations such as the
General Data Protection Regulation (commonly known as
GDPR), that created a “right to explanation”, a regulation
“whereby a user can ask for an explanation of an algorithmic
decision that significantly affects them” [2].
Even though interpretability, in the context of classification
models, is not an objectively and consistently defined con-
cept [3], it is reasonable to say that some types of classification
models are inherently more interpretable than others; a Deci-
sion Tree [4], for instance, can be said to be more interpretable
than a Deep Neural Network [5].
It is generally accepted that rule-based classifiers are among
the most interpretable [6]. The training phase of such classi-
fiers usually consist in creating and tuning a list of classifica-
tion rules. A classification rule usually has two components, its
antecedent and its consequent. The antecedent is a collection
Fig. 1. Simple Classification Rule
of tests over feature values, and the consequent is the label1
that will be assigned to the dataset instance which will be
classified, if it passes all the antecedent’s tests. A simple
classification rule is exemplified in Figure 1.
The interpretability of a rule-based classification model is
frequently measured by its size, i.e. the number of rules in the
model and/or the number of features tested by the rules [6].
Therefore, many algorithms that generate interpretable classi-
fication models try to minimize the model size.
In [1], however, the authors propose an alternative way
of improving the interpretability of a rule-based classification
model, using sets (unordered collections) of rules, instead of
lists (ordered collections).
If a classifier employs a list of rules, then its n-th rule
cannot be correctly interpreted alone, because an instance that
is covered by it may also be covered by a previous rule; the
actual class predicted by the classifier would be the one of
the previous rule. Using, instead, a set of rules allows the
user to analyze the rules individually, making the model more
interpretable.
However, using a set of rules may create conflicts when mul-
tiple rules (with different consequents) cover the same dataset
instance. The authors of [1] discuss two conflict resolution
strategies, allowing the classifier to function properly even if
it contains multiple rules that contradict each other.
In this work, we propose two algorithms capable of finding
sets of feature-space regions such that any rule created within
those regions will always be consistent with R. In this context,
a rule r1 is said to be consistent with a rule r2 if their
consequents are identical or if there is no intersection between
their antecedents, i.e. it is not possible to create an object that
would be covered by rules that predict different labels. A set of
rules is said to be consistent if each rule of the set is consistent
with each other.
1Or set of labels, in multi-label classification.
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By only creating consistent rules, one avoids the problem
of conflicting predictions entirely, hence improving the inter-
pretability of the classification model.
The proposed algorithms do not generate classification
models by themselves, instead they are meant to enhance
algorithms that do so. They can be used, for instance, during
the initialization and mutation phases of a genetic algorithm.
Since no model is directly generated, our algorithms can
only be evaluated by modifying an existing model-building
algorithm to use one of the methods, then measuring the
relative change on the induced models. The two algorithms
themselves are independent of the metrics chosen.
It is interesting to note that our algorithms are not sensitive
to the type of the consequent of the rules, as long as they
can be tested for equality. This means that they can be
used to supplement algorithms that generate any kind of
rule format2, since inconsistencies between rules arise from
overlaps between the rules’ antecedents.
The remainder of this work is organized as follows: in
Section II we discuss related works; in Section III we present
two algorithms to aid the creation of consistent rules, and
analyze their properties; in Section IV we discuss future works
and present our conclusions.
II. RELATED WORKS
The concept of interpretability has been a point of con-
tention in Artificial Intelligence (AI) literature. There are many
different views on what constitute an interpretable classifica-
tion model, how to measure interpretability, and whether it
is necessary to, or even worth to, sacrifice predictive power
of a classifier in favor of its interpretability. Some authors
have proposed mechanisms to improve the interpretability of
black-box models [7], while other have focused on transparent
rule-based models, such as Learning Classifier Systems [8]. In
this section, we will discuss some of the works which have
focused on algorithms that generate rule-based models, and
why interpretability is important.
In [9] and [10] the authors argue that AI models do not
usually operate in a vacuum, they interact with humans, and
that various types of Human-AI interactions may benefit from
an interpretable model.
In areas such as bioinformatics (protein function prediction,
gene function prediction, among others) it is important that the
classification model is interpretable, in order to make it pos-
sible for its users to validate it [11]. In medical and financial
applications, understanding a computer-induced model is often
a prerequisite for users to trust the model’s predictions [6].
Considering that rule-based classification models are in-
herently transparent, thus interpretable, many algorithms that
generate interpretable models have been published (see the
discussion of transparency in [3]).
The Decision Tree algorithm C4.5 [12], for instance, gener-
ates models that can be interpreted as easily as a flowchart. It
also employs a pruning strategy that improves simultaneously
2 Such as hierarchical multi-label or flat single-label rules.
the interpretability of the model, by reducing its size, and its
predictive power, by reducing overfitting.
In [13], the authors modified the algorithm C4.5 to handle
multi-label classification. One of the most interesting parts
of their work, from an interpretability perspective, was the
generation of a set of rules from the decision tree. This process
of “splitting” a decision tree into a set of rules is one of the
few processes that we know of that can generate a consistent
set of rules.
In [14], the authors propose an algorithm based on Pre-
dictive Clustering Trees (PCTs) [15] to perform hierarchical
multi-label classification using a single, global model. PCT-
based algorithms see decision trees as hierarchies of clus-
ters and as such, during the model training phase, they try
to minimize intra-cluster variance. The proposed algorithm,
called Clus-HMC, was later modified in [16] to handle class
hierarchies organized as Directed Acyclic Graphs (DAGs), and
used in [17] to generate a collection of trees which build an
ensemble.
In [18], the authors propose an evolutionary algorithm to
generate interpretable fuzzy classification rules by using the
Pittsburg approach, in which each individual of the population
represents a complete classifier. The fittest selection mecha-
nism used was the multi-objective algorithm NSGA-2 [19],
and the functions being optimized were accuracy, number of
rules, and length of rules. The authors also discuss the issue
of interpretability of fuzzy classification rules and strategies
to improve it, such as merging similar fuzzy sets.
In [20], the authors propose a Genetic Algorithm (GA)
to generate interpretable traditional (non-fuzzy) classification
rules. The algorithm, called HMC-GA, is the only GA-based
method in the literature that is capable of building a global
hierarchical multi-label classification model [21].
In [22], the authors propose the first ant colony-based
classification algorithm, called Ant-Miner. It generates lists
of classification rules, and had, in its original version, the
limitation of only handling categorical features. Ant-Miner
was used as a base for many algorithms, such as Multi-Label
Ant-Miner (MuLAM) [23], which generates flat (i.e. non-
hierarchical) multi-label classification rules; cAnt-Miner [24],
which removed the restriction of using only categorical fea-
tures; h-Ant-Miner [25], which generates hierarchical single-
label classification rules; and hm-Ant-Miner [11], which gen-
erates hierarchical multi-label classification rules.
In [26], the authors propose a new sequential covering
strategy for cAnt-Miner, in an algorithm called cAnt-Minerpb.
This algorithm was later enhanced to generate sets (unordered
collections) of rules in an algorithm called Unordered cAnt-
Minerpb [1]. The authors of Unordered cAnt-Minerpb argue
that a set of rules is more interpretable than a list (ordered
collection) of rules. They also propose a new interpretability
metric, called Prediction-Explanation Size, that accounts for
the inter-dependency of rules in lists.
The sets of rules generated by Unordered cAnt-Minerpb
could contain inconsistent rules, i.e. multiple rules that cover
the same dataset instance but predict different classes for
it. The authors discuss mechanisms to resolve such conflicts
when they arise (i.e. when making a prediction), such as using
the rule with the highest quality, or aggregating the predictions
of the conflicting rules and selecting the most common label
in the aggregation.
The idea that sets of rules are more interpretable than lists
of rules, and the fact that there are, as far as we are aware,
no mechanisms to prevent the generation of inconsistent rules,
motivated us to research and develop the algorithms described
in Section III.
III. PROPOSED ALGORITHMS
We propose two algorithms to solve the problem of adding
a new rule to an existing set of consistent rules, creating an
expanded rule set that is still consistent. More specifically, the
algorithms find feature-space regions in which rules can be
created while being consistent with an already existing set of
rules; the actual creation of the rules inside such regions is
not within the scope of the methods.
There is a important distinction between identifying if a
new rule is consistent with an existing collection of rules and
creating a new rule that is consistent with an existing collection
of rules; the first task, analogous to determining if a cake tastes
good, is trivial; the second task, analogous to baking a good
cake, is far more complex. The algorithms we propose are
meant to guide the execution of the later task.
To the best of our knowledge, both algorithms, and the
conflict avoidance approach they employ, are new to the
literature. We refer to these algorithms as Constrained Feature-
Space Greedy Search (CFSGS) and Constrained Feature-Space
Box-Enlargement (CFSBE). We present them, respectively, in
Section III-A and Section III-B.
Whenever we refer to a rule, unless stated otherwise, we
will be referring only to its antecedent. The case in which rules
have the same consequent but different antecedents, hence are
consistent with each other, will be discussed in Section III-D.
We will assume that all predictive features are continuous.
Both algorithms can handle categorical features, but explaining
them exclusively in terms of continuous features allows a bet-
ter visualization and explanation. We will discuss the treatment
of categorical features in Section III-C.
In order to simplify the explanation of both algorithms we
will use the convention that rules have exactly one feature
test for each predictive feature and have the format shown in
Equation 1, where testi denotes the i-th test of the rule, i.e.
the test over the i-th feature, and |f | denotes the number of
features in the dataset. We will also use the convention that
feature tests have the format shown in Equation 2, where fi
denotes the value of the i-th feature of the dataset instance
being tested, and test.lower and test.upper are, respectively,
the lower and upper bound values of the test.
rule := test1 ∧ test2 ∧ · · · ∧ test|f | (1)
test := test.lower ≤ fi < test.upper (2)
Fig. 2. Classification rules in 2D feature-space
It is important to observe that the lower bound of a test
is inclusive, but the upper bound is exclusive. This definition
prevents inconsistencies when two tests from different rules
“touch” each other, i.e. the upper bound of the i-th test from a
rule has the same value as the lower bound of the i-th test from
another rule. To exemplify this, consider the rules described
in Equations 3 and 4. If we use an inclusive upper bound, a
person with age = 10 will be covered by both rules, which
will make the rules inconsistent with each other.
rule1 = IF 0 ≤ age < 10 THEN class = child (3)
rule2 = IF 10 ≤ age < 99 THEN class = adult (4)
Both algorithms can be more easily explained if we use
a geometric interpretation, that is, by viewing the antecedent
of a classification rule as an |f |-dimensional hyperrectangle,
being f the set of features of the dataset.
Figure 2 shows what three classification rules, represented
as colored rectangles, and seven dataset instances, represented
as black dots, could look like in a classification problem with
two predictive features, f1 and f2.
Considering that the grid squares in Figure 2 have unitary
length, the antecedent of the rules depicted in the figure can
be formally described by Equations 5, 6 and 7.
rule1 =
{
test1 = 2 ≤ f1 < 5
test2 = 5 ≤ f2 < 9
(5)
rule2 =
{
test1 = 6.5 ≤ f1 < 8.5
test2 = 5 ≤ f2 < 7
(6)
rule3 =
{
test1 = 1 ≤ f1 < 9
test2 = 1 ≤ f2 < 3
(7)
The premise of the two proposed algorithms is that if we can
find a region of the feature-space that is not covered by any
rule, we could create a rule inside such region. The new rule
would be consistent with the already existing rules, because
no dataset instance could be simultaneously covered by more
than one rule.
A. Constrained Feature-Space Greedy Search
Since the region covered by a rule is the region described
by the conjunction of its tests, the region not covered by it
can be described by the the disjunction of the negation of its
tests, as we can see in Equations 8 and 9.
rule = test1 ∧ · · · ∧ testn (8)
¬rule = ¬(test1 ∧ · · · ∧ testn)
¬rule = (¬test1) ∨ · · · ∨ (¬testn)
testi = loweri ≤ fi < upperi (9)
testi = (loweri ≤ fi) ∧ (fi < upperi)
¬testi = ¬((loweri ≤ fi) ∧ (fi < upperi))
¬testi = ¬(loweri ≤ fi) ∨ ¬(fi < upperi)
¬testi = (loweri > fi) ∨ (fi ≥ upperi)
¬testi = (fi < loweri) ∨ (fi ≥ upperi)
Negating the tests of r1, for instance, results in four inequal-
ities (or constraints), each describing a region not covered by
the rule:
• f1 < 2 , the region to the left of the yellow rectangle
• f1 ≥ 5 , the region to the right of the yellow rectangle
• f2 < 5 , the region below the yellow rectangle
• f2 ≥ 9 , the region above the yellow rectangle
In Constrained Feature-Space Greedy Search (CFSGS), we
create a collection C with the constraints generated by the
negation of all the tests from all the rules, with Ci,j denoting
the j-th inequality generated from the i-th rule. The constraints
generated from the negation of the tests of r1, r2, and r3
are shown in Table II. As we assumed that all features are
continuous, the number of constraints generated per rule, nf ,
is equal to 2 · |f |. We discuss the relation between nf and
the data type of the features (categorical or continuous) in
Section III-C.
By using Algorithm 1 we can organize C into a Directed
Acyclic Graph (DAG). Doing so allows us to perform a
greedy search to find all subsets of C that contain exactly one
constraint from each rule and all constraints are simultaneously
satisfiable. Such subsets of C describe non-empty regions of
the feature-space that are not covered by any rule. The DAG
generated from the constraints of r1, r2, and r3 is shown in
Figure 3.
The objective of the search is to find consistent paths from
the root to a leaf node. A path is said to be consistent iff the
constraints represented by its nodes can all be simultaneously
satisfied, such as the one described in Equation 10. If adding a
node to the path currently being explored makes the constraints
unsatisfiable, the search algorithm backtracks and tries adding
another node.
TABLE I
CONSTRAINTS GENERATED FROM RULES
TABLE II
CONSTRAINTS GENERATED FROM RULES
Index in C Constraint Generated
C1,1 f1 < 2
C1,2 f1 ≥ 5
C1,3 f2 < 5
C1,4 f2 ≥ 9
C2,1 f1 < 6.5
C2,2 f1 ≥ 8.5
C2,3 f2 < 5
C2,4 f2 ≥ 7
C3,1 f1 < 1
C3,2 f1 ≥ 9
C3,3 f2 < 1
C3,4 f2 ≥ 3
Algorithm 1 CFSGS - DAG Build
Require:
Collection of constraints: C
Number of existing rules: nr
Number of constraints generated from a rule: nf (number of
categorical features plus 2 times the number of continuous
features)
Ensure:
The DAG G representing the constrained feature-space to be
explored
1: G ← New Directed Graph
2: G.E ← {} . The set of edges of G
3: G.V ← {root} . The set of vertices of G
4: for i ∈ {1, 2, . . . , nr} do
5: for j ∈ {1, 2, . . . , nf} do
6: G.V ← G.V ∪ {Ci,j}
7: if i > 1 then
8: for k ∈ {1, 2, . . . , nf} do
9: G.E ← G.E ∪ {(Ci−1,k, Ci,j)}
10: end for
11: end if
12: end for
13: end for
14: return G
root
C1,2 C1,3C1,1 C1,4
C2,1 C2,2 C2,3 C2,4
C3,1 C3,2 C3,3 C3,4
Fig. 3. Constraints as DAG
{C1,1, C2,1, C3,1} = (f1 < 2) ∧ (f1 < 6.5) ∧ (f1 < 1) (10)
= f1 < 1
We could fully explore the DAG to generate all consistent
paths, but since we only need one, we stop the search as soon
as the first one is found. It is important to observe that the order
in which the nodes within a level are explored determine the
order in which paths are found. If the nodes are explored in
a lexicographic order, e.g. C1,1 is explored before C1,2, the
first paths found will have a bias for the lower regions of the
first features (e.g. bottom left area in Figure 2). To remove
this bias, it suffices to explore the nodes of each level in a
random order.
The runtime complexity of building the DAG can be ex-
pressed in function of the number of existing rules nr and the
number of constraints generated per rule nf .
In Algorithm 1, line 7 is executed nr · nf times, due to
the two nested loops. Line 10 is executed nr · (nf − 1) · nf
times, since the conditional in line 8 decreases the number
of iterations by one. Considering the cost of line 7 to be a
constant k1, and the cost of the line 10 to be a constant k2,
the total cost of building the DAG is described by Equation 11.
T (nf , nr) = nr · nf · k1 + nr · (nf − 1) · nf · k2 (11)
T (nf , nr) ∈ O(n 2f · nr)
For the search algorithm, the worst-case scenario of having
no possible consistent paths would cause the exploration of
every path. Since creating a path is choosing an edge, out
of nf edges, repeated over nr levels of the graph, there are
exactly n nrf possible paths, leading to a complexity cost of
O(n nrf ).
The total computational cost of CFSGS is the sum of
building the DAG and exploring it, which makes the method
bounded by (O(n 2f · nr) + O(n nrf )) ∈ O(n nrf ). While
the algorithm is capable of finding all sub-regions where a
consistent rule could be created, this exponential complexity
cost makes it unsuitable for many applications.
B. Constrained Feature-Space Box-Enlargement
Extending the geometrical interpretation provided by CF-
SGS, we would like a way to guide the search through the
DAG such that the cost becomes polynomial in relation to
the number of features and rules. Constrained Feature-Space
Box-Enlargement’s central idea is that it is possible to leverage
information from the training dataset to visit only nodes that
lead to a possible consistent path to a leaf node.
Instead of searching the feature-space for suitable regions,
CFSBE starts from a point known not to be covered by
any rule, called a “seed”, and “enlarge” this point along the
different dimensions, creating a box that does not overlap with
any of the existing rules’ antecedents. A rule created inside
such box would also not overlap with the existing rules, so
they would be consistent, regardless of their consequent.
Fig. 4. CFSBE - Horizontal Axis First
Fig. 5. CFSBE - Horizontal Axis First
Searching for arbitrary non-covered points is equivalent to
searching for non-covered regions, being as computationally
expensive as CFSGS. However, if we keep track of which
dataset instances are not covered by any rules we may use
one of such instances as the seed. By using an associative
array structure to map which points are covered by which
rules, choosing a seed would have cost O(1), and updating
the structure on the insertion or removal of a rule would have
cost O(n), n being the number of instances in the training
dataset.
After selecting a non-covered point as seed, we must choose
the order in which the dimensions will be expanded. Consider
the point p1 in Figure 2; if we first enlarge it along the f1
dimension and f2 afterwards, we end up with the green region
shown in Figure 4. If, however, we start with f2, we end up
with the green region shown in Figure 5.
Once a seed point and a feature order is chosen, a degenerate
hyperrectangle (or box) is created around the point. The box
is then enlarged in each dimension according to the chosen
ordering.
To determine the limit of the expansion along each dimen-
sion, that is, the boundaries to which the box can grow without
overlapping with existing rules, it is necessary to check which
rules “intersect” with the box on the other dimensions.
To exemplify the need for checking for “intersections” on
dimensions that are not currently being expanded on, consider
the point p1 in Figure 2. Even though it is not covered by
any rule, it does pass the f2 feature test of the rule r1, i.e. it
“intersects” the rule r1 on the f2 dimension. If we create our
box around p1 and grow it along the f1 dimension, it would
eventually contain points that satisfy both tests of r1, i.e. there
would be an intersection between the box and r1.
The method used to safely grow a box in such a way that it
does not overlap with the boxes described by the antecedents
of a set of rules is presented in Algorithm 2.
Algorithm 2 Constrained Feature-Space Box-Enlargement
Require:
Set of non-overlapping rules R
Seed point x, not covered by any rule of R
Order of dimensions to expand Od (a permutation of
{1, 2, . . . , |Od|})
Ensure:
The box B covers a possible hyperrectangle containing x that
can not be further expanded, and does not intersect any rule of
R
1: B ← Degenerate rectangle with |Od| dimensions
2: for i ∈ Od do
3: Bi.lower ← xi
4: Bi.upper ← xi
5: end for
6: for d ∈ Od do
7: Bd.lower ← −∞
8: Bd.upper ← +∞
9: for r ∈ R do
10: if Intersects(B, r, d) then
11: if xd > rd.upper then
12: Bd.lower ← max(Bd.lower, rd.upper)
13: else . Meaning xd < rd.lower, otherwise x would
be covered by r
14: Bd.upper ← min(Bd.upper, rd.lower)
15: end if
16: end if
17: end for
18: end for
19: return B
20: function INTERSECTS(Box B, Rule r, Dimension to skip d)
21: NumDimensions← |r|
22: for i ∈ {1, 2, . . . , NumDimensions} \ d do
23: u← Bi.upper > ri.lower
24: l← Bi.lower < ri.upper
25: if ¬(u ∧ l) then
26: return False
27: end if
28: end for
29: return True
30: end function
It is worth noting that even though CFSBE cannot find all
suitable hyperrectangles, it can find all the arguably relevant
ones. Consider the dataset depicted in Figure 2, CFSGS could
find a region below the blue rectangle, while CFSBE cannot;
but since there are no instances there, it is arguable that the
rules created in such region would not be useful, as their
coverage would be zero and their predictive power could not be
measured on the dataset used to train the classification model.
CFSBE’s runtime complexity can be calculated in a straight-
forward manner. Let d be the number of dimensions (features)
in the dataset and r be the number of rules in the set of existing
rules. The innermost part of the algorithm, in lines 11 through
15, has a constant cost, k1, because they do not depend on
the values of d or r. The Intersects function has a loop that
executes at most d − 1 steps. The contents of this loop do
not depend on d nor r, therefore they also have a constant
cost, k2, hence the worst-case scenario for this function is
T1(d) = (d− 1) · k2.
Lines 1 through 4 perform the initialization of the degener-
ated rectangle, which occurs in a loop with d steps, each step
having constant cost k3. The rest of the algorithm is a trivial
nesting of loops, the first of which takes d steps, the second
r steps, and the third, inside the Intersects function, takes at
most d− 1 steps, as discussed previously.
The total cost of CFSBE is described as T2 in Equation 12.
There are three terms in this summation, the first being the
creation of the degenerated rectangle, the second the main al-
gorithm body, and the third value, n, comes from keeping track
of the available seeds, as discussed previously. Many algo-
rithms that generate rule-based classification models, however,
already have to create a mapping between dataset instances
and rules that cover them; Learning Classifier Systems, for
instance, may need such information to calculate the fitness
of the rules [20]. Therefore, in practice, the cost of CFSBE
could be considered as O(d2 · r).
T2(d, r, n) = d · k3 + d · r · T1(d) · k1 + n (12)
T2(d, r, n) ∈ O(d2 · r + n)
C. Tests Over Categorical Features
We explained both algorithms assuming that the dataset
contained only continuous features, but both algorithms can
be modified to handle categorical features. Since a feature
test over a categorical feature is simply an equality test, the
main difference for CFSGS is that during the creation of the
collection of constraints C, a single constraint is generated
for categorical features, instead of two, as we can see in
Equations 13 and 14. Consequently, the parameter nf of
Algorithm 1 equals to the number of categorical features plus
two times the number of continuous features.
rule1 =
{
test1 = 2 ≤ f1 < 5
test2 = f2 = yellow
(13)
C =

C1,1 = f1 < 2
C1,2 = f1 ≥ 5
C2,1 = f2 6= yellow
(14)
For CFSBE to handle categorical features, we must change
the data structure that represents the enlarging box. Instead of
being a simple associative array that maps feature indices to
continuous ranges, it must now map feature indices to either
sets of values, for categorical features, or continuous ranges,
for continuous features. Considering this difference, it is more
appropriate to call the Box a conflict-free “Region”.
Modifying the algorithm to check whether the Region and
a rule intersect along a dimension that represents a categorical
feature is rather simple, one only needs to check if the value
being tested by the rule is a member of the set of values
of the Region for that dimension. Similarly, adjusting the
Region’s values for a categorical dimension, in order to avoid
overlapping with a rule, equates to removing the value which
is tested by the rule from the set of values for that dimension.
D. Rules With Identical Consequents
We explained both algorithms using the simplification of
ignoring the case in which the created rule could overlap
with rules that already existed because they have the same
consequent. If the consequent of the rule that will be created
is known beforehand, then both CFSGS and CFSBE can be
modified to allow rules with the same consequent to overlap.
If, however, the consequent is not known beforehand, to
ensure that the the rule created inside the region found will be
consistent with the already existing rules, both CFSGS and
CFSBE must assume that the consequent will be different
from the consequents of the rules that already exist, i.e. that
rules cannot overlap. It is common for evolutionary algorithms
to generate the consequent of the rule in function of its
antecedent, e.g. [20], [22], [23]. In such cases, both our
algorithms will not allow intersections in the antecedents.
Remember that rules are inconsistent, and therefore require
a conflict resolution strategy, iff their antecedents overlap but
have different consequents, i.e. they predict different labels for
a single dataset instance. That means that if two rules have the
same consequent, then they are consistent, and don’t require
a conflict resolution strategy, even if they overlap.
For CFSGS that means that during the creation of C,
the collection of constraints, it is not necessary to generate
constraints from rules that have the same consequent as the
rule that will be created. Not generating constraints from a
rule allows the region found by CFSGS to overlap with such
rule.
For CFSBE, when enlarging the box, we can safely ignore
rules that have the same consequent as the rule that will be
created, again resulting in the possibility of overlaps. That can
be achieved by either changing line 22 to skip such rules, or
by simply removing them from the argument R.
IV. CONCLUSION AND FUTURE WORK
In this work we discussed the problem of generating sets of
rules without inconsistencies and proposed two algorithms to
solve this problem, called CFSGS and CFSBE.
CFSGS is able to search through the feature-space for any
region where the antecedent of a rule can be created without
creating inconsistencies with any existing rule. However, the
algorithm is computationally expensive.
The CFSBE algorithm, on the other hand, can only find
regions around dataset instances that are not covered by any
existing rule, but its computational cost is far more reasonable.
We argue that the non-covered dataset instance requirement of
CFSBE is not a hindering issue.
Neither algorithm is particularly useful by itself, since both
are meant to supplement algorithms that generate rule-based
classification models. In the future, we intend to modify a
Learning Classifier System to use CFSBE both during the
initial population creation and during the mutation phases,
in order to study its effects on the predictive power and
interpretability of the generated models, and whether it makes
the models more prone to overfitting.
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