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Abstract In this work, Cox processes and Convolu-
tional Neural Net classifiers (CNNs) are used to esti-
mate the number of instances of an object in an image.
Poisson processes are well suited to model events that
occur randomly in space, such as the location of objects
in an image or the enumeration of objects in a scene.
Doubly Stochastic Poisson (or Cox) processes offer in-
creased flexibility, but their computational complexity
and storage requirements do not easily scale with im-
age size, typically requiring O(n3) computation time
and O(n2) storage, where n is the number of pixels in
an image. To mitigate this problem we employ the Kro-
necker algebra, which takes advantage of direct prod-
uct structures. As the likelihood is non-Gaussian, the
Laplace approximation is used for inference, employ-
ing the conjugate gradient and Newton’s method. Our
approach has then close to linear performance, requir-
ing only O(n3/2) computation time and O(n) memory.
The proposed algorithm consists of selecting a subset
of bounding boxes in the image domain, and querying
them for the presence of the object of interest by run-
ning a pre-trained CNN classifier. The resulting obser-
vations are then aggregated and a posterior distribution
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over the intensity of a Cox process is computed. This in-
tensity function is summed-up, providing an estimator
of the number of instances of the object over the entire
image. Results are presented on simulated data and on
images from the publicly available MS COCO dataset.
We compare our counting results with the state-of-the-
art detection method, Faster RCNN, and demonstrate
superior performance.
Keywords Object Counting, Gaussian process, Cox
processes, Computer Vision, Bayesian inference.
1 Introduction
The task of counting objects of interest appears in nu-
merous applications, such as estimating the number of
vesicles or mitochondria in electron microscopy [29],
counting the number of animals in aerial images for
wildlife conservation [1], monitoring humans in surveil-
lance videos [25] [3], or for evaluating astronomical data
[49]. Even in applications where enumeration is not the
end goal, the object counts provide a high level feature
which could help better understand a scene. Moreover,
counting over sub-images allows for shallow localization
and even precise localization when the sub-images pro-
vide a fine-grained partition of the original image.This
work proposes to use object detection as the basis for
estimating counts. Faster RCNN [38], is among the best
algorithms for object detection on popular datasets like
Pascal VOC [9], ILSVRC [8] and MS COCO [24]. How-
ever, this algorithm still performs well under human
performances for the task of counting on datasets like
MS COCO.
Current object detection methods use either region
proposals [45] or sliding windows at multiple scales [10]
to generate the initial set of candidate bounding boxes.
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An object classifier is run on these proposed boxes, the
classification results are further refined by techniques
like greedy non-maximal suppression and bounding box
regression. Once the objects are detected accurately,
counting them is trivial. However, in practice the post
processing steps in object detection often require elab-
orate fine tuning and optimization. In contrast, in this
article, we reformulate the problem of counting as a
Bayesian estimation problem.
The simplest probabilistic models that describe the
position of instances of a given object within an im-
age are Poisson processes [19]. A (non uniform) Poisson
process is fully characterized by a positive function over
the image domain called an intensity. According to the
definition of a Poisson process, the sum of the intensity
over a sub-image provides the expected value as well
as the variance of the number of instances within this
sub-image. Specifically, the total number of instances of
the object in the image can be estimated by summing
the intensity over the whole image domain. In prac-
tice, the intensity is not available but can be estimated
from data, thus providing an algorithmic solution to the
counting problem.
One of the key issues, then, is the generation of the
data necessary for a good estimation of the intensity
function. How can this best be achieved? In this paper,
we propose to leverage recent advances in object classifi-
cation by running a CNN binary classifier for the object
of interest over a dense pixel grid. Despite the overall
good quality of the CNN output, visual inspection of
the resulting images shows that there are multiple re-
sponses per instance, that these “blobs” of responses
might be intersecting, of different sizes and corrupted
by noise such that the problem of estimating the inten-
sity from this data is not trivial. Note that a crude way
of estimating the count directly from the CNN detec-
tion output would be to detect the connected compo-
nents, or count the number of local maxima, but this
involves ad-hoc smoothing and thresholding of the clas-
sifier output, the parameters of which can only be com-
puted empirically; they also cannot be easily transferred
from one object type to the other or from one dataset
to another. Note that there exists many sophisticated
methods ([30], [32]) with efficient global regularization
that develop density estimates from saliency map. Our
work aims to provide an alternate approach to estimat-
ing this density map from the CNN detection output
using Cox modeling.
Since regularization is needed, we adopt a Bayesian
point of view. A positive function, called the intensity
is used to describe the expected number of instances of
an object within a surface element of the image domain.
We model the intensity as a random positive function.
A Gaussian Process (GP) [35] provides a random func-
tion, and a link function maps the GP into a proba-
bility distribution over intensities. This construction is
standard, dating back to the Cox process, introduced
by David R. Cox in 1955 [5]. However, the applications
are recent due to the relatively high computational bur-
den for computing the posterior and estimating the hy-
per parameters. These applications include reinsurance
pricing, portfolio optimization [7], and estimating crime
maps in Chicago [12]. The application to visual count-
ing is new to the best of our knowledge.
Inference with Cox processes is complicated since
there is no conjugated model. Instead, an approximate
method must be used, the simplest of which is the
Laplace method [27]. It consists in approximating the
posterior distribution over the GP with a GP. The pos-
terior mean is obtained by solving a convex minimiza-
tion problem using the Newton method. Still, this method
cannot be used directly because it scales poorly with the
dimension of the image. The same problem occurs in
GP classification [35] as well, where the computational
and storage costs are O(n3) and O(n2) respectively.
Saatçi [40] presents a technique for using Kronecker al-
gebra which makes the GP inference more tractable,
with O(n3/2) measurements and O(n) memory require-
ments without any loss of accuracy. This method re-
quires that the input locations remain on a lattice, but
this is not a limitation for computer vision applications
as this is a natural structure for images.
We make the following three contributions in this
work: First, we re-formulate the problem of visual count-
ing using Cox processes; second, we incorporate Kro-
necker algebra into this model for efficiency; and finally,
we present a tractable algorithm for the computation
of the posterior distribution that facilitates counting.
The remainder of this paper is organized as follows:
In section 2, we present a survey of the related work,
which is followed by a description of our algorithm and
methodology in section 3. Section 4 demonstrates the
performance of the proposed algorithm on real and sim-
ulated data, and section 5 concludes the paper.
2 Related Work in Visual Counting
A large body of work in object counting falls into three
categories, 1) counting by density estimation, 2) count-
ing by regression and 3) counting by detection.
Counting by density estimation: In this class of solu-
tions, the counting problem is reformulated as the task
of estimating an image density, the integral of which
provides the count of objects in the image. These meth-
ods [3], [18], [23], [11], [2] typically learn a mapping be-
tween local image features and object density, which al-
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lows the estimation of a density map for new unseen im-
ages. In [23], the density is a linear function of a feature
vector associated with each pixel, which is estimated by
minimizing a quadratic cost function. In contrast, the
work in [11] uses a regression random forest that learns
the mapping between image patch features and patch
density. The image density is then obtained by averag-
ing over patch-wise density predictions. Most of these
methods use domain-specific visual features based on
SIFT [26] and HOG [6] as these were proposed prior
to the widespread use of CNN features. The accuracy of
these methods depend significantly on the choice of im-
age features. [2] proposes an interactive counting strat-
egy where the framework learns from annotated regions
of the image and computes a density map for the non-
annotated regions in the same image, allowing the user
to inspect the results and refine the estimations. These
algorithms, having primarily been developed for crowd
analysis, are generally untested outside this domain.
Counting by regression: Here, the object count is es-
timated by mapping from a set of global features to the
integer counts, instead of estimating the count by inte-
grating a density function. In [20] blob size histograms
and edge orientations are used as features for estimat-
ing the number of pedestrians in an image. [28] and
[4] use edge features and texture information based on
grey-level transition probabilities in order to directly
estimate crowd density using neural nets. These ap-
proaches typically discard information about the loca-
tion of objects, using only the total count for learning.
Counting by detection: In this category of solutions,
it is assumed that there is a visual object detector that
is tuned to find individual instances of the object. Once
the instances are localized, counting becomes a trivial
task. Classification networks like Alexnet [21] and VG-
GNet [42] have the ability to classify images, but are
limited by the fact that they require a fixed-size input
image, which means that the image sub-regions should
be made to fit either via cropping or warping, leading
to distortion. SPP-Net [17] solved this problem by using
a convolutional feature map from the entire image and
then pooling features in arbitrary sub-regions of the im-
age to generate the fixed length representation required
in the later layers. The more recent YOLO [36] [37] re-
frames detection as a regression problem, using a sin-
gle convolutional network to predict a set of bounding
boxes and class probabilities. Faster-RCNN [38] built
up on their earlier work [15] [14] [17] for object detec-
tion with region proposal networks, and localize objects
with a mAP(mean average precision) of 42.7% on the
MS COCO dataset. When applied to counting birds in
the same dataset, Faster-RCNN is found to have a root
mean square error (RMSE) of 2 (see Table 2). The dis-
parity in this and the results obtained from the other
object types suggests there is scope for further improve-
ment.
In addition to the above categories, there have been
many recent interesting work in counting using Bayesian
modeling. Pham et al. [33] employs point process infer-
ence for large scale object detection and counting, while
in [13], a Bayesian marked point process is developed
to detect and count people in crowded scenes, leading
to an estimate of the count, location and pose of each
person in the scene. Point processes allow convenient
modeling and analysis of spatial data, the object con-
figuration and the interaction between objects. Marked
point processes extend point processes by adding spe-
cific marks that associate a parametric object to each
point. [22], [46] and [32] use models that allow the rep-
resentation of images in terms of simple geometric fea-
tures, with the goal of estimating counts.
CNN-based counting approaches offer powerful im-
provements over methods that rely on hand-crafted rep-
resentations [44]. Wang et al. [48] developed an end-to-
end CNN regression model for counting people in im-
ages of extremely dense crowds. Walach and Wolf [47]
learn a density map estimated directly from the input
image employing layered boosting and selective sam-
pling. Sindagi and Patel [43],on the other hand, use a
cascaded network of CNNs to jointly learn crowd count
classification and density map estimation in densely
crowded scenes. [41] propose a switching CNN that
leverages intra-image crowd density variation to im-
prove crowd count estimates. Rubio and Sastre [31] de-
veloped a Counting CNN where the network learns to
map the appearance of image patches to their object
density maps.
The proposed algorithm combines the benefits of
both counting detection and by density estimation ap-
proaches. We do not hand-craft the image features, but
instead use the pre-trained CNN classifiers to provide
our measurements. Lastly, since we compute a posterior
density over the entire image, it is possible to estimate
the count in image sub-regions by integrating the pos-
terior over that region.
3 Methods and Algorithms
3.1 Overview
The block diagram in Figure 1 provides an overview
of the process involved in estimating the number of in-
stances of the object of interest in an input image. First,
a set of bounding boxes is selected from the image, on
which we run a classifier. The classifier is trained to
classify each bounding box for the presence or absence
This is a pre-print of an article under revision at JMIV.













Image BBs y ĝ Count
Fig. 1 Block diagram for the counting work-flow.
of the object type that we are interested in enumer-
ating. The scaled classifier scores from this initial set
of bounding boxes are the measurements y used in the
sections that follow. In our Cox modeling, these ob-
servations y are functionally related to the intensity of
the Poisson process. (The details of this formulation
are described in sections 3.2 and 3.3, and the likelihood
model is elaborated in section 3.4). The posterior dis-
tribution given the observations y is expressed using
Bayes formula in section 3.5, and the posterior mean ĝ
is computed using Algorithms 1, 2 and 3 (as detailed
in sections 3.6 and 3.7). Finally, the integral of the pos-
terior mean ĝ is mapped using linear regression to find
the final estimated count.
3.2 A Brief Introduction to Cox Processes and
Gaussian Processes
Cox processes are also called Mixed Poisson Processes
or Doubly Stochastic Poisson Processes. A stochastic
process [39] X = {X(t), t ∈ T} is a collection of ran-
dom variables defined on a common probability space
(Ω,F ,P), where Ω is the sample space, F is a σ-algebra
of subsets of Ω, and P is a non-negative probability
measure on (Ω,F) with total mass P(Ω) = 1. For each
t in the set T , X(t) is a random variable that repre-
sents the state of the process at index t, and t is of-
ten interpreted as either time or space. The simplest
of stochastic processes is a Bernoulli process, which is
a sequence of independent and identically distributed
random variables, each of which can take a value of zero
or one based on probability p and 1− p respectively.
A Gaussian Process (GP) [35], on the other hand,
is defined as a collection of random variables, any fi-
nite number of which have a joint Gaussian distribu-
tion. A Gaussian Process can be written as, g(x) ∼
GP (ḡ(x), k(x, x′)), and is completely specified by its
mean function ḡ(x) and a positive definite kernel k(x, x′).
We say that g ∼ GP (ḡ, k) is a GP when for any col-
lection of points on the input space (x1, . . . , xn), the
vector of real numbers (g(x1), . . . , g(xn)) is distributed
as a multivariate Gaussian with mean ḡ and covariance
Σ, such that Σij = k(xi, xj). Recall that a positive def-
inite kernel is a function of two arguments such that the
matrix Σ is a covariance matrix. The marginalization
property of the GP follows directly from this specifi-
cation of the covariance matrix. This property means
that if the GP specifies (g(x1), g(x2)) ∼ N (ḡ, Σ), then
it must also specify g(x1) ∼ N (ḡ1, Σ11), where Σ11
is the relevant sub-matrix of Σ. Following the nota-
tion in Rasmussen and Williams [35], given a dataset
D of n observations, D = {(xi, yi)|i = 1, . . . , n} =
(X,y), we assume that the relationship between the
input data X and the target y is governed by a la-
tent GP function g(x) ∼ GP (ḡ, k), and p(y(x)|g(x))
is the observation model or the likelihood. In Gaus-
sian process regression, the goal is to find a predic-
tive distribution p(g∗|y,X,X∗) for any new test input
set X∗. In the standard GP regression formulation, the
observation model is Gaussian, which when combined
with a Gaussian prior gives rise to a Gaussian poste-
rior, and the posterior distribution remains analytically
tractable. However, for most other applications of Gaus-
sian Processes, including GP classification, the solution
is more demanding since the likelihood is typically non-
Gaussian.
Poisson Processes are stochastic processes for col-
lections of points on a domain, the number of points
in this collection being also random. A Poisson Process
is characterized by a rate or intensity function λ. If λ
is constant over the domain Ω, the process is said to
be stationary or homogeneous, and if λ(t) varies with
time or space, the process is inhomogeneous. In a dou-
bly stochastic process, the observed random variables
are modeled in two steps: in the first step, the ran-
dom variables are defined using a stochastic process
characterized by one or more parameters, and in the
second step, the parameters themselves are treated as
random variables. A Cox process, also known as a dou-
bly stochastic Poisson Process is a stochastic process
which is a generalization of a Poisson Process where
the time(or space)-dependent intensity λ(t) is itself a
stochastic process. In the case of a Gaussian Cox Pro-
cess, this intensity is obtained by mapping a Gaussian
Process to a positive function using a link function. Ex-
This is a pre-print of an article under revision at JMIV.
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amples of link functions include the square, the expo-
nential, the sigmoid, and the logit function. Conditional








where Poisson(u) stands for the Poisson distribution
with parameter u.
3.3 Problem Formulation
Let θ be a doubly stochastic Poisson Process (PP) with
intensity λ: θ ∼ PP (λ) over the domain Ω = [0, 1]d. In
our experiments, d = 2. The random intensity function
λ is obtained by mapping a Gaussian Process (GP) de-
fined over Ω to a positive function. Let g ∼ GP (ḡ, Σ),
where ḡ is a function Ω 7→ R, and Σ is a positive defi-
nite kernel over Ω×Ω. We define λ(.) = αφ(g(.)), where
φ is a function R 7→ R+. Examples include φ(g) = eg
and φ(g) = g2. α > 0 is a scaling factor that together
with ḡ and Σ control the expected number of counts in
the domain.
Consider now a finite grid D defined over the con-
tinuous domain Ω. Moreover, assume that D = D1 ×
. . . × Dd. That is, D is the cross product of d one-
dimensional grids. This is key to ensuring the scalabil-
ity of the model. An example for D when d = 2 entails
choosing the centers of the pixels of a digital image.
This grid is chosen such that measurements are taken
for each of the points inD, or a subset thereof. Notate n,
the size ofD, and ñ, with ñ ≤ n, the number of observed
measurements. The locations of the measurements are
x = (x1, . . . , xñ), where xm ∈ D. The measurements
themselves are notated y = (y1, . . . , yñ). There is no re-
striction on measurement type: these could be counts,
or real or vector valued measurements.
The posterior on g given the observations y is, using
the Bayes formula,
ln p(g|y) ∝ ln p(g) + ln p(y|g) (2)
3.4 The Forward Model
In order to define a probabilistic model for y given g, let
us define gm = g(xm) and λm = αφ(gm), 1 ≤ m ≤ ñ. In
the standard Cox process, the observation ym at xm is
a sample from a Poisson distribution with mean λm, for
1 ≤ m ≤ ñ. In visual counting however, ym is a number
in the range [0, 1]. It is the response of a classifier. More-
over, a single instance of an object typically generates
a large number of positive responses in a neighborhood
of this instance (examples are provided in Figure 5).
The number of positive responses depends on the size,
in pixel of these instances. A detailed modeling of this
process would require a hierarchical model and several
parameters. Instead, we opt for a simplified model in
which a high probability corresponds to the situation
where the observed value ym is close to the intensity
λm. We also want this likelihood function ln p(y|g) to
be concave so that its summation with the prior loga-
rithm ln p(g) results in a concave function with a unique
maximum. Eq. (3) below provides one such function,




for some p ∈ {1, 2, . . .}, and β > 0 Note that the case
p = 1 corresponds to a Normal distribution. The case
p = 2 is also interesting. In this case, p(ym|gm) has
a “plateau” centered at
√
ym. The size of the plateau
depends on β. This is the model that we use in our
experiments.










In other words, the observations are conditionally in-
dependent given the intensity, and the observation ym
depends on λ only through λm, the intensity at xm.
We also assume that ln p(ym|gm) is a concave function
of gm. This is the case for the traditional Cox process,
that is when ym is Poisson distributed with intensity
λm and φ(g) = g
2. This is also the case for the model
presented in Eq. (3).
3.5 The Posterior Distribution
The posterior on g given the observations y is,
ln p(g|y) ∝ ln p(g) + ln p(y|g)
Since in general p(y|g) is non-Gaussian, p(g|y) is
non-Gaussian, and thus cannot be computed analyti-
cally. Instead, following [12] and [35], we use a sophisti-
cated numerical method which provides a tractable ap-
proximation of the distribution of p(g|y). Specifically,
we use the Laplace method together with Kronecker al-
gebra and pre-conditioning to compute a Gaussian ap-
proximation of p(g|y). The posterior mean of g given y
is notated ĝ and the (n, n) posterior covariance matrix
of g is notated A.
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Let Φ(g) = ln p(g|y); in order to find the posterior
mean ĝ that maximizes the log posterior Φ(g), Laplace
approximation uses the second order Taylor series ex-
pansion of Φ(g) about the point g = ĝ,
Φ(g) ' Φ(ĝ) + 1
2
(g − ĝ)T∇∇Φ(ĝ)(g − ĝ) (5)
Note that the first order term in Eq. (5) is zero since
the gradient, ∇Φ(ĝ) = 0 at the maximum. Noting that
Eq. (5) is log-Gaussian, we get,
p(g|y) ≈ N (ĝ,−(∇∇Φ(ĝ))−1) = N (ĝ, A) (6)
Differentiating Φ(g) w.r.t. g provides
∇Φ(g) = −Σ−1(g − ḡ) +∇g ln p(y|g)
∇∇Φ(g) = −Σ−1 +∇∇g ln p(y|g)
= −Σ−1 −W
(7)
where W = −∇∇g ln p(y|g). The posterior covariance
is A = (Σ−1 + W )−1. Note that since ln p(ym|gm) is a
concave function of gm, W is semi-definite positive and
A is well defined. (See Section. 3.4 and Appendix 6.2)
In the Laplace method, ĝ is computed using New-
ton’s algorithm. Following [35], the Newton iteration for
the Laplace Approximation can be computed in the fol-
lowing manner which improves the numerical stability
of the algorithm:










I −W 1/2B−1W 1/2Σ
) [
Wg(t)+








where, B = I+W 1/2ΣW 1/2, a = b−W 1/2B−1W 1/2Σb,
b = Wg(t) +Σ−1ḡ +∇g ln p(y|g(t)).
Note that W is a non-negative diagonal matrix and
B is symmetric positive definite.
3.6 Tractability: Kronecker Algebra and Separable
Kernels
Solving Eq. (8) directly is not practical since it requires
manipulation of matrices of size (n, n). To tackle this,
we make use of covariance functions that can be decom-
posed as a product of separable functions over dimen-






where x(i) is the ith dimensional element of input x.
Such kernels are called tensor product kernels. Note
that it is a requirement of the method (see Algorithm
2 and 3) that the covariance kernel be decomposable as
a product. While this is not true of all tensor product
kernels, the number of compliant kernels is sufficiently
large that this does not present a serious limitation.
Examples include the exponential kernel, squared ex-
ponential kernel and the Matérn kernel (See [35] and
[40]). The squared exponential kernel can be decom-
posed as,

























The tensor product covariance function evaluated over






where Σi is the covariance matrix on each dimension
and represents the correlation between any two obser-
vations along that dimension. The d matrices are of
sizes (n1, n1) . . . (nd, nd), where ni is the size of Di and






Computing Eq. (12) efficiently requires the use the fol-












where the operator vec(X) is a column-wise stacking of
the square matrix X. We use the algorithm from Saatçi
[40] to compute this product, which is reproduced below
for completeness (Algorithm 1).
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Algorithm 1 Kronecker Vector Product
1: input: Σ1,Σ2,· · · ,Σd, a
2: for i← d to 1 do
3: S ← dim(Σi)
4: A← matrix(a, S, length(a)/S)




Note Σi is a ni × ni matrix and a is a n× 1 vector.
Line 3 assigns ni to S; Line 4 rewrites the vector a as
a matrix with S rows and length(a)/S columns.
3.7 Computation of the Posterior
We now incorporate the ideas presented in Section. 3.5
into the Newton’s method, for computational and stor-
age efficiency. In Newton iteration we need to evalu-
ate B−1. The Cholesky decomposition would require
O(n3) time and O(n2) storage. However, due to the
Kronecker structure of the covariance matrix Σ, the
Conjugate Gradient Method only requires O(dn d+1d )
time and O(dn 2d ) storage, which is also employed in
Flaxman et al. [12]. We now summarize the Conjugate
Gradient Algorithm 2 adapted for the Kronecker struc-
ture.
Algorithm 2 Kronecker Conjugate Gradient























8: x1← x0 + αd0







10: β ← (r1T r1) /(r0T r0)




15: until r0 is sufficiently close to 0
16: output: x1
Based on Algorithms 1 and 2, the Newton Iteration





in Eq. (8) in-
volves finding B−1 which is computationally expensive.
To overcome this, we set Bx = W 1/2Σb, and solve for
x using Algorithm 2, as shown below in line 6 of Algo-
rithm 3.
Algorithm 3 Kronecker Newton
1: input: Σ1,Σ2,· · · ,Σd, y1:M , lnp(y1:M |g)
2: g ← #   »0.5
3: repeat







ḡ +∇g ln p(y1:M |g)
6: Solve Bx = W 1/2(
⊗d
i=1Σi)b with Algorithm 2







3.8 Method of Moments for Kernel Parameter
Estimation
The traditional method for estimating the parameters
of the kernel involves using the method of maximum
likelihood, see [35]. However, this method is computa-
tionally expensive and requires a sophisticated numeri-
cal implementation. Instead, in the case of the squared
exponential kernel, we show that the Method of Mo-
ments (MoM) provides simple analytical expressions.
We notate the squared exponential kernel,
kSE(x, x







We assume that we observe m independent samples
from the prior distribution, each over a domain of size
n. Let Ni is the number of instances for sample i, for
1 ≤ i ≤ m. Let N̄ and sN be respectively the sample
mean and the sample standard deviation ofN1, . . . , Nm.








The derivation uses properties of the Poisson process
and is presented in Appendix 6.1. Simulation results
using MoM are provided in Section. 4.1 and Table. 1.
The same technique is used to find the parameters of
the kernel for the experiments on real image data, as
illustrated in Section. 4.2.
4 Experiments and Results
4.1 Simulation
In this section, we demonstrate our algorithm on sim-
ulated image data. First of all, we verify the method
of moments(MoM) described in section 3.8 for the es-
timation of the parameters of the squared exponential
kernel. We set a range of values for σ and l of the ker-
nel, and sample object instances using Cox processes
in 1000 images according to this prior. Specifically, we
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Table 1 MoM for prior parameters σ and l
l = 1.5 σ̂ mean(std) σ = 0.1 l̂ mean(std)
σ = 0.1 0.0999(0.0005) l = 0.5 0.8142(0.3386)
σ = 0.5 0.5002(0.0011) l = 1.0 0.9730(0.3554)
σ = 1.0 1.0002(0.0023) l = 1.5 1.4138(0.2966)
σ = 1.5 1.4997(0.0030) l = 2.0 1.9240(0.1960)
σ = 2.0 1.9995(0.0038) l = 3.0 2.8105(0.1925)
draw 1000 samples g from multivariate normal distribu-
tions characterized by the kernel, calculate the intensity
λ from g using the link function φ(g) = g2, and then
sample the number of instances Ni from a Poisson dis-
tribution. We repeat this process 100 times, estimating
l̂ and σ̂ in every iteration of 1000 images each. Table 1
shows the mean and standard deviation of l̂ and σ̂. In
the first column of the table, we fix the value for l = 1.5
and use different values for σ. The second column shows
the mean and standard deviation of the estimates of σ
corresponding to each σ value in the first column. Col-
umn 3 and 4 show similar results for the parameter
l. These results indicate that the method of moments
provide good estimates for the kernel parameters.
In order to simulate the computation of the pos-
terior intensity and the subsequent estimation of the
number of object instances, we generate images of size
(30 × 30) over which instances are assigned using the
following scheme:
– Sample according to a Poisson process over the im-
age domain with constant intensity λ = 5/(30× 30)
such that in average, 5 instances per image are sam-
pled.
– Set a bounding box centered at each object instance
with a random width and height ranging from 3 to
10.
– In real-world images, the positive responses gener-
ated by the CNN classifier are clustered in blob-like
structures as shown in the second column of Figure
5. To simulate this behavior, we generate object in-
stances over the bounding box using a Bernoulli dis-
tribution with probability p. Specifically, since each
instance generates multiple measurements, and in
order that the total intensity be close to the ex-
pected number of instances, we set each measure-
ment ym in the bounding box to ym = 1/(p ∗ N)
with probability p = 0.8 and ym = 0 with proba-
bility 1 − p = 0.2 (where N is the total number of
measurements in the bounding box.)








with parameters σ = 2.4 and l =
2 as the GP covariance function for this simulation.
The top image of Figure 2 shows a function drawn at
random from the GP prior, and the image below is the


















Fig. 2 (top) The prior function g drawn at random from a
GP with a squared exponential covariance function; the in-
put here is two dimensional, and (bottom) the corresponding
positive prior intensity, λ = αg2
Figure 3 shows results of one of the simulations. The
red triangles in each bounding box stands for the de-
tected instances of the object. Since the outline of the
object instance is usually not exactly a box, there are
some missed measurements in each bounding box gen-
erated randomly by a Bernoulli distribution. The mid-
dle image in Figure 3 shows the posterior intensity, the
black pixels indicate that the corresponding intensity of
those locations are close to 0. The rightmost image of
Figure 3 displays the posterior intensity in a 3D graph.
Note that Figure 3 demonstrates the situation where
some of the object instances partially overlap and this
overlapping is also reflected clearly in the posterior in-
tensity in the same figure.
We replicate this procedure two thousand times and
compute the total posterior intensity for each iteration.
A standard linear regression equation is then used to
model the relation between the total intensity and the
true number of instances. Note that a more sophisti-
cated forward model than the one described in section
This is a pre-print of an article under revision at JMIV.









Fig. 3 Simulation results: (left) A simulated input image with 8 object instances, some of them overlapping. The blue
rectangles show the bounding box annotations around the object. The red triangles in each bounding box stand for the
detected instances of the object; this simulates the classifier results as there are typically multiple hits per instance. (middle)
The posterior intensity computed by our algorithm and (right) The same posterior intensity as a 3D plot.







Fig. 4 Simulation Count result: The true count(x-axis) is
plotted against the count estimated(y-axis) by the proposed
algorithm over 2000 simulated images. (The number of object
instances per image varies from 1 to 10 in this simulation.)
3.4 would potentially allow to compute the number of
instances simply by integrating the estimated intensity.
However, this would likely be obtained at some non
negligible computation cost. According to the regres-
sion equation, we estimate the number of objects in
each simulated image. The results are presented in Fig-
ure 4, the horizontal axis indicates the actual number of
instances and the vertical axis is the estimated count.
This box plot shows that the median of the estimated
count is very close to the actual number of instances.
4.2 Application to Real Images
We now present the results of our algorithm on im-
ages from the MS COCO [24] dataset. In general, our
approach works for all categories of objects, provided
we have a classifier for that particular class. In this
section, we demonstrate our results on three classes of
objects from MS COCO dataset: “bird”, “motorcycle”
and “sheep”. These classes were specifically chosen due
to their datasets containing a satisfactory number of
images with multiple instances of the same object type.
In contrast, the “cat” or “table” datasets are predomi-
nantly comprised of solitary-instance images, and hence
are not particularly challenging for our algorithm. (See
the first column of Figure 5 for example images from
COCO dataset.)
We use the squared exponential kernel as the covari-
ance function for the GP prior, estimating the param-
eters σ and l using Eq. (15) derived in section 3.8. The
sample mean and standard deviation used in this equa-
tion are computed from data using the ground truth
bounding boxes annotations from COCO dataset. This
is done for each class separately. We use a 100 × 100
grid over the image for all of our experiments with MS
COCO. Specifically the grid dimension, d = 2, size of
the grid, n = n1 × n2 = 10000, and Σi is a matrix of
size 100 × 100. Note that the full covariance matrix Σ
would be of size 10000×10000, but we neither store nor
manipulate this large Σ directly, as explained in section
3.
We begin the classification process by dividing the




grid, where ∆tw and ∆th are the pixel distances be-
tween grid centers along the width and height of the
image respectively. Each point in the grid is the cen-
ter of the observation bounding box. We then observe
each grid center m at 5 different bounding box sizes
by running the classifier trained specifically for the ob-
ject category of interest over the set of bounding boxes.
If none of the bounding boxes contain the object in-
stance, we set the corresponding answer ym to 0. In
real-world images, the positive responses generated by
the CNN classifier are clustered in blob-like structures
as shown in the second column of Figure 5. Since each
instance generates multiple measurements, and in order
that the total intensity be close to the expected number
of instances, we scale the classification score to get the
This is a pre-print of an article under revision at JMIV.






































































(a) (b) (c) (d)
Fig. 5 Computation of the posterior intensity: (a) 3 sample images from the MS COCO dataset belonging to “bird” and
“sheep” class; (b) Classification results: the classification scores after running the CNN classifier on a 100× 100 grid, red and
blue values indicating high and low confidence respectively; the ground truth bounding boxes annotations are shown in yellow,
(c) the scaled classification results y and (d) their corresponding posterior mean intensity computed by our algorithm.
observations ym. If there is an instance detected at grid
location m, we set ym =
∆th×∆tw×s





100 are the grid distances, s is the classifi-
cation score, Mm ×Nm is the size of the bounding box
with the maximum classifier score and p is the percent-
age of boxes in the neighborhood for which the classifier
returns a true detection.
After we collect all the answers y, we compute the
posterior distribution using Algorithms 1, 2, and 3 from
section 3. The average run time of our posterior com-
putation algorithm implemented in MATLAB is 0.04
seconds on a CPU-only Intel Xeon desktop with 8 GB
RAM. This was measured on MS COCO dataset that
has a typical image size of 500× 500 pixels.
Figure 5 shows 2 sample images from the test dataset,
their ground truth bounding boxes in yellow, the an-
swers y from the classifier, and the posterior intensities
computed by our algorithm. In order to estimate the
final count, we calculate the integral of the posterior in-
tensity over the space of bounding boxes, which is then
fitted using linear regression. The results are shown in
Figure 6 and Table 2. The box plots in Figure 6 show
the true counts plotted against the estimated counts
computed by both Cox and Faster RCNN on the MS
COCO bird, sheep and motorcycle datasets. Our algo-
rithm is robust to overlap, crowding and occlusion, the
typical scenarios in which counting by detection fails.
The last row of Figure 5 shows a difficult overlapping
case for class type: “sheep”. As is evident from the last
column of Figure 5, our method can perform soft local-
ization as well if we post-process the posterior intensity,
for instance, by performing a non-maximal suppression
over the set of bounding boxes. We intend to explore
this framework for full localization in future work.
Table 2 details the root mean square error(RMSE)
between the true number of objects and the count es-
timated by Cox, Faster-RCNN and Faster-RCNN with
Regression. For the last baseline, we perform a linear
This is a pre-print of an article under revision at JMIV.





























































































































Fig. 6 Box plots that compare the counts estimated by Cox and Faster RCNN on images from MS COCO dataset. The
number of instances per image ranges from 1 to 14 for both “bird” and “motorcycle” class, while it goes up to 18 for “sheep”.
On each box, the central red horizontal mark indicates the median, and the bottom and top edges of the box indicate the 25th
and 75th percentiles, respectively. (a) The results on Cox with regression (b) RCNN count results of the same dataset.This is a pre-print f an articl  under revision at JMIV.
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regression on the final results of Faster-RCNN. These
numbers are shown in the same table, in the “Faster
RCNN Reg” row. For each category, we compute the
RMSE on bootstrap samples and report the mean and
standard deviation over all bootstrap iterations. The
number of object instances per image, k = [1, 14]; for
each bootstrap sample we also compute RMSE sepa-
rately for each k, find the mean per sample and finally
calculate the mean and variance over all iterations. The
result of these computations is shown in the last 3 rows
of Table 2. The lower error rate observed for Cox over
Faster RCNN in all cases suggests that our proposed
counting algorithm is promising.
Table 2 RMSE mean (std) for counting.
(The lowest error in each category shown in bold font.)
Method Bird Motorbike Sheep
Cox 1.85 (0.07) 1.13 (0.14) 1.44 (0.07)
Faster RCNN 2.00 (0.25) 1.37 (0.20) 2.06 (0.16)
Faster RCNN Reg 2.01 (0.17) 1.15 (0.14) 1.62 (0.11)
Cox k 2.33 (0.12) 1.86 (0.34) 1.84 (0.12)
Faster RCNN k 2.77 (0.29) 2.79 (0.42) 3.03(0.32)
Faster RCNN Reg k 2.53 (0.13) 1.99 (0.38) 2.04(0.22)
5 Conclusion and Future Work
We have presented a framework for estimating the num-
ber of instances of an object in an image, based on
Cox processes. Evaluation using both synthetic and real
data demonstrates empirically that our method scales
well and improves upon the state-of-the-art.
In addition to counting, our algorithm allows for soft
localization of objects. Since the location information is
retained in the posterior intensity, our approach can be
extended to precise object localization in the form of
tight bounding boxes around the object. In addition,
this work can be used as the basis for performing ob-
ject localization by counting, building upon the ideas
presented in [34] and [16]. These areas will be explored
further in the next phase of our research.
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6 Appendix
6.1 Method of Moments for Kernel Parameter
Estimation
Suppose the image domain is Ω with size |Ω| = a × b,
where a and b are respectively the number of rows and
columns of pixels in the image. LetN(Ω) be the number
of instances of the object within Ω. According to the





, where λ(s) =
αg2(s) and s is a Gaussian Process g ∼ GP (0,K) with,
K (s1, s2) = σ
2exp
{




Assume that we have m samples N1 (Ω) . . . Nm (Ω)
over the same domain Ω, or over domains of the same
size |Ω|. We can then use these samples together with
the method of moments to estimate the parameters of
the prior σ and l as follows. Note that,























V [N (Ω)] = V [E [N (Ω) |λ]] + E [V [N (Ω) |λ]]





= V [E [N (Ω) |λ]] + ασ2 |Ω|
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In the last equation above, if a and b are large and l
is small, which are the real case in general, then terms√
1− exp{− al2 } and
√
1− exp{− bl2 } are approximately
equal to 1 and we have Z ≈ 2α2σ4πabl2. Therefore,
V [N (Ω)] = 2α2σ4πabl2+ασ2 |Ω|. Based on the method













(Ni(Ω)− N̄)2 = 2α2σ42πabl2 + ασ2 |Ω|







ab(V [N (Ω)]− N̄)
2πN̄2
(16)
6.2 Concavity of the Forward Model
Recall that λm = αφ(gm), with α > 0. Choosing p = 2,
we obtain for the model in Eq. (3),








Note that the last quantity is continuous and negative
so that the matrix W is positive semi-definite.
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31. Onoro-Rubio, D., López-Sastre, R.J.: Towards
perspective-free object counting with deep learning.
In: European Conference on Computer Vision, pp.
615–629. Springer (2016)
32. Pham, T.T., Chin, T.J., Schindler, K., Suter, D.: In-
teracting geometric priors for robust multimodel fitting.
IEEE transactions on image processing 23(10), 4601–
4610 (2014)
33. Pham, T.T., Hamid Rezatofighi, S., Reid, I., Chin, T.J.:
Efficient point process inference for large-scale object de-
tection. In: Proceedings of the IEEE Conference on Com-
puter Vision and Pattern Recognition, pp. 2837–2845
(2016)
34. Rajan, P., Han, W., Sznitman, R., Frazier, P., Jedynak,
B.: Bayesian multiple target localization. In: Interna-
tional Conference on Machine Learning, pp. 1945–1953
(2015)
35. Rasmussen, C.E.: Gaussian processes for machine learn-
ing (2006)
36. Redmon, J., Divvala, S., Girshick, R., Farhadi, A.: You
only look once: Unified, real-time object detection. In:
Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition, pp. 779–788 (2016)
37. Redmon, J., Farhadi, A.: Yolo9000: better, faster,
stronger. arXiv preprint arXiv:1612.08242 (2016)
38. Ren, S., He, K., Girshick, R., Sun, J.: Faster r-cnn: To-
wards real-time object detection with region proposal
networks. In: Advances in neural information process-
ing systems, pp. 91–99 (2015)
39. Ross, S.M.: Stochastic processes. 1996 (1996)
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