In this paper we propose a new robust identification framework that combines both frequency and time-domain experimental data. The main result of the paper shows that the problems of establishing consistency of the data and of obtaining a nominal model and bounds on the identiiication error can be recast as a constrained finite-dimensional convex optimization problem that can be efficiently solved using Linear Matrix Inequalities techniques. This approach, based upon a generalized interpolation theory, contains as special cases the Carath6odory-Fejtr (purely time-domain) and Nevanlinna-Pick (purely frequency-domain) problems. The proposed procedure interpolates the fiequency and time domain experimental data while restricting the identified system to be in an U priori given class of models, resulting in a nominal model consistent with both sources of data. Thus, it is convergent and optimal up to a factor of 2 (with respect to central algorithms).
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In this paper we propose a new robust identification framework that combines both frequency and time-domain experimental data. The main result of the paper shows that the problems of establishing consistency of the data and of obtaining a nominal model and bounds on the identiiication error can be recast as a constrained finite-dimensional convex optimization problem that can be efficiently solved using Linear Matrix Inequalities techniques. This approach, based upon a generalized interpolation theory, contains as special cases the Carath6odory-Fejtr (purely time-domain) and Nevanlinna-Pick (purely frequency-domain) problems.
The proposed procedure interpolates the fiequency and time domain experimental data while restricting the identified system to be in an U priori given class of models, resulting in a nominal model consistent with both sources of data. Thus, it is convergent and optimal up to a factor of 2 (with respect to central algorithms).
Introduction
During the past few years a large research effort has been devoted t o the problem of developing deterministic identification procedures that, starting from experimental data and an a priori class of models, generate a nominal model and bounds on identification errors. These models and bounds can then be combined with standard robust control synthesis methods The case where the experimental data available originates from time-domain experiments leads to 1, identification, addressed in [8, 10, 121. The untuned nature of the algorithms based on time series is strongly dependent on the input sequence [lo] . It can be shown that there is no untuned algorithm capable of identifying a system using only impulse response measurements [8] .
Finally, recent papers [5, 181 proposed interpolatory algorithms that use data obtained from time domain experiments to generate a nominal model together with an X, bound on the identification error.
In this paper we propose a new robust identification framework that takes into account both time and frequency domain experiments. Thus, the problem where "good" frequency response fitting (small X, error norm) leads to "poor" fitting in the time-domain is avoided. Additionally, from an information theoretic viewpoint, more experiments produce a smaller consistency set of undistinguishable models, and as a consequence a smaller worst case error. The main result of the paper shows that the problems of establishing consistency of the data and of obtaining a nominal model and bounds on the identification error can be recast as a constrained finite-dimensional convex optimization problem that can be efficiently solved using Linear Matrix Inequalities techniques. This approach includes as special cases the frequency based approach of Chen et. al. [3] and the time domain approach of Chen and Nett [5] 
The Robust Identification Framework
In this paper we consider the case where the a posteriori experimental data originates from two different sources: i) frequency and ii) time domain experiments. The first type of information consists of a set of NI samples of the frequency response of the system: The a priori information available is that the system R under consideration belongs to the following classes of models:
IIHllm,p I XI i.e.
exponentially stable systems having a stability margin of ( p -1) and a peak response to complex exponential inputs of K. Thus the impulse response of these systems satisfies the following -~ ~ lNotc that this is the inverse of the usual z transform. Therefore for causal, stable systems H ( z ) is analytical in lzl < 1.
2. Additionally, the system H is known to belong to a class 9 of models satisfying a time-domain bound of the form:
Note that this class includes as a special case the systems described by (1) when q5t(k) = -K P -~ and &(IC) = K p e k .
To combine both classes of models we define the a prioriset of systems
The a priori information we have considered simply adds to the usual ' H , identification procedures a bound on the first N4 samples of the impulse response.
To recap, the a priori information and the a posteriori experimental input data are:
By using these definitions the robust identification problem with mixed data can be precisely stated as:
Problem 1 Given the ezperiments (yf , yi) and the a priori sets (S, N f , Nt), determine:
1. If the a priori and a posteriori information are consistent, i.e. the consistency set is nonempty.
tency set S ( y f , y'), and an error bound.
If (3) holds, find a nominal model in the consis-

Generalized Interpolation Framework
In this section we briefly present a generaliied interpolation framework developed in [I] and applied to X, control in [15] . This framework will be used in section I11 to solve Problem 1
Theorem 1 There ezzsts a transfer function f ( z ) E OX, (BI3,) such that: 
Main Results
Nevanlimna-Pick based identification algorithms address the case where the experimental data available is purely frequency domain, while Carath6odory-FejCr -based identification deals only with time domain data. In this section we exploit the generalized interpolation framework introduced in the previous section to solve Problem 1, obtaining a robust identification algorithm that combines both sources of data. To this effect, we will divide Problem 1 into two subproblems: i) consistency and ii) identification. The first consists of determining the existence of a candidate model H € S which may have produced both, the time and frequency domain experimental data. Clearly, this is a prerequisite to the second stage, the computation of the nominal model itself and a bound on the identification error. and has an impulse response that satisfies the following constraints:
Consistency
where the noiseless output U h is the convolution of the input vector uT = [ uo u1 . .
. U N , -~ ] and the system H ( r ) .
The main result of this section shows that consistency can be established by solving a finite-dimensional convex optimization problem. To establish this result we will first obtain an equivalent condition for consistency (Lemma 1) in the form of a linearly constrained generalized interpolation problem. In Theorems 2 and 3 we will show that this generalized problem can be recast in terms of an LMI optimization. 
Lemma 1 The a priori and a posteriori information are consistent i f and only i f there ezists a function H E X , ( p , K ) such that
A = y f + v f , vf € N f (10)(11)
Identification
Once consistency is established, the second step towards solving Problem 1 consists of generating a nominal model in the consistency set S(yfl yt). 
From Lemma 2 it follows that the consistency problem can be reduced to solving a feasibility problem in terms of the time and frequency domain vectors h and w. This feasibility problem can be recast in terms of LMI's
In particular, if the free parameter q(z) is chosen as a constant, then the model order is less than or equal to Nf + Nt. 
Remark 3 Note that T ( z ) depends o n the choice
model order).
Since the proposed algorithm is interpolatory, it has several advantages over the usual "two step" algorithms sometimes used in the context of robust identification [6, 71. In particular, since the identified model is in set S ( y f , y t ) , its distance to the Chebyshev center of this set is within the diameter of information 1111. As a consequence the algorithm is optimal up to a factor of 2 as compared with central strongly optimal procedures. For the same reasons, it is also convergent and therefore the modelling error tends to zero as the information is completed.
Analysis of the Identification Error
In this section we derive upper and lower bounds for the worst-case identification error. Since these bounds are given in terms of the radius and diameter of information 
Example
We will see that the 
Conclusions and Directions for Future Research
In this paper we propose a new generabed robust identification framework that combines both frequency and time-domain experimental data, thus avoiding situations where a "good" fit of the data provided by one class of experiments (such as frequency domain) leads to poor fitting of the data provided by the other experiments. This situation was illustrated with the simple example of section IV, where the time and frequency
In this section, we present a simple example that illustrates the importance of considering both time and frequency experimental information. Take the following data:
1. A priori information: K = 10, p = 5. For SimPlicity, we will initially consider ~f = et = 0 (noiseless sampling). 8.379394293561344e+005 domain data taken together is inconsistent with the a priori information, but where each class of data is by itselfcompatible with it. The main result of the paper shows that the problems of establishing consistency of the data and of obtaining a nominal model and bounds on the identification error can be recast as a LMI feasibility problem that can be efficiently solved. Additionally, we have shown that in this context the set of models consistent with both the a priori and a posteriori information can be parametrized as a LFT of the experimental data, thus justifying the combination of the proposed algorithm with standard robust control synthesis techniques.
Finally, as we indicated in section 111, there are still degrees of freedom available in the problem. This raises the interesting possibility of using these degrees of freedom to optimize an additional performance criteria, for instance minimizing the order of the nominal model,
