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Confronted with the ever-increasing complexity of technical processes and the growing demands on their 
efficiency, security and flexibility, the scientific world needs to establish new methods of engineering design and 
new methods of systems operation. The factors likely to affect the design of the smart systems of the future will 
doubtless include the following: 
• As computational costs decrease, it will be possible to apply more complex algorithms, even in real 
time. These algorithms will take into account system nonlinearities or provide online optimisation of the 
system’s performance. 
• New fields of application will be addressed. Interest is now being expressed, beyond that in “classical” 
technical systems and processes, in environmental systems or medical and bioengineering applications. 
• The boundaries between software and hardware design are being eroded. New design methods will 
include co-design of software and hardware and even of sensor and actuator components. 
• Automation will not only replace human operators but will assist, support and supervise humans so 
that their work is safe and even more effective. 
• Networked systems or swarms will be crucial, requiring improvement of the communication within 
them and study of how their behaviour can be made globally consistent. 
• The issues of security and safety, not only during the operation of systems but also in the course of 
their design, will continue to increase in importance. 
The title “Computer Science meets Automation”, borne by the 52nd International Scientific Colloquium (IWK) at 
the Technische Universität Ilmenau, Germany, expresses the desire of scientists and engineers to rise to these 
challenges, cooperating closely on innovative methods in the two disciplines of computer science and 
automation. 
The IWK has a long tradition going back as far as 1953. In the years before 1989, a major function of the 
colloquium was to bring together scientists from both sides of the Iron Curtain. Naturally, bonds were also 
deepened between the countries from the East. Today, the objective of the colloquium is still to bring 
researchers together. They come from the eastern and western member states of the European Union, and, 
indeed, from all over the world. All who wish to share their ideas on the points where “Computer Science meets 
Automation” are addressed by this colloquium at the Technische Universität Ilmenau. 
All the University’s Faculties have joined forces to ensure that nothing is left out. Control engineering, 
information science, cybernetics, communication technology and systems engineering – for all of these and their 
applications (ranging from biological systems to heavy engineering), the issues are being covered.  
Together with all the organizers I should like to thank you for your contributions to the conference, ensuring, as 
they do, a most interesting colloquium programme of an interdisciplinary nature. 
I am looking forward to an inspiring colloquium. It promises to be a fine platform for you to present your 
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Inline-Fehlerdetektion auf freigeformten texturierten Ober-
flächen im Produktionsprozess  
 
Einleitung 
Die Gewährleistung eines hohen Qualitätsstandards bei gleichzeitiger Reduzierung der 
Produktionskosten erfordert die Ausweitung der maschinellen Qualitätskontrolle mit im-
mer anspruchsvolleren Anforderungsprofilen. Zu diesen komplexen Prüfaufgaben ist die 
Inline-Inspektion von Bauteilen mit freigeformten, texturierten Oberflächen zu zählen. 
Dabei sind unter den im Fertigungsprozess bestehenden Randbedingungen sowohl die 
Maßhaltigkeit der 3D-Formgebung als auch die Fehlerfreiheit der Oberfläche mittels in-
dustrieller Bildverarbeitung zu kontrollieren. Insbesondere die Inspektion der Oberfläche, 
welche bereits im unverformten (planen) Zustand eine hohe Herausforderung darstellt, 
bedarf der Anwendung leistungsfähiger Bildverarbeitungswerkzeuge. Nachfolgend sol-
len am Beispiel von Bauteilen für die Kfz-Innenverkleidung ein ausgewählter Lösungs-
ansatz mit Konzeption der Bildanalyse und Merkmalauswahl vorgestellt werden.  
Das ZBS verfügt über ein umfangreiches, in langjähriger Projektarbeit angeeignetes 
Know-how auf den Gebieten der Texturanalyse und 3D-Datenverarbeitung ([1]…[4]). 
Darauf aufbauend wird aktuell ein AiF-gefördertes Kooperationsprojekt zur genannten 
Prüfaufgabe bearbeitet. Dieser Beitrag stellt ausgewählte Zwischenergebnisse vor. 
Problemstellung 
Zur Verkleidung von Kfz-Innenräumen werden aus Laminaten mit texturierter Oberflä-
chenschicht vielfältige 3D-geformte Bauteile gepresst, zugeschnitten und für die Form-
haltigkeit mit Kunststoff hinterspritzt. Die Oberflächen bestehen aus verschiedenartigen 
Materialien (z.B. textile Flächengebilde, Leder) mit typischer, aber vielgestaltiger Struk-
turierung und Farbgebung. Während der Fertigung können verschiedene Fehler auftre-
ten, welche inline erkannt werden müssen. Hierzu zählen neben Abweichungen von der 
3D-Form vor allem Oberflächendefekte wie Falten, Blasen, Fadenauslöser, Durchsprit-
zungen und Verzüge. Dabei reichen die Fehlergrößen von der Mikrostruktur des Flä-






Abbildung 1 Typische Texturen und Oberflächenfehler; links: Textureindruck an Ausformung 
mit gleichzeitiger Faltenbildung als Fehler, Mitte: Fadenauslöser an einer Schnitt-
kante, rechts: weitere Texturbeispiele (3× Textil, 1× Leder-Imitat) 
Die Prüfung soll in separaten, fertigungsintegrierten Stationen erfolgen, was aufgrund 
des bestehenden Durchsatzes Prüfzeiten von < 20 s pro Bauteil erfordert. Die bedarfs-
gerechte Fertigung führt zu häufigen Wechseln der Bauteilform, des Materials und der 
Farbgebung, womit entsprechende Umrüstungen des Prüfsystems notwendig werden. 
Lösungsansatz 
Die Prüfaufgabe erfordert den Einsatz der Texturanalyse. Dabei kann prinzipiell auf leis-
tungsfähige, sich bei der Inspektion ebener, meist homogen texturierter Oberflächen 
bewährte Algorithmen zurückgegriffen werden. Da aber das enge Zeitregime der Ferti-
gung nur wenige Bildaufnahmen zur Erfassung der komplexen Objektoberfläche erlaubt, 
müssen großflächige Abbildungen vorgenommen werden. Die resultierenden neigungs-
bedingten Verzerrungen führen dann zu einem inhomogenen Textureindruck unabhän-
gig von der realen Oberflächenstruktur. Zusätzlich bewirken unterschiedliche Beleuch-
tungswinkel bei verschiedenen Flächenneigungen weitere Texturinhomogenität. Gene-
rell wird die Detektierbarkeit von Oberflächenfehlern hierdurch stark beeinträchtigt. 
Einen möglichen Ansatz, diesen erschwerten Analysebedingungen zu begegnen, stellt 
der in der industriellen Bildverarbeitung vielfältig eingesetzte Bild-Bild-Vergleich dar. Da-
bei wird davon ausgegangen, dass Bilder von gleichen Oberflächenregionen bei identi-
schen Abbildungs- und Beleuchtungsbedingungen zwischen einem fehlerfreien Prüfling 
und einem Gutmuster (Golden Template) den örtlich gleichen Textureindruck aufweisen. 
Im Fehlerfall sind Oberflächendefekte dann als möglichst deutliche Abweichungen de-
tektierbar. Bei texturierten Oberflächen lässt sich dieses Verfahren jedoch nicht direkt 
auf den erfassten Bilddaten (Grauwerte) anwenden. Sinnvolle Ergebnisse sind nur bei 
einem Vergleich von Merkmalbildern mit bestimmten Invarianzeigenschaften (z.B. Pha-
seninvarianz bei periodischen Texturen, Invarianz bzgl. tolerierbarer Mikrostrukturab-
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weichungen) möglich. Eine wesentliche Schwierigkeit dieses Ansatzes besteht offen-
sichtlich in der Auffindung von Texturmerkmalen bzw. Merkmalsätzen, welche die je-
weils betrachteten, erwartungsgemäß inhomogenen Texturen gut beschreiben und ge-
gen mögliche Oberflächenfehler abgrenzen. Nachfolgend soll dieser templatebasierte 
Lösungsansatz detaillierter betrachtet werden. 
Konzeption der Bildanalyse  
Das Grundkonzept der Kannphase lässt sich gemäß Abbildung 2 in vier Blöcke gliedern.  
 
Abbildung 2 Grundkonzept für die Kannphase der Bildanalyse 
Die Bilderfassung der Objektoberfläche mit wenigen Bildaufnahmen bei maximaler 
Struktur- und Fehlerinformation kann aufgrund der 3D-Form nur gelingen, wenn das Ob-
jekt und/oder die Aufnahmeanordnung relativ zueinander in Optimallagen verkippt wer-
den. Wegen des Beleuchtungseinflusses auf die Fehlerausprägung (siehe Abbildung 3) 
muss dabei ein besonderes Augenmerk auf die Beleuchtungsgeometrie gelegt werden.  
   
Abbildung 3 Textur- und Fehlerausprägung bei unterschiedlich gerichteter Beleuchtung 
Den gestellten Anforderungen wird eine Bildaufnahmeeinrichtung gerecht, welche aus 
einer adaptierbaren Kamera-Beleuchtungs-Anordnung und einer Positioniereinrichtung 
für die Prüfobjekte besteht. Die Positioniereinrichtung, vorzugsweise ein Roboterarm, 
präsentiert die Bauteiloberfläche dem Bildaufnahmesystem in vorbestimmten Lagen. 
Das Bildaufnahmesystem besteht aus ein oder mehreren Matrixkameras sowie zugehö-
rigen Strahlern für eine flächige Ausleuchtung. Für mehre Aufnahmen in einer Lage wer-
den zur Beleuchtungsvariation Strahler mit blitzbaren Lichtquellen (z.B. LED) verwendet. 
Der Bilderfassung folgt eine Bildvorverarbeitung, welche Arbeitsschritte wie Shadingkor-
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rektur, Histogrammtransformationen und Vorfilterungen zur Verbesserung der Merkmal-
gewinnung enthält. Des Weiteren sind geschwindigkeits- und speicheroptimierende 
Maßnahmen wie die pyramidale Zerlegung der Quellbilder und die Maskierung von rele-
vanten Oberflächenregionen hinzuzuzählen. 
Aus den vorverarbeiteten Bildern werden im nächsten Arbeitsschritt mehrere Merkmal-
bilder berechnet. Die in einer Belehrungsphase durchgeführte Merkmalauswahl hängt 
wesentlich von der Oberflächentextur, den zu erwartenden Fehlern und dem Zeitrahmen 
für die Inspektion ab (siehe nachfolgenden Abschnitt). Für den Bild-Bild-Vergleich sollen 
Oberflächenfehler als Abweichungen zur fehlerfreien Textur kenntlich gemacht werden, 
gleichzeitig sollen tolerierbare Texturunterschiede keine Betonung erfahren. 
Der Bild-Bild-Vergleich berechnet Differenzmaße zwischen den Merkmalbildern des 
Prüfobjekts und den als Golden Template abgelegten Merkmalbildern von Gutmustern. 
Um zu tolerierende Texturschwankunken besser zu berücksichtigen wird ein Bild-Bild-
Vergleich mit geringer Ortsunschärfe [3] durchgeführt.  
Im letzten Schritt der Bildanalyse werden die Differenzbilder der einzelnen Merkmalbil-
der mittels intelligenter Schwellwertverfahren ausgewertet und die Ergebnisse auf vor-
zugsweise höherem Abstraktionsniveau fusioniert. In Abhängigkeit von der Merkmalauf-
lösung sind die Position und Abmessung einzelner Fehler sowie eingeschränkt die Feh-
lerart als Resultat verfügbar. 
Die Belehrungsphase für dieses Konzept muss bei einem hohen Automatisierungsgrad 
sehr aufwendig gestaltet werden. Zur Belehrung bzw. Einrichtung zählen die Auswahl 
der Kamera-Beleuchtungs-Anordnung, die Festlegung von Bildaufnahmepositionen und 
Regionenmasken, die Selektion der Texturmerkmale pro Region, die Parametrierung 
der Merkmalberechnung, die Templategenerierung sowie die Ermittlung von Schwell-
werten für die Ergebnisauswertung. Die Belehrungsergebnisse werden in prüfobjektspe-
zifischen Parameterrezepten zusammengestellt und abgelegt. Damit kann auch bei kur-
zen Umrüstphasen in der Fertigung eine schnelle Einrichtung des Inspektionssystems 
auf bekannte Prüfobjekte erfolgen. Belehrungen auf neue Prüfobjekte (neue Form, Ma-
terial, Texturorientierung) sind nach Möglichkeit offline vorzunehmen, da sonst hohe 
Geschwindigkeitsvorgaben erfüllt werden müssen.  
Auswahl von geeigneten Texturmerkmalen 
Die große Bandbreite an Texturarten und Fehlern erfordert eine große Palette von Merk-
malen. Einschränkend wirkt sich hierbei das enge Zeitregime für die Inspektion aus.  
Wenig rechenintensive Texturmerkmale können durch lineare Filteroperationen gewon-
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nen werden. Bei geeigneter Parametrierung dieser Filter und Organisation zu einer Fil-
terbank lassen sich eine Vielzahl von Texturen beschreiben und enthaltene Fehler de-
tektieren. Die Parametrierung kann mit systematischen Abstufungen (z.B. nach Fre-
quenz, Orientierung) oder texturadaptiv erfolgen. Durch Nutzung von pyramidal zerleg-
ten Quellbildern und Maskierungen für relevante Regionen wird die Bildverarbeitung be-
schleunigt, was auch die Berechnung größerer Merkmalsätze ermöglicht.  






   
c.) 
   
 
d.) 
   
Abbildung 4 Bild-Bild-Vergleich von Merkmalbildern eines Gutmusters (grün hinterlegt) und 
eines fehlerhaften Prüflings (rot hinterlegt); Merkmale: a.) adaptierter Bandpass, 
b.) adaptierter Texturfilter, c.) Energiemaß aus NGLD-Matrix, d.) lokale Varianz 
Zur phaseninvarianten Merkmalgewinnung bei periodischen Texturen mit ausgeprägten 
Peaks im Fourierspektrum eignen sich richtungsselektive Bandpassfilter (z.B. Gaborfil-
ter, siehe Abbildung 4a). Bei Adaption auf jeweils einen Peak lassen sich alle Texturstö-
rungen (z.B. Falten, Fadenauslöser) detektieren, welche diesen Spektralanteil nicht oder 
nur geringfügig aufweisen. Zur Ausschöpfung des Potentials sollte die Parametrierung 
deshalb möglichst texturadaptiv, also durch Auswertung der Texturortsfrequenzen, er-
folgen. Neben den Bandpässen sind auch adaptive Filter denkbar, welche zur Bildung 
der Filtermaske die komplette Strukturinformation aus beispielsweise lokalen Autokova-
rianzmatrizen nutzen. In Abbildung 4b sind exemplarisch die Merkmalbilder für einen 
adaptierten Texturfilter nach [5] dargestellt. Weitere effiziente Möglichkeiten für die Tex-
turbeschreibung von periodischen aber auch nicht periodischen Texturen bilden Merk-
male der lokalen Grauwertstatistik. Neben statistischen Momenten erster Ordnung ( Mit-
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telwert, Varianz,…) ist die Grauwertstatistik zweiter Ordnung in Form von integralen 
Merkmalen der Co-occurrence-Matrizen bzw. deren Modifikationen (z.B. NGLD-Matrix 
[2]) nutzbar. Die erforderlichen Invarianzeigenschaften werden zu Lasten der Bildauflö-
sung durch die Integration in lokalen Umgebungen erreicht. Beispielhafte Merkmalbilder 
zeigen die Abbildungen 4c und 4d. Der anschließende Bild-Bild-Vergleich lässt für alle 
Merkmale des betrachteten Fehlerbeispiels eine sichere Fehlerdetektion zu.  
Zusammenfassung 
Die Inline-Oberflächeninspektion von freigeformten, texturierten Bauteilen für die Kfz-
Innenverkleidung ist in jeder Hinsicht eine anspruchsvolle Bildverarbeitungsaufgabe. 
Sowohl Komplexität und Vielfältigkeit der Oberflächentexturen als auch die bestehenden 
Randbedingungen im Fertigungsprozess bilden hohe Anforderungen für die Problemlö-
sung. Der vorgestellte Lösungsansatz für die Bildanalyse basiert auf dem Bild-Bild-
Vergleich von Texturmerkmalbildern. Als Texturmerkmale eignen sich vorrangig die Er-
gebnisse schneller Texturfilteroperationen und die integralen Merkmale der lokalen 
Grauwertstatistik erster und höherer Ordnung. Angesichts der großen Bandbreite von 
Texturen und Fehlern lässt sich kein allgemein nutzbarer Merkmalsatz benennen. Viel-
mehr muss für jede Bauteilform und Oberflächentextur ein eigenes Rezept erstellt wer-
den, welches in einem aufwendigen Belehrungsprozess mit Adaption der Verfahrenspa-
rameter an Textur und potentielle Fehler gewonnen wird.  
Die bisherigen Untersuchungen zum Lösungsansatz stimmen positiv, zeigen aber auch 
einen immensen Entwicklungsbedarf auf. Die Umsetzung des vorgestellten Bildanalyse-
konzepts sowie die Entwicklung, Erprobung und Evaluierung der erforderlichen Algo-
rithmen sind Gegenstand der aktuellen Projektbearbeitung.  
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