Abstract. In this paper we generalize the results of an earlier paper to describe a moving breather in a discrete sine-Gordon system. The method uses the calculus of variations and perturbation theory to find the discreteness effects of a breather moving through a nonlinear Klein-Gordon lattice. These results are then used to calculate the energy contained in a discrete breather and this is shown to be less than the corresponding breather in a continuous system.
Introduction
The discrete sine-Gordon equation (DSG) occurs in the mathematical modelling of many physical processes. Recently the effects of discreteness in such systems have been investigated in detail, showing that the approximation of a discrete system by its natural continuous counterpart is not always valid. This has lead to the greater study of discrete systems in their own right.
DSG occurs in various contexts; there is a large literature on the theory on long Josephson junctions [7, 8, 9] where kink propagation is the main interest. Breathers are, however, found in physical situations where DSG is the natural equation which models the dynamics: for example a model of DNA given by Dauxois et al [13] , and the emission spectra of certain chemicals at low temperatures, as studied by Fillaux and Carlile [6] .
In the study of continuous systems, the theory of integrable systems plays an important rôle; many systems are close to an integrable system in some sense, and so perturbation theory can be used to derive much information about their behaviour. However, in the study of discrete systems, there are precious few integrable systems, and so new methods have to be found which do not rely on integrability. Numerical simulations show for instance that the DSG equation is not integrable [11] .
Numerical work on breathers in the DSG equation show that the breather is an extremely long-lived nonlinear mode; which although not completely lossless, loses energy at such a slow rate as to make it physically relevant in a large number of real systems. Computations of Dauxois and Peyrard [12] show that small-and large-amplitude breathers exist, but that only small-amplitude ones move freely through the lattice structure: larger ones remain fixed at a single site. It is the small-amplitude moving breathers which this paper addresses.
More generally, numerical work has given much insight into the dynamics of breathers in systems such as DSG; for example [2, 12, 14] . These suggest that breathers suffer small losses, but are sufficiently long lived to be seen in physical situations. Feddersen [5] (a generalization of work originally published in [3] ) found travelling breathers numerically. These, however, travelled at speeds slower than that predicted by SG theory, and Feddersen queried their stability.
Recently, MacKay and Aubry [20] have proved the existence of breathers in a class of discrete systems which include nonlinear Klein-Gordon lattices. Their analysis uses the weak-coupling limit, whereas we will concentrate on the strong-coupling limit. They also find moving breathers and mention the idea of a Peierls-Nabarro potential.
The methods used in this paper rely on the knowledge of the exact form of the SG breather, but do not rely on the integrability of the SG system, so ought to be applicable to a wider range of systems than those whose continuous counterpart is integrable. We use the theory of the calculus of variations and perturbation theory to derive results. This combination of methods has been used successfully on other problems involving solitary waves on lattices [4] . It provides an alternative method of analysis to the more common continuum approximation methods [18, 21, 22] .
In an earlier paper [19] , variational methods were used to deduce the leading-order effects due to discreteness in the DSG equation close to the continuum limit. These approximations use the known explicit breather solution for the continuous SG system, but provide more accurate shape, amplitude and frequency relationships.
The continuous SG equation is used in the form
the moving breather solution has the form φ(x, t) = 4 tan
where ω = cos µ and = sin µ. The DSG equation is then considered in the form
The method again uses the Lagrangian formulation of the system, so we first need to calculate the kinetic and potential energies of the system. In the following section the calculations analogous to [19] are carried out, and the results discussed. These calculations give corrections to the frequency and width of a soliton caused by the discreteness, as a function of the speed of motion and the amplitude of the breather. The results are more complex than those predicted in [19] , because the moving breather constitutes a two-parameter family of solutions; previously we only had to deal with a single parameter.
The effects of motion through a lattice are dealt with in more detail in section 3, where the Peierls-Nabarro potential (PNP) is generalized to deal with a wave which has an internal degree of freedom. This analysis relies on a detailed energy analysis, in which changes of energy of the breather are found as the breather moves from one lattice site to the next; i.e. the energy of the breather depends on its position relative to the lattice structure, as well as its amplitude and speed.
There has been some discussion of this in the literature already, and it is not obvious whether there is a natural generalization of the PNP to modes with internal degrees of freedom such as the breather, but the calculations performed in section 2 lead to natural quantities which can be interpreted as PN energies; these depend on the internal phase of the breather as well as position relative to the lattice nodes. These new functions are analysed in detail in section 3. Section 4 concludes the paper and summarizes the results obtained. An outline of the more involved calculations is given in the appendix.
Shape corrections caused by discreteness
Our method uses the Lagrangian formulation of the equations, thus we first need to calculate the kinetic and potential energies of the system. The basic theory dealing with discrete and continuous Lagrangian and Hamiltonian systems is dealt with by Goldstein [16] . We first expand the spatial variations in DSG to form a high-order PDE, in which for small values of the effect of discreteness is to act as a perturbation to the SG equation.
This equation still has a Lagrangian structure
If we rescale both independent variables by τ = t, ξ = x, then our expansion can be seen to be an asymptotic expansion for small ; in these variables the PDE and its Lagrangian have the form
For simplicity, however, we shall continue to use (x, t) as the independent variables. We define T to be the kinetic energy integral, U to be the interaction potential, V to be the onsite potential and W to be the perturbing term, as follows
In all cases the range of integration is over an infinite strip −∞ < x < ∞, cx < t < xc+τ, where τ = 2π/ωγ (see figure 1 ). This strip is chosen to make the calculation of the integrals as easy as possible, and still contain all the necessary information from the function φ(x, t) (1.2). For example if we follow the centre of the breather (along the line x = ct), we find that at t = τ = 2π/ωγ , its phase is exactly the same as its phase at t = 0. This is the point Q in figure 1 . So the strip is wide enough to accommodate one complete oscillation of the breather, and also covers the whole spatial extent of the system (−∞ < x < ∞). In calculating the integrals, the first transformation is to X = x − ct, and Y = t − cx, so that the strip can be written in the form −∞ < X < ∞ and 0 < Y < 2π/ωγ . The end results are Due to the Lorentz invariance of the pure SG system, the leading-order quantities are related to their stationary values (T 0 , U 0 , V 0 at c = 0) by the relations
and V = V 0 . The presence of the W term destroys this symmetry, reflecting the fact that the presence of discreteness in the original system (1.3) destroys the symmetry of the continuous SG system (1.1).
In the pure SG case, ω = cos µ, and = sin µ. The moving breather forms a twodimensional family of solutions to SG-here parametrized by its amplitude µ and speed c. We also expect a two-dimensional family of solutions in our approximation to the DSG equations. The equations for the frequency, ω, and the width scale, , are found by solving the equations that ensure our solution is critical point of the action in phase space, namely
These equations take the place of the Euler-Lagrange equations in our formulation of the problem. The solutions of these equations will give the SG parameters for ω and to leading order, but our calculations allow us to find corrections to this, caused by the presence of the term W . Substituting the asymptotic forms
The solutions of this are not elegant mathematically, but are explicit, closed form, and easily plotted as functions of µ and c using a package such as Maple [10] . Since this is a leading-order analysis, after evaluating the partial derivatives on the RHS we then substitute = sin µ and ω = cos µ, so that the quantities ω 1 and 1 only depend upon µ and c, and are independent of . These functions are shown in figure 2. The asymptotic values of these functions for (µ, c) near (0, 0) are 
From the form of these calculations we might hope that there would be a particular line through (0, 0) along which the expressions for the corrections were even smaller, and such a line would indicate a particular speed-amplitude relationship which produced significantly less radiation than other speed-amplitude pairings. However this is only the case for the frequency (the line being c µ 4 √ 7/15), along which the frequency only has sixth order (in (µ, c)) corrections. But the shape correction indicated by 1 (µ, c) is always second order, showing that the shape correction is a more important effect, and at higher speeds, the breather requires greater shape corrections.
Alternative analysis of results
The above analysis could equally well be performed keeping the frequency unperturbed as ω = cos η, or the width scale as = sin ν, and corrections to the other quantities calculated as functions of the parameters (η, c), or (ν, c) respectively. The easiest way to view the results to these calculations is to define the new parameters (η or ν) in terms of the old (µ). For example, to examine the behaviour of the amplitude and frequency when the spatial scale is set to sin ν, we substitute µ = ν − 2 1 (ν) tan ν into equation (2.9) and φ 0 = 4 tan µ to find that = sin ν[1 + O(
4 )] and
Graphs of these functions show that the amplitude is reduced over that for a SG breather of the same width, and that the frequency is increased, although for larger breathers the temporal evolution will also require considerable corrections. In this case the expansion for ω is again fourth order, showing that the temporal evolution of small breathers in DSG is little changed by discreteness. The expansion for the amplitude is only second order, which shows the shape (in this case the height) requires greater correction. Both these results agree with numerical work.
The final way of assessing the results is to substitute
. This means that the other corrections are
14)
The graphs of these corrections (figure 3) show that the breather either breaks down, or requires great modification, if it is to move with large speed. Slow-speed breathers appear to be well approximated by our corrections to the SG breather. 
Energy of moving breather
Because of earlier rescalings, the quantity H := T + U + 2 V − W is not the energy of the breather. Going back through the substitutions we find that the energy E is equal to ωH /2π. This will of course be dominated by the energy of the pure continuum SG breather E SG . There will be corrections of a higher order in which we shall now calculate.
Since the proposed approximation for the breather mode is not an exact solution of the differential equations, the energy of our approximation may vary over the period of oscillation. We overcome this problem by calculating the average over one complete oscillation (2π/ω). Combining the correcting terms for the extra potential energy W with the energy corrections due to the changes in frequency and shape (ω, )
Thus discreteness causes a reduction in the energy held by a breather of any given amplitude. Intuitively we expect the higher frequency to increase the energy of the breather, and the reduced width to lower the energy; our calculations show that this latter effect is larger and dominates the former. The function E 1 (µ, c) is plotted in figure 4 , where we see that the faster a breather moves, the larger its energy deficit over the continuum counterpart. If we look at the expansion for small µ, we see that the energy has an O(µ 3 , c 2 µ) correction
These results are consistent with our earlier findings: that frequency corrections are less significant than spatial, thus the effect of the perturbation to spatial form (which cause a narrowing of the wave hence a reduction in energy) is expected to be greater than the frequency correction (which causes a small increase in frequency, hence a small increase in energy).
Peierls-Nabarro energies
In the previous section, we examined how the discrete spatial structure of the DSG equation influenced the form of the breather mode. Such calculations motivate a more detailed study of the various types of energy involved in the breather mode, and how they vary with the breather's position relative to the lattice and its internal phase.
MacKay and Aubry doubted the existence of a PN potential, as they found breathers which could move from one site to the next with no change in energy. We note that in the case of breathers there are several contributions to the energy, all of which depend on the position and the internal phase of the breather; even a stationary breather has considerable kinetic energy at certain phases of its internal oscillation. There are two potential energy functions, one corresponding to the stretching of the chain denoted by U in the previous section, and the other corresponding to an externally imposed field, denoted by V , as well as kinetic energy (T ). We shall consider each of the three contributions individually before analysing the total potential energy, total energy and action. Our analysis will consider all three energies; which is in marked contrast to the case of a kink, where the only consideration is of total potential energy.
The following calculations are concerned with small-amplitude slowly moving breathers in a DSG system with asymptotically small . Thus we shall only analyse the T , U, V energies defined earlier, and not the second-order correction W . The aim is to analyse how each contribution to the total energy varies as the breather is centred at different positions between lattice sites, as well as the variation with the internal phase of the breather. We use the stationary breather profile to calculate these position dependent energies. Hence our results are only applicable to slowly moving breathers.
Generalizing the notation from the previous section, we define the following energy functions.
These depend on the internal phase of the breather (i.e. time t) and on the exact position of the centre of the breather. This is determined through the variable α (with all the information about the functions determined in the range 0 < α < 1). When the breather is exactly on a lattice node α = 0, when it is spaced evenly between two nodes α = 0.5. If H (α, t), (or T , or U + 2 V ) are nontrivial functions of α the difference can be thought of as a PN energy barrier that may hinder the movement of the breather through the lattice.
Kinetic PN energy
We start by outlining the method for the kinetic PN energy barrier. Since T (α, t) is periodic in both α and t (with periods 1, π/ω), we shall write it as a Fourier series (using periodicity in α)
where the coefficients can be calculated asymptotically (see the appendix for full details)
(and b T m (t) ≡ 0). These coefficients are exponentially small in . The small size of a T 1 (t) is expected, but the number of sign changes over a single oscillation of the breather is surprising (see figure 5 for a graph of a T 1 (t) against t).
Potential PN energies
We use exactly the same analysis for each of the potential energy terms, writing their space dependent energies as Fourier series in α.
As for the kinetic contributions, the b m coefficients all vanish due to symmetry, and the a where is as defined in equation (3.4) . Combinations such as total potential energy (V = U + 2 V ), total energy (H = T + U + 2 V ) or action (S = T − U − 2 V ) can be analysed in a similar way. All the necessary quantities have already been calculated. If we write the energy combinations as Fourier series in a similar way
then the coefficients are related to those already calculated by
. These coefficients can then be plotted and analysed to find the leading order effects of discreteness (see figure 5 ). Figure 5 contains graphs of the first Fourier coefficient a 1 (t) for the kinetic and each of the two potential energy functions with µ = 0.2, and = 0.1. The lower right graph in figure 5 shows the first Fourier coefficient for both the Hamiltonian and the action functions (a H 1 (t) and a S 1 (t)). The curve for the first coefficient in the Fourier series for the Hamiltonian (a H 1 (t)) oscillates at an almost constant amplitude, whereas that for the first action coefficient (a S 1 (t)) has an amplitude which decays to zero in the centre of the region of interest (t ≈ π/2 cos µ), before growing again toward t = π/ cos µ. The three energy contributions are the all same order of magnitude, oscillate rapidly and have coincident zeros.
Results
Intuitively, we might expect these energies to be O( n ) for some n; however, they are exponentially small in . This result is noteworthy for the following reasons: (i) if an exact travelling breather solution does exist, we now expect it to be only an exponentially small modification to the SG travelling breather; (ii) even if no exact travelling breather exists, the energy loss caused by this term will be so small that the approximate breather solution will survive for an extremely long time without suffering any significant modification.
Both from the graphs, and by manipulating the formulae ((3.3) and (3.6)) we see that to leading order, a vanishes at the order we have been considering. Our division of energy, into a kinetic and two potential terms, shows that energy is transferred from one form to another as the breather moves between lattice sites. This occurs in both discrete and continuous sine-Gordon equations, but in different ways. In the continuous case the energies are given purely by the a 0 (t) functions, whereas in the discrete case by the full Fourier series ((3.2) and (3.5)). In the limit of small amplitude (µ → 0), a 0 (t) only oscillates on the timescale of the breather's oscillation (ω ≈ ), whereas the other Fourier coefficients (a 1 , a 3 , . . .), also oscillate rapidly due to a leading-order dependence; this oscillation is modulated by an envelope which is periodic with period ω.
From these calculations, we see that there are indeed PN energy barriers which could hinder the movement of a breather through the lattice structure. This leads us to make the analogy of our system with the model problem of a particle moving through an oscillatory potential, where its energy is
Here unidirectional motion is only possible if E > 2A. If E 2A then the particle does not 'see' the oscillatory potential at leading order; it moves almost uniformly,
A, then the motion of the particle is highly non-uniform. Its velocity varies massively, from
, then unidirectional motion is not possible: the particle remains trapped in the potential well in which it started, and merely oscillates back and forth.
This simple system is a crude model of friction on the microscopic scale. For energies below a certain threshold no motion is seen, whereas far above the threshold, there is steady motion. Close to the threshold, the model predicts a strong interaction between the particle and the potential, which is seen in large variations of the velocity of the particle. This is analogous to the repeated stick-slip-stick-slip phenomenon observed near the application of a critical force to an object placed on a rough surface. In the DSG system with small , it is observed that breathers can move through the system with at most a very small interaction with the underlying lattice structure. This corresponds to the particle in an oscillatory potential with energy E 2A, where to leading order the motion appears uniform, but higher-order corrections show a variation in speed. In the DSG lattice, these velocity variations could result in nonlocal modes being excited and hence a loss of energy from the breather.
To apply the above theory to breathers in DSG we first require a single quantity that describes the extra energy required for a breather to move from one lattice node to the next. The maximum of any of the PN energy differences has the correct properties. For example, using the kinetic energy expansion, we find
For small µ, all three amplitudes agree, but for larger amplitudes a V 1 (t) dominates, as this contains an extra factor of 1/ cos 2 µ, which diverges as µ → π/2 (see equation (3.11)). A divergence such as this in the PN energy would explain the pinning of large-amplitude breathers.
In a crude description of the mobility of a larger-amplitude breather, we might state that motion from one lattice site to another can only occur if the PN potential energy barrier caused by V will allow it, i.e. if the calculated V -energy difference for the breather is less than some critical value (δ V )
This is a relation between the discreteness parameter ( ) and the amplitude of the breather (4µ) determining whether motion is possible. In practice, motion through the lattice is not this simple: near the supposed limit the breather moves, but will change shape and lose energy to the lattice. We expect motion through the lattice only if the breather has sufficient energy to surmount the potential barrier. It is quite reasonable to expect that the breather could lose energy to nonlocal modes of the lattice as it moves across the array of nodes. If only part of the energy is returned to the breather between each node then the breather will steadily lose energy. Since the energy barriers are exponentially small, the breather's energy loss will be exceptionally slow.
We assume that the energy loss as the breather moves from one site to the next is proportional to the PN energy barrier. If E n is the energy of the breather when it is centred at site n then 12) using (3.11). The time taken for the breather to travel one lattice spacing is 1/c, so if we now write the energy of the breather (E) as a function of time t, we find
Here we have also assumed that µ is small. Using the collective variables approach, we let µ and c be slowly To be able to make any firm statements about whether the energy is lost from a slowing of the translational motion or a reduction in amplitude, or a combination of the two, we need a second relationship. However the above suggests that for small speeds (c), the reduction in energy is by a decrease in amplitude. With this assumption it is possible to derive the asymptotic form 15) for some constant K 0 .
Small-amplitude limit
In this final section of theoretical results, we consider the small-amplitude limit µ → 0, where by use of asymptotic analysis we can find simpler expressions for the Fourier coefficients. These simplifications will enable us to calculate averages of the quantities a using Abramovich and Stegun [1] (equations (9.1.20) and (9.2.1)).
In a similar fashion, we find
so that the potential energy terms dominate the total energy as we look at asymptotically small-amplitude breathers.
As → 0, the quantities a U 1 , a V 1 change sign many times. In fact, they change sign whenever
suggesting that for certain small values of the breather is, on average, stable centred on a lattice node and for other small values of unstable when centred on a node but stable when evenly spaced between adjacent nodes. This assumes our averaging procedure is valid. Due to the exponentially small changes in energy (3.18), these results are not trivial to check using numerical simulations of the DSG system.
Concluding remarks
We have used methods from the calculus of variations to calculate the first effects caused by the discrete spatial structure on a moving breather in a discrete sine-Gordon system. Perturbation methods allow us to calculate changes in frequency and width of the breather, and determine how these modifications alter with the amplitude and the speed of the breather. The results show that the larger the amplitude of the breather, the greater were the corrections to shape and frequency, although the frequency required significantly less modification than the shape. Breathers with larger velocities also require greater corrections. For a fixed amplitude, the discrete nature of the system causes breathers to be narrower than their continuous counterparts, and generally to have a higher frequency. This combination of effects causes a reduction in the energy of moving breathers over the breather of the same amplitude in a continuous SG system.
The analysis presented in section 3 demonstrates to a certain degree of approximation the result proved by MacKay and Aubry [20] -namely that a breather can cross the gap from one lattice site to its neighbour without any change in total energy.
The changes in shape, size and frequency predicted in section 2 are much more significant that the height of the energy barriers calculated in section 3. It is thus entirely feasible that the changes in shape could cause the energy barrier to disappear totally, as the results of MacKay and Aubry imply (assuming the waves we have found are approximations to those found by MacKay and Aubry). Since the size of the energy barrier is exponentially small in the discreteness parameter ( ), it is expected that such waves are extremely long lived; i.e. breathers can move over a large number of lattice nodes before any change in amplitude, frequency or speed is caused.
Section 2 shows that the energy corrections are of O( 2 ), and section 3 approximated the height of any potential energy barrier by a quantity which was exponentially small in . The combination of these two shows that, for sufficiently small , the hindrance to motion through the lattice is easily superable.
These results also explain in more detail how a small amplitude breather moves through the lattice apparently unaffected by the discreteness, yet larger ones suffer a change in shape or become pinned to one site. This effect can be seen in the divergence of the PN on-site potential energy (a V 1 (t)) for larger-amplitude breathers. We have shown how the idea of a Peierls-Nabarro potential, which explains pinning of a kink in DSG, can be generalized to breathers in DSG. This is complicated by the internal degree of freedom of the breather, which our analysis takes account of. The results which follow show no reason for a small-amplitude breather to be pinned on one lattice site, but give a possible mechanism for the small energy losses a breather undergoes as it moves through a lattice. The method cannot, as yet, make predictions for fast breathers, or for the behaviour of large-amplitude breathers which numerical simulations suggest are pinned to lattice sites.
Appendix A. Calculation of Fourier coefficients
All the integrals referred to in section 3 can be found from taking suitable derivatives of figure 5 are for the leadingorder asymptotic results quoted in equations (3.3) and (3.6). The expressions quoted above contain second order corrections, which are one order of smaller. Over the majority of the range of interest, the two are indistinguishable; however near t = π/2ω, a T 1 , a U 1 as given above contain a small but noticeable spike caused by the second-order corrections. When examined in detail, the spike is smooth. Nothing can, as yet, be deduced from this spike, as the majority of the analysis of section 3 consists of leading order calculations; if correcting terms were carried through all calculations, the spike might disappear.
