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Abstract. We study an action of the skew divided difference operators on the Schubert
polynomials and give an explicit formula for structural constants for the Schubert polyno-
mials in terms of certain weighted paths in the Bruhat order on the symmetric group. We
also prove that, under certain assumptions, the skew divided difference operators transform
the Schubert polynomials into polynomials with positive integer coefficients.
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1 Introduction
In this paper we study the skew divided difference operators with applications to the “Little-
wood–Richardson problem” in the Schubert calculus. By the Littlewood–Richardson problem
in the Schubert calculus we mean the problem of finding a combinatorial rule for computing
what one calls the structural constants for Schubert polynomials. These are the structural
constants cwuv , u, v, w ∈ Sn, of the ring Pn/In, where Pn is the polynomial ring Z[x1, . . . , xn]
and In is the ideal of Pn generated by the symmetric polynomials without constant terms,
with respect to its Z-free basis consisting of the classes of Schubert polynomials Sw, w ∈ Sn.
Namely, the constants cwuv are defined via the decomposition of the product of two Schubert
polynomials Su and Sv modulo the ideal In:
SvSu ≡
∑
w∈Sn
cwuvSw (mod In). (1.1)
Up to now such a rule is known in the case when u, v, w are the Grassmannian permutations
(see, e.g., [11, p. 13] and [12, Chapter I, Section 9]) – this is the famous Littlewood–Richardson
rule for Schur functions – and in some special cases, see e.g. [7, 8].
The skew divided difference operators were introduced by I. Macdonald in [11]. The simplest
way to define the skew divided difference operators is based on the Leibniz rule for the divided
difference operators ∂w, w ∈ Sn, namely,
∂w(fg) =
∑
wv
(
∂w/vf
)
∂vg. (1.2)
⋆This paper is a contribution to the Vadim Kuznetsov Memorial Issue ‘Integrable Systems and Related Topics’.
The full collection is available at http://www.emis.de/journals/SIGMA/kuznetsov.html
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The symbol w  v for w, v ∈ Sn, here and after, means that w dominates v with respect to the
Bruhat order on the symmetric group Sn (see, e.g., [11, p. 6]). Formula (1.2) is reduced to the
classical Leibnitz rule in the case when w = (i, i+ 1) is a simple transposition:
∂i(fg) = ∂i(f)g + si(f)∂ig.
One of the main applications of the skew divided difference operators is an elementary and trans-
parent algebraic proof of the Monk formula for Schubert polynomials (see [11, equation (4.15)]).
Our interest to the skew divided difference operators is based on their connection with the
structural constants for Schubert polynomials. More precisely, if w, v ∈ Sn, and w  v, then
∂w/v (Su) |x=0 = c
w
uv. (1.3)
The polynomial ∂w/v(Su) is a homogeneous polynomial in x1, . . . , xn of degree l(u)+ l(v)− l(w)
with integer coefficients. We make a conjecture that in fact
∂w/v(Su) ∈N[x1, . . . , xn], (1.4)
i.e. the polynomial ∂w/v(Su) has nonnegative integer coefficients. In the case l(u)+ l(v) = l(w),
this conjecture follows from the geometric interpretation of the structural constants cwuv as the
intersection numbers for Schubert cycles. For general u, v, w ∈ Sn the conjecture is still open.
In Section 8 we prove conjecture (1.4) in the simplest nontrivial case (see Theorem 1) when
w and v are connected by an edge in the Bruhat order on the symmetric group Sn. In other
words, if w = vtij , where tij is the transposition that interchanges i and j, and l(w) = l(vtij)+1.
It is well-known [11, p. 30] that in this case the skew divided difference operator ∂w/v coincides
with operator ∂ij , i.e. ∂w/v = ∂ij . Our proof employs the generating function for Schubert
polynomials (“Schubert expression” [5, 3, 4]) in the nilCoxeter algebra.
In Section 9 we consider another application of the skew divided difference operators, namely,
we give an explicit (but still not combinatorial) formula for structural constants for Schubert
polynomials in terms of weighted paths in the Bruhat order with weights taken from the nil-
Coxeter algebra (see Theorem 2).
It is well known that there are several equivalent ways to define the skew Schur functions,
see e.g., [11, 12]. Apart from the present paper, a few different definitions of skew Schubert
polynomials have been proposed in [1, 10] and [2]. These definitions produce, in general, different
polynomials.
2 Skew Schur functions
In this Section we review the definition and basic properties of the skew Schur functions. For
more details and proofs, see [12, Chapter I, Section 5]. The main goal of this Section is to arise
a problem of constructing skew Schubert polynomials with properties “similar” to the those for
skew Schur functions (see properties (2.2)–(2.5) below).
Let Xn = (x1, . . . , xn) be a set of independent variables, and λ, µ be partitions, µ ⊂ λ,
l(λ) ≤ n.
Definition 1. The skew Schur function sλ/µ(Xn) corresponding to the skew shape λ − µ is
defined to be
sλ/µ(Xn) = det
(
hλi−µj−i+j
)
1≤i,j≤n
, (2.1)
where hk := hk(Xn) is the complete homogeneous symmetric function of degree k in the variables
Xn = (x1, . . . , xn).
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Below we list the basic properties of skew Schur functions:
a) Combinatorial formula:
sλ/µ(Xn) =
∑
T
xw(T ), (2.2)
where summation is taken over all semistandard tableaux T of the shape λ − µ with entries
not exceeding n; here w(T ) is the weight of the tableau T (see, e.g., [12, p. 5]), and xw(T ) :=
xw11 x
w2
2 · · · x
wn
n .
b) Connection with structural constants for Schur functions:
sλ/µ =
∑
ν, l(ν)≤n
cλµνsν , (2.3)
where the coefficients cλµν (the structural constants, or the Littlewood–Richardson numbers) are
defined through the decomposition
sµsν =
∑
λ
cλµνsλ. (2.4)
c) Littlewood–Richardson rule:
sλ/µ =
∑
ν,l(ν)≤n
|Tab0(λ− µ, ν)|sν , (2.5)
where Tab0(λ−µ, ν) is the set of all semistandard tableaux T of shape λ−µ and weight ν such
that the reading word w(T ) of the tableaux T (see, e.g., [12, Chapter I, Section 9]) is a lattice
word (ibid). Thus,
MultVλ(Vν ⊗ Vµ) = c
λ
νµ = |Tab
0(λ− µ, ν)|. (2.6)
3 Divided difference operators
Definition 2. Let f be a function of x and y (and possibly other variables), the divided
difference operators ∂xy is defined to be
∂xyf =
f(x, y)− f(y, x)
x− y
. (3.1)
The operator ∂xy takes polynomials to polynomials and has degree −1. On a product fg,
∂xy acts according to the Leibniz rule
∂xy(fg) = (∂xyf)g + (sxyf)(∂xyg), (3.2)
where sxy interchanges x and y.
It is easy to check the following properties of divided difference operators ∂xy:
a) ∂xysxy = −∂xy, sxy∂xy = ∂xy,
b) ∂2xy = 0,
c) ∂xy∂yz∂xy = ∂yz∂xy∂yz,
d) ∂xy∂yz = ∂xz∂xy + ∂yz∂xz.
The next step is to define a family of divided difference operators ∂i, 1 ≤ i ≤ n − 1, which
act on the ring of polynomials in n variables.
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Let x1, x2, . . . , xn be independent variables, and let
Pn = Z[x1, . . . , xn].
For each i, 1 ≤ i ≤ n− 1, let
∂i = ∂xi,xi+1 ,
be the divided difference operator corresponding to the simple transposition si = (i, i+1) which
interchanges xi and xi+1.
Each ∂i is a linear operator on Pn of degree −1. The divided difference operators ∂i, 1 ≤ i ≤
n− 1, satisfy the following relations
i) ∂2i = 0, if 1 ≤ i ≤ n− 1,
ii) ∂i∂j = ∂j∂i, if 1 ≤ i, j ≤ n− 1, and |i− j| > 1,
iii) ∂i∂i+1∂i = ∂i+1∂i∂i+1, if 1 ≤ i ≤ n− 2.
Let w ∈ Sn be a permutation; then w can be written as a product of simple transpositions
si = (i, i + 1), 1 ≤ i ≤ n− 1, namely,
w = si1 · · · sip .
Such a representation (or the sequence (i1, . . . , ip)) is called a reduced decomposition of w, if
p = l(w), where l(w) is the length of w. For each w ∈ Sn, let R(w) denote the set of all
reduced decompositions of w, i.e. the set of all sequences (i1, . . . , ip) of length p = l(w) such that
w = si1 · · · sip .
For any sequence a = (a1, . . . , ap) of positive integers, let us define ∂a = ∂a1 · · · ∂ap .
Proposition 1 ([11], Chapter II).
i) If a sequence a = (a1, . . . , ap) is not reduced, i.e. not a reduced decomposition of any
w ∈ Sn, then ∂a = 0.
ii) If a,b ∈ R(w) then ∂a = ∂b.
From Proposition 1, ii) follows that one can define ∂w = ∂a unambiguously, where a is any
reduced decomposition of w.
4 Schubert polynomials
In this section we recall the definition and basic properties of the Schubert polynomials in-
troduced by A. Lascoux and M.-P. Schu¨tzenberger. Further details and proofs can be found
in [11].
Let δ = δn = (n− 1, n− 2, . . . , 1, 0), so that
xδ = xn−11 x
n−2
2 · · · xn−1.
Definition 3 ([9]). For each permutation w ∈ Sn the Schubert polynomial Sw is defined to be
Sw = ∂w−1w0(x
δ), (4.1)
where w0 is the longest element of Sn.
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Proposition 2 ([9, 11]).
i) For each permutation w ∈ Sn, Sw is a polynomial in x1, . . . , xn−1 of degree l(w) with
positive integer coefficients.
ii) Let v,w ∈ Sn. Then
∂vSw =
{
Swv−1 , if l(wv
−1) = l(w)− l(v),
0, otherwise.
iii) The Schubert polynomials Sw, w ∈ Sn, form a Z-linear basis in the space Fn, where
Fn =
{
f ∈ Pn | f =
∑
α⊂δ
cαx
α
}
.
iv) The Schubert polynomials Sw, w ∈ Sn, form an orthogonal basis with respect to the pairing
〈 , 〉0:
〈Sw,Su〉0 =
{
1, if u = w0w,
0, otherwise,
where by definition 〈f, g〉0 = η(∂w0(fg)) := ∂w0(fg)|x=0, and η(h) = h|x1=···=xn=0 for any
polynomial h in the variables x1, . . . , xn.
v) (Stability) Let m > n and let i : Sn →֒ Sm be the natural embedding. Then
Sw = Si(w).
5 Skew divided difference operators
The skew divided difference operators ∂w/v, w, v ∈ Sn, were introduced by I. Macdonald [11,
Chapter II].
Let w, v ∈ Sn, and w  v with respect to the Bruhat order  on the symmetric group Sn. In
other words, if a = (a1, . . . , ap) is a reduced decomposition of w then there exists a subsequence
b ⊂ a such that b is a reduced decomposition of v (for more details, see, e.g., [11, equation (1.17)].
Definition 4 ([11]). Let v,w ∈ Sn, and w  v with respect to the Bruhat order, and a =
(a1, . . . ap) ∈ R(w). The skew divided difference operator ∂w/v is defined to be
∂w/v = v
−1
∑
b⊂a, b∈R(v)
φ(a,b), (5.1)
where
φ(a,b) =
p∏
i=1
φi(a,b), φi(a,b) =
{
sai , if ai ∈ b,
∂ai , if ai 6∈ b.
One can show (see, e.g., [11, p. 29]) that Definition 4 is independent of the reduced decom-
position a ∈ R(w).
Below we list the basic properties of the skew divided difference operators ∂w/v. For more
details and proofs, see, e.g., [11]. The statement iv) of Proposition 3 below seems to be new.
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Proposition 3.
i) Let f, g ∈ Pn, w ∈ Sn, then
∂w(fg) =
∑
wv
(∂w/vf)∂vg. (5.2)
More generally,
ii) Let f, g ∈ Pn, u,w ∈ Sn, and w  u with respect to the the Bruhat order. Then
∂w/u(fg) =
∑
wvu
u−1v(∂w/vf)∂v/ug (5.3)
(generalized Leibnitz’ rule).
iii) Let w = vt, where l(w) = l(v)+1, and t = tij is the transposition that interchanges i and
j and fixes all other elements of [1, n]. Then
∂w/v = ∂ij , (5.4)
where ∂ij := ∂xixj .
iv) Let w0 be the longest element of Sn. Then
w0v∂w0/v = ∂w0v. (5.5)
v) Let u, v, w ∈ Sn, w  u, and l(w) = l(u) + l(v). Then
∂w/uSv = c
w
uv, (5.6)
where cwuv are the structural constants for the Schubert polynomials Sw, w ∈ Sn; in other words,
SuSv ≡
∑
w∈Sn
cwuvSw (mod In),
where In is the ideal generated by the elementary symmetric functions e1(x1, . . . , xn), . . . , en(x1,
. . . , xn).
Proof. We refer the reader to [11, p. 30] for proofs of statements i)–iii).
iv) To prove the identity (5.5), we will use the formula (5.2) and the following result due to
I. Macdonald [11, equation (5.7)]):
∂w0(fg) =
∑
w∈Sn
ǫ(w)∂w(w0f)∂ww0(g), (5.7)
where for each permutation w ∈ Sn, ǫ(w) = (−1)
l(w) is the sign (signature) of w.
Using the generalized Leibnitz formula (5.2), we can write the LHS (5.7) as follows:
∂w0(fg) =
∑
w0v
v(∂w0/vf)∂v(g). (5.8)
Comparing the RHS of (5.7) and that of (5.8), we see that
v(∂w0/vf) = ǫ(vw0)∂vw0(w0f).
To finish the proof of equality (5.5), it remains to apply the following formula [11, equa-
tion (2.12)]:
∂w0ww0 = ǫ(w)w0∂ww0.
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v) We consider formula (5.6) as a starting point for applications of the skew divided difference
operators to the problem of finding a combinatorial formula for the structural constants cwuv
(“Littlewood–Richardson problem” for Schubert polynomials, see Section 2). Having in mind
some applications of (5.6) (see Sections 8 and 9), we reproduce below the proof of (5.6) given
by I. Macdonald [11, p. 112]. It follows from Proposition 2 ii) and Proposition 3 i) that
cwuv = ∂w(SuSv) =
∑
wv1
v1
(
∂w/v1Su
)
∂v1Sv .
In the latter sum the only nonzero term appears when v1 = v. Hence,
cwuv = ∂w(SuSv) = v∂w/v(Su) = ∂w/v(Su),
since deg ∂w/v(Su) = 0. 
It is well-known (and follows, for example, from Proposition 2, i) and ii)) that for each
v,w ∈ Sn
∂v (Sw) ∈N[x1, . . . , xn−1].
More generally, we make the following conjecture.
Conjecture 1. For any u, v, w ∈ Sn,
∂w/uSv ∈ N[Xn],
i.e. ∂w,u(Sv) is a polynomial in x1, . . . , xn with nonnegative integer coefficients.
Example 1. Take w = s2s1s3s2s1 ∈ S4, v = s2s1 ∈ S4, and a = (2, 1, 3, 2, 1) ∈ R(w).
There are three possibilities to choose b such that b ⊂ a, b ∈ R(v), namely, b = (2, 1, ·, ·, ·),
b = (2, ·, ·, ·, 1) and b = (·, ·, ·, 2, 1). Hence,
∂w/v = s1s2s2s1∂3∂2∂1 + s1s2s2∂1∂3∂2s1 + s1s2∂2∂1∂3s2s1
= ∂3∂2∂1 − ∂1∂3∂13 − ∂13∂2∂14.
Using this expression for the divided difference operator ∂w/v, one can find
a) ∂w/v(x
3
1x
2
2) = x
2
1 + x1x4 + x
2
4 ≡ x2x3 (mod I4).
Thus,
∂w/v(x
3
1x
2
2) ≡ S23 −S13 +S21 (mod I4).
Here S23 means Ss2s3 , not S(2,4). Similar remarks apply to other similar symbols here and after.
We used the following formulae for Schubert polynomials:
S23 = x1x2 + x1x3 + x2x3, S13 = x
2
1 + x1x2 + x1x3, S12 = x
2
1.
b) ∂w/v(x
3
1x
2
2x3) ≡ x
2
2x3 (mod I4),
and
∂w/v(x
3
1x
2
2x3) ≡ S121 +S232 −S123 −S213 −S312 (mod I4).
c) ∂13(x
3
1x2x3) = x1x2x3(x1 + x3) ≡ −x1x
2
2x3 (mod I4).
Let us note that x31x2x3 = S12321.
These examples show that in general
• the “intersection” numbers 〈∂w/v(Su),Sτ 〉0 may have negative values;
• coefficients cα in the decomposition ∂w/v(Su) ≡
∑
α⊂δn
cαx
α (mod In) may take negative
values.
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6 Analog of skew divided differences in the Bracket algebra
In this Section for each v,w ∈ Sn we construct the element [w/v] in the Bracket algebra E
0
n
which is an analog of the skew divided difference operators ∂w/v. The Bracket algebra E
0
n was
introduced in [4]. By definition, the Bracket algebra E0n (of type An−1) is the quadratic algebra
(say, over Z) with generators [ij], 1 ≤ i < j ≤ n, which satisfy the following relations
(i) [ij]2 = 0, for i < j;
(ii) [ij][jk] = [jk][ik] + [ik][ij], [jk][ij] = [ik][jk] + [ij][ik], for i < j < k;
(iii) [ij][kl] = [kl][ij] whenever {i, j} ∩ {k, l} = ∅, i < j and k < l.
For further details, see [4, 6].
Note that [ij] → ∂ij , 1 ≤ i < j ≤ n, defines a representation of the algebra E
0
n in Pn.
Now, let v,w ∈ Sn, and w  v with respect to the Bruhat order on Sn. Let a ∈ R(w) be
a reduced decomposition of w. We define the element [w/v] in the Bracket algebra E0n to be
[w/v] = v−1
∑
b⊂a, b∈R(v)
φ(a, b),
where
φ(a,b) =
∏
i
φi(a,b), and φi =
{
sai , ai ∈ b,
[ai ai + 1], ai 6∈ b.
Note that the right-hand side of the definition of [w/v] can be interpreted inside the crossed
product of E0n by Sn (which is also called a skew group algebra in this case) with respect to the
action of Sn on E
0
n defined by
w · [w/v] = [w(i)w(j)] (which means − [w(j)w(i)] if w(i) > w(j)),
eventually giving an element of E0n.
Remark 1. Let w, v ∈ Sn, and w  v. One can show that the element [w/v] ∈ E
0
n is independent
of the reduced decomposition a ∈ R(w).
Conjecture 2. The element [w/v] ∈ E0n can be written as a linear combination of monomials
in the generators [ij], i < j, with nonnegative integer coefficients.
Example 2. Take w = s2s1s3s2s1 ∈ S4, v = s2s1 ∈ S4. Then
[w/v] = [34][23][12] − [12][34][13] − [13][23][14]
= [34][12][13] + [34][13][23] − [12][34][13] − [13][23][14]
= [13][14][23] + [14][34][23] − [13][23][14] = [14][34][23].
7 Skew Schubert polynomials
Definition 5. Let v,w ∈ Sn, and w  v with respect to the Bruhat order. The skew Schubert
polynomial Sw/v is defined to be
Sw/v = ∂v−1w0/w−1w0(x
δn). (7.1)
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Example 3. a) Let w = s1s2s3s1 ∈ S4, and v = s1 ∈ S4. Then v
−1w0 = s2s1s3s2s1, w
−1w0 =
s2s1, and
Sw/v = ∂21321/21(x
3
1x
2
2x3) = (x
2
1 + x1x4 + x
2
4)x2
≡ S121 +S232 −S124 −S213 −S132 (mod I4).
b) Take w = s3s2 ∈ S4 and v = s3 ∈ S4. Then v
−1w0 = s1s2s1s3s2, w
−1w0 = s1s2s3s2, and
∂v−1w0/w−1w0 = ∂13. Thus
Sw/v = x
2
1x2x3(x2 + x3) ≡ −x
3
1x2x3 (mod I4).
It is clear that if w, v ∈ Sn, and w  v, then Sw/v is a homogeneous polynomial of degree(
n
2
)
− l(w) + l(v) with integer coefficients. It would be a corollary of Conjecture 1 that skew
the Schubert polynomials have in fact positive integer coefficients.
Proposition 4.
i) Let v ∈ Sn, and w0 ∈ Sn be the longest element. Then
Sw0/v = Sv . (7.2)
ii) Let w ∈ Sn, then Sw/1 = w0ww0Sww0 .
Proof of (7.2) follows from (5.5) and (7.1).
It is an interesting task to find the Monk formula for skew Schubert polynomials, in other
words, to describe the decomposition of the product (x1+· · ·+xr)Sw/v, w, v ∈ Sn, 1 ≤ r ≤ n−1,
in terms of Schubert polynomials.
8 Proof of Conjecture 1 for divided difference operators ∂ij
First of all we recall the definition of the nilCoxeter algebra NCn and the construction of the
Schubert expression S(n+1) ∈ N[x1, . . . , xn][NCn], where N[x1, . . . , xn][NCn] denotes the set
of all non-negative integral linear combinations of the elements of the form xm11 · · · x
mn
n ⊗ ew,
m1, . . . ,mn ∈ N, w ∈ Sn, in Z[x1, . . . , xn] ⊗Z NCn. Similar remarks apply to similar notation
below.
The study of action of divided difference operators ∂ij , 1 ≤ i < j ≤ n, on the Schubert
expression S(n+1) is the main step of our proof of Conjecture 1 for the skew divided difference
operators corresponding to the edges in the Bruhat order on the symmetric group Sn+1. In
exposition we follow to [5, 3, 4].
Definition 6. The nilCoxeter algebra NCn is the algebra (say, over Z) with generators ei,
1 ≤ i ≤ n, which satisfy the following relations
(i) e2i = 0, for 1 ≤ i ≤ n,
(ii) eiej = ejei, for 1 ≤ i, j ≤ n, |i− j| > 1,
(iii) eiejei = ejeiej , for 1 ≤ i, j ≤ n, |i− j| = 1.
For each w ∈ Sn+1 let us define ew ∈ NCn to be ew = ea1 · · · eap , where (a1, . . . , ap) is any
reduced decomposition of w. The elements ew, w ∈ Sn+1, are well-defined and form a Z-basis
in the nilCoxeter algebra NCn.
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Now we are going to define the Schubert expression S(n+1) which is a noncommutative
generating function for the Schubert polynomials. Namely,
S
(n+1) =
∑
w∈Sn+1
Swew ∈ N[x1, . . . , xn][NCn].
The basic property of the Schubert expression S(n+1) is that it admits the following factoriza-
tion [5]:
S
(n+1) = A1(x1) · · ·An(xn), (8.1)
where Ai(x) =
i∏
j=n
(1 + xej) = (1 + xen)(1 + xen−1) · · · (1 + xei).
Now we are ready to formulate and prove the main result of this Section, namely, the following
positivity theorem:
Theorem 1. Let 1 ≤ i < j ≤ n+ 1, w ∈ Sn+1. Then
∂ijSw ∈ N[x1, . . . , xn+1].
Proof. Our starting point is the Lemma below which is a generalization of the Statement 4.19
from Macdonald’s book [11]. Before to state the Lemma, we need to introduce a few notation.
Let X = (x1, . . . , xn) be the set of variables and µ = (µ1, . . . , µp) be a composition of size n.
We assume that µj 6= 0, 1 ≤ j ≤ p, and put by definition µ0 = 0.
Denote by Xj the set of variables (xµ1+···+µj−1+1, . . . , xµ1+···+µj ), 1 ≤ j ≤ p.
Let w ∈ S(n) be a permutation such that the code of w has length ≤ n. The Schubert
polynomial Sw(X) can be uniquely expressed in the form
Sw(X) =
∑
dwu1,··· ,up
p∏
j=1
Suj (Xj),
summed over permutations u1 ∈ S
(µ1), . . . , up ∈ S
(µp), see [11, Chapter IV].
Lemma 1. The coefficients dwu1,...,up defined above, are non-negative integers.
The proof of Lemma proceed by induction on l(up), and follows very close to that given
in [11]. We omit details.
It follows from the Lemma above that it is enough to prove Theorem 1 only for the transpo-
sition (i, j) = (1, n). Thus, we are going to prove that ∂1nSw ∈ N[x1, . . . , xn]. For this goal, let
us consider the Schubert expression S(n+1) = A1(x1)A2(x2) · · ·An(xn), see (8.1). We are going
to prove that
∂1nS
(n+1) =
∑
w∈Sn+1
αw(x)ew,
where αw(x) ∈N[x1, . . . , xn] for all w ∈ Sn+1. Using the Leibniz rule (3.2), we can write
∂1nS
(n+1) = ∂1n(A1(x1)A2(x2) · · ·An(xn))
= ∂1n(A1(x1))A2(x2) · · ·An(xn) +A1(xn)A2(x2) · · ·An−1(xn−1)∂1n(An(xn)).
First of all,
∂1nAn(xn) =
1 + xnen − 1− x1en
x1 − xn
= −en.
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The next observation is
∂1nA1(x1) =
A1(xn)− 1
xn
+ f(x1, xn),
where f(x1, xn) ∈ N[x1, xn][NCn]. Indeed, if A1(x) =
n∑
k=0
ckx
k, where ck ∈ NCn, c0 = 1, then
∂1nA1(x1) =
n∑
k=1
ck
xk1 − x
k
n
x1 − xn
=
n∑
k=1
ckx
k−1
n + f(x1, xn),
and f(x1, xn) ∈ N[x1, xn][NCn], as it was claimed. Hence,
xn∂1nS
(n+1) = (A1(xn)− 1)A2(x2) · · ·An−1(xn−1)(1 + xnen)
−A1(xn)A2(x2) · · ·An−1(xn−1)enxn + xnF (x1, . . . , xn)
= A1(xn)A2(x2) · · ·An−1(xn−1)−A2(x2)A3(x3) · · ·An(xn)
+ xnF (x1, . . . , xn),
where F (x1, . . . , xn) ∈ N[x1, . . . , xn][NCn]. Thus, it is enough to prove that the difference
A1(xn)A2(x2) · · ·An−1(xn−1)−A2(x2)A3(x3) · · ·An(xn)
belongs to the set N[x1, . . . , xn][NCn]. We will use the following result (see [5, 3]):
Ai(x)Ai(y) = Ai(y)Ai(x), 1 ≤ i ≤ n.
Thus, using a simple observation that Ai(x) = Ai+1(x)(1 + xei), we have
A1(xn)A2(x2) · · ·An−1(xn−1) = A2(xn)(1 + xne1)A2(x2) · · ·An−1(xn−1)
= A2(xn)A2(x2) · · ·An−1(xn−1) + xnA2(xn)e1A2(x2) · · ·An−1(xn−1)
= A2(x2)A2(xn)A3(x3) · · ·An−1(xn−1) + xnA2(xn)e1A2(x2) · · ·An−1(xn−1)
= A2(x2)A3(xn)(1 + xne2)A3(x3) · · ·An−1(xn−1) + xnA2(xn)e1A2(x2) · · ·An−1(xn−1)
= · · · = A2(x2)A3(x3) · · ·An(xn) + xn
n−1∑
i=1
i∏
j=2
Aj(xj)Ai+1(xn)ei
n−1∏
j=i+1
Aj(xj).
Let us denote the sum over i in (5.3) by G(x1, . . . , xn). It is clear that
G(x1, . . . xn) ∈ N[x1, . . . xn][NCn].
Thus the difference
A1(xn)A2(x2) · · ·An−1(xn−1)−A2(x2)A3(x3) · · ·An(xn) = G(x1, . . . , xn)
also belongs to the set N[x1, . . . , xn][NCn]. 
9 Generating function for the Schubert polynomials
structural constants cwuv
Let w, v ∈ Sn, l(w) − l(v) ≤ 1, and w  v with respect to the Bruhat order. For 1 ≤ i ≤ n and
1 ≤ s ≤ n−1 we define the element e
(s)
i (w/v) of the nilCoxeter algebra NCn using the following
rule
e
(s)
i (w/v) =


0, if w = vt(a,b), and simultaneously a 6= s and b 6= s,
en−i, if w = vt(s,b), and s < b,
−en−i, if w = vt(b,s), and b < s,
1, if w = v.
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Theorem 2. Let u,w ∈ Sn. Then
∑
v∈Sn
cwuvev =
∑
{v
(s)
i }
n−1
s=1
n−1∏
s=1
n−s∏
i=1
e
(s)
i
(
v
(s)
i−1/v
(s)
i
)
, (9.1)
summed over all sequences v = (v
(s)
i ) of permutations
w = v
(1)
0  v
(1)
1  · · ·  v
(1)
n−1 = v
(2)
0  v
(2)
1  · · ·  v
(2)
n−2
= v
(3)
0 · · · = v
(n−2)
0  v
(n−2)
1  v
(n−2)
2 = v
(n−1)
0  v
(n−1)
1 = u
with restrictions
l(v
(s)
i−1)− l(v
(s)
i ) ≤ 1 for all i and s.
In the product in the RHS (9.1) the factors are multiplied left-to-right, according to the
increase of s.
Proof. We start with rewriting of the LHS (9.1), namely showing that∑
v∈Sn
cwuvev = η
(
∂w/uS
(n)
)
,
where S(n) denotes the Schubert expression. Indeed,
η
(
∂w/vS
(n)
)
=
∑
v∈Sn
η
(
∂w/v(Sv)
)
ev =
∑
v∈Sn
cwuvev .
The next step is to compute η
(
∂w/vS
)
using the following lemma, which is obtained by repetitive
use of the generalized Leibniz rule (5.3).
Lemma 2. Let w, u ∈ Sn, and f1, . . . , fN ∈ Pn. Then
u∂w/u(f1 · · · fN ) =
∑
w=v0v1···vN−1vN=u
N∏
i=1
vi
(
∂vi−1/vi(f)
)
.
We apply Lemma 2 to the Schubert expression
S
(n) = A1(x1) · · ·An−1(xn−1) =
n−1∏
i=1
i∏
k=n−1
(1 + xiek). (9.2)
On the rightmost side of (9.2), the factors are multiplied left-to-right according to the increase
of i. As a result, we obtain
η
(
∂w/uS
(n)
)
=
∑
{v
(s)
0 v
(s)
1 ···v
(s)
n−s}
n−1
s=1
n−1∏
s=1
n−s∏
i=1
η
(
∂
v
(s)
i−1/v
(s)
i
(1 + xsen−i)
)
,
summed over all sequences of permutations {v
(s)
0  v
(s)
1  · · ·  v
(s)
n−s}
n−1
s=1 such that v
(1)
0 = w,
v
(s+1)
0 = v
(s)
n−s, 1 ≤ s ≤ n− 2, v
(n−1)
1 = u.
Note that we omitted the action of the symmetric group elements since we apply η.
It is clear that we can assume l(v
(s)
i−1)− l(v
(s)
i ) ≤ 1 for all i, s, and under these conditions, we
have
η
(
∂
v
(s)
i−1/v
(s)
i
(1 + xsen−i)
)
= e
(s)
i
(
v
(s)
i−1/v
(s)
i
)
. 
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10 Open problems
Below we formulate a few problems related to the content of this paper.
1. Main problem. Let w, v ∈ Sn and w  v with respect to the Bruhat order on the
symmetric group Sn. Prove that polynomials ∂w/v (Su) have nonnegative coefficients for each
u ∈ Sn.
2. The generalized “Littlewood–Richardson problem” for Schubert polynomials.
Let u, v, w ∈ Sn and
∂w/v (Su) =
∑
α
cαx
α.
Find a combinatorial description of the coefficients cα := cα(u, v, w).
Remark 2. If l(w) = l(u) + l(v) and w  v, then ∂w/v (Su) = c
w
uv, see [11, p. 112], or the
present paper, Proposition 3, v).
3. Skew key polynomials. Let α = (α1, . . . , αn) be a composition, λ(α) be a unique
partition in the orbit Sn·α, and w(α) ∈ Sn be the shortest permutation such that w(α)·α = λ(α).
Let v ∈ Sn be such that w(α)  v with respect to the Bruhat order. Using in Definition 4 the
isobaric divided difference operators πi := ∂ixi, 1 ≤ i ≤ n − 1 (see, e.g., [11, p. 28]) instead of
operators ∂i one can define for each pair w  v the skew isobaric divided difference operator
πw/v : Pn → Pn, where Pn = Z[x1, . . . , xn].
We define the skew key polynomial kα/v to be
kα/v = πw(α)/v
(
xλ(α)
)
,
where xβ = xβ11 · · · x
βn
n for any composition β = (β1, β2, . . . , βn). It is natural to ask whether or
not the skew key polynomials have nonnegative coefficients?
4. Find a geometrical interpretation of the skew divided difference operators, the polynomials
∂w/v (Su), and the skew key polynomials.
5. Does there exist a stable analog of the skew Schubert polynomials?
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