Abstract-Design rule check is a critical step in the physical design of integrated circuits to ensure manufacturability. However, it can be done only after a time-consuming detailed routing procedure, which adds drastically to the time of design iterations. With advanced technology nodes, the outcomes of global routing and detailed routing become less correlated, which adds to the difficulty of predicting design rule violations from earlier stages. In this paper, a framework based on neural network ensembles is proposed to predict design rule violation hotspots using information from placement and global routing. A soft voting structure and a PCA-based subset selection scheme are developed on top of a baseline neural network from a recent work. Experimental results show that the proposed architecture achieves significant improvement in model performance compared to the baseline case. For half of test cases, the performance is even better than random forest, a commonly-used ensemble learning model.
I. INTRODUCTION
Today's IC fabrication technologies require satisfying many complex design rules to ensure manufacturability. Creating a layout that is clean of design rule violations has turned into a cumbersome task, requiring many iterations in the design flow, and consequently impacting the time-to-market.
Within the design flow, Design Rule Check (DRC) is typically applied after detailed routing. However, the process of detailed routing can be rather tedious and expensive, which typically takes several hours, if not days, to finish. Therefore, it is highly desirable if an inexpensive DRC predictor is developed so that DRC hotspot locations on the layout may be predicted accurately at the earlier stages in the design flow. In this way, a designer may leverage this early feedback without going through detailed routing and DRC phases each time.
Recent research has focused on prediction of DRC hotspots, and on placement and/or global routing techniques to minimize the violations after detailed routing [1] - [3] . They have identified various features at the placement and/or global routing stages which can contribute to DRC violations. The process involves extracting these features during placement and/or global routing followed by machine learning for modeling.
A significant challenge during modeling is effective use of a large number of extracted features. Direct incorporation of all the features during modeling can cause overfitting issues, besides significant increase in the time to do the modeling itself. To handle these challenges, Chan et al. proposed different schemes to define smaller subsets of features and conducted a study to find the most useful subset [3] . These subsets however were defined in an empirical / non-systematic manner.
Recently, Tabrizi et al. used a Neural Network (NN) model for DRC hotspot prediction [1] , where the network model was composed of only a single hidden layer.
In this paper, we apply NN ensembles [4] - [6] on top of the baseline model in [1] to improve DRC hotspot prediction.
To further improve the performance in NN ensembles, we propose a feature selection scheme based on principal component analysis (PCA) [7] . Related works on feature selection in NN ensembles include [8] - [11] , which select features by using different training samples and/or are based on an objective function of the features that evaluates their fitness. Our method differs from these works in that we randomly select the features in PCA-transformed linear subspace, which does not have any objective function to evaluate (which saves the training time), and does not require different training samples for each learner (which makes it easier to be embedded on the original NN).
To summarize, our contributions are listed below.
• Our workflow receives as input a wide range of features inspired by a comprehensive study of DRC prediction. The feature size is more than any single prior work.
• We offer systematic techniques to generate useful feature subsets for use in our model by applying PCA, subset selection, and a smart random selection scheme.
• These are incorporated within a proposed NN ensemble architecture that can be easily implemented with popular NN frameworks like Tensorflow [12] or Keras [13] .
In our experiments conducted using the ISPD 2015 detailed routability-driven placement benchmarks [14] , we consider 387 features and show significant improvement compared to a baseline architecture inspired by [1] . We also obtain improvement in over half of the designs compared to random forest [15] , a commonly-used ensemble learning model. The rest of this paper is organized as follows. Section II introduces the overall workflow of DRC hotspot prediction. Section III presents a study on features used in related works, and how we extract features and ground truths in our problem. Section IV elaborates the proposed model and Section V shows how it is used. Section VI gives the experimental results.
II. DRC HOTSPOT PREDICTION WORKFLOW
The DRC hotspot prediction problem is stated as follows: Given a global routing outcome, predict whether a g-cell, after detailed routing, will contain any DRC violation. The prediction is made based on other routed areas/designs with the same technology and same physical design flow. We show the overall workflow in Fig. 1 . Our approach is to formulate this problem as a supervised classification problem. We extract features from placement and global routing (shown in the left panel of Fig. 1 ) to form a feature vector for each gcell, and then develop an NN ensemble model that accept this feature vector as input and produce a binary output indicating whether the corresponding g-cell may be a DRC hotspot.
The data gathering process is shown in the middle panel in Fig. 1 . We use 14 designs (including two hidden designs) with a 65 nm technology from the ISPD 2015 contest benchmark suite [14] 1 . They are listed in Table I . Each design is first fed into Eh?Placer [16] , which produces a placed .def file. Then with Olympus-SoC [17] , we do the following steps: (1) Placement legalization, (2) Global and detailed routing for the clock net, (3) Global routing for signal nets, (4) Detailed routing for signal nets, and (5) Check for DRC violations. After step (3), the intermediate results will be sent to a feature extraction module to extract the feature vectors, and the DRC errors in step (5) will be used to produce the ground truth. The methods will be discussed in Section III.
These data samples are then partitioned into a training set, a validation set, and several test sets. We use the training set to train our proposed voting-based NN model, and use the validation set to tune the hyperparameters with grid search. The trained model is then applied to test sets to predict the DRC hotspots and evaluate the performance.
For each design, we randomly split the g-cells by the ratios of 20%, 20% and 60% as training, validation and testing samples, respectively. There are two exceptions: a) g-cells that fully overlap with a macro are excluded from the data sets before splitting, since empirically no routed wire and via can exist in such g-cells; b) all data in designs fft_b, matrix_mult_2 and matrix_mult_c will be allocated into the test sets that are unforeseen in training and validation phases, which allows us to better examine the generalization performance of the proposed model. We combine all training samples into a training set, and all validation samples into a validation set, so that both of them contain a mixture of g-cells from different designs with the same technology file. We build 14 test sets, each containing testing samples in one design of the benchmarks suite, so that we can observe the model performance for different designs. Note that the data samples are highly imbalanced. According to Table I , only 2616 out of 146090 (1.8%) g-cells are DRC hotspots, i.e. positive samples. Fig. 2 illustrates the types of layout information available at the placement and global routing stages. Using these, prior works have defined various features which relate to routability and thus the DRC hotspots prediction, including:
III. FEATURE AND GROUND TRUTH EXTRACTION
• Location of g-cells in the layout [1] , [2] , • Density-related information (e.g., cell density [1] - [3] , [18] , [19] , pin density [2] , [3] , [18] - [22] , pin spacing / distribution [1] , [3] , [21] ), • Special pins and cells, which may have constraints in routing (e.g., clock pins [1] , pins in nets with non-default rules (NDRs) [1] , [18] , and multi-height cells [3] ), • Connectivity, where complex connections around the gcells may complicate routing (e.g., local nets [3] , [18] - [21] , and cross-border nets [1] , [3] , [19] , [21] ), • Congestion map, load, overflow [1] , [3] , [18] - [20] , which indicate supply and demand of routing resources, • Blockages for placement and/or routing [1] , [2] , [20] , which further limit the routing resources.
Recent works [1] - [3] , [19] also extract features in a window including neighboring g-cells to consider their contributions. These observations motivate us to extract the following features in the designs, from the placed cells and the congestion map after signal global routing which can be explained using Fig. 2 . Each sample corresponds to a g-cell in the layout, which is expanded to a 3 × 3 window consisting of this g-cell (referred to as "central g-cell") and its 8 neighbors.
• For each of 9 g-cells in the window, -The center x-and y-coordinates, normalized to [0, 1] by dividing the x-(or y-) coordinate of the g-cell center by the layout width (or height). -The number of standard cells fully within the g-cell.
-The number of pins fully within the g-cell.
-The number of clock pins fully within the g-cell.
-The number of local nets, defined as nets whose all pins are within the same g-cell.
-The number of pins that belong to any local net.
-The number of pins that have NDRs, as defined in the ISPD 2015 contest benchmarks in our experiments. -The pin spacing, defined as the arithmetic mean of pair-wise 2 Manhattan distances of pins inside g-cell.
-The percentage of area occupied by blockages.
-The percentage of area occupied by standard cells.
• For each of 12 congestion border edges (i.e., segments with blue/red dots in Fig. 2 ) in each metal layer, and for each of 9 g-cells inside the window in each via layer, -The capacity C, defined as the maximum allowed number of wires/vias across the edge. -The load L, defined as the number of wires that are already across the edge (for metal layers) / the number of vias inside the g-cell (for via layers). -The difference of C and L. We include almost all features from prior works 3 . This results in a large number of features, 387 in total.
For the ground truth, we examine the bounding boxes of DRC errors as reported by Olympus-SoC. A g-cell is a DRC hotspot if and only if the g-cell overlaps with any DRC error bounding box. A sample is positive if and only if the central g-cell is a DRC hotspot.
IV. PROPOSED NEURAL NETWORK ENSEMBLE MODEL
In this section we present the proposed NN ensemble model as illustrated in Fig. 3 . It contains a PCA transform layer and subset connections for feature selection, a group of voters that will be trained to classify the samples, and an arbitration structure to combine the outputs of each voter. The network inputs are the extracted features, each normalized to zero mean and unit variance for better numerical robustness and training convergence. The inputs of each voter are a subset of the network inputs. The subsets for each voter may be the same or different as per the setting. Note that even if some voters use the same input subset, their outputs can still be different due to random initialization of network weights for each voter. Next, we show each model component in detail. 2 We have n 2 such pairs for a g-cell with n pins. 3 Some features such as the number of multi-height cells were not applicable because they did not exist in our benchmark suite. 
A. The Baseline Neural Network
In a recent work [1] , a simple NN with one hidden layer of 20 neurons is adopted to predict the short violations after detailed routing from placed netlists. Since [1] does not provide more details about the architecture, we assume no dropout or regularization is applied, and we use ReLU as the activation function of the hidden layer, and the sigmoid function for the only neuron in the output layer. Formally, the activation of the i-th neuron in the hidden layer is given by
where r is the number of neurons of the input layer, x j is the j-th (normalized) feature, and w are weights and biases of the i-th neuron in the hidden layer, respectively. The activation of the output neuron is given by
where w (2) i and b (2) are weights and the bias of the output neuron, respectively. In these two equations, ReLU (·) and σ(·) are ReLU and sigmoid functions, respectively. This network is used as voters in Fig. 3 . It also serves as the baseline model to illustrate how our proposed NN ensembles can improve the performance for DRC hotspot prediction.
B. Voters and Soft Voting
According to the research in ensemble learning [4] , [5] , an ensemble model has a better overall performance than individual learners if the following conditions are satisfied: (1) Learners are different when making decisions, and (2) Each individual learner performs better than random guessing.
Inspired by this property, we develop a voting structure, where each voter is the same baseline NN as described in Section IV-A. The inputs of each voter are a subset of features in PCA transformed subspace (details are described in subsections below). Note that in practice, even if all voters use the same subset as inputs, their outputs are prone to be different after training due to random initialization of network weights for the voters, which naturally satisfy the first condition above.
We use soft voting to arbitrate from all voter outputs. In this way, each voter output is considered as a probability that the sample is positive, and the final output takes the sum of voter outputs. Soft voting is easy to implement in corporation of NN, as the summation is essentially a fully-connected layer with all weights of 1 and a bias of 0. It is also more flexible because the final output is a continuous variable and the user can apply different thresholds of classification to get different prediction results, according to various factors (e.g., the costs of having false positive and false negative samples).
C. PCA Transform and Subset Connection Layers
In this work, we select a subset of features for each voter. Intuitively, manual feature selection seems unnecessary in an NN, as it can "learn" new features itself in the hidden layers. However, too many input features in a network may contribute to model overfitting due to the added network complexity. Therefore it helps if the inputs can be pre-processed with a smaller size before flowing into the voters. Another motivation for feature selection in NN ensembles is to promote the diversity among voters, which can help with performance improvement.
According to (1) , each neuron in the hidden layer (before activation) is a linear combination of input features. Therefore, it is theoretically equivalent to express the inputs in any bases that span the same linear subspace of input features. This motivates us to apply PCA, which involves a linear transform, on the input features and use the features in the transformed subspace. The reason is that, if some input features are collinear (or highly correlated), there will be transformed features with zero (or very small) variances, which can be discarded with no or limited loss on the input data. By doing so, the network complexity can be reduced, which relieves the overfitting and thus improves its performance.
To this end, we first apply PCA on the (normalized 4 ) input features using samples from the training set, and store the transformation matrix as weights in the PCA transform layer in Fig. 3 , so that the transform will be applied to all data samples in training, validation and test sets before flowing downstream. In the rest of the paper, we will use transformed features, or simply features, to refer to features in PCA transformed subspace, unless otherwise specified.
After PCA, we select a subset of transformed features to reduce the network complexity. In the context of NN, one natural way is to connect each voter input neuron directly to one of transformed features. For convenience and flexibility, however, we implement a subset connection layer as the input layer of each voter. It is a fully-connected layer with weights of either 1 or 0 and biases of all zeros. For example, if we have 5 transformed features, each voter has 3 input neurons, and the first three features are selected as subset for Voter 1, then the weights and biases for the inputs of Voter 1 are respectively. These weights and biases are assigned before training and do not change during training. 4 We use normalized features before PCA so that the effect of different feature means and variances is eliminated. The resulting PCA transformation matrix is therefore solely dependent on the correlations among features.
D. Smart Random Selection of PCA Transformed Features
A conventional way of feature selection with PCA is to keep a group of transformed features with highest variances. Although it should work in most cases, it has two problems in the setting of classification with a voting network. First, a large variance of PCA transformed features do not always translate to good ability for classification, as PCA does not consider the class labels in the training set. Second, each voter will get the same subset of features, so the overall improvement (compared to fewer or just one voters) may be limited.
To address these problems, we propose Smart Random Selection (SRS), which aims to choose different yet good subsets of features for each voter. It is based on the heuristic similar to that of PCA: (transformed) features with larger variances are generally more valuable for classification and are therefore more encouraged to be included in the subset. With SRS, the transformed features are randomly selected one-at-atime until the number of selected features is fulfilled. In each iteration, a feature is selected with the probability proportional to its variance. In this way, features with larger variances are more likely to be included in the subset, while voters can still get different subsets of features. The steps of SRS is shown as Algorithm 1, where n is the subset size, N is the total number of features, and var[i] is the variance of the i-th feature.
for i ∈ T do Randomly select a feature k ∈ T with probability p k .
7:
S ← S ∪ {k}, T ← {1, 2, . . . , N } \ S.
8: end while
We should note that, although SRS uses a similar heuristic to that of PCA, the aforementioned problems of PCA can both be relieved. First, SRS introduces randomness in feature selection, so that each voter can get a different subset of features. Second, owing to the randomness, most features have a good chance to be included in the subset of at least one voter (unless it has zero variance which means it is actually redundant), which reduces the odds of discarding a good feature by mistake. Our experiments show that SRS actually outperforms conventional dimension reduction with PCA.
E. Comparison of the Proposed Model and Random Forest
The proposed NN ensemble model shares some similarities to random forest (RF), a famous ensemble model for supervised classification. Both methods improve the model performance by combining a group of learners, and each individual learner uses different features. The main difference of these two models lies on the learners and the way to diversify them. The learners in the proposed model are NNs, which are more flexible and easier to train with back-propagation, while RF uses decision trees, which are simpler and more interpretable. Also, RF diversifies individual learners by using random feature subsets and random training samples for each learner, while the proposed model use SRS to select different subsets of PCA transformed features for each voter. According to our experiments (not shown here due to page limit), using random training samples on top of the proposed model does not show extra performance improvements.
V. MODEL TRAINING, VALIDATION AND EVALUATION During training, only the weights and biases inside voters (i.e., "hidden layer" and "voter output" in Fig. 3 ) are trainable. Layers with preset weights and biases (i.e., PCA transform, subset connection and voting) are fixed. To compute the training loss, we compare each voter output with the same ground truth from the training set. The loss function is defined as the sum of cross-entropy losses w.r.t. each voter outputs. To address the imbalance of data sets, we also assign different weights for positive and negative samples in the loss function to address the imbalance of data. Formally, with m voters and n samples in the training set, the training loss
where p ij is the output (i.e., sigmoid activation) of voter i for sample j, y j is the ground truth of sample j, w 0 and w 1 are the weights for negative and positive samples, respectively.
To validate and tune the hyperparameters (including learning rate, number of training epochs, number of voters, subset size) of the model, we train a series of models with different hyperparameters, feed the validation set into each trained model, and compare the model performance (see below). We choose the model that performs best with validation set as final, and feed it with test sets for prediction and evaluation.
Due to the imbalance of positive and negative samples in the data set, accuracy (i.e., the percentage of correctly predicted samples) is not a good indicator of model performance. Consider an extreme case where there are only 1% positive samples. A model could have an accuracy of 99% even if it ignores all features and predicts every sample as negative. To address this, the following metrics are often seen in literature.
• T P R: true positive rate, a.k.a. sensitivity or recall, • T N R: true negative rate, a.k.a. specificity, • F P R: false positive rate = 1 − T N R, • F N R: false negative rate = 1 − T P R, • P rec: precision. Although these metrics are better alternatives to accuracy, all of them can change when different thresholds of classification are applied. In practice, as mentioned in Section IV-B, the user is free to adjust the threshold to get different prediction results with the same model. With this consideration, the receiver operating characteristic (ROC) curve (i.e., TPR-FPR curve) and precision-recall curve (P-R curve) are better indicators of overall model quality, since they show the model performance at essentially every threshold. We also need a metric similar to accuracy, yet independent of the threshold. Therefore, we use the following metrics for model validation and evaluation in this paper. All of them are threshold-independent.
• Acc e : effective accuracy, defined as T P R at the threshold of classification such that T P R = T N R, • A roc : area under ROC curve, • A prc : area under P-R curve. 
VI. SIMULATION RESULTS
We run numerical experiments in a Linux workstation with an Intel 6-core 2.93 GHz CPU, an Nvidia GTX 1080Ti GPU, and 24 GB memory. The proposed model was implemented using Keras with Tensorflow backend and GPU accelaration. The inputs of the model are the 387 normalized features described in Section III (before PCA transform). We train the model with the following hyperparameters. The optimizer for minimizing the loss is Adam [23] with learning rate 0.001. The number of training epochs is 50. The class weight is 1 : 10, meaning that the loss of a positive sample is counted as 10 times of that of a negative sample. These hyperparameters are chosen based on the best result in the validation set.
A. Improvements by Soft Voting, PCA transform and SRS
To show the efficacy of soft voting, PCA transform and SRS as described in Section IV, we show experimental results with the settings shown in Table II . Note that setting 1 is essentially the baseline model presented in Section IV-A.
We show in Table III the model performance measured with these four settings. The bold font indicates the best performance among these settings. Note that the results for des_perf_b and pci_bridge32_b are undefined, because there is no positive sample in these data sets so that some of the underlying metrics (i.e., T P R and P rec) are undefined.
Several observations can be made from Table III. • Comparing setting 1 (i.e., the baseline model) and setting 2, where the number of voters increases from 1 to 100, the model performance improves for all test sets owing to the soft voting as described in Section IV-B. Table III , where all testing samples are taken into consideration, we can confirm the improvements of overall performance by virtue of each component in our model introduced in Section IV. Fig. 4 shows the corresponding ROC curve and precisionrecall curve, where the performance improvements introduced by each component of the model can be clearly observed as the gaps between lines.
Model training (with setting 4) takes up to 3 hours with our hardware devices, and prediction takes less than a minute per test set, much less than the time required for detailed routing. 
B. NN Ensemble vs. RF
For comparison, we also list the performance with RF in Table III , which is configured as having 100 voters, each using at most 20 (raw) features. The bold font indicates that RF performs better than the proposed NN ensemble (setting 4). Comparing the columns of "setting 4" and "RF" in Table III , we can see the proposed NN ensemble model achieves similar, if not better, performance to that of RF in terms of effective accuracy, areas under ROC curve and precision-recall curve. At least half of test sets shows better performance in terms of any metric (e.g., 8 out of 12 test sets have better A roc ) using the proposed model than RF. Therefore, the proposed model can be used as a good complement to RF.
VII. CONCLUSIONS
In this paper, we use NN ensembles to predict DRC hotspot in early stages of physical design. With a systematic feature subset selection scheme, the performance of the proposed model is significantly improved over a single NN, and is better or comparable to that of RF. The proposed NN ensemble model can be easily implemented with popular NN frameworks with affordable computational cost.
