Time harmonic inverse scattering using accurate forward models is often computationally expensive. On the other hand, the use of computationally efficient solvers, such as the Born approximation, may fail if the targets do not satisfy the assumptions of the simplified model. In the Bayesian framework for inverse problems, one can construct a statistical model for the errors that are induced when approximate solvers are used, and hence increase the domain of applicability of the approximate model. In this paper, we investigate the error structure that is induced by the Born approximation and show that the Bayesian approximation error approach can be used to partially recover from these errors. In particular, we study the model problem of reconstruction of the index of refraction of a penetrable medium from measurements of the far field pattern of the scattered wave.
Introduction
We investigate the classical model inverse problem of determining the index of refraction of a bounded medium from measurements of the far field pattern of the time harmonic scattered wave. This is a nonlinear ill-posed problem, for which several theoretical and numerical methods have been proposed [9] . For example, one can apply a least squares optimisation approach in which the unknown refractive index is determined by fitting the measured data using an optimisation algorithm applied to a suitable misfit function (with appropriate regularisation terms). This approach is very flexible and often used, but has the disadvantage that it is computationally intensive and may suffer from the presence of local minima in the cost functional (see for example Hohage [13] for the use of fast integral solvers, and Bao et al. [3] for another approach to this problem). In addition, regularisation approaches do not provide statistically meaningful error estimates.
A popular alternative is to solve a linearised version of the problem. In particular, in this paper we shall be concerned with the use of the Born (or weak scattering) approximation. For a review of linearisation methods, see [10, Chapter 8] and in the context of radar scattering see [8] . The Born approximation underlies also some modern approaches to ultrasound imaging (see [1] ). When applicable, these approaches are very fast, but are potentially inaccurate if the true scatterer is not weak. Our numerical results in Section 4 will provide examples of this inaccuracy.
Our aim is to increase the domain of applicability of inverse scattering methods based on the Born approximation to high contrast and multiple scattering cases. We do this by using the Bayesian Approximate Error (BAE) formulation of the inverse problem. In particular, errors that are related to using an approximate forward solver (the Born approximation) are modelled by the BAE approach. This is based on computing the approximate statistics of the modelling related errors over a prior distribution for the index of refraction. While the Bayesian inversion paradigm equipped with the approximation error approach has proven to be a feasible combination for treating different types of elliptic and parabolic problems with both simulated and real data, this approach has not been applied to classical time harmonic inverse scattering problems.
To describe the inverse problem in more detail, let us consider the forward problem for time harmonic acoustic scattering from a bounded penetrable obstacle. Let k denote the wave number of the acoustic field. In particular, if the temporal frequency of the sound is f and if ω = 2πf (ω is the angular frequency), then the wave number k is given by k = ω/c where c is the speed of sound in the background medium (i.e. outside the scattering object).
To simplify computations, we restrict our investigation to R 2 . Suppose we are given an incident plane wave u i (x, d) = exp(ikx · d) with direction of propagation d, |d| = 1, and a possibly complex coefficient n(x) such that (n(x)) > 0 and (n(x)) ≥ 0 for all x together with the boundedness condition that the contrast m(x) := 1 − n(x) = 0 if |x| > R for some R > 0. In electromagnetic applications n represents the relative permittivity of the medium, whereas for acoustic applications it denotes the square of the refractive index. Then the total field u := u(x, d) and scattered field
For rather general piecewise smooth n ∈ L ∞ (R 2 ), well-posedness of this problem for u ∈ H 1 loc (R 2 ) can be proved (for details see [33] and [9] ).
It follows from the Sommerfeld radiation condition (3) that u s has an asymptotic expansion for large |x| as an outgoing cylindrical wave:
wherex = x/|x| is the observation direction (see equation (3.86 ) of Colton and Kress [9] ). Given the incident field and index of refraction, we can predict the far field pattern by solving the well posed forward problem for u in some domain including the scatterer based on (1)-(3) and then computing the far field pattern using the upcoming formula (5) or (6) . In this paper, the far field patterns will be used as data for the inverse problem of determining m (or equivalently n) which we describe next. In particular, suppose now that n is unknown (except that the background value n = 1 outside the bounded scatterer is given). Let Ω = {x | |x| = 1} and suppose that we can measure an approximation to u ∞ (x , d j ) for N w measurement directionsx ∈ Ω, 1 ≤ ≤ N w , and incident field directions d j ∈ Ω, 1 ≤ j ≤ N w . In practice we choose uniformly spaced directions on the unit circle and d j =x j . Note that this is termed "multistatic" data since we have assumed that the measurement and source directions can be located independently of one-another. Given this multistatic data (at a single fixed frequency k), we seek to determine an approximation to the unknown function m (equivalently n). This is a non-linear ill-posed problem (see for example [13, 9] ).
In this paper, we shall use the Born approximation (described in Section 2) as a fast approximate solver for the forward problem and adopt a Bayesian framework for solving the inverse problem. In particular, we use the so-called Bayesian approximation error (BAE) approach to take into account the errors related to using the Born approximation, as well as measurement errors. The BAE will be described in more detail in Section 3.2, but for now we note that the BAE is based on a normal (Gaussian) approximation for the joint probability distribution of the primary unknowns and an additive model for the approximation errors. As a result, an affine estimator is obtained, the computational complexity of which is similar to a Tikhonov type regularised Born approximation. The Bayesian approach also allows us to compute (posterior) error estimates. Due to the structure of the BAE approximation, the error estimates can be computed for a particular measurement setting before any measurements are carried out. Furthermore, the error estimates given by the approximation error approach are almost always feasible and often only slightly larger than when accurate computational models are employed [14] .
The BAE approach has proven to be a computationally attractive alternative to using computationally accurate forward solvers. In addition to coping with modelling errors such as finite element discretisation, also errors due to using approximate physical models have turned out to be feasible. Model reduction and unknown anisotropy structures in optical diffusion tomography were treated in [2, 11, 12] . The errors related to the linearisation of the forward model of the optical tomography problem were considered in [31] . Missing boundary data in the case of image processing and geophysical ERT/EIT were considered in [6] and [23] , respectively. Furthermore, overcoming errors in domain geometry was treated in [25, 26, 27] . Also, in [25, 26, 27] , the problem of recovery from simultaneous geometry errors and drastic model reduction was found to be possible. In [32] , an approximate physical model (diffusion model instead of the radiative transfer model) was used for the forward problem while in [21, 22] a poroelastic wave propagation forward model is replaced with an elastic counterpart. The discretisation related errors in the context of ultrasound tomography were considered in [19] . In [18] , an unknown distributed parameter (scattering coefficient) was treated with the approximation error approach. In [20] , the unknown subsurface material properties are marginalised using the BAE in the context of electromagnetic wave propagation (ground-penetrating radar).
The closest papers to ours are [20] and [19] . In [20] , Maxwell's equations were used in the time domain, whereas we are working in the frequency domain. Also the concern in that paper was to handle random background physical parameters and seek the position of objects, while we wish to obtain quantitative estimates of the refractive index. The work of [19] is also in the time domain, and both papers use a forward model that is non-linear with respect to the physical parameters. Our study is the first in the frequency domain, and we use an approximate fast linear solver.
The rest of the paper is organised as follows: In Section 2 we give some details and comments on the Born approximation. In Section 3.1, we give a brief overview of the Bayesian framework for inverse problems. In Section 3.2, we outline the Bayesian approximation error approach and derive the general form for the estimator. In Sections 3.3 and 3.4, we define the related computational forward models and the prior models used in this paper, respectively. In Section 4, we consider several computational examples.
Born approximation
The BAE approach to inverse problems can be used to allow for fast approximate forward solvers. In this paper, such a solver is provided by the Born approximation which we now describe.
One way to prove the existence of a solution to (1)- (3) is by showing that this problem is equivalent to solving the Lippmann-Schwinger equation satisfied by u ∈ H 1 loc (R 2 ):
where H
( 1) 0 is the Hankel function of first kind and order zero, and D denotes the support of m. The far field pattern can then be computed by applying an asymptotic analysis to the LippmannSchwinger equation (4) for large |x| to obtain the identity
where |x| = 1, m(y) = 1 − n(y) and D contains the support of m in its interior (see [13] ). An equivalent way to obtain the far field pattern is by enclosing D by a simple closed curve C and evaluating the following integral (equation (3.87) in [9] )
where ν denotes the outward normal on C. We use this representation in the training phase of BAE to compute the far field p attern of a known scatterer using the solution obtained from an accurate but computationally more demanding finite element forward solver in a neighbourhood of D. This solver is described in Section 3.3.
The first term of the Neumann series for solving (4) provides the Born approximation of the field u:
In the same way, the Born approximation for the far field pattern (5) is obtained by replacing (5) which we consider as an operator from the contrast m to an approximate far field pattern F (m). This yields
The Born approximation is justified for low wave number or small contrast. Suppose D is contained in a ball of radius a, then the (7) will be accurate if (ka) 2 m L ∞ (D) is sufficiently small. If the Neumann series for (7) does not converge (e.g at high frequency or for large contrast) the Born approximation may still be useful to obtain qualitative information about the scatterer but can no longer be expected to give quantitative estimates of m. In particular, for problems in which the inhomogeneities in the index of refraction are on the same scale as the wavelength, or the contrast in the index of refraction are high, accurate forward solvers usually have to be employed. In such cases, the computational complexity of optimisation approaches to the inverse problem can often turn out to be formidable. As mentioned above, the Born approximation underlies many fast inversion schemes but neglects multiple reflections. It also becomes less accurate as m increases, or for large k [9] as noted above. These deficiencies can introduce phantoms in the reconstructions [29, 8] or completely destroy the reconstruction.
Our goal is to use the Born approximation as a fast forward solver even when it provides a very poor approximation of the far field pattern. In this paper, the Bayesian approximation error approach will be used to correct for the solver related errors.
Approximate marginalisation: Bayesian Approximation Error approach
While the Born approximation allows for linear computational reconstruction algorithms based on deterministic regularisation, such methods are not able to provide statistically meaningful error estimates. On the other hand, while the Bayesian framework allows for such error estimates, the overall model needs to accommodate all types of errors, not merely the additive measurement errors. When employing approximate forward models as part of the inversion procedure, we also need to include the related approximation/modelling errors. The structure of such errors is usually analytically intractable. The Bayesian approximation error approach carries out a normal approximation for such errors which allows for an efficient way to embed these errors in the posterior model which expresses the uncertainty of the refractive index given the measurements. In statistical terminology, this embedding is referred to as marginalisation.
Bayesian framework for inverse problems
In the Bayesian framework for inverse problems, the measurements and all unknowns, that is, both the interesting and uninteresting unknowns, are modelled and treated as random variables, see [16, 30, 7] . In the context of this paper, let Y ∈ R M be a vector of measurements (real and imaginary parts of the far field patterns for all combinations of measurement and incident directions) and m ∈ R N a vector of the interesting unknowns (average values of the contrast pixel by pixel in the image) and ξ be uninteresting unknowns (for example measurement error and modelling error). In this paper, we take the contrast m defining the scatterer to be real-valued and, furthermore, the M = 2N 2 w real-valued measurements in Y are the real and imaginary parts corresponding to the N 2 w far field measurements ordered as a vector. We construct a statistical model for the joint distribution π(Y, m, ξ) and derive the respective (conditional) posterior distribution π(m | Y ) which is a model for the uncertainty in the random variables m given the measurements Y , and in which the uninteresting unknowns ξ have been marginalised. The models π(Y, m, ξ) and π(m | Y ) are usually constructed via Bayes' formula
whence (since once the measurements are carried out, π(Y ) is a fixed although unknown real number) we formally obtain the posterior distribution (density)
where the marginalisation takes the form of integration, and the two densities on the right hand side are called the likelihood density and the prior density, and both these densities have always to be considered as models only.
In the context of inverse problems, the construction of the likelihood density involves the modelling of the forward problem (noiseless measurements [16, 30, 7] or general references in Bayesian statistics, such as [4, 28, 5] .
Once the posterior model has been derived, all questions that have been posed in terms of probabilities, can be answered. Typically, when the number of interesting unknowns is N > 2, point estimates are computed, such as the maximum a posteriori and conditional mean estimates Computing these answers may, however, be a complex task in the case of inverse problems involving usually excessively time consuming Markov chain Monte Carlo stochastic simulation. When solving inverse problems with limited computational resources, more or less severe approximations have to be carried out which may lead to inaccurate or even infeasible estimates unless the approximations are themselves modelled [16, 17] .
In large dimensional limited resource problems, (possibly highly approximate) linear forward models and a normal (Gaussian) model for all related random variables may be the only computationally feasible overall model since most of the computations can be carried out before the measurement process. Furthermore, the MAP and CM estimates would then be (linear) affine functions of the measurements and the most important spread estimates would not depend on the data and computation involves linear algebra only. This applies to the problem in this paper too. In the following, we consider such an approximation and show how the related approximation/modelling errors can be taken into account and marginalised.
Bayesian approximation error approach
We now give a brief overview of the BAE approach to inverse problems. We assume that the forward model is the only source for the approximation and model errors. For the general formulation of more complex cases including auxiliary coefficients, unknown boundary data etc, see [18, 15] .
LetF denote a computationally accurate forward model (for example, given by a full, well resolved, finite element method) such that
wherem is an accurate approximation of m. Here the the associated modelling and measurement error e is unknown but is assumed to be mutually independent with m. Let π(m, e) be a model for the joint distribution of the unknowns.
We then approximate the accurate representation of the primary unknownm by m = Pm where P is typically a projection operator. We identify m = Pm with its coordinates in the associated basis when applicable.
In the approximation error approach, we proceed as follows. Instead of using the computationally accurate nonlinear forward modelm →F (m), we use the Born approximation as a computationally rapid but approximate forward model denoted as before by m → F (m). Thus, we write the measurement model in the form
where we define the approximation error ε =F (m) − F (Pm). Thus, the approximation error is the discrepancy of predictions of the measurements (given the best choice of unknowns) when using the accurate modelF (m) and the approximate model F (Pm). We employ approximate joint distributions and therefore consider π(ε |m) without any special structure. As a first step, we approximatem ≈ Pm and thus π(ε |m) ≈ π(ε | m). This means that we assume that the model predictions and thus the approximation error is essentially the same for m as m = Pm. This approximation is valid unless a very crude low dimensional representation is employed for m.
The Bayesian approximation error approach deals with the approximate marginalisation in the computation of the (approximate) likelihood model π(Y | m). It was shown in [18, 15] that the exact marginalisation over the measurement and additive errors leads to
At this stage, in the BAE, both π e and π ε|m are approximated with normal distributions.
Let the normal approximation for the joint density π(ε, m) be
Thus, denoting the multivariate normal distribution with mean µ and covariance Γ by N (µ, Γ), we write e ∼ N (e * , Γ e ),
where
Here the subscript * denotes the mean of the relevant quantity. Define the normal random variable ν so that
Following [18, 15] , we obtain for the approximate likelihood distribution
Since we are after computational efficiency, a normal approximation for the prior model is also conventionally used:
The approximation for the posterior distribution can thus be written as
where V (m | Y ) is the posterior potential that can be written in the form
For example, the approximate maximum a posteriori estimate (which in this case coincides with the conditional mean estimate) is then obtained by computing the minimizer of (13) and the approximate posterior covariance takes the form
A further approximation, that is referred to as the enhanced error model, is obtained by setting Γ εm = 0. This further approximation is more stable with respect to the numerical approximation of Γ ν|m . A few points are to be noted. First, if the prior model is assumed to be a feasible model for a class of unknowns m ∈ M, the matrices and vectors (L m , L ν|m , m * , ν * |m ) are the same for M. The computation of these matrices and vectors can be a significant undertaking, but needs to be carried out only once, and prior to carrying out the actual measurements and the inversion process (an offline training phase). Furthermore, since the Born approximation is a linear map, the posterior mean estimate is an affine map of the measurements and we can write
where B and c can be precomputed. The same applies for the posterior covariance.
The forward models in this paper
The forward scattering problem (1-3) can be written in the terms of the scattered field as the problem of determining u s ∈ H 1 loc (R 2 ) such that
together with the (asymptotic) Sommerfeld radiation condition. This can be numerically approximated, for example, using the finite element method (FEM) in a computational domainΩ which is somewhat larger than the support of the scatterer D by employing the perfectly matched layer (PML) outsideΩ to truncate the computational domain. The integral (6) can then be used to compute the far field pattern based on the FEM solution on a simple closed curve C containing D (C = ∂D is allowed for simple scatterers) as described in [24] . We use this approach to provide the computationally accurate forward modelF (m). The representation form is in terms of the FE mesh: in particular,m is approximated using a piecewise constant basis on the same mesh as is used by the FEM. Further details of the FEM implementation will be given in Section 4. The Born approximation F (m) is computed by approximating m using a piecewise constant basis on a uniform rectangular grid that covers D. The integral (8) can then be computed analytically.
Prior models and approximation error statistics
We employ two different prior models: one for the construction of the model for the joint statistics of the approximation errors ε and the other for the primary unknown m. In this paper, we use a modelπ(m) in which the domain D contains 1 − 3 ellipses whose number, locations, principal axes and refractive index values are random, with details given in Section 4. Four draws fromπ(m) are shown in Section 4 in Fig. 1 .
Once p drawsm ( ) , = 1, . . . , p from this prior have been drawn, the respective approximation errors ε ( ) =F (m ( ) ) − F (Pm ( ) ) are then computed. Then, the (joint) sample means and sample covariances are computed and employed in (10) (11) (12) (13) (14) . This training is done once before solving any inverse problems, and the results are then used without modification for all the reconstructions shown in the next section.
The other prior model π(m) is the one used in the inversion. We take this model to be a normal approximation for the unknown, since we aim for an efficient inverse solver. For this paper, we use a normal prior π(m) = N (m * , Γ mm ) where m * = 0 and Γ mm is a homogeneous isotropic Ornstein-Uhlenbeck covariance with characteristic length λ. The prior standard deviations are set to σ m,k = 0.4 for all k = 1, . . . , N .
The main reason to test any Bayesian approach with two different prior models is to assess the robustness of the overall approach. The other reason, as mentioned above, is that a well-justified prior model could allow for drawing from the prior but would not be a computationally feasible for the posterior model. The real test is, of course, when the actual target is not a draw from either π(m) or π(m).
Numerical experiments 4.1 Computational models
In this section, we show the results in terms of the refractive index (squared) n instead of the contrast m. For the background medium we setn = 1. The background wave number is k = 15. We consider multistatic far field data with N w = 61 angularly equi-distributed plane waves and with N w = 61 far field pattern measurement directions giving us N = 2N 2 w = 7442 measurements (real and imaginary parts) of the far field pattern.
For both the accurate forward modelF and the Born approximation F , we set the computational domain to be Ω = [−1.0, 1.0] × [−1.0, 1.0] ∈ R 2 . This choice of Ω represents a priori known data on the location of the support of the scatterers. ForF , we employ the FEM with meshing that is adapted to the geometry of the respective drawsm ( ) fromπ(m). Third order basis functions are used for the FEM approximation. For the computation of the actual measurements, the maximum elements size h max = 0.03 (elements per wavelength λ/h max ≈ 14). For the computation of the draws for BAE, we set h max = 0.05 corresponding to λ/h max ≈ 8.4. The functionsn(x) is taken to be piecewise constant. The Cartesian PML layer has depth 0.5, that is, the entire computational domain for the FEM solver is [−1.5, 1.5] × [−1.5, 1.5]. Once the accurate solution for the field u has been computed, Eqn. (6) is used to compute the far field pattern for all incident waves using the approximation of the normal derivative term as in as in [24] . Mutually independent zero mean Gaussian noise (STD 3% of the peak value of the measurements) is then added to both real and imaginary parts of the far field data.
For the Born approximation forward model, the function n(x) is again taken to be piecewise constant but now on a uniform square grid of 2500 pixels over the computational domain 
BAE samples
A total of 3000 samples were used to generate error statistics in BAE. The training data consisted of a scatterer composed of from one to three ellipses with randomised shape, location, orientation and material properties in D. Figure 1 shows four draws used for the computation of the BAE statistics. For all drawsn(x) ( ) , the approximation errors ε ( ) =F (1 −n(x) ( ) ) − F (P (1 −n(x) ( ) )) are computed. Subsequently, the joint mean and covariance of (n, ε) are computed. Figure 2 shows two examples of the computational grids. The FEM model generates a unique mesh for each draw fromπ(n(x)). The Born approximation uses a fixed number of pixels to represent n(x).
Case 1: A single ellipsoidal scatterer
For each case, we compute the estimates of n using the Born approximation with and without the Bayesian approximation error approach. In addition, with the BAE, we compute the estimates both with the full and the enhanced error models.
In this example, we have a single elliptic target withn = 1.65 inside the ellipse. The actualn, and results for the Born, the full BAE and the enhanced error estimates are shown in Fig. 3 . The contrast is relatively high and the Born approximation is inaccurate. This is seen in the estimate with an exaggerated size, with ringing and underestimated values ofn inside the target (see top right panel of Fig. 3 ). The location of the target is approximately correct.
Both BAE estimates, on the other hand, estimate the size, the location and the values well. There is no significant ringing effect which would be due to the underestimation of the values within the target. Also the slightly elliptic shape of the target is roughly recognisable.
Two cross sections of the actualn and the three estimates are shown in Fig. 4 . We also show the ±1 and ±2 posterior standard deviations along these cross sections. Qualitatively, the estimates exhibit the same characteristics as Fig. 3 . In addition, most importantly, the BAE error estimates are useful in that the actual cross sections are within two posterior standard deviations of the reconstructions. This does not apply to the Born estimate. While one of the most significant assets of the Bayesian framework is that one can obtain posterior error estimates, this example shows that if any errors or uncertainties are not modelled (as is the case for the basic Born approximation shown in the top row of Fig. 4) , the posterior error is typically underestimated. 
Case 2: Three ellipsoidal scatterers
The second case contains three ellipsoidal scatterers for which then values range from 1.3 to 1.6. The actualn, the Born, the full BAE and the enhanced error estimates are shown in Fig. 5 . Qualitatively, the results are similar to Case 1: The Born estimate has the general target location correctly but the target values are badly off and shapes (and the number of scatterers) are not recognisable. Again, both BAE estimates clearly exhibit the shapes, the values and the number correctly. Furthermore, in this case, the full error model is slightly better in estimating the gaps between the scatterers. Thus, employing the BAE error model seems to make it possible to handle, to a degree, also multiple scatterings between disjoint scatterers. The related cross sections are shown in Fig. 6 . Again, the results are qualitatively similar to Case 1. 
Case 3: A resonant structure
The final target is a resonant structure shown in Fig. 7 . The walls of the structure have the valuē n = 1.7, this value, the shape and the wavelength make the target a challenging case for the Born approximation, in particular, due to the evident multiple scatterings. While, in the previous cases, the actual targets were consistent with the prior modelπ(n) (1-3 random ellipsoidal scatterers), this example is not a feasible prior model. Thus this example serves as a test of the robustness of the approach. The estimates and the respective cross sections are shown in Figs. 7-8 . In this case, the Born estimate is completely off exhibiting mere ringing, as was expected. On the other hand, both BAE estimates get both the shape and the values qualitatively correctly. Furthermore, the BAE results and their error estimates are useful, with the actual squared refractive index generally lying within ±2 standard deviations of the reconstruction. The reconstruction of a high contrast (n = 1.7) resonant structure. The layout of the figure is as in Fig. 3 . The actualn and the reconstructions along the cross sections R and C are shown in Fig. 8 . 
Discussion
In this paper, we considered the time harmonic inverse scattering problem for a penetrable medium and the use of the Born approximation with high contrast and multiple scattering targets. It is well known that the computationally appealing Born approximation is not accurate for such scatterers.
We adopted the Bayesian approximation error approach to model the error that is induced by employing the Born approximation as the forward model. This approach models the statistics of the difference of the model predictions using an accurate and an approximate model. This approximation error appears in the observation model as a additive term that is correlated with the primary unknown. By carrying out a normal approximation to the joint distribution of the primary unknown and the approximation errors, this term can be marginalized analytically. This procedure yields a computationally efficient estimator that has the same or similar computational complexity as the Born estimator under normal models and, for example, a deterministic Tikhonov regularization.
The computational results suggest that the proposed approach can handle high contrast and multiple scattering targets. Most importantly, the posterior error estimates are found to be useful: the actual target typically lies within a few posterior standard deviation intervals.
