This paper proposes an articulatory feature-based conditional pronunciation modeling (AFCPM) technique for speaker verification. The technique models the pronunciation behaviors of speakers by creating a link between the actual phones produced by the speakers and the state of articulations during speech production. Speaker models consisting of conditional probabilities of two articulatory classes are adapted from a set of universal background models (UBMs) using MAP adaptation fechnique. This adaptation approach aims to prevent over-fitting the speaker models when the amount of speaker data is insufficient for a direct estimation. Experimental results show that the adaptation technique can enhance thediscriminating power ofspeaker models by establishinga tighter coupling between speaker models and the UBMs. Results also show that fusing the scores derived from an AFCPM-based system and a conventimal spectral-based system achieves a significantly lower error rate.than that of the individual systems. This suggests that AFCPM and spectral features are complementary to each other.
INTRODUCTION
State-of-the-art text-independent speaker recognition systems t y p ically use Gaussian mixture models (GMMs) [l] to represent the short-term spectral characteristics of speakers. The advantage of spectral-based systems is that promising results are obtainable fiom a limited amount of training data. However, ex~ept for spectral characteristics, these systems ignore other information in speech signals which isuseful for human to recognize speakers.
In recent years, researchers have started to investigate the use of high-level features, such as the usage or duration of particular words, prosodic features, etc., for speaker recognition [2] . Their work has demonstrated that these features contain different amount of speaker-dependent information and the best performance was achieved by a system that uses conditional pronunciation modeling (CPM) techniques [3]. Because different speakers have different ways of pronouncing the same phoneme, CPM aims to characterize the pronunciation behaviors of a speaker by computing the correlation between the intended phonemes and the actual phones.
The pronunciation behaviors were encoded as discrete probability densities that were used for verifying speakers similar to the conventional GMMs in spectral-based systems. However, CPM requires multilingual speech data for training the phone models of different languages and long utterances for speaker enrollment and verification.
To avoid the requirement of multilingual training data, Leung et al. [4] proposed using articulatory feature (AF) streams to construct conditional pronunciation models. AFs are abstract classes describing the movements or positions of different articulators during speech production [5] . Compared to phone-based CPM in [3], AF-based CPM provides a more direct coupling between the pronunciation variations and the speech production process. Because the speech production process is a source of speaker variations, AF-based CPM is better than phone-based CPM in terms of speaker modeling. In addition, articulatory properties are the same irrespective of languages, therefore monolingual speech data are sufficient for determining their values. In Leung et al. 141, icantly shorter utterances were used to enroll and verify speakers when compared to those required in KlusPEek et al. [31. This has important computation implication for large-scale deployment.
In Leung et al. [4] , the discrete distribution of each speaker model was estimated exclusively from the enrollment data of the corresponding speaker. This may lead to over-trained speakermodels unless abundant enrollment data are available. To solve this problem, this paper proposes an adaptation approach in which the discrete distributions of speaker models are adapted from those of universal background models.
AF-BASED CPM
This section details the notion of articulatory features and explains how AFs can be applied to model the pronunciation characteristics of speakers.
Articulatory Features
AFs are the representations of some important phonological properties appeared during speech production. More precisely, AFs are abstract classes describing the movements or positioos of different articulators during speech production. AFs have heen applied to speaker identification 161 and speaker verification 171. In [6], speaker identification was performed hy fusing the scores derived from seven speaker-dependent language models, each of which modeled the classes of a single articulatory property by a discrete conditional distribution. For each utterance, seven articulatory class sequences were obtained from seven HMM-based rec-0-7803-8678-7/04/$20.00 62004 IEEE 
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Articulatory Feature Extraction
The AF extraction approach outlined in [4] was adopted. According to [4] , only two articulatory properties, (i.e., the manner and place of articulations listed in Table I ) were used for pronunciation modeling. The AF-MLPs take n consecuiive frames of Mel-frequency cepstral coefficients (MFCCs) Xt (with consecutive frame indexes ranging from t -f to t + f ) as inputs at frame t. For a given X t , the outputs of the two AF-MLPs, P ( M a n n e r = mlXt) and P(P1ace = p[Xt), represent the posterior probabilities of different classes in the manner and place of articulation. The manner class label kM E M and the place class label E P (the sets of M and P are listed in Table 1 ) at frame t are determined by kM = arg max P ( M a n n e r = m(Xt) and (I) m t M 4 ' = arg max P ( P l a c e = P I & ) .
(2)
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The two AF streams-one from the manner MLP and another from the place MLP-for creating the conditional pronunciation models are formed by concatenating kM's and kp's from t = 1,. . . , T,
where T is the total number of frames in the unerance.
Speaker Modeling
AF-based CPM (hereafter, referred to as AFCPM) aims to establish a relationship between the articulatory classes and the actual phonemes obtained from a phoneme-based recognizer. Because different speakers have different ways of pronunciation, their articulatory properties of the same phoneme can be varied.
Universal buckggmund models
For each phoneme, a set of universal background models (UBMs) is trained from the speech of a large number of speakers to represent the speaker-independent pronunciation characteristics corre- combinations are set to zero. For each phoneme, a total of 60 probabilities can be obtained. These probabilities are the products of 6 manner classes and IO place classes. Therefore, a system with N phonemes has 60N probabilities in the UBMs.
Speaker models
Similar to the IJBMs, each speaker model consists of the joint probabilities of the manner and place classes. For a particular speaker s, the joint probabilities corresponding to phoneme q are given by
where only the data from speaker s are used in the computation. The accuracy of the speaker-dependent joint probabilities is limited by the amount of training data available. For some phoneme (e.g., ithi, /shi and /v/), the number of occurrences is too low for an accurate estimation of the joint probabilities. As a result, the pronunciation niodels of these phonemes are less discriminative,
Speobr models by MAP adaptation
To overcnme the data sparseness problem, speaker models can be adapted from the UBMs. This approach can also establish a tighter coupling between the speaker models and background models, which can result in a better verification performance [I] . Given the background model corresponding to phoneme q, the joint probabilities for speakers are given by:
(1 - where r is a fixed relevance factor common to all phonemes and speakers. The purpose of r is to control the dependence of the
' 1 -#((*, *, 9 ) in the data of speaker s)
sponding to that phoneme. Each UBM comprises the joint probabilities of the manner and place classes conditioned on a phoneme. The training procedure begins with aligning two AF streams obtained from the AF-MLPs and a phoneme sequence obtained from adapted model's parameters on speaker's data. The estimation of r depends on the number of prior occurrences of (*, *, q ) of all q in the training data. If the number of occurrences of (e, :, q ) is much less than r, then , L?: will be very close to 0 and the estimation of the new model is less dependent on speaker's data. On the contrary, if the number of occurrences of (*, j, q) is significantly greater than r, then p. ' will be very close to 1 and the the adapted model will become more dependent on speaker's data.
Verj/icafion
The verification score S A F C~M of a test utterance is defined as the difference between the speaker score S. and background SCOE s b : In Eqs. 9 and IO, qt is the phoneme at frame t . Because no speaker information is carried in the silence frames, they can he removed to improve the accuracy of the verification score. Moreover, only the "seen" AF combinations (i.e., pa(&) # 0 and I)b(xt) # 0) appeared in both speaker and background models arc considered during verification.
(10)
EXPERIMENTS AND RESULTS
Speaker verification was evaluated on the SPIDRE corpus [SI, a subset of the Switchboard corpus. Genuine verification trials involved one handset-match conversation and two handset-mismatch conversations from each of the 44 target speakers (speaker splOO7
was discarded due to corrupted data); impostor attempts involved 200 conversations from 160 nontarget speakers. The same set of nontarget speakers' conversations was applied to all target speaker models in the impostor attempts. Each of the testing utterances, which cnntains 5 minutes of speech (including silence), was split into short segments, with each segment ranging from I to IS seconds according to the speaker turns labeled in the transcriptions [9] .
All silence frames were removed by a voice activity detector. The training conversation of all target speakers were used to train the phoneme models. The phoneme set consisted of46 contextindependent phonemes [9]. including one silence and four noise, each of which was modeled by a three-state left-to-right HMM with 16 diagonal-covariance Gaussian mixtures per state. The HTK [IO] was used to train the HMMs. Acoustic vectors of 39 dimensions-each compnsing of 12 MFCCs, the normalized energy, and their first-and second-order derivatives-were used for training the phoneme models and for recognition.
The software Quicknet [ I I] was used to train two AF-MLPs, each of which was composed of 234 input nodes (nine frames of 2ddimensional MFCCs: 12 MFCCs, log energy, and the corresponding delta coeficients), 50 hidden nodes, and either 6 or 10 output nodes. To improve the robustness of AFs against handset variations, a total of 3,794 utterances randomly selected from all of the 10 handsets in the HTIMIT [I21 corpus were used to train the AF-MLPs.
The aligned AF streams and phoneme sequences of all target speakers were used to train a set of UBMs ( A t F c p M )
representing the probabilities of 60 manner and place class combinations conditioned on 41 phonemes (excluding the silence and noise) in the phone set. The way to obtain the phoneme alignments of the training utterances was consistent with that of the verification utterances, which will he discussed in detail in Section 3.2.
Two approaches were adopted to obtain an AFCPM-based speaker model A f F C P M .
For the first approach, the probabilities in were computed based on the AF streams and phoneme sequences of a given speaker 8 according to Eq. 4. This approach was referred to as AFCPM. In the second approach, the speaker probabilities were adapted from those of AtFCPM using the training data from speaker s according to Eqs. 6 and 6 with r set to 18. Hereafter, this adaptation approach is referred to as A-AFCPM.
Spectral-based system and Score Fusion
The AFCPM and the conventional spectral features (MFCCs) characterize speakers at two different levels; the former represents the pronunciation behaviors of individual speakers, whereas the latter look at their vocal tract's characteristics. Therefore, f&ng the scores of AFCPM-and MFCC-based systems is expected to enhance speaker vcrification performance.
For the MFCC system, 24-dimensional MFCC vectors were used as features. Each feature vector xt comprises 12 MFCCs and the corresponding delta coefficicnts computed every 14ms using a Hamming window of 2%" A 12bcenter universal hackground GMM AYFcc was trained usingall training conversatians of all target speakers. FM a speaker s in the target speaker set, a speaker GMM AYFcc was adapted from AYFcc using MAP adaptation [ I] . Scores from the AFCPM and MFCC systems were fused according to the frame-weighted fusion proposed in [4] . The fusion weights were determined by K-fold cross validations. More specifically, the test data ofthe target and nontarget speakers were divided into K disjoint subsets, and the fusion weight was selected such that the average err01 obtained from the K-fold evaluations was minimized. It was suggested in [4] , that the probabilities from the manner MLP are more reliable than those from the place MLP. Therefore, probabilities from the manner MLP (P(Manner = h M [ X t ) ) were adopted as ~( t ) . Table 2 shows two sets of experimental results: recognized alignment (Rec.) and forced alignment (RA.). In the former, the phoneme sequences were obtained from a null-grammar recognizer; in the latter the phoneme sequences were obtained by forced aligning the utterances with the transcribed word sequences and lexicon obtained from [9] . The forced alignments aim to minimize the effect of incorrect phoneme alignments on verification performance by assuming that a nearly perfect phoneme recognizer is available, thereby providing an upper hound performance of the AFCPM system. tem in which the conditional pronunciation probabilities of the MFCC system and the fused systems. The fusion weights were determined from a four-fold cross validation on all the testing data of the target and nontarget speakers. Note that the MFCC system does not require any phoneme alignments. The results of the MFCC system is the baseline for comparison. When recognized alignments were used, an overall EER of 24.04% was obtained from AFCPM with adaptation (labeled as A-AFCPM). This represents a relative improvement of 7.0% when compared to the AFCPM system without adaptation (labeled as AFCPM). This suggests that better speaker models can be obtained by adapting the UBMs. Through the adaptation, speaker models can become tightly coupled to the UBMs. This helps prevent over-fitting the speaker models and improve their discriminative power. When forced alignments were used, the A-AFCPM system achieves an overall EER of21.72%. The reduction from . .. . .
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gests that the adapted speaker models incoperates more speaker information complementary to the spectral-feature comparing to those without adaptation.
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