Abstract. We consider convex hypersurfaces for which the ratio of principal curvatures at each point is bounded by a function of the maximum principal curvature with limit 1 at infinity. We prove that the ratio of circumradius to inradius is bounded by a function of the circumradius with limit 1 at zero. We apply this result to the motion of hypersurfaces by arbitrary speeds which are smooth homogeneous functions of the principal curvatures of degree greater than one. For smooth, strictly convex initial hypersurfaces with ratio of principal curvatures sufficiently close to one at each point, we prove that solutions remain smooth and strictly convex and become spherical in shape while contracting to points in finite time.
Introduction
Recently several papers have considered the flow of convex hypersurfaces by speeds which are homogeneous functions of the principal curvatures of degree α > 1. Under suitable pinching conditions on the curvature of the initial hypersurface, the aim is to prove that solutions become spherical as they contract to points. This behaviour has been established for a wide range of flows where the speed is homogeneous of degree 1 in the principal curvatures, including the mean curvature flow [H1] , the flow by nth root of Gauss curvature [Ch1] , square root of scalar curvature [Ch2] , and a large family of other speeds [A1, A3, A4] . The first such result with degree of homogeneity higher than 1 was due to Ben Chow [Ch1] , and concerned flow by powers of the Gauss curvature. He proved that flow by K β with β ≥ 1/n produces a spherical limiting shape provided the initial hypersurface is sufficiently pinched, in the sense that h ij ≥ C(β)Hg ij . Later such results were proved by Schulze [S3] for powers of the mean curvature, by Alessandroni and Sinestrari for powers of the scalar curvature [A, AS] , and by Cabezas-Rivas and Sinestrari [CRS] for normalized flows by powers of elementary symmetric functions.
A feature of the results mentioned above is that the flows all have some divergence structure, a point which is used crucially in deriving sufficient regularity of solutions to deduce the existence of a smooth limiting hypersurface: In [Ch1] the divergence structure was used to deduce pinching of the principal curvatures using integral estimates in a manner similar to [H1] . In [S3] , [A] , and [AS] the curvature pinching was proved using maximum principle arguments, but the divergence structure was still needed because higher regularity of solutions was established using results for divergence form porous-medium equations. To date we are not aware of any work which provides Hölder continuity for solutions of porous medium equations in non-divergence form without assuming regularity of the coefficients.
In this paper we provide a geometric estimate which circumvents this difficulty: We prove in Section 3 that if the ratios of principal curvatures at each point are bounded in terms of the maximum principal curvature by a function which approaches one at infinity, then the ratio of circumradius to inradius is as close to one as desired if the circumradius is sufficiently small. Using this, together with a simple argument using spherical barriers, we deduce a positive lower bound on the speed for solutions of the flow equations, at times sufficiently close to the final time. This enables us to prove a result for flows with no special divergence structure. Somewhat surprisingly, we are able to prove the result for arbitrary smooth speeds which are strictly parabolic and homogeneous of degree α > 1, provided the pinching ratio of the initial hypersurface is sufficiently close to 1 depending only on n, α and a bound for the second derivatives of the speed. In particular we make no assumptions involving convexity or concavity of the speed as a function of the principal curvatures. This is achieved using a parabolic analogue of results of Cordes [Co] and Nirenberg [N] which give Hölder continuity of first derivatives for solutions of elliptic equations with coefficients close to the identity.
We note that the first author considered flows of surfaces in three-dimensional space by quite general functions of curvature [A4] , and the present paper provides the results required to prove smooth convergence to spheres for all the flows considered in that paper.
There are a few results that give a successful treatment of particular high order flows, requiring only (strict) convexity rather than any pinching condition. The first author proved such a result for Gauss curvature flow of a convex surface in three dimensional space [A2] , and Schulze and Schnürer [S3] treated flows of surfaces by powers of mean curvature between 1 and 5. Schnürer [S2] treated flow of surfaces with speed A 2 , as well as a collection of other particular flows. While the results of the present paper show that sufficiently strong pinching is preserved by very general flows, understanding the behaviour of such flows without such a pinching requirement seems to be a much more subtle and difficult problem.
Notation and preliminary results
We denote the principal curvatures of a hypersurface M by κ min = κ 1 ≤ . . . ≤ κ n = κ max . These are the eigenvalues of the Weingarten map, whose matrix is denoted W = h i j . The trace of the Weingarten map is the mean curvature H, while A 2 denotes the norm of the second fundamental form A = (h ij ),
n . The trace free second fundamental form A
• has components h ij − 1 n Hg ij where g ij denotes the components of the metric on the hypersurface M . The length of A
• satisfies (2.1)
which is a measure of the differences between the principal curvatures. We also make use of the elementary symmetric functions of curvature, defined by
In our analysis of the flow equations we will use several geometric estimates for hypersurfaces. The first of these appears in [H1] .
Lemma 2.1.
and equivalently
The next result gives a bound on the ratio of principal curvatures if the length of the traceless second fundamental form is small enough compared to the mean curvature:
Lemma 2.2. If H is positive and A
• 2 ≤ εH 2 at p with ǫ < 1 n(n−1) , then the second fundamental form is positive definite at p, and the principal curvatures satisfy
Proof. Fix i ∈ {1, . . . , n}. Then we have
It follows that z = nκ i /H lies between the roots of the equation
n . The following estimate generalizes one from [H2] .
Noting that by Euler's relation iQ i κ i = 2Q = 0, we write
where we used the estimate of Lemma 2.2 to obtain the inequality.
Geometric estimates
In [A1, Theorem 5.1] it was proved that a pointwise bound on the ratio of principal curvatures of a convex hypersurface implies a bound on the ratio of maximum to minimum width. Our main result is a strengthening of that estimate in the case where the ratios of principal curvatures approach one at points where the maximum principal curvature is large. We denote by r − (M ) the inradius of a convex hypersurface M (the radius of the largest ball enclosed by M ) and by r + (M ) the circumradius (the radius of the smallest closed ball which contains M ).
Theorem 3.1. Let C 1 (ε) ≥ 0 for each ε > 0. Then for any ρ > 0 there exists C 2 (ρ) > 0 such that every smooth convex compact hypersurface M satisfying κ n ≤ (1 + ε) κ 1 + C 1 (ε) for every ε > 0 and r
The ratio of circumradius to inradius of a convex body can be estimated in terms of the mean cross-sectional volumes. We will need only the following rather crude statement:
Lemma 3.2. For any ε > 0 there exists δ(ε, n) > 0 such that any convex body satisfying
Proof. Since both r + /r − and V n+1 1 /V n+1 are scaling invariant, it suffices to assume V n+1 = 1. The Diskant inequalities [S1, Theorem 6.2.3] give estimates for the inradius and circumradius:
The Lemma follows since the right-hand side approaches 1 as V 1 approaches 1.
In view of the Lemma, it suffices to show that the isoperimetric ratio V n+1 1 /V n+1 can be made close to 1 by requiring the inradius to be small. To do this we first observe that the elementary symmetric functions can be compared: For 1 ≤ k < ℓ ≤ n we can write
for some constant C k,ℓ (ε ′ ), for any ε ′ > 0, where we expanded the bracket using the Binomial theorem, used Young's inequality to estimate the resulting terms, and then chose ε suitably depending on ε ′ > 0. Integrating (3.1) with k = n − 1, ℓ = n and dividing by |S n | gives:
Next take (3.1) for k = 1 and ℓ = n, multiply by s/|S n |, and integrate over M , yielding
. From these two inequalities we have
2n 2 . The Theorem follows.
Remark.
1. The argument above also proves a result similar to [A1, Theorem 5.1] . While the precise statement of the result is rather messier than in [A1] , it does give that the ratio of r + (M ) to r − (M ) approaches one if the pointwise ratio of principal curvatures approaches one. The proof in [A1] gives this only for the ratio of widths.
2. An anisotropic analogue also holds: If W is a smooth, uniformly convex Wulff shape enclosing the origin, and M is a smooth convex hypersurface, then the relative normal ν W : M → W takes a point in M to the unique point in W with the same outward normal vector. The derivative of ν W is the relative Weingarten map, the eigenvalues κ 1 , . . . , κ n of which are the relative principal curvatures. The relative support function s W is defined by X = s W ν W + V where V is tangent to M , and is given by
are then defined by exactly the same formulae as V k (M ) above, where E k is the elementary symmetric function of the relative principal curvatures. The relative inradius r − (M ) is the supremum of all r such that a translate of rW can be enclosed by M , and the relative cirumradius r + (M ) is the infimum of all r such that a translate of rW encloses M . Then Theorem 4 holds as stated (we remark the the Diskant inequality applies unchanged in this situation).
The flow equations
Given a smooth, compact, uniformly convex initial hypersurface M n 0 = X 0 (M ) with n ≥ 2, we consider a family of embeddings X : M × [0, T ) → R n+1 satisfying the evolution equation
where ν denotes the outer unit normal to the evolving hypersurface
and F is an O (n)-invariant function of W with the following properties:
where κ is the map which takes a self-adjoint operator to its ordered eigenvalues, and f is a smooth, symmetric function defined on an open symmetric cone Γ ⊆ Γ + containing {(c, . . . , c) : c > 0}, where Γ + = {κ : κ i > 0, i = 1, . . . , n}.
(ii). f is strictly monotone:
. f is strictly positive and normalised to have f (1, . . . , 1) = n α .
Remark. 1. Since f is a smooth symmetric function by Condition (i), it is also a smooth function of the elementary symmetric functions of the principal curvatures [G] , so F is a smooth function of the components of W. 2. The positivity in Condition (iv) follows from homogeneity (Condition (iii)) and strict monotonicity (Condition (ii)) using the Euler relation: αF = i κ i ∂f ∂κi . The normalization is for convenience, and amounts to scaling the time parameter in equation (4.1). The particular choice is made to agree with powers of the mean curvature. 3. Notably absent in our assumptions is any concavity or convexity of f . This is usually indispensible as a condition of this kind is normally required to derive second derivative Hölder estimates for fully nonlinear parabolic equations. However the situation in the present paper is sufficiently restricted that we can apply a result of Cordes-Nirenberg type which requires no concavity. The required arguments are provided in Section 7.
Throughout this paper we sum over repeated indices from 1 to n unless otherwise indicated. In computations on the hypersurface M t , raised indices indicate contraction with the metric.
We denote byḞ kl the derivatives of F with respect to the components of its argument:
Similarly for the second partial derivatives of F we write
If we do not indicate explicitly where derivatives of F and of f are evaluated then they are evaluated at W and κ (W) respectively. We will use similar notation and conventions for other functions of matrices when we differentiate them. In order to simplify the computations, and since we are not concerned with proving the main result under the weakest possible pinching condition, we will assume Γ = {A :
, and that the second derivatives of F are bounded, in the following sense: There exists a constant µ ≥ 0 such that for any A with H = tr A = 1 and κ(A) ∈ Γ, we have F kl,rs (A)B kl B rs ≤ µ B 2 . It follows by homogeneity that for arbitrary A with κ(A) ∈ Γ,
It follows that
and that
Our main result regarding the flows is the following:
Theorem 4.2. Let F satisfy Conditions 4.1. Then there exists δ > 0 depending only on n, α and µ such that for any smooth, uniformly locally convex embedding
. Short time existence of a solution to equation (4.1) for smooth, unformly convex initial data is well known (see [A1] , for example). The following evolution equations are derived as in [A1] .
Lemma 4.3. Under the flow (4.1), the following evolution equations hold:
Preserving pinching
In this section we prove the following for solutions of equation (4.1):
Theorem 5.1. There exists δ 1 > 0 depending on n, µ and α such that if 0 < σ ≤ min{δ 0 , δ 1 }, and A • 2 < σH 2 at every point at t = 0, then this remains true as long as the solution exists.
Proof. Using Lemma 4.3 we compute the evolution equation for
We argue that Z σ remains negative if it is initially so: Otherwise there exists a first point and time (x 0 , t 0 ) with Z σ = 0, where LZ σ ≤ 0 and ∂ t Z σ ≥ 0. The second-last term in (5.1) is zero at (x 0 , t 0 ) since Z σ = 0, and the last is negative by Lemma 2.3. It suffices to show that the terms involving ∇h are non-positive, since then the right-hand side is negative while the left is non-negative.
TheF term we estimate using Equation (4.2):
The next term is the good negative term which we estimate as follows:
where we used Equation (4.3) and Lemma 2.1. The same estimates also control the remaining term:
Putting these estimates together, the gradient terms at (p 0 , t 0 ) in (5.1) are no greater than
The bracket is clearly nonpositive on 0 ≤ σ ≤ δ 1 for some δ 1 > 0 depending on n, µ and α.
Remark 5.2. By Lemma 4.3 (iv), the minimum of F does not decrease in t. Since (nκ max ) α = f (κ max , . . . , κ max ) ≥ f (κ 1 , . . . , κ n ), κ max remains strictly positive and H > 0 by Lemma 2.2.
Remark 5.3. We used the second derivative bound µ, but no concavity of f . One-sided second derivative bounds might suffice, but mere parabolicity does not (unless n = 2 as shown in [A4] ) -for example no pinching cones exist if F = (H + cκ 2 ) α with c > 3 for n = 3.
Curvature bound
Next we prove upper bounds on the speed, by using an argument of Tso [T] to show that the speed remains bounded if the inradius stays positive. Suppose r − (M t ) ≥ r 0 for 0 ≤ t ≤ t 0 . Take the origin to be the centre of the insphere of M t0 , so that M t encloses B r0 (0) for 0 ≤ t ≤ t 0 . Let Q = F 2 X,ν −r0 . By Theorem 5.1 and Lemma 2.2,
where we observed
Using this we compute
, and we used 2 X, ν − r 0 ≥ r 0 . The maximum principle then implies
It follows that F is bounded, and hence so is κ max . We have proved the following:
is a solution of (4.1) with A • 2 < min{δ 0 , δ 1 }H 2 at t = 0. Then there exists C + depending only on n, α, µ, r + (M 0 ) and
Regularity results for parabolic equations
Here we summarise the ingredients needed for our regularity results. Denote by Q r the spacetime cylinder B r (0) × (−r 2 , 0]. We need the result on Hölder continuity of solutions of linear uniformly parabolic equations by Krylov and Safonov [KS] (see also [L, Corollary 7.26 
]):
Theorem 7.1. For any 0 < λ ≤ Λ < ∞ and B ≥ 0, there exist γ ∈ (0, 1) and K such that for any smooth solution u : Q 1 → R of the equation
Schauder estimates give more regularity if the coefficients are regular (see [L, Theorem 4 .9]):
Theorem 7.2. Let 0 < λ ≤ Λ < ∞, A, B, C ≥ 0, and β ∈ (0, 1). Then there exists K depending only on n, λ, Λ, A, B, C and β such that for any smooth solution u : Q 1 → R of the equation 0] , the following estimate holds:
In order to apply Schauder estimates to deduce higher regularity for solutions of fully nonlinear parabolic equations, one must first prove that derivatives up to second order in space and first order in time are Hölder continuous. In most such cases it is necessary to use the results of Krylov [K] (or Evans [E] for the elliptic case) which require concave dependence on the second derivatives. However in the situation of this paper the geometric restrictions allow us to dispense with this requirement: Cordes [Co] and Nirenberg [N] proved that linear elliptic equations with coefficients close to the identity admit C 1,α estimates. We use a result of this kind from [L, Lemma 12 .13], proved by adapting to the parabolic setting a method of Caffarelli [Ca] . Theorem 7.3. Let 0 < λ ≤ Λ < ∞, A > 0 and B > 0. Then there exist constants C > 0, γ ∈ (0, 1] and σ > 0 such that for any u : Q 1 → R with continuous first time derivatives and second spatial derivatives, satisfying the equation
with λδ ij ≤ a ij (x, t) ≤ Λδ ij , |Du| ≤ B, |a(x, t)| ≤ A, and |a ij (x, t) − a ij (y, s)| ≤ σ for all (x, t) and (y, s) in Q 1 , we have for all 0 < r < 1
Hölder continuity of second derivatives
In this section we use the regularity results provided in the previous section to prove Hölder continuity of the second fundamental form. The proof proceeds in several stages: First, we observe that upper and lower bounds on F together with the pinching result of Theorem 5.1 imply bounds above and below on second derivatives, which in turn imply that the evolving hypersurfaces can be described locally as the graph of a function evolving by a uniformly parabolic equation. From this we deduce that the unit normal ν and the speed F are Hölder continuous in space-time. It follows that on small spacetime regions the evolving graphs have first spatial derivatives satisfying an equation to which Theorem 7.3 can be applied, yielding the following: Theorem 8.1. Let F satisfy Conditions 4.1. Then there exist δ 2 ∈ (0, δ 1 ] and γ ∈ (0, 1] depending only on n, α and µ such that for any smooth uniformly convex solution
with |X(x, t)−X(y, s)|+ |t − s| < d, v ∈ T x M , and w ∈ T y M , where C and d depend on τ , r + = r + (M 0 ), r − = r − (M τ ) and inf M0 F .
Proof. We first deduce a curvature bound:
Lemma 8.2. For X as in Theorem 8.1 there exist 0 < k − < k + < ∞ depending on τ , n, µ, α, r ± and inf M0 F such that k − ≤ κ i (x, t) ≤ k + for all x ∈ M , t ∈ [τ /8, τ ] and i ∈ {1, . . . , n}.
Proof. The uniform convexity of M 0 implies that the speed F has a positive lower bound at t = 0, and the evolution equation for F in Lemma 4.3(iv) implies that this lower bound is maintained as long as the solution exists. By Proposition 6.1 we deduce an upper bound on F on M × [τ /8, τ ], depending only on r − (M τ ) and r + (M 0 ). Theorem 5.1 and Lemma 2.2 imply upper and lower bounds on the principal curvatures.
In order to apply the results of the previous section we write the evolving hypersurface locally as an evolving graph: Choose x 1 ∈ M and t 1 ∈ [τ /8, τ ]. Since κ i ≤ k + , M t1 encloses a sphere of radius 1/k + which touches at X(x 1 , t 1 ). Choose the origin to be at the centre of this sphere. Then M t lies outside the sphere of radius k
In particular M t lies outside the sphere of radius 2
Choose an orthonormal basis for R n+1 with e n+1 = k + X(x 1 , t 1 ). By convexity, we have
+ . We bound the second spatial derivatives D 2 u:
The second fundamental form is
, and the induced metric is
The upper and lower bounds on principal curvatures give k − g ij ≤ h ij ≤ k + g ij , which becomes
so that by the gradient bounds we have
The function u evolves according to the scalar parabolic evolution equation
where
" is the square root of the inverse of the induced metric. Our next step is to prove that the normal direction is Hölder-continuous (in space-time):
Lemma 8.3. For X as in Theorem 8.1, there exists C and d depending only on r + (M 0 ), r − (M τ ) and inf M0 F such that
Proof. Differentiating Equation (8.2) in a spatial direction gives the following evolution equation for v = ∂u ∂z i for any i:
. Explicitly we have
and b k is an expression involving Du and D 2 u, which may be bounded as follows:
In particular |b k | ≤ B, where B depends only on r + (M 0 ), r − (M τ ) and inf M0 F . We note that by equations (8.4) and (4.3) and (4.4), there exists Λ > 0 depending on µ, n, α and r ± such that a ij ξ i ξ j ≤ Λ ξ 2 for all ξ. Equation 8.1 provides Lipschitz dependence of v in space. We use a barrier argument to deduce the required continuity in time: Since v(0, t 1 ) = 0, and |v(x, t)| ≤ 2
+ when t = t 1 and for |x| = 2
. Sub and super solutions for Equation We can now deduce Hölder continuity of the speed F : Lemma 8.4. For X as in Theorem 8.1, there exist γ ∈ (0, 1), C and d depending only on r + (M 0 ), r − (M τ ) and inf M0 F such that
Proof. As before we write the evolving hypersurface locally as an evolving graph satisfying Equation (8.2). Differentiating with respect to time, we find that the function v = ∂u ∂t again satisfies equation (8.3). The expression (8.4) for a ij , together with bounds on Du and F and equations (4.3) and (4.4), imply that there exist λ and Λ such that λ ξ 2 ≤ a ij ξ i ξ j ≤ Λ ξ 2 for all ξ. The bounds on Du and D 2 u also imply that and |b i | ≤ B. The functionṽ(z, t) = R −1 v(Rz, t 1 + (1 + t)R 2 t) with R = min 1, 2
gives a solution of the equation (8.3) on Q 1 with b replaced by Rb (hence |b| ≤ B) still holds), and so Now we complete the proof of Theorem 8.1: Choose any (x 1 , t 1 ) with t 1 ∈ [τ /4.τ ]. We first rescale to ensure that F (x 1 , t 1 ) = 1, by setting Y (x, t) = F (x 1 , t 1 ) 1/α X x, t 1 + F (x 1 , t 1 ) − 1+α α t and noting that Y is again a solution of (4.1). We write the evolving hypersurface Y t (M ) locally near (x 1 , 0) as a graph evolving according to Equation (8.2), and let v = ∂u ∂z i for some i ∈ {1, . . . , n}, so that v evolves according to Equation (8.3). The expressions (8.4) and (8.5), together with the Hölder continuity of Du and F , imply that on small enough regions we can make |Du| as small as desired (in particular less than 1) and F as close as desired to 1. By the expression (8.4) for a ij , and the bounds (4.3) and (4.4), on small regions we have λ ξ 2 ≤ a ij ξ i ξ j ≤ Λ ξ 2 , where λ and Λ depend only on n, α and µ. Similarly, since F is close to 1 we have bounds above and below on principal curvatures from Lemma 2.2, and hence bounds |Dv| ≤ B and |b i D i v| ≤ A, where A depends only on n, α and µ. Let σ be given by Theorem 7.3 with these values of λ, Λ, A and B. Finally, by (4.3) and (4.4) we can choose δ 2 sufficiently small (depending on n, α, µ and σ) to ensure that (α − σ/4)I ≤Ḟ (A) ≤ (α + σ/4)I whenever F (A) = 1 and A • 2 ≤ δ 2 H 2 . It follows that on small enough regions we have |a ij (x, t) − a ij (y, s)| < σ. Now letṽ(z, t) = R −1 v(Rz, (1 + t)R 2 t) for R to be chosen. Then v satisfies Equation (8.3) on Q 1 (for R sufficiently small) with b i replaced by Rb i , and hence for sufficiently small R (depending on n, α, µ, r ± and inf M0 F ) we can apply Theorem 7.3 to deduce C 1,γ estimates oñ v. Translating back to v we deduce C 2,γ bounds on u. This implies Hölder continuity of the second fundamental form of the solution Y t , and again scaling back gives Hölder continuity of the second fundamental form of X t , as claimed.
Higher regularity
The higher regularity for solutions of equation (4.1) now follows from Schauder estimates: Proposition 9.1. For each k ∈ N there exists C k depending on t 0 , n, α, µ, r ± and inf M0 F such that for any solution X :
Proof. We again work with the local graph parametrization used in the previous section, around some point (x 1 , t 1 ). Since ∇ k A is controlled once the derivatives up to order k are controlled when the hypersurface is written locally as a graph, it suffices to obtain bounds on D k u for the corresponding solutions of Equation (8.2).
By Theorem 8.1, the function u is C 2,γ , with Hölder bounds on second derivatives depending on n, α, µ, r ± , inf M0 F , and elapsed time. In particular this implies that the coefficients of Equation (8.3) are Hölder continuous, and therefore by Theorem 7.2 we deduce C 2,γ bounds on v = ∂u ∂z i , and hence C 3,γ bounds on u. The higher regularity follows by induction, by considering the evolution equations satisfied by higher spatial derivatives of u: Hölder continuity of mth spatial derivatives of u allow Theorem 7.2 to be applied to the evolution equation for order (m − 1) spatial derivatives, yielding Hölder continuity of order m + 1 derivatives. By induction this yields bounds on all spatial derivatives, and by the evolution equation this also implies bounds on arbitrary spatial and time derivatives of u also.
10. Convergence to a point Proposition 10.1. Let M 0 = X 0 (M ) be a smooth, uniformly convex, compact hypersurface with
is strictly locally convex, and there exists p ∈ R n+1 such that X t (M ) → p ∈ R n+1 uniformly as t → T .
Proof. Suppose the inradius does not approach zero as the final time is approached. At t = 0 the speed F has a positive lower bound, since M 0 is uniformly convex, and the evolution equation for F in Lemma 4.3(iv) implies that this lower bound is maintained as long as the solution exists. Proposition 6.1 implies that F is bounded since the inradius does not approach zero, and the pinching estimate of Theorem 5.1 and Lemma 2.2 then imply bounds above and below on principal curvatures. Proposition 9.1 then provides bounds on all higher derivatives of curvature. In this case the solution can be continued to a larger time interval, by the argument of [H1, Theorem 8.1] . This would contradict the maximality of the interval of existence, so the inradius must approach zero as t → T . The circumradius does also, by [A1, Lemma 5.4 ].
Improving pinching
Now we prove that the bounds on the pinching ratio can be improved to show that the pinching ratio is close to one when the curvature becomes large. For α > 1 this can be done using the maximum principle, rather than the more involved integral estimates and iteration techniques which are required to prove the corresponding estimates for mean curvature flow in [H1] .
The result is the following:
Theorem 11.1. Let δ 1 > 0 be as in Theorem 5.1. Let M 0 = X 0 (M ) be a smooth, compact, uniformly convex hypersurface for which A • 2 < σ 0 H 2 with σ 0 ∈ (0, min{δ 1 , δ 0 }). Let h = sup M0 H, and let X : M × [0, T ) → R n+1 be the solution of (4.1) with initial data X 0 . Then there exists λ > 0 such that for any (
Proof. At t = 0 we have H ≤ h, and so
We have already proved that the condition A • 2 ≤ σ 0 H 2 is preserved. It remains to prove that for suitable λ > 0 the quantity Z = A
• 2 − σ 0 h λ H 2−λ cannot attain a new zero maximum at a point where H ≥ h. At such a point we let σ = σ 0 h H λ ≤ σ 0 , and note that Z = 0, LZ ≤ 0 and ∂ t Z ≥ 0. The latter are related by the evolution equation for Z:
The terms which do not involve λ can be estimated exactly as in the proof of Theorem 5.1. For the remaining terms we have the following straightforward estimates: Choosing λ ≤ 3 we discard the third term on the second line. The preceding term we estimate by
Thus all of the terms involving gradients of curvature can be estimated by
Since σ ≤ σ 0 < δ 1 , the first three terms have a strictly negative sum, and so the result is nonpositive provided λ is sufficiently small depending on α, n, µ and σ 0 . The terms in the last line of equation (11.1) can be estimated as follows: We discard the negative term in the last bracket, and estimate the others using Lemma 2.3. To bound the preceding term we note h im h m j ≤ Hh ij since the principal curvatures are non-negative, and so
This gives the following bound for the last line of (11.1):
which is strictly negative for λ > 0 sufficiently small (depending only on n, α, µ and σ 0 ).
Corollary 11.2. If X is a solution of equation (4.1) as in Theorem 11.1, then for any ε > 0 there exists a constant C 1 (ε) ≥ 0 such that κ n ≤ (1 + ε)κ 1 + C 1 (ε).
Proof. By Theorem 11.1 we have
for any a > 0 and 1/p + 1/q = 1, by Young's inequality. Choosing q(1 − λ/2) = 1 gives
and we chose a 2/(2−λ) = ε(1 − n(n − 1)σ 0 )/(n 3/2 σ 0 ) and used Lemma 2.2.
lower speed bounds
The results of Theorem 3.1 and Corollary 11.2 imply that the evolving hypersurfaces are close to spheres when their diameter is small. In this section we use this to deduce lower bounds on the speed. Our argument here is quite general and does not require any assumptions on the speed except for homogeneity and parabolicity.
n+1 be a smooth, strictly convex solution of a flow of the form (4.1) which contracts to a point as t → T , and such that the ratio of circumradius to inradius approaches 1 as t → T . Then there exists t − < T and C > 0 such that
Proof. We begin with the following observation, originally due to Smoczyk [S4, Proposition 4] for the mean curvature flow.
Proof of Lemma. This can be proved directly from the evolution equations in Lemma 4.3, (i) and(iv). We give a proof which gives some further insight in to the meaning of the result: The homogeneity of F implies that x λ (z, t) = λ x(z, λ −(1+α) (t − t 0 )) − p + p is again a solution of the same flow, for any λ > 0 and p ∈ R n+1 . When t = t 0 this amounts to a rescaling about the point p, so if M t0 encloses p then x λ (M , t 0 ) encloses M t0 for any λ > 1. By the comparison principle, x λ (M , t) encloses M (t) for each t ≥ t 0 and λ > 1, and we deduce that
for all z and t ≥ t 0 . Computing the left-hand side explicitly, we find
Proof of Proposition 12.1, Continued. Choose t 1 close enough to T to ensure r + (M t ) ≤ (1 + ε)r − (M t ) for all t ∈ [t 1 , T ), where ε > 0 is such that (1 + 2ε) 1+α < 5/4. Fix t 0 ∈ [t 1 , T ), and write r − = r − (M t0 ). Choose q ∈ R n+1 to be the incentre of M t0 , so that B r− (q) is enclosed by M t0 , and B (1+2ε)r− (q) encloses M t0 . By the comparison principle, B r(t) (q) is enclosed by M t for t ≥ t 0 where r(t) = r
, and B R(t) (q) encloses M t for t ≥ t 0 where
. Fix x ∈ M , and let t = t 0 + 3r 1+α − 4(1+α) . Choose q to be the point in M t0 which maximizes q, ν(x, t) , and apply Lemma 12.2. This gives
The estimates above give
. These imply
as required, for all x ∈ M and all t ≥ t − = t 1 + 3r−(t1) 1+α 4(1+α) .
Remark. An inspection of the proof will reveal that the result of Proposition 12.1 holds provided the ratio of circumradius to inradius is less than some explicit constant depending on α and n, so the assumption that this ratio approaches 1 could be weakened.
The convergence theorem
Proof of Theorem 4.2. The existence until the solution converges to a point p was proved in Proposition 10.1. We next prove Hausdorff convergence of the rescaled hypersurfacesM t = X t (M ) to the unit sphere: By Corollary 11.2 and Theorem 3.1, for any ρ > 0 there exists C 2 (ρ) such that r + (M t ) ≤ (1 + ρ)r − (M t ) whenever r + (M ) ≤ C 2 (ρ). Since M t converges to a point we have r + (M t ) → 0 as t → T , so for each ρ > 0 there exists t(ρ) < T such that r + (M t ) ≤ (1 + ρ)r − (M t ) for t(ρ) ≤ t < T , and since M t converges to p, p is enclosed by M t for each t. We can relate r ± (M t ) to T − t: The time of existence is no less than that of the sphere of radius r − (M t ), and no greater than that of the sphere of radius r + (M t ), so
1 + α for t ≥ t(ρ). We can also control the distance from p to the centre p t of the insphere of M t : p is enclosed by M t ′ , which is enclosed by the sphere of radius r + (M t ) 1+α − (1 + α)(t ′ − t)
1/(1+α) about p t for t ≤ t ′ < T . Taking t ′ → T gives |p − p t | ≤ ( r + (M t ) 1+α − (1 + α)(T − t) . We deduce an upper curvature bound from Proposition 6.1, using scaling to deduce the correct dependence on the remaining time: Fix t * ∈ [T /2, T ), and consider rescaled solutions defined bỹ X (t * ) (p, t) = X(p, t * + (T − t * )t) (T − t * ) and r + (X (t * ) t ) ≤ (1 + ρ)(2(1 + α)) 1 1+α , for −1 ≤ t ≤ 0. It follows from Proposition 6.1 that the rescaled solutions have F (x, 0) ≤ C independent of t * , and hence the unrescaled solutions have F ≤ C(T − t)
Estimates on higher derivatives of curvature also follow: The solutionsX (t * ) defined above have bounds on curvature in C k for any k on M × [−1/2, 0], by Proposition 9.1. It follows that
for each k, and the rescaled hypersurfaces have uniform bounds on curvature and all higher derivatives. C ∞ convergence of the rescaled embeddings now follows: The pinching estimate of Theorem 11.1 implies that (for t close enough to T ) the rescaled maps satisfy A
• 2 ≤ C(T − t) λ 1+α . By interpolation we also have ∇A
β for some β > 0, and hence by Lemma 2.1 ∇A ≤ C(T − t) β . Then interpolation again gives that ∇ (k) A ≤ C k (T − t) β k for every k, where β k > 0. One can define a normalized flow as in [H1, Section 9] . The time variable in the normalized flow is τ = log(T − t), so we have exponential decay of all derivatives of the second fundamental form for the normalized flow, and the argument in [H1, Section 10] can be applied.
Remark. A similar result to Theorem 4.2 also holds in the case α = 1: By a slight modification of the proof of Theorem 5.1, flow by an essentially arbitrary smooth, homogeneous degree one speed F preserves sufficiently strong pinching of a convex hypersurface, with pinching ratio determined by n and a bound for the second derivatives of F . The argument given in Section 8 applies with minor changes to prove Hölder continuity of the second fundamental form, and higher regularity follows by Schauder estimates. Convergence of the rescaled hypersurfaces then follows by the argument given in [A1] . We note that a lower bound on F follows in this case from the Krylov-Safonov Harnack inequality, so this situation does not need the geometric result of Section 3.
