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ABSTRACT
General unsupervised learning is a long-standing conceptual problem in machine
learning. Supervised learning is successful because it can be solved by the mini-
mization of the training error cost function. Unsupervised learning is not as suc-
cessful, because the unsupervised objective may be unrelated to the supervised
task of interest. For an example, density modelling and reconstruction have often
been used for unsupervised learning, but they did not produced the sought-after
performance gains, because they have no knowledge of the supervised tasks.
In this paper, we present an unsupervised cost function which we name the Out-
put Distribution Matching (ODM) cost, which measures a divergence between the
distribution of predictions and distributions of labels. The ODM cost is appealing
because it is consistent with the supervised cost in the following sense: a perfect
supervised classifier is also perfect according to the ODM cost. Therefore, by
aggressively optimizing the ODM cost, we are almost guaranteed to improve our
supervised performance whenever the space of possible predictions is exponen-
tially large.
We demonstrate that the ODM cost works well on number of small and semi-
artificial datasets using no (or almost no) labelled training cases. Finally, we show
that the ODM cost can be used for one-shot domain adaptation, which allows the
model to classify inputs that differ from the input distribution in significant ways
without the need for prior exposure to the new domain.
1 INTRODUCTION
Supervised learning is successful for two reasons: it is equivalent to the minimization of the training
error, and stochastic gradient descent (SGD) is highly effective at minimizing training error. As a
result, supervised learning is robust, reliable, and highly successful in practical applications.
Unsupervised learning is not as successful, mainly because it is not clear what the unsupervised
cost function should be. The goal of unsupervised learning is often to improve the performance
of a supervised learning task for which we do not have a lot of data. Due to the lack of labelled
examples, unsupervised cost functions do not know which of the many possible supervised tasks we
care about. As a result, it is difficult for the unsupervised cost function to improve the performance
of the supervised cost function. The disappointing empirical performance of unsupervised learning
supports this view.
In this paper, we present a cost function that generalizes the ideas of Casey (1986). We illustrate the
idea in the setting of speech recognition. It is possible to evaluate the quality of a speech recognition
system by measuring the linguistic plausibility of its typical outputs, without knowing whether these
outputs are correct for their inputs. Thus, we can measure the performance of our system without
the use of any input-output examples.
We formalize and generalize this idea as follows: in conventional supervised learning, we are trying
to find an unknown function F from X to Y . Each training case (xi, yi) imposes a soft constraint
on F :
F (xi) = yi (1)
We solve these equations by local optimization with the backpropagation algorithm (Rumelhart
et al., 1986).
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Figure 1: Existing unsupervised cost functions (left) versus the ODM cost in the limit of infinite data (right).
The global minima of typical unsupervised cost functions, such as the reconstruction cost, are unrelated to the
minima of the supervised cost. The ODM cost. In contrast, the global minimum of the supervised cost function
is also a global minimum of the ODM cost function whenever there is a function that can perfectly represent
the mapping. The implication is not true in reverse because the ODM cost can have additional global minima
that are not global minima of the supervised cost. This seemingly surprising property is possible because the
ODM cost uses unlabelled examples from both the input domain and the output domain, while conventional
unsupervised cost functions ignore the output domain.
We now present the unsupervised cost function. Let D be the true data distribution over the input-
output pairs (x, y) ∼ D. While we do not have access to many labelled samples (x, y) ∼ D, we
often have access to large quantities of unlabelled samples from x ∼ D and y ∼ D. This assumption
is valid whenever unlabelled inputs and unlabelled outputs are abundant.
We can use uncorrelated samples from x ∼ D and y ∼ D to impose a valid constraint on F :
Distr [F (x)] = Distr [y] (2)
where Distr [z] denotes the distribution of the random variable z. This constraint is valid in the
following sense: if we have a function F such that F (xi) = yi is true for every possible training
case, then Distr [F (x)] = Distr [y] is satisfied as well. Thus, the unsupervised constraint can be
seen as an additional labelled “training case” that conveys a lot of information whenever the output
space is very large.
This constraint can be turned into the following cost function
KL[Distr [y] ‖Distr [F (x)]] (3)
We call it the output distribution matching (ODM) cost function, the cost literally matches the dis-
tributions of the outputs.
For the constraint Distr [F (x)] = Distr [y] to be highly informative of the optimal parameters, it
is necessary for the output space Y to be large, since otherwise the ODM cost will be trivial to
optimize. If the output space is large, then the ODM cost is, in principle, substantially more useful
than conventional unsupervised cost functions which are unrelated to the ultimate supervised cost
function. In contrast, the ODM cost is nearly guaranteed to improve the final supervised performance
whenever there exists a very high performing function, because a supervised function that perfectly
maps every input to its desired output is also a global minimum of the ODM cost. See Figure 1. It
also means that a practitioner has a high chance of improving their supervised performance if they
are able to optimize the ODM cost.
We also show how the ODM cost can be used for one-shot domain adaptation. Given a test datapoint
from a distribution that is very different from the training one, our model can, in certain settings,
identify a nearly unique corresponding datapoint that happens to obey the training data distribu-
tion, which can then be classified correctly. We implement this idea using a generative model as a
mechanism for aligning two distributions without supervision.
This allows each new test case to be from significantly different distribution, so it is no longer
necessary to assume that the test set follows a particular distribution. This capability allows our
models, in principle, to work robustly with unexpected data. However, the ability to perform one-
shot domain adaptation is not universal, and it can be achieved only in certain restricted settings.
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2 RELATED WORK
There has been a number of publications that considered matching statistics as an unsupervised
learning signal. The early work of Casey (1986) casts the problem of unsupervised OCR as a prob-
lem of decoding a cipher, where there is an unknown mapping from images to characters identities,
which must be inferred from the known statistics of language. This idea has been further explored in
the context of machine translation (typically in the form of matching bigrams) (Knight et al., 2006;
Huang et al., 2006; Snyder et al., 2010; Ravi & Knight, 2008), and in unsupervised lexicon induction
(Fung & McKeown, 1997; Koehn & Knight, 2002; Haghighi et al., 2008; Mikolov et al., 2013b).
Notably, Knight et al. (2006) discusses the connection between unsupervised learning and language
decipherment, and formulates a generative model similar to the one presented in this work.
Similar ideas have recently been proposed for domain adaptation where a model learns to map the
new distribution back onto the training distribution (Tzeng et al., 2014; Gani et al., 2015). These
approaches are closely related to the ODM cost, since they are concerned with transforming the new
distribution back to the training distribution.
There has been a lot of other work on unsupervised learning with neural networks, which is largely
concerned with the concept of “pre-training”. In pre-training, we first train the model with an un-
supervised cost function, and finish training the model with the supervised cost. This concept was
introduced by Hinton et al. (2006) and Hinton & Salakhutdinov (2006) and later by Bengio et al.
(2007). Other work used the k-means objective for pre-training (Coates et al., 2011), and this list
of references is far from exhaustive. These ideas have also been used for semi-supervised learning
(Kingma et al., 2014; Rasmus et al., 2015) and for transfer learning (Mesnil et al., 2012).
More recent examples of unsupervised pre-training are the Skip-gram model (Mikolov et al., 2013a)
and its generalization to sentences, the Skip-thought vectors model of Kiros et al. (2015). These
models use well-motivated unsupervised objective functions that appear to be genuinely useful for
a wide variety of language-processing tasks.
3 METHODS
In this section, we present several approaches for optimizing the ODM cost.
3.1 ODM COSTS AS GENERATIVE MODELS
The ODM cost can be formulated as the following generative model. Let P (x) be a model fitted to
the marginal x ∼ D, and let Pθ(y) be the distribution:
Pθ(y) =
∑
x
Pθ(y|x)P (x) (4)
The objective is to find a conditional Pθ(y|x) (which corresponds to Fθ(x) where θ are the param-
eters) so that Pθ(y) matches the marginal distribution y ∼ D. If P (x) is an excellent model of
x ∼ D, then the cost Ey∼D[− logPθ(y)] is precisely equivalent to the ODM cost of Eq. 3, modulo
an additive constant. A similar generative model was presented by Knight et al. (2006).
It is desirable to train generative models using the variational autoencoder (VAE) of Kingma &
Welling (2013). However, VAE training forces y to be continuous, which is undesirable since many
domains of interest are discrete. We address this by proposing the following generative model,
which we term the xyh-model:
Px(x) =
∫
h
Px(x|h)P (h)dh (5)
Px(y) =
∫
h
Py(y|h)P (h)dh (6)
whose cost function is
L = Ex∼D[− logPx(x)] + Ey∼D[− logPy(y)] (7)
Here h is continuous while x and y are either continuous or discrete. It is clear that this model can
also be trained on labelled (x, y), whenever such data is available.
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Figure 2: The dual autoencoder. (Left:) The xyh-generative model that motivated the dual autoencoder.
(Middle:) The dual autoencoder during training. Note that it can be trained in an entirely unsupervised fashion
on data from different domains. The dual autonecoder learns a representation that is compatible with both do-
mains, in a manner that is entirely unsupervised. (Right:) The dual autoencoder test time. It often successfully
learns the correspondence between the domains even though it is not trained for this task.
Although the negative log probability of the xyh-model is not identical to the ODM cost, the two are
closely related. Specifically, whenever the capacity of Px and Py is limited, the xyh-model will be
forced to represent the structure that is common to Distr [x] and Distr [y] in P (h), while placing the
domain specific structures into Px(x|y) and Py(x|y). For example, in case of speech recognition,
P (h) could contain the language model, since it is not economical to store the language model in
Px(x|h) and Py(y|h).
3.2 THE DUAL AUTOENCODER
We implemented the xyh-generative model but had difficulty getting sensible results in our early
experiments. We were able to get better results by designing an novel autoencoder model that is
inspired by the xyh-model, which we call the dual autoencoder, which is shown in Figure 2. It
consists of two autoencoders whose “innermost weights” are shared with each other. More formally,
the dual autoencoder has the form
x′ = f(A0f(WNf(WN−1 . . . f(W1f(B0x)) . . .))) (8)
y′ = f(A1f(WNf(WN−1 . . . f(W1f(B1y)) . . .))) (9)
where f is the nonlinearity, and the cost is
L = Ex∼D [L1(x, x′)] + Ey∼D [L2(y, y′)] (10)
where L1 and L2 are appropriate loss functions.
Eqs. 8 and 9 describe two autoencoders that map x to x′ and y to y′, respectively. By sharing the
weightsW1 . . . ,WN between the autoencoders, the matrices (A0, B0) and (A1, B1) are encouraged
to use compatible representations for the two modalities that align x with y in the absence of a direct
supervised signal. While not principled, we found this approach to work surprisingly well on simple
problems.
3.3 GENERATIVE ADVERSARIAL NETWORKS TRAINING
The Generative Adversarial Network (Goodfellow et al., 2014) is a procedure for training a “gen-
erator” to produce samples that are statistically indistinguishable from a desired distribution. The
generator is a neural network G that transforms a source of noise z into samples from some distri-
bution:
z → G(z) (11)
The GAN training algorithm maintains an adversary D(z)→ [0, 1] whose goal is to distinguish be-
tween samples x from the data distribution and samples from the generator G(z), and the generator
G learns to fool the discriminator. Eventually, if GAN training is successful,G converges to a model
such that the distribution of G(z) is indistinguishable from the target distribution.
The generative adversarial network offers a direct way of training generative models, and it had
enjoyed considerable success in learning models of natural images (Denton et al., 2015). We use the
GAN training method to train our unsupervised objective Distr [F (x)] = Distr [y] by requiring that
F produces samples that are indistinguishable from the target distribution.
4
Under review as a conference paper at ICLR 2016
4 EXPERIMENTS
4.1 DUAL AUTOENCODERS ON MNIST PERMUTATION TASK
We begin exploring the ODM cost by selecting a simple artificial task where the distributions overX
and Y have rich internal structure but whose relationship is simple. We chose Y to be the distribution
of MNIST digits, and X to be the distribution of MNIST digits whose pixels are permuted (with the
same permutation on all digits). See Figure 2. We call it the MNIST permutation task. The goal of
the task is to learn the unknown permutation using no supervised data.
We used a dual autoencoder whose architecture is 784-100-100-100-784, where the weights in the
100-100-100 subnetwork were shared between the two autoencoders. While the results were insen-
sitive to the learning rate, it was important to use a random initialization that is substantially smaller
than is typically prescribed for training neural networks models (namely, a unit Gaussian scaled by
0.003/
√
#rows +#cols for each matrix).
We found that the dual autoencoder was easily able to recover the permutation without using any
input-output examples, as shown in Figure 3.
1 2 3 4 5 6
Figure 3: Illustrative performance of the
various models on the MNIST permutation
task. Column 1: data. Column 2: the per-
muted data. Column 3: Supervised Autoen-
coder; Column 4: Unsupervised sigmoid
dual autoencoder; Column 5: Unsupervised
tanh dual autoencoder; Column 6: Unsuper-
vised relu Dual Autoencoder. Notice that the
dual autoencoder that used the Tanh nonlin-
earity was able to find the correct correspon-
dence while inverting the images. We do not
understand why this happens. The sigmoid
dual autoencoder is by far the best method
for recovering a mapping between two cor-
responding datasets.
Curiously, we found that the sigmoid nonlinearity
achieved by far the best results on this task, and that
the Relu and the Tanh nonlinearity were much less suc-
cessful for a wide range of hyperparameters. Paradoxi-
cally, we suspect that the slower learning of the sigmoid
nonlinearity was beneficial for the dual autoencoder, be-
cause it caused the “capacity” of the 100-100-100 net-
work to grow slowly; it is plausible that the most criti-
cal learning stage took place when the 100-100-100 net-
work had the lowest capacity.
4.1.1 DUAL AUTOENCODER FOR CIPHERS
We also tested the dual autoencoder on a character and a
word cipher, tasks that were also considered by Knight
et al. (2006). In this task, we are given two text corpora
that follow the same distribution, but where the charac-
ters (or the words) of one of the corpora is scrambled. In
detail, we convert a text file into a list of integers by ran-
domly assigning characters (or words) to integers and by
consistently using this assignment throughout the file.
By doing this twice, we get two data sources that have
identical underlying statistics but different symbols. The
goal is to find the hidden correspondence between the
symbols in both streams. It is not a difficult task since
it can be accomplished by inspecting the frequency. De-
spite its simplicity, this task provides us with another
way to evaluate our model.
We used the dual autoencoder architecture as before,
where the input (as well as the the desired output) is rep-
resented with a bag of 10 consecutive characters from a random sentence from the text corpus. The
loss function is the softmax cross entropy.
For the character-level experiments, we used the architecture 100-25-25-100, and for the word-
level experiments we used 1000-100-100-1000 — where we used a vocabulary of the 1000 most
frequent symbols in both data streams. Both architectures achieved perfect identification of the
symbol mapping in less than 10,000 parameter updates when the sigmoid nonlinearity was used.
While the dual autoencoder was successful on these tasks, its success critically relied on the under-
lying statistics of the two datasets being very similar. When we trained each autoencoder on data
from a different languages (namely on English and Spanish books from Project Gutenberg), it failed
5
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discriminator
Figure 4: An illustration of the MNIST classification setup. The classifier is shown below the dotted line;
the discriminator is shown above it. The first few layers of the discriminator are convolutional; the remaining
layers are fully connected.
to learn the correct correspondence between words with similar meanings. This indicates that the
dual autoencoder is sensitive to systematic differences in the two distributions.
4.2 GENERATIVE ADVERSARIAL NETWORKS FOR MNIST CLASSIFICATION
Next, we evaluated the GAN-based model on an artificial OCR task that was constructed from the
MNIST dataset. In this task, we used the text from The Origin of Species downloaded from Project
Gutenberg, and arbitrarily replaced each letter with a digit between 0 and 9 in a consistent manner.
We call this sequence of numbers the MNIST label file. We then replaced each label with a random
image of an MNIST digit of the same class, thus obtaining a very long sequence of images of MNIST
digits which we call the MNIST image sequence.
The goal of this problem was to train an MLP F that maps MNIST digits to 10-dimensional vectors
without using any input-output examples. Instead, we train the classifier to match the 20-gram
statistics of the Origin of Species, which requires no input-output examples.
We trained an MLP F to map each MNIST digit into a 10-dimensional vector representing their
classification. We used generative adversarial training where the adversary is a 1-d CNN to ensure
sure that the distribution of 20 consecutive predictions (F (x1), . . . , F (x20)) is statistically indistin-
guishable from the distribution of 20 consecutive labels from the MNIST label file (y1, . . . , y20),
where the inputs (x1, . . . , x20) are randomly drawn from the MNIST image sequence.
A typical architecture of our classifier network was 784-300-300-10. The adversary consist of a 1D
convolutional neural network with the following architecture: the first three layers are convolutional
with a kernel of width 7, whit the following numbers of filter maps: 10-200-200. It is followed by
global max pooling over time, and the remainder of the architecture consist of the fully connected
layers 200-200-1. The nonlinearity was always ReLU, except for the output layer of both networks,
which was the identity.
In these experiments, we used the squared loss and not the cross-entropy loss for the supervised
objective. If we used the softmax loss, our model’s output layer would have to use the softmax
layer, which we found to not work well with GAN training. The squared loss was necessary for
using a linear layer for the outputs.
It is notable that GAN training was also fragile, and the sensitive hyperparameters are given here:
• We initialized each matrix of the generator with a unit Gaussian scaled by
1.4/
√
#rows +#cols; for the discriminator we used 1.0/
√
#rows +#cols
• The batchsize is 200
• Total number of parameter updates: 6000
• Learning rate of generator: 0.1/batchsize for 2000 updates; 0.03/batchsize for another
2000 updates; and then 0.01/batchsize for 2000 updates
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• Learning rate of discriminator: 0.005/batchsize
• Learning rate of the supervised squared loss: 0.005/batchsize
While learning was extremely rapid, it was highly sensitive to the choice of learning rates.
While GAN training of the ODM cost alone was insufficient to find an accurate classifier the prob-
lem, we were able to achieve 4.7% test error on MNIST classification using 4 labelled MNIST
examples. Here, each labelled example consists of a single labelled digit, and not a single sequence
of 20 labelled digits. The result is insensitive to the specific set of 4 labelled examples. When using
2 labelled MNIST digits, the classification test error increased to 72%.
5 ONE-SHOT LEARNING AND DOMAIN ADAPTATION
If the function that we wish to learn has a small number of parameters, then it should be possible to
infer it from a very small number of examples — and in some cases, from a single example.
Suppose that the training distribution is D, but we are provided with a single test sample y ∼ D′
where D′ is an unknown test distribution. If y contains enough information to uniquely identify
a simple function G that maps samples y ∼ D′ to samples x ∼ D, we will be able to classify
samples y ∼ D′ without any extra training: we could simply apply our existing classifier to G(y).
By inferring the function G from scratch for each test sample from scratch, the model becomes
capable at correctly classifying test cases whose statistics are completely different from the training
distribution, as well test cases that are as outliers that would have otherwise confused or misled the
classifier. This has the potential to make our classifier significantly more robust.
Figure 5: An illustration of one-shot do-
main adaptation. Column 1: sample orig-
inal data; Column 2; 1-data (y); Column
3: the inferred x; Column 4: the recon-
structed y. The bottom row is an exam-
ple of an incorrect reconstruction. About
5% of the test digits were reconstructed
incorrectly. Note that we infer the CNN
p(y|x) for each test case separately.
We propose to solve these domain adaptation tasks using
the generative model of Eq. 4. Let P (x) be a model of the
data distribution and let Pθ(y|x) be an unknown likelihood
function. Then, given a test case y from a distribution that
differs from the data distribution, we can try to infer the
unknown x by solving the following optimization problem:
x∗ = argmaxx,θPθ(y|x)P (x) (12)
We emphasize that this optimization is run from scratch
for each new test case y. This approach can succeed only
when the likelihood Pθ(y|x) has few parameters that can
be uniquely determined from the above equation using just
one sample. The conditions under which this is likely to
hold are discussed in sec. 6.1.
We validate these ideas on use the MNIST dataset for train-
ing and the 1-MNIST dataset for testing. The 1-MNIST
dataset is obtained by replacing the intensity u of each pixel
with 1−u. Thus the 1-MNIST distribution differs very sig-
nificantly from the MNIST distribution, and as a result, neu-
ral networks trained on MNIST are incapable of correctly
classifying instances of 1-MNIST.
Our concrete model choices are the following: P (x) is im-
plemented with a next-row-prediction LSTM with three hid-
den layers that has been trained to fit the MNIST distri-
bution with the binary cross entropy loss, and P (y|x) is a
small convolutional neural network (CNN) with one hidden
layer: its first convolution has 5 filters of size 5×5 and its
second convolution has one filter of size 5×5.
Given a test image y from the 1-MNIST dataset, we optimize logPθ(y|x)P (x) over x and θ. We
used significant L2 regularization, and optimized this cost with 104 steps of Adagrad with 5 random
restarts. The results are illustrated in Fig. 5.
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F is spatially local
Long range correlations
Figure 6: An setting where the ODM function can recover the true F without help from a supervised objective.
If F is incapable of modifying the long-range structure of the signal, then the ODM objective is likely to fully
determine the best performing function F .
While the results obtained in this section are preliminary, they show that in addition to synthesis
and denoising, generative models can be used for aligning distributions and for expanding the set of
distributions to which the model is applied.
6 DISCUSSION
6.1 WHEN IS SUPERVISION NEEDED?
When does the ODM fully determine the best F ? If the function class is too capable, then F can map
any distribution input distribution to any output distribution, which means that the ODM cost cannot
possibly recover F . However, since the ODM cost is consistent, it is likely to improve generalization
by eliminating unsuitable functions from consideration. Further, if the output space Y is small, then
the ODM cost will not convey enough information to be of significant help to the supervised cost.
However, there is a setting where the ODM cost function could, in principle, completely determine
the best supervised function F . It should succeed whenever the input distribution and the output
distribution contains long-range dependencies, while F is inherently incapable of modifying the
long range structure by being “local”: for example, if the input is a sequence, and we change the
input in one timestep, then the function’s output will also change in a small number of timestep.
This setting is illustrated in Fig. 6.
6.2 LIMITATIONS
ODM-based training has several limitations. The output space must be large, and the “shared hidden
structure” of the two space have to be sufficiently similar. The simple techniques used in this paper
are unlikely to successfully learn a mapping between two spaces if their shared structures are insuf-
ficiently similar. It is conceivable that as we develop better methods for training generative models,
it will become possible to benefit from optimizing the ODM cost in a wider range of problems.
7 CONCLUSIONS
In this paper, we showed that the ODM cost provides a generic approach for unsupervised learning
that is entirely consistent with the supervised cost function. Although we were not able to develop
a reliable method that can train, e.g., an attention model Bahdanau et al. (2014) with the ODM ob-
jective, we presented evidence that the ODM objective provides a sensible way of training functions
without the use of input-output examples. We expect better techniques for optimizing the ODM cost
to make it universally applicable and useful.
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