Purpose: To evaluate a method for measuring breast density using photon-counting spectral mammography. Breast density is an indicator of breast cancer risk and diagnostic accuracy in mammography, and can be used as input to personalized screening, treatment monitoring and dose estimation. Methods: The measurement method employs the spectral difference in x-ray attenuation between adipose and fibro-glandular tissue, and does not rely on any a priori information. The method was evaluated using phantom measurements on tissue-equivalent material (slabs and breast-shaped phantoms) and using clinical data from a screening population (n ¼ 1329). A state-of-the-art nonspectral method for breast-density assessment was used for benchmarking. Results: The precision of the spectral method was estimated to be 1.5-1.8 percentage points (pp) breast density. Expected correlations were observed in the screening population for thickness versus breast density, dense volume, breast volume, and compression height. Densities ranged between 4.5% and 99.6%, and exhibited a skewed distribution with a mode of 12.5%, a median of 18.3%, and a mean of 23.7%. The precision of the nonspectral method was estimated to be 2.7-2.8 pp. The major uncertainty of the nonspectral method originated from the thickness estimate, and in particular thin/dense breasts posed problems compared to the spectral method. Conclusions: The spectral method yielded reasonable results in a screening population with a precision approximately two times that of the nonspectral method, which may improve or enable applications of breast-density measurement on an individual basis such as treatment monitoring and personalized screening.
INTRODUCTION
It is well-established that breast density is directly correlated to the risk of developing breast cancer, 1,2 and inversely correlated to the diagnostic accuracy of mammography. 3, 4 Breast density therefore has the potential to improve risk assessments, 5, 6 which in turn enables the transformation from population-based to personalized screening in order to increase sensitivity and minimize cost of breast-cancer screening. [7] [8] [9] [10] [11] In a personalized screening approach, high-risk women are called to mammography at an earlier age, more frequently, and/or are examined with other modalities. Breast-cancer treatment may also benefit from using breast density as a biomarker. [10] [11] [12] The administration of preventive and adjuvant chemotherapy can be related to risk, and the effect of drugs such as tamoxifen and raloxifene that simultaneously reduce the susceptibility to breast cancer and breast density, can be monitored. Further, breast density has the potential to facilitate clinical trials by working as a surrogate for breast cancer, 10 and it is an important input parameter to dose calculations. 13 Traditionally, breast density is estimated from the areal fraction of fibro-glandular tissue in the mammogram. This area-based density is most commonly determined by visual assessment and reported using the BI-RADS breast-density categories.
14 Automated and computerized methods have been developed in order to reduce workload and address interreader variability of manual assessment. 15 Assessment of areabased density is well-established in clinical practice, but an intrinsic limitation is that the method does not have a simple relationship to the underlying quantity that is being assessed, i.e., the volume of fibro-glandular tissue in the breast. This ambiguity may lead to dependencies on random external factors such as compression or image processing parameters.
Methods to measure the volumetric fraction of fibroglandular tissue in the breast (sometimes referred to as the volumetric breast density) are becoming an established alternative to the area-based density measure. 15 These methods are more consistent and can be expected to improve many applications of breast density, such as risk estimates, [15] [16] [17] [18] although clinical results on this topic are, so far, not conclusive. [19] [20] [21] Computed tomography (CT) and magnetic resonance imaging (MRI) provide volumetric data that can be converted to breast density either by a voxel-wise binary segmentation of the breast, 22 or by a continuous measurement of voxel contents. 23 Nonetheless, in routine breast imaging or a screening setting, the only data available may be regular mammograms, but measuring tissue volumes from two-dimensional data is challenging; two properties (the thicknesses of adipose and glandular tissue) cannot be computed from a single projection measurement without any a priori knowledge. Highnam and Brady proposed that mammograms could be normalized to represent tissue thicknesses by accurate modeling of the imaging system, 24 the standard mammogram form (SMF). 25 SMF has inspired a number of methods, which all require some information in addition to the mammogram, such as the height of the compression paddle, [26] [27] [28] [29] [30] or an entirely fatty pixel. 31 In addition, a breast model or a low-pass filtration may be required to account for any thickness gradients.
Spectral breast-density measurement was first considered by Breitenstein and Shaw, 32 and investigated experimentally by Shepherd et al. using a device for dual x-ray absorptiometry. 33 As x-ray attenuation is material-specific, it is possible to extract the thicknesses (and volumes) of adipose and glandular tissue with exposures at two different x-ray energies using so-called material decomposition. 34 Spectral breastdensity measurement is attractive because there is no need for a compression height measurement, which often only has an accuracy of several millimeters, 35 or a reference fatty pixel, which may be difficult to extract from dense breasts or in the presence of artifacts (e.g., skin folds or dips), or a thickness model, which may fail at e.g., irregular thickness changes. However, the major challenge of spectral measurements is to streamline the acquisition of spectral information, so that the method can be applied for routine clinical use and screening.
One possibility for obtaining spectral information is to use two exposures with different beam qualities, investigated for breast-density measurements by Ducote and Molloi. 36, 37 The introduction of photon-counting detectors in medical imaging has, however, enabled one-shot spectral imaging, 38, 39 i.e., photons from a single acquisition are sorted according to energy by the detector. One major advantage of this approach compared to dual-exposure methods is that the patient and workflow are unaffected; there is no additional dose or examination time. In addition, misregistration errors are avoided and reduction of electronic noise and scatter improves the material decomposition.
Philips MicroDose SI (Philips Health Systems, Kista, Sweden) is a spectral mammography system with a photoncounting detector. Spectral breast-density measurement has been evaluated on prototype systems using phantom data, 40, 41 and on the commercial system using clinical data. 42 This study is a comprehensive evaluation of the algorithm for measuring breast density in the commercial system using phantom data and clinical data. Special attention is put on determining the precision.
THE SPECTRAL BREAST-DENSITY MEASUREMENT METHOD

2.A. Theoretical background
In a photon-counting system, the detected signal in energy bin X of a detector element is
where q 0 is the number of incident photons and U is the incident energy spectrum. l and t represent the linear attenuation coefficients and thicknesses of the breast constituents, where subscripts g, a, and s indicate fibro-glandular, adipose, and skin tissue, respectively. With this notation, breast density is defined as d ¼ t g = t g þ t a À Á and the total breast thickness is t ¼ t g þ t a þ t s . C is the detector response function, ideally a rect function, but in practice will decay with energy (quantum efficiency), have a weak nonlinear dependence on the count rate (proportional to n X with constant read-out time) caused by pile-up and chance coincidence, and have a weak nonlinear dependence on the counts in other energy bins (n $ X ) in case of cross talk between bins. Equation (1) assumes that scattering can be treated as absorption, i.e., a system with efficient scatter rejection.
For most natural body constituents at mammographic x-ray energies, x-ray attenuation is made up of only two interaction effects, namely photoelectric absorption and scattering processes. 34 Assuming known system properties (q 0 ; U; C), constant and known skin thickness (t s ), and known linear attenuation coefficients (l g , l a , l s ), acquisitions over two different energy ranges (X ¼ hi; lo f g) according to Eq. (1) yield a system of equations with a unique solution for t g and t a :
Measurements at more than two energies (jXj [ 2) yield an over-determined system of equations under the assumption of only two independent interaction processes. Measuring at a single energy (jXj ¼ 1) corresponds to nonspectral imaging, and cannot alone be used for determining breast density as it would be the solution to a single equation in two unknowns.
2.B. Spectral mammography system
The Philips MicroDose SI mammography system comprises a tungsten-target x-ray tube with 0.5 mm aluminum filtration, a precollimator, and an image receptor, which is scanned across the object (Fig. 1, left) . The image receptor consists of photon-counting silicon strip detectors with corresponding slits in the precollimator (Fig. 1, center) . This multislit geometry rejects virtually all scattered radiation. 43 Photons that interact in the detector are converted to pulses with amplitude proportional to the photon energy. 39 A low-energy threshold provides efficient rejection of electronic noise by discriminating against all pulses below approximately 5 keV. Low levels of electronic noise and scattered radiation are important factors for spectral imaging to work efficiently [implicit assumptions of Eqs. (1) and (2) ]. The system allows image acquisitions at 26, 29, 32, 35, and 38 kV. A high-energy threshold sorts the detected pulses into two bins according to energy, which are the high-energy part of the spectrum (referred to as the high bin) and the total spectrum (the sum bin). The threshold level is set depending on kV in the range 15-25 keV. Figure 1 , right, shows measured counts in the high bin and the difference between the sum and the high bins (essentially the low bin), compared to a generic 32-kV tungsten spectrum, 44 transmitted through 40 mm of adipose and glandular tissue. It is clear that the measurement contains a larger portion of the counts in the low bin than what would be expected from the spectrum and a threshold at 19 keV, which emphasizes the fact that the threshold level is only an estimate and, furthermore, the energy resolution of the threshold is approximately 5 keV. 39 This uncertainty does, however, not impact the breast density measurement as will be discussed in the following section.
2.C. Calibration and image processing
Equation (2) is preferably solved by calibration because system properties (q 0 , U, and C) may be complex and partially unknown. For instance, as was seen in the previous section, the incident x-ray spectra as well as the exact levels of the detector thresholds were not known. Nonspectral calibration was applied approximately weekly by imaging a 0-72 mm (in steps of 12 mm) polymethyl methacrylate (PMMA) step wedge. This calibration step allowed for mapping of pixel values in each energy bin to equivalent thicknesses of PMMA and accounts for nonspectral drifts of system response, e.g., caused by changes in x-ray tube output. Figure 2 shows an overview of the calibration procedures for a case in medio-lateral oblique (MLO) view, imaged at 32 kV and with a compression height of 51 mm.
The subsequent spectral calibration allowed for mapping of equivalent thicknesses of PMMA to thicknesses of adipose and glandular tissue. Calibration data were acquired by imaging tissue-equivalent material (CIRS Inc., Norfolk, VA, USA) in a range of thickness-density combinations as listed in Table I . The thickness range was determined by tube voltage (the system picks kV in response to compression height), and the density range was chosen to approximately correspond to thickness (anticorrelation between thickness and density was assumed).
To ensure accurate interpolation and extrapolation, system modeling according to Ref. [39] was used to generate large PMMA-to-thickness and PMMA-to-density look-up tables (LUTs), which were fitted to the measured calibration data by a six-parameter affine transform. The LUTs for 32 kV are shown as example in Fig. 2 . Note that the thickness and density ranges covered by the LUTs are substantially larger than the calibration ranges in Table I , which is necessary to cover all physically possible combinations and to account for noise. Iso-thickness and -density lines are shown in the LUTs (dotted). The calibration points (circles) are essentially parallel to the iso lines, which is expected from the calibration points in Table I .
The spectral calibration was carried out only once during the study, but, to account for drifts of the spectral response, the high-energy bin was multiplied with a factor such that the [44] (top), and (bottom) the linear attenuation of tissue-equivalent material, measured and from Ref. [46] , and of glandular and adipose tissue from Ref. [47] and calculated from Ref. [45] . [Color figure can be viewed at wileyonlinelibrary.com] signal ratio between the two energy bins was kept constant in the open beam. In addition, the spectral response can be expected to vary systematically with detector temperature because of changes in charge collection efficiency. Small temperature variations (< AE1°C) can be expected in the water-cooled detector, and an approximately linear dependency of the LUTs was found within this span. The detector temperature was therefore monitored, and the effect on the LUTs was compensated for by a linear function.
The linear attenuation of tissue-equivalent material was measured in this study using a procedure described in Appendix A. The results are shown in the lower plot of Fig. 1 , right, together with published attenuation data. The average difference at 20-30 keV between our measurement and a calculation from the elemental composition of breast tissue, 45 which the material is made to mimic, is small and within 0.3%, which is in line with previous studies. 46 Nevertheless, as has also been noted previously, 46 there is a larger (8% for adipose and 2% for glandular tissue) difference to direct attenuation measurements by Johns and Yaffe. 47 A preliminary investigation of clinical data using the tissue-equivalent material as calibration base resulted in an unreasonable distribution of densities ranging from negative values to values above 100%. The calibrated breast densities were therefore transferred to attenuation according to Johns and Yaffe (henceforth referred to as display values) using a linear transfer function derived in Appendix A.
The PMMA-to-thickness and -density LUTs yield pixelwise measurements of thickness and density, referred to as thickness and density maps (see examples in Fig. 2 ). The thickness map was used to calculate the volume element corresponding to each pixel, which in turn was used to calculate measures of breast volume, dense volume, and density for the entire breast. The procedure is described in detail in Appendix A. The mode (most common value) of the thickness map was used as a measure of the compressed breast thickness, independent of the compression paddle height. We assumed 1.5 mm of skin on each side of the breast. 48 
FIG. 2.
Illustration of the calibration procedure and spectral breast-density measurement for a: Unprocessed high-and sum-energy images (raw counts); nonspectral calibration on a PMMA step wedge; high-and sum-energy mammograms; spectral calibration on tissue-equivalent material and PMMA-to-thickness anddensity LUTs; thickness and density maps; calculation of density and volume measures. Iso-thickness and -density lines (dotted) and calibration points (circles) are indicated in the LUTs. Note that the thickness and density maps are normally not displayed to the user but are an internal part of the algorithm. Segmentation and exclusion of the pectoralis muscle were performed for MLO views and the skin line was excluded by removing 5 mm of the periphery of the breast.
ANALYSIS 3.A. Phantom measurements
Slabs of tissue-equivalent material were used to evaluate the accuracy and precision of the spectral breast-density measurement. Accuracy is in this study defined as the mean deviation from ground truth, and precision refers to the degree of variation between measurements.
Six sets of images, each containing 25 different phantom configurations were acquired on two different MicroDose SI units. The phantom configurations ranged from 20 mm to 110 mm thickness, from 250 cm 3 to 1360 cm 3 volume, and from 0% to 100% breast density in terms of the tissue-equivalent material. In terms of display values, the density ranged from 18% to 85%. The six sets of images were acquired on each of the two systems under varying conditions corresponding to reasonable circumstances in clinical practice: Two sets under normal conditions in a stable laboratory environment, two sets with large detector temperature variations, one set with a worn-out x-ray tube close to the end of its expected life time, and one set after a large number of consecutive exposures corresponding approximately to the maximum number of exposures between PMMA calibrations. Additionally, one set of images containing six configurations of low thicknesses and high densities was acquired on both units. A total of 162 data points were acquired.
The average and the standard deviation of the errors were evaluated using the tissue-equivalent material as ground truth, and taken as measures of accuracy and precision, respectively. As the same type of material was used for calibration and for the measurements, accuracy in this case should not be confused with deviations from actual breast-density values, which is in our case defined by the measurement accuracy of the attenuation values in Ref. [47] , but refers to the deviation from phantom specifications, caused by systematic uncertainties, such as in the LUT interpolation.
3.B. Clinical measurements
Clinical data were collected with one MicroDose SI unit as part of a screening program for women aged 40 to 75 yr at S€ odersjukhuset in Stockholm, Sweden. The data were collected with informed consent and within the Karolinska mammography project for risk prediction of breast cancer (KARMA). For an examination to be included, we required it to contain exactly one image in craniocaudal (CC) view and one image in MLO view for each laterality. This resulted in a total of 1333 examinations with four images each. The breast density was measured in these images under the following additional constraints: No implants; compression height between 20 and 100 mm; successful automatic pectoralis segmentation. The upper limit in compression height was set by technical constraints specific to the system that was used for this study and is not a limitation of the commercial system.
A measure of accuracy (mean deviation from ground truth) could not be obtained from the clinical data as there was no ground truth available, but the data were evaluated in terms of statistical properties (e.g., range and distribution) to verify that these were reasonable. The precision (the degree of variation from one examination to the next) was evaluated by the correlation between the following pairs of variables: Breast thickness and compression height (a one-to-one relation within the precision of the compression paddle height is expected); breast density and breast volume (a weak anticorrelation is expected); contralateral (left-right) breast density; and ipsilateral (CC-MLO) breast density.
Even though measurements from the same examination (ipsilateral and contralateral) are likely to exhibit strong correlation, we expect some degree of variation. Common to both contralateral and ipsilateral measurements are variations caused by algorithm inaccuracy, differences in environmental and system conditions, and differences in positioning of the breast. For the contralateral images, there are additional biological variations between the breasts. For the ipsilateral images, a systematic error from slightly different breast volumes in the CC and MLO views and random variations caused by pectoralis-segmentation inaccuracy can be expected. If we assume that these sources of variation are independent and normally distributed and we neglect the contribution from the pectoralis segmentation (expected to be small based on previous experience), we can estimate the contribution from biological variation (r bio ) and from other sources (r other ), given the contralateral (r contra ) and ipsilateral variations (r ipsi ):
3.C. Comparison to nonspectral breast-density assessment
A nonspectral algorithm for breast-density assessment has been developed previously and shown to perform well on the MicroDose system. 30 This nonspectral algorithm, applied on the sum of the high-and low-energy bins, was used to benchmark the performance of the spectral algorithm.
In summary, calibration data were acquired by imaging a range of thickness-density combinations of the same type of tissue-equivalent material that was used for the spectral calibration. Using the calibration data, effective linear attenuation coefficients for adipose and glandular tissue were calculated and fitted to second degree polynomials of x-ray tube voltage and breast thickness. To measure the density in an image, the breast thickness was estimated by a model that assumed a constant thickness equal to the compression height in the central part of the breast, and semi-circles perpendicular to the skin line and with a diameter equal to the compression height in the peripheral part. The measurement was restricted to an area with thickness larger than half the compression height to reduce errors from model imperfections and the skin line. To ensure a meaningful comparison between the spectral and nonspectral algorithms, the following adaptions of the nonspectral algorithm were made compared to the implementation described in Ref. [30] : Density values outside the range [0%, 100%] were allowed; display values were calculated as described in Appendix A; identical pectoralis segmentations were used for both algorithms.
A major difference between the spectral and nonspectral algorithms is the use of additional thickness information in the nonspectral algorithm, and a phantom experiment was designed to evaluate the effect of this difference. Two breastshaped phantoms were milled from tissue-equivalent material with equal specified density using thickness maps derived from two spectral mammograms (Fig. 3) . The skin model in the spectral algorithm was disabled for this investigation. Two images were acquired of each phantom with compression heights obtained by compressing the phantom. Deviations of the measured compression heights of AE1 mm were simulated by setting the compression height manually; 1 mm is the smallest step that the compression mechanics can resolve and it is also a realistic precision for compression paddles calibrated for breast-density estimation. 35 The precision for the respective algorithms was taken as the standard deviation of the difference to the specified density.
The precision of the nonspectral algorithm was estimated on clinical data from the contralateral and ipsilateral correlation as described in Section 3.B. Systematic differences between the spectral and nonspectral algorithms were investigated by comparing the measured densities on the population. A limitation of the comparison is that the nonspectral algorithm did not include a skin model. Figure 4 shows the measured density and volume as a function of ground truth for the 162 phantom measurements. Ground truth was given by the specifications of the tissueequivalent material, which were transferred to display values according to Appendix A. Linear fits and the Pearson correlation coefficients are shown in the figure. The accuracy (mean deviation from ground truth) of the density measurement was 0.2 percentage points (pp), and the precision (one standard deviation) was 1.8 pp. The accuracy of the volume measurement was 1.9%, and the precision was 1.6%. Table II shows a stratification of the accuracy and precision on environmental and system conditions.
RESULTS
4.A. Phantom measurements
4.B. Clinical measurements
The spectral breast-density measurement was successful (all constraints listed in Section 3.B fulfilled) for 99.7% of all images. Specifically, pectoralis segmentation was successful for 99.6% of all MLO images. The nonspectral algorithm was successful for 99.3% of all images. For inclusion of an image, we required that both algorithms be successful, resulting in a total of 1329 examinations and a total of 5289 images (not all of the examinations contained four images with all constraints fulfilled). Figure 5 shows measures from the spectral algorithm: Breast density, dense volume, and total breast volume (including skin). The scatter plots show the dependencies of these variables on breast thickness (including skin). Error bars indicate the spread (one standard deviation of the measurements within equal-sized thickness intervals), and a moving average filter was applied to illustrate the trend. The data were fitted to a general power function (a Â thickness b ) with coefficients a and b for each measure shown in Fig. 5 and listed in Table III . The density was anticorrelated to breast thickness, whereas the dense volume and breast volume were directly correlated to thickness.
The left-side marginal histograms in Fig. 5 show distributions, i.e., the sum over all thicknesses in the scatter plots, with statistics listed in Table III , including the range, mode (most frequent value), mean, median, and standard deviation. As all three distributions are clearly skewed and non-Gaussian, the mean and standard deviation are questionable descriptors of the data but are included for comparison to other studies. The bottom marginal histogram shows the breast-thickness distribution. Mammograms in Fig. 5 show the cases with minimum, median, and maximum densities in the distribution.
Log-normal distributions were fitted to the dense-volume and total breast-volume distributions, which makes sense for positively bound data describing natural growth (sometimes referred to as Gibrat's law). The breast-thickness data were farther offset from 0 (less skewed) and a normal distribution was used for fitting. We expect the data toward larger volumes and thicknesses to be biased because the technical limitation of 100 mm maximum compression height led radiographers to disqualify women with larger breasts (note the skewness of the thickness distribution in Fig. 5 , which is expected to be Gaussian). To compensate for the bias, the breast volume and breast thickness fits assumed right censored data above 1000 cm 3 and 70 mm, respectively. Fitting parameters are listed in Table III . No distribution fit is provided for the density data because a suitable distribution type was not evident. Figure 6 shows the measured breast thickness as a function of the compression height. The correlation was strong and the linear regression coefficient was close to 1 (the Pearson correlation coefficient and a linear fit are indicated in Fig. 6 ). There was a constant offset close to 1 mm. Figure 7 shows the contralateral and ipsilateral breast-density correlation for the spectral algorithm, with Pearson correlation coefficients R 2 ¼ 0:977 (95% CL: 0.975-0.979) and R 2 ¼ 0:992 (95% CL: 0.991-0.993), respectively. The ipsilateral correlation was hence significantly stronger than the contralateral correlation, indicating that the contralateral variation was substantially impacted by biological factors, whereas the ipsilateral variation was determined by the other factors as described in Section 3.B. Figure 8 shows the distributions of contralateral and ipsilateral differences in breast density, i.e., the projections along one-to-one lines (lines of identity) in Fig. 7 . The standard deviations were 2.4 pp and 1.5 pp, respectively. From Eq. (3), we can estimate the biological variation between contralateral breasts to 1.9 pp, and the contribution from other sources, essentially the system precision, to 1.5 pp. The ipsilateral difference distribution is skewed and exhibits a heavy left tail, which may be due to slightly different image volumes in the CC and MLO views. In particular, adipose tissue along the pectoralis muscle directed toward the axilla may be additionally included in the MLO view, resulting in an overall lower density for the MLO images compared to the CC images.
4.C. Comparison to nonspectral breast-density assessment
The nonspectral algorithm measured the mode, mean, and median of the density distribution to 14.5%, 23.0%, and 19.2%, which are comparable to the results of the spectral algorithm in Table III . Figure 9 shows the contralateral and ipsilateral breast-density correlation for the nonspectral algorithm, with Pearson correlation coefficients R 2 ¼ 0:960 (95% CL: 0.957-0.962) and R 2 ¼ 0:955 (95% CL: 0.952-0.958), respectively. The correlation was, hence, in both cases significantly weaker than for the spectral algorithm. The strength of the contralateral and the ipsilateral correlation was similar, indicating that variation due to other factors than natural variation (essentially the algorithm precision) is dominating. The standard deviations of the distributions of contralateral and ipsilateral density differences were 2.7 and 2.8 pp, respectively, which is larger than the expected natural variation between breasts and therefore gives an indication of the algorithm precision. Medical Physics, 44 (7), July 2017 Note that the ipsilateral spread is even higher than the contralateral density spread, which might be due to limited reproducibility of the breast-thickness model between CC and MLO views. Figure 10 shows breast density measured by the nonspectral versus the spectral algorithm. Identical results are expected from the two algorithms, but the nonspectral algorithm reported comparably lower values at high densities. A possible explanation for this systematic difference is the following: (a) Higher densities imply lower thicknesses (Fig. 5,  top) ; (b) a fixed offset (inaccuracy) in the compression height becomes relatively larger at low thicknesses; (c) the compression height was slightly higher than the actual breast thickness (Fig. 6) ; (d) overestimation of the breast thickness is inherently correlated to underestimation of the density in a nonspectral algorithm. A similar trend has been observed previously for a comparison between a nonspectral algorithm and ground truth as determined by magnetic resonance imaging. 49 Results from the measurements on breast-shaped phantoms are summarized in Table IV . The same compression height was reported for both acquisitions of the thick phantom (row 1-2 in Table IV ). For the thin phantom, the compression height differed by 1 mm (row 3-4), which is of the same order as the simulated deviation of AE1 mm (row 5-6). The error of the spectral algorithm was 1.2 pp on average and was relatively uniform over the range of measurements with a standard deviation of 0.063 pp. The average error is within the expectations for a particular measurement condition, considering the 1.8 pp standard deviation reported in Section 4.A.
For the nonspectral algorithm, the error was small for the thick phantom with correct compression height, but large deviations were observed for the thinner phantom. The sensitivity to compression height was substantial with errors of about 2.9 pp/mm for the thick phantom and 5.4 pp/mm for the thin phantom. (A previous study reported 4 pp/mm for another but similar nonspectral algorithm, 22 which is similar to the average of these two measurements.) The errors were substantially less uniform than for the spectral algorithm with a standard deviation of 3.3 pp.
DISCUSSION
5.A. Accuracy
The accuracy (mean deviation from ground truth) of the spectral method was good (0.2 pp in density and 1.9% in volume as determined by phantom measurements), which confirms that the calibration works properly. The major factor affecting accuracy for both density and volume was a high exposure load (Table II) , whereas the other investigated conditions had no notable effect.
For the clinical images, the range of density values was within [0%, 100%], which is physically sound. The range is shown in Fig. 5 using mammograms for the maximum and minimum densities, but it should be noted that the measurement error in the boundary cases of the distribution is large. In particular for the high-density case, the density is likely lower than 99.6% because the error distribution caused by precision is particularly broad at high densities (Table II) and the case is at the tail of that distribution (maximum density + maximum precision error).
The strong correlation between compression height and the spectral thickness measurement (Fig. 6) indicates accurate spectral thickness measurements; the constant offset of about 1 mm is within the expected accuracy of the compression height. The measured breast density was anticorrelated to breast thickness (Table III and Fig. 5, top) , as expected. The dense volume was only weakly correlated to breast thickness with an approximately square-root dependence (Fig. 5 , middle and Table III ). The total breast volume, on the other hand, was strongly correlated to breast thickness with a close-to quadratic dependence (Fig. 5, bottom and Table III) . Table V shows that the density measurements reported in this study fall within the range of a sample of previously published mean and median values. (Median values are generally lower than mean values because of the skewed distributions, which sets the extreme points.) The relatively large span of density distributions in the literature (Table V) can be partly attributed to differences in the populations (age, ethnicity etc.), but also to differences in the underlying algorithms, primarily in the definitions of dense and adipose tissue. For example, had we used the tissue-equivalent material that was used for calibration (based on Ref. [45] ) to define breast tissue (instead of Ref. [47] ), we would have ended up with a nonphysical density range of [À23%, 123%]. Also, an early investigation of several measurements of the elemental composition of glandular tissue reported a large variation, 50 which, if used as basis for an x-ray attenuation calculation, would result in a span of 29% in linear attenuation at 20 keV -substantially larger than the difference between tissueequivalent material and Ref. [47] (c.f. Fig. 1, right) .
5.B. Precision
The precision (the degree of variation between measurements) in density measurement of the spectral algorithm was shown to be 1.8 pp in phantom experiments under a range of conditions. The largest deterioration in density precision was found for high densities and high exposure loads (Table II) , whereas the precision in volume exhibited relatively small variations over the range of measurement conditions. The precision, as well as the accuracy, seems relatively independent of detector temperature and the age of the x-ray tube, which indicates that the temperature compensation (Section 2.C) works well and that the x-ray spectrum does not change over time.
The precision found in the phantom measurements is in good agreement with the 1.5 pp precision determined by the ipsilateral correlation of screening mammograms. It should be noted, however, that the measures are slightly different; the phantom experiments comprised several systems and a range of conditions, so the precision refers to what can be expected from an entire installed base, whereas the clinical measurements were done on a single system, but contained variations caused by for instance positioning and pectoralis segmentation. A study of a different algorithm for spectral breast-density measurement reported a precision of \2 pp, 40 which is in line with the present results.
The precision of the nonspectral algorithm was found to be 2.7-2.8 pp from the contralateral and ipsilateral density correlation, and the error is hence close to twice that of the spectral algorithm evaluated on the same mammograms. The investigation of the breast-shaped phantoms indicates that the Medical Physics, 44 (7), July 2017
uncertainty of the thickness estimation in the nonspectral algorithm is of the order of 3.3 pp (at 40% density), which covers most, or all, of the difference between the two algorithms.
The intrapatient correlation measures of the spectral algorithm (ipsilateral and contralateral correlation) are higher than those of the nonspectral methods listed in Table V . The nonspectral algorithm applied in this study performed substantially better than in a previous study of the same algorithm, which can be explained at least partly by the fact that a conventional non-photon-counting system with worse scatter and noise properties was used in the previous study. Moreover, the nonspectral algorithm used in this study performed at least on par with other nonspectral algorithms, and can hence be regarded as representative.
It is reasonable to question whether the high precision offered by the spectral algorithm has any clinical relevance or if these types of improvements are mainly technology driven. One application of density measures is risk estimates. A meta-analysis of 42 studies on the correlation between breast density and breast cancer risk reported an increase in risk of approximately 4% per percentage point breast density.
2 Risk estimates generally contain many other factors, and this relatively weak dependence makes it unlikely that a few percentage points additional precision will be a game changer to, for instance, divide women into risk categories for personalized screening.
Instead, the increased precision is more likely to be beneficial for measuring variations within the same individual. One example is given in the present study, where the natural variation between contralateral breasts was estimateda result that could not have been obtained with lower precision. A clinically more relevant application is monitoring of treatment with drugs such as tamoxifen and raloxifene, which have been shown to reduce the susceptibility to breast cancer, and for which breast density works as a surrogate endpoint biomarker. 12 In an early study, the areabased breast density decreased by 19% (7.9 pp at an average of 41.9%) over the first 18 months of tamoxifen treatment (including an age-related decrease). 51 Assuming a linear relationship between area-based and volumetric breast density (which is approximately the case for small variations 52 ), this change corresponds to a yearly reduction of 1.9 pp at a volumetric density of 15% (the mode of the density distribution measured in this study). A more recent study measured the yearly reduction in volumetric breast density for treatment with tamoxifen to 1.17%-1.70% (0.30%-0.56% for the control group). 53 Hence, with a precision of ≤ 2 pp, the spectral algorithm would be at the borderline of seeing the effect of tamoxifen treatment on an individual level and a yearly basis, which is necessary for efficient monitoring, and the precision advantage over the nonspectral algorithm seems relevant for these types of applications. Also, any additional increase in precision by further refinement of the algorithm would be beneficial.
CONCLUSIONS
The spectral method yielded reasonable results in terms of distributions of, and correlation between, breast measures in a screening population. The precision of the method was approximately two times that of the investigated nonspectral method on average, and the improvement was larger for thin/dense breasts. The nonspectral method investigated here is expected to be representative for nonspectral methods in general, and we conclude that the precision of the spectral method is superior to that of nonspectral methods, which was also corroborated by comparing to a sample of previous studies. High-precision measurement methods may not be necessary for risk estimates, but may be an enabler for measuring changes in a single individual, such as in treatment monitoring. One example is given in the present study where high precision enabled estimation of the natural density variation between contralateral breasts. 
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LINEAR TRANSFER FUNCTION
We have used the breast-tissue attenuation values from Ref. [47] together with the assumption of a constant and known skin thickness 48 and skin attenuation calculated from the elemental composition 45 to calculate display values for breast density. However, the system was calibrated using tissue-equivalent material, which is made to mimic attenuation calculated from the elemental composition of breast tissue according to Ref. [45] and does not include skin. This appendix describes in detail how we transfer calibration values to display values.
With the same assumptions as preceding Eq. (2), a linear combination of any two reference materials of different and low atomic numbers, such as aluminum (Al) and polyethylene (PE), mimics the energy-dependent attenuation of a third material of a given thickness. In other words, the normalized thicknesses of these materials (a Al and a PE ) are unique descriptors of the attenuation coefficient of the third material (l) with thickness t at all energies (E) given the known attenuation coefficients of the reference materials (l Al and l PE ):
For the case of a breast consisting of adipose, fibro-glandular, and skin tissue (a, g, and s), it is convenient to convert Eq. (A1) to matrix notation:
The relationship between measured data (T 0 ) and data corrected for skin (T CIRS ) is
where A CIRS holds the equivalent thicknesses of reference materials for CIRS tissue-equivalent material. The conversion to another representation of breast-tissue attenuation (in our case as published by Johns and Yaffe 47 -subscript JY) becomes:
DETERMINATION OF EQUIVALENT MATERIAL THICKNESSES
The equivalent Al and PE thicknesses were derived in two ways: (a) calculations from published values on linear attenuation coefficients, and (b) measurements on samples of tissue-equivalent material. Most of the procedure have been described in Ref. [55] , but it is summarized here for clarity.
With known values of the linear attenuation coefficient, the relation to the normalized reference thicknesses a Al and a PE could, in principle, be found by calculating Eq. (A1) at two arbitrary energies and solving the resulting linear system of equations [similar to Eq. (2)]. However, the limited validity of the assumptions underpinning Eq. (A1) may lead to a slight dependency on the energies chosen. Therefore, we used a linear least-squares fit over the energy bins corresponding to a typical mammography spectrum (E 1 . . .E N ). This procedure corresponds to the following minimization with respect to a Al and a PE :
where l Al and l PE were calculated from the elemental composition using the XCOM database, 56 assuming pure Al, and PE composition from Ref. [57] .
For measurements of reference thickness on sample materials, a three-level step wedge of Al foil was overlaid with a step of PE to create a six-level calibration matrix. Images were acquired with the sample and the step wedge both visible, and x-ray attenuation was measured by mapping the high-and low-energy counts obtained from a region-of-interest (ROI) located on the sample against those obtained from ROIs on the calibration matrix. Table A1 shows the measured and calculated equivalent thicknesses of Al and PE. The values of the tissue-equivalent material are the means of two measurements at 20 mm and 50 mm of material, which differed by 1% on average, mainly because of spectrum and count rate differences. The equivalent thicknesses for published attenuation data were calculated according to Eq. (A6) on available data points in the interval 15-40 keV. Inserting the values in Table A1 into Eq. (A5) yields the linear transfer function between calibration data and display values.
CALCULATION OF VOLUME
The PMMA-to-density and -thickness LUTs yield thickness and density maps tði; jÞ and dði; jÞ. The volume element corresponding to each pixel was calculated as the integral of TABLE A1. Normalized equivalent thicknesses of aluminum (Al) and polyethylene (PE) for fibro-glandular (g), adipose (a), and skin (s) tissue, measured on tissue-equivalent material (CIRS) and calculated from published data. 45, 47 Measured CIRS (A CIRS ):
Calc. Ref. [47] ( 
where x and y are the detector-strip and scan directions (Fig. 1) , SID is the source-to-image distance and p is the pixel side length. The source-to-pixel distance R ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi SID 2 þ x 2 p depends on x, but, for the MicroDose system, is approximately independent of y because of the rotational geometry; the breast support and compression paddle are curved to be perpendicular to the beam path. The pixelto-breast distance r 0 ¼ z 0 RðxÞ=SID þ Drðx; yÞ depends on the distance between detector and patient support (z 0 ) and the distance between the patient support and the breast (Dr). The breast was assumed to be at the patient support within the compressed breast region and otherwise centered between the patient support and the compression paddle. Measures of breast volume, dense volume, density, and thickness for the entire breast were calculated according to: 
Note that the skin thickness is included in the volume and breast thickness, but excluded from the dense volume and density measures.
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