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A Bose-Einstein condensate (BEC) with periodically modulated interactions (PMI) has emerged
as a novel kind of periodic superfluid, which has been recently experimentally created using optical
Feshbach resonance. In this paper, we are motivated to investigate the superfluidity of a BEC with
PMI trapped in an optical lattice (OL). In particular, we explore the effects of PMI on the sound
speed and the dynamical structure factor of the model system. Our numerical results, combined
with the analytical results in both the weak-potential limit and the tight-binding limit, have shown
that the PMI can strongly modify the sound speed of a BEC. Moreover, we have shown that the
effects of PMI on sound speed can be experimentally probed via the dynamic structure factor, where
the excitation strength toward the first Bogoliubov band exhibits marked difference from the non-
PMI one. Our predictions of the effects of PMI on the sound speed can be tested using the Bragg
spectroscopy.
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2I. INTRODUCTION
By using the optical Feshbach resonance (OFR), a Bose-Einstein condensate (BEC) with periodically modulated
interactions (PMI) has been recently realized in the experiments [1–4]. Such a novel periodic superfluid, which has
no analogue in condensed matter physics, has opened up new avenues to exploring the superfluidity of quantum
many-body systems with PMI.
Meanwhile, there exists another conventional way of creating a periodic superfluid via loading a BEC into an optical
lattice (OL) [5–14]. Both being periodic, however, a BEC with PMI and an optically trapped BEC have exhibited
interestingly different superfluid behavior. For example, it’s well known that the dynamic instability plays a key role
in destroying the superfluidity in a periodic superfluid [15–23]. In this context, Ref. [24] has found that, in a BEC with
PMI, all Bloch waves in the lowest band will inevitably become dynamical unstable when the PMI is strong enough;
whereas in comparison, an optically trapped BEC in the lowest band will be more stable with increasing interaction.
Inspired by such comparisons, we are interested in the case when a BEC is in the presence of both PMI and an
optical lattice. Here we investigate the effect of PMI on the sound speed of an optically trapped BEC, and discuss
its exploration via measuring the dynamic structure factor using the Bragg spectroscopy [25–31]. The motivation is
twofold. First, the sound speed is intimately related to the concept of superfluidity and its exploration. Second, the
application of Bragg spectroscopy in such a novel kind of periodic superfluid is itself worthy of more efforts.
The main purpose of this work is to theoretically investigate both the sound speed and the dynamical structure
factor of a BEC with PMI trapped in an OL [32, 33] using the mean-field theory. Our results show that, compared to
the non-PMI counterpart, (i) the PMI can significantly affect the sound speed; (ii) the excitation strength toward the
first Bogoliubov band in a BEC with PMI is markedly difference from the non-PMI one. Based on these calculations,
we also discuss the conditions for possible experimental realizations of our scenarios.
The paper is organized as follows. First, in Sec. II we derive the effective model for a quasi-one-dimensional BEC
with PMI in an OL. Then in Sec. III, we study the sound propagation and dynamic structure factor of the model
system in different parameter regimes, using both analytical and numerical approaches. Finally, we summarize our
results in Sec. IV and present an outlook.
II. THE MODEL SYSTEM
We consider a BEC with PMI by OFR trapped in a strongly anisotropic lattice potential as shown in Fig. 1. Specif-
ically, the transverse lattice confinement is tuned sufficiently strong to freeze the atomic motion in these directions
such that atoms are only allowed to tunnel in the x-direction, leading to the realization of a quasi-one-dimensional
geometry [34, 35]. The OL along the x-direction reads V cos(2kLx) with V being the lattice strength. The wave vector
of the lattice kL = 2π sin(θL/2)/λL can be manipulated via the wavelength of the lasers λL and the angle θL between
the two lasers. The PMI in the form of g1 + g2 cos (2kZx) for a BEC has been experimentally realized using OFR.
Here, g1 and g2 are positive parameters and kZ = 2π sin (θR/2) /λZ with λZ being the wavelength of the OFR and
θR being the angle between the OFR beams (see Fig. 1). Note that g1, g2 and kZ can all be tuned experimentally by
adjusting OFR laser beams. At the mean-field level, our model system can be well described by the Gross-Pitaevskii
(GP) Eq. [24],
i~
∂ψ
∂t
= − ~
2
2m
∂2
∂x2
ψ + V cos (2kLx)ψ + [g1n0 + g2n0 cos (2kZx)] |ψ|2 ψ, (2.1)
where m is the atom mass, ψ is the condensate wave function and n0 is the average condensate density. While
both kL and kZ can be tuned, as a first step to investigating the superfluidity of the novel periodic superfluid under
consideration, we will limit ourselves to the case kL = kz throughout this paper. The corresponding 1D GP Eq. (2.1)
reads in a dimensionless form as
i~
∂ψ
∂t
= −1
2
∂2
∂x2
ψ (x) + v cos (x)ψ (x) + [c1 + c2 cos (x)] |ψ (x)|2 ψ (x) . (2.2)
In Eq. (2.2), the energy unit is 8ER with ER = 2~
2π2/mλ2L being the recoil energy and the length unit is 1/2kL.
The lattice strength and nonlinear coefficients scale as: v = V/ (8ER), c1 = g1n0/ (8ER) and c2 = g2n0/ (8ER).
In this work, we are interested in (i) the sound speed in the novel periodic superfluid described by Eq. (2.2); (ii)
the probe of sound speed by using the Bragg spectroscopy, where the dynamic structure factor of the model system is
directly measured. Before we proceed into concrete calculations, let us first present a general framework concerning
the sound speed and the dynamic structure factor of the system under consideration:
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FIG. 1. (Color online) Schematic setup of a BEC with PMI in an OL. Two laser beams of Ω1 and Ω1 generate the periodically
modulated interaction by OFR; while the other two beams of k1 and k2 generate the OL.
(i) It has been known that the sound propagation and its speed of an optically trapped BEC can be discussed from
two perspectives [36]. In one, the sound speed is viewed as a quantity intimately related to the superfluidity of a BEC
and its macroscopic dynamics, the definition [36–38]
cs =
√
1
κm∗
, (2.3)
with the compressibility κ and the effective mass m∗ being defined as follows,
1
m∗
= lim
k→0
d2ǫk
dk2
, κ−1 = n0
∂µ
∂n0
. (2.4)
Here, the chemical potential µ reads µ = ∂(n0ǫk)/∂n0 with the energy per particle ǫk being written as,
ǫk =
1
2π
∫ pi
−pi
dx
[
1
2
∣∣∣∣∂ψ∂x
∣∣∣∣
2
+ v cos(x)|ψ|2 + 1
2
(c1 + c2 cos(x)) |ψ|4
]
. (2.5)
On the other hand, the sound propagation in a BEC can be also treated as a long wavelength response to an
external perturbation, and the corresponding speed can be calculated using Bogoliubov theory. In more details, the
low-energy excitation in connection to the sound propagation can be described by a small perturbation to the wave
function in Eq. (2.2) as ψ(x, t) = [ψ0(x) + δψ(x, t)] exp(−iµt), with ψ0 being the ground state. By decomposing
δψ(x, t) = u(x) exp(iqx − iωt) + v∗(x) exp(−iqx + iωt), together with Eq. (2.2), we obtain Bogoliubov-de Gennes
(BdG) equations reading[
−1
2
∂2
∂x2
+ v cos(x) − µ+ 2 (c1 + c2 cos(x)) |ψ|2
]
ujq +
(
c1 + c2 cos(x)ψ
2
)
vjq = ωj(q)ujq[
−1
2
∂2
∂x2
+ v cos(x) − µ+ 2 (c1 + c2 cos(x)) |ψ|2
]
vjq +
(
c1 + c2 cos(x)ψ
∗2
)
ujq = −ωj(q)vjq . (2.6)
Here, u and v are the Bogoliubov amplitudes that satisfy the normalization and orthogonality conditions
∫ [
u∗
j′q
(x)ujq(x)− v∗j′q (x)vjq(x)
]
dx =
δj′ ,j ; the q and ωj (q) are the wave vector and the energy of the Bogoliubov excitations with j being the band index,
respectively. According to Eq. (2.6), the sound speed of a quasi-1D BEC under consideration can then be defined as
cs = lim
q→0
ωj=1 (q)
q
. (2.7)
These two definitions on the sound speed (Eqs. (2.7), (2.3)) have been proved equivalent [36] for an optically trapped
BEC.
(ii) In the second scenario, the Bragg spectroscopy measures the energy spectrum of the model system by stimulating
small-angle light scattering, delivering a momentum p and an energy ω. Theoretically, such light scattering directly
corresponds to the dynamic structure factor of S(p, ω), which is the Fourier transform of density-density correlations
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FIG. 2. (Color online) Left panel: Sound speed of a BEC with PMI trapped in an OL as a function of the lattice depth V with
g1n0 = 0.32ER and g2n0 = 0.04ER. The solid, dashed and dot-dashed lines correspond to the numerical results, the analytical
results in weak-potential limit and tight-binding limit respectively. Right panel: The effects of g2n0 on the sound speed via
lattice strength V with fixed g1n0 = 0.32ER.
function of the system. For a periodic superfluid, there exist an infinite set of ωj for each q in the first Brillouin
zone, forming a Bogoliubov band labeled by index j. Hence, when the external probe p is varied, an infinite set of
excitation strength Zj(p) relative to the j-th Bogoliubov band are excited, reading,
Zj(p) =
∣∣∣∣
∫ [
u∗jq + v
∗
jq
]
eipxψ0(x)dx
∣∣∣∣
2
, (2.8)
where q lies in the first Brillouin zone and is fixed by the relation q = p+ l2π/d. Summing up all the Zj(p) in Eq.
(2.8) under the condition of energy conservation, we obtain the dynamic structure factor as follows,
S(p, ω) =
∑
j
Zj(p)δ(ω − ωj(p)), (2.9)
The sound speed of a BEC can be extracted directly from the slope of the linear part of the excitation spectrum by
employing the Bragg spectroscopy. In more details, the Bragg spectroscopy in an optically-trapped BEC is performed
by superimposing a periodic traveling wave potential on the lattice. Then, the technique of Bragg spectroscopy to
measure the energy spectrum essentially boils down to probing the dynamic structure factor, namely the response of
a BEC to an external density perturbation [25–31, 41].
Having laid out the basic theoretical framework, below we proceed to illustrate with an experimentally relevant
system for concrete investigations. At mean field level, Eq. (2.2) describes a BEC with PMI in an OL, where the
main physics is determined by three parameters, v, c1 and c2 (respectively characterize the lattice strength, the bare
interaction strength, and the periodic interaction strength). All these parameters can be experimentally controlled
using the state-of-art technologies. In typical experiments, the lattice strength V can be turned from 0 to 32ER
almost at will, corresponding to the regime of 0 ≤ v ≤ 4. Furthermore, both the c1 and c2 can be controlled in a very
versatile manner via the technology of OFR.
III. PROBING SOUND SPEED BY DYNAMIC STRUCTURE FACTOR
A. Sound speed
The previous section has set the stage for our study on the sound in a BEC with PMI trapped in an OL. In this
section, we will systematically study the effects of PMI on the sound speed, using both analytical and numerical
methods. As we have discussed in Eqs. (2.3) and (2.7), there exist two routes to calculating the sound speed. Note
that Both approaches consists in numerically solving the GP Eq. (2.2) based on the Bloch theorem. Once the Bloch
waves of ψ have been found, we can (i) proceed to numerically solve BdG Eq. (2.6) and then obtain the numerical
5results of sound speed according to Eq. (2.3); or we can (ii) calculate the energy E(k) from Eq. (2.5), derive the
compressibility κ and the effective mass m∗, which will give the sound velocity cs following from Eq. (2.7). In this
work, we shall use both methods to calculate the sound speed, which will be shown to agree with each other as
expected. Moreover, in order to comprehensively reveal the effects of PMI on the sound speed, we will proceed our
analysis in two steps:
(i) In the first step, we fix the PMI of g2n0, so as to figure out how the sound speed cs responds to the variation
of V . As shown in Fig. 2, with the increase of V , the sound speed cs decreases monotonically, implying that the
increasing effective mass m∗ always wins the competition against the decreasing compressibility κ in determining cs.
In order to achieve a clearer understanding of Fig. 2, we have obtained analytical results in both the weak-potential
limit and tight-binding limit. In the weak-potential limit, the analytical expression of sound speed are given by (see
Eq. (A8) in Appendix)
cs =
√
c1
[
1− c
2
2
c1 (1 + 4c1)
− c
2
2 − v2
c1 (1 + 4c1)
2 −
(c2 + v)
2
c1 (1 + 4c1)
3 −
4 (c2 + v)
2
(1 + 4c1)
2
]
. (3.1)
It’s clear that if c2 = 0, Eq. (3.1) recovers the sound speed in an OL [36, 39, 40] which decreases monotonically with
v as it should be. In the presence of PMI with c2 6= 0, the second term and the last two terms in the square brackets
in Eq. (A8) are definitely negative, whereas the third term can be either positive or negative depending on the c2
relative to v. This suggests that both c2 and v play the same role in determining the cs. Moreover, as is shown by
the dashed curve in Fig. 2, our numerical results agree well with Eq. (3.1). In the opposite tight-binding limit, the
analytically derived sound speed (see Eq. (A12) in the Appendix) also agrees well with the numerical result.
(ii) In the second step, we fix g1n0 and scan the sound speed cs as a function of V for different choices of g2n0.
As shown in the right panel in Fig. 2, the sound speed behaves very differently from the non-PMI one. Our results
imply that the effect of PMI on the sound speed can be measured within the current experimental capabilities. In
what follows, we will develop a scheme of probing the effects of PMI on the sound speed via the dynamic structure
factor (DSF).
B. Dynamic Structure factor
In order to characterize and investigate the capability of measuring the sound speed by using the Bragg spectroscopy,
we numerically calculate the DSF of the system defined in Eq. (2.9).
Before any further concrete calculations, we use the sum rule approach to analyze the basic properties of the
dynamic structure factor. The first sum rule gives the static structure factor S(p) by integrating the S(p, ω) [37, 38]
S(p) =
∫
S(p, ω)dω =
∑
n
Zn(p, ω). (3.2)
We expect that S(p) will be strongly affected by the combined presence of OL and PMI. The second f-sum rule
on S(p, ω) is a direct consequence of particle conservation of the model system and represents a statement of the
conservation law, reading [37, 38], ∫
~ωS(p, ω)dω =
p2
2m
. (3.3)
In the long wavelength limit, the static response function manifests itself as the response of the system density to a
static force, which is intimately related to the compressibility of the system, giving the third sum rule [37, 38],
lim
p→0
∫
S(p, ω)
~ω
dω =
κ
2
. (3.4)
We emphasize that our following numerical results have been double-checked by checking whether they satisfy the
above three sum rules.
Now, we are equipped to study the effects of PMI on the sound speed by calculating the S(p, ω). To this end, we
shall focus on two scenarios: first, we set g2n0 = 0 and calculate the dynamic structure factor, which will then serve
as the reference for later comparisons. Then, we turn on the PMI (g2n0 6= 0) and study the effect of the combined
presence of PMI and optical lattice on the dynamic and static structure factor.
In the first scenario where the PMI is absent (g2n0 = 0), both the S(p, ω) and S(p) are plotted in bold curves in
Figs. 3, 4 and 5. In this case, we have recovered the main conclusions of a BEC in an OL, i.e. the excitations strength
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FIG. 3. (Color online) The excitation strengths Zj (j = 1, 2, 3, 4), as of function of momenta of an extra probe. The full,
the dashed and the dot-dashed lines corresponds to g2n0 = 0ER, g2n0 = 0.012ER and g2n0 = 0.02ER with V = 10ER and
g1n0 = 0.02ER, respectively.
Zj (j = 1, 2, 3, 4) toward the j-th Bogoliubov band develops the typical oscillating behavior as a function of p and
vanishes at even multiples of the Bragg momentum because of phononic correlations.
In the second scenario, in which the PMI is turned on (g2n0 6= 0), the calculated lowest excitation strength Z1
shows marked difference from the non-PMI one, as can be clearly seen from Figs. 3(a) and 4(a). In particular, with
the increase of g2n0, the developed maximum values of Z1 at the first Brillouin zone are greatly enhanced. In contrast,
the effects of PMI are less pronounced for higher excitation strength Zj (j = 2, 3, 4) (see Figs. 3b, c, d and 4b, c, d).
Summing up all the Zj , we obtain the static structure factor (see Fig. 5). It follows from Fig 5 that, when the g1n0
is fixed, even a small g2n0 6= 0 will lead to an observable modification of the static dynamic structure factor.
There are two qualitative ways to understand why the g2n0 has an important role in determining the maximum
value of the Z1 at the first Brillouin zone. First, this strong dependence can be explained in terms of the effective
interactionHint =
∫ pi
−pi(c1+c2 cos(x))|ψ|4dx seen by each atom. The effective interaction is reduced with the increasing
g2n0 as emphasized in Ref. [24]. Consequently, the reduced effective interatomic interaction makes the condensate
more compressible, leading to an increase of maximum value of the Z1 at the first Brillouin zone. Second, following
the analysis in Ref. [33], the maximum value of Z1 close to the edge of the first Brillouin zone can be approximately as
Z1(qB) ∼
√
κδ/(κδ + 1) with δ = 2mER/π
2m∗. This simple expression shows that Z1 is quenched both by decreasing
compressibility (κ→ 0) and by increasing the effective mass (δ → 0). Whether such a physical picture can be applied
to our case is checked as follows. We choose to fix both g1n0 and g2n0 and plot the solid curves in Figs. 3a and 4a,
corresponding to V = 10ER and V = 5ER respectively. The maximum of Z1 is increased as expected by reducing the
lattice depth V . Furthermore, we can obtain the analytical expressions of the κ and m∗ as follows ( see Eqs. (A6)
and (A7) in Appendix),
1
κ
= c1 − 2c
2
2
1 + 4c1
− 2
(
c22 − v2
)
(1 + 4c1)
2 −
2 (c2 + v)
2
(1 + 4c1)
3 (3.5)
and
1
m∗
= 1− 8 (c2 + v)
2
(1 + 4c1)
2 (3.6)
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FIG. 4. (Color online) The excitation strengths Zj (j = 1, 2, 3, 4), as of function of momenta of an extra probe. The full,
the dashed and the dot-dashed lines corresponds to g2n0 = 0ER, g2n0 = 0.012ER and g2n0 = 0.02ER with V = 5ER and
g1n0 = 0.02ER, respectively.
It’s clear from Eqs. (3.5) and (3.6) that Z1 is increased by the competition of both increasing κ and m
∗ when g2n0
increases.
Moreover, the behavior of S(p) at small momenta in Fig. 5 can be described exactly using the sum rule approach
in Eq. (3.4). As shown in Ref. [33], the low p behavior of the S(p) can be described by
lim
p→0
S(p) ∼ |p|
2
√
c1
(
1 +
c22
c1 (1 + 4c1)
+
(
c22 − v2
)
c1 (1 + 4c1)
2 −
4 (c2 + v)
(1 + 4c1)
2 +
(c2 + v)
c1 (1 + 4c1)
3
)
. (3.7)
From this, we again conclude that the increase of g2n0 enhances the value of the static structure factor at low values
of p, as clearly shown in Fig. 5.
IV. EXPERIMENTAL PERSPECTIVE AND CONCLUSION
Summarizing, we have studied the effects of PMI on both the sound speed and the dynamical structure factor of
a BEC with PMI in an OL. Our results of sound speed show that the PMI can strongly influence the sound speed
of BEC. Such effects of PMI can be probed experimentally by using the Bragg spectroscopy, which directly measures
the dynamic structure factor of the system.
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Appendix A: Sound velocity of a BEC with PMI in an OL: perturbation approach
1. Weak-potential regime
In the weak potential and interaction regime where v ∼ c2 ∼ λ (λ is a small parameter), both the OL potential (v)
and PMI (c2) can be treated as a perturbation to an unperturbed system consisting of a homogeneous qusi-1D BEC.
For the considered case in our work where PMI has the same period with OL, we could develop a perturbation theory
through the expansion of the condensate wave function ψ (x) up to second order of the small parameters, i.e.
ψ (x) = ψ(0) (x) + λψ(1) (x) + λ2ψ(2) (x) + o(λ3) (A1)
Following the standard procedure [36], we calculate the condensate wave function and the chemical potential order
by order, and the results are
ψ (x) =
√
n0
−
√
n0 (V + g2n0)
1− 4k2 + 4g1n0
(
(1− 2k) eix + (1 + 2k) e−ix)
+
(
A
2− 2k + g1n0
4− 4k2 + 4g1n0 −B
g1n0
4− 4k2 + 4g1n0
)
ei2x
+
(
−A g1n0
4− 4k2 + 4g1n0 +B
2 + 2k + g1n0
4− 4k2 + 4g1n0
)
e−i2x (A2)
and
µ =
1
2
k2 + g1n0 − (V + g2n0) (V + 3g2n0)
1− 4k2 + 4g1n0 + 2g1n0
(
3 + 4k2
)
(V + g2n0)
2
(1− 4k2 + 4g1n0)2
(A3)
with
A =
n
1/2
0 V
2
(1− 2k) (V + g2n0)
1− 4k2 + 4g1n0 −
n
3/2
0 g1 (1− 2k) (3 + 2k) (V + g2n0)2
(1− 4k2 + 4g1n0)2
+
n
3/2
0 g2
2
(3− 2k) (V + g2n0)
1− 4k2 + 4g1n0 (A4)
B =
n
1/2
0 V
2
(1 + 2k) (V + g2n0)
1− 4k2 + 4g1n0 −
n
3/2
0 g1 (1 + 2k) (3− 2k) (V + g2n0)2
(1− 4k2 + 4g1n0)2
+
n
3/2
0 g2
2
(3 + 2k) (V + g2n0)
1− 4k2 + 4g1n0 (A5)
9Furthermore, we proceed to derive the energy of the BEC, and then calculate the effective mass m∗ and the com-
pressibility κ, respectively. The results are as follow,
1
κ
= c1 − 2c
2
2
1 + 4c1
− 2
(
c22 − v2
)
(1 + 4c1)
2 −
2 (c2 + v)
2
(1 + 4c1)
3 + o (3) (A6)
and
1
m∗
= 1− 8 (c2 + v)
2
(1 + 4c1)
2 + o (3) (A7)
It thus follows from Eqs. (A6) and (A7) that the sound speed is derived as
cs =
√
c1
[
1− c
2
2
c1 (1 + 4c1)
− c
2
2 − v2
c1 (1 + 4c1)
2 −
(c2 + v)
2
c1 (1 + 4c1)
3 −
4 (c2 + v)
2
(1 + 4c1)
2
]
(A8)
2. Tight-binding regime
We now turn to the tight-binding regime where v ≫ c2 (while the system is still kept in the superfluid regime). We
can write the condensate wave function ψ (x) as
ψ (x) = eikx
∑
L
eikLf (x− L) (A9)
where L denotes the position of different unit cells and f denotes the Wannier functions. Having in mind that
f (x) is well localized, we only take into account the overlap between the Wannier functions associated with the
nearest-neighboring sites. By substituting Eq. (A9) into Eq. (2.5), after some straightforward algebra, we arrived at
the energy per particle reading
ε (k) = ε0 − τ cos (kd) (A10)
Here, ε0 is the on-site energy and τ is the tunneling parameter. More specifically, we have calculated ε0 =
1
2kL
∫
f (x)
{
− 12 ∂
2
∂x2 + v cos (x) +
1
2 [c1 + c2 cos (x)] df (x)
2
}
f (x) dx. Note that ε0 depends on the parameters v,
c1 and c2, but not on the wave number k. The tunneling parameter τ is given by
τ =
1
2kL
∫
f (x)
{
−1
2
∂2
∂x2
+ v cos (x) +
1
2
[c1 + c2 cos (x)] df (x)
2
}
f (x− d) dx (A11)
We must point out that during the derivation of Eq. (A10), the term
∫
f2 (x) f2 (x− d) dx was omitted,
which for localized functions, turn out to be much smaller, whereas the term
∫
f3 (x) f (x− d) dx was kept.
Deep in tight-binding regime, the Wannier function f (x) can be approximated by a Gaussian form f (x) =
exp
[
− (x+ d2)2 / (2σ2)] / (π1/4√σ), where σ is the extension of the Gaussian which can be determined by min-
imizing the energy of the system. After straightforward calculations, the width σ and the inverse compressibility are
derived as
σ ≈ d
2πV
1
4
(
1 +
1
16V
1
2
)
(A12)
1
κ
≈ 1√
2π
(
d
σ
)(
c1 − c2e−pi
2
2 (
σ
d )
2
)
(A13)
The effective mass can be obtained from a standard procedure [36], and here we present the final result
m
m∗
=
[
1
4
(
d
σ
)4
− 1
2
(
d
σ
)2
− 8π2V e−pi2( σd )
2
− 8π
√
2πc1
(
d
σ
)
e−
1
8 (
d
σ )
2
]
e−
1
4 (
d
σ )
2
(A14)
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With both the compressibility κ and the effective mass m∗ being derived, we can readily calculate the sound speed in
the tight-binding regime. Our analysis result is consistent with the numerical calculations (Fig. 2) in corresponding
regimes, suggesting that the tight-binding treatment Eq. (A9) is a reliable method.
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