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Abstract Characterising intractable high-dimensional random variables is one of the funda-
mental challenges in stochastic computation. The recent surge of transport maps offers a math-
ematical foundation and new insights for tackling this challenge by coupling intractable random
variables with tractable reference random variables. This paper generalises a recently developed
functional tensor-train (FTT) approximation of the inverse Rosenblatt transport [14] to a wide
class of high-dimensional nonnegative functions, such as unnormalised probability density func-
tions. First, we extend the inverse Rosenblatt transform to enable the transport to general ref-
erence measures other than the uniform measure. We develop an efficient procedure to compute
this transport from a squared FTT decomposition which preserves the monotonicity. More cru-
cially, we integrate the proposed monotonicity-preserving FTT transport into a nested variable
transformation framework inspired by deep neural networks. The resulting deep inverse Rosen-
blatt transport significantly expands the capability of tensor approximations and transport maps
to random variables with complicated nonlinear interactions and concentrated density functions.
We demonstrate the efficacy of the proposed approach on a range of applications in statistical
learning and uncertainty quantification, including parameter estimation for dynamical systems
and inverse problems constrained by partial differential equations.
Keywords tensor-train · inverse problems · uncertainty quantification · Rosenblatt transport ·
deep transport maps
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1 Introduction
Exploration of high-dimensional probability distributions is a key task in statistical physics,
machine learning, uncertainty quantification, econometrics, and beyond. In many practical sce-
narios, high-dimensional random variables of interest follow intractable probability measures that
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exhibit nonlinear interactions and concentrate in some sub-manifolds. This way, one cannot di-
rectly simulate the random variables of interest but may be able to evaluate the unnormalised
density function pointwise. Various approaches have been proposed to characterise intractable
probability measures using some tractable probability measures where independent and identi-
cally distributed random variables can be drawn from. These include the Markov chain Monte
Carlo (MCMC) methods [34, 51] that generate a Markov chain of random variables converg-
ing to the target probability measure; importance sampling and/or sequential Monte Carlo
[29, 46] that characterise the target probability measures using weighted samples drawn from
some tractable probability measures; variational methods [4, 28] that minimise some divergence,
often the Kullback-Leibler divergence, of the target probability measure from a reference measure
in some class of tractable probability measures; and many others.
The recent development of the transport map idea, e.g., [37, 41, 48], offers new insights in
designing potent computational methods for characterising intractable high-dimensional random
variables. Suppose we have an intractable target probability measure νpi with the unnormalised
density function pi(x) over a parameter space X ⊆ Rd, for example, the posterior measure in
a Bayesian inference problem. Given a tractable reference probability measure µ defined over
U ⊆ Rd that we can simulate, e.g., a uniform or a Gaussian, one aims to construct a measurable
mapping, T : U 7→ X , such that the pushforward of µ, denoted by T] µ, is a close approximation
to νpi. The mapping T can be used to either accelerate classical sampling methods such as MCMC
(cf. [48]) or to improve the efficiency of high-order quadrature methods by mapping quadrature
points (usually defined with respect to some tractable reference measures) to the support of the
intractable target measure (cf. [14]).
There exist several ways to realise such mappings. One family of methods identifies the map-
ping T in some parametrised class of functions by solving an optimisation problem so that T
minimises the Kullback-Leibler divergence of the target νpi from the pushforward T] µ. Some
notable examples include the polynomial-based construction used in [3, 41, 48] and normalis-
ing flows [33, 31, 47, 50] that employ (invertible) neural networks. These methods often employ
a mapping T with a triangular structure such that the Jacobian and the inverse of T can be
evaluated in a computationally efficient manner. We also want to mention the Stein variational
gradient descent method [35] and its Newton variant [12], which minimises the Kullback-Leibler
divergence of the target νpi from the empirical measure defined by a set of particles. This frame-
work iteratively constructs a composition of mappings Tk+1 ◦ Tk ◦ · · · ◦ T1, which are taken from
some reproducing kernel Hilbert space, to push the particle set towards the target measure.
Another recent development is the tensor-train (TT) based construction [14] that bypasses the
variational formulation. Instead of defining a mapping by minimising some divergence of νpi from
T] µ, the TT-based approach realises the mapping T via a separable TT factorisation [45] of the
density function of νpi. Since the separable tensor factorisation enables the marginalisation of
the target density at a computational cost scaling linearly in the dimension of the random vari-
ables, it offer a computationally viable way to approximating marginal and conditional density
functions of the target measure. In turn, the cumulative distribution functions (CDFs) of the
marginals and conditionals define the Rosenblatt transport1 that can couple the target measure
with the uniform reference measure.
This work significantly generalises the TT-based approach of [14]. Firstly, we introduce the
monotonicity- and smoothness-preserving construction of the inverse Rosenblatt transport (IRT)
using the functional form of the TT factorisation [2, 22, 24]. More importantly, we propose a
nested Rosenblatt transport with several layers that enables us to tackle random variables with
1 This is also referred to as the Knothe-Rosenblatt rearrangement. It was independently proposed by Rosenblatt
[53] for statistical purposes and by Knothe [30] for proving the isoperimetric inequality. The setup of the TT-based
approach closely follows the original work of Rosenblatt.
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concentrate probability measures and nonlinear interactions. To begin, in Section 2 we present the
relevant background of the inverse Rosenblatt transport and the FTT factorisation of multivariate
functions, followed by the FTT-based construction of the inverse Rosenblatt transport. Next, we
present a monotonicity-preserving construction of the inverse Rosenblatt transport based on
the FTT factorisation of the squared root of the target density, and derive error bounds on
various statistical divergences within the f -divergence family (Section 3). The resulting squared
inverse Rosenblatt transport (SIRT) serves as a basis for further developments of the FTT-based
transport maps. The associated error bounds are useful for bounding the statistical efficiency of
posterior characterisation algorithms such as MCMC and importance sampling.
T ]0ν1 (T0 ◦ T1)]ν2 (T0 ◦ T1 ◦ T2)]νpi
(T0)]µ = ν0
(T1)]µ = T
]
0ν1 (T2)]µ = (T0 ◦ T1)]ν2
(T3)]µ = (T0 ◦ T1 ◦ T2)]νpi
Fig. 1: Illustration of DIRT. Top row shows a sequence of bridging measures towards the target
measure νpi. Each layer of DIRT identifies an incremental mapping that couples the reference
measure (bottom row) with the pullback of the bridging measure under existing composition of
mappings (middle row), which admits a simpler structure for constructing TT factorisation.
The FTT factorisation works best when the correlations between random variables are lo-
cal, i.e., the correlation decays with the distance between the indices of the variables. In the
extreme case of independent random variables, the joint density factorises into the product of
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marginal densities exactly. However, high-dimensional random variables of interest often have
concentrated density functions and exhibits complicated nonlinear interactions, which cause a
significant challenge for constructing the FTT factorisation. In such cases, one may need a FTT
with high ranks to approximate the target probability density with sufficient accuracy, which in
turn requires a rather large number of target density evaluations during the FTT construction.
Inspired by deep neural networks, in Section 4 we present a multi-layer deep inverse Rosenblatt
transport (DIRT) to circumvent this challenge by building a composition of monotonic map-
pings guided by a sequence of bridging measures with increasing complexity. See Figure 1 for
an illustration of this idea. At each layer of DIRT, we aim to obtain a composition of inverse
Rosenblatt transports, denoted by T0 ◦ T1 ◦ · · · ◦ Tk, such that the pushforward of the reference
measure under this composition is a close approximation of the k-th bridging measure νk. The
existing composition T0 ◦ T1 ◦ · · · ◦ Tk offers a nonlinear transformation of coordinates that can
effectively capture the correlations and support of the next bridging measure νk+1. As shown in
Figure 1, the density of the pullback measure, (T0 ◦ T1 ◦ · · · ◦ Tk)] νk+1, can have a much simpler
structure for building the FTT factorisation compared with the density of νk+1. This way, we
can then factorise the density of (T0 ◦T1 ◦ · · · ◦Tk)] νk+1 to define the incremental mapping Tk+1
such that (Tk+1)] µ = (T0 ◦ T1 ◦ · · · ◦ Tk)] νk+1. In Section 4, we also discuss strategies that can
embed general reference measures rather than the uniform reference measure in DIRT to avoid
complicated boundary layers.
The proposed DIRT has a similar structure to the compositions of mappings defined by meth-
ods such as the lazy maps [3] and the Stein variational gradient descent [35], in which the incre-
ment mappings are obtained by a greedy optimisation strategy. In contrast to the greedy strategy,
the usage of bridging measures allows DIRT to independently construct FTT factorisations in
different layers with arbitrary accuracy. Moreover, we can show that the DIRT construction is
robust to FTT approximation errors in various statistical divergences, in the sense that the error
bounds on a range of divergences is a linear combination of errors of FTT factorisations involved
in the DIRT construction process.
The layered construction of DIRT is capable to characterise random variables with concen-
trated density functions. In Section 5, we integrate DIRT into existing MCMC and importance
sampling methods, in which DIRT can be used as a proposal mechanism, to further reduce
the estimation and sampling bias due to approximation errors of FTTs. In Section 6, we apply
DIRT to four Bayesian inverse problems constrained by systems of ordinary differential equa-
tions (ODEs) and partial differential equations (PDEs). Using a predator-prey dynamical system
(Section 6.1), we benchmark the impact of various tuning parameters of the FTT factorisation
such as the TT rank, the number of collocation points and the choice of the reference measure
on the accuracy of the DIRT. On a commonly used elliptic PDE example (Section 6.3), we are
able to compare the single layered SIRT with DIRT, in which DIRT shows a clear advantage in
both the computational efficiency and the accuracy compared to the single-layered counterpart.
In the same example, we also demonstrate the efficacy of the FTT with the spectral Fourier basis
compared to the piecewise-linear basis. The new DIRT scheme allows us to tackle concentrated
posterior measures that were inaccessible previously due to increasing number of measurements
and decreasing measurement noises. Moreover, we can vary the discretisation of the underlying
ODE or PDE models from layer to layer to accelerate the DIRT construction. On an example
involving a computationally expensive parabolic PDE (Section 6.4), we use models with increas-
ingly refined grids to construct DIRT that is otherwise computationally infeasible to build. This
multilevel construction shares similarities with the multi-fidelity preconditioning strategy of [49],
except that our DIRT construction is based on FTT rather than optimisation and the multilevel
models are blended into the bridging densities.
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2 Background
In this section, we first introduce some notations and assumptions used throughout the paper.
Then, we review the inverse Rosenblatt transport method that offers an algebraically exact
transformation from the reference measure to the target measure. We will also discuss the role of
the FTT decomposition in the numerical construction of the (approximate) inverse Rosenblatt
transport.
2.1 Notations
We consider probability measures that are absolutely continuous with respect to the Lebesgue
measure. Suppose a mapping S : X 7→ U is a diffeomorphism and a probability measure ν has a
density p(x), the pushforward of ν under S, denoted by S]ν, has the density:
S]p(u) =
(
p ◦ S−1)(u) ∣∣∇uS−1(u)∣∣. (1)
Similarly, given a probability measure λ with a density q(u), the pullback of λ under S, denoted
by S]λ, has the density:
S]q(x) =
(
q ◦ S)(x) ∣∣∇xS(x)∣∣. (2)
The short hand X ∼ ν is used to refer a random variable X with the law ν. For a ν-integrable
function q : X 7→ R, the expectation of q is denoted by ν(q) = ∫ q(x)ν(dx).
We assume the parameter space X and the reference space U can be expressed as Cartesian
products X = X1 × X2 × · · · × Xd and U = U1 × U2 × · · · × Ud respectively, where Xk ⊆ R and
Uk = [0, 1]. Using product-form Lebesgue measurable weighting functions λ(x) =
∏d
i=1 λi(xi)
and ω(u) =
∏d
i=1 ωi(xi), we define weighted L
p norms
∥∥f∥∥
Lpλ(X )
=
(∫
X
|f(x)|p λ(x)dx
) 1
p
and
∥∥g∥∥
Lpω(U) =
(∫
U
|g(u)|p ω(u)du
) 1
p
,
on X and U , respectively. We use the expression fp(x) to denote the p-th power of f(x) for
p > 0.
For a vector x ∈ Rd and an index k ∈ N such that 1 < k < d, we express the first k − 1
coordinates and the last d− k coordinates of x as
x<k ≡ [x1, ...,xk−1]>, and x>k ≡ [xk+1, ...,xd]>,
respectively. Similarly, we write x≤k = (x<k,xk), x≥k = (xk,x>k), x≤1 = x1, and x≥d = xd.
For any non-negative function pi ∈ L1λ(X ), we define its marginal functions as
pi≤k(x≤k) ≡
∫
pi(x≤k,x>k)
(∏d
i=k+1 λi(xi)
)
dx>k, for 1 ≤ k < d, (3)
with pi≤d(x≤d) = pi(x). The marginal functions should not be confused with pi1(x), pi2(x), ...,
pik(x) where the subscript indexes a sequence of functions on X .
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2.2 Inverse Rosenblatt transport
We start with a d-dimensional uniform reference probability measure, µuni, defined in a unit
hypercube U = [0, 1]d, which has the density funi(u) = 1. We aim to characterise a target
probability measure νpi with the probability density function (PDF)
fX(x) =
1
z
pi(x)λ(x) and z =
∫
X
pi(x)λ(x)dx. (4)
Here, pi ∈ L1λ(X ) is the unnormalised density function (with respect to the weight λ) that is
non-negative, i.e., pi(x) ≥ 0,∀x ∈ X , and z is the normalising constant that is often unknown.
Let X := (X1, ...,Xd) be the target d-dimensional random variable with law νpi and U be
the reference d-dimensional random variable with law µuni. The Rosenblatt transport offers a
viable way to constructing a map F : Rd 7→ Rd such that F (X) = U . As explained in [7, 56, 60],
the principle of the Rosenblatt transport is the following. For 1 ≤ k ≤ d, we denote the marginal
PDF of the k-dimensional random variable X≤k := (X1, ...,Xk) by
fX≤k(x≤k) =
1
z
pi≤k(x≤k)
(∏k
i=1 λi(xi)
)
and the PDF of the conditional random variable Xk|X<k by
fXk|X<k(xk|x<k) =
fX≤k(x<k,xk)
fX<k(x<k)
=
pi≤k(x<k,xk)
pi<k(x<k)
λk(xk).
This way, the CDF of X1 and the conditional CDF of Xk|X<k can be expressed as
FX1(x1) =
∫ x1
−∞
fX1(x1) dx1 and FXk|X<k(xk|x<k) =
∫ xk
−∞
fXk|X<k(xk|x<k) dxk, (5)
respectively. Under mild assumptions (cf. [7]), the following sequence of transformations
u1 = Pr[X1 ≤ x1] = FX1(x1)...
uk = Pr[Xk ≤ xk|X<k = x<k] = FXk|X<k(xk|x<k)...
ud = Pr[Xd ≤ xd|X<d = x<d] = FXd|X<d(xd|x<d)
(6)
defines uniquely a monotonically increasing map F : X 7→ U in the form of
F (x) =
[
FX1(x1), · · · , FXk|X<k(xk|x<k), · · · , FXd|X<d(xd|x<d)
]>
, (7)
such that the random variable U = F (X) is uniformly distributed in the unit hypercube [0, 1]d.
Since the k-th component of F is a scalar valued function depending on only the first k variables,
that is, FXk|X<k : Rk 7→ R, the map F has a lower-triangular form. Furthermore, the map F
(as well as its inverse) is almost surely differentiable and satisfies
F ]funi(x) =
(
funi ◦ F
)
(x)
∣∣∇xF (x)∣∣ = ∣∣∇xF (x)∣∣ = fX(x),
νpi-almost surely.
Suppose one can compute the Rosenblatt transport. Then, it provides a viable way to char-
acterising the target measure. One can first generate uniform random variables U ∼ µuni and
then applying the inverse Rosenblatt transport (IRT)
X = F−1
(
U
)
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to obtain a corresponding target random variable X ∼ νpi. The inverse Rosenblatt transport
T ≡ F−1 : U 7→ X is also lower-triangular and can be constructed by successively inverting the
Rosenblatt transport for k = 1, ..., d:
x = T (u) ≡
[
F−1X1(u1), ..., F
−1
Xk|X<k(uk|x<k), ..., F
−1
Xd|X<d(ud|x<d)
]>
. (8)
The evaluation of each F−1Xk|X<k(uk|x<k) requires inverting only a scalar valued monotonic
function uk = FXk|X<k(xk|x<k), where x<k is already determined in the first k−1 steps. Using
the change-of-variables formula, the expectation of a function h : X 7→ R can be expressed as
νpi(h) = µuni(h ◦ T ).
This way, the expectation over the intractable target probability measure can be expressed as
the expectation over a reference uniform probability measure, and thus many efficient high-
dimensional quadrature methods such as sparse grids [6] and quasi Monte Carlo [13] apply.
2.3 Functional tensor-train
For high-dimensional target measures, it may be not computationally feasible to compute the
marginal densities pi≤k, and hence the marginal and the conditional CDFs in (5) for building
the inverse Rosenblatt transport. To overcome this challenge, a recent work [14] employed the
TT decomposition [45] to factorise the density of the target measure in a separable form, which
leads to a computationally scalable method for building the inverse Rosenblatt transport. Here
we first discuss the basics of the TT decomposition of a multivariate function.
Since multivariate functions can be viewed as continuous analogues of tensors (cf. [24]), one
can decompose the unnormalised density function using FTT [2, 22]. Given a multivariate func-
tion h : X 7→ R, where X = X1 ×X2 × ... ×Xd, the FTT approximates h(x) as
h(x) ≈ h˜(x) ≡
r0∑
α0=1
r1∑
α1=1
· · ·
rd∑
αd=1
H(α0,α1)1 (x1) · · ·H(αk−1,αk)k (xk) · · ·H(αd−1,αd)d (xd), (9)
with r0 = rd = 1, where the summation ranges r0, r1, ..., rd are called TT ranks. Each univariate
function H(αk−1,αk)k (xk) : Xk 7→ R is represented as a linear combination of a set of nk basis
functions {φ(1)k (xk), ..., φ(nk)k (xk)}. This way, we have
H(αk−1,αk)k (xk) =
nk∑
i=1
φ
(i)
k (xk)Ak[αk−1, i, αk], (10)
whereAk ∈ Rrk−1×nk×rk is a coefficient tensor. Examples of the basis functions include piecewise
polynomials, orthogonal functions, radial basis functions, etc. In general, the FTT decomposition
h˜(x) is only an approximation to the original function h(x) because of truncated TT ranks and
sets of basis functions used for representing each H(αk−1,αk)k (xk).
Remark 1 For each k, grouping all the univariate functions H(αk−1,αk)k (xk), we have a matrix
valued function Hk(xk) : Xk 7→ Rrk−1×rk that is commonly referred to as the k-th TT core. This
way, the FTT decomposition can also be expressed in the matrix form
h˜(x) = H1(x1) · · ·Hk(xk) · · ·Hd(xd). (11)
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We follow the MATLAB notation to denote vector-valued functions consisting of the αk-th
column and αk−1-th row of Hk(xk) by H( : ,αk)k (xk) : Xk 7→ Rrk−1×1 and H(αk−1, : )k (xk) : Xk 7→
R1×rk , respectively. In some situations, it is convenient to represent the FTT decomposition
with grouped coordinates. For example, we can write the FTT as the functional analogue of the
compact singular value decomposition (SVD):
h˜(x) =
rk∑
αk=1
H(αk)≤k (x≤k)H(αk)>k (x>k), (12)
where
H(αk)≤k (x≤k) = H1(x1) · · ·Hk−1(xk−1)H( : ,αk)k (xk) : X1 × · · · × Xk 7→ R, (13)
H(αk)>k (x>k) = H(αk, : )k+1 (xk+1)Hk+2(xk+2) · · ·Hd(xd) : Xk+1 × · · · × Xd 7→ R. (14)
Given a multivariate function, its FTT decomposition can be computed using alternating
linear schemes such as the classical alternating least squares method (cf. [32, 43]), density matrix
renormalization group methods [45, 26, 61], and the alternating minimal energy method [15]
together with the cross approximation [20, 21, 19, 36] or the empirical interpolation [1, 8]. In
Appendix 8.1, we detail the cross algorithm used for constructing the FTT decomposition.
2.4 A FTT-based inverse Rosenblatt transport
Using the FTT previously discussed, now we review the TT-based construction of the inverse
Rosenblatt transport [14]. Suppose one has the (approximate) FTT decomposition p˜i(x) of the
unnormalised target density pi(x) in the form of
p˜i(x1,x2, ...,xd) = F1(x1) · · · Fk(xk) · · · Fd(xd),
where Fk(xk) : Xk 7→ Rrk−1×rk is the k-th TT core. Then, we can approximate the target PDF
by
f˜X(x) =
1
c˜
p˜i(x)λ(x), where c˜ =
∫
X
p˜i(x)λ(x)dx. (15)
Proposition 1 For k < d, the k-th marginal PDF is given by
f˜X≤k(x≤k) =
1
c˜
p˜i≤k(x≤k)
(∏k
i=1λi(xi)
)
,
where p˜i≤k(x≤k) = F1(x1) · · · Fk(xk)F¯k+1 · · · F¯d, c˜ = F¯1 · · · F¯d, and the matrices F¯k are the
integrated TT cores
F¯k =
∫
Xk
Fk(xk)λk(xk) dxk ∈ Rrk−1×rk , for k = 1, ..., d.
Proof The marginal function of p˜i(x) can be expressed by
p˜i≤k(x≤k) =
∫
X>k
F1(x1) · · · Fd(xd)
(∏d
i=k+1λi(xi)
)
dx>k.
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Using the separable form of the tensor–train, the marginal density then has the form
p˜i≤k(x≤k) = F1(x1) · · · Fk(xk)
(∫
Xk+1
Fk+1(xk+1)λk+1(xk+1)dxk+1
)
· · ·
(∫
Xd
Fd(xd)λd(xd)dxd
)
= F1(x1) · · · Fk(xk)F¯k+1 · · · F¯d.
Since c˜ =
∫
X f˜(x)λ(x)dx, we have c˜ = F¯1 · · · F¯d using a similar argument.
The above proposition leads to the marginal PDF f˜X1 =
1
c˜ p˜i≤1(x1)λ1(x1) and the sequence
of conditional probability densities
f˜Xk|X<k(xk|x<k) =
p˜i≤k(x<k,xk)
p˜i<k(x<k)
λk(xk), k = 2, ..., d. (16)
This leads to the CDF and the sequence of conditional CDFs
F˜X1(x1) =
∫ x1
−∞
f˜X1 dx
′
1 and F˜Xk|X<k(xk|x<k) =
∫ xk
−∞
f˜Xk|X<k(xk|x<k) dx′k, (17)
for k = 2, ..., d, and hence the Rosenblatt transport U = F˜ (X). This equivalently defines the
inverse Rosenblatt transport T˜ = F˜−1. This way, by drawing a reference random variable U ∼
µuni and evaluating X = T˜ (U), we obtain an approximate target random variable X ∼ T˜]µuni.
Note that the pushforward measure T˜]µuni has the density f˜X(x).
To estimate the numerical complexity, let us introduce the maximal number of basis func-
tions n = maxk=1,...,d nk, TT rank r = maxk=0,...,d rk, and suppose we need to draw N sam-
ples from p˜i(x). Note that we can precompute F¯k+1 · · · F¯d with the total cost of O(dnr2) op-
erations, before any sampling starts. Similarly, the conditioning requires the interpolation of
F1(x1) · · · Fk−1(xk−1) at the current sample coordinates, which can be built up sequentially.
Each univariate interpolation needs O(nr2) operations in general, but for a piecewise interpola-
tion this can be reduced to O(r2) operations per sample per coordinate. Finally, the assembling of
the conditional density requires the multiplication of N vectors F1(x1) · · · Fk−1(xk−1) ∈ Rrk−1
with a vector-valued function Fk(xk)F¯k+1 · · · F¯d ∈ Rrk−1 . The total complexity is therefore
O(dnr2 +Ndr2 +Ndnr) [14].
Constructing the inverse Rosenblatt transport using the FTT decomposition of the target
density faces several challenges. First, the density function pi(x) is non-negative, however, its
truncated FTT decomposition p˜i(x) can have negative values—a discrete analogue is that the
truncated SVD of a matrix filled with non-negative entries can be negative. The leads to a critical
issue: if the set {x ∈ X | p˜i(x) < 0} has non-zero measure under νpi, then the Rosenblatt transport
constructed from p˜i(x) loses monotonicity. A simple way to circumvent this is to take the modulus
of the univariate density f˜Xk|X<k(xk|x<k) before computing the CDF [14]. However, this may
degrade the smoothness of the PDF and consequently the order of convergence of quadrature
and interpolation. Second, the construction of the FTT decomposition (cf. Section 8.1) requires
evaluating the target density at parameter points where the target density is significant. In
practice, the high probability region of a high-dimensional target density, e.g., the posterior
in the Bayesian inference context, can be hard to characterise. Thus, it can be challenging to
construct the FTT decomposition for approximating the target density directly. In the next
section, we generalise the FTT-based construction of the inverse Rosenblatt transport by tacking
the aforementioned challenges.
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3 Squared inverse Rosenblatt transport
We first introduce the SIRT to overcome the negativity issue outlined above. Instead of directly
decomposing the unnormalised target density pi(x), we first obtain the (approximate) FTT de-
composition g˜(x) of the square root of pi(x) in the form of
√
pi(x) ≈ g˜(x) = G1(x1) · · · Gk(xk) · · · Gd(xd), (18)
where Gk(xk) : Xk 7→ Rrk−1×rk is the k-th TT core. This leads to an alternative approximation
to the target PDF:
fˆXˆ(x) =
1
zˆ
pˆi(x)λ(x), where pˆi(x) = g˜2(x) and zˆ =
∫
X
g˜2(x)λ(x) dx. (19)
Similar to the process discussed in Section 2.4, we can obtain the SIRT, Xˆ = Tˆ (U), by
constructing the sequence of marginal functions pˆi≤k(x≤k) =
∫
X pˆi(x)
∏d
i=k+1 λi(xi)dx>k for
k = 1, ..., d − 1 and computing the normalising constant zˆ. Given a reference random vari-
able U ∼ µuni, we can evaluate Xˆ = Tˆ (U) to obtain an approximate target random variable
Xˆ ∼ Tˆ]µuni, which has the PDF fˆXˆ(x). Since the function pˆi(x) is non-negative by construction,
we can preserve the smoothness and monotonicity in the resulting SIRT Tˆ .
3.1 Marginal functions and conditional PDFs
We represent each TT core of the decomposition in (18) as
G(αk−1,αk)k (xk) =
nk∑
i=1
φ
(i)
k (xk)Ak[αk−1, i, αk], k = 1, ..., d, (20)
where {φ(i)k (xk)}nki=1 are the basis functions for the k-th coordinate and Ak ∈ Rrk−1×nk×rk is the
associated k-th coefficient tensor. For the k-th set of basis functions, we define the mass matrix
Mk ∈ Rnk×nk by
Mk[i, j] =
∫
Xk
φ
(i)
k (xk)φ
(j)
k (xk)λ(xk) dxk, for i = 1, ..., nk, j = 1, ..., nk. (21)
Then, we can represent the marginal functions by
pˆi1(x1) =
r1∑
`1=1
(
L(α0 ,`1)1 (x1)
)2
, (22)
pˆi≤k(x≤k) =
rk∑
`k=1
(
G(αk−1)<k (x<k)L(αk−1,`k)k (xk)
)2
, k = 2, ..., d, (23)
where α0 = 1 and
G(αk−1)<k (x<k) = G1(x1) · · · G( : ,αk−1)k−1 (xk−1) : X<k 7→ R, (24)
L(αk−1,`k)k (xk) =
nk∑
i=1
φ
(i)
k (xk)Bk[αk−1, i, `k] : Xk 7→ R, (25)
for a coefficient tensor Bk ∈ Rrk−1×nk×rk that is recursively defined as follows.
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Proposition 2 Starting with the last coordinate k = d, we set Bd = Ad. Suppose for the first
k dimensions (k > 1), we have a coefficient tensor Bk ∈ Rrk−1×nk×rk that defines a marginal
function pˆi≤k(x≤k) as in (23). The following procedure can be used to obtain the coefficient tensor
Bk−1 ∈ Rrk−2×nk−1×rk−1 for defining the next marginal function pˆi<k(x<k):
1. Use the Cholesky factorisation of the mass matrix, LkL
>
k = Mk ∈ Rnk×nk , to construct a
tensor Ck ∈ Rrk−1×nk×rk :
Ck[αk−1, τ, `k] =
nk∑
i=1
Bk[αk−1, i, `k] Lk[i, τ ]. (26)
2. Unfold Ck along the first coordinate [32] to obtain a matrix C(R)k ∈ Rrk−1×(nkrk) and compute
the thin QR factorisation
QkRk =
(
C
(R)
k
)>
, (27)
where Qk ∈ R(nkrk)×rk−1 is semi–orthogonal and Rk ∈ Rrk−1×rk−1 is upper–triangular.
3. Compute the new coefficient tensor
Bk−1[αk−2, i, `k−1] =
rk−1∑
αk−1=1
Ak−1[αk−2, i, αk−1] Rk[`k−1, αk−1]. (28)
Furthermore, at index k = 1, the unfolded C1 along the first coordinate is a row vector C(R)1 ∈
R1×(n1r1). Thus, the thin QR factorisation Q1R1 =
(
C
(R)
1
)>
produces a scalar R1 ∈ R and the
normalising constant zˆ =
∫
X1 pˆi≤1(x1)λ1(x1)dx1 can be obtain by zˆ = R
2
1 = ‖C(R)1 ‖2.
Proof See Appendix 8.2.
Proposition 3 The marginal PDF of Xˆ1 can be expressed as
fˆXˆ1(x1) =
r1∑
`1=1
( n1∑
i=1
φ
(i)
1 (x1) D1[i, `1]
)2
λ1(x1), where D1[i, `1] =
1
zˆ
B1[α0, i, `1], (29)
and α0 = 1. For k > 1 and a given x<k, the conditional PDF of Xˆk|Xˆ<k can be expressed as
fˆXˆk|Xˆ<k(xk|x<k) =
rk∑
`k=1
( nk∑
i=1
φ
(i)
k (xk) Dk[i, `k]
)2
λk(xk) (30)
where Dk ∈ Rnk×rk is given by
Dk[i, `k] =
1
pˆi<k(x<k)
rk−1∑
αk−1=1
G(αk−1)<k (x<k)Bk[αk−1, i, `k].
Proof The above results directly follow from the definition of conditional PDF and the marginal
functions in (22) and (23).
Note that the product G1(x1) · · · Gk−1(xk−1) requires k−1 univariate interpolations and k−2
products of matrices per sample, that is the same operations as in the standard inverse Rosenblatt
transport. The QR decomposition (27) and the construction of the coefficient tensors (28) need
O(dnr3) operations, but these are pre-processing steps that are independent of the number
of samples. However, in contrast to the vector-valued function Fk(xk)F¯k+1 · · · F¯d ∈ Rrk−1 , in
evaluating the PDF fˆXˆ , we need to multiply the matrix-valued function Lk(xk) ∈ Rrk−1×rk for
each sample. Thus, the leading term of the complexity becomes O(Ndnr2), one order of r or n
higher than the complexity of the standard inverse Rosenblatt transport. However, for small r
and n this is well compensated by a smoother map, which will be crucial in Section 4.
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3.2 Implementation of CDFs
To evaluate the SIRT, one has to first construct the marginal CDF of Xˆ1 and the conditional
CDFs of Xˆk|Xˆ<k for k > 1, and then inverts the CDFs (see (8)). Here we discuss the computation
and the inversion of CDFs, which are based on pseudo-spectral methods, for problems with
bounded domains and extensions to problems with unbounded domains. We refer the readers to
[5, 55, 59] and references therein for a more details.
3.2.1 Bounded domain with polynomial basis
For a bounded parameter space X ⊂ Rd, we consider the weighting function λ(x) = 1. Since X
can be expressed as a Cartesian product, without loss of generality, here we discuss the CDF of
a one-dimensional random variable Z with PDF
fˆZ(ζ) =
r∑
`=1
( n∑
i=1
φ(i)(ζ) D[i, `]
)2
, (31)
where {φ(i)(ζ)}ni=1 are the basis functions, D ∈ Rn×r is a coefficient matrix, and ζ ∈ [−1, 1].
Here fˆZ(ζ) can be either the marginal PDF or the conditional PDFs defined in Proposition 3
with a suitable linear change of coordinate.
We first consider a polynomial basis, φ(i)(z) ∈ Pn−1 for i = 1, ..., n, where Pn−1 is a vector
space of polynomials of degree at most n − 1 defined on [−1, 1]. Thus, the PDF fˆZ(ζ) can be
represented exactly in P2n−2. To enable fast computation of the CDF, we choose the Chebyshev
polynomials of the second kind
pm(ζ) =
sin
(
(m+ 1) cos−1(ζ)
)
sin
(
cos−1(ζ)
) , m = 0, 1, ..., 2n− 2,
as the basis of P2n−2. Using the roots of p2n−1(ζ), we can define the set of collocation points{
ζm
}2n−1
m=1
, where ζm = cos
(mpi
2n
)
.
This way, by evaluating fˆZ(ζ) on the collocation points, which needs O(nr) operations, one can
apply the collocation method (Chapter 4 of [5]) to represent fˆZ(ζ) using the Chebyshev basis:
fˆZ(ζ) =
2n−2∑
m=0
am pm(ζ), (32)
where the coefficients {am}2n−2m=1 can be computed by the fast Fourier transform with O(n log(n))
operations. Then, one can express the CDF of Z as
FZ(ζ) =
∫ ζ
−1
fˆZ(ζ
′)dζ ′ =
2n−2∑
m=0
am
m+ 1
(
tm+1(ζ)− tm+1(−1)
)
, (33)
where tm(ζ) = cos
(
m cos−1(ζ)
)
is the Chebyshev polynomial of the first kind of degree m. A
random variable Z can be generated by drawing a uniform random variable U and evaluating
Z = F−1Z (U) by solving the root finding problem FZ(Z) = U .
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Remark 2 The PDF in (31) is non-negative for ∀ζ ∈ [−1, 1] by construction and can be repre-
sented exactly in P2n−2 with the polynomial basis. Thus, its Chebyshev representation in (32)
is also non-negative. This way, the resulting CDF in (33) is monotonic, and thus the solution to
the inverse CDF equation, FZ(Z) = U , admits a unique solution.
Remark 3 One can also employ piecewise Lagrange polynomials as a basis to enable hp-adaptivity.
With piecewise Lagrange polynomials, the above-mentioned technique can also be used to obtain
the piecewise definition of the CDF.
Since FZ(Z) = U has a unique solution and FZ is monotone and bounded between [0, 1],
it requires usually only a few iterations to apply the root finding methods, such as the regula
falsi method and the Newton’s method, to solve FZ(Z) = U with an accuracy close to machine
precision. Overall, the construction of the CDF needs O(nr + n log(n)) operations, and the
inversion of the CDF function needs O(cn) operations, where O(n) is the cost of evaluating the
CDF and c is the number of iterations required by the root finding method. In comparison,
building the matrix D requires O(nr2) operations (cf. Proposition 3).
3.2.2 Bounded domain with Fourier basis
If the Fourier transform of the PDF of Z, which is the characteristic function, is band-limited
in the frequency domain, then one may choose the sine and cosine Fourier series as the basis for
representing the PDF in (31). In this case, the above strategy can also be applied. Recall the
Fourier basis with an even cardinality n
{
1, ..., sin(mpiζ), cos(mpiζ), ..., cos(npiζ/2)
}
, m = 1, ..., n/2− 1,
which consists of n/2 − 1 sine functions and n/2 + 1 cosine functions. The PDF fˆZ(ζ) defined
in (31) yields an exact representation using the Fourier basis with cardinality 2n. This way, one
can represent fˆZ(ζ) as
fˆZ(ζ) = a0 +
n∑
m=1
am cos(mpiζ) +
n−1∑
m=1
bm sin(mpiζ),
where the coefficients, am and bm, are obtained by evaluating fˆZ(ζ) on the collocation points
{
ζm
}2n
m=1
, where ζm =
m
n
− 1,
and applying the rectangular rule. This leads to the CDF
FZ(ζ) =
∫ ζ
−1
fˆZ(ζ
′)dζ ′ = a0(ζ + 1) +
n∑
m=1
am
mpi
sin(mpiζ)−
n−1∑
m=1
bm
mpi
(
cos(mpiζ)− cos(mpi)).
The construction and the inversion of the CDF using the Fourier basis cost a similar amount of
operations compared to the polynomial basis.
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3.2.3 Unbounded domain
Given an unbounded domain, the simplest approach is to truncate the domain at the tail of the
PDF. With the domain truncation, the above-mentioned implementations based on Chebyshev
and Fourier basis can be applied directly. Although the function approximation error induced
by the domain truncation can be bounded, using the resulting SIRT for computing expectations
may lead to a biased estimator.
One can also consider basis functions that are intrinsic to an unbounded domain. For the
domain Xk = (0,∞), one can employ the Laguerre polynomials as the basis. This equips Xk with
a natural exponential weighting function λk(xk) = exp(−xk). The collocation method using
higher order Laguerre polynomials can be applied again to obtain the exact representation of
the CDF. Similarly, for Xk = (−∞,∞), the Hermite polynomials can be used as a basis, which
equips Xk with a Gaussian weighting function λk(xk) = exp(− 12x2k). Although one can apply the
collocation method to obtain an algebraically exact representation of the CDF, the resulting CDF
involves error functions, complementary error functions, and imaginary error functions. Those
functions have to be approximated numerically. Thus, the computational cost of computing the
CDF can be high, and it may be hard to guarantee the monotonicity and uniqueness of the
inverse CDF solution at the tails. Using other bases such as the Whittaker cardinal functions for
Xk = (−∞,∞) may face a similar challenge.
Remark 4 In a situation where the squared form of the PDF in (31) can be computed but it is
challenging to invert the CDF function, one can employ the rejection sampling [51] to generate
random variables. In this situation, our FTT approximation can still be used to draw conditional
samples. However, this approach may not lead to the deterministic inverse Rosenblatt transport.
3.2.4 Change of coordinate
One can also apply a diffeomorphic mapping to change the coordinate of an unbounded domain
X to a bounded one, e.g., Z = [−1, 1]d, followed by application of the Chebyshev polynomials or
Fourier series. Given a PDF fX(x) of a random variableX ∈ X , suppose we have a diffeomorphic
mapping R : X 7→ Z and let q(x) = |∇R(x)| ≥ 0. For any Borel set BX ⊆ X , we have
P[X ∈ BX ] =
∫
BX
fX(x)dx =
∫
BZ
(fX ◦R−1)(ζ)
∣∣∇R−1(ζ)∣∣dζ = ∫
BZ
(fX ◦R−1)(ζ)
(q ◦R−1)(ζ) dζ,
where BZ = R(BX). Thus, one can draw a random variable Z with PDF
fZ(ζ) =
(fX ◦R−1)(ζ)
(q ◦R−1)(ζ) ,
and apply the mapping X = R(Z) to obtain a random variable X. With the change of the
coordinate ζ = R(x), one needs to build the FTT to approximate
√
fZ(ζ) and construct the
corresponding SIRT to simulate the random variable Z. To avoid singularities at the boundary
of Z, one can choose a mapping R such that the function q(x) decays slower than fZ(ζ).
3.3 SIRT error
Since the SIRT enables us to generate i.i.d. samples from the probability measure Tˆ]µuni, it
can be used to define either Metropolis independence samplers or importance sampling schemes.
Based on certain assumptions on the FTT approximation g˜, here we establish error bounds for
Deep Inverse Rosenblatt Transport 15
the TV distance, the Hellinger distance, and the χ2-divergence of the target measure νpi from
Tˆ]µuni. These divergences play a vital role in analysing the convergence of Metropolis-Hastings
methods and the efficiency of importance sampling.
Proposition 4 Given a FTT approximation to the square root of the unnormalised target den-
sity, i.e., g˜ ≈ √pi, suppose that the error of g˜ satisfies∥∥g˜ −√pi∥∥
L2λ(X )
≤ . (34)
Then, the approximate normalising constant zˆ satisfies
∣∣√z −√zˆ∣∣ ≤ .
Proof The normalising constants z and zˆ satisfy∣∣z − zˆ∣∣ = ∣∣∣ ∫
X
(
pi(x)− g˜(x)2)λ(x) dx∣∣∣ ≤ ∥∥pi − g˜2∥∥L1λ(X ). (35)
Applying the Ho¨lder’s inequality (with p = q = 2) and the Minkowski inequality, the right hand
side of the above inequality also satisfies∥∥pi − g˜2∥∥
L1λ(X )
=
∥∥(√pi − g˜)(√pi + g˜)∥∥
L1λ(X )
≤ ∥∥√pi − g˜∥∥
Lpλ(X )
∥∥√pi + g˜∥∥
Lqλ(X )
≤  (∥∥√pi∥∥
L2λ(X )
+
∥∥g˜∥∥
L2λ(X )
)
= 
(√
z +
√
zˆ
)
. (36)
Since both z and zˆ are positive, we have
∣∣z − zˆ∣∣ = ∣∣√zˆ − √z∣∣ (√z + √zˆ). Substituting this
identity and the inequality in (36) into (35), the result follows.
Theorem 1 Suppose the error of a FTT approximation g˜ ≈ √pi satisfies (34). The Hellinger
distance between νpi and Tˆ]µuni satisfies
DH
(
νpi‖Tˆ]µuni
) ≤√2
z
. (37)
Proof Since the target measure νpi and the approximate measure Tˆ]µuni respectively have the
densities 1z pi(x)λ(x) and
1
zˆ g˜(x)
2 λ(x), the squared Hellinger distance satisfies
D2H
(
νpi‖Tˆ]µuni
)
=
1
2
∫
X
(√
pi(x)√
z
− g˜(x)√
zˆ
)2
λ(x) dx
This leads to the inequality
D2H
(
νpi‖Tˆ]µuni
)
=
1
2z
∥∥√pi − g˜ + g˜ − g˜√z/zˆ∥∥2
L2λ(X )
≤ 1
2z
(∥∥√pi − g˜∥∥
L2λ(X )
+
∥∥g˜∥∥
L2λ(X )
∣∣1−√z/zˆ ∣∣)2. (38)
Applying Proposition 4 and
∥∥g˜∥∥2
L2λ(X )
= zˆ, the above inequality can be further reduced to
D2H
(
νpi‖Tˆ]µuni
) ≤ 1
2z
(
+
∣∣√zˆ −√z∣∣)2 ≤ 22
z
.
Thus, we have DH
(
νpi‖Tˆ]µuni
) ≤√ 2z .
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Corollary 1 Suppose the error of a given FTT approximation g˜ ≈ √pi satisfies (34). The total
variation distance between νpi and Tˆ]µuni satisfies
DTV
(
νpi‖Tˆ]µuni
) ≤ 2√
z
. (39)
Proof The result directly follows from the inequality DTV ≤
√
2DH and Theorem 1.
Proposition 5 Given two probability measures νpi and νˆpˆi and a function h with finite second
moments with respect to νpi and νˆpˆi. Then∣∣νpi(h)− νˆpˆi(h)∣∣ ≤ √2 (νpi(h2) 12 + νˆpˆi(h2) 12 )DH(νpi‖νˆpˆi).
Proof Suppose νpi and νˆpˆi respectively have density functions fX(x) and fˆXˆ(x) with respect to
the Lebesgue measure. We have the following inequality∣∣νpi(h)− νˆpˆi(h)∣∣ = ∣∣∣ ∫
X
h(x)
(
fX(x)− fˆXˆ(x)
)
dx
∣∣∣
=
∣∣∣ ∫
X
h(x)
(
f
1
2
X(x) + fˆ
1
2
Xˆ
(x)
)(
f
1
2
X(x)− fˆ
1
2
Xˆ
(x)
)
dx
∣∣∣
≤
(∫
X
(
h(x)f
1
2
X(x) + h(x)fˆ
1
2
Xˆ
(x)
)2
dx
) 1
2
(∫
X
(
f
1
2
X(x)− fˆ
1
2
Xˆ
(x)
)2
dx
) 1
2
≤
√
2
((∫
X
h(x)2 fX(x) dx
) 1
2
+
(∫
X
h(x)2 fˆXˆ(x) dx
) 1
2
)
DH
(
νpi‖νˆpˆi
)
.
Thus, the result follows.
Corollary 2 Suppose the error of a given FTT approximation g˜ ≈ √pi satisfies (34). We assume
sup
x∈X
pi(x)
g˜2(x)
= c1 <∞. (40)
The χ2-divergence of νpi from Tˆ]µuni satisfies
Dχ2
(
νpi‖Tˆ]µuni
) ≤ (νpi(pi2/g˜4) 12 + (Tˆ]µuni)(pi2/g˜4) 12) 2zˆ
z
√
z
. (41)
Proof Given the bound in (40), the ratio between fX(x) and fˆXˆ(x) satisfies
sup
x∈X
fX(x)
fˆXˆ(x)
=
zˆ
z
sup
x∈X
pi(x)
g˜2(x)
=
zˆ
z
c1 <∞. (42)
This way, νpi is absolutely continuous with respect to Tˆ]µuni. Thus, the χ2-divergence of νpi from
Tˆ]µuni can be expressed as
Dχ2
(
νpi‖Tˆ]µuni
)
=
∫
X
(
fX(x)
fˆXˆ(x)
)2
fˆXˆ(x)dx− 1
= νpi
(
fX
/
fˆXˆ
)− (Tˆ]µuni)(fX/fˆXˆ)
=
zˆ
z
(
νpi
(
pi
/
g˜2
)− (Tˆ]µuni)(pi/g˜2)).
The bound in (40) also implies that the expectations νpi(pi
2/g˜4) and (Tˆ]µuni)(pi
2/g˜4) are finite.
Therefore, the result follows from Proposition 5.
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Remark 5 The TV distance, Hellinger distance, and χ2-divergence of the target measure νpi from
the pushforward of the reference µuni under the SIRT Tˆ are linear in the approximation error of
the FTT. Note that
√
z =
∥∥√pi∥∥
L2λ(X )
. Suppose the relative error of g˜ satisfies∥∥g˜ −√pi∥∥
L2λ(X )
/∥∥√pi∥∥
L2λ(X )
≤ τ,
then the TV distance, Hellinger distance, and χ2-divergence of νpi from Tˆ]µuni respectively satisfy
DH
(
νpi‖Tˆ]µuni
) ≤ √2 τ, DTV(νpi‖Tˆ]µuni) < 2τ,
and
Dχ2
(
νpi‖Tˆ]µuni
) ≤ (νpi(pi2/g˜4) 12 + (Tˆ]µuni)(pi2/g˜4) 12) 2zˆ
z
τ.
Remark 6 The bound in (40) is also essential to ensure the uniform ergodicity of the Metropolis
independent algorithm and the convergence of importance sampling schemes defined by the
SIRT. See Section 5 for further details. One can add a small positive constant γ > 0 to the
FTT factorisation g˜ to ensure the condition in (40). The resulting unnormalised density function
(g˜2 + γ)λ is still integrable, since
∫
X λ(x)dx <∞.
4 Deep inverse Rosenblatt transport
In many practical applications, probability densities can be concentrated to a small region of
the parameter space or have complicated correlation structures. For example, posterior densities
in Bayesian inference problems with informative data often occupy a relatively small region of
the parameter space and demonstrate complicated nonlinear interactions in some sub-manifold,
see [10, 11, 18, 48] for detailed examples. In this situation, straightforward approximation of a
complicated density function in a FTT decomposition may require rather large ranks. As the
number of function evaluations needed in constructing FTT decompositions grows quadratically
with the ranks, such direct factorisation of the target densities with complicated structures may
become infeasible.
Example 1 Consider a d-dimensional multivariate normal distribution with the unnormalised
density pi(x) = exp(− 12x>C−1x). If the covariance matrix C ∈ Rd×d is diagonal, the joint
density factorises into a product of marginal densities, that is a FTT decomposition with ranks 1.
This corresponds to zero-rank off-diagonal blocks C[1 : k, (k+ 1) : d], k = 1, ..., d− 1. However,
the FTT ranks of a correlated normal density pi(x) may grow exponentially in the rank of the
off-diagonal blocks of C [52].
Inspired by deep neural networks, we design a DIRT framework to construct a composition of
monotonic mappings in the SIRT format that can characterise concentrated probability densities
with complicated correlation structures. The construction of DIRT is guided by a sequence of
bridging probability measures ν0, ν1, ..., νL, where νL = νpi is the target measure. Each bridging
measure νk has the corresponding PDF
fXk(x) =
1
zk
pik(x)λ(x), where zk =
∫
X
pik(x)λ(x) dx. (43)
Here pi0(x) is the unnormalised initial density, piL(x) = pi(x) is the unnormalised target density,
and the superscript k indexes the random variable Xk ∈ X , Xk ∼ νk. Our goal is to construct
a composition of mappings T0 ◦ T1 ◦ · · · ◦ Tk such that the pushforward of the reference measure
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under this composition matches the k-th bridging measure, i.e, (T0 ◦ T1 ◦ · · · ◦ Tk)] µ = νk. This
way, by gradually increasing the complexity in the geometry and/or the computational cost of
the densities of the bridging measures, it becomes computationally feasible to construct FTT
and the corresponding SIRT at each layer of the composition.
Assumption 2 Denoting the ratio between two unnormalised densities by
rk,j(x) =
pik(x)
pij(x)
, (44)
we assume that for each pair of j < k, the ratio rk,j(x) is finite such that
sup
x∈X
rk,j(x) = ck,j <∞, ∀j < k. (45)
In practice, there are many ways to choose the bridging measures. For example, one can
consider tempered distributions [17, 27, 38, 42, 58] where pik(x) = pi(x)
βk for a suitable chosen
set of powers (reciprocal temperatures) 0 ≤ β0 < · · · < βL = 1; and for problems involving
computationally expensive PDE models, one can employ a hierarchy of models with different
grid resolutions to reduce the computational cost for building the DIRT. In the rest of this
section, we will present the recursive construction of DIRT and provide error analysis.
4.1 Recursive construction
In the initial step (k = 0), we compute a FTT g˜0(x) that approximates
√
pi0 and construct
the corresponding SIRT Xˆ
0
= Tˆ0(U) so that the reference random variable U ∼ µuni and
Xˆ
0 ∼ (Tˆ0)]µuni with the PDF
fˆ
Xˆ
0(x) =
1
zˆ0
g˜20(x)λ(x), where zˆ0 =
∫
X
g˜20(x)λ(x) dx. (46)
Note that fˆ
Xˆ
0(x) is an approximation to fX0(x).
Remark 7 We can replace the uniform reference measure µuni with a general product-form proba-
bility measure µ that has the PDF fU (u) =
∏d
k=1 fUk(uk) with support in U = U1×U2×· · ·×Ud.
One can construct a mapping
R(u) =
[
FU1(u1), ..., FUk(uk), ..., FUd(ud)
]>
,
where FUk(uk) is the CDF of Uk, such that R] µ = µuni. Then, the composition of mappings
Tˆ0 ◦ R : U 7→ X is lower-triangular and (Tˆ0 ◦ R)] µ has the density fˆXˆ0(x). We initialise the
DIRT by T¯0 = Tˆ0 ◦R, where R = I if µ = µuni.
After k > 1 steps, suppose we have the k-th DIRT given as the composition of mappings
T¯k = (Tˆ0 ◦R) ◦ (Tˆ1 ◦R) ◦ · · · ◦ (Tˆk ◦R),
where each Tˆj is a SIRT. Denoting the pushforward of the reference probability measure µ under
T¯k by νˆk, i.e., νˆk ≡ (T¯k)] µ, and the density function of νˆk by fˆXˆk(x), the pullback density of νˆk
under T¯k satisfies
T¯ ]k fˆXˆk(u) = (fˆXˆk ◦ T¯k)(u)
∣∣∇uT¯k(u)∣∣ = fU (u). (47)
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The density function of the pullback probability measure T¯ ]k νˆk is the reference product density
fU (u). Suppose the corresponding approximate PDF fˆXˆk(x) can capture the range of variation
and the correlation structure of the next PDF fXk+1(x), then the density function of the pullback
probability measure T¯ ]kνk+1,
T¯ ]kfXk+1(u) = (fXk+1 ◦ T¯k)(u)
∣∣∇uT¯k(u)∣∣, (48)
may become easier to factorise in the FTT format compared to the direct factorisation of the
original target density function fXk+1(x). This way, for step k + 1, the existing composition T¯k
can be used to precondition the construction of the coupling between µ and νk+1: by building a
coupling between the pullback measure T¯ ]kνk+1 and the reference measure
Uk+1 = (Tk+1 ◦R)(U), where U ∼ µ and Uk+1 ∼ T¯ ]kνk+1,
one can obtain a new composition of maps (T¯k ◦ Tk+1 ◦R) such that
(T¯k ◦ Tk+1 ◦R)]νk+1 = µ or (T¯k ◦ Tk+1 ◦R)]µ = νk+1.
We use SIRT to approximate Tk+1. Using (47), we have
∣∣∇uT¯k(u)∣∣ = ((fˆXˆk◦T¯k)(u))−1 fU (u).
Thus, the pullback density in (48) can be expressed as a ratio function
(T¯k)
]fXk+1(u) =
(fXk+1 ◦ T¯k)(u)
(fˆ
Xˆ
k ◦ T¯k)(u)
fU (u). (49)
This way, we can compute a FTT g˜k+1(u) to approximate the function
qk+1(u) ∝
(
(fXk+1 ◦ T¯k)(u)
(fˆ
Xˆ
k ◦ T¯k)(u)
fU (u)
ω(u)
) 1
2
, (50)
where ω(u) is the weighting function associated with the reference domain U and a ∝ b denotes
that a is proportional to b. Since zk, the normalising constant of fXk+1 , is unknown, here we only
need to decompose an unnormalised version of qk+1(u) into a FTT. The normalising constant is
computed automatically during the marginalisation process of SIRT (cf. Proposition 2).
The SIRT Uk+1 = Tˆk+1(U
′) built on the FTT g˜k+1(u) couples the uniform reference random
variable U ′ ∼ µuni with Uk+1 ∼ (Tˆk+1)] µuni. Thus, the composition of transformations Uk+1 =
(Tˆk+1 ◦R)(U) couples the general reference random variable U ∼ µ with Uk+1 ∼ (Tˆk+1 ◦R)] µ,
where (Tˆk+1 ◦R)] µ is an approximation to the pullback measure T¯ ]k νk+1. Thus we have
(Tˆk+1 ◦R)](T¯ ]k νk+1) = (T¯k ◦ Tˆk+1 ◦R)] νk+1 ≈ µ or (T¯k ◦ Tˆk+1 ◦R)] µ ≈ νk+1.
The next DIRT is therefore defined by the new composition of mappings
T¯k+1 := T¯k ◦ (Tˆk+1 ◦R).
The recursion is completed by obtaining TˆL and T¯L.
Proposition 6 At the j-th DIRT step, the Jacobian of the incremental mapping Tˆj is given by∣∣∇uTˆ−1j (u)∣∣ = pˆUj (u) = 1zˆj g˜2j (u)ω(u), where zˆj =
∫
U
g˜2j (u)ω(u)du (51)
is the normalising constant of the probability density function over the reference domain U .
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Proof The SIRT U j = Tˆj(U
′), which is constructed by integrating g˜2j (u)ω(u), maps the uniform
random variable U ′ ∼ µuni to U j ∼ (Tˆj)]µuni. Thus, the pushforward measure (Tˆj)] µuni has the
density function pˆUj (u) defined in (51), which yields
pˆUj (u) ≡ (Tˆj)]funi(u) =
∣∣∇uTˆ−1j (u)∣∣.
Lemma 1 At step k of the DIRT construction, suppose we have an initial FTT factorisation
g˜0(x) ≈ √pi0(x) and a sequence of FTT factorisations g˜j(u) ≈ qj(u) for j = 1, ..., k, where qj
is defined in (50), and the DIRTs
T¯j = (Tˆ0 ◦R) ◦ (Tˆ1 ◦R) ◦ · · · ◦ (Tˆj ◦R), for j ≤ k.
For j = 1, ..., k, suppose further we have normalised density functions over the reference domain
U defined in (51). Then, the pushforward measure (T¯k)] µ has the PDF
fˆ
Xˆ
k(x) ≡ (T¯k)]fU (x) = fˆXˆ0(x)
k∏
j=1
(pˆUj ◦ T¯−1j−1)(x)
(fU ◦ T¯−1j−1)(x)
. (52)
Proof The result can be shown using induction. For the case k = 0, the result follows directly
from (46). Suppose (52) holds for k > 0. We define the composition of mappings
T˜k = T¯k ◦R−1 = Tˆ0 ◦ (R ◦ Tˆ1) ◦ · · · ◦ (R ◦ Tˆk).
Since R] µ = µuni, we have the identity (T¯k)] µ = (T˜k)] µuni, which leads to
fˆ
Xˆ
k(x) = (T¯k)]fU (x) = (T˜k)]funi(x).
At step k+ 1, we have the new composition of mappings T˜k+1 = T˜k ◦R ◦ Tˆk+1, the pushforward
measures, (T˜k+1)] µ and (T˜k)] µ, have the density functions
fˆ
Xˆ
k+1(x) = (T˜k+1)]funi(x) = (funi ◦ T˜−1k+1)(x)
∣∣∇xT˜−1k+1(x)∣∣ = ∣∣∇xT˜−1k+1(x)∣∣,
fˆ
Xˆ
k(x) = (T˜k)]funi(x) = (funi ◦ T˜−1k )(x)
∣∣∇xT˜−1k (x)∣∣ = ∣∣∇xT˜−1k (x)∣∣,
respectively. Applying the change of variables u′ = T˜−1k (x) and u = R
−1(u′), the determinant
of ∇xT˜−1k+1(x) can be expressed as∣∣∇xT˜−1k+1(x)∣∣ = ∣∣∇uTˆ−1k+1(u)∣∣ ∣∣∇u′R−1(u′)∣∣ ∣∣∇xT˜−1k (x)∣∣. (53)
Note that the above change of variables implies also that
∣∣∇u′R−1(u′)∣∣ = fU (u)−1 and u =
(T˜k ◦R)−1(x) = T¯−1k (x). Together with Proposition 6, we have∣∣∇xT˜−1k+1(x)∣∣ = (pˆUk+1 ◦ T¯−1k )(x)(fU ◦ T¯−1k )(x)
∣∣∇xT˜−1k (x)∣∣.
Thus, the result follows.
Corollary 3 At step k of the DIRT construction, the composition of mappings, T¯k, satisfies
∣∣∇xT¯−1k (x)∣∣ = fˆXˆk(x)(fU ◦ T¯−1k )(x) .
Proof The result direct follows from T¯−1k = R
−1 ◦ T˜−1k and the proof of Lemma 1.
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Remark 8 The normalised PDFs of the k-th DIRT step can be expressed as
fˆ
Xˆ
k(x) =
( k∏
j=0
1
zˆj
)
g˜20(x)λ(x)
k∏
j=1
(
(g˜j ◦ T¯−1j−1)2(x)
(ω ◦ T¯−1j−1)(x)
(fU ◦ T¯−1j−1)(x)
)
. (54)
Thus, we define the constant z¯k =
∏k
j=0 zˆj and the square root of the unnormalised PDF
g¯k(x) = g˜0(x)
k∏
j=1
(
(g˜j ◦ T¯−1j−1)(x)
(ω ◦ T¯−1j−1)
1
2 (x)
(fU ◦ T¯−1j−1)
1
2 (x)
)
. (55)
Here g¯2k(x) is an approximation to the unnormalised bridging density pik(x) and z¯k is an approx-
imation to the normalising constant zk.
4.2 Ratio functions and error analysis
We will first discuss the ratio function (50) and its approximation and then present the corre-
sponding error analysis.
4.2.1 Ratio functions
Given the square root of the unnormalised PDF in (55), the pullback density in (49) can be
expressed as
(T¯k)
]fXk+1(u) =
(fXk+1 ◦ T¯k)(u)
(fˆ
Xˆ
k ◦ T¯k)(u)
fU (u) ∝ (pik+1 ◦ T¯k)(u)
(g¯k ◦ T¯k)(u)2 fU (u).
This way, we need to compute a FTT g˜k+1(u) to approximate the function
qk+1(u) =
(pik+1 ◦ T¯k) 12 (u)
(g¯k ◦ T¯k)(u)
f
1
2
U (u)
ω
1
2 (u)
, (56)
to build the SIRT Tˆk+1. We call this strategy the exact ratio approach.
Alternatively, the pullback density in (49) can be expressed as
(T¯k)
]fXk+1(u) ∝
(pik+1 ◦ T¯k)(u)
(pik ◦ T¯k)(u)
(pik ◦ T¯k)(u)
(g¯k ◦ T¯k)2(u) fU (u) (57)
Since the DIRT density function g¯2k approximates the k-th unnormalised bridging density function
pik, the pullback density in (57) can be approximated as
(T¯k)
]fXk+1(u) ∝ (rk+1,k ◦ T¯k)(u)
(pik ◦ T¯k)(u)
(g¯k ◦ T¯k)2(u) fU (u) ≈ (rk+1,k ◦ T¯k)(u) fU (u).
This way, we need to compute a FTT g˜k+1(u) that approximates the function
q˜k+1(u) =
(
(rk+1,k ◦ T¯k)(u) fU (u)
ω(u)
) 1
2
, (58)
to build an alternative SIRT Tˆk+1. We call this strategy the approximate ratio approach.
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Remark 9 For all k ≥ 0, we want the ratio pik/g¯2k to be finite in U . Otherwise, it may cause large
errors in the FTT decomposition and may deteriorate the convergence of the resulting sampling
schemes for characterising νpi. Given Assumption 2, it can be shown (using induction) that the
ratio pik/g¯
2
k is bounded if the conditions
sup
x∈X
pi0(x)
g˜20(x)
<∞, and sup
u∈U
(rk,k−1 ◦ T¯k−1)(u) fU (u)
g˜2k(u)ω(u)
<∞, (59)
are satisfied. As discussed in Remark 6, one can add a small positive constant γ > 0 to g˜0 to
satisfy the first condition in (59). If the ratio fU (u)/ω(u) is bounded for ∀u ∈ U , then one can
also add γ to g˜k to satisfy the second condition in (59) without affecting the integrability of g˜
2
kω.
Remark 10 In some situations, the ratio function (rk+1,k ◦ T¯k)(u) may exhibit sharp boundary
layers if the uniform reference measure µuni (with R = I) is used. This can increase the complexity
of the resulting FTT factorisations. Apart from carefully choosing the bridging measures, a partial
remedy to the boundary layer is to use a reference measure with the density fU (u) decaying
towards the boundary, such as the normal density truncated on a sufficiently large hypercube
[−σ, σ]d. The function fU (u) in (56) and (58) smoothens the previous approximation errors,
which can improve the accuracy of FTT approximations. With a reference measure defined on
a hypercube, the collocation techniques based on Chebyshev and Fourier bases (cf. Section 3.2)
can be applied to construct and evaluate FTT decompositions in DIRT.
4.2.2 DIRT error
Based on assumptions about the FTT error at each layer of the DIRT construction, here we
establish error bounds of DIRT in terms of the TV distance, the Hellinger distance, and the
χ2-divergence of the k-th bridging measure νk from the pushforward measure (T¯k)]µ.
Theorem 3 (Exact ratio approach) Suppose that at the k-th DIRT step the FTT decompo-
sition g˜k ≈ qk satisfies
∥∥g˜k − qk∥∥L2ω(U) ≤ k, where qk is defined in (56). Then the square root
of the unnormalised PDF g¯k defined in (55) approximates the square root of the unnormalised
density function of the k-th bridging measure pik with the error∥∥√pik − g¯k∥∥L2λ(X ) ≤ √z¯k−1k,
where z¯k−1 =
∏k−1
j=0 zˆj is the normalising constant of the unnormalised PDF g¯
2
k−1.
Proof Let I =
∥∥√pik − g¯k∥∥L2λ(X ), we have
I2 =
∥∥∥(√pik
g¯k−1
− g¯k
g¯k−1
)
g¯k−1
∥∥∥2
L2λ(X )
=
∫
X
(
pi
1
2
k (x)
g¯k−1(x)
− (g˜k ◦ T¯−1k−1)(x)
(ω ◦ T¯−1k−1)
1
2 (x)
(fU ◦ T¯−1k−1)
1
2 (x)
)2
g¯2k−1(x)λ(x) dx
=
∫
X
(
pi
1
2
k (x)(fU ◦ T¯−1k−1)
1
2 (x)
g¯k−1(x)
− (g˜k ◦ T¯−1k−1)(x) (ω ◦ T¯−1k−1)
1
2 (x)
)2 z¯k−1 fˆXˆk−1(x)
(fU ◦ T¯−1k−1)(x)
dx
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Applying the change of variables u = T¯−1k−1(x) and Corollary 3, I can be rewritten as
I =
√
z¯k−1
(∫
U
(
(pik ◦ T¯k−1) 12 (u)
(g¯k−1 ◦ T¯k−1)(u)
f
1
2
U (u)
ω
1
2 (u)
− g˜k(u)
)2
ω(u)du
) 1
2
=
√
z¯k−1
∥∥qk − g˜k∥∥L2ω(U)
≤ √z¯k−1k.
Theorem 4 (Approximate ratio approach) Suppose that at the k-th DIRT step the FTT
decompositions g˜0(u) ≈ √pi0 and g˜j ≈ q˜j for j = 1, ..., k satisfy∥∥g˜0 −√pi0∥∥L2λ(X ) ≤ 0, and ∥∥g˜j − q˜j∥∥L2ω(U) ≤ j , for j = 1, ..., k, (60)
where q˜j is defined in (58). Then the unnormalised PDF of DIRT defined by (55) approximates
the k-th unnormalised bridging density function with the error
∥∥√pik − g¯k∥∥L2λ(X ) ≤ ¯k, where ¯k = √ck,00 +
k∑
j=1
√
ck,j z¯j−1j ,
where ck,j = supx∈X rk,j(x) is given in Assumption 2, and z¯k =
∏k
j=0 zˆj.
Proof The difference between
√
pik and g¯k can be written as
√
pik − g¯k =
(√
pik
pi0
pi0 −
√
pik
pi0
g¯0
)
+
∑k
j=1
(√
pik
pij
pij
pij−1
g¯j−1 −
√
pik
pij
g¯j
g¯j−1
g¯j−1
)
=
√
rk,0 (
√
pi0 − g¯0) +
∑k
j=1
√
rk,j
(√
rj,j−1 − (g˜j ◦ T¯−1j−1)
√
ω◦T¯−1j−1
fU◦T¯−1j−1
)
g¯j−1,
Then, we have
∥∥√pik − g¯k∥∥L2λ(X ) ≤ I0 +∑kj=1 Ij , where
I0 =
∥∥√rk,0 (√pi0 − g¯0)∥∥L2λ(X )
Ij =
(∫
X
rk,j(x)
(
r
1
2
j,j−1(x)− (g˜j ◦ T¯−1j−1)(x)
(ω ◦ T¯−1j−1)
1
2 (x)
(fU ◦ T¯−1j−1)
1
2 (x)
)2
g¯2j−1(x)λ(x) dx
) 1
2
Recalling that ck,j = supx∈X rk,j(x), we have
I0 ≤ √ck,0
∥∥√pi0 − g¯0∥∥L2λ(X ) ≤ √ck,00.
Applying the change of variables u = T¯−1j−1(x) and Corollary 3 for each j > 0, we obtain
Ij ≤ √ck,j
(∫
X
(
r
1
2
j,j−1(x)(fU ◦ T¯−1j−1)
1
2 (x)− (g˜j ◦ T¯−1j−1)(x)(ω ◦ T¯−1j−1)
1
2 (x)
)2 z¯j−1 fˆXˆj−1(x)
(fU ◦ T¯−1j−1)(x)
dx
) 1
2
=
√
ck,j z¯j−1
(∫
U
(((
rj,j−1 ◦ T¯j−1
)
(u) fU (u)
ω(u)
) 1
2
− g˜j(u)
)2
ω(u)du
) 1
2
=
√
ck,j z¯j−1
∥∥q˜j − g˜j∥∥L2ω(U)
≤√ck,j z¯j−1j ,
Thus, the result follows.
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Remark 11 On the first glance it appears that Theorem 3 gives smaller errors than Theorem 4.
However, this assumes that the two ratio functions in (56) and (58) are approximated with the
same FTT error k. Ideally this should also require the same number of degrees of freedom
in TT cores. In practice this may not be the case: the exact ratio (57) carries the previous
approximation errors in the term
(
(g¯k ◦ T¯k)(u)
)−1
(pik ◦ T¯k) 12 (u), which can have a complicated
structure that is difficult to approximate in FTT. In contrast, the approximate ratio involves only
the target densities. For example, if the bridging densities pik were introduced by tempering, the
ratio rk+1,k = pi
βk+1−βk is just another tempered density. For this reason, DIRT built using the
approximate ratio approach may be more accurate in practice.
Corollary 4 Given pik and g¯k constructed using either the exact or the approximate ratio func-
tions, we suppose the error of g¯k satisfies
∥∥√pik − g¯k∥∥L2λ(X ) ≤ ek. Then, the Hellinger distance
between the k-th bridging measure νk and the pushforward measure (T¯k)]µ satisfies
DH
(
νk‖(T¯k)]µ
) ≤√ 2
zk
ek. (61)
The total variation distance between νk and (T¯k)]µ satisfies
DTV
(
νk‖(T¯k)]µ
) ≤ 2 ek√
zk
. (62)
The χ2-divergence of νk from (T¯k)]µ satisfies
Dχ2
(
νk‖(T¯k)]µ
) ≤ (νk(pi2k/g¯4k) 12 + ((T¯k)]µ)(pi2k/g¯4k) 12) 2z¯kzk√zk ek. (63)
Proof The results follows directly from Theorem 1, Corollary 1, and Corollary 2. For the bound
on the χ2-divergence, we also need the condition supx∈X pik(x)/g¯
2
k(x) <∞, which can be satisfied
if one employs the treatment in Remark 9.
5 Debiasing
Applying either the SIRT or the DIRT, one can obtain an approximate map T : U 7→ X that
enables the simulation of a random variable Xˆ ∼ T] µ approximating the target random vari-
able X ∼ νpi. In a situation where the SIRT or the DIRT have high accuracy in approximating
the target measure, one can approximate the expectation νpi(h) of a function of interest h(x)
directly, using the expectation of h(x) over T] µ, i.e., (T]µ)(h) ≡ µ(h◦T ). The bias of the approx-
imated expectation is proportional to the Hellinger distance DH(νpi‖T]µ) (cf. Proposition 5). In
addition, we can apply the approximate inverse Rosenblatt transport T within the Metropolis-
Hastings method and importance sampling to reduce the bias in computing νpi(h). For the sake
of completeness, here we discuss some debiasing strategies based on existing work.
We first consider the IRT-MCMC (Algorithm 1), in which the approximate IRT is used as a
proposal mechanism in the Metropolised independent sampler for constructing a Markov chain
of random variables that converges to the target measure. In the acceptance probability (64),
fX(·) is the PDF of the target measure νpi and fˆXˆ(·) is the PDF of T]µ that is defined by either
the SIRT (19) or the DIRT (54). Following the result of Mengersen and Tweedie [39], the bounds
in Remarks 6 and 9 can guarantee the uniform ergodicity of the Markov chain constructed by
Algorithm 1. In addition, the average rejection probability is bounded by 2DTV(νpi‖T]µ), see
Lemma 1 of [14]. This provides an indicator on the performance of the Metropolised independent
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Algorithm 1 IRT-MCMC
1: Choose an initial state X(0) = x∗ for the Markov chain.
2: for j = 1, 2, ..., N do
3: Draw U ∼ µ and compute the proposal candidate Xˆ = T (U) .
4: Given the previous state of the Markov chain x = X(j−1), with probability
α(x, Xˆ) = min
[
1,
fX(Xˆ) fˆXˆ(x)
fX(x) fˆXˆ(Xˆ)
]
, (64)
accept Xˆ by setting X(j) = Xˆ, otherwise set X(j) = x.
5: Evaluate the function Hj = h(X
(j)).
6: end for
7: Estimate νpi(h) by the sample average
1
N
∑N
j=1Hj .
sampler. However, our bound on DTV(νpi‖T]µ) does not directly connect to the bound on the con-
vergence rate of the Metropolised independent sampler, in which the use of acceptance/rejection
may require a more precise control on the pointwise error, e.g.,
∥∥g˜ −√pi∥∥
L∞λ (X )
, to assess the
convergence rate of the sampler.
Algorithm 2 IRT-IS
1: for j = 1, 2, ..., N do
2: Draw U (j) ∼ µ and compute the approximate target random variable Xˆ(j) = T (U (j)) .
3: Evaluate the unnormalised weight
Wj = w(Xˆ
(j)) :=
pi(Xˆ(j))λ(Xˆ(j))
fˆXˆ(Xˆ
(j))
and the function Hˆj = h(Xˆ
(j)).
4: end for
5: Estimate the normalising constant using z¯N =
1
N
∑N
j=1Wj .
6: Compute the sample average h¯N =
1
N
∑N
j=1WjHˆj .
7: Estimate νpi(h) by the ratio estimator IN = h¯N/z¯N .
One can also employ the approximate IRT built by either the SIRT or the DIRT as the bi-
asing distribution in importance sampling, which leads to the IRT-IS algorithm (Algorithm 2).
Compared to IRT-MCMC, IRT-IS generates random variables Xˆ
(j)
from the approximate IRT
and correct the bias using the weights Wj . By avoiding the Markov chain, importance sampling
offers several advantages over the Metropolised independent sampler: (i) it can be easily par-
allelised; and (ii) variance reduction techniques such as antithetic variable and control variates
(see [51, Chapter 4] and references therein) and efficient high-dimensional quadrature methods
such as quasi Monte Carlo [13] can be naturally applied within importance sampling.
The error bounds established in Sections 3 and 4 offer insights into the efficiency of IRT-IS.
As discussed in [46, Chapter 9], for N approximate target random variables, one can use the
effective sample size (ESS)
ESS(N) = N
(T]µ)(w)
2
(T]µ)(w2)
to measure the efficiency of importance sampling for representing the target measure νpi.
Lemma 2 Given the χ2-divergence of νpi from T] µ, the ESS of Algorithm 2 satisfies
ESS(N) =
N
1 +Dχ2(νpi‖T]µ)
.
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Proof Since we have (T]µ)(w) = z, where z is the normalising constant of the target density, the
χ2-divergence of νpi from T] µ satisfies
Dχ2(νpi‖T]µ) = (T]µ)(w2)
/
(T]µ)(w)
2 − 1,
where w(x) = pi(x)/g˜2(x) for SIRT and w(x) = pi(x)/g¯2L(x) for DIRT. Thus, the result follows.
The bounds in Remarks 6 and 9 imply that z¯N and h¯N computed by Algorithm 2 are unbiased
estimators for the normalising constant z and the expectation (T]µ)(w h), respectively. However
the ratio estimator IN is only asymptotically unbiased such that
P
[
lim
N→∞
IN = νpi(h)
]
= 1.
For a finite sample size, N <∞, the ratio estimator IN is a biased estimator of νpi(h). However,
for sufficiently large sample size N , one can apply the Delta method (cf. [46, Chapter 2] and
references therein) to show that the mean square error (MSE) of IN yields the approximation
MSE(IN ) ≡ E
[(
IN − νpi(h)
)2] ≈ 1
N
(T]µ)
(
w2
(
h− νpi(h)
)2)
(T]µ)(w)2
. (65)
Thus, for a sufficiently regular function h, the MSE of the ratio estimator IN can also be controlled
by the χ2-divergence Dχ2(νpi‖T]µ).
6 Numerical examples
We demonstrate the efficacy and various aspects of DIRT, which employs SIRT within each layer,
using four Bayesian inference problems arising in dynamical systems and PDEs. In all numerical
examples, as efficiency measures of DIRT (or SIRT in the single layer case), we employ the
integrated autocorrelation time (IACT) for IRT-MCMC (Algorithm 1) and the ratio between
the total number of samples and the ESS, N/ESS(N), for IRT-IS (Algorithm 2). For both IACT
and N/ESS(N), a lower value indicates a better sampling efficiency. The minimum value of both
IACT and N/ESS(N) is 1. Since N/ESS(N) = 1 + Dχ2(νk‖T]µ), it also measures directly the
accuracy of DIRT for approximating the posteriors.
6.1 Predator and prey
The predator-prey model is a system of coupled ODEs frequently used to describe the dynamics
of biological systems. The populations of predator (denoted by Q) and prey (denoted by P )
change over time according to a pair of ODEs
dP
dt
= rP
(
1− P
K
)
− s
( PQ
a+ P
)
,
dQ
dt
= u
( PQ
a+ P
)
− vQ,
(66)
with initial conditions P (t = 0) = P0 and Q(t = 0) = Q0. The dynamical system is controlled by
several parameters. In the absence of the predator, the population of the prey evolves according
to the logistic equation characterised by r and K. In the absence of the prey, the population
of the predator decreases exponentially with a rate v. In addition, the two populations have a
nonlinear interaction characterised by a, s, and u. We often do not know the initial populations
and the parameters r, K, a, s, u, and v. This way, we need to estimate unknowns
x = [P0, Q0, r,K, a, s, u, v]
>
,
from observed populations of the predator and prey at time instances ti for i = 1, ..., nT .
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6.1.1 Posterior density
Let y ∈ R2nT denote the observed populations of the predator and prey. We define a forward
model G : X 7→ R2nT in the form of G(x) = [P (ti), Q(ti)]nTi=1 to represent the populations of the
predator and prey computed at {ti}nTi=1 for a given parameters x. Assuming independent and
identically distributed (i.i.d.) normal noise in the observed data and assigning a prior density
pi0(x) to the unknown parameter, one can define the unnormalized posterior density
pi(x) ∝ exp
(
− 1
2σ2
‖G(x)− y‖22
)
pi0(x),
where σ is the standard deviation of the normally distributed noise. Synthetic observed data
are used in this example. With nT = 13 time instances ti = (i − 1) × 25/6 and a given param-
eter xtrue = [50, 5, 0.6, 100, 1.2, 25, 0.5, 0.3]
>, we generate synthetic noisy data y = ytrue + η,
where η is a realization of the i.i.d. zero mean normally distributed noise with the standard
derivation σ =
√
2. A uniform prior density pi0(x) =
∏8
k=1 1[ak,bk](xk) is specified to re-
strict the support of xk to the interval [ak,bk], where a = [30, 3, 0.36, 60, 0.72, 15, 0.3, 0.18]
>
and b = [80, 8, 0.96, 160, 1.92, 40, 0.8, 0.48]>. To illustrate the behaviour of the posterior density,
we plot the kernel density estimates of the marginal posterior densities in Figure 2. Note that
some of the parameters are significantly correlated, which makes the posterior density function
difficult to explore by both MCMC and a straightforward TT approximation.
Fig. 2: Marginal posterior densities of the predator-prey model estimated from 106 posterior
samples.
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Fig. 3: (a): IACT±standard deviation over 10 runs with the uniform reference measure. (b):
IACT±standard deviation with the truncated normal reference measure. (c): Number of density
evaluations in TT-cross at each layer. (d): N/ESS(N)±standard deviation over 10 runs with
the uniform reference measure. (e): N/ESS(N)±standard deviation with the truncated normal
reference measure. Initial TT rank is adjusted such that the maximal TT rank is 13 in all tests,
whereas enrichment ranks Rho and numbers of TT-cross iterations MaxIt are varied.
6.1.2 Numerical results
We use L = 8 bridging measures in the construction of DIRT by tempering the unnormalised
posterior density with pik(x) = pi(x)
βk , starting from β0 = 10
−4 and following by βk+1 =
√
10·βk.
This way, βL = 1 gives the target probability density. We consider two reference measures: the
uniform reference measure µuni and the truncated normal reference measure µTG with the density
fU (u) ∝
∏8
k=1 1[−4,4](uk) exp(−‖uk‖22/2). Note that at layer 0, the ratio function is just the
tempered density pi0(x) in the original domain xk ∈ [ak,bk]. We employ the piecewise-linear
basis functions with n equally spaced interior collocation points for both reference measures.
In addition, we tune TT-cross (Algorithm 4) using three parameters: the initial TT rank R0,
enrichment TT ranks ρ1 = · · · = ρd−1 = Rho, and the maximum number of TT-cross iterations
MaxIt. Those define uniquely the maximum TT rank Rmax = R0 + Rho · MaxIt.
Firstly, we vary one tuning variable at a time and investigate its impact on the efficiency and
computational cost of the DIRT. We take the number of posterior density function evaluations
in TT-cross in each DIRT layer to measure the computational cost for building DIRT.
In Figure 3, we vary the enrichment rank Rho and the number of TT-cross iterations MaxIt.
The initial TT rank R0 is adjusted such that the maximum TT rank is 13 in all cases. We
set the number of collocation points to be n = 16. All the DIRTs are constructed using the
approximate ratio (58). With each Rho and MaxIt, we repeat the IRT-MCMC and IRT-IS for 10
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Fig. 4: IACT±standard deviation over 10 runs (a), N/ESS(N)±standard deviation over 10 runs
(b), and number of density evaluations in TT-cross at each layer (c) with varying maximum TT
ranks Rmax and different reference measures. For the uniform reference, MaxIt = 3 and Rho = 3
are used. For the truncated normal reference, MaxIt = 1 and Rho = 0 are used.
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Fig. 5: IACT±standard deviation over 10 runs (a), N/ESS(N)±standard deviation over 10 runs
(b), and number of density evaluations in TT-cross at each layer (c) for varying numbers of
collocation points n and different reference measures. For the uniform reference, MaxIt = 3 and
Rho = 3 are used. For the truncated normal reference, MaxIt = 1 and Rho = 0 are used.
experiments and report the estimated mean and standard deviation of the efficiency indicators.
For the uniform reference (Figure 3 (a) and (d)), carrying out MaxIt = 1 iteration gives very
inaccurate results with IACT > 10 and N/ESS(N) > 10. Increasing the number of TT-cross
iterations for the uniform reference measure significantly improves the DIRT accuracy. Since
the ratio function varies considerably from layer to layer, TT-cross needs at least 3 iterations
and a nontrivial enrichment to adapt the approximation to the new function. This comes at the
expense of tripling the number of density evaluations, in addition to those needed to compute the
enrichment, as shown in Figure 3 (c). In contrast, using the truncated normal reference measure
(Figure 3 (b) and (e)) can significantly improve the efficiency in this example. With only one
TT-cross iteration, it can reduce the final IACT to below 4 and N/ESS(N) to below 3.
Remark 12 At levels k > 0 of the DIRT construction, the ratio functions may have a similar
shape (cf. Fig. 1). Thus, one can take the FTT of the ratio function at the previous level k > 0
as the initial guess for building FTT at level k+1. This initialization provides good index sets in
TT-cross, such that only one TT-cross iteration is sufficient with the truncated normal reference
measure.
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In Figure 4, we vary the maximum TT rank Rmax. With the uniform reference, we set Rho = 3
and MaxIt = 3. With the truncated normal reference, we set Rho = 0 and MaxIt = 1, which
makes the number of density evaluations equal to the number of degrees of freedom in the FTT
decomposition, n1r1+
∑d−1
k=2 nkrk−1rk+rd−1nd = (d−2)nR2max+2nRmax. We observe that the two
reference measures give eventually comparable IACTs and ESSs with increasing Rmax. However,
the truncated normal reference achieves this with much fewer density evaluations.
In Figure 4, we compare also the approximate ratio (58) used in all experiments with the
exact ratio (56). The diamond shaped markers in Figure 4 (a) and (b) show IACTs and ESSs
obtained by the exact ratio approach. In this example, it gives worse results with a larger IACT
and N/ESS(N) for the truncated normal reference measure with lower Rmax values, and does not
lead to any meaningful results for the uniform reference measure.
In Figure 5, we vary the number of collocation points n used in each dimension. The truncated
normal reference starts with a larger error since n = 10 points cannot resolve the rather large
reference domain [−4, 4]. With increasing n, the IACT obtained using the truncated normal
reference decays rapidly. In comparison, the IACT obtained using the uniform reference exhibits
a spike and does not show rapid decay with increasing n. This may be caused by the boundary
layers in the ratio function. Similar trends are observed in the reported N/ESS(N). Again, the
truncated normal reference requires significantly fewer density evaluations to achieve the same
level of accuracy compared to the uniform reference in this experiment.
Next, we benchmark DIRT with the truncated normal reference, MaxIt = 1, Rho = 0, n = 16,
and R0 = Rmax = 13 against other sampling algorithms, including the Delayed Rejection Adaptive
Metropolis (DRAM) [23] and the Stein variational Newton (SVN) [12]. DRAM is initialized with
the covariance matrix 5I, adaptation scale 2.4/
√
d, adaptation interval 10 and delayed rejection
scale 2. These parameters are commonly recommended in general case. For this example, SVN
is sensitive to the choice of the step size and to the initial distribution of particles. We choose
the step size to be 2 · 10−2 and generate the initial particle set from the normal distribution
N (xtrue, (2 · 10−2xtrue)2), which gives a reasonable balance between the stability and the rate
of convergence. We carry out 23 Newton iterations in SVN to approach stationarity.
We simulate each method M = 10 times with N samples produced in each simulation,
denoted by {x(`,j)}Nj=1, where ` = 1, ...,M indexes the simulations. For each simulation, we
compute the empirical posterior covariance matrix C` = 1N
∑N
j=1(x
(`,j) − x¯`)(x(`,j) − x¯`)>,
where x¯` = 1N
∑N
j=1 x
(`,j) is the empirical posterior mean. Then, we use the average deviation
of covariance matrices to benchmark the sampling performance of different sampling algorithms.
Here we employ the Fo¨rstner-Moonen distance [16] over the cone of symmetric and positive
definite (SPD) matrices,
dFM(A,B) =
d∑
i=1
ln2
(
λi(A,B)
)
,
where λi(A,B) denotes the i-th generalised eigenvalue of the pair of SPD matrices (A,B),
to measure the deviation. This way, averaging the Fo¨rstner-Moonen distance between the `-th
empirical covariance matrix and the average covariance matrix over all M simulations,
EC = 1
M
M∑
`=1
dFM(C
`, C¯), where C¯ =
1
M
M∑
`=1
C`, (67)
provides an estimated deviation of empirical covariance matrices computed by a given algorithm.
In Figure 6, we plot the covariance deviations (67) obtained by IRT-MCMC, DRAM, and
SVN versus the total number of target density function evaluations and the total CPU time
needed by each algorithm. Here the reported total numbers of density evaluations and CPU
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times include the construction of DIRT in each simulation experiment. The 10 independent
simulations are run in parallel on a workstation with a Intel Xeon E5-2640v4 CPU at 2.4GHz.
We can notice that DIRT produces estimated covariance matrices with smallest deviations in
almost all tests. Moreover, DIRT is computationally more efficient in terms of the CPU time,
because the evaluation of DIRT can take advantage of vector instructions.
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Ntotal
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Fig. 6: Estimated deviation of empirical covariance matrices (67) computed by IRT-MCMC,
DRAM and SVN for different total numbers of density evaluations (left) and CPU times (right).
6.2 Lorenz-96
This is a widely used benchmark model in atmospheric circulations. We consider a Lorenz-96
model that is specified by the system of ODEs
dPi(t)
dt
= (Pi+1 − Pi−2)Pi−1 − Pi + 8, for i = 1, ..., d, (68)
with periodic boundary conditions and an unknown initial condition Pi(0) = xi for i = 1, ..., d.
The state dimension is set to d = 40. Observing noisy states with even indices at the final time
T = 0.1, we aim to infer the initial state x in this example. This way, we have observed data
y ∈ R d2 and can define a forward model G : X 7→ Rd/2 in the form of G(x) = [P2k(T )]d/2k=1 to
represent simulated observables for a given initial condition x.
Assuming i.i.d. normal noise in the observed data and assigning a truncated normal prior
density to the initial condition, we have the unnormalized posterior density
pi(x) = exp
(
− 1
2σ2
‖G(x)− y‖22
) d∏
k=1
(
1[−10,10](xk) exp
(− 1
2
(xk − 1)2
))
.
We use a synthetic data set y = G(xtrue) +η, where xtrue is drawn from ∼ N (1, 10−4Id), and η
is a realisation of the i.i.d. zero mean normal noise with the standard deviation σ = 10−1.
For the TT-cross approximations, we use the truncated normal reference measure on [−3, 3]d,
piecewise linear basis functions with n = 15 interior collocation points, MaxIt = 1 TT-cross
iteration, and TT ranks Rmax = 15. DIRT is built with the tempered density
pik(x) = exp
(
− βk
2σ2
‖G(x)− y‖22
)
·
d∏
k=1
(
1[−10,10](xk) exp
(− β0.25k
2
(xk − 1)2
))
,
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Fig. 7: Lorenz-96 model, true initial state (solid red) and posterior expectation, mean (blue
dashed) ± 2 standard deviations (shaded area).
with β0 = 10
−4 and βk+1 =
√
10 · βk. This way, we need L = 8 layers to reach the posterior
density. A weaker tempering of the prior is used to reduce its impact on the intermediate levels.
This allows most of the intermediate DIRT levels to be used to bridge the more complicated
likelihood. This setup requires a total of 1.2× 106 density evaluations in TT-cross at all layers,
and provides an average ESS of N/1.55 in IRT-IS and an average IACT of 2.6 in IRT-MCMC.
Using the posterior density, we can quantify the uncertainty of the inferred initial state and
make predictions of the terminal state. The predicted initial state is shown in Figure 7. Note
that the chaotic regime of Lorenz-96 makes it difficult to predict the unobserved odd coordinates.
Nevertheless, DIRT demonstrates high numerical and sampling efficiency in approximating this
complicated posterior.
6.3 Elliptic PDE
In the third example, we apply both SIRT and DIRT to the classical inverse problem governed
by the stochastic diffusion equation
−∇ · (κd(s;x)∇u(s)) = 0 on s ∈ D := (0, 1)2, (69)
with Dirichlet boundary conditions u|s1=0 = 1 and u|s1=1 = 0 on the left and right boundaries,
and homogeneous Neumann conditions on other boundaries. The goal is to infer the unknown
diffusion coefficient κd(s;x) from incomplete observations of the potential function u(s). Here
we adopt the same setup used in [14, 54].
6.3.1 Posterior density
The unknown diffusion coefficient κd(s;x) is parametrized by a d-dimensional random variable
x. We take each of the parameters xk, k = 1, ..., d, to be uniformly distributed on [−
√
3,
√
3].
Then, for any x ∈ [−√3,√3]d and s = (s1, s2) ∈ D, the logarithm of the diffusion coefficient at
s is defined by the following expansion
lnκd(s;x) =
d∑
k=1
xk
√
ηk cos(2piρ1(k)s1) cos(2piρ2(k)s2), (70)
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where
ηk =
k−(ν+1)∑d
k=1 k
−(ν+1) , ρ1(k) = k−
τ(k)2 + τ(k)
2
, ρ2(k) = τ(k)−ρ1(k), and τ(k) =
⌊√1 + k/2− 1
2
⌋
.
To discretise the PDE in (69), we tessellate the spatial domain D with a uniform Cartesian grid
with mesh size h. Then, we replace the infinite dimensional solution u ∈ V ≡ H1(D) by the
continuous, piecewise bilinear finite element (FE) approximation uh ∈ Vh associated with the
discretisation grid. To find uh, we solve the resulting Galerkin system using a sparse direct solver.
A fixed discretisation with d = 11, h = 2−6, and ν = 2 is used in this example.
The observed data y ∈ Rm consist of m local averages of the potential function u(s) over
subdomains Di ⊂ D, i = 1, ...,m. To simulate the observable model outputs, we define the
forward model Gh : X 7→ Rm with
Ghi (x) =
1
|Di|
∫
Di
uh(s;x)ds, i = 1, ...,m .
The subdomains Di are squares with side length 2/(
√
m + 1) centred at the interior vertices of
a uniform Cartesian grid on D = [0, 1]2 with grid size 1/(
√
m + 1), which form an overlapping
partition of D. Synthetic data for these m local averages are produced from the “true” parameter
xtrue = (1.5, ..., 1.5) by adding i.i.d. zero mean normally distributed noise with the standard
deviation σ. This way, we have the unnormalized posterior density
pi(x) = exp
(
− 1
2σ2
∥∥Gh(x)− y∥∥2
2
) d∏
k=1
(
1[−√3,√3](xk)
)
.
6.3.2 Numerical results
In this example, we compare the impact of different tempering schemes, different numbers of
measurements, and different measurement noise levels on DIRT. We also compare different basis
functions used in the DIRT construction. In all experiments, we feed N = 216 independent
samples generated by DIRT to both IRT-MCMC and IRT-IS.
In Figure 8, we compare DIRT with three different tempering sequences β = [β0, ..., βL],
varying the grid size n and the TT ranks Rmax. Note that with L = 0 we have the single-layer
SIRT. The reported number of density function evaluations is a sum of the numbers of evaluations
in TT-cross at all layers. We use the truncated normal reference measure on [−4, 4]d with both
piecewise linear and Fourier bases for the multilayer DIRT.
With the noise variance σ2 = 10−2 and a rather small data size m = 32, the posterior density
is relatively simple to characterise, and hence can be tackled directly using the single-layer SIRT
(see the case L = 0 in Figure 8 and [14]). However, the multilayer DIRT uses much smaller
number of collocation points and TT ranks for producing an approximate posterior density with
the same accuracy. Here the 3-layer DIRT needs only 10% of the density evaluations required for
the single-layer counterpart.
Next, we test the multilayer DIRT on more difficult posterior densities, with larger numbers
of measurements and smaller observation noise. We set the number of collocation points to be
n = 16, maximum TT-cross iteration to be MaxIt = 1, and maximum TT rank to be Rmax = 12. In
Figure 9, we fix σ2 = 10−2 and vary the number of measurements. Since halving the measurement
grid size 2/(
√
m + 1) corresponds to multiplying m by approximately a factor of 4, we use a
different tempering strategy, starting with β0 = 4
−dlog4me, and setting βk+1 = 4 · βk for next
layers. This way, the number of layers grows proportionally to logm, and the number of density
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Fig. 8: Elliptic PDE with σ2 = 10−2 and m = 32. IACT vs. number of density evaluations
in DIRT for different number of layers: L = 0 (β = 1), L = 1 (β = {0.1, 1}) and L = 2
(β = {0.1,√0.1, 1}). Note Rmax varying from 8 to 32 on L = 0, but only from 4 to 8 on L = 2.
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Fig. 9: Elliptic PDE with varying numbers of measurements m. (a): Total Number of density
evaluations in all layers; (b): reciprocal sample size; and (c): IACT. Tempering is carried out with
β0 = 4
−dlog4me, βk+1 = 4 · βk. TT-cross parameters: n = 16, Rmax = R0 = 12, and MaxIt = 1.
evaluations in TT-cross for fixed TT ranks is also proportional to logm, which can be confirmed
by Figure 9 (a). Here we can see that the Fourier basis is significantly more accurate than the
piecewise-linear basis for the same grid size. With the linear basis, both IACT and N/ESS(N)
grow logarithmically in the number of measurements. With the Fourier basis, the IACT stays
almost constant below 1.5 and the N/ESS(N) stays almost constant below 1.1, increasing slightly
only for the most difficult case with m = 312 (Figure 9 (b) and (c)). With increasing number
of measurements, the likelihood becomes more concentrated. This makes it more challenging
to characterise the posterior using prior-based approaches such as QMC [54] or single-layer TT
approximation. For example, even with a much larger number of collocation points n = 65 and
5 iterations of TT-cross (giving a maximal TT rank of 41), we still can not produce reasonable
results for m = 152 with the single-layer SIRT.
We carry out an additional test with decreasing noise variance σ2. In Figure 10, we fix m = 152
and vary σ2 from 10−1 to 10−5. In this experiment, fixing TT ranks becomes insufficient for
representing posterior densities with low observation noise. In particular, the piecewise linear
basis does not have sufficient accuracy for the case of the smallest noise variance. In contrast,
the Fourier basis can still retain low IACT and N/ESS(N) for low noise variance cases, where
IACT and N/ESS(N) grow proportionally to log σ. Together with the log-scaling of the number
of evaluations, the effective complexity of the entire IRT-MCMC and IRT-IS schemes becomes
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poly-logarithmic in the variance. Although the Fourier basis is computationally more expensive
to evaluate than the piecewise-linear basis, with a factor of 2.5 in the worst case scenario in this
experiment, this additional computational effort is well compensated by a much higher accuracy.
This makes DIRT a viable approach for a range of concentrated distributions.
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Fig. 10: Elliptic PDE with varying noise variances σ2. (a): Total numbers of density evaluations
in all layers; (b): reciprocal sample size; (c) IACT. Tempering is carried out with β0 = 0.1σ
2,
βk+1 =
√
10 · βk. TT parameters: n = 16, TT rank 20, one TT-cross iteration.
6.4 Parabolic PDE
In the fourth example, we consider an inverse problem of identifying the diffusion coefficient of a
two-dimensional parabolic PDE from point observations of its solution. In the problem domain
D = [0, 3] × [0, 1], with boundary ∂D, we model the time-varying potential function p(s, t) for
given diffusion coefficient field κd(s) and forcing function f(s, t) using the heat equation
∂p(s, t)
∂t
= ∇ · (κd(s;x)∇p(s, t)) + f(s, t), s ∈ D, t ∈ [0, T ], (71)
where T = 10. Parabolic PDEs of this type are widely used in modeling groundwater flow, optical
diffusion tomography, the diffusion of thermal energy, and numerous other common scenarios for
inverse problems. Let ∂Dn = {s ∈ ∂D | s2 = 0} ∪ {s ∈ ∂D | s2 = 1} denote the top and bottom
boundaries, and ∂Dd = {s ∈ ∂Ω | s1 = 0}∪{s ∈ ∂Ω | s1 = 3} denote the left and right boundaries.
For t ≥ 0, we impose the mixed boundary condition:
p(s, t) = 0,∀s ∈ ∂Dd, and (κd(s; θ)∇p(s, t)) · n(s) = 0,∀x ∈ ∂Dn,
where n(s) is the outward normal vector on the boundary. We also impose a zero initial condition,
i.e., p(s, 0) = 0,∀s ∈ D, and let the potential field be driven by a time-invariant forcing function
f(s, t) = c
(
exp
(− 1
2r2
‖s− a‖2)− exp (− 1
2r2
‖s− b‖2)),∀t ≥ 0,
with r = 0.05, which is the superposition of two normal-shaped sink/source terms centered at
a = (0.5, 0.5) and b = (2.5, 0.5), scaled by a constant c = 5pi × 10−5.
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6.4.1 Posterior density
The logarithm of the diffusion coefficient, lnκd(s;x), is endowed with the process convolution
prior [25],
lnκd(s;x) = ln κ¯+
d∑
k=1
xk exp
(
− 1
2
‖s− s(k)‖2
)
, (72)
where d = 27, ln κ¯ = −5, each coefficient xk follows a standard normal prior N (0, 1) (which
can be truncated to [−5, 5] with sufficient accuracy), and s(k), k = 1, ..., d are centers of the
kernel functions (shown as blue crosses in Figure 11 (a)). Similarly to the previous example, the
potential function p(s, t) in (71) is approximated by ph(s, t) using the finite element method with
piecewise bilinear basis functions and implicit Euler time integration.
Fig. 11: Setup of the parabolic example. (a): Logarithm of the “true” diffusion coefficient and d =
27 centers of the process convolution prior (blue crosses); (b): the potential function ph(s, t;xtrue)
at t = 0.1, computed with h = 1/80; and (c): the potential function ph(s, t;xtrue) at t = 10.
Black dots in (b) and (c) are locations of measurements.
The observed data y ∈ Rm×nT consist of the time-varying potential function p(s, t) measured
at m = 13 locations (shown as black dots in Figure 11 (b) and (c)) at nT = 10 discrete time
points equally spaced between t = 1 and t = 10. To simulate the observable model outputs, we
define the forward model Gh : X 7→ Rm×nT with
Ghi,j(x) = ph(si, tj ;x), i = 1, ...,m, j = 1, ..., nT .
Using a “true” parameter xtrue drawn from the prior distribution and a forward model with
h = 1/80, synthetic data y ∈ Rm×nT are produced by adding i.i.d. normal noise with zero mean
and the standard deviation σ = 1.65× 10−2 to Gh(xtrue). The corresponding lnκd(s;xtrue) and
the simulated potential function at several time snapshots are shown in Figure 11. The standard
deviation σ = 1.65 × 10−2 corresponds to a signal-to-noise ratio of 10. This way, we have the
unnormalized posterior density
pi(x) = exp
(
− 1
2σ2
∥∥Gh(x)− y∥∥2
F
) d∏
k=1
(
1[−5,5](xk) exp
(− 1
2
x2k
))
.
6.4.2 Numerical results
To construct DIRT, we employ a geometric grading in β, refining towards 1,
log10 βk ∈ {−5,−4,−3,−2.5,−2,−1.5,−1,−0.75,−0.5,−0.25, 0}.
Deep Inverse Rosenblatt Transport 37
The posterior is very concentrated in this example, so we employ separate tempering of prior
and likelihood in the bridging densities,
pik(x) = exp
(
− βk
2σ2
∥∥Gh(x)− y∥∥2
F
) d∏
k=1
(
1[−5,5](xk) exp
(− β0.01k
2
x2k
))
.
in which a weakly tempered prior is used. We use a truncated normal reference measure on
the domain (−4, 4]d with the Fourier basis to build DIRT. In TT-cross, a maximum iteration
MaxIt = 1 without enrichment (Rho = 0) is used. The number of collocation points in each
dimension is set to be n = 16 and the TT ranks are chosen to be R0 = Rmax = Rk, where
Rk ∈ {15, 15, 15, 15, 15, 15, 13, 9, 9, 8, 7}
at the k-th layer of DIRT.
The PDE in (71) is computationally expensive to solve. Here our goal is to explore the
posterior density defined by a forward model, Ghf , with refined grid size hf = 1/80. A coarse
forward model, Ghc with hc = 1/20, and an intermediate forward model, G
hm with hm =
1/40, are used in defining the bridge densities to speed-up the DIRT construction. In numerical
experiments, we consider the CPU time of solving the coarse model evaluation as one work unit.
The CPU times for evaluating the intermediate model and the fine model are about 12.5 work
units and 160 work units, respectively.
In the first experiment, we employ the coarse forward model, Ghc , to compare the sampling
performance of DIRT with that of DRAM. The results are reported in Figure 12 (a), where
the number of independent samples is calculated as the length of the Markov chain divided
by the estimated IACT. The estimated IACTs for DRAM and DIRT are about 132 and 3.04,
respectively, and the importance sampling with DIRT produces ESS = N/1.5. For DRAM, we
exclude the burn-in samples in the number of work units, whereas the number of work units for the
DIRT includes the construction cost of DIRT (993392 density evaluations). In this experiment,
despite the high construction cost, DIRT can generate a Markov chain with almost independent
samples, which is significantly more efficient than DRAM. Furthermore, the construction cost
of DIRT will be less significant if one needs to generate more posterior samples, as shown in
Figure 12 (a).
In the second experiment, we demonstrate the construction of DIRT using not only the bridge
densities with different temperatures, but also the forward models with different grid resolutions.
For initial temperatures such that βk < 10
−0.5, we use the coarse forward model Ghc . For
βk = 10
−0.5 and βk = 10−0.25, we use the intermediate forward model Ghm . For βk = 1 we use
the fine forward model Ghf , so that the fine model is used to define the target posterior density.
We need 915024, 58544, and, 19824 evaluations of the coarse, intermediate, and fine models,
respectively, to construct DIRT. Once the DIRT is constructed, Algorithm 1 generates a Markov
chain with IACT 2.87 that samples the posterior defined by the fine model. Again, the importance
sampling is more efficient with ESS = N/1.78. The number of independent samples versus the
number of work units is reported in Figure 12 (b). In this experiment, it is computationally
infeasible to apply DRAM directly (or any MCMC in general) to sample the posterior defined by
the fine model. In contrast, the evaluation of DIRT and the corresponding posterior densities can
be embarrassingly parallelised, which can further accelerate the posterior inference using high-
performance computers. The IRT-IS algorithm can bypass the construction of Markov chains,
which makes it suitable to be integrated into multilevel Monte Carlo or multilevel quasi Monte
Carlo estimators to improve the convergence rate of the computation of posterior expectations.
We leave this as a future research question.
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(a) single-level coarse model
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(b) multi-level model
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Fig. 12: Number of independent samples computed by IRT-MCMC, IRT-IS, and DRAM versus
the total computational cost. (a): Comparison using a single level coarse model. (b) Comparison
using the multilevel model in the DIRT construction. In both plots, the construction costs of
IRT-MCMC and IRT-IS are included, whereas the burn-in cost of DRAM is not included. The
work unit is the computational cost of one coarse model evaluation.
7 Conclusion
We have enabled functional tensor decompositions of complicated and concentrated continuous
probability density functions that suffer from impractically large tensor ranks when approximated
directly. Instead, we build an adaptive sequential change of coordinates that drives the target
density towards a product function. This change of variables is realised by the composition of
monotonicity-preserving SIRTs computed from FTT factorisations of ratios of bridging densities.
Each of the ratio functions recovers one scale of correlations of the target density, and hence it can
be approximated with fixed TT ranks. Together with the triangular structure of the Rosenblatt
transport, this makes the total complexity linear in the number of variables.
This deep composition of the inverse Rosenblatt transports shares similarities with deep
neural networks with nonlinear activation functions. However, DIRT has several advantages.
– Each DIRT layer, defined by the bridging densities, can be associated to the scale of noise or
observation function. Any prior knowledge of model hierarchies can improve the selection of
bridging densities. In contrast, the influence of a particular fully-connected layer in a neural
network is difficult to predict or understand.
– DIRT layers can be computed independently. As soon as the layer is approximated up to
the desired accuracy, it can be saved and never recomputed again. This enables a simple
interactive construction, where the tuning parameters can be set layer per layer. Neural
networks require optimisation of all layers simultaneously.
– The construction of each DIRT layer is powered by efficient TT-cross algorithms, which
can converge much faster than the stochastic gradient descent used by neural networks in
many cases. The dense linear algebra operations used by FTT decompositions can take full
advantage of modern CPU and GPU vectorisations, whereas an embarrassing parallelism with
respect to target density evaluations is well scalable to modern high performance computers.
This work opens many potential applications and further enhancements of DIRT. For exam-
ple, the transport maps defined by DIRT can be naturally extended to approximate the optimal
biasing density in importance sampling, which can be valuable for solving rare event simulations.
In Section 6.4, we offered some preliminary investigation on constructing DIRT using multilevel
models. The multilevel idea can be further integrated with DIRT to improve the convergence
rate of the importance sampling estimator. For problems involving extremely high-dimensional
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or infinite-dimensional random variables, DIRT can be combined with the likelihood informed
subspace (LIS) [9, 57, 62] to characterise the highly non-Gaussian effective random variable di-
mensions identified by LIS. In addition, for sequential Bayesian inference, we can apply DIRT to
iteratively characterise the filtered posterior measures changing over time, where the evolution
of the random states and time-dependent observations naturally define a sequence of bridging
measures.
8 Appendices
8.1 Appendix A: construction of FTT by cross interpolation
Here we recall an alternating iteration algorithm for constructing the FTT decomposition of a
multivariate function h : X 7→ R. We seek an FTT of the form
h(x) ≈ h˜(x) =
r0∑
α0=1
r1∑
α1=1
· · ·
rd∑
αd=1
H(α0,α1)1 (x1) · · ·H(αk−1,αk)k (xk) · · ·H(αd−1,αd)d (xd), (73)
with r0 = rd = 1. Each univariate function H(αk−1,αk)k (xk) : Xk 7→ R is represented as a linear
combination of a set of nk basis functions {φ(i)k (xk)}nki=1, that is,
H(αk−1,αk)k (xk) =
nk∑
i=1
φ
(i)
k (xk)Ak[αk−1, i, αk], (74)
where Ak ∈ Rrk−1×nk×rk is (the coefficient tensor of) the k-th TT core. The number of degrees
of freedom in the FTT decomposition, that is, in the tensors {Ak}dk=1, is linear in d provided
the TT ranks r0, ..., rd are bounded. For the numerical efficiency it is essential that the TT cores
can be constructed using a similar number of evaluations of h(x). This can be achieved using
cross interpolation methods. The following definition is used to construct cross interpolations.
Definition 1 For each variable xk, we consider a set of interpolation basis functions that can
be represented by a vector-valued function φk(xk) =
[
φ
(1)
k (xk), · · · , φ(nk)k (xk)
] ∈ R1×nk , and a
set of collocation points Xk = {x(i)k }nki=1 such that the Vandermonde matrix
φk(Xk) ≡
[
φk(x
(i)
k )
] ∈ Rnk×nk , (75)
is an identity matrix. A typical construction is the (piecewise) Lagrange basis functions defined
by a point set Xk. We can also construct the interpolation basis from other basis functions of a
separable Hilbert space, denoted by ψk(xk) =
[
ψ
(1)
k (xk), · · · , ψ(nk)k (xk)
] ∈ R1×nk , and a point
set Xk with a nonsingular Vandermonde matrix by setting
φk(xk) = ψk(xk)ψk(Xk)
−1.
Specifically, if ψk(xk) is a set of λk-orthogonal functions and Xk are the roots of the function
ψ
(nk+1)
k (xk), we recover the pseudo-spectral methods and have
ψk(Xk)
−1 = ψk(Xk)
>diag(ωk),
where the vector ωk ∈ Rnk contains quadrature weights associated with Xk and diag(·) brings a
vector into a diagonal matrix.
Furthermore, we define the mass matrix Mk =
∫
φk(xk)
>φk(xk)λk(xk)dxk. We let Lk ∈
Rnk×nk be the Cholesky factor of the mass matrix, i.e., LkL
>
k = Mk. For an interpolation basis
constructed from λk-orthogonal functions and the roots of ψ
(nk+1)
k (xk), we have Mk = diag(ωk).
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8.1.1 Two dimensional case
Consider first the FTT decomposition of a bivariate function
h(x1,x2) ≈ h˜(x1,x2) =
r∑
α=1
H(α)1 (x1)H(α)2 (x2), (76)
where the rank-r cores
H1(x1) ≡ φ1(x1)A1 ∈ R1×r and H2(x2) ≡ A2φ2(x2)> ∈ Rr×1
are specified by basis functions φ1(x1) ∈ R1×n1 and φ2(x2) ∈ R1×n2 , and the corresponding
coefficient matrices A1 ∈ Rn1×r and A2 ∈ Rr×n2 , respectively. We aim to recover A1 and A2
such that the L2 norm of the error∥∥h(x1,x2)−H1(x1)H2(x2)∥∥L2λ(X ),
is minimised. Note that with interpolation bases, the matrices A1 and A2 are also pointwise
evaluations of the functions H1(x1) and H2(x2) at collocation points X1 and X2, respectively.
This way, h(x1,x2) yields a discrete approximation
h(x1,x2) ≈ φ1(x1)h(X1, X2)φ2(x2)>, (77)
where h(X1, X2) ≡ [h(x(i)1 ,x(j)2 )] ∈ Rn1×n2 for x(i)1 ∈ X1 and x(j)2 ∈ X2 is the matrix of nodal
values of h(x1,x2) similarly to (75). This way, the L
2 error of the continuous factorisation yields
a discrete approximation∥∥h(x1,x2)−H1(x1)H2(x2)∥∥L2λ(X ) ≈ ∥∥φ1(x1)(h(X1, X2)> −A1A2)φ2(x2)>∥∥L2λ(X )
=
∥∥L>1 (h(X1, X2)−A1A2)L2∥∥F . (78)
Thus, we can recover the matrices A1 and A2 by solving some low-rank matrix factorisation of
h(X1, X2). However, assembling the matrix h(X1, X2) requires evaluating the function h(x1,x2) at
the Cartesian union of the collocation points X1 × X2, which can be computationally prohibitive
in the generalisation to d > 2.
Instead, we can use some interpolation point sets X1 ⊂ X1 and X2 ⊂ X2 of cardinality #X1 =
#X2 = r such that the matrix h(X1, X2) ∈ Rr×r is nonsingular, and rank-r interpolation cores
G1(x1) ≡ φ1(x1)B1 and G2(x2) ≡ B2φ2(x2)>,
with B1 ∈ Rn1×r and B2 ∈ Rr×n2 , to approximate h(x1,x2) by interpolation. The interpolation
cores satisfy the property that G1(X1) and G2(X2) are identity matrices. This yields interpolated
approximations to h(x1,x2), for example,
h(x1,x2) ≈ G1(x1)h(X1,x2) and h(x1,x2) ≈ G1(x1)h(X1, X2)G2(x2).
This way, the goal becomes identifying the optimal point sets (X1, X2) and the cores (G1,G2) that
minimise the interpolated rank-r factorisation error∥∥h(x1,x2)− G1(x1)h(X1, X2)G2(x2)∥∥L2λ(X ). (79)
In practice, an alternating direction strategy can be employed to solve the above nonlinear
minimisation problem via a sequence of subproblems at a lower computational cost compared
Deep Inverse Rosenblatt Transport 41
to that of the full matrix factorisation induced by (78). For example, we start from some initial
guess of B2 and X2 to solve for B1 and X1 via the minimisation problem
B1, X1 = arg min
B′1,X′1
∥∥h(x1, X2)B2φ2(x2)> − φ1(x1)B′1h(X′1, X2)B2φ2(x2)>∥∥L2λ(X ), (80)
then we use the updated B1 and X1 to renew B2 and X2 via
B2, X2 = arg min
B′2,X′2
∥∥φ1(x1)B1h(X1,x2)− φ1(x1)B1h(X1, X′2)B′2φ2(x2)>∥∥L2λ(X ),
and repeat until convergence. Given the collocation points X1 and X2, the coefficient matrices B1
and B2 satisfy a simple quadratic optimisation, and can be computed from
B1h(X1, X2) = h(X1, X2) and h(X1, X2)B2 = h(X1, X2), (81)
respectively. Solving (81) only requires (n1 + n2 − r)r evaluations of h(x1,x2).
In (81), one needs to find the interpolation point sets X1 and X2 so that the resulting inter-
polation operator is an optimal approximation to the projection operator that spans the same
linear subspace. However, finding the optimal interpolation point sets is an NP-hard problem.
In practice, accurate quasi-optimal solutions can be obtained by greedy algorithms such as the
(discrete) empirical interpolation [1, 8] or the maximum volume (MaxVol) [19, 20, 21] methods.
Here we outline the procedure of the MaxVol algorithm [19] for solving (80), which can be equiv-
alently expressed as the problem of searching for an index set I ⊂ {1, ..., n} of cardinality r such
that the norm of B = HH−1 ∈ Rn×r is minimized. Here H = H[I, :] ∈ Rr×r is the submatrix of
a given matrix H in the MATLAB notation. For example, one can have H = h(X1, X2), and then
the interpolation point set X1 is given by I and the coefficient matrix is set by B1 = B.
Algorithm 3 MaxVol
1: Choose an initial set I and a stopping threshold δ > 0.
2: while maxi,j |B[i, j]| > 1 + δ do
3: Let i?, j? = arg maxi,j |B[i, j]|.
4: Replace the index I[j?] in the set by i?.
5: Recompute H = H[I, :] and B = HH−1.
6: end while
Given an initial index set, which can be chosen as the r dominant pivots from Gaussian
elimination, MaxVol proceeds as Algorithm 3. Note that B[I, :] ∈ Rr×r is an identity matrix by
construction. MaxVol ensures that no other row is more “important” by searching for a dominant
submatrix H such that |B[i, j]| ≤ 1 + δ, which is a proxy to the maximum volume submatrix H?
such that |det(H?)| = maxI |det(H[I, :])|. The update of B can be computed efficiently via the
Sherman-Morrison-Woodbury formula [19] with a total cost of O(nr2) per iteration.
For the numerical stability it is beneficial to compute the thin generalised QR factoriza-
tion HR = h(X1, X2), where the matrix H has M1-orthonormal columns. This way, the set
of functions φ1(x1)H forms a λ1-orthogonal basis. The factorisation HR = h(X1, X2) can be
obtained by the thin QR factorization QR = L>1 h(X1, X2) and H = L
−>
1 Q. Then, one can
apply MaxVol to H, which is the evaluation of φ1(x1)H at X1, to select the index set I,
and thus the interpolation points X1 ⊂ X1. We have H[I, :] = h(X1, X2)R−1, which yields
B = HH[I, :]−1 = h(X1, X2)h(X1, X2)−1. Thus, we can set the coefficient matrix as B1 = B
and define the interpolation core G1(x1) ≡ φ1(x1)B1 such that G1(X1) is an identity matrix.
We can obtain (B1, X1) and (B2, X2) by applying MaxVol within alternating iterations. Then,
we can set A1 = B1 and A2 = h(X1, X2)B2 to recover the factorisation in the form of (76).
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8.1.2 Multi-dimensional case
The TT-cross algorithm [43] recursively extends (81) to d > 2. In the first step, we assume that
a reduced point set X>1 = {(x(α1)2 , ...,x(α1)d )} of r1 points is given. We can for example draw it
from some tractable reference measure. We compute an analogue of the first equation in (81)
A1h(X1, X>1) = h(X1, X>1) ∈ Rn1×r1 ,
where h(X1, X>1) = [h(x
(i1)
1 , x
(α1)
2 , ...,x
(α1)
d )] is a matrix filled with the function h(x) evaluated
at the “reduced” set of points X1×X>1. Now we apply MaxVol to compute reduced subsets I1 ⊂
{1, ..., n1} and X<2 = X1(I1) ⊂ X1. Similarly to the matrix B1 in the two dimensional case, we let
the actual TT core be the “stabilized” matrix A1 = H1H1[I1, :]−1, where H1R1 = h(X1, X>1) is
the generalised QR decomposition.
In the k-th step, we assume reduced point sets X<k = {x(αk−1)1 , ...,x(αk−1)k−1 } and X>k =
{x(αk)k+1 , ...,x(αk)d } are given. We can compute a third order tensor
Hk :=
[
h(x
(αk−1)
1 , ...,x
(αk−1)
k−1 , x
(ik)
k , x
(αk)
k+1 , ...,x
(αk)
d )
]
∈ Rrk−1×nk×rk , (82)
which consists of evaluations of h(x) at the Cartesian union of the sets X<k × Xk × X>k. We let
X<1 = X>d = ∅ to enable the notation for all k. We can unfold Hk into matrices of the form
H
(L)
k ∈ R(rk−1nk)×rk , H(R)k ∈ Rrk−1×(nkrk), (83)
such that
Hk[αk−1, ik, αk] = H(L)k [αk−1 + (ik − 1)rk−1, αk] = H(R)k [αk−1, ik + (αk − 1)nk].
The union of the indices αk−1 and ik corresponds to the union of the point sets X≤k := X<k×Xk.
Therefore, we can apply MaxVol to H
(L)
k (or a generalised QR factor thereof) to obtain a discrete
set Ik ⊂ {1, ..., rk−1nk}, and take a subsample of X≤k for the next recursion step, X<k+1 =
X≤k(Ik). Similarly for the kth TT core we define
B
(L)
k = H
(L)
k H
(L)
k (Ik, :)
−1, (84)
Ak[αk−1, ik, αk] = B(L)k [αk−1 + (ik − 1)rk−1, αk]. (85)
If the function h(x) admits an exact TT decomposition, and the initial point sets were chosen
such that all H
(L)
k are full-rank, the recursion defined above reconstructs the decomposition
exactly. However, in practice the initial point sets can be a poor interpolation sets. In this case
we can refine them by carrying out several iterations. Having computed Ad, we reverse the
recursion and iterate backwards, computing discrete sets Jk ⊂ {1, ..., nkrk} via MaxVol applied
to (H
(R)
k )
>, and setting X>k−1 = X≥k(Jk), where X≥k = Xk × X>k.
The second key ingredient is the adaptation of TT ranks. The TT ranks can be easily reduced.
For example, it is sufficient to replace the generalised QR factorization of H
(L)
k or (H
(R)
k )
>
by a generalised SVD, where the singular values below the desired threshold are truncated.
To increase the TT ranks, we can apply oversampling. Using the forward iteration (with k
increasing) as an example, we can compute the tensor Hk ∈ Rrk−1×nk×(rk+ρk) on the enriched
point set X<k × Xk × (X>k ∪ X˜>k), where X˜>k = {(x(αk)k+1 , ...,x(αk)d )}ρkαk=1 are auxiliary points.
These auxiliary points can be sampled at random [44], or more accurately, from a surrogate
of the error [15]. In the latter case, we carry out a second TT-cross to approximate the error
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h(x)− h˜(x) by a TT decomposition with TT ranks ρ1, ..., ρd−1, and take the MaxVol points of
the error as X˜>k. This enrichment of the solution with error or residual information has proven to
accelerate the convergence drastically even for small expansion ranks ρk when applied to solving
linear systems [15]. The pseudocode of the TT-cross is provided in Algorithm 4.
Algorithm 4 TT-cross
1: Choose initial sets X<k, k = 2, ..., d, stopping threshold δ > 0, enrichment TT ranks ρk.
2: while first iteration or ‖h˜(x)− h˜prev(x)‖ > δ‖h˜(x)‖ do
3: for k = d, d− 1, ..., 2 do . backward iteration
4: Sample Hk as shown in (82), optionally expanding X<k to X<k ∪ X˜<k.
5: Compute Jk from MaxVol on (H
(R)
k )
> or its SVD factor, let X>k−1 = X≥k(Jk).
6: end for
7: for k = 1, 2, ..., d− 1 do . forward iteration
8: Sample Hk as shown in (82), optionally expanding X>k to X>k ∪ X˜>k.
9: Compute Ik from MaxVol on H
(L)
k or its SVD factor, let X<k+1 = X≤k(Ik).
10: Reconstruct TT cores as shown in (84)–(85).
11: end for
12: Sample the last TT core Ad = Hd as shown in (82).
13: end while
The construction of the tensor in (82) suggests that the TT-cross requires
∑d
k=1 rk−1nkrk
evaluations of h(x) per iteration, which is proportional to the number of unknowns in the TT
cores. To enhance the robustness (at the expense of a larger number of function evaluations), one
may oversample Xk beyond nk basis functions, and use the rectangular MaxVol algorithm [40]
to oversample Ik, Jk+1 beyond rk indices. In this case, the matrix inverse in (84) is replaced
by a pseudoinverse. For our DIRT framework, the standard MaxVol equipped with the error
enrichment is sufficiently robust to factorise the ratio functions, so we proceed with Algorithm 4.
8.2 Appendix B: proof of Proposition 2
Recall the marginal function
pˆi≤k(x≤k) =
rk∑
`k=1
(
G1(x1) · · · Gk−1(xk−1)L( : ,`k)k (xk)
)2
, (86)
where Lk(xk) : Xk 7→ Rrk−1×rk is given by (25) with a coefficient tensor Bk ∈ Rrk−1×nk×rk . The
next marginal function pˆi<k(x<k) is defined by
pˆi<k(x<k) =
rk∑
`k=1
∫ (
G1(x1) · · · Gk−1(xk−1)L( : ,`k)k (xk)
)2
λk(xk) dxk
=
rk∑
`k=1
∫ ( rk−1∑
αk−1=1
G(αk−1)<k (x<k)L(αk−1,`k)k (xk)
)( rk−1∑
βk−1=1
G(βk−1)<k (x<k)L(βk−1,`k)k (xk)
)
λk(xk) dxk
=
rk−1∑
αk−1=1
rk−1∑
βk−1=1
G(αk−1)<k (x<k)G(βk−1)<k (x<k)Mk[αk−1, βk−1], (87)
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where the symmetric matrix Mk ∈ Rrk−1×rk−1 is given by
Mk[αk−1, βk−1] =
rk∑
`k=1
∫
L(αk−1,`k)k (xk)L(βk−1,`k)k (xk)λk(xk) dxk, (88)
and G<k is defined in (24). Plugging the expression (25) of Lk(xk) into (88), we obtain
Mk[αk−1, βk−1] =
rk∑
`k=1
∫ ( nk∑
i=1
φ
(i)
k (xk)Bk[αk−1, i, `k]
)( nk∑
j=1
φ
(j)
k (xk)Bk[βk−1, j, `k]
)
λk(xk) dxk
=
rk∑
`k=1
nk∑
i=1
nk∑
j=1
Bk[αk−1, i, `k]Bk[βk−1, j, `k]
∫
φ
(i)
k (xk)φ
(j)
k (xk)λk(xk) dxk
=
rk∑
`k=1
nk∑
i=1
nk∑
j=1
Bk[αk−1, i, `k]Bk[βk−1, j, `k] Mk[i, j] (89)
where Mk ∈ Rnk×nk is the symmetric positive definite mass matrix defined in 21. Given the
Cholesky factorisation LkL
>
k = Mk, we have Mk[i, j] =
∑nk
τ=1 Lk[i, τ ] Lk[j, τ ]. Substituting the
above identity into (89), we have
Mk[αk−1, βk−1] =
rk∑
`k=1
nk∑
i=1
nk∑
j=1
nk∑
τ=1
Bk[αk−1, i, `k]Bk[βk−1, j, `k] Lk[i, τ ] Lk[j, τ ]
=
rk∑
`k=1
nk∑
τ=1
( nk∑
i=1
Bk[αk−1, i, `k] Lk[i, τ ]
)( nk∑
j=1
Bk[βk−1, j, `k] Lk[j, τ ]
)
. (90)
Denoting Ck[αk−1, τ, `k] =
∑nk
i=1Bk[αk−1, i, `k] Lk[i, τ ] and unfolding Ck along the first coordi-
nate similarly to (83) to obtain a matrix C
(R)
k ∈ Rrk−1×(nkrk), we have
Mk[αk−1, βk−1] =
rk∑
`k=1
nk∑
τ=1
Ck[αk−1, τ, `k]Ck[βk−1, τ, `k] =
nkrk∑
ι=1
C
(R)
k [αk−1, ι] C
(R)
k [βk−1, ι].
Equivalently, we have Mk = C(R)k
(
C
(R)
k
)>
. This way, computing the thin QR factorisation
QkRk =
(
C
(R)
k
)>
,
we obtain the Cholesky factorisation R>k Rk =Mk where Rk ∈ Rrk−1×rk−1 is upper-triangular.
Substituting the identity
Mk[αk−1, βk−1] =
rk−1∑
`k−1=1
Rk[`k−1, αk−1] Rk[`k−1, βk−1],
into (87), the next marginal function pˆi<k(x<k) is defined by
pˆi<k(x<k) =
rk−1∑
`k−1=1
rk−1∑
αk−1=1
rk−1∑
βk−1=1
G(αk−1)<k (x<k)G(βk−1)<k (x<k) Rk[`k−1, αk−1] Rk[`k−1, βk−1]
=
rk−1∑
`k−1=1
( rk−1∑
αk−1=1
G(αk−1)<k (x<k) Rk[`k−1, αk−1]
)2
=
rk−1∑
`k−1=1
(
G1(x1) · · · Gk−2(xk−2)
rk−1∑
αk−1=1
G( : , αk−1)k−1 (xk−1) Rk[`k−1, αk−1]
)2
, (91)
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where the last line follows from the identity in (24). Following the recursive definition of Lk(xk)
in Proposition 2, we have
L( : ,`k−1)k−1 (xk−1) =
rk−1∑
αk−1=1
G( : , αk−1)k−1 (xk−1) Rk[`k−1, αk−1]. (92)
Substituting the definition of the FTT core
G(αk−1−1,αk−1)k−1 (xk−1) =
nk−1∑
i=1
φ
(i)
k−1(xk−1)Ak−1[αk−2, i, αk−1]
into (92), we have
L(αk−2,`k−1)k−1 (xk−1) =
nk−1∑
i=1
φ
(i)
k−1(xk−1)
( rk−1∑
αk−1=1
Ak−1[αk−2, i, αk−1] Rk[`k−1, αk−1]
)
.
Thus, defining the coefficient tensor
Bk−1[αk−2, i, `k−1] =
rk−1∑
αk−1=1
Ak−1[αk−2, i, αk−1] Rk[`k−1, αk−1],
we obtain the result of Proposition 2:
L(αk−2,`k−1)k−1 (xk−1) =
nk−1∑
i=1
φ
(i)
k−1(xk−1)Bk−1[αk−2, i, `k−1].
By setting index k = 1 and repeating the above procedure, we can obtain the normalising
constant zˆ =
∫
X1 pˆi≤1(x1)λ1(x1)dx1 = R
2
1, where R1 ∈ R as the unfolded C1 along the first
coordinate is a row vector C
(R)
1 ∈ R1×(n1r1).
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