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ABSTRACT 
Ionic liquids (ILs), or low-temperature liquid salts, are a class of materials with 
unique and useful properties. Made up entirely of ions, ILs are remarkably tunable and 
diverse as cations and anions can be mixed and matched to yield desired properties. 
Because of this, IL/water systems range widely—from homogeneous mixtures to 
multiphasic systems featuring ionic liquid/liquid interfaces. Even more diversity is added 
when particles are introduced to these systems, as hard particles or soft-matter microgels 
interact with both ILs and water in complex ways. This work examines both miscible 
ionic liquid/water mixture and two-phase, immiscible ionic liquid/water systems. 
Extensive molecular dynamics (MD) simulations are utilized in conjunction with physical 
measurements to inform theoretical understanding of the nature of these systems, and this 
theoretical understanding is related to practical applications—in particular, the 
development of a low-temperature liquid electrolyte for use in molecular electronic 
transducer (MET) seismometers, and particle self-assembly and transport at ionic 
liquid/liquid interfaces such as those in Pickering emulsions. 
The homogenous mixture of 1-butyl-3-methylimidazolium iodide and water is 
examined extensively through MD as well as physical characterization of properties. 
Molecular ordering within the liquid mixture is related to macroscopic properties. These 
mixtures are then used as the basis of an electrolyte with unusual characteristics, 
specifically a wide liquid temperature range with an extremely low lower bound 
combined with relatively low viscosity allowing excellent performance in the MET 
sensor. Electrolyte performance is further improved by the addition of fullerene 
nanoparticles, which dramatically increase device sensitivity. The reasons behind this 
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effect are explored by testing the effect of graphene surface size and through MD 
simulations of fullerene and a silica nanoparticle (for contrast) in [BMIM][I]/water 
mixtures. 
Immiscible ionic liquid/water systems are explored through MD studies of 
particles at IL/water interfaces. By increasing the concentration of hydrophobic 
nanoparticles at the IL/water interface, one study discovers the formation of a 
commingled IL/water/particle pseudo-phase, and relates this discovery to previously-
observed unique behaviors of these interfaces, particularly spontaneous particle transport 
across the interface. The other study demonstrates that IL hydrophobicity can influence 
the deformation of thermo-responsive soft particles at the liquid/liquid interface. 
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1. INTRODUCTION 
Ionic liquids (ILs) are remarkable materials—salts that remain liquid at or below 
100 °C, and often at or below room temperature. They remain liquid at such unusually 
low temperatures due to bulky, asymmetric constituent ions which resist crystalline 
packing [1, 2]. As they are liquids made up entirely of ions, ILs have unusual properties 
including extremely low volatility (with negligible vapor pressure), thermal stability, 
nonflammability, a wide electrochemical window, and the tendency to absorb a variety of 
substances [3]. ILs are also extremely tunable; cations and anions can be mixed and 
matched to adjust viscosity, density, conductivity, liquid temperature range, and other 
properties. These aspects make ILs potentially useful for a variety of applications, with 
recent work exploring ILs as environmentally friendly “green” solvents [4-7], electrolytes 
[8-11], lubricants [12-14], catalysts [15-18], surfactants [19-21], and as media for 
electrodeposition [22-24], separations [25-28], and the destructuring of biomass [29-31].  
The many possibilities presented by ILs are multiplied when they are introduced to 
multicomponent systems. This work discusses such systems, specifically those involving 
ionic liquids, water, and solid or soft-matter particles.  
Chapter 2 gives background information on ionic liquids. The history of ionic 
liquids is described and their unique properties are discussed before delving into the topic 
of ILs in homogenous and heterogeneous multicomponent systems. ILs come in a wide 
range of water miscibilities, and this chapter gives background on both miscible IL/water 
mixtures and immiscible IL/water systems involving a liquid/liquid interface. IL 
interactions with solid particles are also explored. The last segment of Chapter 2 
discusses the practical applications of IL/water systems that drive this work—the 
2  
development of a wide-temperature range electrolyte for MET sensors (based on a 
homogenous IL/water mixture modified with carbon nanoparticles) and particle self-
assembly and transport at heterogeneous IL/water interfaces (including both hard 
particles and soft, thermo-responsive particles). 
Chapter 3 describes the materials and methodology utilized in this work. Since 
this work consists of both physical experiments and extensive molecular dynamics (MD) 
simulations, Chapter 3 is divided into two sections. The first is dedicated to the physical 
experiments conducted. It describes the materials used including ionic liquids, water, 
graphene nanoparticles and nanoplatelets, and solid salts, as well as the methods by 
which those materials were mixed, prepared, and characterized. The second section 
describes, in detail, the methodology behind the MD simulations, with special attention 
given to verifying the force fields used to model ionic liquids. 
 Chapter 4 contains results and discussion separated into two broad categories: 
miscible ionic liquid/water systems and immiscible ionic liquid/water systems. The chief 
water-miscible IL studied in Section 4.1 is 1-butyl-3-methyl-imidazolium iodide 
([BMIM][I]). Molecular dynamics simulations of the mixture of [BMIM][I] and water 
with different proportions of water to IL are performed. The nanostructure suggested by 
these simulations is related to experimentally measured values for physical properties 
such as density and melting point. The mixture of [BMIM][I] and water is then used as 
the basis of a low-temperature electrolyte for MET sensors, with LiI salt used to increase 
the concentration of the iodide ion which functions as the charge carrier for the sensor. 
Several electrolyte “recipes” are tested. The most successful are found to have a glass 
transition temperature, rather than a melting point, with the transition occurring at 
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temperature as low as -100 °C. We then examine the effect of adding graphene 
nanoparticles or nanoplatelets to the IL/water electrolyte, first through experiment, and 
then through simulations that contrast the interactions of [BMIM][I] and water with the 
surface of a graphene particle to the surface of a silica particle 
Section 4.2, on the other hand, explores immiscible ionic liquid/water systems 
through two extensive molecular dynamics studies. The first simulates hard, hydrophobic 
hydrocarbon nanoparticles, as have been simulated before [32, 33]. However, those 
previous simulations all modeled a single ionic liquid—1-butyl-3-methylimidazolium 
hexafluorophosphate ([BMIM][PF6]), limiting the broader conclusions that can be drawn 
about the nature of the IL/water interface. This work simulates water interfaces with four 
different ILs. It also varies the concentration of particles, revealing the complex interplay 
of particle interface in a way which previous work has not done. The second MD study 
simulates a length of poly(N-isopropylacrylamide) (PNIPAAm), a thermosensitive, 
deformable polymer, at the IL/water interface. The interface is simulated with two 
different ILs and two different temperatures, showing how ionic liquids can interact with 
stimuli responsive materials in complex and sometimes counterintuitive ways, possibly 
giving a new dimension of tunability to particle-stabilized emulsions. 
Chapter 5 summarizes the principle findings and analysis of Chapter 4 and goes 
on to propose work in two main areas—possible directions for improving the 
[BMIM][I]/water electrolyte discussed in Section 4.1, and simulation studies that will 
continue to expand on our understanding of particle behavior at ionic liquid/water 
interfaces. After the reference list, this work closes with two appendixes dealing with a 
technical aspect of molecular dynamics simulations: the way interfacial tension is 
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calculated from a relatively small section of simulated interface. Interfacial tension (or 
surface tension, when the interface is between liquid and vapor) is highly relevant to 
interface behavior, but it can only be calculated indirectly from MD simulations. 
Appendix A compares two different methods of calculating interfacial tension, discusses 
the strengths and weaknesses of each method, and found that a method utilizing the 
perturbation of the interface to calculate tension gives the most consistent values over 
time. Appendix B contains the code, written in Python, used to analyze the date in 
Appendix A.  
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2. BACKGROUND AND MOTIVATION 
2.1.  Ionic Liquids Overview 
Ionic liquids (ILs) are a class of materials whose unique nature and intriguing 
properties promise exciting new possibilities in various fields of engineering and 
technology. They are made up of mixtures of positive and negative ions, liquid salts with 
melting points below the boiling point of water (100 °C). Some, room temperature ionic 
liquids or RTILs, even remain liquid at room temperature and below [1, 2].  This unusual 
behavior is due to the shape and size of the IL molecules. These organic ions are bulky 
and asymmetric, resulting in significant steric resistances to crystalline packing [34]. 
Figure 2.1 compares a generic ionic liquid with a conventional, inorganic salt—at similar 
temperatures, the conventional salt will exist as an ordered lattice neatly alternating 
negative and positively charged ions, while the IL molecules will be disordered, 
unrestrained, liquid.  
 
Figure 2.1 A comparison of a generic ionic liquids with a generic conventional salt. 
 
The likely first ionic liquid ever observed by chemists was not recognized as such 
at the time. In a Friedel-Crafts reaction between an aromatic benzene and chloromethane 
to form toluene, the Lewis acid AlCl3 is often used as a catalyst. In the mid-19th century, 
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it was observed that this reaction often resulted in a separate, red phase which chemists 
dubbed “red oil.” The chemical structure of this oil was unknown at the time, but NMR 
spectroscopy later revealed it to be made up of an organic cation and aluminum-and-
chlorine anion, shown in Figure 2.2 [35]. 
 
 
Figure 2.2 Chemical structure of  three ionic liquids important to the historical development of ILs (a) “red oil,” byproduct of Friedel-Crafts reaction and first recorded observation of an IL, (b) ethylammonium nitrate (EAN), the first recognized and widely-known IL, and (c) 1-butylpyridinium chloride-aluminium chloride (BCP-AlCl3), which has been described as “the start of the modern era of ionic liquids” [35] 
 
While the existence of this early IL is interesting, the first recognized and widely-
known ionic liquid was not discovered until later in 1914, when the Russian chemist Paul 
Walden synthesized ethylammonium nitrate, or EAN, by combining ethylamine and 
nitric acid [36]. This IL, shown in Figure 2.2, has a melting point of 13-14 °C, [36] 
making it a room temperature ionic liquid. 
For almost a century, little attention was paid to Walden’s discovery. What 
research occurred in the 1950s to 70s focused on chloroaluminates, molten salts based on 
the compound AlCl3 [37-39], making them interestingly but coincidentally similar to the 
red oil of the previous century. These ionic liquids (then called “low temperature molten 
salts”), were developed as an alternative to more typical high-temperature molten salt 
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electrolytes for thermal batteries. The new electrolytes allowed these batteries to run at 
lower, less temperamental temperatures [35]. This research led to the discovery and 
development of the low-temperature-liquid 1-butylpyridinium chloride-aluminium 
chloride mixture (BCP-AlCl3) [38], pictured above in Figure 2.2. Dr. John S. Wilkes, a 
major figure in the history of ILs, has called this development “the start of the modern era 
of ionic liquids [35].” 
A major drawback of the chloroaluminate ionic liquids was their reactivity with 
water. While not of great concern in the thermal batteries for which they were developed, 
this reactivity severely limited their use in other applications [40].  In 1992, Wilkes and 
Dr. Michael Zaworotko first developed low-temperature liquid salts utilizing 
imidazolium cations and a range of non-water-reactive anions [41]. These new salts, 
stable with both air and water, set off two and a half decades of research on ionic liquids, 
with interest growing particularly strong in the last 15 years. This can be seen in Figure 
2.3, which shows the number of publications using the term “ionic liquid” in every year 
since Wilkes and Zaworotko’s game-changing paper. 
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Figure 2.3 Publications in each year containing the phrase “ionic liquid”  
 
Figure 2.4 shows some of the ions commonly used in this new generation of ionic 
liquids [42]. As can be seen, the steric hindrance that accounts for ILs low melting 
temperature is generally supplied by the cation. Many IL cations contain alkyl chain of 
varying lengths, meaning that each cation type can be differentiated into a variety of 
different molecules which contribute different properties to the IL. In general, the ILs 
with the lowest melting temperatures feature cations with longer alkyl chains [43] or with 
multiple chains of differing lengths, enhancing the asymmetry of the molecule [44, 45]. 
Meanwhile, a variety of organic or inorganic anions can be combined with these cations, 
ranging from simple halogen atoms to metallic acids and large, fluoride-heavy molecules. 
These and other ions can be combined to form over 106 unique ionic liquids [6]. Indeed, 
this vast combinatorial variety is part of what makes ILs so exciting, with the possibility 
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of mixing and matching cations and anions to tune IL properties to fit the needs of 
specific applications. 
 
Figure 2.4 Common IL cations and anions, adapted from reference [6]. 
 
The cation-anion combination of choice can usually be synthesized in a laboratory 
from commercially-available reagents. While details vary, the synthesis of most ILs 
follows a common pattern: first, an intermediary salt is prepared through alkylation of an 
amine, phosphine, or sulfide; second, this intermediate salt undergoes anion exchange to 
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form the ionic liquid of choice [6]. The alkylation is performed through a nucleophilic 
substitution reaction as illustrated in Figure 2.5. 
 
Figure 2.5 Nucleophilic substitution reaction for alkylation of cyclic amine to form imidazolium salt, typical of IL synthesis. X is generally a halide such as Br or Cl. Adapted from reference [6]. 
Most of the halide salts formed this way are solids at room temperature, with some 
exceptions ([BMIM][I], for example, is an IL itself and features prominently later in this 
work). The desired IL is then formed from the halide salt using simple metathesis, or 
ionic exchange, with metal or ammonium salt [6]. Wilkes and Zaworotko’s landmark 
paper, for example, describes using silver salts such as AgNO3 and AgBF4 to produce the 
corresponding imidazolium ILs (in the case of those examples, [EMIM][ NO3] and 
[EMIM][ BF4]) [41]. While other synthesis schemes have been used for various ILs, the 
method described above is by far the most common [6].  
 ILs prepared thusly can have widely varying properties. For example, the 
miscibility of an IL with water changes significantly depending on choice of anion, an 
aspect of ILs highly important for this work. However, general trends in several 
properties are shared across most ILs. Ionic liquids are generally Newtonion fluids [46], 
highly viscous and denser than water. They also, as a class, have high thermal stability 
[47], wide electrochemical windows [48], good intrinsic conductivity [47, 49], and 
extremely low volatility, with often negligible vapor pressures [34]. This last property is 
perhaps the aspect of ILs that has garnered them the most attention, earning them their 
reputation as a potential “green” solvent which does not contaminate the air like the 
highly volatile alternatives used in industrial processes today [50].  
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Because of these promising properties, ionic liquids have been explored for 
applications too numerous and varied to list here. In addition to widespread use as a 
solvent, as mentioned above, ionic liquids have been developed as electrolytes in solar 
cells [11, 51-55], fuel cells [56, 57] and batteries [58-60]. They have been used as 
lubricants [12-14], surfactants [19-21], and catalysts [15-18]. They have shown promise 
for extraction applications ranging from the leaching of tannins from plant materials [61] 
to the processing of spent nuclear fuel [62] and beyond [5]. They have acted as “self-
assembly guides” for block copolymer membranes [63] and micelles [64]. A silver-
coated ionic liquid has even been proposed as the basis for a lunar telescope to be placed 
on the far side of the Moon [65].  
All of these applications (and more) remain chiefly in the academic realm, though 
not entirely—ILs have made limited appearances in actual industrial processes, with (for 
example) PetroChina introducing a commercial alkylation process utilizing a 
chloraluminate IL catalyst [18].  Fifteen years into the explosion of research interest that 
could be termed the Ionic Liquid Era, ILs are fast approaching the point when they will 
exit the laboratory and enter the world. The challenge for engineers and scientists is to 
direct research towards this crucial step, to develop IL-based materials and processes 
capable of advancing science, assisting industry, and improving everyday life. 
 
2.2.  Ionic Liquids in Homogeneous and Heterogeneous Multicomponent Systems 
While ionic liquids are often used in their pure state, even more possibilities are 
opened by introducing ILs into multicomponent systems. The 106 possible ILs [6] can 
form innumerable combinations with other substances, and the resulting interactions have 
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tremendous significance for IL applications. This work focuses on such multicomponent 
systems, with emphasis on systems involving water and nanoparticles. Ionic liquids vary 
widely in their miscibility with water depending on the choice of anion, and to a lesser 
extent, cation [42]. With hydrophobicities varying between cation and anion and even 
within a large cation molecule, ILs have complex interactions with water that affect their 
potential uses in various ways. IL interactions with solid or soft matter particles are 
similarly complex and affected by the properties of both the IL in a system and the 
particle it interacts with. Here we discuss the general features of miscible ionic 
liquid/water mixtures, and immiscible ionic liquid/liquid interfaces, and ionic 
liquid/particle interactions in preparation for the discussion of specific projects in the next 
section.  
 
2.2.1. Ionic Liquid/Water Mixtures 
Adding water is a simple and effective method of reducing the high viscosity of 
ILs, making them more feasible for many purposes. Accordingly, IL/water mixtures have 
been utilized in bioengineering applications such as dissolving biopolymers [66], 
destructuring starch [67], and pretreating biomass for use in fuels [30] as well as 
electrical applications including the electrodeposition of zinc films [24].  
These applications obviously require water-miscible ionic liquids. Water-
miscibility is most strongly affected by choice of anion, with halide and chloroaluminate 
ILs among the most miscible [42]. A systematic molecular dynamics study into the 
factors affecting IL/water miscibility by Klahn et al. [68] determined that ILs with 
stronger electrostatic water-ion interactions were more miscible, with interaction strength 
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determined both by ion size and by the charge concentration on the ion surface. Anion 
size was found to be the chief factor, with smaller anions exhibiting stronger interactions 
with water due to their more localized charge—that is, smaller ions had a larger 
magnitude, concentrated charge, as opposed to charge distributed across a large molecule 
with weaker partial charges on each atom. This means that the ion’s charge is effectively 
closer to the electric water dipole. The concentration of charge on the anion surface was 
found to influence interaction strength to a lesser extent, with water interacting most 
favorably with those anions with large surface charges. These effects are illustrated in 
Figure 2.6 [68].  
 
Figure 2.6 An illustration of the factors effecting electrostatic ion-water interactions: a), the ion size, and b) the ion surface charge. Adapted from reference [68]. 
 
Molecular-scale properties such as those which affect the miscibility of ionic 
liquids also influence other aspects of IL/water mixtures such as nanoscale molecular 
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ordering and ion dynamics. Both simulations and spectroscopy suggest that the unique 
nature of ILs as consisting of ions of various sizes, shapes, and polarities leads to an 
ordered structure of cations and anions within the liquid, which in turn can have effects 
on liquid properties including ion diffusion and phase behavior [69-71]. Adding a second 
liquid to an IL leads to increasingly intricate nanostructures, and MD simulations provide 
a powerful tool for studying them. Over the last ten years, several MD studies have been 
published examining mixtures of water with various ionic liquids [72-76]. Taken 
together, these studies illustrate the complex nature of IL/water mixtures and the diversity 
of mixtures made possible by the diversity of ILs, and suggest that further studies 
examining different aspects of such mixtures can provide significant scientific insight.  
 
2.2.2. Ionic Liquid/Water Interfaces 
Immiscible ionic liquid/water systems differ dramatically from miscible systems 
both in theory and application because they necessarily involve a liquid-liquid interface. 
Ionic liquids, with their mixture of cations and anions and their asymmetric molecules, 
have more complex molecule-scale behavior at the liquid-liquid interface than other 
liquids generally do. These unique interfaces can lead, in turn, to unique applications and 
unique insights into the nature of interfaces and of ionic liquids. 
The most common hydrophobic anions used to create water-immiscible ionic 
liquids are hexafluorophosphate (PF6) and bis(trifluoromethylsulfonyl)imide (Tf2N), 
pictured in Figure 2.6. According to the theory developed by Klahn et al. [68] in section 
2.2.1 above, these anions interact weakly with water because of their large size and the 
distribution of charge away from the surface and towards the inner molecule. While these 
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are the most common anions in water-immiscible ILs, others are possible. PF6 and Tf2N 
are also immiscible with organic oils, but it is not always the case that a given IL will 
have similar phase behavior with both oil and water. EAN, for example, is highly 
miscible with water and immiscible with polydimethylsiloxane (PDMS), a silicone oil 
[77].  
 
Figure 2.7 Chemical structure of hexafluorophosphate (PF6) and bis(trifluoromethylsulfonyl)imide (Tf2N) 
 
The cation also has an effect on the interface, and the complex nature of many IL 
cations leads to interesting interface behavior. 1-butyl-3-methylimidazolium 
hexafluorophosphate ([BMIM][PF6]), for example, consists of a highly hydrophobic 
anion paired with a cation, BMIM, which combines a hydrophilic imidazolium “head” 
with a hydrophobic alkyl chain “tail” (in general, the longer the alkyl chain, the more 
hydrophobic the IL cation). Molecular dynamics studies by Chaumont et al [78] and, 
later, by Frost and Dai [33] illustrate how these complex molecules behave at the 
liquid/liquid interface. Chaumont simulated water interfaces with imidazolium cations of 
varying alkyl chain length and found that as the length of the alkyl chain increased, 
molecular ordering was observed within the liquid, cations arranging themselves with 
charged rings pointing towards the water phase and carbon chains orienting away from it 
[78]. Frost and Dai confirmed that [BMIM][PF6], with a alkyl chain length of four 
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carbons, showed no discernable ordering, but also simulated the [BMIM][PF6]/hexane 
interface. They found that Chaumont’s IL ordering reversed itself in the presence of an 
organic phase, with cations orienting themselves so that their carbon chains extend into 
the oil [33]. 
Given these complex and unusual molecular-scale interactions at ionic 
liquid/liquid interfaces, it is reasonable to suspect that they might behave differently than 
conventional aqueous/organic interfaces. Accepting this, the challenge becomes 
identifying those unique behaviors and developing applications based on them. Lenore 
Dai’s research group has, therefore, extensively studied ionic liquids with respect to one 
of the major applications of liquid/liquid interfaces: Pickering emulsions.  
 Pickering emulsions are stabilized by solid particles. Discovered by Walter 
Ramsden in 1903 [79] and later described by Spencer Pickering in 1907 [80], this unique 
type of emulsion was largely ignored for the next hundred years (much like Paul 
Walden’s discovery of ethylammonium nitrate). Recently, however, Pickering emulsions 
have become a major topic of interest in colloid science.  
A Pickering emulsion consists of two immiscible liquid phases stabilized into an 
emulsion by solid particles adsorbed to the liquid/liquid interface. The exact equilibrium 
position of the particle depends on the interfacial energies between both liquid phases and 
the particle. It is generally described by the contact angle theta (θ), as illustrated in Figure 
2.8. Theta can therefore be taken as a measure of the particle hydrophobicity. 
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Figure 2.8 Schematic of particle at interface between liquid phases A and B. The contact angle, θ, is used to define the position of the particle on the interface. Adapted from reference [81]. 
 
The strength of a particle’s adhesion to the interface is described by the 
desorption energy. This is the difference in free energy (ΔG) from between a particle 
floating free in a bulk fluid and a particle at the interface. The desorption energy depends 
on interfacial tension and particle hydrophobicity and is given by [82]: 
߂ܩ = ߨߛݎଶ(1 ± ܿ݋ݏߠ)ଶ   (2.1) 
where γ is interfacial tension, r is particle radius, and the sign of ± depends on which 
liquid phase the interface is being compared to. It is this relationship and the considerable 
energies bonding particles to the interfacial surface that stabilizes Pickering emulsions. 
From Equation 2.1 we note: that higher interfacial tensions, γ, lead to larger desorption 
energies; that wettability (denoted by θ) also has a significant effect, with the particle 
held most strongly when positioned evenly between both phases with a contact angle of θ 
= 90°; and that desorption energy depends on the square of the particle radius, making 
particle size a particularly important factor.  
 It is important to keep Equation 2.1 and its implications in mind when considering 
ionic liquid Pickering emulsions, because only then can we appreciate the significance of 
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one the unique behaviors of ionic liquid/liquid interfaces: spontaneous transport of 
microparticles across the interface.  
This phenomenon was first reported by Frost et al in 2013 [83]. It can be clearly 
seen in Figure 2.13, which shows transport of polystyrene (SPS) microparticles between 
water and the IL trihexyltetradecylphosphonium bis(2,2,4-trimethylpentyl)phosphinate 
([P6,6,6,14][Phos]). Both singular particles and clusters of particle move to the interface, 
briefly adhere there, and then pass through to the other side. 
 
Figure 2.9 Images of the transport of a) single polystyrene microparticles and (b,c) clusters of particles across the IL/water interface. Scale bars represent 7.5µm. Adapted from reference [83] 
These particles have diameters as large as 4µ. Desorption energy for particles of 
this size is generally on the order of 106 kT [84]. In the past, particle transport across the 
liquid/liquid interface has been impossible without the application of high shear forces, or 
(more rarely seen) the functionalization of particles with surfactants to affect wettability 
[83]. The phenomenon displayed in Figure 2.9, however, is spontaneous. These ionic 
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liquid interfaces have somehow circumvented the restraints implied by Equation 2.1. 
Frost speculates that the transport effect is due to dissolved ionic liquid molecules in the 
non-IL phase adsorbing to the microparticles and then facilitating their absorption across 
the interface. While this theory is plausible, and though Frost presents supporting 
evidence on its behalf, the explanatory power of the theory has several weaknesses when 
examined closely. Further investigation is required to fully work out the physical logic 
behind this remarkable phenomenon. Particle transport, Frost’s theory, and the need for 
deeper investigation are further discussed below in section 2.3.2.  
Particle behavior at the interface can differ dramatically with particle properties. 
While previous simulation studies by Frost, et. al. have examined the effect of particle 
hydrophobicity [85] and charge [32] on particle behavior at the IL/liquid interface, all 
particles in these simulations were hard. To our knowledge no molecular dynamics study 
published so far has simulated flexible or soft matter at the interface. Soft microgel 
particles are capable of stabilizing emulsions just as hard particles do. However, the soft 
particles deform as they adhere to the interface. This deformation can be manipulated, 
making microgels versatile stabilizers capable of forming emulsions with a variety of 
characteristics [86, 87].  Some soft microgel particles are environmentally responsive, 
leading to the possibility of  environmentally responsive microgel-stabilized emulsions 
with obviously useful implications. Stimuli-sensitive microgels have been successfully 
utilized to form temperature-responsive and pH-responsive emulsions [88]. Responsive 
emulsions have also been created by grafting a thermally responsive soft polymer onto a 
solid nanoparticle [89].  
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2.2.3. Ionic Liquids and Solid Particles 
Ionic liquid/particle interactions are relevant to both miscible and immiscible 
IL/water systems. The interplay of IL and particle properties is important whether the 
particle in question is submerged in a miscible IL/water mixture or adsorbed to the 
immiscible IL/water interface acting to stabilize a Pickering emulsion. Accordingly, the 
state of knowledge on IL/particle systems is reviewed briefly here. 
Studies combining ionic liquids and nanoparticles (NPs) have generally taken one 
of two approaches. In one approach, the IL is tethered to the NP, creating an IL-
functionalized particle or an NP-supported IL (either phrasing is accurate, though each 
views the particle/IL combination from a different angle). An example of a NP-tethered 
IL is shown in Figure 2.9 [90], in this case utilizing a magnetic nanoparticle (Fe3O4). IL-
functionalized metal NPs such as this have been used as catalysts, with different ILs used 
to tune the surface reactivity of the catalytic metal [90, 91]. Alternately, IL-functionalized 
silica [60] and carbon nanoparticles [92] have both been used in electrochemical 
applications. As electrolytes, they have been found to limit damaging dendrite growth in 
lithium batteries [60] and to significantly improve efficiency in supercapacitors [92].  
 
Figure 2.10 A supported ionic liquid/IL-functionalized nanoparticle. In this case, the NP is a magnetic nanoparticle (FE3O4) and the IL is an alkyl imidazolium. Adapted from reference [90]. 
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Taking a different approach, ILs and NPs can simply be mixed together, a 
technique which has been used for various applications. Silica nanoparticles combined in 
this way with an imidazolium IL significantly improved the lubricating properties of the 
IL [13]. IL-NP composites have been especially useful in electrical applications. 
Composites made by mixing metal nanoparticles and ionic liquids have been affixed to 
electrodes for various sensing applications with promising results [93-97]. In some cases, 
adding NPs will solidify or semi-solidify an ionic liquid, as with silicon nanoparticles and 
iodide ILs, which form a gel [98, 99]. This phenomenon has been used to create 
improved electrolytes for dye-sensitized solar cells with superior electrical performance 
compared to pure iodide ILs [98, 100, 101].  
The mixture of ILs and nanoscale carbon structures have been particularly 
effective in electrochemical applications. Carbon ionic liquid electrodes (CILEs) have 
recently been utilized in a variety of electrochemical bio-sensors [94, 102-106]. First 
formulated in 2006, CILEs consist of carbon (nanotubes, fullerenes, carbon fibers, carbon 
black, etc.) with an ionic liquid binder replacing the paraffin oil binders used in 
traditional carbon paste electrodes (CPEs) [102] They have excellent electrical properties 
compared to CPEs, including a dramatically increased rate of electron transfer, a decrease 
in overvoltage due to a wide electrochemical window, and a resistance to surface fouling. 
These improvements result in a low-cost, stable and sensitive biochemical sensor capable 
of detecting more subtle signals than previous designs [102]. Many CILEs also 
incorporate metallic nanoparticles for their catalytic properties, employing zinc [94], 
zirconium [96, 105], platinum [104], palladium [107], and gold [93]. 
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Figure 2.11 SEM images of a) carbon pastes electrode (CPE); b) carbon ionic liquid electrode (CILE) Adapted from reference [102]. 
While these applications (and others) are intriguing, the relentlessly application-
focused nature of IL-NP research to date has produced little in the way of fundamental 
insight into the nature of ionic liquid/particle interactions, nor satisfying systematic 
theories of the same. Studies exploring the basic physics and chemistry of these systems 
are, therefore, highly desirable.  
 
2.3.Applications of Ionic Liquid/Water Systems 
2.3.1. Development of a Wide-Temperature Range Electrolyte for Use in Molecular 
Electronic Transducer Sensors in Harsh Environments 
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Studying the propagation of seismic waves through the Earth and other bodies in 
space is vital to various research efforts, including modeling of the inner structure of 
these bodies. In particular, imaging the interior of comets, asteroids, moons, and planets 
promises critical insight into the formation and evolution of solar system objects. A 
variety of methods have been employed to investigate the interior of the nearest and most 
easily-studied non-Earth body, the Moon, with the most common methods involving 
mapping its gravitational field and topography [108, 109]. However, these approaches are 
poorly suited to measuring many of the most important parameters describing the 
dynamic behavior of a planet’s interior, making seismology vital to a full understanding 
of the structure of planets just as it was vital to our understanding of the Earth [110].  
This effort is hampered by myriad serious limitations to the use of traditional 
seismometers in space exploration. Traditional seismometers are based on a mass-spring 
system. In the words of Yu et al., these spring-based seismometers are “large, fragile, 
heavy, power-hungry, and most importantly require complicated installation” [111]. The 
serious hindrance these limitations place on space exploration is obvious. Attempts to 
develop smaller, micro seismometers based on these traditional designs have had limited 
success due to the inherent limitations of the mass-spring mechanism, which requires a 
strict installation angle to align the spring system with gravity [112] and reduce self-noise 
[113]. This last aspect is particularly important, since seismic signals on non-Earth 
terrestrial bodies like the Moon and Mars are expected to be relatively weak [114] and 
easily drowned out or confused by sensor noise.  
Molecular electronic tranducer (MET) seismometers present an answer to these 
concerns [115]. In METs (ours is shown in Figure 2.12), an electrical potential is applied 
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between electrodes, causing iodide anions within a liquid electrolyte to participate in 
reversible iodide/triiodide redox reactions at anodes and cathodes. These reactions create 
a charge gradient between anode and cathode pairs which generates an electric current. 
While the sensor is inert, the electrochemical reaction is diffusion limited. Seismic 
motion causes convective mixing of the electrolyte, carrying along charged ions and 
generating excess current across the cell. By measuring the current, seismic motion can 
be detected at lower frequencies than with other methods.  
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MET sensor performance is barely influenced by changes in pressure and 
installation angle. The sensor has no  moving mechanical parts, making it relatively 
reliable and robust as well as resistant to large shock forces (such as those the sensor 
would experience on planetary impact). It is small in size, requires little power, and 
exhibits high sensitivity combined with a low noise floor [111, 116]. 
However, obstacles remain to applying MET seismometers to the study of non-
Earth solar system objects. One of the most daunting of these obstacles is the matter of 
Figure 2.12 MET accelerometer device details. a) shows a cross-section of the device, b) shows a 3-d image of the exterior, and c) shows a circuit diagram describing the electrical design of the device. Sensor consists of four platinum electrodes in parallel ordered as Anode-Cathode-Cathode-Cathode-Anode (ACCA), a 3D printed macro-scale nylon tube covering the electrodes, two PDMS diaphragms to provide restoring force, recording circuits, and the ionic liquid based electrolyte filling the tube and covering the electrode. Current signals are amplified by trans-impedance and differential amplifiers. Band-pass filter limits the bandwidth from 0.005Hz to 100Hz. 
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the liquid electrolyte. Conventional MET motion sensors have used water with dissolved 
iodide salt (generally potassium iodide) as their electrolyte. Non-Earth bodies in space 
exhibit wide environmental temperature ranges due to lack of atmosphere, with mean 
surface temperatures on the Moon (for example) reaching 107 °C during the day and -153 
°C at night [117]. A water electrolyte will boil at the high end temperature range, 
damaging the device, and freeze well before reaching the lower end, severely limiting the 
timeframe over which the seismometer can gather data. An alternative, wide-temperature-
range electrolyte is therefore necessary for the application of MET sensors in space 
exploration. 
Ionic liquids, with their wide liquid temperature range and history of use as 
electrolytes in various applications, make extremely promising candidates. ILs containing 
the iodide anion hold particular potential, as such ILs have been widely used in dye-
sensitized solar cells, another electrical application utilizing the iodide/triiodide redox 
reaction [51-55, 118, 119]. However, ILs do have a major weakness in this context—their 
relatively high viscosity.  
High viscosity is undesirable in electrolytes generally, but is especially so for 
MET applications as the sensor relies on convective motion in the liquid quickly 
responding to vibration. Viscosity is directly proportional to the hydrodynamic resistance, 
a parameter which in turn contributes to the self-noise of the device [111]. Our research 
has found that unless the electrolyte viscosity is sufficiently low, the sensor will read no 
signal at all. Troublingly, ionic liquids with the lowest melting points and widest liquid 
temperature ranges tend to have the highest viscosities. The same large molecules and 
long alkyl chains which make an IL resist crystalline packing, lowering its melting 
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temperature, increase viscosity by restricting the freedom of the molecules to rotate and 
increasing both van der Waals interactions and hydrogen bonds [120]. This tendency can 
be seen in Figure 2.13, which shows melting point and viscosity for various pure ILs 
compiled from the literature by Zhang et al. [121] as well as the values for 1-butyl-3-
methylimidazolium iodide ([BMIM][I]) from our own measurements. With a viscosity 
over 750 times that of water, pure [BMIM][I] is clearly impractical as an MET electrolyte 
despite its promisingly low melting point. 
 
Figure 2.13 Melting points versus viscosity for pure ionic liquids, compiled from the literature by Zhang et al. [121], as well as values for [BMIM][I] from our own measurements.  
 
Adding water to an ionic liquid is an effective way to lower IL viscosity, and has 
been found to improve device performance in other electrolyte applications [122]. Other 
potential improvements include the addition of nanoparticles inspired by the effective use 
of nanoparticle-in-ionic-liquid electrolytes in battery [9, 60] and solar cell [123] 
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applications. Any modification to the electrolyte which improves sensitivity or decreases 
self-noise makes the MET sensor more viable for space exploration and other 
applications, and may allow the reduction of water content for further improvements in 
liquid temperature range.  
The MET electrolyte presented here takes a mixture of [BMIM][I] and water as 
its basis. Molecular dynamics simulations were employed to study the nanostructure of 
these mixtures and the fundamental physics behind their behavior. That information was 
then used to inform the development of an electrolyte with the lowest possible liquid 
temperature while still operating effectively in the MET sensor. This electrolyte was 
enhanced by the addition of small amounts of LiI salt to increase iodide concentration. 
This work also examines the effect of carbon nanoparticles (CNPs) on the 
electrolyte. The effectiveness of carbon/IL mixtures in electrochemical systems, as 
described above in Section 2.2.3., indicated that CNPs might influence the operation of 
the MET sensor. The fullerene derivative [6,6]phenyl-C61-butyric acid methyl ester 
(PCBM) was chosen for this research as it is readily available and soluble in common 
organic solvents such as toluene and dichloromethane, making it more likely to be 
soluble in ionic liquid. 
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Figure 2.14 Chemical structure of [6,6]phenyl-C61-butyric acid methyl ester (PCBM) 
 
PCBM, like other fullerene derivatives, consists of a C60 buckeyball modified 
with a functional group (in this case, an aromatic acid which supplies the solubility 
mentioned above). PCBM has also been used as an electron receptor in polymer/fullerene 
photovoltaic devices, where it works so effectively that no substitutes have been able to 
improve device performance, despite extensive attempts [124]. Simulations suggest that 
that this exceptional electrical performance has to do with the effect of PCBM fullerenes 
on the electron-donating polymer in contact with it. Specifically, the polymer in contact 
with the fullerene layer becomes less-ordered, improving its electrical characteristics 
[125]. While these fullerene/polymer photovoltaic cells may not involve ionic liquids, 
evidence points towards strong surface interactions between PCBM fullerenes and 
surrounding materials similar to the clearly powerful surface forces governing carbon 
ionic liquid electrodes. As with CILEs, these surface interactions appear to have dramatic 
effects on the electrical behavior of the material as a whole. For these reasons, PCBM 
fullerenes were chosen for our first, experimental IL-NP electrolyte formation.  
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Figure 2.15 PCBM fullerenes from MD simulation. a) an amorphous bulk PCBM structure, adapted from [124], b) top view of PCBM fullerene interface from simulation, with only one layer of polymer visible, adapted from [125]. 
The fullerene additive was found to significantly improve the sensitivity and 
resolution of the sensor without adversely affecting the desired thermal properties of the 
electrolyte. Understanding the physical explanation for this effect would be highly 
advantageous in further improving the MET electrolyte, and possibly in other 
electrochemical interactions in the future. As first steps toward this understanding, 
graphene platelets of differing, regular sizes were tested in the electrolyte and molecular 
dynamics simulations were performed to study the interaction between the IL, water, and 
the particle surface. 
 
2.3.2. Particle Self-Assembly and Transport at Ionic Liquid/Water Interfaces 
The phenomenon of microparticle transport across ionic liquid/liquid interfaces is 
interesting because of its potential applications in, for example, oil spill cleanup, 
wastewater treatments, and tar sands extractions. However, it is also interesting as a 
scientific phenomenon, a seeming magic trick of thermodynamics. 
31  
 To our knowledge, the only particles ever previously reported to spontaneously 
cross the liquid-liquid barrier were deliberately created to do so, latex beads covered with 
surfactants [126]. This approach is obviously inapplicable to oil spills, wastewater, and 
tar sands, where the particles to absorbed our necessarily un-altered and in their wild 
state. However, it does give one answer to the theoretical question of how a particle 
would overcome the strong absorption forces at the liquid interface—in that case, by 
extreme alterations to the particle’s surface wettability. 
The transport phenomenon in ionic liquids, however, does not involve surfactants. 
It also varies between different ionic liquids, as can be seen in Figure 2.16. When placed 
in an immiscible system with water and microparticles, different ionic liquids have 
different tendencies to pull particles across the interface. This suggests that the transport 
phenomenon has something to do with the chemistry of specific IL molecules and their 
interactions with the other phase.   
 
Figure 2.16 Emulsions of four different ionic liquids with water, showing varying degrees of particle transport. Flourescent particles show particle behavior at the interface, and the chemical structure of each IL is shown below. Adapted from [77] 
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Frost, when presented his findings, also presented a theory to explain them. His 
proposed scheme, illustrated in Figure 2.17, involves IL ions diffusing into the water 
phase where they gather around hydrophobic particles, subsequently easing their 
transition across the liquid/liquid barrier.  
 
Figure 2.17 Proposed mechanicsm for the transport of particles (red) across the liquid/liquid barrier into the IL phase. Adapted from [77] 
Frost’s theory is plausible and intuitive, and is particularly compelling by analogy 
to the surfactant coated particles described before [126]. He also supported it with 
evidence—he demonstrated that adding the water-miscible ionic liquid [BMIM][BF4] to 
the aqueous phase increased transport. However, there are a few weak points to this 
proposed scheme. For one thing, while some IL ions do diffuse from the interface into the 
IL phase, and though ionic liquid molecules are generally drawn to the surface of 
hydrophobic nanoparticles, no simulation of an ionic liquid/water interface has ever 
predicted a water phase as thick with ions as the one pictured in Figure 2.17, nor a 
particle as heavily coated with IL molecules [33, 78]. What’s more, even if broadly 
accurate, this theory does not allow us to reliably make predictions. The ionic liquid 
interface in his study found to exhibit the most particle transport was [P66614][Phos], a 
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particularly hydrophic cation/anion combination with extremely low miscibility with 
water. In the scheme proposed in Figure 2.17, [P66614][Phos] makes up for its low K1 
value (representing diffusion into the water phase) with a high K2 value (representing the 
IL-coated particle transporting back across interface). However, the other highly 
hydrophobic IL ([BMIM][Tf2N]) featured no transport at all.  
For these and other reasons, it is likely that something stranger and more 
complicated is happening at these interfaces. Molecular dynamics (MD) simulations 
present a uniquely powerful tool in examining these interfaces at the molecular level, 
determining the subtle differences to the system caused by one hydrophobic anion over 
another. The only nanoparticle/IL interface systems that have been simulated to date 
featured the IL [BMIM][PF6], and without any other ILs to compare it to, these 
simulations are limited in what they can teach us about the nature of ionic liquid/liquid 
interfaces. Consequently, in this work, nanoparticles are simulated at the interfaces of 
water with four different ionic liquids of varying hydrophobicities. While this simulation 
study is relatively simple, it should give some new insight into IL/water interfaces and 
particle interactions there. The study of this issue may well eventually lead to insights 
which  enable the development of actual, real-world separation and extraction 
applications, but even if does not, it will expand our understanding of a unique set of 
systems and a fascinating, even mysterious, natural phenomenon.  
In addition to hard particles, emulsions can be stabilized by soft microgel particles 
or hard particles supporting a soft polymer group.  This allows stimuli-responsive 
particles which can then be used to create stimuli-responsive emulsions, a highly 
intriguing area of research. One stimuli-responsive soft material that has been 
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successfully used to create thermosensitive emulsions is poly(N-isopropylacrylamide) or 
PNIPAAm [127, 128], shown in Figure 2.18. At lower temperatures, PNIPAAm is 
relaxed, or “uncoiled,” but at higher temperatures the polymer chain draws together and 
becomes “coiled.” This change in the shape and size of PNIPAAm can stabilize or 
destabilize an emulsion.  
 
Figure 2.18 (a) The chemical structure of a single N-isopropylacrylamide monymer and (b) a 26-monomer-long PNIPAAm chain in its coiled state. 
 
While much previous work has focused on oil/water emulsions, it is known that 
ionic liquids can affect and mediate the thermosensitive properties of PNIPAAm in 
aqueous  solution, changing the temperature at which the polymer transitions from one 
state to another [129, 130], and emulsions have been successfully stabilized by 
PNIPAAm-containing particles [131, 132]. Accordingly, this work simulates a short 
PNIPAAm chain at the interface of water with two different ILs—[BMIM][PF6] and 
[BMIM][Tf2N]—and at two different temperatures to capture PNIPAAm in both its 
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coiled and uncoiled states. This allows us to gain insight into the complex interplay 
between a thermos-responsive soft polymer, ionic liquids, and water.  
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3. MATERIALS AND METHODS 
3.1. Preparation and Characterization of Ionic Liquid Mixtures 
Mixtures of the ionic liquid 1-butyl-3-methylimidazolium iodide ([BMIM][I]) and 
water were prepared and characterized for the experiments described in section 4.1., 
below, concerning the development of a wide-temperature-range electrolyte. In some of 
these experiments, the mixtures were further modified by the addition of fullerene 
nanoparticles and/or lithium iodide salt. Details of this preparation and characterization 
are described here.  
 
Materials and Mixing 
The ionic liquid 1-butyl-3-methylimidazolium iodide ([BMIM][I]) was purchased 
from Ionic Liquids Technologies Inc. and the water was HPLC grade from Fisher 
Scientific. Anhydrous, 99% pure LiI was ordered from Acros Organics. Fullerene 
nanoparticles were [6,6]-phenyl-C61-butyric acid methyl ester (PCBM), 99% pure, 
ordered from SES Research. Graphene platelets 6-8 nm thick and 5, 15, or 25 
micrometers wide, and were ordered from TCL America. All were used as received, 
without further purification. The mixtures were prepared by ultrasonic agitation for 1 
minute with a Sonics VibraCell 500W in an ice water bath at an amplitude of 21%. The 
mixtures were observed to be homogenous and fully miscible by visual inspection.  
 
Density 
Density values were obtained by using a 2 mL specific gravity bottle at room 
temperature, following calibration of the bottle with pure HPLC water. A specific gravity 
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bottle represents a simple but reliable method of measuring the density of liquids. For 
calibration, the bottle is weighed on a mass balance while empty and the mass recorded. 
The bottle is then filled with water to the brim of its narrow neck. A stopper is pressed 
into the neck and forms a seal, pushing out any excess water, which is wiped away. This 
reduces variation in the volume of liquid the bottle contains each time it is filled. The 
water-filled bottle is then weighed. The bottle is emptied and dried and then filled with 
the liquid whose density is meant to be measured. The bottle is weighed again, and the 
mass of the second liquid is divided by the mass of the water previously recorded. This 
gives the specific gravity, which can easily be converted into density. In this case, the 
specific gravity bottle was made of glass and ordered from Fisher Scientific. 
 
Melting Points, Boiling Points, and Glass Transition Temperatures  
Melting and boiling points, and in some cases glass transition temperatures, were 
measured using a TA Instruments Q20 differential scanning calorimeter (DSC). T-zero 
pans with hermetic lids were used to contain all samples, which were between 10 and 20 
mg, and air was used as the reference. Where boiling points were measured, a heating 
scan was performed from 20 °C to 150 °C at a rate of 5°C/minute utilizing a Refrigerated 
Cooling System (RCS90) and the boiling point of the sample was determined from the 
heat flow spike signifying the heat of vaporization.  
The low-temperature transitions (melting points and glass transition temperatures) 
required more complicated procedures. The RCS90 is capable of reaching a low 
temperature of -90°C at a controlled rate of 2°C/min. This range was sufficient to 
measure the melting point of all purely [BMIM][I]/water mixtures in this study. For these 
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mixtures, a cooling scan was performed from 20 to -90 °C at a rate of 2 °C min-1 
followed by a heating scan from -90 to 20 °C, also at 2 °C min-1 , and the melting point 
was determined with the TA Universal Analysis software at the large spike in the heat 
flow signifying the heat of fusion. Measuring thermal transitions below -90°C, however, 
required the use of a Quench Cooling Accessory (QCA). This accessory utilizes liquid 
nitrogen to cool liquid samples to temperatures well below -90°C. The rate of cooling 
cannot be controlled as it involves a straightforward pouring of liquid nitrogen into the 
accessory—a quench. After the QCA has reached the desired low temperature, however, 
the rate of heating up to room temperature can be controlled.  
This technique was used to observe the low-temperature thermal behavior of the 
IL/water-based mixtures examined in Section 4.1.2.   The mixtures were cooled with 
liquid nitrogen to -140 or -150°C, then heated to room temperature at a rate of 5°C per 
minute. These mixtures generally exhibited glass transition temperatures rather than 
melting points, and these transition temperatures were estimated as the midpoint in the 
slope of the DSC heating curve. 
 
Viscosity 
A TA Instruments AR-G2 rheometer equipped with a 60 mm, 1° cone was used to 
measure the viscosity via a flow procedure, with the temperature kept at 25°C via a water 
cooled/heated Peltier plate. A strain rate sweep was performed from 0.1 to 100 s-1. The 
IL/water mixtures were generally Newtonian fluids with a constant viscosity across sheer 
rates, and so the viscosity at a sheer rate of 1 s-1 was taken to be the viscosity of each 
mixture.  
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Conductivity 
Conductivity measurements were determined via Oakton PC 700 
pH/mV/Conductivity bench top meter. The instrument has a full scale resolution of 0.5% 
and an accuracy of ±1%, and is rated for conductivities from 0 to 200.00 mS. Prior to 
each measurement, the instrument was calibrated with corresponding KCl conductivity 
standard solutions. Each sample was placed in a constant temperature water bath kept at 
300.0 ± 0.5 K. The conductivity of each sample was taken as the average of three 
repeated measurements. 
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3.2. Molecular Dynamics Methodology 
All Simulations 
All simulations were performed using GROMACS, a public domain software 
suite for molecular dynamics [133, 134]. Water in all studies was described with the 
extended simple point charge (SPC/E) model [135].  IL models (described in more detail 
in the following sections for each study) were chosen to be compatible with the optimized 
intermolecular potentials for liquid simulation (OPLS) force field [136]. In keeping with 
this force field, h-bonds within the BMIM molecule were constrained by the LINCS 
algorithm [137, 138]. IL models were adapted for the specific systems studied by scaling 
partial atomic charges to give non-integer total ion charges. The technique of scaling 
charges in this manner has been extensively used to capture the effect of charge transfer 
between cation and anion in ionic liquids when using a non-polarizable force field [139-
144]. Models with scaled charges have been found to simulate density and diffusivity of 
ionic liquids better than models using charges of ±1 [139, 145, 146]. 
Initial atomic configurations were generated by randomly placing molecules in 
simulation boxes. Periodic boundary conditions were used in all directions. Energy 
minimization was performed using the steepest descent method. Newton’s equation of 
motion was integrated using the leap-frog algorithm with a time step of 0.002 ps for all 
systems except those containing the cation HMIM, which required a smaller time step of 
0.001 ps. The cut off distance for Lennard-Jones forces was set as r = 1.2 nm. Initial 
atomic velocities were generated with a Maxwellian distribution at an absolute 
temperature of 300K. All simulations were carried out under the NPT ensemble, 
maintaining a temperature of 300K and a pressure of 1 bar using various thermostats and 
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barostats as described in the sections for each simulation. After the simulations, 
properties such as radial distribution functions and density profiles were calculated using 
GROMACS analysis tools and the simulation systems were visualized using Visual 
Molecular Dynamics (VMD) software [147]. 
 
[bmim][I]/Water Study (Section 4.1.1) 
Simulations in this study were performed using the GROMACS 4.6 package 
[148]. Simulation systems were designed to mirror the same [BMIM][I]/water mixture 
proportions studied in the experimental section. The total number of molecules in each 
system was chosen to give a simulation box of approximately 5x5x5 nm. The number of 
[BMIM][I] pairs and water molecules in each system is shown in Table 3-1. In each 
system, molecules were placed in a simulation box randomly. After 1000 energy 
minimization steps, the boxes were allowed to equilibrate for 1 ns. Finally, each box was 
duplicated three times (for a total of four boxes for each system). New initial velocities 
were generated for each box, and each was simulated for 20 ns. These last simulations 
were used for analysis, with results for the four parallel runs averaged for each system. 
The Berendsen thermostat [149] was used to maintain the temperature at 300K and the 
Parinello-Rahman barostat [150] was used to maintain the pressure at 1 bar.  
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Table 3-1 Compositions of simulations systems 
  mole % water  pure [BMIM][I] 10% 20% 30% 50% 70% 90% [BMIM][I] (# ion pairs)  
450 450 440 420 400 360 300 
Water (# molecules) 0 50 110 180 400 840 2700  
The BMIM molecule was described by the all-atom force field developed by 
Lopes, et al. [151] and refined by Bhargava and Balasubramanian [139, 152]. The 
Lennard-Jones parameters for iodide were taken from the OPLS forcefield [136]. Since 
the interaction between water and [BMIM][I] is the most interesting and important aspect 
of this study, the model was specifically adjusted to better describe [BMIM][I]/water 
mixtures. The density of these mixtures was measured experimentally as described in 
section 3.1 and compared to the simulated density. Model charges for BMIM and iodide 
were then scaled to minimize the difference from experiment across several mixture 
compositions, resulting in scaled charges of ±0.5. Table 3-2 shows that the difference 
between the simulated and experimental densities ranges from -1.6% to 0.3%, indicating 
that the model is adequate to describe the interaction between water and [BMIM][I] 
molecules.  
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Table 3-2 Simulated vs. experimental densities for [BMIM][I]/water mixtures at 300K 
 Density  X1 (mole fraction water) 
Simulation (g/cm3) Experiment (g/cm3) % Difference 
0 1.465 1.489 -1.6% 0.1 1.462 1.476 -0.9% 0.2 1.459 1.476 -1.1% 0.3 1.454 1.462 -0.6% 0.5 1.437 1.450 -0.8% 0.7 1.398 1.392 0.4% 0.9 1.259 1.259 0.3%  
 
[BMIM][I]/Water/Nanoparticles Simulations (Section 4.1.4) 
Simulations in this study were performed using the GROMACS 5.0 package 
[153]. A hydrophobic fullerene particle was simulated and compared to a hydrophilic 
silica nanoparticle in mixtures of [BMIM][I] and water with varying water percentages: 
0%, 25%, 50%, 75%, and 100% (by mole). Each simulation box contained a single 
nanoparticle, whether fullerene or silica. The total number of liquid molecules in each 
system was chosen to give a simulation box of approximately 5x5x5 nm. The number of 
[BMIM][I] pairs and water molecules in each system is shown in Table 3-3. After 1000 
energy minimization steps, the boxes were allowed to equilibrate for 1 ns. Finally, each 
box was duplicated twice (for a total of three boxes for each system). New initial 
velocities were generated for each box, and each was simulated for 5 ns. These last 
simulations were used for analysis, with results for the four parallel runs averaged for 
each system. The Berendsen thermostat and barostat [149] were used to maintain the 
temperature at 300K and the pressure at 1 bar, respectively.  
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Table 3-3 Composition of simulation systems 
 
 
 
 
 
 
 
[BMIM][I] was modeled using the same force field developed for the previous 
study (Section 4.1.1). The fullerene nanoparticle was modeled using the OPLS force field 
with the standard parameters for graphene carbon. The silica nanoparticle was meant to 
act as a contrast and control to the fullerene particle, and was simulated using a model 
that had been developed by previous researchers in Dr. Lenore Dai’s lab [85]. This model 
was based on an α-quartz surface , truncated to a sphere approximately 1.1 nm in 
diameter and saturated with silanol. Both particles are shown in Figure 3.1. 
 
 mole % water  0 %  (pure [BMIM][I]) 
25% 50% 75% 100% (pure water) [BMIM][I] (# ion pairs)  
450 420 400 360 0 
Water (# molecules) 0 140 400 1080 3500 
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Figure 3.1 Models for (a) fullerene nanoparticles and (b) silica nanoparticles 
 
IL/Water Interface + Hydrophobic Nanoparticles Study (Section 4.2.1) 
Simulations in this study were performed using the GROMACS 5.0 package 
[153]. Three different cations—1-ethyl-3-methylimidazolium (EMIM), 1-butyl-3-
methylimidazolium (BMIM), and 1-hexyl-3-methylimidazolium (HMIM)—and two 
different anions—hexaflurophosphate (PF6) and bis(trifluoromethylsulfonylimide) 
(Tf2N)—combined into four different ILs. These ILs are listed in Table 3.3 along with 
information about how each was simulated. 
Several related models, all based on the OPLS forcefield, were required to 
simulate these ILs. The PF6 anion was taken directly from OPLS. The BMIM cation in 
[BMIM][PF6] was simulated using the forcefield developed by Balasubramanian et. al. 
[139] specifically for [BMIM][PF6], a refined version of the general imidazolium ionic 
liquid forcefield presented by Lopes et. al [151]. The HMIM cation also used values from 
this forcefield, and while not specifically developed for [HMIM][PF6] it was found to 
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suitably simulate the ionic liquid. The EMIM cation, on the other hand, required a slight 
modification to the forcefield. The secondary atom on the ethyl chain was described by 
Lopes’s original forcefield. The models for both the cation and anion in [BMIM][Tf2N] 
were taken from the forcefield developed by Muller-Plathe et. al. [143], also based on 
Lopes’s generalized forcefield and refined to fit a specific IL. For each individual IL, 
partial atomic charges were scaled as described above, fitting the density of a box of 
simulated pure IL to experimental densities. The final value of each scaled charge is 
shown in Table 3-3, as well as simulated and experimental densities. All IL models were 
found to simulate density within 3.2% accuracy.  
 
Table 3-4 Summary of ionic liquid systems, with model source, charge scale, and model verification 
 
# of IL 
Pairs 
Cation Force 
Field 
Anion Force 
Field 
Charge 
Scale 
Exp. ρ 
(kg/L) 
Sim. ρ 
(kg/L) 
% 
Error 
[EMIM][PF6] 400 [139, 151]  [136, 151] ±0.787 1.54 1.491 -3.2% 
[BMIM][PF6] 350 [139]  [136] ±0.8 1.363 1.381 1.3% 
[HMIM][PF6] 300 [136, 139]  [136] ±0.828 1.307 1.311 0.3% 
[BMIM][Tf2N] 250 [143] [143] ±0.75 1.44 1.45 0.8% 
 
Hydrocarbon nanoparticles (HCPs, mean diameter 1.2 nm) were modeled as a 
truncated diamond-like lattice formed of carbon atoms bonded in a nonplanar hexagonal 
structure and consisting of united CH, CH2, and CH3 atoms [154, 155]. The forcefield 
describing the particles combines nonbonded parameters from the OPLS united atom 
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model and bonded parameters from the work of Mazyar and Hase [155] to simulate a 
rigid hydrophobic nanoparticle. This structure has been extensively used to simulate HCP 
self-assembly at interfaces [32, 33, 154, 156, 157]. 
 
Figure 3.2 Hydrocarbon nanoparticle model. 
 
A box of each IL was generated by inserting IL pairs into a box, with the number 
of molecule pairs for each IL (also shown in Table 3-3) chosen to give a box size of 
approximately 5x5x5 nm. 10000 energy minimization steps were performed on each box, 
followed by 500 ps of equilibration. Boxes containing either 0, 8, or 36 carbon 
nanoparticles were generated with the particles in random configurations. The rest of 
each box was filled with equilibrated water. The cross-section of each water-particle box 
was set as 5x5 nm, and the length of the box adjusted until it contained exactly 4500 
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water molecules. The previously-generated IL boxes were then stacked on top of the 
water-particle boxes to form interfacial systems. The four ILs and three water-particle 
configurations were combined for four duplicates each of twelve systems. The particle-
free and 8-particle systems were simulated for 20 ns, the 32-particle systems for 30 ns to 
ensure equilibration. The simulation timestep was set as 0.002 ps for all systems except 
those involving [HMIM][PF6], which required a smaller timestep of 0.001 ps. For all 
systems, the Berendsen thermostat and barostat [149] were used to keep the simulation at 
300K and 1 bar respectively. The various simulations are detailed in Table 3-5. 
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Table 3-5 Simulation details, including system makeup.  
IL # Particles # Parallel Simulations 
Simulation 
Length 
Simulation 
Timestep 
[EMIM][PF6] 0  4 20 ns 0.002 ps 
[EMIM][PF6] 8  4 20 ns 0.002 ps 
[EMIM][PF6] 36 4 30 ns 0.002 ps 
[BMIM][PF6] 0 4 20 ns 0.002 ps 
[BMIM][PF6] 8 4 20 ns 0.002 ps 
[BMIM][PF6] 36 4 30 ns 0.002 ps 
[HMIM][PF6] 0 4 20 ns 0.001 ps 
[HMIM][PF6] 8 4 20 ns 0.001 ps 
[HMIM][PF6] 36 4 30 ns 0.001 ps 
[BMIM][Tf2N] 0 4 20 ns 0.002 ps 
[BMIM][Tf2N] 8 4 20 ns 0.002 ps 
[BMIM][Tf2N] 36 4 30 ns 0.002 ps 
 
IL/Water Interface + PNIPAAm Study (Section 4.2.2) 
Simulations in this study were performed using the GROMACS 5.0 package 
[153]. A poly(N-isopropylacrylamide) (PNIPAAm) chain consisting of 26 monomers was 
generated and modeled using the OPLS force field. This chain was then allowed to 
equilibrate in an empty box at 295K and then at 320K, chosen to be below and above the 
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transition temperature of 305K. As shown in Figure 3.3, the PNIPAAm did indeed 
transition into a coiled state above the transition temperature, verifying the force field as 
well as generating coordinate models in both the coiled and uncoiled states to be used in 
the study. 
 
 
Figure 3.3. Models of PNIPAAm in its (a) uncoiled and (b) coiled states. 
  
Each PNIPAAm model (uncoiled and coiled) was then placed between an 5x5x5 
nm box of equilibrated water and an equilibrated 5x5x5 nm box of one of two ILs—
[BMIM][PF6] and [BMIM][Tf2N], each modeled by the force field used in the previous 
study (Section 4.2.1). This resulted in four different simulation systems, detailed in Table 
3-6. 
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Table 3-6 Summary of simulation systems with PNIPAAm state, temperature, IL, #IL pairs, # water molecules. 
 
PNIPAAm 
State 
Temperature 
(K) 
Ionic Liquid 
Phase # of IL Pairs 
# water 
molecules 
Uncoiled 300 [BMIM][PF6] 350 4500 
Uncoiled 300 [BMIM][Tf2N] 250 4500 
Coiled 360 [BMIM][PF6] 350 4500 
Coiled 360 [BMIM][Tf2N] 250 4500 
 
After 1000 energy mimization steps, each IL/water/PNIPAAm system was 
equilibrated for 1 ns. Each box was duplicated twice (for a total of three boxes for each 
system). New initial velocities were generated for each box, and each was simulated for 5 
ns. These last simulations were used for analysis, with results for the four parallel runs 
averaged for each system. The Berendsen thermostat and barostat were [149] used to 
maintain the temperature at 300K and the pressure at 1 bar, respectively.   
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4. RESULTS AND DISCUSSION 
4.1.Miscible Ionic Liquid/Water Systems 
4.1.1. Fundamental Aspects of [BMIM][I]/Water Mixtures Through Molecular 
Dynamics Simulation 
In this study, [BMIM][I] and water was mixed in various proportions as described 
in Section 3.1. Upon measuring viscosity and melting point for these mixtures, a highly 
interesting phenomenon was discovered. At concentrations of between 0-50 mol% water, 
melting point actually decreased with increasing water content. When compared to pure 
ILs from literature, as seen in Figure 4.1, these mixtures have extremely low viscosities 
for their low melting points. This phenomenon had promising implications for the MET 
electrolyte application, but the physiochemical reasons behind it were unknown. A course 
of experiments and simulations was laid out to lay the groundwork for a 
[BMIM][I]/water based electrolyte while also elucidating the underlying physics behind 
this remarkable mixture behavior. 
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Figure 4.1 Melting points versus viscosity for pure ionic liquids, compiled from the literature by Zhang et al. [121], as well as values for [BMIM][I]/water mixtures (in mol% water) from our own measurements. 
Density and melting point for each mixture were measured, as each of these 
properties is related to the internal structure and molecular interactions of ionic liquids 
and their mixtures. The values of each for [BMIM][I]/water mixtures containing various 
percentages of water are shown in Figure 4.2.  
The density of the mixture decreases only slightly (staying almost steady) 
between 0 and 50% water. From 50 to 100% water, density decreases exponentially with 
increasing water. The trend in melting points is similar, with one major difference—
between 10 and 50% water, adding more water actually decreases the melting point, the 
opposite trend from that which might be expected given the relatively high melting point 
of water. This unusual trend in particular calls for study of the mixtures on a molecular 
level, and will be discussed further below. As more water is added past 50% the melting 
point increases rapidly.  
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Figure 4.2 a) Density and b) melting point of  water/[BMIM][I] mixtures by mole fraction water (X1).  
   
From these results, it is clear that there are two distinct regions within the range of 
[BMIM][I]/water mixtures—one encompassing all mixtures up to 50% water by mole, 
and one encompassing all mixtures from 50% to pure water. Both properties shown 
above—density and melting point—are related to molecular-level ordering within the 
liquid. Density depends on the packing-together of molecules, while ionic liquids have 
unusually low melting points because their bulky structures prevent the formation of 
crystal structures. Therefore, it is likely that the two regions of IL/water mixtures (above 
and below 50% water) have different structures on the molecular scale. To explore this 
phenomenon, we employed molecular dynamics simulations performed in parallel to the 
experimental measurements. 
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Figure 4.3 Representative snapshots of MD simulation boxes for mole percentages of water ranging from 10-90%. Each dot is an atom, with yellow representing [BMIM], red [I], and blue water. 
Figure 4.3 shows representative snapshots of the simulation system for each of the 
mixtures. From viewing the system visually, it is possible to make qualitative judgments 
about the molecular ordering within the mixtures. At low water concentrations, individual 
water molecules are suspended within [BMIM][I]. Each water molecule is paired with at 
least one iodide atom, and most have attracted two. This may explain the trend in melting 
points between 10 and 50% water as seen in Figure 1. The water molecules draw the 
iodide atoms away from the BMIM molecules, making the mixture less ordered and 
preventing crystallization. 
At 50% water, the water molecules are beginning to form chains of water-iodide-
water. After this point, the overall structure changes drastically with additional water. By 
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70% water, chains of water reach across the simulation box, and not every water 
molecule is matched by an iodide atom, though nearly every iodide is attached to a water 
chain. At 90% water, the system resembles water with [BMIM][I] dissolved in it more 
than it does [BMIM][I] with chains of water snaking through. This may explain the rapid 
change in density at concentrations of water over 50%. It may also explain the change in 
the trend of melting points in this composition region. As the water molecules aggregate, 
it becomes easier for the water molecules to crystallize and the [BMIM][I] molecules 
become less of a barrier to crystallization.  
Figure 4.4 shows a representative picture of the arrangement of BMIM, iodide, 
and water from the simulation, making it clear that iodide forms hydrogen bonds with the 
water. The pattern shown here reoccurs throughout the simulation, with water and iodide 
effectively forming chains of hydrogen-bonded molecules. 
 
Figure 4.4 BMIM (yellow), iodide (red), and water (blue) from simulation, showing hydrogen bonds. 
Given this evidence, it is proposed that hydrogen bonding accounts for the 
unusual melting point depression observed in these mixtures. Indeed, the mixture of 
[BMIM][I] and water is analogous in many ways to low transition temperature mixtures 
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(LTTMs) [158] or deep eutectic solvents (DESs) [159]. These low-temperature liquids 
are formed by mixing high-melting point starting materials which form a liquid through 
hydrogen bond interactions when mixed. They involve a hydrogen bond donor, often an 
acid or an organic molecule like urea, combined with a hydrogen bond acceptor, typically 
a high-melting temperature organic salt. [158] In the case of the mixtures studied here, 
the hydrogen bond donor would be simple water, unlike any of the mixtures known as 
LTTMs or DESs, and the hydrogen bond acceptor would be iodide. If the hydrogen-
bonding theory is correct, melting point depression in [BMIM][I] water mixtures occurs 
because at low temperatures, water and iodide molecules resist shifting into crystalline 
formations that would break their powerful bonds. 
Viscosity and ionic conductivity were measured as both properties are highly 
relevant to potential electrochemical applications of [BMIM][I]/water mixtures. These 
properties are shown in Figure 4.5. Viscosity and conductivity are generally related, as 
high viscosity impedes the movement of ions. Figure 4.5 confirms this relationship, 
showing that conductivity increases exponentially as viscosity decreases with a similar 
trend. 
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Figure 4.5 A comparison of the conductivity (black squares) and average viscosity (blue circles) of binary water/[BMIM][I] mixtures by mole fraction water (x1). 
It is not surprising that viscosity drops sharply as water is added to highly-viscous 
[BMIM][I]. However, this effect seems to be more powerful for [BMIM][I]/water 
mixtures than for aqueous mixtures of other imidazolium ionic liquids. For example, 
neither [BMIM][SCN] [160], [EMIM][EtSO4] [161], [EMIM][OTf] [161], nor 
[EMIM][TFA] [161] show such a steep drop in viscosity at compositions below 50% 
water. The viscosities of all of these ionic liquids decrease with added water, but more 
slowly. From this observation, it was hypothesized that the interaction between iodide 
and water accounts for the dramatic drop in viscosity with increasing water content and is 
important to the behavior of these mixtures.    
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The intermolecular interactions within the mixtures (and in particular their effects 
on viscosity) are further illustrated by the viscosity deviation—a measure of how the 
mixture viscosity differs from the viscosity of an ideal mixture. Viscosity deviation is 
calculated by the equation[162] 
∆ߟ = ߟ − ݔଵߟଵ − ݔଶߟଶ (4.1) 
where ߟ is the mixture viscosity as measured by experiment, xn is mole fraction, ηn is the 
viscosity of the pure components, and n = 1 for water and 2 for [BMIM][I].  It is shown 
in Figure 4.6. 
 
Figure 4.6 Viscosity deviation vs. mole fraction water (x1). The line is a Redlich-Kister polynomial [162] fit to the data by least-squares regression. Redlich-Kister polynomials describe excess molar quantities such as excess molar volume and viscosity deviation. It is the form 
ۿܑܒ = ܠܑܠܒ ∑ ۰ܓ൫ܠܑ − ܠܒ൯ܓܕܓୀ૙  where i and j are any two components, Bk are parameters fit by regression, and m is the degree of the polynomial expansion. In this case a third order polynomial was used.    
In an ideal mixture, each component behaves as if it were in a pure liquid, so the 
viscosity deviation represents the interaction of the components in so far as those 
interactions affect viscosity. In this case, the viscosity deviation is negative for all mole 
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fractions of water—the interactions between water and [BMIM][I] reduce viscosity. This 
is similar to other ionic liquid/water mixtures[160, 161, 163]. However, the magnitude of 
the deviation is much greater than that of these other mixtures, indicating that the 
interactions between [BMIM][I] and water must be unusual in some way although the 
detailed mechanisms of this interaction are unclear. This reinforces the observation made 
above that small amounts of water decrease the viscosity of [BMIM][I] more than similar 
ionic liquids with different anions. As can be seen in Figure 4.6, the viscosity deviation 
curve is also skewed toward the left with a minimum at about 30% water. This means 
that a small amount of water effects the viscosity of [BMIM][I] more than a small 
amount of [BMIM][I] effects the viscosity of water. 
To give a more quantitative picture of the structure of these mixtures, radial 
distribution functions (rdfs) were calculated from the MD simulations. Figure 4.7 shows 
rdfs centered around the imidazolium ring within BMIM. (Each cation molecule consists 
of a hydrophilic imidazolium ring, the “head,” and a hydrophobic hydrocarbon chain, the 
“tail.”) Adding any water at all changes the molecular ordering of [BMIM][I]. Even 10% 
water pushes the BMIM tail closer to the head. The water inserts itself into the ordered 
structure of the ionic liquid as it is pulled close to iodide through hydrogen bonds. The 
pattern is similar for all rdfs up to 50% water, when this ordering begins to break down. 
Between 50 and 90% water, the ordered spacing of iodide anions around the cation head 
becomes less distinct until the rdf shows one broad, messy peak rather than several sharp 
ones. The water no longer has a small peak on either side of the iodide peak. By 90% 
water, the water is not inserted into the [BMIM][I] structure at all, and there is no 
apparent ordering of water around the cation head.  
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These rdfs provide further evidence of two distinct behavior regimes below and 
above 50% water. They may also show why the viscosity deviation plot in Figure 4.6 is 
skewed to the left—even a small amount of water inserts itself into the ordering of 
[BMIM][I], disrupting the intermolecular interactions that account for the IL’s unusually 
high viscosity.  
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Figure 4.7 Radial distribution functions around the cation head. “Head” refers to the imidazolium ring within BMIM while “tail” refers to the butyl chain. 
Since iodide-water hydrogen bonding has been shown to important for the 
behavior of these mixtures, rdfs were also calculated for iodide and water surrounding the 
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iodide anion. These are shown in Figure 4.8. Water arranges itself around iodide in two 
peaks which probably represent two hydrogen atoms drawn to the iodide by hydrogen 
bonds. The magnitude of these peaks decrease as the water content increases. This is 
because, in low water content mixtures, every single water molecule is drawn close to an 
iodide atom. As more water is added, some of the water molecules are close to other 
water molecules instead. Since the rdf is normalized against the all the water in the 
system, the size of the peaks around iodide decrease. More interesting is the radial 
distribution function of iodide around itself. At low concentrations of water, there is a 
broad peak indicating that iodide molecules tend to stay at a similar distance from each 
other, but only somewhat. As more water is added, another peak appears closer to the 
center iodide as the water molecules draw the iodide atoms closer together than they 
would otherwise arrange themselves. This peak becomes distinct at 50% water (the 
divide between the two composition regions identified above) and only becomes more so 
as the water concentration rises to 90% and every single iodide is hydrogen-bonded to 
water (the reverse of what happens at low water concentrations). 
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Figure 4.8 Radial distribution functions of iodide and water around the iodide anion. 
 
Finally, in order to examine the dynamics of the MD simulation systems, self-
diffusion coefficients were calculated for the cation, anion, and water. These are shown in 
Figure 4.9.  
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Figure 4.9 Self-diffusion coefficients versus mole fraction water (X1). 
In the 0-50% water region, increased water concentration decreases the mobility 
of all species (though the diffusion coefficient of BMIM does rise slightly at X1 = 0.2). 
Like the melting points shown in Figure 1, this is the opposite of the expected trend.  At 
higher water concentrations, the diffusion coefficient for BMIM dips even lower before 
rising to a value slightly below that for pure [BMIM][I]. The diffusion coefficients for 
water and iodide, on the other hand, rise as water aggregates into a bulk phase, allowing 
for high mobility. At 90% water, iodide anions move much more freely than the cations 
they are paired with as they are pulled along by their strong attraction to water.  This 
complements the experimental measurement of ionic conductivity, which found that 
increasing amounts of water dramatically increased conductivity, particular at 
concentrations greater than 50%. 
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4.1.2. Application: [BMIM][I]/Water-Based Low Temperature Electrolyte 
Based on the information presented above, 70 mol% water was identified as a 
potential “sweet spot” for electrolyte applications. As can be seen in Figure 4.10, 70% 
water/30% [BMIM][I] mixtures still exhibit some of the hydrogen-bond-based melting 
point depression that dominates in the ≤50% water region but with significantly improved 
conductivity and viscosity.  
 
Figure 4.10 Trends in a) density, b) melting point, and c) viscosity/conductivity for various IL/water mixtures, with the properties at 70 mol% water highlighted. 
 
Unfortunately, the 70/30 mixture, when inserted into the MET sensor cell, showed 
no electrical signal. The mixture was still too viscous for the convective motion required 
for the MET’s operating mechanism. From there, the electrolyte was adjusted through 
trial and error in an attempt to find the smallest possible water content that is still 
effective in the sensor. A major breakthrough came with the addition of small amounts of 
LiI salt. Much easier to dissolve than the KI salt traditionally used in MET electrolytes 
and with a small cation that doesn’t contribute much to mixture viscosity, LiI improved 
electrolyte performance by slightly increasing the ion concentration, allowing more 
freedom in adjusting water content. The best results, however, were found when the bulk 
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of the mixture was made up [BMIM][I]. This can best be seen by comparing two 
formulations with different proportions of water, IL, and solid salt. These two 
compositions are detailed in Table 4-1, and for the purposes of this work will be referred 
to as “Mix A” and “Mix B.” 
 
Table 4-1 Composition of two potential IL/water electrolyte mixes. 
 Mix A Mix B 
Component mol% wt% mol% wt% 
water 10 49 20 72 
[BMIM][I] 80 26 75 18 
LiI 10 25 5 9 
 
These mixtures were first formulated by mol% because molecular ratios are so 
vital in ionic liquid systems, as revealed in Section 4.1.1. However, using the molecular 
ratios somewhat disguises the difference between the two mixtures. Using wt% instead 
reveals that while Mix A is half [BMIM][I] by mass, Mix B is almost two thirds 
[BMIM][I]—the bulk of Mix B is IL. This has a profound effect on the thermal properties 
of the mixtures, as seen in Figure 4.11. 
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Figure 4.11 DSC curves for (a) Mix A from 20 to -90 to °C and back again , using the RCS cooler, (b-1) Mix B from 20 to -90°C and back again, using the RCS, and (b-2) Mix B from -140 to 0°C, using the QCA cooler. (RCS and QCA are discussed in Chapter 3). 
The data shown in Figure 4.11 is complicated and revealing and must be 
discussed in depth. First, Mix A (4.11 (a)) has a clear freezing point at a temperature of -
30°C, clearly unacceptably high for the MET application. However, it is interesting to 
note that the melting point of Mix A, seen as the mixture is heated up, is higher than the 
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freezing point. This behavior is similar to super-cooled conventional liquids. It indicates 
that while the IL’s steric hindrances make crystallization difficult, once that 
crystallization occurs the mixture organizes into a relatively energetically favorable 
structure.  
Mix B exhibits radically different thermal behavior, similar to other mixtures with 
a relatively low proportion of salt and a relatively high proportion of [BMIM][I]. Mix B 
shows no phase transition when cooled to -90°C (as shown in Figure 4.11(b-1)). 
However, when a liquid nitrogen quench cooler is used to quickly cool the mixture to  a 
temperature of -140°C (Figure 4.11(b-2)), a phase transition clearly takes place. The 
cooling curve for this measurement was not recorded by the instrument’s analytic tools 
because it utilized the quench cooler. However, the heating curve shows a glass transition 
point at -101°C. This indicates that the mixture undergoes a transition to a glassy 
disordered state at some point between -90 and -140°C. It cannot be assumed that 
transition happened at the same point during the cooling cycle as the heating cycle (-
101°C). However, if the pattern is somewhat similar to the freezing/melting point 
difference seen in Mix B, it is likely that the initial transition to a glassy state occurred at 
some point below -101°C. There also appears to be a small phase transition (resembling a 
melting point) at -40°C. This likely represents a de-crystallization of some kind, perhaps 
of some sub-element within the mixture. Since this transition does not appear in Figure 
4.11(b-1), it is likely that there is some degree of crystallization below -90°C as well as a 
glass transition. (A second measurement of Mix B showed similar results). 
Efforts to find an electrolyte mix with a lower transition temperature have been 
largely unsuccessful, though with some intriguing results that may be built upon in the 
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future and will be discussed in the Proposed Work section in Chapter 5. This makes Mix 
B (20 mol% [BMIM][I], 75% water, 5 % LiI) the best electrolyte developed so far, and it 
will hereafter be referred to as the “current-best” electrolyte. For now, we will consider 
the low end of the electrolyte’s temperature range to be -101°C. This value is tentative, 
however—glass transitions involve the slow movement of awkward molecules, and often 
depend on factors such as cooling rate.   
The upper bound of the electrolyte’s temperature range is much easier to 
determine. Heating the mixture to 200°C revealed a clear-cut boiling point at 189°C, as 
shown in Figure 4.12. This temperature range (-101 to 189°C) is respectable, though not 
ideal. 189°C is well above the maximum temperature expected on the Moon (though 
perhaps not on other planetary bodies). A liquid low-end of -101°C is a significant 
improvement over a KI-in-water electrolyte, but does not encompass the low-end 
temperatures on the Moon, much less more hostile bodies.  
 
 
Figure 4.12 The boiling point of the current-best electrolyte mix, as measured by DSC. 
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The current-best electrolyte does, however, exhibit strong electrical performance 
in the MET sensor. Table 4.2 shows sensitivity, noise floor, and resolution for the IL 
electrolyte compared to the standard KI-in-water electrolyte. A smaller resolution is 
better, representing the ability of the seismometer to detect more subtle vibrations, and 
the IL electrolyte offers a modest improvement over the standard, improving resolution 
by a factor of 8.33. 
 
Table 4-2 Comparison of electrical performance (sensitivity, noise floor, and resolution) for standard KI-in-water electrolyte and current-best IL electrolyte 
 
Sensitivity 
@ 20 Hz 
Noise Floor 
@ 20 Hz 
Resolution 
@ 20 Hz 
Standard 7.29×10-3 V/g 2.05×10-4 V 2.81×10-2 g 
IL 3.54×10-2 V/g 1.19×10-4 V 3.37×10-3 g 
 
This is promising, but there is some cause for concern: a conductivity curve 
measuring electrolyte conductivity over temperatures from 3.5 to 50°C shows a 
predictable drop in conductivity as the temperature decreases (Figure 4.13). It is unclear 
how severely this will affect MET performance at temperatures approaching -100°C. In 
future work, the rate at which conductivity drops off with temperature should be a factor 
in weighing the merits of electrolyte compositions. 
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Figure 4.13 Conductivity of current-best electrolyte as a function of temperature. 
 
4.1.3. Effects of Graphene Nanoparticles/Nanoplatelets on Electrolyte Performance 
PCBM fullerenes were added into the “current-best” MET electrolyte as described 
in Section 4.1.2 at a concentration of about 0.01 wt%. Figure 4.14 shows performance of 
the IL-NP electrolyte in the MET compared to the plain IL electrolyte, a standard KI-in-
water electrolyte, and a non-MET accelerometer included as a reference. 
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Figure 4.14 Shows (a) the amplitude of output voltage under time domain and with a Fast Fourier Transform, (b) the power spectrum analysis of output voltage signal, and (c) the noise floor power spectrum.  
 
The first two properties shown in Figure 4.14, output voltage and output power 
spectrum, are both measures of sensitivity. High sensitivity means that there is a greater 
change in electrical current for a given change in seismic, making the sensor more 
effective at detecting subtler shifts. Both output voltage and output power in Figure 4.14 
demonstrate that the IL electrolyte shows some improvement over the standard 
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electrolyte, while the IL electrolyte enhanced with CNPs shows dramatic improvement.  
The third property in Figure 4.14 is the noise power spectrum, a measure of self noise—
that is, the change in signal not directly related to electrolyte movement. Ideally, self-
noise should be minimized to avoid obscuring relevant signals.  Figure 4.14(c) shows 
more-or-less equivalent levels of self-noise for all three electrolytes.  
These results are further detailed in Table 4-3 where sensitivity is taken as the 
average offset output voltage from Figure 4.14 (a), the noise floor is taken from Figure 
4.14 (c), and the resolution is calculated as the sensitivity over the noise floor. A smaller 
number for the resolution is better and indicates that the sensor can detect finer changes 
in vibration. The IL solution improves resolution over the standard electrolyte by 8.33x. 
Adding CNPs to the IL solution improves resolution by a further 101x. The IL+CNP 
electrolyte improves resolution over the standard solution by 844x. 
Table 4-3 Sensitivty, noise floor, and resolution for three electrolyte formulations in an MET 
 
Sensitivity 
@ 20 Hz 
Noise Floor 
@ 20 Hz 
Resolution 
@ 20 Hz 
Standard 7.29×10-3 V/g 2.05×10-4 V 2.81×10-2 g 
IL 3.54×10-2 V/g 1.19×10-4 V 3.37×10-3 g 
IL + CNP 2.85 V/g 9.49×10-5 V 3.33×10-5 g 
 
This exciting result means that our preliminary IL-NP electrolyte radically 
improves MET performance. However, the mechanism behind this improved 
performance is not obvious. If the nanoparticles simply increase the conductivity of the 
electrolyte, they would be expected to increase the noise floor as well as the sensitivity. 
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Conductivity increases electrical signals through the electrolyte in general, whether those 
signals are wanted or unwanted. Since the nanoparticles do not raise the noise floor as 
they raise the sensitivity, a more complex and obscure explanation is needed.  
As a step towards discovering that explanation, the effect of particle size was 
examined. However, besides fullerenes, it is difficult to obtain carbon nanoparticles of 
consistent, regular, varying sizes. Therefore, graphene platelets were utilized instead. The 
current-best electrolyte was mixed with platelets which 6-8nm thick and five, fifteen, or 
twenty-five micrometers wide. The sensitivity of the electrolyte thus enhanced was 
measured in the MET sensor and compared to that of the electrolyte without particles and 
with added fullerene. The results are shown in Figure 4.15 (the 1nm data set represents 
fullerene, which is roughly 1nm in diameter).  
 
Figure 4.15 Sensitivity of the MET sensor with current-best electrolyte containing no particle (original), fullerene nanoparticles (1nm), or graphene nanoplatelets with widths of 5, 15, or 25 micrometers. 
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Figure 4.15 tells a relatively straightforward story, with sensitivities increasing 
with increasing nanoplatelet width. This effect may be as simple as the platelets 
becoming large enough, as they jump from 5 to 15 micrometers, to physically bridge the 
gap between electrodes in the MET. Alternately, a graphene surface effect on the 
nanostructure and dynamics of the electrolyte mixture might become more powerful with 
increasing graphene surface. However, Figure 4.15 only represents a single dataset taken 
on a single day, and second data set complicates the picture it presents.  
Figure 4.16 compares the data from Figure 4.15, which was conducted with 
electrolyte mixtures that had been prepared the day before (a) with the same 
measurements taken with electrolyte mixtures that had been prepared a month before the 
tests were conducted (b). This experiment has markedly different results, showing no 
consistent pattern of sensitivities either between electrolyte mixtures containing platelets 
of varying sizes. Indeed, the relative sensitivities of the different electrolytes are not even 
consistent across frequencies, with the original electrolyte, for example sometimes more 
and sometimes less sensitive than the electrolytes containing fullerenes or 15-25 
micrometer platelets. In addition, the sensitivities of all platelet-containing electrolytes in 
the older samples are lower by an order of ten that that of the fresh samples.   
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Figure 4.16 A comparison of sensitivities for (a) freshly mixed electrolytes compared to (b) electrolytes mixed a month before the measurement.  
  
This result may simply mean that the apparent trend observable in Figure 4.15 is a 
fluke, and that repeated measurements would reveal no particular pattern. However, it 
also possible, even likely, that the composition of the older samples had changed in the 
weeks since they were first mixed. In fact, it is nearly certain that water evaporated from 
the samples as they were stored in the open over such an extended period, and it would be 
rational for a change in the molecular composition of the electrolyte to influence sensor 
performance. If evaporation of water from the electrolytes is, indeed, the explanation for 
the decreased sensitivities and lack of order shown in Figure 4.16(b), it is some sense 
unfortunate for the success of the MET project, since preserving the water content in tiny 
samples of liquid presents a challenge over the lifetime of the sensor. However, it could 
also give us a clue as to the nature of the electrolyte, suggesting that water is essential to 
whichever graphene surface effect causes 15-and-25-micrometer-thick carbon platelets to 
boost sensitivity so dramatically.    
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4.1.4. Molecular Dynamics Studies of IL/Water/Particle Surface Interactions 
An obvious method for exploring the interactions between the graphene surface 
and the IL/water mixture that forms the basis of the MET electrolyte is molecular 
dynamics. Simple MD simulations were performed modeling the behavior of a fullerene 
particle dissolved in [BMIM][I]/water mixtures with varying percentages of water. As a 
contrast to hydrophobic fullerene, a hydrophobic silica particle was simulated in the same 
mixtures. Representative snapshots from these simulations are shown in Figure 4.17, 
which shows a graphene particle and a silica particle, each with a few BMIM, iodide, and 
water molecules shown to illustrate the ordering of solvent molecules around the particle. 
 
Figure 4.17 Representative snapshots of graphene and silica  nanoparticles in a [BMIM][I]/water mixture, with select IL and water molecules shown to illustrate solvation structure. 
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From visual inspection, it is clear that IL and water molecules order themselves 
differently around the different particles. The hydrophobic fullerene surface attracts the 
hydrophobic butyl chains of the BMIM cation, which wrap around the uniform graphene 
surface. Iodide anions equilibrate farther from the surface, though they are still drawn in 
my by the BMIM molecules charge, and water molecules organize farthest from the 
particle surface, apparently attracted to the iodide anions by hydrogen bonds similar to 
those observed in Section 4.1.1. The silica nanoparticle, on the other hand, nearly 
reverses these trends. The hydrophilic silica surface attracts iodide anions, water, and the 
hydrophilic imidazolium ring (or “head”) of the BMIM cation. Likely because of the 
uneven silica surface, iodide is drawn closest, almost into the surface itself, followed by 
water, followed by bulky BMIM. The hydrophobic BMIM butyl chain (or “tail”) is 
pushed out nearly perpendicular from the silica surface. These visual observations are 
confirmed and refined by radial distribution functions.  
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Figure 4.18 Radial distribution functions around the fullerene nanoparticle. “Head” refers to the imidazolium ring within BMIM while “tail” refers to the butyl chain. 
Figure 4.18 shows radial distribution functions around the fullerene nanoparticle 
within various [BMIM][I]/water mixtures. These rdfs confirm the observation that the 
hydrophobic cation tail is drawn towards the graphene surface. The cation head and 
iodide anion form the next ring of the solvation shell, with the cation head drawn perhaps 
slightly closer (it is, after all, attached to the tail). The most interesting trend is the impact 
of increasing water concentration. As the water content rises to 75 mol%, the 
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hydrophobic cation tail is pushed closer to the graphene surface, and draws away from 
the iodide anion, pulling the cation head with it to some extent. The effect of the IL on 
the water is also interesting. The rdf from the pure water system shows how water 
arranges itself around the particle with no ILs present, forming a clear solvation shell. 
However, the introduction of IL molecules immediately destroys this ordering as the 
water is pushed away from the surface by the preferred molecule. These rdfs lead to our 
first theory about the sensitivity-enhancing effects of graphene in the MET sensor: the 
presence of a powerfully hydrophobic surface may draw the cation away from the anion, 
loosening the association between the ion pairs. The iodide, relatively free from the 
bulky, viscous BMIM, might then act as a more effective charge carrier, or perhaps  more 
readily access the electrode surfaces where the iodide/triiodide redox reaction takes place. 
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Figure 4.19 Radial distribution functions around the silica nanoparticle. “Head” refers to the imidazolium ring within BMIM while “tail” refers to the butyl chain. 
 The silica nanoparticle was meant to act as a contrast to aid in the understanding 
of the fullerene particle. It is particularly important to compare the graphene to a different 
particle type since, experimentally, non-carbon particles did not have the same 
sensitivity-enhancing effects. The rdfs in Figure 4.19 effectively illustrate the 
dramatically different behavior of the IL/water mixture around a hydrophilic particle. 
Interestingly, these rdfs do not show a striking change of ordering around the particle as 
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more water is added. The proximity peaks of iodide around the particle grow smaller in 
magnitude as the water content increases, but given that rdfs are normalized, that is not 
particularly significant. The shape of the proximity peaks remain the same, and they do 
not appear to be pushed out from or pulled into the silica surface. The ordering of the 
cation head and tail is also roughly similar across water content, with the tail farther from 
the surface than the head, as observed from Figure 4.17. The relative positions of cation 
do not change appreciably. The water ordering is somewhat affected by the addition of 
IL, as water appears to be drawn even closer to the silica surface by the iodide. However, 
water ordering appears roughly similar in 25, 50, and 75 mol% water systems. Looking 
back at Figure 4.17, it is clear that this is partly because iodide and water are small and 
the silica surface is uneven. Iodide and water are able to arrange themselves in an 
energetically favorable manner around the particle without significant steric hindrance. In 
Figure 4.18, however, the group favored by the particle surface is the bulky cation tail. 
The contrast to Figure 4.19 makes clear that there are steric hindrances to these long 
carbon chains drawing as close to the graphene surface as they might like. This also 
explains why the equilibrium for the cation chain is closer to the particle at higher water 
contents (75%) where there are fewer other cation molecules competing for favorable 
spots around the fullerene. This leads us to two reasons why a hydrophilic particle like 
silica may not increase the sensitivity of MET sensor the way hydrophobic fullerene 
does: 
1) Iodide is unlikely to make an effective charge carrier when it is anchored to the 
surface of a heavy particle, the opposite of the proposed “freeing” effect of 
fullerene on iodide 
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2) The hydrophobic portion of the [BMIM][I]/water mixture is the cation’s 
hydrocarbon chain, which is bulkier and heavier than highly hydrophobic 
iodide and water molecules and is also prone to tangling. By attracting these 
chains, the hydrophobic particle has a more radical effect on the nanostructure 
of the water/IL mixture, which naturally has a greater effect on mixture 
properties.      
 
4.2.Immiscible Ionic Liquid/Water Systems 
4.2.1. Moleculary Dynamics Studies of the Effects of Ionic Liquid Choice and 
Particle Concentration at the Ionic Liquid/Water Interface 
Three different IL cations and two different IL anions were chosen for simulation, 
combined to give four different ionic liquids: [EMIM][PF6], [BMIM][PF6], 
[HMIM][PF6], and [BMIM][tf2N]. These molecules differ in hydrophobicity, as shown 
in Figure 4.12 
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Figure 4.20 IL cations and anions used in the following simulations, arranged in order of increasing hydrophobicity. 
 
These four ILs were then simulated in interfacial systems with water and either no 
particles, eight particles, or 32 particles. Snapshots from the simulation of the particle-
free systems are shown in Figure 4.13. While relatively simple, these simulations do 
show the expected trend in miscibility. The least hydrophobic IL—[EMIM][PF6] has a 
wider, softer interface with several ions diffused into the water phase. The interfaces get 
narrower until the most hydrophobic IL—[BMIM][Tf2N]—is sharp, distinct, and flat. 
[emim]+ [bmim]+ [hmim]+
Cation
Anion
[PF6]- [Tf2N]-
Hydrophobicity
Hydrophobicity
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Figure 4.21 Snapshots from simulations of four IL interfaces with no particles. Cations are yellow and anions are green. 
 
This trend can be seen more quantitatively by comparing the density profiles in 
each of these systems. Figure 4.14 shows these profiles, while Figure 4.15 combines the 
water density profiles on one graph to make comparison easier. In each system, the 
density of water drops to zero at the IL interface. However, the water density profile from 
the [EMIM][PF6] system is visibly broader than the other profiles, indicating a significant 
amount of water molecules extending into the IL phase. The profile from the 
[BMIM][Tf2N] profile, on the other hand, is sharp and narrow, and small density peaks 
can even be seen directly before the interface, indicating that the commingling of water 
and [BMIM][Tf2N] is so unfavorable that water molecules are pushed together by the 
interface. The other two profiles are somewhere in between this extreme. Throughout the 
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rest of this study, the [EMIM][PF6] and [BMIM][Tf2N] interfaces will act as contrasts, 
examples from either extreme end of a range of interfacial behaviors. 
 
Figure 4.22 Density profiles of IL/water interfaces in the absence of particles. 
 
 
Figure 4.23 Water density profiles for IL/water interfaces in the absence of particles. 
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Adding particles to these systems reveals how these interface properties affect 
particle/interface interactions. Figure 4.15 shows snapshots from the 8-particle 
simulations of each interface system. To some extent all four interfaces behave similarly, 
equilibrating with the particles aggregated at the surface and a thin layer of IL molecules 
wrapping around, insulating the hydrophobic nanoparticles from the water phase. 
However, the [EMIM][PF6] also seems to have drawn water molecules into the ionic 
liquid phase with them. [BMIM][PF6] and [HMIM][PF6] also seem to be doing this to 
different extents. The [BMIM][Tf2N] system, however, shows a sharp interface with very 
little uptake into the IL. 
 
Figure 4.24 Snapshots from simulations of four IL interfaces with eight particles. 
 
89  
The density profiles for these systems, shown in Figure 4.17, confirm these 
observations. The three PF6-IL interfaces broaden in the presence of nanoparticles, water 
and IL molecules coexisting more than they do in a particle-free system. The 
[BMIM][Tf2N] maintains a sharp, narrow interface. In fact, by comparison with Figure 
4.15, it is clear that the presence of particles effectively sharpens the mass “peaks” of the 
IL at the interface. Simulations by Frost et al find that these peaks represent molecules 
arranging themselves to lie flat along the interface, avoiding any extension into the water 
phase [33].  
 
Figure 4.25 Density profiles of IL/water interfaces with eight particles. 
 
Given these observations, it would seem that differences in hydrophobicity do not 
entirely explain the differing behavior of the IL interfaces. Hydrophobicity is certainly a 
factor—after all, relatively hydrophilic EMIM experiences more interface-broadening 
than hydrophobic HMIM. However, HMIM does not experience the same IL-crowding at 
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the interface. The difference is not hydrophobicity but the shape of the anion, with Tf2N 
being linear and capable of lying flat on the interface, while PF6 is round. Applying these 
observations to the particle transport exhibited in Figure 2.16, it becomes clear that a 
major relevant difference between [BMIM][Tf2N] (no transport) and [P6,6,6,14][Phos] 
(strong transport), both highly hydrophobic ILs, may be the shape of the anion, with Tf2N 
much more linear and much more rigid than phosphinate with its branching chains. 
Our group’s previous simulation work has never simulated more than 8 particles 
in a two-interface simulation box [32, 33]. Only looking at one level of particle 
concentration limits our ability to derive understanding of particle interactions and 
effects. Therefore, we also simulated our four interface systems with 32 particles, 
pictured in Figure 4.18 after 50ns of run time. The results are highly intriguing.  
 
Figure 4.26 Snapshots from simulations of four IL interfaces with 32 particles. 
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[EMIM][PF6], water, and particles form a broad, intermingled interface, with the 
particles quickly aggregating into a single cluster (this behavior was also observed in the 
parallel simulation runs. Hydrophobic [HMIM][PF6] and [BMIM][Tf2N], on the other 
hand, maintain relatively distinct interfaces, and the nanoparticles are not quickly drawn 
into a large cluster. In the [HMIM][PF6] snapshot, the particles can be seen drawing ions 
out into the water phase. The density profiles in Figure 4.19 confirm this, showing broad 
regions where IL, water, and nanoparticles coexist.  
 
 
Figure 4.27 Density profiles of IL/water interfaces in the 32-particle systems. 
 
It would seem that nanoparticles intermediate the repulsive interactions between 
water and the ionic liquid molecules. This creates a unique energy-favorable region with 
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water, ionic liquid, and particles commingling. To confirm this, intermolecular potential 
energies were calculated between water and each IL molecule for all simulation systems. 
The results of this calculation are shown in Figure 4.20. For all interfaces except 
[BMIM][Tf2N], adding 8 particles slightly increased interaction energy, while 32 
particles significantly lowered. This effect was greatest for [EMIM][PF6], the IL which 
most readily forms the low-energy IL/water/particle region observed above. 
[BMIM][Tf2N], which by observation formed this region very little, if at all, does not 
exhibit a lowering of energy in the 32 particle system. The anion-water interaction energy 
behaved similarly for [BMIM][PF6] and [HMIM][PF6]. Again, this trend seems to be due 
to a combination of hydrophobicity—with the more hydrophobic cations exhibiting less 
of a drop in energy—and anion shape—with large, rigid, linear Tf2N not exhibiting any 
particle-related energy drop at all. (It should be noted interactions energies were also 
calculated for IL/IL and water/water interactions, which did not show a similar trend.)  
 
Figure 4.28 Short-range interaction energies (defined as Lennard-Jones potential energy plus Coulombic potential energy) for water-IL interactions in each simulation system. 
These simulations strongly suggest that the formation of a particle driven, low-
energy, commingled particle-water-IL region at the interface is a phenomenon of interest 
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in the study of particles at ionic liquid/liquid interfaces. It may explain some of the 
unique behaviors of these interfaces, including particle transport, suggesting that particles 
pass through the interface not because the ionic liquids attach to and modify the particle 
(as in the previously proposed scheme) but because the particles modify the interface. If 
the observations presented here accurately represent the real world, they provide a 
significant step towards understanding the unique nature of ionic liquid interfaces.  
 
4.2.2. Molecular Dynamics Studies of PNIPAAm at the IL/Water Interface 
A chain of PNIPAAm polymer was simulated in its coiled and uncoiled state at 
the interface of water with [BMIM][PF6] and with [BMIM][Tf2N]. The two ILs were 
chosen to give anions with starkly different hydrophobicities (Tf2N is more hydrophobic 
than PF6) and morphologies (Tf2N is long and nonisotropic in shape, whereas PF6 is 
smaller and perfectly symmetrical). Figure 4.29 compares these interface at 300K, when 
the PNIPAAm is in its uncoiled state. The differences between these two systems are not 
obvious from a visual snapshot, though the PNIPAAm molecule does seem to spread 
more vertically at the [BMIM][PF6] interface. The [BMIM][PF6] itself is broader, less 
sharp, and more ragged than the [BMIM][Tf2N] interface, as would be expected from 
reason and from previous simulations.  
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Figure 4.29 Representative snapshots from simulations at 300K, with uncoiled PNIPAAAm. Cations are yellow, anions are red, and water is invisible. From left to right: view from the xy-plane, view from the xz-plane, view from the xz-plane with semitransparent IL molecules. 
 
By contrast, when temperatures are higher and  PNIPAAM is in its coiled state 
(Figure 4.30), the difference between the two ionic liquid interfaces is obvious and 
obviously important. In the [BMIM][PF6] system, the PNIPAAm is drawn almost 
completely into the ionic liquid phase, with minimal contact with the water interface. It’s 
morphology resembles the bunched configuration that coiled PNIPAAm assumes when 
allowed to equilibrate freely (this can be seen in the molecular dynamics methodology 
section of Chapter 3). At the [BMIM][Tf2N] interface, on the other hand, the PNIPAAm 
is pressed down onto the interface, partially flattened. This sort of variable deformability 
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is exactly the sort of customizability researchers might hope for from soft-particle-
stabilized ionic liquid emulsions, and so determining the cause of this behavior is of 
particular interest.   
 
Figure 4.30 Snapshots from simulations at 360K, with coiled PNIPAAAm. Cations are yellow, anions are red, and water is invisible. From left to right: view from the xy-plane, view from the xz-plane, view from the xz-plane with semitransparent IL molecules. 
 
 
 
In order to explore these systems and phenomena in a more quantitative way, 
density profiles were calculated for each interfacial system, averaged across all 
simulation runs. The result of these calculations, shown in Figure 4.31, are interesting in 
96  
several ways. First, they confirm some of the observations from above. Uncoiled 
PNIPAAm is more vertically spread at the [BMIM][PF6] interface than at the 
[BMIM][Tf2N] interface. The coiled PNIPAAm is also obviously more vertically spread 
in the [BMIM][PF6] interface, whereas in the [BMIM][Tf2N] system the coiled 
PNIPAAm is pressed against the interface. One aspect of these systems which was not 
immediately apparent from the visual snapshots was the way the IL/water interfaces 
broaden when the PNIPAAm coils. This effect is apparent for both IL systems, but the 
[BMIM][PF6] interface obviously broadens more than the [BMIM][Tf2N] interface. 
 
Figure 4.31 Density profiles of coiled and uncoiled PNIPAAm at the IL/water interface.  
From this, it is reasonable to conclude that [BMIM][Tf2N] resists interface 
broadening more than [BMIM][PF6]. This is reasonable since Tf2N is the more 
hydrophobic cation and because the previous simulations described in Section 4.2.1 
found ordering of [BMIM][Tf2N] at the water interface, with Tf2N molecules lying flat 
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against the water.  This resistance likely contributes to the deformation of the PNIPAAm 
at the [BMIM][Tf2N] interface as the IL effectively pushed the PNIPAAm down rather 
than flowing around the gathered up polymer, resulting in a broader interface and more 
intermingling with water molecules. To better understand these forces, short-range 
interaction energies were calculated for various molecule pairs. These are shown in 
Figures 4.32, which shows interactions between IL or water molecules and PNIPAAm. 
and 4.33, which shows interactions between IL molecules and water. Taken together, 
these two charts outline the complex balance of energies which govern the unique 
behavior of these IL/water/soft-matter systems.  
From Figure 4.32, we conclude that, for both of the ILs we simulated, the 
interaction energies between IL molecules and PNIPAAm become more negative as the 
PNIPAAm coils. This indicates that the coiled state of PNIPAAm is more energetically 
favorable to ILs. Of course, these interactions are influence by the presence of the 
interface. [BMIM][Tf2N] exhibits a greater change in energy when PNIPAAm coils than 
[BMIM][PF6] does. This likely means that the configuration of PNIPAAm in the Tf2N 
system—pushed against the interface—is more energetically favorable to ILs, but in the 
[BMIM][PF6] system this effect is canceled out by other interactions.  
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Figure 4.32 Short-range interaction energies (defined as Lennard-Jones potential energy plus Coulombic potential energy) for water/IL molecules and PNIPAAm.  
 
Figure 4.33 Short-range interaction energies (defined as Lennard-Jones potential energy plus Coulombic potential energy) for IL molecules and water. 
Those other interactions do not appear to be between water and PNIPAAm. In the 
PF6 system the difference in interaction energy between water and coiled or uncoiled 
PNIPAAm is negligible, and in the Tf2N system the coiled PNIPAAm interacts less 
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favorably with water than the uncoiled PNIPAAm (this makes some sense—compressing 
the hydrophobic polymer against the water phase is unlikely to be particularly 
energetically favorable). Rather, the strong interactions which drive the behavior of the 
[BMIM][PF6] system are apparent in Figure 4.33, which shows short-range interaction 
energies between IL molecules and water. Significantly, these energies are generally of 
greater magnitude than the PNIPAAm interaction energies in Figure 4.22, which means 
that the energy difference between states is also larger. Figure 4.33 also features 
interaction energies from IL/water interfaces without particles, calculated from the 
simulations described in Section 4.2.1.  
Adding uncoiled PNIPAAm to the [BMIM][PF6]/water interface makes the 
IL/water interactions significantly less favorable for both cation and anion. When the 
PNIPAAm coils and draws up into the IL phase, [BMIM][PF6] reforms a largely 
uninterrupted interface, a much more energetically favorable situation. The 
[BMIM][Tf2N] situation follows a similar pattern, but the interactions between 
[BMIM][Tf2N] and water are less favorable, and the difference in interaction energies 
between the different states is less. Given that Tf2N is significantly more hydrophobic 
than PF6, this pattern makes sense. These relationships suggest that the [BMIM][PF6] 
system is driven almost entirely by IL/water interactions, with coiled PNIPAAm drawing 
up almost entirely into the IL phase because that configuration creates the most favorable 
IL/water equilibrium. In the highly hydrophobic Tf2N system, on the other hand, water/IL 
interactions are less favorable, which means that when the PNIPAAm coils, the system 
reaches an equilibria which balances both IL/water interaction energies and 
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IL/PNIPAAm interaction energies, leading to a deformed PNIPAAm cluster pressed 
against the interface. 
This intricate interplay of interactions between IL, water, and soft matter 
illustrates the complexity of these multicomponent systems, as well as the diverse effects 
made possible by subtle differences in ionic liquids. This study suggests that the IL 
properties would have significant influence over the behavior of stimuli-responsive 
particles such as PNIPAAm at liquid-liquid interfaces, and hints at intriguing possibilities 
for tuning such emulsions. 
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5. SUMMARY AND PROPOSED WORK 
5.1.Summary 
Even a material as simple and well-studied as water can take on revolutionary 
implications when combined with new, complex materials such as ionic liquids. Ionic 
liquid/water systems can be homogeneous, miscible mixtures or heterogeneous systems 
incorporating liquid/liquid interfaces. These systems can be further enhanced by particles 
both solid and soft. The complexity of these multicomponent systems provide as many 
opportunities for unique insight into the physical world as they do practical applications 
with exciting potential. 
We discussed ionic liquid/water/particle systems under two broad categories: 
miscible and immiscible systems. We began our study of miscible ionic liquid/water 
systems with a thorough study of [BMIM][I]/water mixtures through both experiment 
and molecular dynamics (MD) simlations, and were able to integrate MD results with 
physical measurements to develop theories on the molecular-scale structure of these 
mixtures and how that influences macroscale mixture properties. We then put this new 
knowledge to use by developing a wide temperature range electrolyte, based on the 
mixture of [BMIM][I] and water, for use in a molecular electronic transducer (MET) 
seismometer. This MET is meant to be utilized on the Moon and in other harsh 
environments, and must have wide liquid temperature range. We were able to develop an 
electrolyte with a liquid temperature range of approximately -101°C (“approximately” 
because the exact temperature of a glass transition may be influence by various factors) to 
189°C. This electrolyte also had excellent electrical performance in the MET. The 
addition of fullerene nanoparticles or graphene nanoplatelets was found to significantly 
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increase sensor sensitivity, and we utilized MD simulations to form a tentative theory as 
to why that might be. 
Our discussion of immiscible ionic liquid/water systems focused on MD 
simulations of particle behavior at the IL/water interface. While our group’s previous 
simulations of the IL/water interfaced all involved the same ionic liquid, [BMIM][PF6], 
this work expands those studies to multiple ILs, allowing us greater confidence in 
drawing general conclusions about the nature of IL/water interfaces. We also varied the 
concentration of particles at the interface in a way that had not been done previously. 
Because of this, we observed a new phenomenon unknown to earlier simulation work—
the formation of a hazy, interpolated region at the interface where particles, IL ions, and 
water intermingle, the hydrophobic particle intermediating negative interactions between 
the IL and water. We theorized that something like this might explain some of the 
stranger observed behavior of IL/liquid interfaces, particularly the spontaneous transport 
of particles across these interfaces. We also, for the first time, simulated a flexible, 
environmentally responsive material at the IL/water interface. Specifically, we simulated 
the thermos-sensitive polymer poly(N-isopropylacrylamide) (PNIPAAm) at the interface 
of water with two different ILs. We noted how different IL characteristics influenced the 
responsive behavior of PNIPAAm, and observed that the interactions between the IL and 
water were actually determinative of the PNIPAAm behavior as complex interactions 
delicate energies combined to form interesting new equilibria.  
Overall, we progressed our understanding of the theory behind ionic liquid/water 
systems while simultaneously applying those theories towards applications and ever 
greater usefulness to the world.  
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5.2.Proposed Work 
5.2.1. [BMIM][I]/Water Electrolyte with Additional ILs 
The most urgent priority for continuing work on the electrolyte described in 
Section 4.1.2 is extending the lower temperature range of the liquid by pushing down the 
glass transition temperature. So far, it has proven difficult to develop a formulation with a 
glass transition below about -100°C. However, some recent attempts show thermal 
behaviors which, while not yet meeting the goal of lowering the transition temperature, 
are nonetheless interesting and suggest avenues for further investigation. These 
formulations were based on the idea that combining a variety of different ILs might lower 
the transition temperature by making the internal structure of the mixture more chaotic 
and crystallization of any sort more difficult. Increasing the asymmetry of IL molecules 
has been found to decrease IL melting and/or glass transition points [121, 164, 165], and 
it is reasonable to think that mixing different ions of different shapes and sizes might 
have a similar effect. With that in mind, Table 5-1 details the composition of six different 
potential electrolyte mixtures containing ILs in addition to [BMIM][I], along with water 
and LiI. [BMIM][BF4] and [BMIM][Tf2N] were chosen as the additional ILs because 
their anions have different sizes, shapes, and hydrophobicities. These mixtures are 
lettered starting with “Mix C,” continuing from Mix A and B in Section 4.1.2. 
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Table 5-1 Molecular compositions of six multiple-IL/water-based potential electrolytes. All numbers are mol%.  
 C D E F G H 
[BMIM][I] 30 30 30 20 10 20 
[BMIM][BF4] 30 0 30 20 10 20 
[BMIM][Tf2N] 0 30 30 20 10 20 
[BMIM][PF6] 0 0 0 0 0 20 
water 35 35 10 35 65 20 
LiI 5 5 0 5 5 0 
 
DSC measurements were performed on each of these samples using the liquid 
nitrogen quench cooler to cool the sample to -150°C. The samples were then heated to 
room temperature at 5°C/min. The resulting cooling/heating curves are shown in Figure 
5.1.  While only one DSC curve is shown for each sample, two measurements were 
performed for each system. The second measurement looked roughly similar in each 
case.   
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Figure 5.1 DSC curves for each of the potential electrolyte mixtures described in Table 5-1. 
 
Again, none of these choices seems superior to the “current-best” electrolyte 
outlined in Section 4.1.2. However, there are some fascinating trends. Mix G contains the 
most water of any of the mixtures featured here (65 mol%). It exhibits odd thermal 
behavior at a little below -100°C, what can best be described as a melting-point-like 
trough followed immediately by a freezing-point-like peak, fading into a glass transition 
that lasts all the way up to -30°C. This probably means a glassy phase with several sub-
transitions across the temperature scale. These results confirm that more water is not 
necessarily better. Mixes D and E both exhibit an unusual, bumpy glass transition at 
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about -90°C. What these mixtures have in common is a relatively large proportion (30 
mol%) of the highly hydrophobic IL [BMIM][Tf2N]. This IL is miscible with [BMIM][I] 
and [BMIM][BF4], which are miscible with water, allowing the whole mix to be 
homogenous at room temperature. However, the hostile combination of [BMIM][Tf2N] 
and water does seem to lead to a glass transition point a good ten degrees lower than that 
of the the current-best electrolyte. Mix H, which contains 20% [BMIM][Tf2N] and 20% 
[BMIM][PF6] for a total of 40% water-immiscible ILs, also has a relatively high glass 
transition temperature at a little below -80°C.  
The remaining two remaining mixtures, C and F, both feature 35 mol% water and 
the water miscible IL [BMIM][BF4], though Mix F also contains 20% [BMIM][Tf2N]. 
They exhibit similar behavior with a glass transition evident at about -95°C. While this 
immediately seems clearly inferior to the current-best electrolyte with its glass transition 
temperature of -101°C, closer inspection reveals an intriguing detail. In both Mix C and 
Mix F, the heating curve begins trending down at about -135°C, sloping steadily to the 
more apparent transition at -95°C. This is the lowest-temperature phase change behavior 
yet observed for any of the IL/water mixtures, and seems to indicate that there is at least 
some molecular movement at temperatures as cold as -135°C, beginning a long, slow 
shift into the mixture’s liquid state. 
This seems like the most promising basis for potential future electrolyte mixtures. 
These potential mixtures would involve some combination of [BMIM][I], [BMIM][BF4], 
a small amount of water, and LiI. Perhaps other water-miscible ILs could be added. 
Regardless, such experiments should be conducted in a more methodical manner than the 
shot-in-the-dark approach used to conceive of Mixes C through H. So far, at least, such 
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an approach promises the best hope of developing a mixture which remains liquid well 
below -100°C.   
 
5.2.2. Dissipative Particle Dynamics Simulations of the Ionic Liquid/Liquid 
Interface 
Molecular dynamics simulations have been tremendously helpful in studying 
IL/water/particle systems as described throughout this work. However, there are some 
inherent limitations to MD. Chief among these is a limited system size—of the many 
simulation systems featured here so far, not one included a simulation box larger than 
about 10nm on a side. As simulation systems grow larger than this, computation costs 
quickly become prohibitive. This restriction limits the information that can be obtained 
regarding IL liquid/liquid interfaces and particles in multiple ways. Such small systems 
necessarily lead to artifacts and errors, and small system size is specifically known to 
cause wild pressure fluctuations, which can influence the behavior of liquid interfaces 
[166]. The small simulation size also makes it impossible to simulate a curved interface, 
something which would obviously be helpful in understanding emulsions. Finally, limited 
simulation scales mean that MD cannot capture particles more than a  few nanometers in 
diameter, whereas the particles actually used in real-world applications are often much 
larger. It would be particularly helpful to be able to simulate longer chains of PNIPAAm 
or other stimuli-responsive polymers that might actually be large enough to self-assemble 
in a way that is reasonably close to their real-world behavior.  
To combat these challenges, I suggest utilizing dissipative particle dynamics 
(DPD). DPD is similar to molecular dynamics, but instead of modeling individual atoms 
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or molecules it clusters molecules together into an artificial particle. This coarse graining 
significantly reduces required computation times and allows simulations of systems at the 
mesoscale [167]. Not only has DPD been used to successfully simulate ionic liquids [168, 
169], the mesoscale capabilities of DPD make it a particularly useful technique for 
simulating polymers [168-173]. 
I propose that DPD be used for a methodical series of studies on particle behavior 
at the ionic liquid/liquid interface, including both hard and soft particles. These studies 
should investigate the effects of interface curvature and characteristics of both the IL and 
the particle, and should include extensive study of stimuli-responsive polymers such as 
PNIPAAm. This should lead to many insights not possible through MD simulations 
alone.      
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TENSOR ROUTE FOR CALCULATION OF INTERFACIAL TENSION IN 
MOLECULAR DYNAMICS SIMULATIONS 
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Introduction 
The importance of surface tension is ubiquitous in natural and industrial 
processes.  One simple example is that surface tension is responsible for the spherical 
shape of liquid droplets and bubbles. Thermodynamically, it is a measure of the free 
energy required to create a unit area of the specific surface or interface. Surface tension is 
of fundamental importance as it determines stability and capillary behavior biphasic 
systems such as emulsion, bubbles, foams as well as microfluidic devices [174, 175] and 
self-assembly processes [176, 177].  Measuring surface tension quantity can be 
accomplished with goneometers, tensiometers, and spinning drop techniques [178-180]. 
These methods provide accurate determination of surface tension, which is imperative in 
applications where biphasic systems occur. Furthermore, surface tension plays a key role 
in describing unique capillary phenomena such as capillary waves [181], marangoni flow 
[182, 183], and wetting behavior [184]. Surface tension-dependent phenomena such as 
these can also be investigated computationally, where a molecular view of the interface 
can be obtained. 
Accurate and precise calculation of surface tension is becoming increasingly 
important in molecular models, particularly as they are used to examine nano-scale 
capillary phenomena. Molecular dynamics (MD) simulations provide a unique tool for 
such studies, allowing for a molecular-resolution view of the interface and its dynamics 
[32, 33, 78, 154, 156, 157, 185]. Surface tension is also a useful quantity for evaluating 
the adequacy of molecule-specific force fields [158] and the mechanisms behind particle-
interface interactions [32, 33, 186, 187]. Theoretically, surface tension can be calculated 
at every time step of the simulation, but time-averaging is generally necessary to obtain 
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reliable results. However, these calculations can be problematic in some systems due to 
high fluctuation between time steps. In this report, we will discuss some of systems and 
how alternative methods can be used to calculate surface tension with reasonable 
precision. 
Multiple methods have been used to calculate surface tension in both molecular 
dynamics (MD) and Monte Carlo (MC) simulations. Some methods base their calculation 
on the change in surface free energy caused by a change in surface area [188, 189]. Other 
methods are applied to MC simulations and base their calculations on density-distribution 
or on pressures calculated from volume perturbations [190]. However, the primary 
method for calculating surface tension in MD and MC simulations remains the 
Kirkwood-Buff method (also known as the pressure tensor route) which is based on the 
difference between the pressures normal and tangent to the interface [191]. Common MD 
simulation packages offer the pressure tensor method as part of their internal analysis 
tools [133, 134, 192-194], and new computational methods for calculating interfacial 
tension are often evaluated by checking their results against the pressure tensor route. 
However, the pressure tensor route method has some limitations, as will be discussed 
below. 
The advantage of the pressure tensor route lies in its straightforward 
implementation, requiring extraction of the xx, yy, and zz components of the pressure 
tensor, which is often already calculated as part of the MD algorithm. In a standard MD 
simulation, the difference in pressure tensor components can be averaged over time to 
give surface tension values that often show good agreement with experimental values 
[152, 156, 157, 195-197]. However, due to the necessarily small scale of MD systems, 
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pressure fluctuates widely during a simulation and there have been concerns about how 
the fluctuation affects the precision the surface tension calculation using the pressure 
tensor route [166, 198]. Indeed, surface tension calculations using this method have 
reported significant variation: 10% in ionic liquid [199] and Lennard-Jones fluid surface 
tensions [200], 17% in water surface tension [201], 57% in water/1,2-dichloroethane 
interfacial tension [202], and 80% in water/benzene interfacial tension [203].  
Furthermore, the accuracy of this method becomes questionable for systems of lower 
interfacial tension, where the assumption of a flat interface tends to break down [204-
207]. Efforts to improve the reliability of these calculations have so far focused on 
accounting for the effects of long-range molecular interactions [208]. Since most 
simulations only evaluate interaction potentials within a certain cut-off distance, 
including a tail correction in the pressure tensor method may give interfacial tensions 
closer to experimental results [209, 210]. However, these corrections can only be used for 
systems in which both phases are made up of the same components (i.e. liquid-vapor 
interfaces), and do not lessen the magnitude of the fluctuations in pressure. 
In contrast, the capillary wave technique not only accounts for but takes 
advantage of fluctuations in the interface.  This technique is based on the capillary wave 
theory proposed by Buff et al in 1965 [211]. According to this theory, capillary waves 
that travel across an interface must do work against interfacial tension as they distort the 
surface.  Therefore, the magnitude of these fluctuations of the interface can be related to 
interfacial tension [211]. If surface fluctuations can be measured, then, they can be used 
to calculate interfacial tension [181, 212, 213]. In this way, interfacial tension can be 
calculated in MD simulations without direct use of the widely-varying pressure tensor.  
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Since the method relies simply on the position of molecules in the system rather than on 
any dynamic effects, it is reasonable to assume that the method would also work for MC 
simulations.  Indeed, capillary wave theory has shown to agree with the results of MC 
simulations when the surface has been adequately defined [214]. Our hypothesis was that 
by using this method, calculation of surface tension and interfacial tension would yield 
higher-precision results compared to those obtained with the pressure tensor route. 
This paper compares the pressure tensor and capillary wave methods for systems 
involving water, hexane, and an ionic liquid (IL), 1-butyl-3-methylimidazolium 
hexafluorphosphate ([BMIM][PF6]).   The ionic liquid is examined because, unlike many 
force fields which are optimized for density, the [BMIM][PF6] force field has been 
specifically optimized for interfacial properties such as interfacial tension [158].  Both 
liquid-vapor and liquid-liquid interfaces are examined.   
 
Methodology 
The pressure tensor method of calculating interfacial tension relates the tension to 
the difference between the pressure normal to and tangential to the surface.  In a planar 
interface, where the plane is normal to the z direction, this becomes 
ࢽ = − ૚࢔ (
࢖࢞ + ࢖࢟૛ − ࢖ࢠ)ࡸࢠ (A1) 
where γ is interfacial tension, px, py, and pz are components of the pressure tensor, Lz is 
the height of the simulated box and n is the number of interfaces [191]. This method 
assumes a flat interface parallel to the xy plane.  In this study, the interfacial tension was 
calculated for each interface using GROMACS 4.5 analysis tools, which utilize the 
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pressure tensor method.  Interfacial tension was calculated at each 10 ps of the simulation 
run.  These values were then averaged over each nanosecond.   
Much of the fluctuation of an interface is due to capillary waves at the interface, 
and the amplitude of this fluctuation is related to the interfacial tension.  Capillary wave 
method takes advantage of this fluctuation over time to calculate the interfacial tension.  
When the effects of gravity are neglected, as they are in most molecular simulations, this 
relationship is described by 
ࢽ = ࢑࡮ࢀ૛࣊࣌૛ ܔܖ (
ࡸ
࢒) (A2) 
where kB is the Boltzmann constant, T is the absolute temperature, σ is the fluctuation of 
the interface from its equilibrium position, L is the length of the box in the x or y 
direction, and l is molecular diameter [166, 202]. In this study, l was taken as an average 
molecule diameter across all species in a particular system.  This average molecular 
diameter is not weighted by the number of molecules in a system.  For example, in the 
water/hexane system, l is the average of the diameter of one water molecule and one 
hexane molecule.  The average is computed in this way because l is related to the lower 
cutoff of the capillary wave spectrum and is not dependent on the number of molecules in 
a system. 
GROMACS analysis tools do not include a tool for calculating tension based on 
the capillary wave method.  To apply the method, position files were generated by 
GROMACS, describing the positions of molecules within each system at 10 ps intervals.  
Applying the capillary wave method to each position file is potentially time-consuming.  
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For this study, capillary wave analysis was automated using a short Python code and did 
not take significant time compared to the pressure tensor method.  
 
Determination of Interface Fluctuation 
 A weakness of the capillary wave method is the need to define the interface in 
space in order to determine its fluctuation [166]. There is no general consensus on how to 
define the interface in a way that is consistent across different systems, so this process 
can be somewhat arbitrary [32, 156]. One way to define the interface is to fit the 
simulation results to a density profile such as the error function density profile [202]:  
࣋(ࢠ) = ૚૛ (࣋࡭ + ࣋࡮) − ૚૛ (࣋࡭ − ࣋࡮)܍ܚ܎ (ࢠିழࢎவ√૛࣌ ) (A3) 
where ρA and ρB are the bulk densities of each phase and <h> is the average z position of 
the interface.  This profile can be fit to the simulation results using an iterative method, 
and the resulting ߪ can then be used in Equation A2.  Interfaces are often fit to a 
hyperbolic tangent profile.  However, profiles based on the error function give calculated 
interfacial tensions in better agreement with the pressure tensor method [205, 206]. In 
this study, each interface was analyzed using the error function profile.  This was done by 
taking the average density profile over one nanosecond of simulation time and fitting it to 
Equation A3.   
An interface can also be defined by the z coordinated of individual molecules 
[202]. In this method, the simulation box is divided into N columns parallel to the z axis.  
The z position of the interface (h) is then calculated for each column using the equation 
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ࢎ = ૚૛ [ܕ܉ܠ(ࢠ࡭) + ܕܑܖ(ࢠ࡮)] (A4) 
where max(ݖ஺) is the largest z coordinate of any molecule in the A phase and min(ݖܤ) is 
the smallest z coordinate of any molecule in the B phase.  The A phase is below the interface and 
the B phase is above it.  This h is instantaneous.  The standard deviation of h between the 
columns in then taken as ߪ.  A weakness of this approach is that it cannot be used for single 
component liquid-vapor interfaces.  In this study, therefore, only the liquid-liquid 
interfaces were analyzed in this way.  This study split each simulation box into a 10x10 
grid (N = 100).  Each box contained two interfaces at different z coordinates.  To 
distinguish between them, zest, a rough estimate of the z position of each interface was 
chosen by observation.  Only molecules within a 2 nm of this position were considered 
part of the interface.  If a particular column did not include molecules of both phases that 
column was not considered in calculating ߪ, and zest was adjusted to minimize these 
exclusions.  The instantaneous surface tension was then calculated for every 10 ps of the 
simulation using Equation 2 and the average taken over each nanosecond, as with the 
pressure tensor method.   
 
Computational Details 
All MD simulations were performed using the GROMACS 4.5 package [215-
217].  The initial simulation box for each of the smaller systems was approximately 5.5 x 
5.0 x 11.0 nm3.  The initial simulation box for the larger IL/water system was 
approximately 12.5 x 12.0 x 21.0 nm3.  Periodic boundary conditions (PBC) were applied 
in all three directions for each simulated box. 
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Water was described with the extended simple point charge (SPC/E) model [25] 
and hexane by the optimized intermolecular potentials for liquid simulations (OPLS) 
united atom force field [8].  The force field for the IL was an all-atom force field 
developed by Lopes, et al [84, 218] and modified by Bhargava and Balasubramanian 
[139] for more accurate interfacial behavior.  For this force field, all H-bonds were 
constrained by the LINCS algorithm [137, 138].  
After the initial boxes were generated, 1,000 energy minimization steps were 
performed using the steepest descent method.   Initial atomic velocities were generated 
with a Maxwellian distribution at an absolute temperature of 300 K.  Newton’s equation 
of motion was integrated using the leap-frog algorithm with a time step of 0.002 ps.  All 
simulations were carried out under the NPT ensemble (except for liquid-vapor systems, 
which used the NVT ensemble) using the Berendsen-thermostat [219] to maintain 
temperature at 300K and pressure at 1 bar by coupling the system to an external bath.  
The Particle-Mesh Ewald (PME) method was used to account for long-range electrostatic 
interactions.  The cut off distance for Lennard-Jones forces was chosen as r = 1.2 nm to 
match the cut-off used by the developers of the IL force field [139].  
 Liquid-liquid interfaces were created placing an equilibrated box of one liquid 
(water, hexane, or IL) next to an equilibrated box of another liquid.  These initial boxes 
were then simulated for four parallel runs of 20 ns each, except for the large IL/water 
system, which underwent four parallel runs of 15 ns.  Each set of parallel runs has the 
same initial molecular configuration but varies randomly during simulation due to 
molecular forces.  Interfacial tension should be the same in each run.  After the 
simulations were complete, interfacial tensions were evaluated for each system using 
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both the pressure tensor and the capillary wave methods. Details of each simulation are 
shown in Table A1. 
 
Table A1 Composition and run details of the interfacial simulations examined in this study. The number beneath each molecular species represents the number of molecules of that species included in the system. 
SYSTEM [BMIM] [PF6] Hexane Water Runs 
A (Hexane) - - 728 - 4 
B (IL) 400 400 - - 4 
C (Hexane/Water) - - 541 4491 4 
D (IL/Hexane) 400 400 652 - 4 
E (IL/Water) 400 400 - 4483 4 
F (IL/Water) 3200 3200 - 36375 3 
 
 
Results and Discussion 
To illustrate the behavior of surface tension throughout a simulation using the 
pressure tensor route, we generated individuals charts of the calculated surface tension 
values. Individuals charts provide a statistical view of data recorded over time, indicating 
the time-average as well as the limits within which data falls under normal conditions. 
The upper and lower control limits (UCL and LCL, respectively) were calculated using 
Equations A5 and A6 and provided an idea of the degree of variation throughout the 
simulation. In these equations, ݔ ഥ  represents the average value and ܯܴതതതതത represents the 
average moving range of measurements. These charts plot surface tension calculations 
131  
from the last 5 ns of representative simulations (by which time equilibration had been 
achieved). Figure A1(a) plots pressure tensor route surface tension calculations for a 
hexane/vacuum system, and Figure 1b reports the calculations for an IL/water system. 
For the hexane-vacuum system, an average interfacial tension of 17.2 mN/m was 
calculated, which agrees fairly well with the experimental value of 18.4 mN/m [220]. 
However, the IL/water system gave an average value of 2.7 mN/m, whereas the 
experimentally measured value is 10.06 mN/m [221]. Unfortunately, for both systems, 
the calculated interfacial tension varied wildly throughout the simulation.  The upper and 
lower control limits for the hexane simulation were 299.1 mN/m and -264.1 mN/m, 
respectively, indicating that that the calculated interfacial tension could vary more than 
two orders of magnitude above or below the average value, even into physically 
impossible negative values. Variation was even higher in the IL/water system, which 
gave upper and lower control limits of 529.5 mN/m and -524.0 mN/m, respectively. This 
high variation may have been caused by the inherently lower interfacial tension of this 
system as well as the use of pressure coupling. Regardless, the variation in both systems 
is quite high and demonstrates that the pressure tensor method of calculating interfacial 
tension lacks precision. A closer look at the liquid interfaces gives us an idea of how to 
improve this precision. 
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Figure A1 Control charts  for the interfacial tension of the (a) hexane liquid/vapor and (b) IL/water interfaces calculated using the pressure tensor method, where ࢁ࡯ࡸ = ࢞ ഥ + ૛. ૟૟ࡹࡾതതതതത (A5) and ࡸ࡯ࡸ = ࢞ ഥ − ૛. ૟૟ࡹࡾതതതതത (A6). 
 
Figure A2 shows the interfaces for the three liquid-liquid systems studied.  The 
interfaces are represented by snapshots of the MD simulation and by bicubic 
interpolations of the simulated liquid-liquid interfaces.  The interfaces are clearly not flat, 
but instead exhibit peaks and valleys that change with time.  This may explain the lack of 
precision of the pressure tensor method, which assumes a flat surface.  In fact, the 
unevenness of the interface is directly connected to the interfacial tension.  Capillary 
wave theory predicts that interfaces with lower interfacial tension will be rougher than 
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interfaces with higher interfacial tension [181, 212]. According to this theory, a lower 
interfacial tension means that less work is required to increase the area of the interface.  
This suggests that, the lower the interfacial tension, the greater the amplitude of the 
capillary waves that ripple across the interface.  The three simulations shown in Figure 2 
support capillary wave theory in this regard.  The interpolations of the interfaces show 
that the IL/water and IL/hexane interfaces are relatively rough compared to the 
hexane/water interface, with higher peaks and lower valleys.  This corresponds to the 
experimental interfacial tension of each system, which is many times higher for the 
hexane/water system than for the other two systems (IL/water: 10 mN/m [221]; 
IL/hexane: 13 mN/m [221]; water/hexane: 50 mN/m [222]).  If fluctuations of the 
interface account for the imprecision of the pressure tensor method, the capillary wave 
method might be expected to be more precise since it accounts for these fluctuations and 
in fact depends on them to calculate interfacial tension. 
 
Figure A2. MD snapshots (top) and bicubic interpolations (middle and bottom) of (a) water/hexane; (b) IL/water and (c) IL/hexane interfaces. 
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As discussed previously, the interface must first be defined in space before the 
capillary wave method can be used to calculate interfacial tension.  In order to do this for 
each system studied, Equation A3 was first fit to interfacial density profiles using 
nonlinear regression to determine values for <h> and σ. Two examples of this fit can be 
seen in Figure A3.  These results seem promising because the error function density 
profile reasonably describes the density profiles of both liquid-vapor and liquid-liquid 
systems.  This density profile might then provide a consistent definition of different 
interfaces in different systems that can be used to calculate interfacial tension.   
 
 
Figure A3 Sample density profile for a) hexane liquid-vapor and b) water/IL liquid-liquid systems.  Simulation results are illustrated as points whereas the error function fits are illustrated as solid red lines. 
 
Interfacial tensions were calculated for five interfaces: hexane/vacuum, 
IL/vacuum, IL/water, IL/hexane, and hexane/water.  For each interface, interfacial 
tension was calculated using both the pressure tensor method and the capillary wave 
method with the error function density profile used to find σ. Again, the error function 
density profile was used in an attempt to define the interface in a way which is objective 
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and consistent across any interface, whether liquid-vapor or liquid-liquid. Interfacial 
tension was calculated over the last 15 ns of each simulation run and averaged over each 
nanosecond as described in the methodology section.  Then, four parallel runs were 
combined to find an average value at each nanosecond.  These results are shown in 
Figure A4.  The error bars at each nanosecond represent the standard deviation of the 
interfacial tension between the four parallel runs.   
For three of the five systems, the capillary wave method clearly shows improved 
precision over the pressure tensor method.  The smaller error bars in Figure 4 indicate 
that the method is more precise from run to run, while the tension values also remain 
more consistent over time, indicating increased precision within any given run.  
However, Figure 4 does not show the capillary wave method to be obviously more 
precise for the IL/hexane system, and for  
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Figure A4 Comparison of the pressure tensor route and the capillary wave method in the calculation of surface/interfacial tensions for (a) hexane/vacuum, (b) IL/vacuum, (c) IL/water, (d) IL/hexane and (e) hexane/water  interfaces.  Capillary wave method results are shown as blue diamonds with bold black error bars while pressure tensor route results are shown as red squares with thin red error bars. 
 
the hexane/water system the capillary wave method appears to be less precise than the 
pressure tensor method.  For those two systems, the capillary wave method also predicts a 
much higher interfacial tension than the pressure tensor method.  
To evaluate the accuracy of these methods, the average interfacial tension 
calculated by each method was compared to experimental values.  This is shown in Table 
A2, along with the average standard deviation of each method (the average of the error 
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bars in Figure A4).  For the two liquid/vacuum systems, the pressure tensor method 
appears to be somewhat more accurate for hexane while the capillary wave method is 
somewhat more accurate for IL.  However, both methods agreed within error.   
Liquid-liquid interfacial tensions were more erratic and less accurate for both 
calculation methods.  This is understandable, since the liquid-liquid systems include 
many more molecular interactions at the interface.  This should exaggerate errors caused 
by cut-off effects.  The capillary wave method is still produces smaller standard deviation 
than the pressure tensor method for the IL/water and IL/hexane systems.  However, the 
capillary wave method is less accurate for all three systems.  While the two methods 
agree within error for the IL/water system, for the other two systems the capillary wave 
method drastically overstates the interfacial tension.  The method is particularly 
inaccurate for the hexane/water system, which also produces a large standard deviation 
compared to the pressure tensor method.  These results are curious since the two methods 
have been shown to be mathematically equivalent [223] and should not produce such 
wildly divergent answers.    
 
Table A2 Comparison of tensions calculated from the simulation with experiment. 
  Pressure Tensor Method Capillary Wave Method 
System Experimental Interfacial Tension (mN/m) 
Interfacial Tension (mN/m) 
% Difference from Experiment 
 Interfacial Tension (mN/m) 
% Difference from Experiment 
 
Hexane/Vacuum 18.4 [220] 13.2 ± 5.98  28.3%  11.3 ± .959 38.6%  
IL/Vacuum 42.3 [224, 225] 39.3 ± 5.87 7.1%  41.3 ± 5.78 2.4%  
IL/Water 10.0 [221] 17.8 ± 19.4 78%  20 ± 8.05 100%  
IL/Hexane 13.4 [221] 8.73 ± 34.8%  32 ± 10.2 139%  
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19.2 
Hexane/Water 50.0 [222] 52.7 ± 10.6 5.4%  191 ± 20 282%   
 
The IL force field was optimized for surface tension using the pressure tensor 
route [158] while no such optimization was performed for the hexane force field.  This 
means the hexane force field might not adequately describe the intermolecular forces that 
affect capillary waves at the interface, which might explain why the capillary wave 
method produces better results with the IL systems than with the hexane systems.  
Weaknesses in molecular force fields could explain the poor accuracy of the capillary 
wave method in general.  Molecular force fields are optimized to successfully simulate 
experiment properties such as density or boiling point [8].  The pressure tensor method 
calculates interfacial tension directly from molecular interactions through calculation of 
the virial [191] while the capillary wave method is less direct, quantifying the effect of 
these interactions on fluctuations at the interface [181, 212].  It is possible that the 
molecular force fields used in this study generate realistic pressure tensors but not 
realistic capillary wave behavior at the interface.  However, we hypothesized that the 
problem comes instead from the definition of the interface through the error function 
density profile.     
To test this hypothesis, the position of the interface was calculated using Equation 
A4 and the actual position of molecules.  The standard deviation in the z-position of the 
interface, σ, was determined as described in the methodology section and used to 
calculate interfacial tension.   The results are shown in Figure A5 and Table A3.  These 
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results show dramatic improvement for all three liquid-liquid systems.  Figure A3 shows 
that the capillary wave method, with the interface defined by Equation A4, is much more 
precise than either the pressure tensor method or the capillary wave method using 
Equation A3 to define the interface.  Table A3 shows that the capillary wave method 
agrees in accuracy with the pressure tensor method for all three systems.   
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Figure A5 Comparison of the pressure tensor route and the capillary wave method in the calculation of surface/interfacial tensions for (a) IL/water, (b) IL/hexane and (d) hexane/water  interfaces.  For the capillary wave method, Equation 4 is used to define the interface rather than Equation A1.  Pressure tensor method results are shown as red squares with thin red error bars.  Capillary wave method results are shown as blue diamonds with bold black error bars, though for many points the error bar is too small to see and can be assumed to be contained within the point marker. 
 
Table A3 Results of surface tension calculations employing the capillary wave method in conjuction with Equation A4. 
  Capillary Wave Method  
System Experimental Interfacial Tension (mN/m) 
Interfacial Tension (mN/m) 
% Difference from Experiment 
 
IL/Water 10 7.3 ± 0.78 27%  
IL/Hexane 13.39 8.23 ± 1.6 38.5%  
Hexane/Water 50 49.5 ± 0.9 1.0%  
 
These results support our hypothesis that fitting Equation A3 to the density profile 
of the simulated box did not adequately define the interface for the purposes of the 
capillary wave method.  The results also support previous work that has argued that such 
methods (fitting the density profile) ignore the structural details of the interface and 
consequently provide limited information [226, 227]. Studies in which accurate capillary 
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wave calculations of the hexane/water interfacial tension were reported have generally 
used more sophisticated methods [226]. This study reinforces the need to sufficiently 
define the interface before calculating interfacial tensions using the capillary wave 
method.   
In the final stage of this study, we set out to investigate how the precision and 
accuracy of these methods were affected by system size.  Given that calculated error 
decreases with O(1/n) in MD simulations [228], we expected both methods to improve 
with larger system sizes (n is the number of atoms).  A large water/IL interface was 
simulated and analyzed using both methods.  For the capillary wave method, the error 
function density profile was used to define the interface.  Figure A7 shows the results of 
3 parallel runs of an IL/water system eight times larger than the previous systems (see 
Table A1).  We observed a similar trend to that of the smaller systems: the capillary wave 
method produced smaller variations and more time-stable results. The 8x increase in 
system size allowed for enhancements in precision for both methods: 38% for the 
pressure tensor route and 45% for the capillary wave method.  The average variations for 
the pressure tensor route and the capillary wave method were 12.0 mN/m and 4.4 mN/m, 
respectively.  Thus the capillary wave method still produced a 63% improvement in 
precision. The increase in precision was greater for the capillary wave method than for 
the pressure tensor route, which may indicate that the error function density profile 
describes the interface better as the system gets larger and various cut-off effects are 
reduced.  In terms of accuracy, both methods yielded values closer to the experimental 
measurements. The pressure tensor route yielded 12.8 mN/m and the capillary wave 
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method yielded 13.4 mN/m. Therefore, larger system size not only decreased variation in 
the calculations, but also accuracy, and equally so for both methods. 
 
Figure A6 Comparison of surface tension calculations on an IL/water system eight times larger than the previous simulations.  Capillary wave method results are shown as blue diamonds with bold error bars while pressure tensor route results are shown as red squares with thin error bars. 
 
Conclusion 
We have studied the calculation of surface and interfacial tension for a variety of 
liquid-vapor and liquid-liquid interfaces using MD simulations. Because of the inherently 
small scale of MD systems, large pressure fluctuations can cause calculations of surface 
tension using the pressure tensor route can be imprecise. The capillary wave method 
exhibited improved precision and stability throughout all of the simulated systems of this 
study. In implementing this method, the interface was defined by fitting an error function 
to the density profile. However, full mapping of the interface from coordinate files 
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produced enhanced accuracy. Upon increasing the system size, both methods exhibited 
higher precision, although the capillary wave method was still more reliable. 
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APPENDIX B  
PYTHON CODE USED FOR DATA ANALYSIS IN APPENDIX A 
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The following code, written in Python, was used to calculate interfacial tension 
using the “capillary wave method” as described in Appendix A. This code is very basic 
and requires hard-coding in values for temperature (T), molecular diameter (l), and the 
approximate heights of the two interfaces in the system (h_hi, h_lo). 
It also requires a .gro file (an output file generated by GROMACS) that covers the 
amount of time the interfacial tension will be measured for, including frames at every 
time step that will be used to calculate the surface fluctuation. The specific code shown 
here takes a .gro file called "bwil_1.gro" with frames at every 10 ps over 1 ns. The user 
must have created a folder called "moments." The code outputs text files in there. Then it 
will opens those up and uses them to calculate the interfacial tension over time, which it 
finally outputs in a file called "tensions.txt. 
 
import numpy as np import fileinput  kb = 1.38*10**-20 #mN*m/K T = 300 #K l = 0.511 #nm #L = 5.1 #nm  N = 10 h_hi = 6 h_lo = 2  mol1 = "HEX" mol2 = "SOL"  times = [] i = 0 j = 0 themoment = False for line in fileinput.input("bwil_1.gro"):              if i%211528 == 0:         t =float(line.split()[5])         print t         f = open("moments/" + str(t) + ".txt",'w') 
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     f.write(line)         i += 1    f = open("tensions.txt",'w') hi = [] for i in range(0,N):     hi.append([])     for j in range(0,N):         hi[i].append(0)   def heights(h,zs1,zs2,atoms):     hi = []     outl = []     for i in range(1,N+1):         for j in range(1,N+1):             z1 = ((1 + zs1) * (zbox + 2)) / 2             z2 = ((1 + zs2) * (zbox + 2)) / 2             for at in atoms:                 #check to see if atom is in column                 if at[3] >= (i - 1) * xbox / N and at[3] <= i * xbox / N and at[4] >= (j-1) * ybox / N and at[4] <= (j * ybox / N):                     thisz = at[5]                      #periodic boundary conditions                     if (thisz + zbox) < (h + 2):                         thisz = thisz + zbox                     elif (thisz - zbox) > h - 2:                             thisz = thisz - zbox                      #make sure it is within 2 m of the interface                     if abs(h - thisz) <= 2:                         if mol1 in at[0]:                             if zs1 * thisz < zs1 * z1:                                 z1 = thisz                         if mol2 in at[0]:                             if zs2 * thisz < zs2 * z2:                                 z2 = thisz             zav = 0.5 * (z1 + z2)             hi.append(zav)             if zav > 8:                 outl.append(zav)     return [hi,outl]  def tension(sd,xbox,ybox):     S = xbox * ybox     v = sd**2     v = v * 10**-18     t = kb * T / (4 * np.pi * v) * np.log(S / l**2)     return t 
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      for m in range(5000,20000,10):     txt = open("moments/" + str(m) + ".0.txt")     allofit = txt.read()     lines = allofit.splitlines()          A = len(lines)      t = lines[0].split()[5]     print t     f.write(t + "   ")      xbox = float(lines[A-1].split()[0])     ybox = float(lines[A-1].split()[1])     zbox = float(lines[A-1].split()[2])      atoms = []     for a in range(2,A-1):         atoms.append(lines[a].split())      for at in atoms:         #convert to float         if len(at) == 5 or len(at) == 8:             at.insert(1, "hey")         at[3] = float(at[3])         at[4] = float(at[4])         at[5] = float(at[5])      partytime = heights(h_hi,1,-1,atoms)     hi_inter = partytime[0]      for outl in partytime[1]:         hi_inter.remove(outl)              stdev = np.std(hi_inter)     ten1 = tension(stdev,xbox,ybox)      partytime = heights(h_lo,-1,1,atoms)     lo_inter = partytime[0]      stdev = np.std(lo_inter)     ten2 = tension(stdev,xbox,ybox)      f.write(str(0.5*(ten1 + ten2)))     f.write("\n")  
