Copulas are functions that describe the dependence between two or more random variables. This article provides a brief review of copula theory and two areas of economics in which copulas have played important roles: multivariate modeling and partial identification of parameters that depend on the joint distribution of two random variables with fixed or known marginal distributions. We focus on bivariate copulas, but provide references on recent advances in constructing higher dimensional copulas.
Introduction
This article reviews the growing literature on the use of copulas in econometric research. We focus on two primary applications: multivariate models constructed using copulas and partial identification of parameters that depend on the joint distribution of two random variables with fixed or known marginal distributions. While copulas are used as a modeling tool in the first application, they are used as a mathematical technique in the second application.
As a first introduction to copulas, consider a pair of random variables X and Y , with (univariate) marginal cumulative distribution functions (cdfs) F and G, and joint cdf H. Assume that their corresponding probability density functions (pdfs) exist, and denote them as f , g and h. Copula theory (in particular, Sklar's theorem, see Nelsen, 2006 , for example) enables one to "decompose" the joint pdf h into the product of the marginal densities and the "copula density" denoted as c:
h (x, y) = c (F (x) , G (y)) f (x) g (y) .
(
Recall that the joint density of a pair of independent random variables is equal simply to the product of the marginal densities; in this case the copula density function, c, is equal to unity across its whole support. When the variables are dependent, the copula density will differ from unity and can be thought of as "reweighting" the product of the marginal densities to produce a joint density for dependent random variables. Sklar's theorem applies to discrete as well as continuous random variables, and in its more general form it is used to map the marginal cdfs to the joint cdf:
H (x, y) = C (F (x) , G (y)) .
This review will focus on the bivariate case for simplicity, but Sklar's theorem applies to general d-dimensional distributions as well:
g i (y i ) and
where G i (g i ) for i = 1, 2, ..., d are the marginal cdfs (pdfs) of the joint cdf H.
The usefulness of Sklar's theorem for multivariate modeling stems from the fact that the marginal distributions and the copula need not belong to the same family of distributions; they can be symmetric or skewed, continuous or discrete, fat-tailed or thin-tailed, and the joint cdf formed by using equation (2) with any copula function C, any univariate cdf F , and any univariate cdf G will be a valid cdf.
The characterization of a joint cdf in terms of its marginal cdfs and the copula function in (2) suggests two-step procedures for the identification and estimation of the joint cdf H. In the first step, the identification and estimation of the marginals are investigated and in the second step, the identification and estimation of the copula function are analyzed. When a bivariate sample from the joint distribution is available, both the marginals and the copula or equivalently the joint distribution are often identified. In this case, as we discuss in Section 2 below, the joint cdf H or generally copula-based models can often be estimated in stages (marginal distributions, then copula), which simplifies the computational burden. But when only univariate samples from the marginal distributions are available, such as in randomized experiments, the joint distribution may only be partially identified, as the sample information may not be sufficient to identify the copula function. As we demonstrate in Section 3, the identified sets of the joint cdf H and more generally parameters that depend on H may be characterized as solutions to the general Fréchet problem studied in the probability literature. We present three important applications there: bivariate option pricing, evaluation of the VaR of a linear portfolio, and evaluation of the distributional treatment effects of a binary treatment.
In the rest of this section, we provide a brief introduction to each of the two areas of applications of copulas that we will focus on in Sections 2 and 3: multivariate modeling and partial identification of parameters that depend on the joint distribution of two random variables with fixed or known marginal distributions. We finish this section by mentioning some of the other work reviewing copulas. 
A brief introduction to Sklar's theorem and copulas
If F and G are continuous, then the copula C in equation (4) is unique, 1 else the copula is uniquely determined only on range of F and G. Conversely, for any marginal distributions F, G and any copula function C, the function C(F (·), G(·)) is a bivariate distribution function with marginal distributions F, G. This theorem provides the theoretical foundation for the widespread use of copulas in generating multivariate distributions from univariate distributions. The fact that the copula function C, the marginal distribution functions F , G in equation (4) are not necessarily of the same type allows the researcher a great deal of flexibility in specifying a multivariate distribution.
The copula is sometimes called the "dependence function," see Nelsen (2006) and Joe (1997) , as it completely describes the dependence between two random variables: any measure of dependence that is scale invariant (i.e., is not affected by strictly increasing transformations of the underlying variables) can be expressed as a function of the copula alone. Such dependence measures include 1 Genest and Nešlehova (2007) present an excellent discussion on copulas for discrete data.
Kendall's τ , Spearman's ρ, and tail dependence coefficients. Importantly, Pearson's linear correlation coefficient cannot be expressed in terms of the copula alone; it also depends on the marginal distributions. (This is revealed through the fact that linear correlation is known to change when a nonlinear transformation, e.g. the logarithm or exponential, of one or both of the variables is applied.)
Recall that the "probability integral transform" of a random variable X with distribution function F is defined as:
If F is continuous, then U will have the Unif (0, 1) distribution, regardless of the original distribution F . If we define the probability integral transformation of Y as V = G (Y ), then the joint distribution of (U, V ) is the copula of the original random variables (X, Y ). That is, if
Sklar's theorem can also be extended to apply to conditional distributions, see Patton (2006a) , which is useful for forecasting and time series applications. In particular, such models can accommodate dynamics, such as time-varying conditional volatility (e.g., ARCH or stochastic volatility) and time-varying conditional dependence (correlation, or other measures). Let {(X t , Y t )} t denote a stochastic process and F t denote an information set available at time t, and let the conditional distribution of (X t , Y t ) |F t−1 be H t , with conditional marginal distributions F t and G t . Then
The complication that arises when applying Sklar's theorem to conditional distributions is that the information set used for the margins and the copula must be the same; if different information sets are used then the resulting function H t can no longer be interpreted as a multivariate conditional distribution. We refer interested readers to Fermanian and Wegkamp (2012) for analysis of the case when differing information sets are used.
Given the abundance of univariate time series models, it is natural to build multivariate time series models from existing univariate models. The copula approach turns out to be very convenient for this purpose thanks to Sklar's theorem or its conditional version (6) . Indeed, recent work in empirical finance and insurance provide ample evidence on the success of multivariate time series models constructed by combining univariate time series models via the copula approach in risk management and in modelling the (nonlinear) dependence among different economic and financial series, see Section 2.4 for references. Commonly used parametric copulas in these applications include the Gaussian or Normal copula, the Student's t-copula, the Frank copula, the Gumbel copula, and the Clayton copula. We provide the Gaussian (Normal) copula and the Student's t-copula below and refer interested readers to Joe (1997) and Nelsen (1999) for properties of other parametric copulas.
Example 1 (Normal copula): the d-dimensional normal or Gaussian copula is derived from the d-dimensional Gaussian distribution. Let Φ denote the scalar standard normal cdf, and Φ Σ,d
the d-dimensional normal distribution with correlation matrix Σ. Then the d-dimensional normal copula with correlation matrix Σ is
whose copula pdf is
Example 2 (Student's t-copula): the d-dimensional Student's t-copula is derived from the d-dimensional Student's t-distribution. Let T ν be the scalar standard Student's t distribution with ν > 2 degrees of freedom, and T Σ,ν be the d-dimensional Student's t distribution with ν > 2 degrees of freedom and a shape matrix Σ. Then the d-dimensional Student's t-copula with correlation matrix Σ is
The Student's t copula density is:
, where x = (x 1 , ..., x d ) ′ with x i = T −1 ν (u i ). Just as the univariate Student's t distribution generalizes the normal distribution to allow for fat tails, the Student's t copula generalizes the normal copula to allow for joint fat tails, i.e., an increased probability of joint extreme events.
The above two copulas both impose that the joint upper tails of the distribution are identical to the joint lower tails, ruling out the asymmetric dependence often observed in asset return data.
Asymmetric dependence may be modeled via certain Archimedean copulas such as the Gumbel copula, the Clayton copula (see Nelsen (2006) for example), the skewed t-copula of Demarta and 
An introduction to the Fréchet-Hoeffding inequality and correlation bounds
Besides its role in building multivariate econometric models from univariate models and in characterizing the dependence structure among multiple random variables, copula theory has also proven to be a useful mathematical tool in studying (partial) identification of parameters that depend on the joint distribution of several random variables with fixed or known marginal distributions.
Consider the bivariate case where the random variables denoted as X, Y have common support R, the whole real line.
denote the Fréchet-Hoeffding lower and upper bound copulas:
for any (x, y) ∈ R 2 and any bivariate cdf H with marginal cdfs F , G, the Fréchet-Hoeffding inequality holds:
The bivariate distribution functions M(F (·), G(·)) and W (F (·), G(·)) are referred to as the Fréchet- shows that the covariance of X and Y has an alternative expression:
Suppose the marginal distributions are fixed. Then applying the Fréchet-Hoeffding inequality to (8) implies sharp bounds on the correlation coefficient of X and Y with fixed marginals:
It is known that ρ L and ρ U are sharp, see . In other words, for some marginal cdfs F and G, the random variables X and Y with these cdfs F and G can never be perfectly linearly dependent on each other.
As a simple application of the correlation bounds in (9), consider a randomized experiment on a binary treatment with two potential outcomes. The sample information contains two independent random samples, one on each potential outcome and thus identifies the marginal distributions. But it has no information on the copula of the two potential outcomes besides that contained in the (9) to bounding counterfactual distributions and treatment effect parameters when outcomes and covariates are observed in separate datasets.
Other reviews of copula theory
Nelsen (2006) and Joe (1997) are two key textbooks on copula theory, providing clear and detailed introductions to copulas and dependence modelling, with an emphasis on statistical foundations. for a systematic treatment of partial identification and inference for parameters that depend on the joint distribution of two random variables with fixed or known marginal distributions.
Copulas and Multivariate Models
This section describes some of the key steps in the estimation of copula-based multivariate models.
The majority of applications of copula-based multivariate models are in time series, and so we will make such models the focus of this section. 2 Models for iid data can essentially be treated as a special case of these. We will consider three key aspects of the problem: model specification, estimation and inference, and goodness-of-fit testing. A more detailed discussion of these topics is presented in Patton (2013), on which the discussion below is based.
Model specification
A majority of applications of copula models for multivariate time series build the model in stages, starting with aspects of the marginal distributions, and then moving on to the copula. For example, it is common to assume some parametric models for the conditional means and variances of the individual variables:
where Z t−1 ∈ F t−1 , µ x (·, ·) and σ 2 x (·, ·) are of known form, α xo is the finite dimensional unknown parameter vector, and similarly for Y t with µ y (·, ·), σ 2 y (·, ·), and α yo . Models that can be used here include many common specifications: ARMA models, vector autoregressions, linear and nonlinear regressions, and others. It also allows for a variety of models for the conditional variance:
ARCH and any of its numerous parametric extensions (GARCH, EGARCH, GJR-GARCH, etc.), stochastic volatility models, and others. Given models for the conditional means and variances, the standardized residuals can be constructed:
The conditional distributions of ε x,t and ε y,t are treated in one of two ways, either parametrically or nonparametrically. In the former case, this distribution may vary through time as a (parametric) function of F t−1 -measurable variables (e.g., the time-varying skewed t distribution of Hansen, 1994), or may be constant. In the nonparametric case, the majority of the literature assumes that the conditional distribution is constant, and estimates it using the empirical distribution function, see Chen and Fan (2006a) . We discuss this choice further in the next subsection.
A bivariate time series model can be constructed from the univariate time series models as specified in (10) by coupling the conditional distributions of ε x,t and ε y,t using a conditional copula.
The (conditional) copula is the (conditional) distribution of the probability integral transforms of the standardized residuals:
where F t and G t denote the cdfs of ε x,t and ε y,t . The majority of the literature considers parametric copula models, 3 and the conditional copula can be assumed constant, or allowed to vary through time. Joe (1997) and Nelsen (2006) present numerous parametric copula functions which can be used in applied work; these include the Gaussian (or Normal) copula, the Student's t copula, and
Archimedean copulas, such as the Clayton, Gumbel and Frank copulas.
An illustration of the types of bivariate distributions that can be obtained with copula-based models is presented in Figure 1 . These bivariate distributions all have standard Normal marginal distributions and the copula parameters are calibrated to imply linear correlation of one-half. We see from this figure that even after imposing such similarity across the bivariate distributions, there remains a great deal of flexibility, arising from the flexibility in the choice of copula. The variation across these distributions also provides an indication of the identification problems discussed in Section 3.
[
INSERT FIGURE 1 ABOUT HERE ]
Suppose the conditional copula model is parametric with unknown parameter γ o . Let θ o ≡ (α ox , α oy , γ o ) denote the parameter vector for the entire multivariate distribution model. Methods for estimating θ o include the full maximum likelihood and multi-stage approaches, where the former is typically asymptotically efficient but the latter is computationally easier and thus more commonly used in empirical work.
In the next subsection, we review the basic idea underlying the multi-stage approach to estimating copula-based models and point to work that establishes asymptotic properties of such estimators.
Estimation and inference
To simplify the exposition of the idea underlying the multi-stage approach to estimating copulabased models, we first assume away the dynamics and use the log-likelihood function for an i.i.d.
sample denoted as {(x t , y t )} estimated simultaneously can be large, creating a computational burden. This burden is of course even greater in higher dimensions.
If the parameters of the marginal distributions are separable from those for the copula, as suggested by our use of the (α x , α y , γ) notation, then we may estimate those parameters in a first stage, and estimate the copula parameters in a second stage. Specifically let
log f (x t , α x ) and α y = arg min
Then the two-stage estimator of the copula parameter γ can be computed as follows:
This two-stage approach is sometimes called "inference functions for margins" in the copula literature, see Joe (1997) and Joe and Xu (1996) , though more generally this is known as multi-stage maximum likelihood (MSML) estimation, see White (1994) . Of course, two-or multi-stage estimation will yield parameters that are less efficient than one-stage maximum likelihood, 4 although simulation studies in Joe (2005) and Patton (2006b) indicate that the loss of efficiency is not great. As for one-stage MLE, under regularity conditions, see White (1994) or Patton (2006b), the multi-stage maximum likelihood estimator is asymptotically normal but the asymptotic covariance matrix now takes a non-standard form, see Patton (2013) for details on how to obtain this covariance matrix.
An attractive feature of the copula decomposition of a joint distribution is that it allows the marginal distributions and copula to be estimated separately, potentially via different methods.
Semiparametric copula-based models exploit this feature and employ nonparametric models for the marginal distributions and a parametric model for the copula. In such cases, the estimation of the copula parameter is usually conducted in two steps: the first step estimates the marginal cdfs via rescaled empirical cdfs:
I {y t ≤ y} and the second step estimates the copula parameter by maximizing the estimated log-likelihood function with the marginal cdfs replaced by the rescaled empirical cdfs: For the copula-based multivariate time series models described in the previous subsection with parametric or nonparametric distributions for ε x,t and ε y,t , an additional step of pre-filtering must be done before applying the two-step approaches discussed above for i.i.d. data, so the estimated standardized residuals would replace the raw data. The pre-filtering step can be done via any existing methods for estimating the univariate models specified in ( 
Goodness of fit testing and model selection
As with any parametric model, multivariate models constructed using a parametric copula are subject to model misspecification, thus motivating goodness-of-fit (GoF) testing. Two tests that are widely used for GoF tests of copula models are the Kolmogorov-Smirnov (KS) and the Cramér-von Mises (CvM) tests, see Rémillard (2010) , both of which are based on comparing the fitted copula cdf to the empirical copula:
whereÛ xt is the probability integral transform of the (estimated) standardized residual, based either on the fitted parametric marginal distribution or on a nonparametric estimate of this and similarly An alternative, though similar, GoF test is based on Rosenblatt's transform, which is a form of multivariate probability integral transformation; see Diebold et al. (1999) and Rémillard (2010) .
This approach is particularly useful when the copula is time varying. In this approach the data are first transformed so that, if the model is correct, the data are independent Unif (0, 1) random variables, and then KS and CvM tests are applied to the transformed data. GoF tests that use the empirical copula of the data rely on the assumption that the conditional copula is constant, and so are inappropriate for time-varying copula models.
Related to the problem of GoF testing is that of model selection. Rather than comparing a fitted copula model to the unknown true copula, model selection tests seek to identify the best model(s) from a given set of competing specifications. The problem of finding the model that is best, according to some criterion, among a set of competing models (i.e., the problem of "model selection") may be undertaken either using the full sample (in-sample) of data, or using an out-of- Full sample (or "in sample") comparisons of nested copula models can generally be accomplished via a likelihood ratio test or a Wald test, 5 with null being that the smaller model is correct, and the alternative that the larger model is correct. For example, a comparison of a Normal copula with a Student's t copula can be achieved via a test that the inverse degree of freedom parameter is equal to versus larger than zero. Full sample comparisons of non-nested, fully parametric, copula-based models can be conducted using the test of Vuong (1989) for iid data, and Rivers and Vuong (2002) for time series data. The latter paper allows for a variety of (parametric) estimation methods and a variety of evaluation metrics. For copula applications their results simplify greatly if the marginals and the copula are estimated by maximum likelihood (one-stage or multi-stage) and we compare models using their joint log-likelihood. In such cases a test of equal accuracy can be conducted as a simple t-test that the per-period difference in log-likelihood values is mean zero.
The only complication is that a HAC estimator (e.g., Newey and West (1987) ) of the variance of the difference in log-likelihoods will generally be needed. Chen and Fan (2006a) consider a similar case to Rivers and Vuong (2002) for semiparametric copula-based models, under the assumption that the conditional copula is constant. Chen and Fan (2006a) show that the likelihood ratio t test statistic is again Normally distributed under the null hypothesis, although the asymptotic variance is slightly more complicated, as the estimation error coming from the use of the nonparametric marginal distributions must be incorporated.
In forecasting applications, out-of-sample (OOS) comparisons of models are widely used, see 
Applications of copula-based multivariate models in economics and finance
One of the main areas of applications of copula-based multivariate models has been in financial 
Copulas and Partial Identification
The Fréchet-Hoeffding inequality in (7) and the correlation bounds in (9) 
The general Fréchet problem
The general Fréchet problem can be regarded as the problem of partial identification of θ o when the marginal cdfs F and G are known or fixed. Let C denote the class of bivariate copula functions.
For a general function µ, the identified set for θ o is given by
where E H denotes the expectation taken with respect to H.
The Fréchet-Hoeffding inequality and the correlation bounds presented in (7) and (9) 
Super-modular functions
We first provide the definition of a super-modular function.
and sub-modular if −µ (·, ·) is super-modular. Tchen (1980) , and Rachev and Ruschendorf (1998). 6 Let θ L and θ U denote the lower and upper bounds on θ o respectively. They are
where
Below we restate Theorem 2 in Cambanis et al. (1976) which generalizes the Fréchet-Hoeffding
inequality and the correlation bounds presented in (7) and (9). 
The idea underlying the proof of this lemma is not difficult to understand. By definition,
Under the conditions stated in the lemma, one can express the right hand side expression for θ o as a non-decreasing function of the copula C o and the fixed marginal cdfs F and G. Since
, we obtain the Lemma.
The distribution function of
The sharp bounds on F Z (z) can be found in Makarov (1981) , Rüschendorf (1982) , and 
Lemma 3.2 Let
Then the identified set for
Unlike the sharp bounds for super-modular functions in Lemma 3.1 which are reached at the provide explicit expressions for copulas that reach the bounds on F Z (z).
Three applications of the general Fréchet problem
In this section, we present three important applications of the results reviewed in Section 3.1: bivariate option pricing; evaluation of the VaR of a linear portfolio; and evaluation of the distributional treatment effects of a binary treatment.
Bivariate option pricing
Let X, Y denote the values of two individual assets or risks and θ o denote the price of a Europeanstyle option on X, Y with the discounted payoff µ (X, Y ). Following Rapuch and Roncalli (2001) and Tankov (2011), we assume that the econometrician observes random samples of prices on singleasset options on X, Y and that there is no arbitrage. It is known from option pricing theory that there exists a risk-neutral probability measure denoted as Q such that the option price is given by the discounted expectation of its payoff under Q. That is,
Let H o denote the distribution function implied by Q with marginal cdfs F and G. Then
] is the price of such an option. The sample information allows the identification of the marginal distributions of X, Y under Q. For example, if X is the price of an asset at time T and call options on this asset with prices P X (K) ≡ E Q exp (−rT ) (X − K) + are available, where r is the interest rate and K is the strike price, then the cdf of X is given by
Many options have payoff functions that are either super-modular or sub-modular. For example, the payoff function of a call on the minimum with strike K is super-modular given by µ (X, Y ) = (min (X, Y ) − K) + and the payoff function of a worst-off call option is also super-modular given by
where (x) + = max (x, 0) and K 1 , K 0 are strike prices.
A basket option with payoff function: (X + Y − K) + is yet another example. We refer interested readers to Table 1 Applying Lemma 3.1 to the payoff functions of bivariate options with super-modular payoff functions yield the identified sets for the bivariate option prices. For example, the identified set for the price of a call on the minimum with strike K is given by
The above bounds are first obtained by Rapuch and Roncalli (2001) . Tankov (2011) establishes improved bounds when additional information on the dependence between X and Y is available.
Fan, Guerre, and Zhu (2013) provide closed-form expressions for the above bounds and bounds on the price of a worst-off call option. 
The worst
These are first established in Makarov (1981) . The upper bound on F −1 (20) 
Note that the proportion of people receiving treatment who benefit from it is given by
where F ∆ (·|D = 1) denotes the conditional cdf of ∆ given D = 1. For ideal randomized experiments,
. Applying the bounds in (21) to F ∆ (0) leads to the identified set for P (X > Y |D = 1).
Inverting the bounds on F ∆ (δ) in (21), we get:
Fan and Park (2011) explore these bounds to construct inference procedures for F 
where X 1 , X 0 , X c , W are observable covariates, U 1 , U 0 , ǫ are unobservable covariates, g 1 (x 1 , x c ), g 0 (x 0 , x c ) and the distribution of (U 1 , U 0 , ǫ) ′ are completely unknown.
The sample information contains observations on the covariates (X 1 , X 0 , X c , W ) and the treat- the observable covariates (X 1 , X 0 , X c , W ), ǫ is independent of (U 1 , U 0 ), the selection-on-observables assumption holds; otherwise, the unobservable error ǫ affects both the individual's decision to select into treatment and her potential outcomes. Suppose the unobservable covariates are independent of the observable covariates. Heckman (1990) provides conditions under which the distributions of
, and γ are point identified from the sample information alone. However, the joint distribution of (U 1 , U 0 ) ′ is only partially identified, see Fan and Wu (2010) for details.
Lemmas 3.1 and 3.2 allow us to establish sharp bounds for distributional treatment effect parameters that depend on the copula of X, Y or U 1 , U 0 . For example, the covariance of U 1 , U 0 can be bounded as follows:
where F j|ǫ (u) denotes the conditional cdf of U j on ǫ and F ǫ (ǫ) is the cdf of ǫ. The bounds in (23) may be used to infer the sign of Cov (U 1 , U 0 ) and are typically narrower than those based on the marginal cdfs of U 1 , U 0 only.
Similarly consider the distribution of
obtain the sharp bounds on the distribution function of treatment effects:
, where
where F X|ǫ (u), F Y |ǫ (u) are the conditional cdfs of X, Y on ǫ. For both examples, the bounds are point identified under the same conditions as Heckman (1990).
Inference
The expressions in (9), (21) , and (20) share one common feature, i.e., they depend on the marginal distributions only. As a result, they can be consistently estimated without requiring any dependence information between X and Y , provided that univariate samples from F , G are available. For example, consider a linear portfolio Z of market risk X and credit risk Y . To estimate the VaR of Z requires a bivariate sample from the joint distribution of X, Y which may not always be available.
In contrast, (20) 
