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Abstract
We propose a novel approach to parameter esti-
mation for simulator-based statistical models with
intractable likelihood. Our proposed method in-
volves recursive application of kernel ABC and
kernel herding to the same observed data. We
provide a theoretical explanation regarding why
the approach works, showing (for the population
setting) that, under a certain assumption, point
estimates obtained with this method converge to
the true parameter, as recursion proceeds. We
have conducted a variety of numerical experi-
ments, including parameter estimation for a real-
world pedestrian flow simulator, and show that
in most cases our method outperforms existing
approaches.
1. Introduction
Inference of parameters in a probabilistic model is an essen-
tial ingredient in model-based statistical approaches, both
in the frequentist and Bayesian paradigms. Given a prob-
abilistic model P (y|θ), which is a conditional distribution
of observations y given a parameter θ, the aim is to make
inference about the parameter θ∗ that generated an observed
data y∗. When the model P (y|θ) admits a conditional den-
sity `(y|θ), such an inference can be made on the basis
of evaluations of `(y∗|θ); this is the likelihood of y∗ as a
function of θ. However, in modern scientific and engineer-
ing problems in which the model P (y|θ) is required to be
sophisticated and complex, the likelihood function `(y∗|θ)
might no longer be available. This may be because the
density form of P (y|θ) is elusive, or the evaluation of the
likelihood `(y∗|θ) is computationally very expensive. Such
situations, in which `(y|θ) (or P (y|θ)) are referred to as
intractable likelihood, make the inference problem quite
challenging and are commonly found in the literature on
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population genetics (Pritchard et al., 1999) and dynamical
systems (Toni et al., 2009), to name just two.
Approximate Bayesian Computation (ABC) is a class of
computational methods for Bayesian inference with in-
tractable likelihood (Tavaré et al., 1997; Pritchard et al.,
1999; Beaumont et al., 2002) that is applicable as long as
sampling from the model P (y|θ) is possible. Given a prior
pi(θ) on the parameter space, the basic ABC constructs
a Monte Carlo approximation to the posterior Py∗(θ) ∝
P (y∗|θ)pi(θ) in the following way: i) sample pairs (yi, θi)
of pseudo data yi and parameter θi from the joint distri-
bution P (y|θ)pi(θ), where i = 1, . . . , n for some n ∈ N,
ii) maintain only those parameters θi associated with yi
that are “close enough” to the observed data y∗, and iii)
regard them as samples from the posterior Py∗(θ). ABC has
been extensively studied in statistics and machine learning;
see, e.g., Del Moral et al. (2012); Fukumizu et al. (2013);
Meeds and Welling (2014); Park et al. (2016); Mitrovic et al.
(2016).
In this paper, we rather take the frequentist perspective, and
deal with the problem of maximum likelihood estimation
(MLE) with intractable likelihood. That is, we consider situ-
ations in which one believes that there is a “true” parameter
θ∗ that generated the data y∗ and wishes to obtain a point
estimate for it. This problem is also motivated by the fol-
lowing situations encountered in practice: 1) Consider a
situation in which the model is computationally expensive
(e.g., a state-space model) and one wants to perform pre-
diction based on it. In this case fully Bayesian prediction
would require simulation from each of sampled parameters,
which might be quite costly. If one has a point estimate of
the true parameter θ∗, then the computational cost can be
drastically reduced. 2) Consider a situation in which one
only has limited knowledge w.r.t. model parameters. In
this case, it is generally difficult to specify an appropriate
prior distribution over the parameter space, and thus the
resulting posterior may not be reliable.1 Methods for point
estimation with intractable likelihood have been reported in
the literature, including the method of simulated-moments
(McFadden, 1989), indirect inference (Gourieroux et al.,
1For point estimation, one may think of using the maximum a
posterior (MAP) estimate, but it may again be unreliable (as for
the posterior distribution itself), if the prior distribution cannot be
specified appropriately.
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1993), ABC-based MAP estimation (Rubio et al., 2013),
noisy ABC-MLE (Dean et al., 2014; Yıldırım et al., 2015),
an approach based on Bayesian optimization (Gutmann and
Corander, 2016), and data-cloning ABC (Picchini and An-
derson, 2017). We will discuss these existing approaches in
Sec. 4.
Our contribution is in proposing a novel approach to point
estimation with intractable likelihood on the basis of kernel
mean embedding of distributions (Muandet et al., 2017), a
framework for statistical inference using reproducing kernel
Hilbert spaces. Specifically, our approach extends kernel
ABC (Fukumizu et al., 2013; Nakagome et al., 2013), a
method for ABC using kernel embedding of conditional
distributions (Song et al., 2009; 2013), to point estimation
with intractable likelihood. The novelty lies in combining
kernel ABC with kernel herding (Chen et al., 2010), a de-
terministic sampling method similar to quasi-Monte Carlo
(Dick et al., 2013), and in applying these two methods it-
eratively to the same observed data in a recursive way. We
term this approach kernel recursive ABC. A theoretical ex-
planation will be provided for this approach, discussing how
such recursion yields a point estimate for the true parameter.
We also discuss that the combination of kernel ABC and
kernel herding leads to robustness against misspecification
of a prior for the true parameter; this is an advantage over
existing methods, and will be demonstrated experimentally.
This paper is organized as follows. We briefly review ker-
nel ABC and kernel herding in Sec. 2 and propose kernel
recursive ABC in Sec. 3. We report experimental results
of comparisons with existing methods in Sec. 4. The ex-
periments include parameter estimation for a real-world
pedestrian flow simulator (Yamashita et al., 2010), which
may be of independent interest as application.
2. Background
2.1. Kernel ABC
Kernel ABC is an algorithm that executes ABC in a repro-
ducing kernel Hilbert space (RKHS) and produces a reliable
solution even in moderately large dimensional problems
(Fukumizu et al., 2013; Nakagome et al., 2013). It is based
on the framework of kernel mean embeddings, in which
all probability measures are represented as elements in an
RKHS (see Muandet et al. (2017) for a recent survey of this
field). Let Θ be a measurable space, k : Θ × Θ → R be
a measurable positive definite kernel, and H be its RKHS.
In this framework, any probability measure P on Θ will be
represented as a Bochner integral
µP :=
∫
Θ
k(·, θ)dP (θ) ∈ H, (1)
which is called the kernel mean of P . If the mapping
P → µP is injective, in which case µP preserves all the
information in P , the kernel k is referred to as being char-
acteristic (Fukumizu et al., 2008). Characteristic kernels on
Θ = Rd, for example, include Gaussian and Matérn kernels
(Sriperumbudur et al., 2010).
Let Y be another measurable space and assume that an
observed data y∗ ∈ Y is provided. (y∗ is often a set of
sample points.) Given a conditional probability P (y|θ)
and a prior pi(θ), we wish to obtain the posterior distri-
bution Py∗(θ) ∝ P (y∗|θ)pi(θ).2 As in a standard ABC,
kernel ABC achieves this by first generating pairs of pseudo
data and parameter {(yi, θi)}ni=1 from the joint distribution
P (y|θ)pi(θ). It then estimates the kernel mean of the poste-
rior Py∗ , which we denote by
µPy∗ :=
∫
Θ
k(·, θ)dPy∗(θ) ∈ H.
Given a measurable positive definite kernel kY on Y , the
estimator is given by
µˆPy∗ =
n∑
i=1
wik(·, θi) ∈ H, (2)
w := (w1, . . . , wn)
T := (G+ nδI)−1k(y∗), (3)
where k(y∗) := (kY(y1, y∗), . . . , kY(yn, y∗))T ∈ Rn,
G := (kY(yi, yj))ni,j=1 ∈ Rn×n, δ > 0 is a regulariza-
tion constant, and I ∈ Rn×n is an identity matrix. The
estimator (2) is essentially an (RKHS-valued) kernel ridge
regression (Grünewälder et al., 2012): Given training data
{(yi, k(·, θi))}ni=1, the weights (3) provide an estimator for
the mapping y∗ ⇒ k(·, θ∗). For consistency and conver-
gence results, which require δ → 0 as n→∞, we re refer
to Fukumizu et al. (2013) and Muandet et al. (2017).
2.2. Kernel herding
Kernel herding is a deterministic sampling technique based
on the kernel mean representation of a distribution (Chen
et al., 2010) and can be seen as a greedy approach to quasi-
Monte Carlo (Dick et al., 2013). Consider sampling from
P using the kernel mean µP (1), and assume that one is
able to evaluate function values of µP . Kernel herding
greedily obtains sample points θ1, θ2, . . . , θn by iterating
the following steps: Defining h0 := µP ,
θt+1 = argmax
θ∈Θ
ht(θ), (4)
ht+1 = ht + µP − k(·, θt+1) ∈ H, (5)
where t = 0, . . . , n− 1. Chen et al. (2010) has shown that,
if there exists a constant C > 0 such that k(θ, θ) = C for
all θ ∈ Θ, this procedure will be identical to the greedy
2There is abuse of notation here, as P (y|θ) does not denote a
conditional density but a conditional distribution.
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Algorithm 1 Kernel Recursive ABC
Input: A prior distribution pi, an observed data y∗, a
data generator P (y|θ), the number Niter of iterations, the
number n of simulated pairs, a kernel k on Θ, a kernel
kY on Y , and a regularization constant δ > 0
Output: A point estimate θ´.
for N = 1, ..., Niter do
if N = 1 then
for i = 1, ..., n do
Sample θ1,i ∼ pi(θ) i.i.d.
end for
end if
for i = 1, ..., n do
Generate yN,i ∼ P (·|θN,i)
end for
Compute G := (kY(yN,i, yN,i))ni,j=1 ∈ Rn×n and
k(y) := (kY(yN,i, y∗))ni=1 ∈ Rn.
Calculate w = (w1, . . . , wn)T ∈ Rn by Eq.(3).
Construct a kernel mean estimate of the powered pos-
terior µˆPN :=
∑n
i=1 wik(·, θN,i)
Sample {θN+1,t}nt=1 by performing kernel herding
Eqs.(4) (5) with µP := µˆPN .
end for
Obtain a point estimate θ´ := θNiter+1,1
minimization of the maximum mean discrepancy (MMD)
(Gretton et al., 2007; 2012):
n :=
∥∥∥∥∥µP − 1n
n∑
t=1
k(·, θt)
∥∥∥∥∥
H
, (6)
where ‖ · ‖H denotes the norm of H. That is, the points
θ1, . . . , θn are obtained so as to (greedily) minimize the
distance εn between µP and the empirical kernel mean
1
n
∑n
t=1 k(·, θt). The generated points θ1, . . . , θn are also
called super-samples because they are more informative
than those from random sampling; this is in the sense that
error decreases at the rate n = O(n−1) if the RKHS is
finite-dimensional (Bach et al., 2012), which is faster than
the rate n = O(n−1/2) of random sampling (Smola et al.,
2007). Convergence guarantees are also provided even when
the optimization problem in (4) is solved approximately
(Lacoste-Julien et al., 2015) and when the kernel mean
µP is replaced by an empirical estimate µˆP of the form (2)
(Kanagawa et al., 2016b). Note that the decay n → 0 of the
error (6) as n→∞ implies the convergence of expectation
1
n
∑n
t=1 f(θt) →
∫
f(x)dP (x) for all functions f in the
RKHSH and for functions f that can be approximated well
by the RKHS functions (Kanagawa et al., 2016a).
3. Proposed method
Our idea is to recursively apply Bayes’ rule to the same
observed data y∗ by using the posterior obtained in one
iteration as a prior for the next iteration. For this, let `(θ) :=
`(y∗|θ) be a likelihood function and pi(θ) be a prior density,
where θ ∈ Θ, with Θ being a measurable space. Consider
the population setting in which no estimation procedure is
involved. After theN -th recursion, the posterior distribution
becomes
pN (θ) := C
−1
N pi(θ)(`(θ))
N , (7)
where CN :=
∫
Θ
pi(θ) (`(θ))
N
dθ is a normalization con-
stant. We refer here to this as a powered posterior. If ` has
a unique global maximum at θ∞ ∈ Θ and the support of pi
contains θ∞, one can show that pN converges weakly to the
Dirac distribution δθ∞ at θ∞ under certain conditions (Lele
et al., 2010). In other words, the effect of the prior dimin-
ishes as the recursion proceeds, and the powered posterior
degenerates at the maximum likelihood point, providing
a method for MLE. A similar idea has been discussed by
Doucet et al. (2002); Lele et al. (2010) in the context of
data augmentation and data cloning, in which one replicates
the observed data y∗ multiple times and applies Bayes’ rule
once; our approach is different, as we employ recursive ap-
plications of Bayes’ rule multiple times (this turns out to be
beneficial in our approach, as is shown below).
Based on the above idea, we propose to recursively apply-
ing kernel ABC (Sec. 2.1) and kernel herding (Sec. 2.2).
Specifically, the proposed method (Algorithm 1) iterates the
following procedures: (i) At the N -th iteration, the kernel
mean µPN :=
∫
k(·, θ)pN (θ)dθ of the powered posterior
(7) is estimated using simulated pairs {(θN,i, yN,i)}ni=1 via
kernel ABC; (ii) from the estimate µˆPN of µPN given in (i),
new parameters {θN+1,i}ni=1 are generated via kernel herd-
ing, and new pseudo-data {yN+1,i}ni=1 are generated from
the simulator P (yN+1,i|θN+1,i) in the N + 1-th iteration.
After iterating these procedures Niter times, point estimate
θ´ for the true parameter is given as the first point θNiter+1,1
from kernel herding at the last iteration.
Auto-correction mechanism. An interesting feature of
the proposed approach is that, as experimentally indicated in
Sec. 4.2, it is equipped with an auto-correction mechanism:
If the parameters θN,1, . . . , θN,n at theN -th iteration are far
apart from the true parameter θ∗, then Algorithm 1 searches
for the parameters θN+1,1, . . . , θN+1,n at the next iteration,
so as to explore the parameter space Θ. For instance, if the
prior pi(θ) is misspecified, meaning that the true parameter
θ∗ is not contained in the support of pi(θ), then the initial
parameters θ1,1, . . . , θ1,n from pi(θ) are likely to be apart
from the true parameter θ∗. The auto-correction mechanism
makes the proposed method robust to such misspecification
and makes it suitable for use in situations in which one lacks
appropriate prior knowledge about the true parameter.
To explain how this works, let us explicitly write down the
procedure (4) (5) of kernel herding as used in Algorithm 1.
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Given that t (< n) points θN+1,1, . . . , θN+1,t have already
been generated, the next point θN+1,t+1 is obtained as
θN+1,t+1 := (8)
argmax
θ∈Θ
n∑
i=1
wik(θ, θN,i)− 1
t+ 1
t∑
i=1
k(θ, θN+1,i),
where the weights w1, . . . , wn are given as (3). Assume
that all the simulated parameters θN,1, . . . , θN,n at the N -th
iteration are far apart from the true parameter θ∗: If N = 1,
these are the parameters sampled from the prior pi(θ). Then
it is likely the resulting simulated data yN,1, . . . , yN,n are
dissimilar to the observed data y∗. In this case, each com-
ponent of the vector k(y) := (kY(yN,i, y∗))ni=1 ∈ Rn
becomes nearly 0, since kY(yN,i, y∗) quantifies the sim-
ilarity between y∗ and yN,i. As a result, each of the
weights w1, . . . , wn given by kernel ABC (3) also be-
come nearly 0, and thus the first term on the right side
in (8) will be ignorable. The point θN+1,t+1 is then
obtained so as to roughly maximize the second term
− 1t+1
∑t
i=1 k(θN+1,t+1, θN+1,i), or, equivalently, so as
to minimize
∑t
i=1 k(θN+1,t+1, θN+1,i). Since the ker-
nel k(θN+1,t+1, θN+1,i) measures the similarity between
θN+1,t+1 and θN+1,i, the new point θN+1,t+1 is located
apart from the points θN+1,1, . . . , θN+1,t generated so far.
In this way, the parameters θN+1,1, . . . , θN+1,n at theN+1-
th iteration are made to explore the parameter space Θ if
parameters θN,1, . . . , θN,n at the N -th iteration are far apart
from the true parameter θ∗.
3.1. Theoretical analysis
We provide here a theoretical basis for the proposed recur-
sive approach. Since the consistency of kernel ABC and
kernel herding have already been established in the literature
(Fukumizu et al., 2013; Bach et al., 2012), we focus on con-
vergence analysis in the population setting, that is, conver-
gence analysis for the kernel mean of the powered posterior
(7) and for the resulting point estimate. We nevertheless
note that convergence analysis of the overall procedure of
Algorithm 1 remains an important topic for future research.
All the proofs can be found in the Supplementary Materials.
Below, we let Θ be a Borel measurable set in Rd. Denote
by PN the probability measure induced by the powered
posterior density pN (7), and let µPN :=
∫
k(·, θ)dPN (θ) ∈
H be its kernel mean, where k is a kernel on Θ and H is
its RKHS. We require the following assumption for the
likelihood function ` and the prior pi for theoretical analysis.
Assumption 1. (i) ` has a unique global maximum at
θ∞ ∈ Θ, and pi(θ∞) > 0; (ii) pi is continuous at θ∞, `
has continuous second derivatives in the neighborhood of
θ∞, and the Hessian of ` at θ∞ is strictly negative-definite.
Our first result below shows that, under Assumption 1, the
powered posterior PN (7) converges to the Dirac distribution
δθ∞ in the RKHSH as N →∞; this provides a theoretical
basis for recursively applying the kernel ABC.
Proposition 1. Let Θ ⊂ Rd be a Borel measurable set and
k : Θ × Θ → R be a continuous bounded kernel. Under
Assumption 1, we have limN→∞ ‖µPN − k(·, θ∞)‖H = 0.
Proposition 2 below provides a justification for the use
of the first point of kernel herding (here this is θN :=
argminθ˜∈Θ ‖µPN − k(·, θ˜)‖H; see Sec. 2.2) as a point es-
timate of θ∞. To this end, we introduce the following as-
sumption on the kernel, which is satisfied by, for example,
Gaussian and Matérn kernels.
Assumption 2. (i) There exists a constant C > 0 such that
k(θ, θ) = C for all θ ∈ Θ. (ii) It holds that k(θ, θ′) < C
for all θ, θ′ ∈ Θ with θ 6= θ′.
Proposition 2. Let Θ ⊂ Rd be a compact set, and
k : Θ × Θ → R be a continuous, bounded kernel. Let
θN := argminθ˜∈Θ
∥∥∥µPN − k(·, θ˜)∥∥∥H. If Assumptions 1
and 2 hold, then we have θN → θ∞ as N →∞.
We make a few remarks regarding Assumption 1. The as-
sumption that ` has a unique global maximum is not satisfied
if the model is singular, an example being mixture models:
In this case there are multiple global maximums. How-
ever, our experiment in Sec. 4.5 shows that even for mixture
models, the proposed method works reasonably well. This
suggests that, in an empirical setting, a point estimate may
converge to one of the global maximums. The assumption
pi(θ∞) > 0 will also not be satisfied if the support pi does
not contain θ∞, but the proposed method performs well
even in this case (as shown in 4.2), possibly thanks to the
auto-correction mechanism explained above. We reserve
further analysis of these properties for future work.
4. Experiments
We have conducted a variety of experiments comparing the
proposed method with existing approaches. We begin with
a quick review of these approaches (Sec. 4.1), and report
experimental results on point estimation with a misspeci-
fied prior (Sec. 4.2), population dynamics of the blowfly
(Sec. 4.3), alpha stable distributions (Sec. 4.4), Gaussian
mixture models with redundant components (Sec. 4.5), and
a real-world pedestrian simulator (Sec. 4.6).
4.1. Existing approaches and experimental settings
K2-ABC (Park et al., 2016) is an ABC method that repre-
sents the empirical distributions of simulated and test obser-
vations as kernel means in an RKHS. For each of simulated
parameters, the associated weight is calculated by using
the RKHS distance between the kernel means (i.e., MMD),
and the resulting weighted sample is treated as a posterior
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distribution. Adaptive SMC-ABC (Del Moral et al., 2012)
is a rejection-based approach based on sequential Monte
Carlo, which sequentially updates the tolerance level and
the associated proposal distribution in an adaptive manner.
This method is a state-of-the-art ABC approach. The ap-
proach by Gutmann and Corander (2016), which we refer to
as Bayesian Optimization for simplicity, is a method for
MLE with intractable likelihood based on Bayesian opti-
mization (Brochu et al., 2010). This method optimizes the
parameters in a intractable model so as to minimize the dis-
crepancy between the simulated and test observations. Note
that comparison with this method in terms of computation
time may not make sense (although we report them for pur-
poses of completeness), as we used publicly available code3
for implementation. The method of simulated moments
(MSM) (McFadden, 1989) optimizes the parameter in the
model so that the resulting moments of simulated data match
those of observe data. MSM may be seen a special case of
indirect inference (Gourieroux et al., 1993), an approach
studied in econometrics.4 Data-cloning ABC (ABC-DC)
(Picchini and Anderson, 2017) is an approach combining
ABC-MCMC (Marjoram et al., 2003) and Data Cloning
(Lele et al., 2010), replicating observed data multiple times
to achieve MLE with intractable likelihood.
Experimental settings. Unless otherwise specified, the
following settings were applied in the experiments. For
all the methods that employed kernels, we used Gaussian
kernels. The discrepancy between the simulated and ob-
served data was measured by the energy distance (Székely
and Rizzo, 2013), which is a standard metric for distribu-
tions in statistics and can be computed only from pairwise
Euclidean distances between data points. Since the usual
quadratic time estimator was too costly, we used a linear
time estimator for computing the energy distance (see the
Supplementary Materials for details).
For each method, unless otherwise specified, we determined
the hyper-parameters on the basis of the cross-validation-
like approach described in Park et al. (2016, Sec. 4). That is,
to evaluate one configuration of hyper-parameters, we first
used 75% of the observed data for point estimation and then
computed the discrepancy between the rest of the observed
data and the ones simulated from point estimates; after ap-
plying this procedure to all candidate configurations, the
one with the lowest discrepancy was finally selected. The
bandwidth of a Gaussian kernel was selected from candidate
values, each of which is the median (of pairwise distances)
multiplied by logarithmically equally spaced values between
2−4 and 24 (Takeuchi et al., 2006, Sec. 5.1.1). Regulariza-
tion constants for the proposed method and kernel ABC,
as well as the soft threshold for K2-ABC, were selected
3https://sheffieldml.github.io/GPyOpt/
4MSM is a special case of indirect inference because the mo-
ments can be regarded as the parameters of an auxiliary model.
from logarithmically spaced values between 10−4 and 1. To
compute MMD for K2-ABC, a linear time estimator (Gret-
ton et al., 2012, Sec. 6) was used to reduce computational
time, as the usual quadratic time estimator was too costly.
For Adaptive SMC-ABC, the initial tolerance level was set
as the median of pairwise distances between the observed
and simulated data. For Bayesian Optimization, we used
Expected Improvement as an acquisition function, and all
the hyper-parameters were marginalized out following the
approach of Snoek et al. (2012, Sec. 3.2). For MSM, the
number of moments were selected from a range up to 30
by the cross-validation like approach. For ABC-DC, we
employed, in particular, dynamic ABC-DC, which automat-
ically adjusts its associated parameters. To obtain point
estimates with kernel ABC and K2-ABC, we computed the
means of the resulting posterior distributions. For Adap-
tive SMC-ABC, point estimates were obtained as posterior
means as well as MAP estimates by applying the mean shift
algorithm to posterior weighted samples (Fukunaga and
Hostetler, 1975), the latter essentially being an approach
suggested by Rubio et al. (2013).
The following abbreviations may be used for the sake of
simplicity; kernel recursive ABC is referred to as KR-ABC,
kernel ABC as K-ABC, adaptive SMC-ABC as SMC-ABC,
Bayesian Optimization as BO, and Dynamic ABC-DC as
ABC-DC. For our method, we also report results based on
a half number of iterations, which we call KR-ABC (less).
4.2. Multivariate Gaussian distribution with a severely
misspecified prior
As a proof of concept regarding the auto-correction mech-
anism of the proposed method described in Sec.3, we
have performed an experiment for when the prior distri-
bution is severely misspecified (see the Supplementary
Materials for an illustration). The task is to estimate
the mean vector of a 20-dimensional Gaussian distribu-
tion Normal(µ,Σ), where the true mean vector is µ :=
(10, 50, 90, 130, 180, 280, 390, 430, 520, 630, 1010, 1050,
1090, 1130, 1180, 1280, 1390, 1430, 1520, 1630)T ∈ R20.
The covariance matrix Σ ∈ R20×20 is assumed to be known
and is a diagonal matrix with all diagonal elements being
40. Test data y∗ consisted of 100 i.i.d. observations from
this Gaussian distribution. As a prior for the mean vector µ,
we used the uniform distribution on [9× 106, 107]20, which
is extremely misspecified. For Bayesian optimization, the
space to be explored was set as [0, 107]20.
In this experiment, each pseudo data was made from 100
observations simulated with one parameter configuration.
K2-ABC and K-ABC used 3000 pairs of a parameter and
pseudo-data. For the proposed method and SMC-ABC, we
generated 100 pairs of a parameter and pseudo-data for the
initial iteration, and then the iterations were repeated 30
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Table 1. Results for multivariate Gaussian distributions in Sec. 4.2
Algorithm parameter error data error cputime
KR-ABC 0.70(0.29) 0.008(0.004) 866.02(26.12)
KR-ABC (less) 7.22(3.28) 0.02(0.24) 353.498(23.05)
K2-ABC >1e+6 (>1e+3) >1e+5 (>1e+3) 209.51(11.49)
K-ABC >1e+6 (>1e+3) >1e+5 (>1e+3)) 403.93(24.97)
SMC-ABC (mean) >1e+6 (>1e+3) >1e+5 (>1e+3) 590.41(29.54)
SMC-ABC (MAP) >1e+6 (>1e+3) >1e+5 (>1e+3) 590.41(29.54)
ABC-DC >1e+6 (>1e+3) >1e+5 (>1e+3) 313.99(16.85)
BO >1e+5(>1e+4) >1e+5 (>1e+4) 25940.86(936.40)
MSM >1e+5(>1e+4) >1e+5(>1e+4) 307.42(67.94)
times, resulting in a total of 3000 simulations. For the pro-
posed method, the bandwidth of the kernel kY on observed
data was recomputed for each iteration, using the median
heuristic. For SMC-ABC, the parameter α ∈ (0, 1), which
controls the trade-off between the speed of convergence
and the accuracy of posterior approximation, was set to be
0.3, as we found this value to be the best in terms of the
trade-off.
For each method, we ran 30 independent trials, and the re-
sults in averages and standard deviations are shown in Table
1, where the parameter error is the mean (over 20 dimen-
sions) of the absolute difference between the estimated and
the true parameter values divided by the true value, and
the data error is the energy distance between the true data
and pseudo data simulated with the estimated parameter.
Surprisingly, the proposed method successfully approached
the true parameter even when the prior was severely mis-
specified. As discussed in Sec 3 and demonstrated in the
Supplementary Materials, this would appear to be because
of the use of kernel herding, which automatically widens the
space to explore when simulated data is far apart from test
data. As expected, other methods were unable to approach
the true parameter.
4.3. Ecological dynamic systems: blowfly
Following Park et al. (2016), we performed an experiment
on parameter estimation with a dynamical system of blowfly
populations (Wood, 2010), which is defined as
Nt+1 = PNt−τ exp (−Nt−τ/N0) et + Nt exp(−δt),
where t = 1, . . . , T are time indices, Nt is the popula-
tion at time t, et ∼ Gam( 1σ2pσ
2
p) and t ∼ Gam( 1σ2d , σ
2
d)
are independent Gamma-distributed noise, and θ := (P ∈
N, N0 ∈ N, σd ∈ R+, σp ∈ R+, τ ∈ N, δ ∈ R+) are
the parameters of the system. The task is to estimate θ from
observed values of N1, . . . , NT . We set the true parameters
as θ = (29, 260, 0.6, 0.3, 7, 0.2), and the time-length T for
both the observed and pseudo data as T = 1000. Following
Park et al. (2016, Sec. 4), for each parameter we defined a
Gaussian prior on its logarithm (see the Supplementary Ma-
terials for a definition). In this experiment, for all methods
we converted the observed and pseudo-data into histograms
Table 2. Results for blowfly population dynamics in Sec.4.3
Algorithm parameter error data error cputime
KR-ABC 0.47(0.11) 43.85(37.24) 101.143(13.25)
KR-ABC (less) 0.57(0.21) 67.57(47.11) 32.98(1.21)
K2-ABC 0.81(0.42) 67.45(77.86) 23.47(1.59)
K-ABC 0.62(0.09) 89.37(29.22) 30.66(2.57)
SMC-ABC (mean) 0.83 (0.10) 170.41 (47.91) 38.50(2.34)
SMC-ABC (MAP) 0.84 (0.12) 163.19(42.51) 38.50(2.34)
ABC-DC 0.89(0.17) 134.12(58.92) 29.94(4.57)
BO 0.70(0.28) 108.18(67.08) 3217.40(157.31)
MSM 0.67(0.08) 89.17(33.20) 25.46(8.26)
with 1000 bins (i.e., we treated each data as a 1000 dim. vec-
tor), as this produced better results. K2-ABC and K-ABC
used 1300 pairs of a parameter and a pseudo-data item. For
the proposed method and SMC-ABC, we generated 100
pairs of a parameter and pseudo-data for the initial iteration,
and the iterations were then repeated 13 times, resulting in
total 1300 simulations. For SMC-ABC, we set the parameter
α ∈ (0, 1) to be 0.3, as in Sec. 4.2.
For each method we performed 30 independent trials, and
the results are summarized in Table 2. The proposed method
performed the best, even when the number of simulations
was halved (i.e., KR-ABC (less)).
4.4. Multivariate elliptically contoured alpha stable
distribution
In addition to the competitive methods described earlier,
we performed a comparison with the method called noisy
ABC-MLE (Yıldırım et al., 2015). This method assumes
that sampling from the intractable model can be realized by
deterministic mapping applied to a simple random variable,
and that the gradient of the deterministic mapping is avail-
able. This method can, then, only be applied to a limited
class of generative models, though for such models it can
perform well. Although the main scope of this paper is
on simulation models in which such gradient information
is unavailable, we performed this experiment in order to
see how the proposed method compared with this method
without relying on the gradient information.
We also considered parameter estimation with multivari-
ate elliptically contoured alpha stable distributions (Nolan,
2013), which subsume heavy-tailed and skewed distribu-
tions and are popular for modeling financial data. This
family of distributions in general does not admit closed-
form expressions for density functions, which means they
are “intractable” in the sense that the standard procedure
for parameter estimation cannot be employed. However,
sampling of a random vector X ∈ Rd from this family is
possible in the following way:
X := A1/2G+ δ ∈ Rd, G ∼ Normal(0, Q),
A := τθ(U1, U2) ∈ R,
U1 ∼ Unif(−pi/2, pi/2), U2 ∼ Exp(1),
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Figure 1. Results for multivariate elliptically contoured alpha sta-
ble distributions in Sec. 4.4. For each dimension (vertical axis), the
averages of mean squared errors (MSE) over 30 trials are shown.
where Q ∈ Rd×d is positive definite, δ ∈ Rd, θ :=
(α, β, µ, σ) ∈ (0, 2] × [−1, 1] × R × [0,∞), τθ is a de-
terministic mapping whose concrete form is described in
the Supplementary Materials, and Unif and Exp denote
uniform and exponential distributions, respectively.
We dealt with estimation of α := 1.3 and Q, while fixing
the other parameters as δ := 0, β := 1, µ := 0, and σ := 1.
We restricted Q to be a positive definite matrix such that all
diagonal elements are the same and so are the off-diagonal
elements. We defined true Q to be a matrix whose diagonal
elements are 1.0 and off-diagonals are 0.2. Therefore the
task was to estimate these three values (i.e., 1.3 for α, and
1.0 and 0.2 for Q). We used Unif[0, 2] as a prior for α,
and Unif[0, 5] as a prior for each of the diagonal and off-
diagonal values of Q.
Figure 1 shows results for the averages of mean square
errors in parameter estimation over 30 independent trials,
with variation in the dimensionality d from 2 to 16. For
each method we sampled a total of 1400 pairs of a param-
eter and a pseudo-data item, and for iterative methods we
used 100 pairs in each iteration. Each pseudo-data (and
observed-data) was made up of 1000 points. The noisy
ABC-MLE exploited the gradient information in τθ, while
the other methods did not. The proposed method was com-
petitive with BO and outperformed the other methods with
the exception of the noisy ABC-MLE. Although the noisy
ABC-MLE was accurate for lower-dimensionality (as ex-
pected), it exhibited a steep increase in errors for higher
dimensionality. In contrast, the performance degradation of
the proposed method was mild for higher dimensionality.
4.5. Gaussian mixture with redundant components
We consider here a parametric model in which there exist
redundant parameters for expressing given data. We are
interested in whether point estimation with the proposed
method results in elimination of the redundant parameters
Table 3. Results for the Gaussian mixture model in Sec. 4.5
Algorithm φ error µ error data error cputime
KR-ABC 0.159(0.106) 54.14(8.71) 0.03(0.05) 281.59(12.55)
KR-ABC (less) 0.22(0.13) 64.04(17.58) 0.11(0.15) 147.39(16.76)
K2-ABC 0.53(0.02) 93.98(3.84) 0.69(0.10) 89.43(7.56)
K-ABC 0.50(0.02) 92.57(12.77) 0.67(0.17) 135.01(11.35)
SMC-ABC (mean) 0.51(0.04) 83.19(27.86) 0.23(0.15) 214.35(8.77)
SMC-ABC (MAP) 0.21(0.13) 72.76(56.24) 0.12(0.08) 214.35(8.77)
ABC-DC 0.48(0.16) 137.84(50.06) 0.43(0.14) 149.74(21.22)
BO 0.37(0.08) 80.79(36.17) 0.82(0.68) 13775.48(1438.9)
MSM 0.24(0.08) 117.02(11.48) 0.24(0.08) 171.58(59.38)
when applied to such a model. This was motivated by Ya-
mazaki and Kaji (2013), who argued that, for mixture mod-
els, the use of a Dirichlet prior with a sufficiently small
concentration parameter leads to elimination of unnecessary
components. We therefore focus on mixture models with
redundant components.
Specifically, we considered Gaussian mixture models. We
defined the true model as a two-component Gaussian mix-
ture
∑2
i=1 φiNormal(µi, 20) of equal variances. The task
was to estimate the mixture coefficients (φ1, φ2, ) :=
(0.7, 0.3) and the associate means (µ1, µ2) := (110, 70),
provided 3000 i.i.d. sample points from the model as ob-
served data y∗. We employed an over-parametrized model
for point estimation (i.e., no method used the knowledge
that the truth consisted of 2 components), which is a four-
component Gaussian mixture
∑4
i=1 φiNormal(µi, 20). We
used a 4-dimensional Dirichlet distribution with equal con-
centration parameters 0.01 as a prior for the coefficients
(φ1, . . . , φ4), and Normal(0, 100) as a prior for each of
µ1, . . . , µ4.
For each method, we generated a total of 1000 pairs of a
parameter and pseudo-data, and for iterative methods, we
made use of 100 pairs in each iteration, resulting in 10
iterations. Each pseudo-data consisted of 3000 simulated
observations. For all the methods, we converted each data
item into a histogram of 300 bins and treated it as a 300
dim. vector since this resulted in better performances. We
set the parameter α ∈ (0, 1) of SMC-ABC to be 0.2, as this
performed well in this experiment.
We ran each algorithm 30 times, and the resulting aver-
age errors and standard deviations are shown in Table 3,
where the φ error and µ error denote the errors for the coef-
ficients and the means, respectively, as measured in terms
of Euclidean distance. More precisely, since any permu-
tation of component labels will result in the same model,
we first sorted the estimated parameters {(φi, µi)} so that
φ1 ≥ · · · ≥ φ4, and we then measured the errors w.r.t. the
ground truth φ := (0.7, 0.3, 0, 0) and µ := (110, 70). For
the µ error, we computed the errors only for the estimated
means µ1, µ2 associated with the two largest coefficients
since there was no ground truth for the redundant compo-
nents µ3, µ4. Results show that the proposed KR-ABC
performed best, indicating that the dominant components
were successfully estimated.
Kernel Recursive ABC
4.6. Real-world pedestrian simulator
Our final experiment was parameter estimation with Crowd-
Walk, a publicly available real-world simulator5 for the
movements of pedestrians in a commercial district (Ya-
mashita et al., 2010). It has been used to gain insights into
pedestrian behavior at a variety of events and occurrences,
such as fireworks festivals and evacuations after earthquakes.
As this simulator is complicated and also computationally
expensive, its likelihood function is intractable.
Using CrowdWalk, we simulated the movements of pedes-
trians in Ginza, a commercial district in Tokyo (see Sup-
plementary Materials for an illustration). Specifically, we
modeled pedestrians as a mixture of multiple groups, each
of which has the following 6 parameters (below i denotes
the index of a group): (1) θ(N)i ∈ N: the number of pedes-
trians in the group; (2) θ(T )i ∈ R+: the time when the group
starts to move; (3) θ(S)i ∈ R2: the starting location of the
group (e.g., stations); (4) θ(G)i ∈ R2: the goal location
of the group; (5) θ(P )i ∈ R2: the intermediate location(s)
that the pedestrians in the group visit (e.g., stores); and (6)
θ
(R)
i ∈ R+: the time duration(s) of the pedestrians’ visit(s)
at the intermediate location(s).
In this experiment, we focused on estimation of the
first two parameters θ(N)i , θ
(T )
i , and fixed the other
parameters. We defined the true model as a mix-
ture of 5 pedestrian groups, and set their parameters
as (θ∗(N)1 , . . . , θ
∗(N)
5 ) := (100, 100, 100, 100, 100) and
(θ
∗(T )
1 , . . . , θ
∗(T )
5 ) := (30, 60, 90, 120, 150). As in Sec. 4.5,
we used a redundant model of a mixture of 10 groups for
parameter estimation. The goal was to detect the active 5
groups of the true model, without knowing that the truth
consists of 5 groups. For simplicity, 5 (unknown) groups
among the 10 candidate groups included the parameters of
the true model other than θ∗(N)i , θ
∗(T )
i ; see the Supplemen-
tary Materials for details.
We defined prior distributions as follows. First we assumed
the total number 500 of pedestrians to be known. The mix-
ing coefficients of the mixture of 10 groups are given by
(φ1, . . . , φ10) = (θ
(N)
1 , . . . , θ
(N)
10 )/500. Thus, rather than
directly putting a prior on (θ(N)1 , . . . , θ
(N)
10 ), we defined a
prior on the mixing coefficients (φ1, . . . , φ10). Specifically,
we used a Dirichlet prior with a small concentration pa-
rameter, as in Sec. 4.5, in order to eliminate 5 redundant
components:
(φ1, . . . , φ10) ∼ Dirichlet(α1, ..., α10),
θ
(N)
i := φi ∗ 500, (i = 1, . . . , 10)
where α1 = · · · = α10 = 0.01 denote the concentration
5https://github.com/crest-cassia/CrowdWalk
Table 4. Results for the pedestrian simulator in Sec. 4.6
Algorithm θ(N) error θ(T ) error data error cputime
KR-ABC 61.58(74.42) 70.93(102.08) 0.008(0.009) 2233.45(97.54)
KR-ABC (less) 82.46(75.05) 134.00(161.85) 0.014(0.014) 1875.32(147.16)
K2-ABC 298.94(120.71) 308.95(109.43) 0.10(0.10) 1547.32(56.31)
K-ABC 354.72(145.76) 389.52(140.91) 0.12(0.09) 1773.74(84.91)
SMC-ABC (mean) 271.51(104.64) 363.12(91.28) 0.09(0.07) 2017.89(110.02)
SMC-ABC (MAP) 255.15(139.33) 348.43(104.74) 0.09(0.1) 2017.89(110.02)
ABC-DC 273.93(136.14) 327.48(98.12) 0.09(0.14) 1984.43(59.12)
BO 194.57(65.83) 291.73(105.33) 0.04(0.06) 37541.23(3047.46)
MSM 453.58(89.43) 510.04(55.10) 0.24(0.17) 1869.83(49.51)
parameters. For each of θ(T )1 , . . . , θ
(T )
10 , we defined a broad
uniform prior θ(T )i ∼ Unif(0, 480).
From the true model, we simulated 4200 time steps of pedes-
trian flow as observed data. We made 5× 5 = 25 grids in a
map of Ginza and computed a histogram of the correspond-
ing 25 bins for each time step. Thus, observed data was
made up of 4200 vectors in R25. In the same way, each
method generated a total of 4200 vectors, and each iterative
method made use of 200 vectors in each iteration, running
21 iterations in total. For SMC-ABC, we set the parameter
α ∈ (0, 1) to be 0.2, as in the previous experiment.
We ran each method 20 times, and the resulting averages
and standard deviations for errors are summarized in Table
4, where “θ(N) error” and “θ(T ) error” denote the errors
of the corresponding estimated parameters, as measured in
terms of Euclidean distance. These errors were computed
in the same way as in Sec. 4.5 (e.g., the estimated parame-
ters were sorted according to the magnitudes of the mixing
coefficients). Results show that our method performed the
best, confirming its effectiveness. In the Supplementary
Materials, we also report the point estimates made using the
proposed method, showing that the true parameters were
estimated reasonably accurately.
5. Summary and future work
We have proposed kernel recursive ABC for point estimation
with intractable likelihood and have empirically investigated
the effectiveness of this approach. While we have also
provided theoretical analysis to a certain extent, there remain
important theoretical topics, as discussed in Sec. 3.1, that
we wish to reserve for future research.
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Supplementary Materials
A. Proofs for theoretical results
We here provide proofs for the theoretical results in Section 3 of the main text. For ease of understanding, we repeat the
assumptions and the statements w.r.t. those results. The notation follows that of the main text.
Assumption 1. (i) ` has a unique global maximum at θ∞ ∈ Θ, and pi(θ∞) > 0; (ii) pi is continuous at θ∞, ` has continuous
second derivatives in the neighborhood of θ∞, and the Hessian of ` at θ∞ is strictly negative-definite.
Proposition 1. Let Θ ⊂ Rd be a Borel measurable set, k : Θ × Θ → R be a continuous, bounded kernel, and H be its
RKHS. If Assumption 1 holds, then we have
lim
N→∞
‖µPN − k(·, θ∞)‖H = 0.
Proof. Because Assumption 1 is equivalent to Assumptions A1, A2 and A3 in Lele et al. (2010), we can use the Corollary
to Lemma A.2 on p.1624 of Lele et al. (2010); this guarantees the weak convergence of PN to δθ∞ , the Dirac distribution at
θ∞. Therefore,
lim
N→∞
‖µPN − k(·, θ∞)‖2H = limN→∞ 〈µPN , µPN 〉H − 2 limN→∞ 〈µPN , k(·, θ∞)〉H
+ 〈k(·, θ∞), k(·, θ∞)〉H
= lim
N→∞
∫ ∫
k(θ, θ′)dPN (θ)dPN (θ′)
−2 lim
N→∞
∫
k(θ, θ∞)dPN (θ) + k(θ∞, θ∞)
= k(θ∞, θ∞)− 2k(θ∞, θ∞) + k(θ∞, θ∞) (9)
= 0,
where (9) follows from the weak convergence of PN to δθ∞ and k is continuous and bounded. Here we have used Theorem
2.8 (ii) in (Billingsley, 1999) for the first term in (9).
Assumption 2. (i) There exists a constant C > 0 such that k(θ, θ) = C for all θ ∈ Θ. (ii) It holds that k(θ, θ′) < C for all
θ, θ′ ∈ Θ with θ 6= θ′.
Proposition 2. Let Θ ⊂ Rd be a compact set and k : Θ × Θ → R be a continuous, bounded kernel. Let θN :=
argminθ˜∈Θ
∥∥∥µPN − k(·, θ˜)∥∥∥H. If Assumptions 1 and 2 hold, then we have θN → θ∞ as N →∞.
Proof. By the reproducing property and Assumption 2, we have
‖µPN − k(·, θ˜)‖2H = ‖µPN ‖2H − 2µPN (θ˜) + k(θ˜, θ˜)
= ‖µPN ‖2H − 2
∫
k(θ˜, θ)dPN (θ) + C.
Since
∫
k(θ˜, θ)dPN (θ) is a continuous function of θ˜ (which follows from the continuity of k and the dominated convergence
theorem), it follows that ‖µPN − k(·, θ˜)‖2H is a continuous function of θ˜, and so is ‖µPN − k(·, θ˜)‖H. Thus, since Θ is
compact, θN = argminθ˜∈Θ
∥∥∥µPN − k(·, θ˜)∥∥∥H exists. Using the above identity, we then have
θN = argmin
θ˜∈Θ
∥∥∥µPN − k(·, θ˜)∥∥∥2H
= argmin
θ˜∈Θ
‖µPN ‖2H − 2µPN (θ˜) + C
= argmax
θ˜∈Θ
µPN (θ˜).
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By the reproducing property, the Cauchy-Schwartz inequality, and Assumption 2, we have for all θ ∈ Θ
|µPN (θ)− k(θ, θ∞)| = |〈k(·, θ), µPN − k(·, θ∞)〉|
≤
√
k(θ, θ) ‖µPN − k(·, θ∞)‖H
=
√
C ‖µPN − k(·, θ∞)‖H (10)
Let ε be an arbitrary positive number and Uε(θ∞) be an open ε-neighborhood of θ∞. From Assumption 2 (ii) and the
continuity of k, there is δ > 0 such that
max
θ∈Θ\Uε(θ∞)
k(θ, θ∞) ≤ C − δ. (11)
It follows from Eq.(10) and Proposition 1 that there is N0 ∈ N such that
max
θ∈Θ
|µPN (θ)− k(θ, θ∞)| ≤ δ/3 (12)
holds for all N ≥ N0. This implies, in particular, that for all N ≥ N0
µPN (θ∞) ≥ k(θ∞, θ∞)− δ/3 = C − δ/3. (13)
On the other hand, using Eqs.(11) and (12), we have
max
θ∈Θ\Uε(θ∞)
µPN (θ) ≤ C −
2
3
δ (14)
for all N ≥ N0.
Eqs.(13) and (14) show that the maximum of µPN is attained in Uε(θ∞), that is, θN ∈ Uε(θ∞), for all N ≥ N0, which
completes the proof.
Remark 1. For simplicity, we assume in Proposition 2 that θ is compact, but this condition can be relaxed. For example,
we may instead assume the following weaker condition: For any open neighborhood U of θ∞, there is a positive constant δ
such that supθ∈Θ\U k(θ, θ∞) ≤ k(θ∞, θ∞)− δ.
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B. Demonstration of the auto-correction mechanism for a misspecified prior
Figure 2. Each figure shows a histogram of simulated parameters for the mean of the Gaussian distribution in each iteration, as produced
with the proposed method. “The sum of the weights” on the top of each figure is the sum of the weights given by kernel ABC at each
iteration, as defined by Eq. (3) of the main text.
We demonstrate here how the auto-correction mechanism of the proposed method works; for an explanation of this
mechanism, see Section 3 of the main text. We performed an experiment similar to the one in Section 4.2 of the main
text, but under a simpler setting. The task was to estimate the mean 0 of a univariate Gaussian distribution, Normal(0, 40),
provided 100 i.i.d. observations from it. The variance 40 was assumed to be known. For the prior distribution over the mean,
we used the uniform distribution on [2000, 3000], which is severely misspecified. For the proposed method, we recomputed
the bandwidth of a Gaussian kernel for each iteration, by using the median heuristic with simulated data. In each iteration,
300 pseudo-observations were generated for the proposed method.
Figure 2 shows the results for the first 4 iterations. The top figure is a histogram of the parameters generated from the prior
distribution, which, because of the misspecification of the prior, do not cover the true mean 0. The resulting sum of the
weights is 0.00064, implying that the simulated pseudo-observations are far apart from the observed data. (As explained in
the caption of Figure 2, “The sum of the weights” on the top of each figure is the sum of the weights w1, . . . , wn given by
kernel ABC at each iteration, as defined by Eq. (3) of the main text.) The second figure is a histogram of the parameters
generated by kernel herding in the first iteration. These parameters were generated so as to explore the parameter space, in
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response to the auto-correction mechanism explained in Section 3 of the main text. Since the simulated parameters were
now scattered around the true mean 0, kernel ABC began to perform well from the next iteration. After only 4 iterations, the
simulated parameters concentrated around the true mean.
C. Supplementary to the population dynamics experiment in Section 4.3
We offer here supplementary materials for the experiment on the blowfly population dynamics in Section 4.3 of the main
text.
C.1. Errors for individual parameters
Table 5. Results for blowfly population dynamics in Sec. 4.3
Algorithm P N0 σd σp τ δ data cputime
KR-ABC 0.28(0.13) 0.03(0.05) 0.93(0.55) 1.22(0.64) 0.17(0.14) 0.17(0.15) 43.85(37.24) 101.143(13.25)
KR-ABC (less) 0.15(0.13) 0.10(0.07) 1.11(0.12) 1.45(0.26) 0.23(0.41) 0.27(0.45) 67.57(47.11) 32.98(1.21)
K2-ABC 1.27(1.75) 0.20(0.23) 0.98(0.42) 1.46(1.10) 0.31(0.19) 0.61(0.82) 67.45(77.86) 23.47(1.59)
K-ABC 0.48(0.13) 0.14(0.06) 1.28(0.87) 1.42 (0.40) 0.22 (0.02) 0.27(0.25) 89.37(29.22) 30.66(2.57)
SMC-ABC (mean) 0.58 (0.15) 0.11(0.06) 1.03(0.46) 1.98(0.32) 0.28(0.15) 1.01(0.11) 170.41 (47.91) 38.50(2.34)
SMC-ABC (MAP) 0.51(0.28) 0.19(0.10) 0.89(0.33) 1.89(0.33) 0.53(0.46) 1.01(0.10) 163.19(42.51) 38.50(2.34)
ABC-DC 0.48(0.22) 0.25(0.13) 1.36(0.88) 1.55(0.12) 0.54(0.31) 1.17(0.11) 134.12(58.92) 29.94(4.57)
BO 0.83 (0.84) 0.16(0.24) 1.44(0.76) 1.09(0.50) 0.22(1.05) 0.45(0.41) 108.18(67.08) 3217.40(157.31)
MSM 0.65(0.16) 0.26(0.19) 1.50(0.59) 1.01(0.57) 0.14(0.13) 0.51(0.15) 89.17(33.20) 25.46(8.26)
Table 5 shows the separate errors made by each method for individual parameters. This was omitted from the main text due
to space constraints.
C.2. Prior distribution for the parameters of the blowfly population dynamics
We describe here the prior distribution for the parameters θ := (P ∈ N, N0 ∈ N, σd ∈ R+, σp ∈ R+, τ ∈ N, δ ∈ R+) in
the blowfly population dynamics, the parameters that we used in our experiment. Let p, N0 , σd , σp , τ , δ ∼ Normal(0, 1)
be independent standard Gaussian random variables. The prior can then be specified by defining the parameters as such
random variables as
P = exp(2 + 2p),
N0 = exp(5 + 0.5N0),
σd = exp(−0.5 + σd),
σp = exp(−0.5 + σp),
τ = exp(2 + τ ),
δ = exp(−1 + 0.4δ).
Note that the parameters P,N0, τ are to be rounded appropriately, as they are defined as being natural numbers.
D. Supplementary materials for the experiments on alpha stable distributions in Section 4.4
D.1. Computation time
We offer here supplementary materials for the experiment on multivariate alpha stable distributions in Section 4.4 of the
main text.
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Figure 3. Computation time (in seconds) for the experiments in Section 4.4. We omit here the computation time of Bayesian optimization,
but it was more than 1500 seconds for all the dimensions.
Figure D.1 shows computation time for each method in the experiments on multivariate alpha stable distributions in Section
4 of the main text, which information was omitted from the main body because of space constraints.
D.2. Definition of the deterministic map for sampling
We describe here the deterministic map τθ used in sampling multivariate alpha stable distributions (Chambers et al., 1976),
where θ := (α, β, µ, σ) ∈ (0, 2]× [−1, 1]× R× [0,∞). Given U1 ∼ Unif(−pi/2, pi/2) and U2 ∼ Exp(1), the mapping
τθ(U1, U2) ∈ R is defined as
τθ(U1, U2) := στα,β(U1, U2) + µ,
where
τα,β(U1, U2) :=
{
Sα,β
sin[α(U1+Bα,β)]
[cos(U1 )]1/α
(
cos[U1−α(U1+Bα,β)]
U2
)(1−α)/α, α 6= 1
X = 2pi [(
pi
2 + βU1 ) tanU1 − βlog(U2 cosU1pi2 +βU1 )], α = 1.
}
Bα,β :=
tan−1(β tan piα2 )
α
, Sα,β :=
(
1 + β2 tan2
piα
2
)1/2α
.
E. Supplementary material for the pedestrian simulator experiment in Section 4.6
We present here supplementary material w.r.t. the pedestrian simulator experiment in Section 4.6.
E.1. Example of simulation results obtained with CrowdWalk
Figure 4 shows an example of simulation results with the pedestrian flow simulator CrowdWalk (Yamashita et al., 2010).
The map is of Ginza, one of the largest commercial districts in Tokyo. Both green and red points indicate pedestrians, each
of which is moving at an individual speed. Red points are pedestrians who are walking particularly slowly; these pedestrians
are forced to walk slowly because the areas in which they are walking are crowded.
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Figure 4. Example of simulation results obtained with Crowdwalk
E.2. Parameters for the pedestrian simulator
Table 6. Parameters for the pedestrian simulator, including the fixed ones
Group θ(S) θ(G) θ(P ) θ(R) θ(N) θ(T )
1 1 0 15, 29 5400, 1800 100 30
2 5 2 24, 43 5400, 5400 100 60
3 8 3 28, 48 5400, 5400 100 90
4 4 7 2, 0 1800, 3600 100 120
5 3 2 8, 9 5400, 5400 100 150
6 6 9 26, 14 5400, 3600 0 180
7 10 11 4, 41 1800, 3600 0 210
8 2 9 50, 18 1800, 3600 0 240
9 0 6 40, 33 3600, 5400 0 270
10 11 5 20, 25 1800, 3600 0 300
Table 6 shows the parameters of the 10 candidate groups in a mixture model used for parameter estimation. Note that the
parameters θ(N) and θ(T ) were unknown for each method since they were the parameters to be estimated. Groups 1 to 5 are
the components of the true model, but this fact was also unknown for each method. The numbers in θ(S), θ(G) and θ(P )
indicate certain locations on the map (e.g., the Mitsukoshi Department Store, the Apple Store, and Ginza Station), which are
predefined in terms of two-dimensional coordinates. The parameter θ(P ) indicates certain places where pedestrians in a
single group visit. In this experiment, pedestrians in each group visited 2 intermediate places during the travel from the
starting location to the goal; θ(R) represent the respective durations of time (in seconds) at the intermediate places. (Note
that the units for starting time θ(T ) are in minutes.)
E.3. Estimated parameters with the proposed method
Tables 7 and 8 show the estimated values for the parameters θ(N)i and θ
(T )
i , respectively, for each of independent 20 trials.
Recall that i in θ(N)i and θ
(T )
i is the index of 10 groups, i.e„ i = 1, . . . , 10. Results show that the proposed method was able
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to estimate the parameters of the 5 true groups in most cases. Note that the estimated values of θ(T )i for i = 6, . . . , 10 were
rather arbitrary. This is reasonable since the corresponding numbers of pedestrians θ(N)i in these groups were estimated to
be zero or very small, and thus these groups could be treated as being nonexistent.
Table 7. Estimated values of θ(N)i with KR-ABC for each of 20 trials
Trial θ(N)1 θ
(N)
2 θ
(N)
3 θ
(N)
4 θ
(N)
5 θ
(N)
6 θ
(N)
7 θ
(N)
8 θ
(N)
9 θ
(N)
10
1 95 132 102 1 79 32 2 9 13 31
2 100 105 105 84 100 0 0 0 0 0
3 98 102 90 81 101 0 16 0 7 0
4 93 98 99 101 95 0 0 0 0 9
5 103 12 84 9 88 27 2 33 19 3
6 87 105 108 100 92 0 6 0 0 0
7 90 102 104 102 97 0 0 0 0 0
8 116 79 93 118 88 0 0 0 0 1
9 97 91 101 110 94 0 0 1 0 0
10 102 127 0 0 97 0 38 70 51 12
11 102 105 94 87 100 0 0 0 0 7
12 0 2 100 228 103 0 0 0 1 64
13 98 97 96 108 95 0 0 0 1 0
14 103 98 94 94 102 3 0 0 0 1
15 105 176 106 0 9 78 2 14 3 2
16 96 134 100 0 95 0 70 0 0 0
17 98 106 96 87 98 4 1 4 0 2
18 798 101 97 97 98 0 2 1 1 0
19 109 54 55 181 68 0 0 31 0 0
20 98 90 101 102 99 3 2 0 0 0
Table 8. Estimated values of θ(T )i with KR-ABC for each of 20 trials
Trial θ(T )1 θ
(T )
2 θ
(T )
3 θ
(T )
4 θ
(T )
5 θ
(T )
6 θ
(T )
7 θ
(T )
8 θ
(T )
9 θ
(T )
10
1 35 56 63 289 158 91 252 216 325 209
2 25 52 87 121 152 186 152 22 193 460
3 28 53 93 119 145 110 89 201 146 18
4 29 60 92 120 147 356 188 147 249 0
5 27 66 88 229 138 85 130 54 181 236
6 22 53 85 121 151 338 208 309 31 135
7 33 61 91 120 147 2 175 214 124 396
8 26 68 95 129 136 25 375 161 81 266
9 26 59 91 125 157 18 373 0 251 0
10 30 53 452 243 151 285 69 89 175 216
11 30 57 92 111 153 279 158 369 273 169
12 213 173 92 125 154 130 77 0 456 0
13 29 54 93 125 152 346 294 327 214 490
14 34 59 89 116 150 275 36 490 37 109
15 28 54 88 135 362 70 0 319 456 0
16 29 50 88 285 146 0 403 98 286 300
17 27 54 86 121 149 22 72 310 21 93
18 30 59 89 119 146 221 107 361 218 260
19 27 74 101 119 123 211 272 206 265 275
20 30 54 87 127 146 286 452 199 267 119
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F. Linear time estimator for the energy distance
In a way similar to that with Gretton et al. (2012, Section 6), we define here a linear-time estimator for the energy distance
(Székely and Rizzo, 2013). Let x1 . . . , xn ∼ P and y1, . . . , yn ∼ Q be i.i.d. samples from the two distributions P and Q,
and let n2 := bn/2c. The linear estimator can then be defined as
1
n2
n2∑
i=1
h((x2i−1, y2i−1), (x2i, y2i)),
where
h((x2i−1, y2i−1), (x2i, y2i)) := ‖x2i−1 − y2i‖+ ‖x2i − y2i−1‖ − ‖x2i−1 − x2i‖ − ‖y2i−1 − y2i‖.
It can be easily shown that this is unbiased and converges to the population energy distance between P and Q at a rate of
Op(n
−1/2), as Gretton et al. (2012, Theorem 15) showed for a linear estimator in MMD. The above linear estimator can
be computed at a cost of O(n), which is less than the cost of O(n2) required for an ordinary quadratic estimator. (Note,
however, that the linear estimator has higher variance than a quadratic one.)
