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Abstract
We provide results relating to the integrability, uniform integrability and local integrability of
exponential MAPs, which are natural extensions of exponential Le´vy models. Then, we use Mellin
transform and partial integro-differential equation methods to value European options under a such
a model. Finally, a comparison is made between the price of a European call option and that of an
Asian call option.
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1 Introduction
The aim of this paper is to study and compare European and Asian option prices when the underlying asset
is modelled by the exponential of a Markov Additive Process (MAP). Such a model is considered in [16] in the
context of optimal portfolio selection, whilst several authors have considered the pricing of options under various
subspaces of MAPs, for example see [3],[9] and [15]. However, we are unaware of any examples in the literature
that consider option pricing with the full range of MAPs.
Consider a process {(Jt, ξt) : t ≥ 0} taking values in E ×R, for some finite set E, adapted to a filtration (Ft)t≥0.
This process is a MAP if, for any bounded continuous function f : E × R→ R+ and s, t > 0,
E [f(Jt+s, ξt+s − ξt) | Ft] = EJt,0 [f(Js, ξs)] , (1.1)
where Eα,x denotes expectation conditional on (J0, ξ0) = (α, x) ∈ E×R. For each α ∈ E, the notation Pα denotes
the probability measure conditional on J0 = α and Eα will denote the corresponding expectation. A more general
definition of a MAP may allow E to be countable or even uncountable, as in, for example, [2]. In the model
considered in this paper, exp(ξt) corresponds to the price of a risky asset at time t > 0 and Jt corresponds to
some notion of the market regime, at time t. In our examples, we consider the Lamperti-Kiu case from [5], where
the state space of J is {+,−}.
The problem of optimal portfolio selection for this model was considered in [16]. Within [16], it was also shown
that there is an enlarged market, which is arbitrage free and complete, and which has an equivalent martingale
measure. Markov modulated jump diffusions were proposed in [15], where the asset price follows a geometric
Brownian motion with parameters depending upon a continuous time, finite state space Markov chain. This
markov chain denotes the ‘state’ of the market. This model also allows additional jumps in the price process
when the market state changes. However, this model does not include the presence of jumps during the time
spent in each market state. Similar models are considered in, for example, [19].
Elliot and Siu considered models in [9], [10] and [21], where the asset price process follows the exponential of a
Le´vy process, with a Le´vy measure and drift determined by a Markov chain denoting the market state. They
use a generalisation of the Essher transform to obtain an equivalent martingale measure, under which a Partial
Integro-Differential Equation (PIDE) can be derived to value European options. However, these models don’t
allow for a jump in price caused by a change in the market state and assume that the diffusion coefficient is
constant. Similar models are also considered in, for example, [6] and [18].
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In [3], a Markov modulated jump diffusion is suggested as a model for FX spot rates, where the states of the
Markov chain correspond to the sovereign rating of the corresponding countries or regions. The model considered
is the exponential of a Markov modulated compound Poisson process, with log-normal jumps. However, there
are no jumps assoicated with the rating changes. The authors are able to use a generalised Esscher transform to
value European options under this model.
One often quoted reason for buying Asian put and call options rather than European ones is that they can be
cheaper. However, we show that in some cases, when the strike is near the origin, an Asian call option is more
expensive than the corresponding European one. This is analogous to the result under the Black-Scholes model
given in [12, Chapter 5, Proposition 3.1].
This paper is set out as follows. In Section 2, we provide some results on the integrability and uniform integrability
of Yt := exp(ξt) which are needed within the later sections. In Section 3, we adapt the Mellin transform and PIDE
methods of Le´vy processes to price European options under an exponential MAP model. In Section 4, we look
at the martingale properties of an exponential MAP and use this to compare the prices of Asian and European
options.
2 Integrability and Uniform Integrability of exponential MAPs
Let (J, ξ) be a MAP and Yt := exp(ξt) for all t ≥ 0. In Sections 3 and 4 we will want to consider the expectation
of Y . Equivalent conditions for the existence of this expectation are given by Theorem 2.1.
There is a well known decomposition of MAPs, for example see [2, pp 310, Part C, Chapter XI, Section 2]. It states
that, for each α ∈ E, there exists a Le´vy process, ξ(α), with characteristic triplets (aα, σα, µα). For each α, β ∈ E,
there exists an exponentially distributed random variable, ζα,β, with rate qα,β ≥ 0 and a random variable, Uα,β ,
taking values in R, with measure να,β . There are sequences (ξ
(α,k))k∈N, (ζα,β,k)k∈N and (Uα,β,k)k∈N, which are
i.i.d. copies of ξ(α), ζα,β and Uα,β , respectively, such that the sequences are also independent of each other. To
simplify notation, also define qα := −qα,α :=
∑
γ∈E\{γ} qα,γ .
These objects are such that the process J is a continuous time Markov chain with transition rate matrix
(qα,β)α,β∈E. Let {Tn}n∈N0 denote the times at which Jt changes value, with the convention T0 = 0. Then,
ζk := ζJTk−1 ,Tk,k = Tk − Tk−1 for each k ∈ N, hence, Tn :=
∑n−1
k=0 ζk. Setting,
Nt := max
n∈N0
{Tn ≤ t} , and σt := t− TNt ,
the process (ξt, t ≥ 0) is given by
ξt = ξ
(Nt)
σt +
Nt−1∑
k=0
(
ξ
(k)
ζk−
+ Uk
)
, t ≥ 0, (2.1)
where, for each k ∈ N, we let ξ(k) := ξ(JTk−1 ,JTk ) and Uk := UJTk−1 ,JTk .
Moreover, any process of this form is a MAP. We will assume throughout that J is irreducible and ergodic.
We will also consider the matrix exponent of a MAP from [2, pp 311, Section XI.2b]. For all z ∈ C, such that
E
[
ezξ1
]
<∞, it was shown that there exists a matrix F (z) ∈ C|E|×|E|, such that for all α, β ∈ E and t ≥ 0,
E
[
ezξt ; Jt = β
∣∣∣ J0 = α] = (etF (z))
α,β
. (2.2)
Moreover, F (z) is of the form
(F (z))α,β =
{
ψα(z)− qα, if α = β;
qα,βGα,β(z), if α 6= β;
(2.3)
where, ψβ(z) := logE[exp(zξ
(β)
1 )] and Gα,β(z) = E[exp(zUα,β)], for all α, β ∈ E. A detailed discussion of the
matrix exponent F can be found in [2, pp 311, Section XI.2b].
Suppose that κ(z) is the principal eigenvalue of F (z), that is, κ(z) is the eigenvalue with largest real part. Then,
it is known (see for example [13, pp 9, Proposition 3.4] and [22]) that κ(0) = 0 and κ is a continuous, convex
function, over the regions of R in which it is well defined. The MAP (J, ξ) is said to satisfy Crame´r’s condition if
there exists some θ > 0 such that κ(θ) = 0. Then, θ is referred to as Crame´r’s number. If Crame´r’s condition is
not satisfied and κ(z) < 0 for all z > 0, set θ = +∞, whilst if κ(z) > 0 for all z > 0, set θ = 0. We then refer to
θ as the extended Crame´r’s number.
An integrability result can now be established for Y , which will be required in Sections 3 and 4.
2
Theorem 2.1 (Integrability of an exponential MAP)
Suppose (J, ξ) is a MAP, with decomposition (2.1) and matrix exponent F , and that Yt := exp(ξt) for all t ≥ 0.
Then, for all p > 0, the following are equivalent:
1. E[Y pt ] <∞ for all t ≥ 0;
2. There exists some T > 0 such that E[Y pT ] <∞;
3. {Y pt : t ≥ 0} is locally integrable;
4. E
[
exp
(
pξ
(α)
1
)]
<∞ and E [exp (pUα,β)] <∞, for all α, β ∈ E;
5. µα and να,β have p-exponential moments for all α, β ∈ E;
6. F (p) exists.
Moreover, if a Crame´r’s number, θ, exists, then {Y pt : t ≥ 0} is uniformly integrable, if and only if, θ > p.
This theorem is of particular interest as it relates the integrability of Y with properties of the components of
its decomposition (2.1). It also shows that existence of F (p) is necessary and sufficient for integrability of Y p
without conditioning on the states of J . Statement (3) extends the corresponding result of Le´vy processes (see
[17, Exercise 29, pp 49]) and ensures that any local martingale results for Y immediately transfer to martingale
results.
Remark 2.1
Notice that Y pt = exp(pξt) and that (J, pξ) is also a MAP. The Le´vy processes in the decomposition (2.1) of
(J, pξ) are given by (pξ(α))α∈E and the jumps induced by changes of J are (pUα,β)α,β∈E. The matrix exponent
of (J, pξ) is F (pz), hence if θ is Crame´r’s number for (J, ξ), then θ/p is Crame´r’s number for (J, pξ). Therefore,
we need only consider the case p = 1.
The proof of Theorem 2.1 makes use of the following lemma, which is due to the fact {Nt : t ≥ 0} is an alternating
renewal process.
Lemma 2.1
There exists a Poisson process, {ηt : t ≥ 0}, of rate λ := maxα∈E qα, such that Nt ≤ ηt, for all t ≥ 0.
Proof
For each i ∈ N0, since ζi ∼ Exp(qi), there is a random variable Xi, uniformly distributed on [0, 1], such that
ζi = − log(Xi)/qi. For each n ∈ N0, we have the inequality
Tn :=
n−1∑
i=0
ζi =
n−1∑
i=0
− log(Xi)
qi
≥
n−1∑
i=0
− log(Xi)
λ
=
n−1∑
i=0
ζˆi =: Tˆn,
where {ζˆi}i∈N0 is an i.i.d. sequence of exponential random variables of rate λ. Then, {ηt := argmaxn∈N{Tn < t} :
t ≥ 0}, is Poisson process of rate λ, such that ηt ≥ Nt, for all t ≥ 0.
The following lemma establishes the equivalence of statements (1) and (4) of Theorem 2.1.
Lemma 2.2
Yt is integrable for all t ≥ 0, if and only if, E
[
exp
(
ξ
(α)
1
)]
<∞ and E [exp (Uα,β)] <∞, for all α, β ∈ E.
Proof
First, we suppose that the exponential moments of ξ
(α)
1 and Uα,β exist for all α, β ∈ E and show that Yt is
integrable for all t ≥ 0. Let ξˆ := ξ(αˆ), where αˆ := argmaxα∈E
{
E
[
exp(ξ
(α)
1 )
]}
. Moreover, let
(
ξˆ(k)
)
k∈N
be a
sequence of i.i.d. copies of ξˆ, which are also independent of ξ(α,k), for all k ∈ N0 and α ∈ E. Then, by the
independence structure of the decomposition (2.1), for all k ∈ N0 and t ≥ 0,
E
[
exp
(
ξ
(k)
t
)]
= E
[
exp
(
ξ
(k)
1
)]t
≤ E
[
exp
(
ξˆ
(k)
1
)]t
= E
[
exp
(
ξˆ
(k)
t
)]
.
Hence, for σ(t) ∈ [0,∞) as defined in (2.1),
E
[
exp
(
ξ
(k)
σ(t)
)]
= E
[
E
[
exp
(
ξ
(k)
1
)]σ(t)]
≤ E
[
E
[
exp
(
ξˆ
(k)
1
)]σ(t)]
= E
[
exp
(
ξˆ
(k)
σ(t)
)]
. (2.4)
Let G be the σ-algebra generated by (Tn)n∈N. Then, by the tower property and independence of the Le´vy processes
from the other components of the decomposition (2.1),
E[Yt] = E
[
E
[
exp
(
ξ
(Nt)
σ(t)
+
Nt−1∑
k=0
ξ
(k)
ζk−
) ∣∣∣∣∣ G
]
E
[
exp
(
Nt−1∑
k=0
Uk
) ∣∣∣∣∣ G
]]
. (2.5)
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Consider the first of the two conditional expectations of (2.5). By independence and (2.4), we have
E
[
exp
(
ξ
(Nt)
σ(t)
+
Nt−1∑
k=0
ξ
(k)
ζk−
) ∣∣∣∣∣ G
]
= E
[
exp
(
ξ
(Nt)
σ(t)
) ∣∣∣ G]Nt−1∏
k=0
E
[
exp
(
ξ
(k)
ζk−
) ∣∣∣ G]
≤ E
[
exp
(
ξˆ
(Nt)
σ(t)
) ∣∣∣ G]Nt−1∏
k=0
E
[
exp
(
ξˆ
(k)
ζk−
) ∣∣∣ G]
= E
[
exp
(
ξˆ
(Nt)
σ(t) +
Nt−1∑
k=0
ξˆ
(k)
ζk−
) ∣∣∣∣∣ G
]
.
Moreover, by definition, t = σ(t) +
∑Nt−1
k=0 ζk and since the increments of a Le´vy process are i.i.d.,
E
[
exp
(
ξ
(Nt)
σ(t) +
Nt−1∑
k=0
ξ
(k)
ζk−
) ∣∣∣∣∣ G
]
≤ E
[
exp
(
ξˆt
)]
.
From its definition, ξˆ has finite exponential moments only if ξ(α) does for all α ∈ E, and so, the same holds for
ξ.
Now, consider the second conditional expectation of (2.5) and notice that {Nt : t ≥ 0} is G measurable. Hence, it
follows that
E
[
exp
(
Nt−1∑
k=0
Uk
) ∣∣∣∣∣ G
]
=
Nt−1∏
k=0
E [exp (Uk) | G] ≤
Nt∏
k=0
Vˆ ,
where, Vˆ := max {E [exp(Uα,β)] : α, β ∈ E} ≥ maxk∈N E [exp (Uk) | G] . Notice that Vˆ < ∞, if and only if,
E [exp (Uα,β)] < ∞, for all α, β ∈ E. Recall from Lemma 2.1, that Nt ≤ ηt, for all t > 0, where {ηt : t ≥ 0} is a
Poisson process of rate λˆ := maxα∈E qα. Therefore, by standard results for Poisson processes,
E
[
exp
(
Nt−1∑
k=0
Uk
)]
≤ E
[
ηt−1∏
k=0
Vˆ
]
= E
[
Vˆ ηt
]
≤ exp
(
t(Vˆ − 1)
λˆ
)
.
Hence, we have E[Yt] ≤ Bˆt, where Bˆ := E
[
exp
(
ξˆ1
)]
exp
(
(Vˆ − 1)λˆ−1
)
is a constant. Clearly, if E[exp(ξ(α))] <∞
and E[exp(Uα,β)] < ∞ all α, β ∈ E, then Bˆ is finite. Thus, we have a sufficient condition for E [Yt] < ∞, for all
t ≥ 0.
To prove necessity, suppose one of the components, ξ(α) or Uα,β for some α, β ∈ E, of the decomposition (2.1)
fails to have exponential moments. Then, with positive probability, that component appears in the product (2.5)
and hence E[Yt] =∞ for all t > 0.
We now consider the conditions required for uniform integrability of Y . The following adaptation of [24, pp 174,
Section 2, Lemma 1] will be needed in the proof of the uniform integrability statement of Theorem 2.1.
Lemma 2.3
For any T > 0 and 0 < u0 < u, the following bound holds:
P
(
sup
t∈[0,T ]
ξt ≥ u
)
≤ P (ξT > u− u0)
minα∈E Pα
(
infs∈[0,T ] ξs ≥ −u0
) . (2.6)
Proof
Consider the stopping time Su := inf{t ≥ 0 | ξt > u}. Since ξ is ca`dla`g , ξSu ≥ u, hence
P(Su < T ; ξT < u− u0) ≤ P(Su < T ; ξT − ξSu < −u0)
≤ P
(
Su < T ; inf
s∈[Su,Su+T ]
(ξs − ξSu) < −u0
)
=
∑
α∈E
P(Su < T ; JSu = α)Pα
(
inf
s∈[0,T ]
ξs < −u0
)
.
Then, we can obtain the inequality
P(ξT ≥ u− u0) ≥ P(Su < T )− P(Su < T ; ξT < u− u0)
≥ P(Su < T )−
∑
α∈E
P(Su < T ;JSu = α)Pα
(
inf
s∈[0,T ]
< −u0
)
≥ P(Su < T )min
α∈E
Pα
(
inf
s∈[0,T ]
≥ −u0
)
,
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which can be rearranged to obtain (2.6).
It is known that there are no strictly locally integrable Le´vy processes [17, Exercise 29, pp 49]. By a straightforward
adaptation of the proof, the same is true for exponentials of Le´vy processes. A corresponding result for Y is derived
in the following lemma.
Lemma 2.4
If {Yt : t ≥ 0} is locally integrable, then it is also integrable. Moreover, if Y is a local martingale, then it is also
a true martingale.
Proof
Suppose Y is locally integrable and let {τn}n∈N be a localising sequence of stopping times. Define a new stopping
time τ := minn∈N {τn : τn > T1}.
Suppose J0 = α ∈ E and let Y (τ)t := Yτ∧t, for t ≥ 0, be the process Y stopped at τ . Since T1 is also a stopping
time, by local integrability E[Yτ∧T1 ] <∞. However, since T1 < τ and since J is a Markov chain,
Eα[Yτ∧T1 ] = E
[
exp
(
ξ
(α)
T1
)] ∑
β∈E\{α}
E[exp(Uα,β))]
qα,β
qα,α
.
Thus, if E
[
exp
(
ξ
(α)
T1
)]
= ∞ or E [exp (Uα,β)] = ∞ for any β ∈ E, then Eα[Yτ∧T1 ] = ∞ contradicting local
integrability.
Now consider J0 = β 6= α. Then, let S = minn∈N {JTn = α} and notice that for all T > 0,
Eβ [YT ;T > S] =
∫ T
0
Eβ [Ys|S = s]Eα[YT−s]Pβ(S ∈ ds).
Since J is ergodic, it follows that Pβ(S < T ) > 0, hence Y is locally integrable with respect to Pβ only if it is
locally integrable with respect to Pα also.
Hence, for any inital distribution of J , the process Y is locally integrable, only if E
[
exp
(
ξ(α)
)]
< ∞ and
E [exp (Uα,β)] < ∞, for all α, β ∈ E. However, by Lemma 2.2, these are precisely the conditions for Y to be
integrable. Hence, Y is not stictly locally integrable.
Now consider the second claim and suppose that Y is a local martingale. For ease of notation, for each T > 0 let
ξ¯T := supt∈[0,T ] ξt and Y¯T := supt∈[0,T ] Yt.
Then, for K > 1, by integration by parts,
E
[
exp
(
ξ¯T
)
; ξ¯T > log(K)
]
= lim
x→∞
− exp(x)P (ξ¯T ≥ x)+KP (ξ¯T ≥ log(K))+ ∫ ∞
log(K)
exp(x)P(ξ¯T ≥ x)dx
= lim
x→∞
−xP (ξ¯T ≥ log(x))+KP (ξ¯T ≥ log(K))+ ∫ ∞
K
P
(
ξ¯T ≥ log(x)
)
dx.
Since K > 1, we can choose u0 ∈ (0, log(K)). Then, by applying Lemma 2.3,
H(u0)E
[
Y¯t; Y¯t > K
] ≤ lim
y→∞
−yP (ξ¯T ≥ log(y)− u0)+KP(ξT ≥ log(K)− u0) + ∫ ∞
K
P(ξT ≥ log(y)− u0)dy,
where H(u0) := minα∈E Pα
(
infs∈[0,T ] ξs ≥ −u0
)
and taking K and u0 sufficently large ensures H(u0) > 0.
Moreover, since YT is integrable, limy→∞−yP
(
ξ¯T ≥ log(y)− u0
)
= 0. Then, rewriting in terms of YT gives
H(u0)E
[
Y¯T ; Y¯T > K
] ≤ KP(YT ≥ Ke−u0) + eu0 ∫ ∞
Ke−u0
P(YT ≥ w)dw = eu0E
[
YT ;YT ≥ Ke−u0
]
. (2.7)
Hence, E
[
Y¯T
] ≤ K + eu0
H(u0)
E [YT ] < ∞, where the final inequality is due to the integrability of Y , that follows
from the fact Y can not be strictly locally integrable.
Then, since τn → ∞ as n → ∞ a.s., it follows that Y (τn)T → YT as n → ∞ a.s.. For each, n ∈ N, the inequality
Y
(τn)
T ≤ Y¯T holds and by the above arugment Y¯T is integrable. Hence, by the dominated convergence theorem,
for each t ∈ [0, T ], a.s.
E [YT |Ft] = lim
n→∞
E
[
Y
(τn)
T
∣∣∣Ft] = lim
n→∞
Y
(τn)
t = Yt,
and so Y is a martingale.
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We are now in a position to prove Theorem 2.1.
Proof of Theorem 2.1
Following Remark 2.1 after the statement of the theorem, we will show the result for the case p = 1. The
equivalence of (1) and (4) and then of (1) and (2) is given by Lemma 2.2. The equivalence of (1) and (3) is given
by Lemma 2.4. The equivalence of (4) and (5) follows from the result for Le´vy processes given in [20, pp 159,
Chapter 5, Section 25, Theorem 25.3]. The equivalence of (4) and (6) follows from equation (2.3).
Now consider the final statement regarding uniformly integrability. It is known that there is a real left eigenvector
h ∈ R|E| of F (1), corresponding to the principal eigenvalue κ(1), which has non-negative enteries and is such that∑
α hα = 1, for example see [22, pp 5, Section 1, Proposition 1.3]. Thus, h may be used as the initial distribution
over E of J . Moreover, h is also a left eigenvector of etF (1), corresponding to the eigenvalue etκ(1). Let Ph and
Eh denote the probability measure and corresponding expectation, respectivley, when J has initial distribution
given by h.
For the case θ ≤ 1, we first show that Y is not uniformly integrable with respect to Ph and then use this to prove
that Y is not uniformly integrable with respect to any initial distribution of J . In this case, κ(1) ≥ 0 hence, h is
a left eigenvector of etF (1), corresponding to the eigenvalue etκ(1) ≥ 1. Thus,
Eh [Yt] =
∑
α∈E
∑
β∈E
hβEβ [Yt; Jt = α] =
∑
α∈E
(
hetF (1)
)
α
= etκ(1)
∑
α∈E
hα ≥ 1,
for all t ≥ 0. However, under Crame´r’s condition it is known that limt→∞ t−1ξt = κ′(0) < 0 almost surely and
hence also in probability (for example see [2, pp 313, Chapter XI, Section 2, Corollary 2.8] and [13, pp 9, Section
2.3]). By choosing ǫ ∈ (0,−κ′(0)), there exists τ1 > 0 such that exp(t(κ′(0) + ǫ)) < 12 for all t > τ1. Moreover, by
convergence in probability, for all δ > 0 there exists τ2 > 0 such that, for all t > τ2,
δ ≥ Ph
(
t−1ξt − κ′(0) > ǫ
)
= Ph(Yt > exp(t(κ
′(0) + ǫ))),
and so for t > max(τ1, τ2),
Ph
(
Yt >
1
2
)
≤ Ph
(
Yt > exp
(
t
(
κ′(0) + ǫ
))) ≤ δ,
that is, Ph(Yt > 1/2) → 0 as t→∞.
Now suppose for contradiction that Y is uniformly integrable with respect to Ph. Then, for all γ > 0, there exists
K > 0 such that Eh [Yt;Yt > K] < γ, for t > 0. Hence, for all t ≥ 0,
1 ≤ Eh[Yt] = Eh
[
Yt;Yt <
1
2
]
+ Eh
[
Yt;
1
2
≤ Yt ≤ K
]
+ Eh [Yt;Yt > K]
≤ 1
2
+KPh
(
Yt ≥ 1
2
)
+ γ.
By taking the limit as t → ∞ and using the above result, we obtain 1 ≤ 1
2
+ γ, which is clearly a contradiction
for γ < 1
2
. Thus, in the case θ ≤ 1, Y isn’t uniformly integrable with respect to Ph.
However, if Y is not uniformly integrable with respect to Ph, then there must exist an α ∈ E, such that Y is not
uniformly integrable with respect to Pα. Now consider any β ∈ E. Then, for any K > 0,
Eβ [Yt;Yt > K] ≥ Eβ [exp (ξt) ; ξt > log(K); J1 = α]
≥ Eβ
[
exp(ξ1)Eˆα
[
exp
(
ξˆt−1
)
; ξˆt−1 > log(K)− ξ1
]
; J1 = α
]
,
where
(
Jˆ , ξˆ
)
is an independent and identically distributed copy of (J, ξ), with corresponding expectation Eˆ. How-
ever, since Y is not uniformly integrable with respect to Pα, there exists δ > 0 such that,
lim supt→∞ Eα [exp(ξt); ξt > log(K)] > δ, for allK > 0. Thus, lim supt→∞ Eβ [Yt;Yt > K] ≥ δEβ [exp (ξ1) ; J1 = α] .
Then, since Eβ [exp(ξ1); J1 = α] > 0, we don’t have uniform integrability of Y with respect to Pβ for any β ∈ E
and so Y is not uniformly integrable for any initial distribution of J , whenver θ ≤ 1.
Now suppose that θ > 1. Then, κ(1) < 0 and it follows that Eh[Yt;Yt > K] ≤
∑
α∈E hαe
tκ(1) → 0, as t → ∞.
Moreover, since each entry of h is strictly positive, Eα[Yt;Yt > K] → 0 as t → ∞, for all α ∈ E. Hence, for all
ǫ > 0, there exists T > 0 such that Eα[Yt;Yt > K] < ǫ, for all t > T and K > 0.
We now consider t ∈ [0, T ] and K > 1. Taking the limit as K → ∞ in (2.7) and letting Y¯T := supt∈[0,T ] Yt,
gives
lim
K→∞
sup
t∈(0,T )
E [Yt;Yt > K] ≤ lim
K→∞
E
[
Y¯T ; Y¯T > K
] ≤ lim
K→∞
eu0E
[
YT ;YT ≥ Ke−u0
]
H(u0)
= 0,
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since YT is integrable, for some u0 sufficently large. Combined with the result for t > T , this implies {Yt : t ≥ 0}
is uniformly integrable.
3 Pricing of European Options
A European option on an asset with price process {Yt : t ≥ 0} is a contract which at its maturity, some fixed time
T ≥ 0, pays out H(YT ), where the payoff function, H : R+ → R, is predetermined. In the case of a European call
option, where the owner of the option has the right but not the obligation to buy the asset at some predetermined
strike price k at maturity, the payoff function is given by H(x) := max(x − k, 0). We will suppose that the risk
free rate of interest is fixed at r.
Throughout the remainder of this paper we will assume that there is a Markov chain J , such that under a risk
neutral probability measure P, the process (J, log(Y )) is a MAP. The Markov chain J corresponds to the state
of the market, allowing the behaviour of the price process to change when the market state changes. In [16], it
is shown that the market can be made complete by adding additional securities related to the jumps of Y and
changes of J . Then, an equivalent martingale measure can be found under which (J, log(Y )) remains a MAP. Let
the {Ft}t≥0 be the filtration of the equivalent martingale measure. For ease of notation, we set ξt := log(Yt) for
all t ≥ 0.
By standard no arbitrage arguments, the price of the European option, with payoff H and maturity T , at time
t ∈ (0, T ) is given by
e−r(T−t)E [H(YT ) | Ft] .
From the Markov additive property, this is a function of the current value of the MAP, (Jt, ξt), and the time to
maturity, T − t, and is given by
e−r(T−t)E(Jt,ξt)
[
H
(
YˆT−t
)]
,
where (Jˆ , Yˆ ) is an independent and identically distributed copy of (J, Y ). Throughout the remainder of this
section we will denote by CH(y,α, τ ) the price of the European option, with payoff function H and time until
maturity τ , if the current market state is given by (α, y) ∈ E×R+. That is, for (α, y) ∈ E×R+ and 0 ≤ τ ,
CH(α, y, τ ) = e
−rτ
E(α,log(y))
[
H
(
Yˆτ
)]
.
Under an exponential Le´vy model, two common techniques for pricing European options are integral transform
methods, for example see [11], [4], and solving a Partial Integro-Differential Equation (PIDE), for example see
[23, Chapter 12]. We will adapt these two methods to exponential MAP models.
3.1 Mellin Transform of CH(·, ·, ·)
Similarly to the Fourier transform methods used for Le´vy process (for example, see [4] and [11]), we consider a
Mellin transform approach to pricing European options under an exponential MAP model. We consider both
calls and puts, as well as general payoff functions H : R+ → R. Following the standard convention, the Mellin
transform of a function f : R+ → R is given by
M{f}(u) :=
∫ ∞
0
xu−1f(x) dx.
We first consider the case of call and put options, which have pay off functions H+(x) := (x− k)+ and H−(x) :=
(k − x)+, respectivley. Let Cα(k) := CH+(α, 1, T ) and Pα(k) := CH−(α, 1, T ) denote the prices of European call
and put option, respectivley, with strike k > 0 and time to maturity T > 0, when the current state of the MAP
is (α, 0) ∈ E × R.
Proposition 3.1
If E[Y 1+sT ] <∞ for some s > 0, then, for all α ∈ E and u ∈ C with ℜ(u) ∈ (0, s),∫ ∞
0
ku−1Cα(k) dk =
e−rT
u(u+ 1)
∑
β∈E
(
eTF (u+1)
)
α,β
, (3.1)
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and, if E[Y −sT ] <∞ for some s > 0, then, for all α ∈ E and ℜ(u) ∈ (−s,−1),∫ ∞
0
ku−1Pα(k) dk =
e−rT
u(u+ 1)
∑
β∈E
(
eTF (u+1)
)
α,β
. (3.2)
Proof
For each α, β ∈ E, let pα,β denote the density of YT1{JT=β} under the measure Pα. Then, for u ∈ C with
ℜ(u) ∈ (0, s), we have
erT
∫ ∞
0
ku−1Cα(k)dk =
∫ ∞
0
ku−1
∑
β∈E
Eα
[
(YT − k)+; JT = β
]
dk
=
∑
β∈E
∫ ∞
0
ku−1
∫ ∞
k
(y − k)pα,β(y)dydk.
Since ℜ(u) ∈ (0, s), using Fubini’s theorem yields,∫ ∞
0
ku−1
∫ ∞
k
(y − k)pα,β(y)dydk =
∫ ∞
0
∫ y
0
ku−1(y − k)pα,β(y)dkdy =
∫ ∞
0
yu+1pα,β(y)
u(u+ 1)
dy,
from which, using the definition of eTF (z), we obtain
erT
∫ ∞
0
ku−1Cα(k)dk =
∑
β∈E
∫ ∞
0
yu+1pα,β(y)
u(u+ 1)
dy =
∑
β∈E
(
eTF (u+1)
)
α,β
u(u+ 1)
.
A similar calculation, with ℜ(u) < (−s,−1), yields the result for the put option.
By taking the Mellin transform with respect to the current asset price, we can consider a European option with
a general payoff function H : R+ → R.
Proposition 3.2
Suppose that the price process of an asset is given by {Yt : t ≥ 0} with initial condition (J0, Y0) = (α, y) ∈ E×R+.
Let H : R+ → R be the payoff function of a European option and suppose that there exists an s ∈ R such that
E[Y −sT ] <∞ and {MH} (s) exists. Then, the Mellin transform of CH(α, y, T ), with respect to y, is given by
{MCH(α, ·, T )} (z) = e−rT {MH} (z)
∑
β∈E
(
eTF (−z)
)
α,β
,
for all α ∈ E and z ∈ C such that ℜ(z) = s.
Proof
Fix α ∈ E. Considering the Mellin transform of CH(α, y, T ) with respect to y and using the Markov additive
property we have, for z ∈ C with ℜ(z) ∈ (s− ǫ, s+ ǫ),
erT {MCH} (z) =
∫ ∞
0
xz−1CH(α, x, T )dx =
∫ ∞
0
xz−1
∑
β∈E
∫ ∞
0
H(xu)pα,β(u)dudx,
where pα,β is the density of 1{JT=β}YT with respect to Pα. Then, using Fubini’s theorem and the substitution
y = xu, yields
erT {MCH} (z) =
∑
β∈E
∫ ∞
0
pα,β(u)
∫ ∞
0
xz−1H(xu)dxdu =
∑
β∈E
∫ ∞
0
pα,β(u)u
−z
∫ ∞
0
yz−1H(y)dydu.
By separating the integrals we obtain
erT {MCH} (z) =
∑
β∈E
∫ ∞
0
yz−1H(y)dy
∫ ∞
0
pα,β(u)u
−zdu =
∑
β∈E
{MH} (z)
(
eTF (−z)
)
α,β
,
where, by the assumptions, both {MH}(z) and eTF (−z) exist for all z ∈ C such that ℜ(z) = s.
Remark 3.1
By standard results for Mellin transforms, the condition that {MH} (s) exists for some s ∈ R is satisfied if
H(x)
x−s+ǫ
→ 0 as x→ 0+ and H(x)
x−s−ǫ
→ 0 as x→ +∞. (3.3)
In particular, (3.3) is statisfied for any H : R+ → R that is bounded by a polynomial, including the payoff
functions (x− k)+ and (k − x)+ of a call and put, respectivley.
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3.2 Partial Integro-Differential Equation Approach
Another method to obtain the prices of European options under an exponential MAP model is through a Partial
Integro-Differential Equation (PIDE), similar to the one derived for exponential Le´vy models in [23]. To use this
method, some regularity results on the option prices are required.
The following proposition gives regularity conditions of ρ
(t)
α , the density of ξt for t > 0 when J0 = α ∈ E, from
which the regularity of p
(t)
α , the density of Yt when J0 = α, follows.
Lemma 3.1
Suppose that for all α ∈ E, either σ2α > 0 or the Le´vy measure, µα, satisfies
lim inf
r↓0
rγ−2
∫
[−r,r]
|x2|µα(dx) > 0, (3.4)
for some γ ∈ (0, 2). Then, ρ(t)β ∈ C∞(R) and ∂
n
∂xn
ρ
(t)
β (x) ∈ L1(R), for all n ∈ N0 and β ∈ E.
Proof
From [20, pp 8, Proposition 2.5 (v)], for β ∈ E and z ∈ R
| exp (ψβ(iz)) |2 = exp (ψβ(iz) + ψβ(−iz)) = exp
(
2
∫
R
(cos(zx)− 1)µ(dx)
)
.
Moreover, following [20, pp 190, Chapter 5, Proposition 28.3], under condition (3.4), we have that, for small
enough r > 0, ∫
R
(cos(zx)− 1)µβ(dx) ≤ −c1zγ ,
for all z ∈ R, for some constant c1 > 0. Thus,
2ℜ (ψβ(iz)) = log
(|exp (ψβ(iz))|2) ≤ −2c1zγ ,
and so, |ψβ(iz)| → ∞ as z → ±∞. In the case that (3.4) does not hold, we have assumed σ2β > 0 and
hence we still have that |ψβ(iz)| → ∞ as z → ±∞. However, for each α, β ∈ E and all z ∈ R, we have
|Gα,β(iz)| ≤ E
[∣∣U izα,β∣∣] = 1. Hence, for all ǫ > 0, there exists R > 0 such that for all |z| > R with z ∈ R, we
have ǫ (F (iz))α,α ≥
∑
β∈E\{α} (F (iz))α,β and ǫ (F (iz))α,α ≥
∑
β∈E\{α} (F (iz))β,α. Then, for sufficently small ǫ,
‖eF (iz)‖L1 = maxα∈E |eψα(iz)| ≤ exp (−2c1zγ), where ‖ · ‖ is the matrix norm induced by the L1 norm.
Under the assumptions of the lemma, we may apply [20, pp 190, Chapter 5, Proposition 28.1] to obtain that ρ
(t)
β ∈
C
∞ and limx→±∞
∂n
∂xn
ρ
(t)
β (x)→ 0 for all n ∈ N0 and β ∈ E. Moreover, we see that ∂
n
∂xn
ρ
(t)
β (x) ∈ L1(R).
From this lemma we can now deduce smoothness with respect to y of the option price CH(γ, y, T ).
Corollary 3.1
Suppose there exists an a ∈ R, such that x−(a+1)H(x) ∈ L1(R+) and E[Y a−1T ] <∞. Then, under the conditions of
Lemma 3.1, the price of the option, CH(α, y, T ), is infinitely continuously differentiable as a function of y ∈ R+,
for all T > 0 and α ∈ E.
Proof
For all y ∈ R+, T ∈ R+ and α ∈ E, we have
CH(α, y, T ) = e
−rT
E(α,y) [H(YT )] = e
−rT
∫ ∞
0
H(x)p(T )α
(
x
y
)
dx.
Then, writing this in convolution form gives
CH(α, y, T ) = e
−rT ya+1
∫ ∞
0
(
x−aH(x)p(T )α
(
x
y
)
xa+1
ya+1
1
x
)
dx
= e−rT ya+1
({
x−aH(x)
} ∗ {p(T )α (x−1)x−(a+1)}) (y),
where ∗ denotes the multiplicative convolution. Since we have assumed x−(a+1)H(x) ∈ L1(R+), by differentiation
of a convolution, CH is n-times differentiable with respect to y, whenever p
(T )
α (x
−1)x−(a+1) is n-times differentiable
with respect to x on R+ and ∂
m
∂xm
(
p
(T )
α (x
−1)x−(a+1)
)
∈ L1(R+), for m = 1, . . . , n. We now proceed with the
proof of this condition.
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By the assumptions of the corollary and a change of variables, we have that∫ ∞
0
p(T )α (x
−1)x−(a+1)dx =
∫ ∞
0
p(T )α (z)z
a−1dz = E
[
Y a−1T
]
<∞,
hence, p
(T )
α (x
−1)x−(a+1) ∈ L1(R+). Then, since we have sufficient differentability by Lemma 3.1, we can repeatedly
apply the fundamental theorem of calculus to obtain
∂n
∂xn
(
p
(T−t)
α (x
−1)x−(a+1)
)
∈ L1(R+) for all n ∈ N.
Lemma 3.2
Suppose that there exists c ∈ R and ǫ > 0, such that E [Y −cT ] <∞ and {MH}(c) exists. Moreover, suppose that,
for each β ∈ E, either σ2β > 0, or the Le´vy measure, µβ , satisfies
lim inf
r↓0
rǫ−2
∫
[−r,r]
|x2|µβ(dx) > 0,
for some ǫ ∈ (0, 2). Then, the time derivative of CH exists and is continuous for T > 0.
Proof
Since E
[
Y −cT
]
< ∞, for each β ∈ E, we have limx→±∞ e−cxρ(T )β (x) = 0. Moreover, e−cxρ(T )β (x) ∈ C∞(R) by
Lemma 3.1, hence we have that ∂
∂x
e−cxρ
(T )
β (x) ∈ L1(R). Then, by induction, we see that ∂
n
∂xn
e−cxρ
(T )
β (x) ∈ L1(R),
for all n ∈ N.
By considering the Fourier transform, we have, for each n ∈ N,∣∣∣unE [e(−c+iu)ξT ]∣∣∣ = ∣∣∣unF {e−cxρ(T )β (x)} (−u)∣∣∣ = (2π)−n
∣∣∣∣F
{
∂n
∂xn
e−cxρ
(T )
β (x)
}
(−u)
∣∣∣∣ ,
and so unE
[
e(−c+iu)ξT
]
∈ L∞(R). Thus, E
[
e(−c+iu)ξT
]
= o(u−n) as u → ±∞ for all n ∈ N and, in particular,
E[e(−c+iu)ξT ] ∈ Ln(R) as a function of u ∈ R, for all n ∈ N.
For each α ∈ E, differentiating the result of Proposition 3.2 with respect to T gives
∂
∂T
{MyCH(α, y, T )} (s) = e−rT {MH} (s)
∑
β∈E
(
(F (−s)− rI) eTF (−s)
)
α,β
, (3.5)
for all s ∈ c+ iR, since by the assumptions both {MH} (s) and E [Y −sT ] exist and are finite.
Suppose s = c+ iu with u ∈ R, then for all α, β ∈ E, we have
|Gα,β(−(c+ iu))| =
∣∣∣E [e−(c+iu)Uα,β]∣∣∣ ≤ E [∣∣∣e−(c+iu)Uα,β ∣∣∣] = E [e−cUα,β] <∞,
by Theorem 2.1, since E
[
Y −cT
]
< ∞. Hence, Gβ(−s) is bounded over c+ iR. Since ψσ is the Laplace exponent
of a Le´vy process, we have that ψσ(−(c+ iu)) = O(u2) as |u| → ∞. We have already shown that eTF (−(c+iu)) =(
Eα
[
e−(c+iu)ξT ; JT = β
])
α,β∈E
= o(u−n) for all n ∈ N and by assumption {MH} (−(c + iu)) is bounded over
−c+ iR. Combining each of these terms shows that ∂
∂T
{{MyCH(α, y, T )} (−c+ iu)} ∈ L1(R) with respect to u
and therefore we can apply the Mellin inverse transform along the line −c+ iR.
By standard results, the Mellin transform {MH}(s) is analytic, whilst F (s) is analytic from Lemma 3.1. Moreover,
it is clear that the result of Proposition 3.2 and (3.5) are both continuous functions of T . Hence, by the Leibniz
integral rule, we pass the derivative through the integral in the definition of the inverse Mellin transform to
obtain
∂
∂T
CH(α, y, T ) =M−1s

e−rT {MH} (s)
∑
β∈E
(
(F (−s)− rI) eTF (−s)
)
α,β

 (y).
Now suppose 0 < τ < T . Since for each α, β ∈ E, we have (eF (−(c+iu)))α,β ∈ L1(R) as a function of u, there exist
real numbers a < b such that ‖eF (−(c+iu))‖ < 1 for all u ∈ R \ (a, b). Let M := max
(
supu∈[a,b] ‖eF (−(c+iu))‖, 1
)
.
Then, M is finite since the interval [a, b] is compact and ‖eF (−(c+iu))‖ is continuous. Hence, for all t ∈ (T − τ, T +
τ ),
∥∥∥etF (−(c+iu))∥∥∥ ≤ B(u) :=
{
MT+τ , if u ∈ [a, b];∥∥∥e(T−τ)F (−(c+iu))∥∥∥ , otherwise.
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Notice that the right-hand side is an L1 function in u and is constant with respect to t ∈ (T − τ, T + τ ). We can
then obtain the bound, for all t ∈ (T − τ, T + τ ),∣∣∣∣ ∂∂T ({MCH(α, y, T )} (s))
∣∣∣∣ ≤ e−r(T−τ) |{MH} (s)|∑
β∈E
‖F (−s)− rI‖B(u) ∈ L1(R).
Thus, by using the dominated convergence theorem in the integral of the inverse Mellin transform, ∂
∂T
CH(α, y, T )
is continuous in T .
Lemma 3.3
If the payoff function H : R+ → R is Lipschitz and E[Y 2T ] <∞, then E
[
CH(Jt, Yt, T − t)2
]
<∞, for all t ∈ (0, T ).
Proof
Using Jensen’s inequality and the tower property, followed by the Markov additive property, we have
E
[
(CH(Jt, Yt, T − t))2
] ≤ e−2r(T−t)E [Eˆ(Jt,log(Yt)) [H(YˆT−t)2]] = e−2r(T−t)E [H(YT )2] ,
where Yˆ is an independent but indentically distributed copy of Y and Eˆ is the corresponding expectation. However,
H is Lipschitz with some constant h, so
E
[
(CH(Jt, Yt, T − t))2
] ≤ h2e−2r(T−t)E [Y 2T ]+ e−2r(T−t)H(0),
hence, CH(Jt, Yt, T − t) has second moments if YT does.
Under certain conditions, the following proposition expresses the price of a European option as the solution of a
PIDE with the payoff function as a boundary condition.
Proposition 3.3 (PIDE for European Option prices)
Suppose that:
1. YT has finite second moments;
2. for each β ∈ E,
(a) either, σ2β > 0;
(b) or, there exists an ǫ ∈ (0, 2) such that lim infr↓0 rǫ−2
∫ ǫ
−ǫ
|x2|µβ(dx) > 0;
3. the payoff function H is Lipschitz;
4. there exists an s > 2 such that H(x) ≤ xs in some neighbourhood of 0.
Then, CH(α, y, t) is twice continuously differentible with respect to y and once continuously differentiable with
respect to t in the domain E × R+ × R+. Moreover, it satisfies the PIDE
0 =− rCH(α, y, t)− ∂tCH(α, y, t)
+ ∂yCH(α, y, t)y
(
aα +
σ2α
2
+
∫
R
(
eu − 1− u1|u|≤1
)
µα(du)
)
+
1
2
∂y2CH(α, y, t)y
2σ2α
+
∫
R
(CH(α, ye
u, t)−CH(α, y, t)− y(eu − 1)∂yCH(α, y, t))µα(du)
+
∑
γ∈E\{α}
∫
R
(CH(γ, ye
u, t)− CH(α, y, t)) να,γ(du),
(3.6)
on the domain E × R+ × R+, with the boundary condition
CH(α, y, 0) = H(y), ∀(α, y) ∈ E × R+. (3.7)
Proof
First, fix the maturity of the option T > 0 and we will show the result for the domain E × R+ × (0, T ). Then,
since T > 0 is arbitary, this can be extended to the full domain E × R+ × R+.
From condition (4) it follows that H(0) = 0, whilst by the Lipschitz property, |H(x)| ≤ hx, for all x ≥ 0, where h
is the Lipschitz constant. Hence, for any a > 1, |x−(a+1)H(x)| ≤ h|x|−a. For a < s − 1, by (4), |x−(a+1)H(x)| ≤
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x−a−1+s in a neighbourhood of 0. Thus, for all a ∈ (1, s − 1), it follows that x−(a+1)H(x) ∈ L1(R+) and so
{MH}(−a) exists.
For a ∈ (1, 3), we have E[Y a−1T ] < ∞ by the assumption YT has second moments. Since s > 2, we can take
a ∈ (1, 3) ∩ (1, s − 1), then the conditions of Corollary 3.1 hold and so CH(α, y, T ) is infinitley continuously
differentiable as a function of y ∈ R+, for all T > 0 and α ∈ E.
Moreover, the conditions on H of Lemma 3.2 are satisfied for c = −a, whilst the other conditions of Lemma 3.2
are given directly by the assumtions of Proposition 3.3. Conquently, CH(α, y, T ) is continuously differentiable
with respect to T , for all (α, y, T ) ∈ E × R+ × R+.
For each α, β ∈ E, denote by N˜β the compensated Poisson random measure associated with the Le´vy process ξ(β).
Also, let Mα,β be the Poisson random measure associated with the jumps of ξ induced by a change in J from α
to β, which has intensity qα,β . Then, let M˜α,β denote the compensated Poisson random measure associated with
Mα,β and let να,β(du)ds be the corresponding density.
Since {Yt : t ≥ 0} is integrable, by an adaptation of the semi-martingale decomposition given in [8, pp 10], we
have
Yt − Y0 =
∫ t
0
σJsYsdW (s) +
∫ t
0
Ys−
(
aJs +
σ2Js
2
+
∫
|u|≤1
(eu − 1− u)µJs−(du)
)
ds
+
∫ t
0
∫
|u|≤1
Ys−(e
u − 1)N˜Js− (ds, du) +
∫ t
0
∫
|u|>1
Ys−(e
u − 1)NJs− (ds, du)
+
∑
γ∈E\{α}
∫ t
0
∫
R
Ys−(e
u − 1)MJs−,γ(ds, du),
(3.8)
where (Ws)s≥0 is a Brownian motion.
Consider the discounted price process CˆH(Jt, Yt, T − t) := e−rtCH(Jt, Yt, T − t), which is a local martingale under
the risk neutral measure. Then, since CH is continuously differentiable with respect to T , we can apply Ito’s
Lemma to CˆH to obtain, after some simplification,
CˆH(Jt, Yt, T − t)− CˆH(J0, Y0, T ) =
∫ t
0
a(s)ds+Mt,
where,
a(s) = −∂tCˆH(Js−, Ys−, T − s) + ∂xCˆH(Js−, Ys−, T − s)Ys−
(
aJs− +
σ2Js−
2
)
+
1
2
∂x2CˆH(Js−, Ys−, T − s)Y 2s−σ2Js−
+
∫
|u|≥1
(
CˆH(Js−, Ys−e
u, T − s)− CˆH(Js−, Ys−, T − s)
)
µJs−(du)
+
∫
|u|<1
(
CˆH(Js−, Ys−e
u, T − s)− CˆH(Js−, Ys−, T − s)− uYs−∂xCˆH(Js−, Ys−, T − s)
)
µJs− (du)
+
∑
γ∈E\{Js−}
∫
R
(
CˆH(γ, Ys−e
u, T − s)− CˆH(Js−, Ys−, T − s)
)
νJs−,γ(du)
(3.9)
and
M(t) =
∫ t
0
σYs−∂xCˆH(Js−, Ys−, T − s)dBs +
∫ t
0
∫
R
(
CˆH(Ys−e
u)− CˆH(Js−, Ys−, T − s)
)
N˜Js− (ds, du)
+
∑
γ∈E\{Js−}
∫ t
0
∫
R
(
CˆH(γ, Ys−e
u, T − s)− CˆH(Js−, Ys−, T − s)
)
M˜Js−,γ(ds, du).
We now show that M(t) is a square integrable martingale. Suppose α, β ∈ E and x, y ∈ R+. Then, for s ∈
[0, T ],
|CˆH(α, x, s)− CˆH(β, y, s)| ≤ |Eα[H(xYs)]− Eβ[H(yYs)]|
≤ |Eα [H(xYs)−H(yYs)] + Eα [H(yYs)]− Eβ [H(yYs)]|
≤ h|x− y|Eα [Ys] + h|y|Eα [Ys] + h|y|Eβ [Ys]
≤ h (|x− y|+ 2|y|)max
γ∈E
Eγ [Ys] .
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Hence, for any Poisson random measure µt, such that
∫
R
(eu − 1)2µt(du) <∞ and t ∈ [0, T ], we have
E
[∫ t
0
∫
R
(
CˆH(Js, Ys−e
u, s)− CˆH(Js−, Ys−, s)
)2
µs−(ds, du)
]
≤ E
[∫ t
0
∫
R
(
h(|eu − 1|+ 2)Ys−
(
max
α∈E
Eα [|YT−s|]
))2
µs−(ds, du)
]
≤ h2E
[∫ t
0
(Ys−)
2
(
max
α∈E
Eα [|YT−s|]
)2 ∫
R
(|eu − 1|+ 2)2 µs−(du)ds
]
<∞,
provided that Y has finite first and second moments. By Theorem 2.1, since YT has finite second moments, the
measures µα and να,β satisfy the condition on µt for all α, β ∈ E. Hence, by [1, pp 224, Chapter 4, Theorem 4.2.3]
or [23, Chapter 8, Proposition 8.8], the compensated Poisson terms ofM are square integrable martingales.
For the Brownian integral in M , we consider ∂yCˆH . For all (α, y, s) ∈ E ×R+ × [0, T ], from Lipschitz continuity,
we have
∣∣∣∂yCˆH(α, y, s)∣∣∣ ≤ hEα [Ys]. Then, since Y is square integrable,
E
[∫ t
0
(
σJs−Ys−∂xCˆH(Js−, Ys−, T − s)
)2
ds
]
≤ E
[∫ t
0
(
σJs−Ys−hEJs− [YT−s]
)2
ds
]
<∞
and hence, by Ito’s isommetry,
∫ t
0
σJs−Ys−∂xCˆH(Js−, Ys−, T − s)dBs is a square integrable martingale.
Therefore, we conclude that the processM(t) is itself a square integrable martingale. Then, since CˆH(JT , Yt, T−t)
is a local martingale, it follows that
∫ t
0
a(s)ds = CˆH(Jt, Yt, T − t) − CˆH(J0, Y0, T ) −M(t) is a local martingale.
However, since this is an integral against ds, it is a continuous process with finite variation and must therefore be
constant. Hence, a(t) = 0 for all t ∈ [0, T ].
Then, using
∂tCˆH (α, y, t) = ∂te
−r(T−t)CH (α, y, t) = re
−(T−t)CH (α, y, t) + e
−r(T−t)∂tCH (α, y, t) ,
making the substitution t = T − s and multiplying by ers in (3.9) gives the required PIDE.
Remark 3.2
The payoff function H : R+ → R : x→ (x− k)+ of a Euorpean call option with stirke k > 0 satisfies the assump-
tions (3) and (4) of Proposition 3.3. Hence, if the price process corresponds to a MAP satisfying assumptions (1)
and (2), then we can use Proposition 3.3 to price European call options.
Remark 3.3
It is possible to recover the Mellin tranform expression of Proposition 3.2 from (3.6). By taking the Mellin
transform of (3.6) and using the results:
∂
∂t
{MyCH(α, y, t)} (s) =
{
My ∂
∂t
CH(α, y, t)
}
(s),{
Myy ∂
∂y
CH(α, y, t)
}
(s) = −s {MyCH(α, y, t)} (s),{Myy2CH(α, y, t)} (s) = s(s+ 1) {MyCH(α, y, t)} (s),
{MyCH(α, yeu, t)} (s) = e−us {MyCH(α, y, t)} (s),
we have,
∂t {MyCH(α, y, t)} (s) = {MyCH(α, y, t)} (s)
(
−r − saα + s
∫
R
u1{|u|≤1}µα(du)
+
1
2
σ2αs
2 +
∫
R
(
e−us − 1)µα(du) + ∑
γ∈E
∫
R
(−1) να,γ(du)
)
+
∑
γ∈E
{MyCH(γ, y, t)} (s)
∫
R
e−usνα,γ(du).
However,
∫
R
να,γ(du) = qα,γ and
∑
γ∈E
∫
R
να,γ(du) = qα. Moreover,
∫
R
e−usνα,γ(du) = qα,γGα,γ(−s). Thus, if
m(s, t) := ({MyCH(α, y, t)} (s))α∈E is a column vector of dimension |E|, then,
∂tm(s, t) = (−rI + F (−s))m(s).
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Hence, we obtain the solution
m(s, t) = e−rtetF (−s)m(s, 0),
where, from the initial conditions we have m(s, 0) = {MH(y)} (s)(1, · · · , 1)T . Thus, we have the relation of
Proposition 3.2:
{MyCH(α, y, t)} = e−rt{MH}(s)
∑
β∈E
(
etF (−s)
)
α,β
.
3.3 Examples: |E| = 2
In the following examples we consider the Lamperti-Kiu case, where E = {+,−}. An analouge of the construc-
tion (2.1) is given in [5, pp 2502, Theorem 6(i)], [7, pp 3, Section 1.2] and is referred to as the Lamperti-Kiu
decomposition. To simplify notation, for α ∈ {+,−} we will write Uα, qα and Gα for Uα,−α, qα,−α and Gα,−α,
respectivley.
In this case, the characteristic equation of F (z) can be solved analytically to obtain the eigenvalues
α(z) :=
1
2
(ψ(z) + ∆(z)) and β(z) :=
1
2
(ψ(z)−∆(z)) , (3.10)
where ψ
(q)
± (z) := ψ±(z)− q±, ψ(z) := ψ(q)+ (z) + ψ(q)− (z) and
∆(z) :=
√(
ψ
(q)
+ (z)− ψ(q)− (z)
)2
+ 4q−q+G+(z)G−(z).
Let p(x) = (x − tα)(x − tβ) be the characteristic polynomial of tF . Then, by considering the remainder on
division by p, there exists a convergent series, q(x), and a polynomial of degree 1, r(x) := s0 + s1x, such that
ex = q(x)p(x) + r(x). Evaluating this at the eigenvalues, tα and tβ, of tF , we have
etα = 0 + s0 + s1tα and e
tβ = 0 + s0 + s1tβ.
This system of equation can be solved to obtain
s0(t, z) :=
αeβt − βeαt
α− β and s1(t, z) :=
eαt − eβt
(α− β)t .
By the Cayley-Hamilton theorem, it is known that p(tF ) = 0, hence
etF (z) = s0(z)I + s1(z)tF (z).
Then, using (3.10), the matrix exponential etF (z) is given by
eF (z)t = e
t
2
ψ(z) cosh
(
t
2
∆(z)
)
I +
e
t
2
ψ(z) sinh
(
t
2
∆(z)
)
∆(z)
(
ψ
(q)
+ (z)− ψ(q)− (z) 2q+G+(z)
2q−G−(z) ψ
(q)
− (z)− ψ(q)+ (z)
)
, (3.11)
where I is the identity matrix. This can be used to obtain explicit expressions for the Mellin transform of option
prices.
Example 3.1 (Markov modulated compound Poisson processes with exponential jumps)
Let λ+, λ− > 0, U± ∼ Exp(λ±) and µ±(dz) := q±λ±e−λ±zdz. Also set a± = σ± = 0 and q+ = q− =: q > 0.
Then, the MAP (J, ξ) corresponds to a Markov modulated compound Poisson process, of rate q, where the jumps
are exponentially distributed with rate λα, determined by the state of J . Then, for each α ∈ {+,−} and z ∈ C
with ℜ(z) < λα, we have:
Gα(z) =
∫ ∞
0
ezuλαe
−λαudu =
λα
λα − z ,
ψα(z) =
∫ ∞
0
(euz − 1)µα(dz) =
∫ ∞
0
(euz − 1) qλαe−λαudu = q (Gα(z)− 1) .
Substituting this into (3.11) yields
etF (z) =
e−2qt
(G+(z) +G−(z))
[
eqt(G+(z)+G−(z))
(
G+(z) G+(z)
G−(z) G−(z)
)
+
(
G−(z) −G+(z)
−G−(z) G+(z)
)]
.
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Using Proposition 3.1, for each α ∈ E, we can compute the price of a European call option, via the inverse Mellin
transform, as
Cα(k) =
1
2πi
∫
c+1+iR
k−s+1
(s− 1)s
2e−2qtGαe
qt(G++G−)
(G+ +G−)
ds+
1
2πi
∫
c+1+iR
k−s+1e−2qt
s(s− 1)
(
G−α −Gα
G+ +G−
)
ds,
for c ∈ (0,min(λ+, λ−)).
For α ∈ E, we now define the function
Rα := δ1(k) +
√
qtλα1{k≥1}k
−λα
I1
(
2
√
qtλα log(k)
)
√
log(k)
,
where I1 is the modified bessel function of the first kind (see Appendix A.1), and
Dα :=
{
d
(α)
1 k + d
(α)
2 , if k < 1;
d
(α)
3 k
cα , if k ≥ 1;
where
d
(α)
1 := −
1
2
e−2qt, d
(α)
2 :=
e−2qtλα(λ−α − 1)
2λ+λ− − (λ+ + λ−) , d
(α)
3 :=
e−2qt(λα − λ−α)
2 (2λ+λ− − (λ+ + λ−))
and
cα = 1− 2λ+λ−
λ+ + λ−
.
Then, by applying the Mellin inversion theorem, it is shown in Appendix A.2 that
Cα(k) = 2{Dα ∗ R+ ∗ R−}(k) +D−α(k)−Dα(k), (3.12)
where ∗ denotes the Mellin type convolution defined by
{f ∗ g}(x) =
∫ ∞
0
f (y) g
(
x
y
)
1
y
dy, (3.13)
for any two functions f, g : R+ → R.
In Appendix A.3, it is shown that Cα can then be written in series form as
Cα(k) =
∞∑
n=0
∞∑
m=0
∞∑
r=0
2
(
g(n,m, r, d
(α)
1 , λ− + 1, , 1k) + g(n,m, r, d
(α)
2 , λ−, 0, k) + g(n,m, r, d
(α)
3 , λ−, λ−, k)
)
+
∞∑
m=0
qtλ+
m!(m+ 1)!
(F (m, dα1 , λ+, 1, k) + F (m,d
α
2 , λ+, 0, k) + f(m, d
α
3 , λ+, cα, k))
+
∞∑
m=0
qtλ−
m!(m+ 1)!
(F (m, dα1 , λ−, 2, k) + F (m,d
α
2 , λ−, 1, k) + f(m, d
α
3 , λ−, cα + 1, k))
+ 1{k<1}
(
d−α1 + d
−α
2
)
+ 1{k≥1}
(
d−α3 k
c−α
)
,
where,
F (m,d, λ, c, k) :=
dkcΓ(m+ 1, (λ+ c+ 1) log(k ∨ 1)))
(λα + c+ 1)m+1
,
f(m, d, λ, c, k) :=
dkcγ(m+ 1, (λ+ c+ 1) log(k ∨ 1)))
(λα + c+ 1)m+1
and
g(n,m, r, d, l, c, k) =
(qt)m+n+2
√
λ+λ−(λ− − λ+)r(r +m)!
m!(m+ 1)!(n+ 1)!r!(r +m+ n+ 1)!
dkc
lr+m+n+2
Γ(r +m+ n+ 2, l log(k)).
Now consider evaluating this at k = 1, the so called “at the money” option. In this case, the triple convolution
becomes
(Dα ∗ J+ ∗ J−) (1) = qt
√
λ+λ−
∞∑
n=0
∞∑
m=0
∞∑
r=0
qtm+n+1(λ− − λ+)r(r +m)!
m!(m+ 1)!(n+ 1)!r!(r +m+ n+ 1)!
×
(
d
(α)
1
(λ− + 1)r+m+n+2
Γ(r +m+ n+ 2) +
d
(α)
2
(λ−)r+m+n+2
Γ(r +m+ n+ 2)
)
,
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where the upper incomplete Gamma functions have become complete Gamma functions and the lower inncomplete
Gamma functions have evaluated to 0. Then, first considering the sum over n, we have
(Dα ∗ J+ ∗ J−) (1) = qt
√
λ+λ−
∞∑
m=0
∞∑
r=0
(qt)m(r +m)!(λ− − λ+)r
m!(m+ 1)!r!
×
(
d
(α)
1
(λ− + 1)r+m+1
(
exp
(
qt
λ− + 1
)
− 1
)
+
d
(α)
2
λr+m+1−
(
exp
(
qt
λ−
)
− 1
))
.
Now, considering the sum over m and identifying the hypergeometric function 1F1 (see Appendix A.1), gives
(Dα ∗ J+ ∗ J−) (1) = qt
√
λ+λ−d
(α)
1
(
exp
(
qt
λ− + 1
)
− 1
) ∞∑
r=0
1
(λ− + 1)
r+1 1
F1
(
r + 1, 2;
qt
λ− + 1
)
+ qt
√
λ+λ−d
(α)
2
(
exp
(
qt
λ−
)
− 1
) ∞∑
r=0
1
λr+1−
1F1
(
r + 1, 2;
qt
λ−
)
.
Moreover, for each α ∈ E and c ∈ R
∞∑
m=0
qtλβ
m!(m+ 1)!
F (m,d(α), λβ + cα + 1, c, 1) =
∞∑
m=0
qtλβ
m!(m+ 1)!
d(α)kcαm!
(λβ + cα + 1)m+1
= qtd(α)λβ
(
exp
(
1
λβ + cα + 1
)
− 1
)
,
hence, {{
1{x≥1}
1
x
Jβ(x)
}
∗Dα(x)
}
(1) = qtd(α)λβ
(
exp
(
1
λβ + 2
+
1
λβ + 1
+
1
λβ + cα + 1
)
− 3
)
.
Combining these results,
Cα(1) = 2qt
√
λ+λ−d
(α)
1
(
exp
(
qt
λ− + 1
)
− 1
) ∞∑
r=0
1
(λ− + 1)
r+1 1F1
(
r + 1, 2;
qt
λ− + 1
)
+ qt
√
λ+λ−d
(α)
2
(
exp
(
qt
λ−
)
− 1
) ∞∑
r=0
1
λr+1−
1F1
(
r + 1, 2;
qt
λ−
)
+ qtd(α)λ+
(
exp
(
1
λ+ + 2
+
1
λ+ + 1
+
1
λ+ + cα + 1
)
− 3
)
+ qtd(α)λ−
(
exp
(
1
λ− + 3
+
1
λ− + 2
+
1
λ− + cα + 2
)
− 3
)
+ kc−αd
(−α)
3 .
Example 3.2 (Skew-symmetric Markov modulated compound Poisson process)
Simpler examples can be found in the case that (1, 1)T is a right eigenvector of F (x) for all x > 0. This occurs if
and only if
ψ+(x) + q+ (G+(x)− 1) = ψ−(x) + q− (G−(x)− 1) . (3.14)
If this holds, then (1, 1)T is also an eigenvector of eTF (x), for all x, T > 0, corresponding to the eigenvalue
exp (T (ψ+(x) + q+ (G+(x)− 1))). Thus, from Proposition 3.1, we have
{MkCα(k)} (u) = e−rT exp (T (ψ+(u+ 1) + q+ (G+(u+ 1)− 1)))
u(u+ 1)
,
where Cα(k) denotes the price of a European call option with strike k > 0 and maturity T > 0, when (J0, Y0) =
(α, 1) ∈ E × R+.
We now consider a particular example of when (3.14) holds. Suppose that q+ = q− =: q and that each of the Le´vy
processes corresponding to the states of E is a compound Poisson processes (so a± = σ± = 0). Moreover, suppose
that the distribution of the jumps U±, corresponding to chages in state of J from ± to ∓, are given by ν± and let
the Le´vy measure of ξ± be given by µ± := qν∓. Then, ψ±(u) = q(G∓(u)− 2). If we make the further assumption
that the densities of U± satisfy µ+(x) + µ−(x) = 2e
x for x ∈ (−∞, 0), then we can immediatley compute that
ψα(u) + qα(Gα(u)− 1) = −2qu(u+ 1)−1 for all α ∈ E. Hence,
{MkCα(k)} (u) = e−rT exp
(
−2qT (u+ 1)
u+ 2
)
1
u(u+ 1)
= e−(r+2q)T exp
(
2qT
u+ 2
)
1
u(u+ 1)
.
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Define the function R : R+ → R by
R(k) := δ1(k) +
√
2qT1{k≤1}k
2
I1
(
2
√
−2qT log(k)
)
√
− log(k) , k ≥ 0.
Then, it is known that
{MR} (u) = exp
(
2qT
2 + u
)
and M{(1− k)+} (s) = 1
u(u+ 1)
.
Hence, by the Mellin inversion theorem,
Cα(k) = e
−(r+2q)T
{
R(x) ∗ (1− x)+} (k).
Expanding the Mellin convolution, we have{
R(x−1) ∗ (1− x)+} (k)
=
∫ ∞
0
δ1(x)
(
1− k
x
)+
1
x
+
√
2qT1{x≤1}x
2
I1
(
2
√
−2qT log(x)
)
√
− log(x)
(
1− k
x
)+
1
x
dx
= (1− k)+ +
√
2qT
∫ 1
k
(x− k) I1(2
√
−2qT log(x))√
− log(x) dx,
whenever k ≤ 1, whilst {R(x−1) ∗ (1− x)+} (k) = 0 for k > 0. However, using the series expansion of I1 and a
change of variables,
∫ 1
k
I1(2
√
−2qT log(x))√
− log(x) dx =
∞∑
m=0
(2qT )m+1/2
m!(m+ 1)!
∫ 1
k
log
(
1
x
)m
dx =
∞∑
m=0
(2qT )m+1/2
m!(m+ 1)!
γ(m+ 1, log(1/k))
and∫ 1
k
xI1(2
√
−2qT log(x))√
− log(x) dx =
∞∑
m=0
(2qT )m+1/2
m!(m+ 1)!
∫ 1
k
x log
(
1
x
)m
dx =
∞∑
m=0
2−1/2(qT )m+1/2
m!(m+ 1)!
γ(m+ 1, 2 log(1/k)).
Hence, for all k ≤ 1,
Cα(k) = e
−(r+2q)T
(
1− k +
∞∑
m=0
(qT )m+1/22−1/2γ(m+ 1, 2 log(1/k))
m!(m+ 1)!
− k(2qT )
m+1/2γ(m+ 1, log(1/k))
m!(m+ 1)!
)
(3.15)
and Cα(k) = 0 for all k > 1. Notice that Cα(1) = 0, hence the option price is continuous at this transition point.
Moreover, it is not surprising that Cα(k) = 0 for k > 1 since the ξt is a (weakly) decreasing processes, thus once
ξ < k the option can never regain its value. The maximal value of the call option is achieved when k = 0. In this
case,
Cα(0) =
(
1− 1√
2qT
)
e−(r+2q)T +
1√
2qt
e−(r+q)T .
Whilst expressions for Cα were obtained in some of these examples, albeit with high levels of complexity, the
main benefit of the Mellin transform approach is that it allows numerical computation of option prices via the
Fast Fourier Transform. We can also use the Mellin transform expression to conduct sensitivity analysis of option
prices.
4 Comparison of European and Asian Call Option Prices
An Asian option, with payoff function H : R+ → R and maturity T ≥ 0, on an asset with price process {Yt : t ≥ 0},
is a contract which pays its owner
∫ T
T0
Ysds at time T , for some T0 ∈ (0, T ). Similarily to European options, an
Asian option with payoff function H(x) := (x− k)+, for some k > 0, is called an Asian call option, whilst if the
payoff function is H(x) := (k − x)+, then it is called an Asian put option. In both cases, k is referred to as the
strike price.
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Under the equivalent martingale measure, P, considered in Section 3, the price of an Asian option at time t < T
is given by
e−r(T−t)E
[
H
(∫ T
T0
Ys ds
) ∣∣∣∣ Ft
]
.
As in Section 3, we assume that the price process of the underlying asset is given by an exponential MAP model.
That is, Yt := exp(ξt), for all t ≥ 0, where (J, ξ) is a MAP. Then, following the simplifying steps of [12], for
t ∈ (T0, T ),
E
[
H
(∫ T
T0
Ys ds
) ∣∣∣∣ Ft
]
= E
[
H
(∫ t
T0
eξs ds+ eξt
∫ T−t
0
eξt+s−ξt ds
) ∣∣∣∣ Ft
]
.
Since γt :=
∫ t
T0
eξsds and eξt are both Ft measurable, there is a function Ht(x) := H(γt+ eξtx), such that
E
[
H
(∫ T
T0
Ys ds
) ∣∣∣∣ Ft
]
= E
[
Ht
(∫ T−t
0
eξt+s−ξt ds
) ∣∣∣∣Ft
]
= EJt
[
Ht
(∫ T−t
0
eξˆs ds
)]
,
where ξˆ is an independent copy of ξ and the second equality follows from the Markov additive property. Hence,
an understanding of the price of an Asian option can be obtained by studying the simpler object
CAH(α, y, T ) := e
−rτ
Eα,log(y)
[
H
(∫ T
0
eξs ds
)]
.
We wish to make a comparison of the prices of European and Asian options under an exponential MAP model.
To do this we will need the following Martingale properties of exponential MAPs, which we derive from Dynkin’s
formula.
Then, let A denote the (extended) generator of the Markov process (J, Y ), where Yt := exp(ξt) for all t ≥ 0 and
(J, ξ) is a MAP. Denote the domain of the extended generator by D(A). From [5], it is known that, for a bounded
continuous function f ∈ D(A), we have
(Af)(α, x) =
(
L(α) exp ◦f(α, ·)
)
(log |x|) +
∑
β∈E\{α}
qα,β (E [f(β, x exp(Uαβ))]− f(α, x)) , (4.1)
for all (α, x) ∈ E×R+, where L(α) is the generator of ξ(α). We can now state a martingale condition for Y .
Theorem 4.1 (Martingale condition for Lamperti-Kiu)
Let f : E × R+ → R : (α, x) → x and {Ft}t≥0 be the natural filtration of (J, ξ). Then, Y is a martingale with
respect of F, if and only if, f ∈ D(A) and (Af)(α, 1) = 0, for all α ∈ E.
Proof
Sufficiency:
First suppose Y is a martingale and thus is integrable. Then, Theorem 2.1(4) holds and under these conditions a
semi-martingale decomposition of Y is given by (3.8). This can then be rearranged to give, for all t ≥ 0,
Yt =Mt +
∫ t
0
Ys−
(
aJs +
σ2Js
2
+
∫
R
(eu − 1)νJs−(du) +
∫
R
(
eu − 1− u1{|u|≤1}
)
µJs−(du)
)
ds,
where {Mt; t ≥ 0} is a martingale. However, by applying (4.1) to f : E × R : (α, x)→ x, we have
Yt =Mt +
∫ t
0
(Af)(Js−, Ys−)ds,
hence, f ∈ D(A). Then, since Y is also a martingale,∫ t
0
(Af)(Js, Ys)ds = Ys −Ms,
is a martingale. Thus, for all t > u > 0, first using the martingale property and then Fubini’s theorem, we
have
0 = E
[∫ t
u
(Af)(Js, Ys)ds
∣∣∣∣ Fu
]
= EJu,ξu
[∫ t−u
0
(Af)(Jˆs, Yˆs)ds
]
=
∫ t−u
0
EJu,ξu
[
(Af)(Jˆs, Yˆs)
]
ds,
where (Jˆ , Yˆ ) is an independent but identically distributed copy of (J, Y ). However, from the definition of f and
since (J, log(Y )) is a MAP, for all (σ, a) ∈ R+×E, we have (Af)(σ, a) = a(Af)(σ, 1). Then, substituting this into
the previous integral gives
0 =
∫ t−u
0
EJu,ξu [Yˆs(Af)(Jˆs, 1)]ds,
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for all t > u > 0. By differentiating with respect to t and setting t = u+ s, we have, for s, u > 0,
0 = EJu,ξu [Yˆs(Af)(Jˆs, 1)] a.e..
To take the limit as s ↓ 0, we adapt part of the proof of [5, Theorem 6(i)]. Splitting around the event {Tˆ1 >
s},
EJu,ξu [Yˆs(Af)(Jˆs, 1)] = EJu,ξu [Yˆs(Af)(Jˆs, 1) | Tˆ1 > s]PJu(Tˆ1 > s) + EJu,ξu [Yˆs(Af)(Jˆs, 1) | Tˆ1 ≤ s]PJu(Tˆ1 ≤ s).
Considering the first term,
EJu,ξu [Yˆs(Af)(Jˆs, 1) | T1 > s]PJu(T1 > s) = EJu,ξu [Yˆ0 exp(ξˆ(1)s )(Af)(Ju, 1)]e−sq
(1)
= Yu(Af)(Ju, 1)E[exp(ξˆ
(1)
1 )]
se−sq
(1)
,
where q(1) is the rate of the exponential distribution of the first sign change. Then, letting s ↓ 0, we obtain
lim
s↓0
EJu,ξu [Yˆs(Af)(Jˆs, 1) | Tˆ1 > s]PJu(Tˆ1 > s) = Yu(Af)(Ju, 1).
To see that the second term tends to 0 as s ↓ 0 recall that Y is integrable and that PJ0(T1 ≤ s) = 1− e−sq
(1) → 0
as s ↓ 0. Then, we have the bound
|Ys(Af)(Js, 1)1{T1≤s}| ≤ |Ys|max
α∈E
|(Af)(α, 1)|,
which is integrable, since E is finite. Moreover, because Ys(Af)(Js, 1)1{T1≤s} → 0 almost surely as s ↓ 0, the
dominated convergence theorem yields
lim
s↓0
EJu,ξu [Yˆs(Af)(Js, 1);T1 ≤ s] = 0 a.s..
Combining these results, we obtain
0 = lim
s↓0
EJu,ξu [Yˆs(Af)(Jˆs, 1)] = Yu(Af)(Ju, 1) a.s.
and dividing by Yu, which is non-zero, then gives 0 = (Af)(Ju, 1) a.e.. Since Ju = α with non-zero probability
for any u > 0, α ∈ E, we have (Af)(α, 1) = 0, for all α ∈ E.
Necessity:
Suppose that f ∈ D(A) and (Af)(α, 1) = 0 for all α ∈ E. Then, from equation (4.1), for all α ∈ E,∣∣∣∣aα + 12σ2α +
∫
R
(
eu − 1− u1|u|<1
)
µα(du)
∣∣∣∣ = |(L(α) exp)(log(1))| <∞
and
|qα,βE [1− exp(Uα,β)]| <∞.
This implies that both ξ(α) and Uα,β have exponential moments, thus by Theorem 2.1, E[Yt] < ∞ for all t ≥
0.
The assumption (Af)(α, 1) = 0, for all α ∈ E, combined with the multiplicative invariance property gives, for all
t > u > 0, ∫ t
u
(Af)(Js, Ys)ds =
∫ t
u
Ys(Af)(Js, 1)ds = 0.
Then, by the definition of the extended generator, we have that
M(t) := Yt − Y0 −
∫ t
0
(Af)(Js, 1)ds = Yt − Y0,
is a martingale with respect to {Ft}t≥0. Thus, Y must also be a martingale.
Using equation (4.1) and the Le´vy-Khintchine formula to expand the generator of a MAP, the following condition
for such a process to be a martingale can be found.
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Corollary 4.1
The process Y is a martingale if and only if, for all α ∈ E,
∑
β∈E
qα,βE [exp(Uα,β)− 1] = aα + 1
2
σ2α +
∫
R
(
exp(y)− 1− y
1 + |y|µα(dy)
)
<∞, (4.2)
or equivalently, for all α ∈ E, ∑
β∈E
qα,β (Gα,β(1) − 1) = ψα(1) <∞. (4.3)
Proof
By Theorem 4.1, the process Y is a martingale if and only if f ∈ D(A) and (Af)(α, 1) = 0, for all α ∈ E when
f : R+ × E → R : (σ, x)→ x and A is the (extended) generator of the pair (J, Y ).
Suppose equation (4.3) holds, then for each α ∈ E, both E
[
exp(ξ
(α)
1 )
]
< ∞ and E [exp (Uα)] < ∞, hence by
Theorem 2.1, Y is integrable. Moreover, if Y is integrable then Theorem 2.1 gives the finiteness requirement of
equation (4.3).
We now look at the expectation requirement for a martingale. From equation (4.1), the (extended) generator of
(J, Y ) applied to f : R+ × E → R : (α, x)→ x gives
(Af)(α, x) = L(α)(exp)(log x) +
∑
β∈E
xqα,βE [exp(Uα,β)− 1] ,
where L(α) is the extended generator of the Le´vy process ξ(α). Thus, the condition (Af)(α, 1) = 0 is equivalent
to ∑
β∈E
qα,β (E[exp(Uα,β)]− 1) = aα + 1
2
σ2α +
∫
R
(
exp(y)− 1− y1{|y|≤1}
)
µα(dy) = ψα(1).
As an example, suppose that X is a spectrally negative Le´vy process, so that the Laplace exponent, ψ(z),
is defined for all z ∈ R+. Let the characteristic triplet be (aX , σX , µX). Then, by [14, pp 82] the process
{ξt := Xt − ψ(1)t : t ≥ 0} is also a Le´vy process and has characteristic triplet (aξ, σξ, µξ) given by
aξ := aX − ψ(1)t, σξ := σX and µξ := µX .
Moreover, from [14, pp 82] we know that the process {Yt := exp(ξt) : t ≥ 0} is a martingale and (J, Y ) is a MAP
for any constant Markov chain J . Hence we can check the conditions of Corollary 4.1 are satisfied. In particular,
because the Markov chain J is constant, the left hand side of (4.2) is 0. The right hand side is given by
aξ +
σ2ξ
2
+
∫ 0
−∞
(
exp(y)− 1− y
1 + |y|
)
µξ(dy)
= aX −
(
aX +
σ2X
2
+
∫ 0
−∞
(
exp(y)− 1− y
1 + |y|
)
µX(dy)
)
+
σ2X
2
+
∫ 0
−∞
(
exp(y)− 1− y
1 + |y|
)
µX(dy) = 0
and therefore Corollary 4.1 is satisfied.
The martingale result can be extended to obtain sub/super martingale conditions for Y . For convenience, if A is
the (extended) generator of a process and f : E×R→ R : (σ, x)→ x, we introduce the notation A(α) := (Af)(α, 1),
for all α ∈ E.
Proposition 4.1 (Sub/Super Martingale conditions for Lamperti-Kiu processes)
An exponential MAP, with (extended) generator A, is a sub-martingale if and only if 0 ≤ A(α) <∞, for all α ∈ E,
and is a super-martingale if and only if −∞ < A(α) ≤ 0, for all α ∈ E.
Proof
As for the martingale property in Theorem 4.1, integrability in both cases is equivalent to |A(α)| < ∞ for all
α ∈ E. This is obtained by considering the decomposition of the (extended) generator given in equation (4.1)
and comparing it to Theorem 2.1.
We now consider the expectation properties. First, suppose that A(α) ≥ 0 for each α ∈ E. Then, by the
semi-martingale decomposition from [8, Section 2.1, pp 10], used in the proof of Theorem 4.1,
Mt := Yt − Y0 −
∫ t
0
(Af)(Js, Ys)ds,
20
is a martingale with respect to {Ft}t≥0. For 0 < s < t, by letting (Jˆ , Yˆ ) denote an independent but identically
distributed copy of (J, Y ),
E[Yt | Fs]− Ys = E
[∫ t
s
(Af)(Ju, Yu)du
∣∣∣∣ Fs
]
=
∫ t−s
0
EJs,Ys [(Af)(Jˆu, Yˆu)]du.
Applying multiplicative invariance to the generator of (J, Y ) gives∫ t−s
0
EJs,Ys
[
(Af)(Jˆu, Yˆu)
]
du =
∫ t−s
0
EJs,Ys
[
Yˆu(Af)(Jˆu, 1)
]
du ≥ 0,
where the last inequality is due to the assumption that A(α) ≥ 0 for all α ∈ E. Hence E[Yt | Fs] ≥ Ys and so Y is
a sub-martingale.
Conversely, suppose that Y is a sub-martingale. Then, by integrability of sub-martingales, we still have that
|A(α)| <∞, for all α ∈ E, and that
Mt := Yt − Y0 −
∫ t
0
(Af)(Js, Ys)ds,
is a martingale.
Now suppose 0 < s < t, then using the semi-martingale property followed by the Markov property and Fubini’s
theorem, we have
0 ≤ E[Yt | Fs]− Ys = E
[∫ t
s
(Af)(Ju, Yu)du
]
=
∫ t−s
0
EJs,Ys
[
Yˆu(Af)(Jˆu, 1)
]
du,
where (Jˆ , Yˆ ) is an independent but identically distributed copy of (J, Y ). We can now apply standard calculus
results, by differentiating the right hand-side with respect to t and evaluating it at t = s, to get
0 ≤ EJs,Ys
[
Yˆ0(Af)(Jˆ0, 1)
]
= Ys(Af)(Js, 1)
and so (Af)(Js, 1) ≥ 0. Then, since J is a continuous time irreducible Markov chain, for every α > 0 and s > 0
the probability of the event {Js = α} is non-zero, thus A(α) ≥ 0.
The proof of the super-martingale case is similar.
We can now adapt [12, Chapter 5, Proposition 3.1] to exponential MAP models. In both the sub-martingale and
super-martingale cases we will make use of the conditions shown in Theorem 4.1. For the sub-martingale case,
the proof is then identical to [12], whilst the super-martingale case requires an adaptation.
Theorem 4.2 (Price comparison of European and Asian call options)
Suppose that the price process of the asset underlying an Asian call option in the equivalent martingale measure
is given by {Yt : t ≥ 0}. Then, the following relations hold:
(i) if A(α) > 0 for all α ∈ E, then the Asian call option, CAH , is cheaper than the corresponding European call
option, CH , for any strike k;
(ii) if A(α) < 0 for all α ∈ E, then there exists a K > 0 such that the European call option, CH , is cheaper than
the Asian call option, CAH , for all strikes k ≤ K.
Proof
To show (i) suppose that A(α) > 0 for all α ∈ E, so that, by Proposition 4.1, Y is a sub-martingale. Then, the
argument in the proof of [12, Chapter 5, Proposition 3.1(i)] can be followed exactly.
In the case (ii), we follow the proof of [12, Chapter 5, Proposition 3.2(ii)], but replace some of the explicit
calculations for Brownian motion with an inequality.
In this case, by Proposition 4.1, Y is a super-martingale, hence it must be integrable. Moreover, by the super-
martingale property, for 0 < s < T , we have E[Ys] > E[YT ], thus,
1
T
∫ T
0
E[Ys]ds > E[YT ].
However, E
[
(YT − k)+ + k
]
= E[YT ] when k = 0. Then, since YT > 0 for all T ≥ 0, there exists K ∈ R+, such
that for all k ≤ K
E[(YT − k)+ + k] < 1
T
∫ T
0
E[Ys]ds.
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So for all k ≤ K,
k <
1
T
∫ T
0
E[Ys]ds− E[(YT − k)+]. (4.4)
We now consider k ≤ K. Then, by the convexity of (·)+, we may apply Jensen’s inequality to obtain
E
[(
1
T
∫ T
0
Ysds− k
)+]
> E
[
1
T
∫ T
0
Ysds− k
]+
=
(
E
[
1
T
∫ T
0
Ysds
]
− k
)+
.
However, since (·)+ is monotonic, substituting (4.4) gives
E
[(
1
T
∫ T
0
Ysds− k
)+]
>
(
E
[
1
T
∫ T
0
Ysds
]
− E
[
1
T
∫ T
0
Ysds
]
+ E
[
(YT − k)+
])+
= E
[
(YT − k)+
]
.
Hence, the European option is cheaper than the corresponding Asian option.
A Appendix
A.1 Special Functions
The modified Bessel function of the first kind with parameter 1 is denoted by I1 and has the series representa-
tion
I1(x) :=
∞∑
n=0
1
n!(n+ 1)!
(x
2
)2n+1
.
It is related to the standard Bessel function of the first kind, Jα, by the relation I1(x) = i
−1J1(ix).
The generalised Hypergeometric function is given by the series
pFq(a1, · · · , ap; b1, · · · , bq;x) :=
∞∑
n=0
(a1)n · · · (ap)nxn
(b1)n, · · · (bq)nn! ,
for z ∈ C, p, q ∈ N, where (a)n denotes the Pochhammer symbol and is defined by
(a)n :=
{
1 if n = 0;
a(a+ 1) · · · (a+ n− 1) if n ≥ 1.
A.2 Mellin Inversion
In Example 3.1, we consider the following Mellin inversion for α ∈ E and k > 0:
Cα(k) =
∑
β∈E
1
2πi
∫
c+iR
k−s
s(s+ 1)
(
eTF (s+1)
)
α,β
ds =
∑
β∈E
1
2πi
∫
c+1+iR
k−(s−1)
(s− 1)s
(
eTF (s)
)
α,β
ds
=
1
2πi
∫
c+1+iR
k−s+1
(s− 1)s
2e−2qtGαe
qt(G++G−)
(G+ +G−)
ds+
1
2πi
∫
c+1+iR
k−s+1e−2qt
s(s− 1)
(
G−α −Gα
G+ +G−
)
ds,
for c ∈ (0,min(λ+, λ−)). As an intermediary step, for c ∈ (1,min(λ+, λ−)), we consider
Dcα(k) :=
1
2πi
∫
c+1+iR
k−(s−1)
(s− 1)s
e−2qt
(G+ +G−)
Gαds =
1
2πi
∫
c+iR
k−(s−1)
(s− 1)se
−2qt λα(λ−α − s)
2λ+λ− − s(λ+ + λ−)ds,
where we have substituted Gα(z) = λα/(λα − z) for z < λα and α ∈ E.
The poles of the integrand are at 0, 1 and s∗ := 2λ+λ−/(λ+ + λ−). For c ∈ (1,min(λ+, λ−)), we have 0, 1 < c
and s∗ > c and
Res(1) =
k−(1−1)
1
e−2qt
λα(λ−α − 1)
2λ+λ− − 1(λ+ + λ−) = e
−2qt λα(λ−α − 1)
2λ+λ− − (λ+ + λ−) ,
Res(0) =
k−(0−1)
(0− 1) e
−2qt λα(λ−α − 0)
2λ+λ− − 0(λ+ + λ−) = −
1
2
ke−2qt,
Res(s∗) =
k−(s
∗−1)e−2qt(λα − λ−α)
2 (2λ+λ− − (λ+ + λ−)) .
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It is clear that limc→∞D
c
α(k) = 0 when k ≥ 1 and limc→−∞Dcα(k) = 0 when k < 1, thus, by Cauchy’s residue
theorem,
Dα(k) =


− 1
2
ke−2qt + e−2qt
λi(λ−i−1)
2λ+λ−−(λ++λ−)
, if k < 1;
k−(s
∗−1)e−2qt(λα−λ−α)
2(2λ+λ−−(λ++λ−))
, if k ≥ 1. (A.1)
Moreover, from a direct calculation we see that if k > 1,
D−α(k)−Dα(k) =


e−2qt(λ−α−λα)
2λ+λ−−(λ++λ−)
, if k < 1;
2k−s
∗+1e−2qt(λ−α−λα)
2λ+λ−−(λ++λ−)
, if k ≥ 1.
(A.2)
We now consider the terms involving eqt(G++G−). Let I1 be the modified Bessel function of the first kind of order
1. Then, for c ∈ R and x < 0, from the series expansion of I1, we have that
Mk

1{k≥1}
I1
(
c
√
log(k)
)
√
log(k)

 (x) =
∞∑
m=0
c2m+1
m!(m+ 1)!22m+1
∫ ∞
1
kx−1 log(k)m+
1
2
log(k)
1
2
dk.
Then, consider the change of variables y = log(k) to obtain∫ ∞
1
kx−1 log(k)mdk =
∫ ∞
0
eyxymdy =
m!
(−x)m+! .
Hence, for x < 0,
Mk

1{k≥1}
I1
(
c
√
log(k)
)
√
log(k)

 (x) =
∞∑
m=0
c2m+1
m!(m+ 1)!22m+1
m!
(−x)m+1 =
2
c
(
exp
(
− c
2
4x
)
− 1
)
.
We now set c := 2
√
qtλα and consider
Rα(k) := δ1(k) +
√
qtλα1{k≥1}k
−λα
I1
(
2
√
qtλα log(k)
)
√
log(k)
,
where δk denotes the Dirac delta distribution. Then, by the shift rule for the Mellin transform, we have that, for
x < λα,
{MRα} (x) = exp
(
qtλα
λα − x
)
.
Moreover, notice that e−qtRα(e
x) is the probability density of a compound Poisson process of rate q, with
exponential jumps of rate λα, at time t. Hence, e
−qtRα(e
x) is the density of ξαt for all t > 0.
By letting ∗ denote the Mellin type convolution, we have that
M{Dα ∗ R+ ∗R−} (s) = ke
−2qt
s(s− 1)
Gα
(G+ +G−)
exp
(
qtλ+
λ+ − x +
qtλ−
λ− − x
)
.
Hence, we have
{MkCα(k)} (s) = 2M{Dα ∗ R+ ∗R−} (s) + {MD−α}(s)− {MDα}(s),
that is,
Cα(k) = 2{Dα ∗ R+ ∗ R−}(k) +D−α(k)−Dα(k), (A.3)
where an explicit expression for D−α(k)−Dα(k) is given in (A.2).
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A.3 Series Expansion
To continue with Example 3.1 it useful to express the triple convolution (3.12) as a triple infinite series via the
following calculations.
For α ∈ E, define the function
Jα(k) :=
√
qtλαk
−λα
I1
(
2
√
qtλα log(k)
)
√
log(k)
, (A.4)
so that Rα = δ1(k) + 1{k≥1}Jα(k). Then, first consider the multiplicative convolution R+ ∗ R−, which is given
by,
(R+ ∗R−)(k) =
∫ ∞
0
R+(x)R−
(
k
x
)
1
x
dx
= δ1(k) + 1{k≥1}J− (k) + 1{k≥1}
1
k
J+(k) +
∫ k
1
J+(x)J−
(
k
x
)
1
x
dx.
Now consider the final integral in more detail. Making use of the definition of Jα from (A.4), for k > 1,∫ k
1
J+(x)J−
(
k
x
)
1
x
dx = qt
√
λ+λ−
∫ k
1
x−λ+I1(2
√
qt log(x))√
log(x)
(
k
x
)−λ− I1(2√qt log(k/x))√
log(k/x)
1
x
dx
= qt
√
λ+λ−k
−λ−
∫ log(k)
0
e(λ−−λ+)z
I1 (2
√
qtz) I1
(
2
√
qt
√
log(k)− z
)
√
log(k)− z dz,
where the second equality is obtained via the subsitituion z = log(x). From the series expansions of the modified
Bessel function I1 and the exponential, it follows that∫ k
1
J+(x)J−
(
k
x
)
1
x
dx
= qt
√
λ+λ−k
−λ−
∞∑
n=0
∞∑
m=0
∞∑
r=0
(qt)m+n+1(λ− − λ+)r
m!(m+ 1)!n!(n+ 1)!r!
∫ log(k)
0
zm+r (log(k)− z)n dz.
Then, by using integration by parts for n > 0,∫ log(k)
0
zm+r (log(k)− z)n dz = n!(r +m)!
(r +m+ n+ 1)!
log(k)r+m+n+1,
and so,
∫ k
1
J+(x)J−
(
k
x
)
1
x
dx =
∞∑
n=0
∞∑
m=0
∞∑
r=0
an,m,r(q, t, λ−, λ+)k
−λ− log(k)r+m+n+1,
where
an,m,r(q, t, λ−, λ+) :=
(qt)m+n+2
√
λ+λ−(λ− − λ+)r(r +m)!
m!(m+ 1)!(n+ 1)!r!(r +m+ n+ 1)!
.
Now consider the convolution of this series with Dα. From (A.1) there exist constants d
α
1 , d
α
2 , d
α
3 and cα, such
that
Dα(k) =
{
dα1 k + d
α
2 if k < 1;
dα3 k
cα if k ≥ 1.
Hence,
(Dα ∗ J+ ∗ J−) (k) =
∞∑
n=0
∞∑
m=0
∞∑
r=0
an,m,r(q, t, λ−, λ+)
×
(∫ 1
0
(
k
x
)−λ−
log
(
k
x
)r+m+n+1
(dα1 x+ d
α
2 )
1
x
dx+
∫ ∞
1
(
k
x
)−λ−
log
(
k
x
)r+m+n+1
dα3 x
cα 1
x
dx
)
.
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Now consider the following integrals, for l ∈ (0,∞), and make the substitution t = (a+1) log(k/x) to obtain
∫ l
0
xa log
(
k
x
)N
dx =
ka+1
(a+ 1)N+1
∫ ∞
(a+1) log(k/l)
e−ttNdt =
ka+1
(a+ 1)N+1
Γ
(
N + 1, (a+ 1) log
(
k
l
))
,
∫ ∞
l
xa log
(
k
x
)N
dx =
ka+1
(a+ 1)N+1
∫ (a+1) log(k/l)
0
e−ttNdt =
ka+1
(a+ 1)N+1
γ
(
N + 1, (a+ 1) log
(
k
l
))
,
where Γ(·, ·) and γ(·, ·) are the upper and lower incomplete Gamma functions, respectively. Thus, it follows
that
(Dα ∗ J+ ∗ J−) (k) =
∞∑
n=0
∞∑
m=0
∞∑
r=0
(g1(n,m, r, λ−, k) + g2(n,m, r, λ−, k) + g3(n,m, r, λ−, k)) ,
where,
g1(n,m, r, λ−, k) := an,m,r(q, t, λ+, λ−)
dα1 k
(λ− + 1)r+m+n+2
Γ(r +m+ n+ 2, (λ− + 1) log(k)),
g2(n,m, r, λ−, k) := an,m,r(q, t, λ+, λ−)
dα2
λr+m+n+2−
Γ(r +m+ n+ 2, λ− log(k)),
g3(n,m, r, λ−, k) := an,m,r(q, t, λ+, λ−)
dα3 k
cα
(cα + λ−)r+m+n+2
γ(r +m+ n+ 2, (cα + λ−) log(k)).
Now compute the multiplicative convolution{{
1{x≥1}
1
x
Jβ(x)
}
∗Dα(x)
}
(k) =
∫ ∞
0
Dα(x)1{k≥x}
x
k
Jβ
(
k
x
)
1
x
dx
=
1
k
∫ k∧1
0
(dα1 x+ d
α
2 )J+
(
k
x
)
dx+
1
k
∫ k
k∧1
dα3 x
cαJβ
(
k
x
)
dx.
Consider the general integral
∫ u
l
xaJβ
(
k
x
)
dx =
√
qtλβk
−λβ
∫ u
l
xa+λβ
I1
(
2
√
qtλβ log(k/x)
)
√
log(k/x)
dx
= qtλβ
∞∑
m=0
k−λβ
m!(m+ 1)!
∫ u
l
xλβ+a log
(
k
x
)m
dx.
Then, using the previous results to evalute the integral,
∫ u
l
xaJβ
(
k
x
)
= qtλβ
∞∑
m=0
k−λβ
m!(m+ 1)!
kλβ+a+1
(λβ + a+ 1)m+1
×
(
Γ
(
m+ 1, (λβ + a+ 1) log
(
k
u
))
− Γ
(
m+ 1, (λβ + a+ 1) log
(
k
l
)))
,
so, {{
1{x≥1}
1
x
Jβ(x)
}
∗Dα(x)
}
(k)
=
∞∑
m=0
qtλβ
m!(m+ 1)!
(F (m,dα1 , λβ , 1, k) + F (m, d
α
2 , λβ, 0, k) + f(m, d
α
3 , λβ, cα, k))
and {{
1{x≥1}Jβ(x)
} ∗Dα(x)} (k)
=
∞∑
m=0
qtλβ
m!(m+ 1)!
(F (m,dα1 , λβ, 2, k) + F (m,d
α
2 , λβ , 1, k) + f(m, d
α
3 , λβ, cα + 1, k)) ,
where,
F (m,d, λ, c, k) :=
dkcΓ(m+ 1, (λ+ c+ 1) log(k ∨ 1)))
(λα + c+ 1)m+1
,
f(m, d, λ, c, k) :=
dkcγ(m+ 1, (λ+ c+ 1) log(k ∨ 1)))
(λα + c+ 1)m+1
.
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Finally, notice that {Dα ∗ δ1}(k) = Dα(k). Thus, putting these components together gives
Cα(k) =
∞∑
n=0
∞∑
m=0
∞∑
r=0
2 (g1(n,m, r, λ−, k) + g2(n,m, r, λ−, k) + g3(n,m, r, λ−, k))
+
∞∑
m=0
qtλ+
m!(m+ 1)!
(F (m,dα1 , λ+, 1, k) + F (m, d
α
2 , λ+, 0, k) + f(m, d
α
3 , λ+, cα, k))
+
∞∑
m=0
qtλ−
m!(m+ 1)!
(F (m,dα1 , λ−, 2, k) + F (m,d
α
2 , λ−, 1, k) + f(m, d
α
3 , λ−, cα + 1, k))
+ 1{k<1}
(
d−α1 + d
−α
2
)
+ 1{k≥1}
(
d−α3 k
c−α
)
.
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