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Abstract
Let  be a metric on a /nite set T . We consider a version of the multifacility location problem (also called the
minimum 0-extension problem): given a /nite set V ⊇ T and a function c : ( V2 ) → Z+, attach each element x∈V − T
to some (x)∈ T minimizing ∑(c(xy)((x)(y)) : xy∈ ( V2 )), letting (t) = t for t ∈ T . It is known that the problem
is solvable in polynomial time for any modular metric  whose underlying graph is hereditary modular and orientable
(in a certain sense), as well as for any median metric . On the other hand, it was shown that for a /xed metric ,
the problem is NP-hard if  is nonmodular or if its underlying graph is nonorientable. Decreasing the gap between these
tractable and intractable cases, we describe a wide class of modular metrics  (including the median metrics as a special
case) for which the problem is solvable in polynomial time. This result follows from our theorem on the existence of
retractions of certain modular graphs, which provides an e;cient uncrossing method for the class of modular metrics in
question. We also present other results and raise open questions.
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1. Introduction
We deal with a version of the multifacility location problem. In its setting, there are a /nite metric space (T; ), a
larger /nite set V ⊇ T , and a nonnegative function c on the pairs of elements of V . It is required to attach each element
x∈V − T to some element (x)∈ T so as to minimize the sum of values c(x; y)((x); (y)) over all x; y∈V , letting
by de/nition (t) := t for each t ∈ T . (Here T is thought of as the set of points in each of which one existing facility
is located, V –T as the set of new facilities that we wish to place at points of T , and c(x; y) as a measure of mutual
communication or supporting task between facilities x and y.) For a survey on this and other location problems, see, e.g.,
[13].
This problem admits a reformulation in terms of metric extensions. We start with terminology and notation. Recall that
a semimetric on a set S is a function d : S × S → R+ that establishes distances on the pairs of elements (points) of
S satisfying d(x; x) = 0, d(x; y) = d(y; x) and d(x; y) + d(y; z)¿d(x; z), for all x; y; z ∈ S. We use notation xy for an
unordered pair {x; y}, usually write d(xy) instead of d(x; y), and denote by ( S2 ) the set of pairs xy of distinct elements
of S. When d(xy)¿ 0 for all xy∈ ( S2 ), d is called a metric. We do not distinguish between the (semi)metric d on S and
the (semi)metric space (S; d) and usually deal only with /nite (semi)metric spaces. A special case of metrics is the path
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metric dG of a connected graph G, where dG(xy) is the minimum number of edges of a path in G connecting nodes x
and y.
A semimetric m on a set V ⊇ S is said to be an extension of d to V if the restriction (subsemimetric) of m to S is
just d. Such an m is called a 0-extension if the distance m(x; S) from each point x∈V to S is zero, i.e., m(xs) = 0 for
some s∈ S. Clearly, each 0-extension m is uniquely determined by the 0-distance sets Xs = {x∈V : m(xs) = 0}, s∈ S,
and these sets give a partition of V when d is a metric.
The above multifacility location problem is equivalent to the minimum 0-extension problem (introduced in [11]): Given
a metric  on a set T , a superset V ⊇ T , and a function c : ( V2 )→ Z+,
Find a 0-extension m of  to V with c · m :=
∑(
c(e)m(e) : e∈
(
V
2
))
minimum: (1.1)
The computational complexity of (1.1) depends essentially on the input metric . For example, Dalhaus et al. [6] showed
the NP-hardness of the minimum 3-terminal cut problem, which is equivalent to (1.1) with  = dK3 . On the other hand,
two wide classes of metrics  have been found for which (1.1) is e;ciently solvable. One class embraces the metrics for
which (1.1) becomes as easy as its linear programming relaxation. More precisely, let = (V; c; ) denote the minimum
c · m in (1.1), and let ∗ = ∗(V; c; ) denote the minimum c · m in the problem:
Find an extension m of  to V with c · m minimum: (1.2)
Then ¿ ∗. A metric  is called minimizable if (V; c; ) = ∗(V; c; ) holds for any V and c. Since (1.2) is a linear
program whose constraint matrix size is polynomial in |V |, (1.2) is solvable in strongly polynomial time. So whenever 
is minimizable, there is a strongly polynomial procedure to compute (V ′; c′; ) for any V ′; c′. Then for every given pair
V; c, an optimal 0-extension can be easily found by applying this procedure at most |T‖V | times. The following theorem
characterizes the set of minimizable path metrics.
Theorem 1.1 (Karzanov [7]). For a graph H , the metric dH is minimizable if and only if H is hereditary modular and
orientable.
Recall that a metric  on T is modular if every three points s0; s1; s2 ∈ T have a median, a node z ∈ T satisfying
(siz) + (zsj) = (sisj) for all 06 i ¡ j ≤ 2. A graph H is called modular if dH is modular, and hereditary modular if
every isometric subgraph of H is modular, where a subgraph (or circuit) H ′=(T ′; U ′) of H is isometric if dH
′
(st)=dH (st)
for all s; t ∈ T ′. Every modular graph is bipartite. A graph is called orientable if its edges can be oriented so that for any
4-circuit C = (v0; e1; v1; : : : ; e4; v4 = v0) and i=1; 2, the edge ei is oriented from vi−1 to vi if and only if the opposite edge
ei+2 is oriented from vi+2 to vi+1; see Fig. 1(a). For example, every bipartite graph with at most /ve nodes is hereditary
modular and orientable. The simplest hereditary modular but not orientable graph is K−3;3, the graph obtained from K3;3
by deleting one edge; see Fig. 1(b). Using terminology in [7], we refer to an orientable hereditary modular graph as a
frame.
Theorem 1.1 is extended to general metrics using the notion of underlying graph of . This is the least graph H () =
(T; U ()) which enables us to restore  if we know the distances on its edges. Formally, nodes x; y∈ T are adjacent in
H () if and only if no other node z lies between x and y, i.e., satis/es (xz) + (zy) = (xy). This graph is modular if
 is modular [2].
Theorem 1.2 (Bandelt et al. [3]). A metric  is minimizable if and only if  is modular and H () is a frame.
Fig. 1. (a) An orientation of a 4-circuit; (b) K−3;3.
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Another polynomial case involves median metrics, the metrics  with precisely one median for each triplet of points.
Chepoi [5] showed that (1.1) with any median metric  is solvable in strongly polynomial time. Karzanov [7] suggests a
simpler method for median metrics, which is based on cut uncrossing techniques. Note that a minimizable metric need not
be a median one, and vice versa. For example, dK2;3 is minimizable but not median, while the path metric of the (skeleton
of the) cube is median but not minimizable (the cube is not hereditary modular as it contains an isometric 6-circuit).
In this paper, we show the e;cient solvability for a large class of modular metrics which includes the median ones as
a special case. It uses the notion of orbit graphs, as follows. Given a modular graph H = (T; U ), two edges are called
mates if they are opposite in some 4-circuit; when dealing with graphs with parallel edges, we refer to such edges as
mates as well. Edges e; e′ of H are called projective if there is a sequence e = e0; e1; : : : ; ek = e′ of edges such that any
two consecutive ei; ei+1 are mates. A maximal set Q of mutually projective edges is called an orbit. De/ne the orbit
graph HQ to be H==(U − Q), where for a graph H ′ and a subset Z of its edges, H ′==Z denotes the graph obtained by
contracting Z (giving H ′=Z) and then identifying parallel edges appeared.
Our aim is to prove the following.
Theorem 1.3. Let  be a modular metric with underlying graph H = (T; U ), and let for each orbit Q of H ,
(i) the orbit graph HQ be a frame, and
(ii) HQ be isomorphic to some subgraph of the graph (T; Q).
Then (1.1) can be solved in strongly polynomial time.
We shall explain later that each orbit graph of a frame is a frame, and each orbit graph of a median graph is K2.
Since condition (ii) in Theorem 1.3 obviously holds when HQ is K2, this theorem generalizes the above result for median
metrics. On the other hand, some minimizable metrics are beyond the set of metrics  in this theorem since there are
frames H for which (ii) is not valid. (However, one can show that (ii) always holds when each orbit graph of H is either
K2 or K2; r for r¿ 3, the simplest cases of frames with one orbit.) Fig. 2 illustrates a graph with three orbits, drawn by
thin, dashed and bold lines, whose orbit graphs are H1  K2;3, H2  K2 and H3  K2.
Our proof of Theorem 1.3 will involve several reductions. A crucial observation is that this theorem can be derived
from Theorem 1.1 and Theorem 1.4 below that claims the existence of a retraction for certain graphs. Here a retraction
of a bipartite graph K = (V (K); E(K)) onto a subgraph K ′ = (V ′; E′) is meant to be a mapping  : V (K) → V ′ which
is identical on V ′ (i.e., (v) = v for all v∈V ′) and brings each edge of K to an edge of K ′ (i.e., (u)(v)∈E′ for all
uv∈E(K)). Suppose K is the Cartesian product H1×· · ·×Hk of graphs Hi=(Ti; Ui), i=1; : : : ; k, i.e., V (K)=T1×· · ·×Tk
and nodes (s1; : : : ; sk) and (t1; · · · ; tk) of K are adjacent if and only if there is i∈{1; : : : ; k} such that siti ∈Ui and sj = tj
for j = i. For K ′ ⊆ K and i∈{1; : : : ; k}, an i-layer of K ′ is a maximal subgraph of K ′ induced by nodes (t1; : : : ; tk) with
tj /xed for all j = i.
Theorem 1.4. Let K be the Cartesian product of frames Hi = (Ti; Ui), i = 1; : : : ; k. Let K ′ be an isometric subgraph of
K such that K ′ is modular and for each i = 1; : : : ; k, there is an i-layer of K ′ isomorphic to Hi. Then there exists a
retraction of K onto K ′.
(Note that K ′ is not an absolute retract in general, i.e., K ′ need not admit a retraction of any bipartite graph which
contains K ′ as an isometric subgraph. Necessary and su;cient conditions on a bipartite graph to be an absolute retract
are given in [4].) In our case, the role of graphs Hi and K ′ in Theorem 1.4 will play the graphs HQ and H in Theorem
1.3, where H is isometrically embedded, in a canonical way, in the Cartesian product K of its orbit graphs.
Fig. 2. (a) Graph H ; (b) orbit graphs.
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We will reduce Theorem 1.4 to its special case k = 2. The existence of a retraction for this case, with H1; H2 frames,
will follow from the existence of certain extensions of dH1 ; dH2 and from some properties of frames and their tight spans
revealed in [7]. The construction of such extensions and the proof of their correctness is the key part of the whole proof.
The retraction for k = 2 gives rise to an uncrossing operation on 0-extensions of the corresponding orbit (semi)metrics,
an analog of the cut uncrossing operation in the median metric case. (When both H1; H2 are K2, the retraction is evident
and it is just behind the usual uncrossing operation on two crossing cuts.)
By technical reasons, in problems (1.1) and (1.2) we will sometimes admit (st) = 0 for distinct s; t and speak about
minimizable semimetrics rather than metrics; this does not aLect the problem area in essense. The sets of extensions and
0-extensions of a (semi)metric  to a set V are denoted by Ext(; V ) and Ext0(; V ), respectively.
In general, the term uncrossing has the following meaning in this paper. Suppose 1; 2 are two (semi)metrics on T ,
and m1; m2 are their 0-extensions to V , respectively. Clearly, m1 + m2 is an extension of 1 + 2 but not necessarily a
0-extension. If m′ is a 0-extension of 1 + 2 to V such that m′6m1 + m2, we say that m′ is obtained by uncrossing
m1; m2 (such an m′ may not exist; if m′ exists, it may be not unique). Relations between this notion, cut uncrossing and
retractions are clari/ed in Section 3.
This paper is organized as follows. Section 2 explains relations between modular metrics, modular graphs and their
orbit graphs. Section 3 describes our approach to proving Theorem 1.3 and is aimed to explain why this theorem follows
from Theorem 1.4 and, further, from its special case k = 2. The desired retraction for k = 2 is constructed in Section 4.
The key lemma used in this construction is proved in Section 5. Section 6 contains concluding remarks and raises open
questions.
2. Properties of modular metrics, modular graphs and orbits
By an u–v path on a set V we mean any sequence P = (x0; x1; : : : ; xk) of elements of V with x0 = u and xk = v. For
a semimetric m on V , the m-length m(P) of P is m(x0x1) + · · ·+ m(xk−1xk), and P is called shortest with respect to m,
or m-shortest, if m(P) = m(uv). If each pair ei = xi−1xi is an edge of a graph G = (V; E), then P = (x0; e1; x1; : : : ; ek ; xk)
is a path in G, and we say that P is G-shortest if its length |P| := k is equal to dG(uv). When it is not confusing, we
abbreviate P= x0x1 : : : xk . Given nonnegative lengths ‘(e) of the edges e∈E, we denote by dG;‘(xy) the minimum length
‘(P) =
∑
(‘(xi−1xi) : i = 1; : : : ; k) of a path P = x0x1 : : : xk connecting nodes x and y in G (the path (semi)metric for
G; ‘). From the de/nition of the underlying graph H () of a metric  it follows that  = dH (); ‘ for the restriction ‘ of
 to the edges of H ().
Bandelt [2] showed useful relations between modular graphs and metrics. They can be stated in terms of orbits as
follows (cf. [8, Section 2]).
For an orbit Q of a modular graph H = (T; U ) and nodes u; v∈ T;
if P is a shortest u–v path and P′ is a u–v path in H; then |P ∩ Q|
6 |P′ ∩ Q|; in particular; |P ∩ Q|= |P′ ∩ Q| if both P; P′ are shortest: (2.1)
For a modular metric ; the graph H () is modular and  is orbit-invariant;
i:e:; all edges within an orbit of H () have the same length: (2.2)
For a modular graph H = (T; U ) and an orbit−invariant function ‘ : U → R+;
the semimetric  = dH;‘ is modular; (e) = ‘(e) for all e∈U; and every
H -shortest path is -shortest: If ; in addition; ‘ is positive; then H = H ();
and the metrics dH and  have the same sets of shortest paths: (2.3)
(Property (2.1) can be seen as follows (a sketch). Let w be the node of P following u. One may assume P′ is simple
and all intermediate nodes x of P′ are diLerent from w. Since P is shortest and H is bipartite, some node x of P′ satis/es
dH (wx)− 1 = dH (wy) = dH (wz), where y; z are the neighbours of x in P′. Take a median x′ of y; z; w. Then x′y and x′z
are edges of H projective to xz and xy, respectively. Therefore, the path P′′ obtained from P′ by replacing x by x′ obeys
|P′′ ∩ Q| = |P′ ∩ Q|, and we can apply induction since the sum of distances from w to the nodes of P′′ is less than the
corresponding sum for P′, in view of dH (wx′)=dH (wx)− 2. Property (2.2) is proved in a similar fashion. Property (2.3)
is easily derived from (2.1).) Note that  need not be modular when H () is modular.
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By (2.3), every modular graph is the underlying graph for the class of modular metrics determined by positive
orbit-invariant functions on its edges, and all these metrics have the same sets of shortest paths. This fact will often
allow us to work with modular graphs rather than modular metrics.
Consider a modular graph H = (T; U ), and let Q1; : : : ; Qk be the orbits of H . Let -S denote the incidence vector of a
subset S ⊆ U , i.e., -S(e) = 1 for e∈ S, and 0 for e∈U − S. Any modular metric  with H () = H is representable as
 = h11 + · · ·+ hkk ; (2.4)
where i = dH;‘i for ‘i = -Qi and hi = (e) for e∈Qi (hi is well-de/ned by (2.2)). Indeed, for any s; t ∈ T , a shortest
s–t path P in H is shortest for each of ; 1; : : : ; k , and i coincides with ‘i on U , by (2.3). Therefore,
(st) = (P) = h1‘1(P) + · · ·+ hk‘k(P) = h11(st) + · · ·+ hkk(st);
as required. When all hi’s are ones, (2.4) is speci/ed as
dH = 1 + · · ·+ k : (2.5)
Some properties of H are preserved under contraction of orbits. Let H ′ = (T ′; U ′) be the graph H=Q1. We identify the
edges in U –Q1 with their images in H ′ and denote by ’(x) (resp. ’(P)) the image in H ′ of a node x (resp. a path P)
of H . By (2.3) applied to the orbit-invariant function ‘ = -U−Q1 ,
if P is a shortest path of H; then ’(P) is a shortest path ofH ′: (2.6)
Therefore, if v is a median of nodes x; y; z in H , then ’(v) is a median of ’(x); ’(y); ’(z) in H ′. This implies that H ′
is modular.
Statement 2.1. Q2; : : : ; Qk are the orbits of H ′.
Proof. Obviously, mates e; e′ ∈U − Q1 of H remain mates in H ′, i.e., they are either opposite in a 4-circuit or parallel.
This implies that each set Qi (i ¿ 1) is entirely included in some orbit of H ′. To see the reverse inclusion, consider a
4-circuit C=(v0; e1; v1; : : : ; e4; v4=v0) of H ′, and let Lj denote the path (vj; ej+1; vj+1; ej+2; vj+2) for j=0; : : : ; 3 (taking indices
modulo 4). Each Lj is a shortest path since H ′ is bipartite (as being modular). Choose x0 ∈’−1(v0) and x2 ∈’−1(v2),
and let P0 and P2 be two x0–x2 paths of H whose images in H ′ are L0 and the reverse to L2, respectively. Let P be a
shortest x0–x2 path in H . Then |’(P)|= |L0|= |L2|= 2. This together with (2.1) (applied to P and P′ = P0; P2) implies
|P ∩ Qi| = |L0 ∩ Qi| = |L2 ∩ Qi| for i = 2; : : : ; k. Similarly, |L1 ∩ Qi| = |L3 ∩ Qi| for each i. These equalities are possible
only if each pair of mates in C belongs to the same set Qi. Similar arguments are applied to parallel edges of H ′ (if
any).
Repeatedly applying this statement to orbits of H , we obtain the following.
Corollary 2.2. For any I ⊆ {1; : : : ; k}, the graph H=(∪i∈IQi) is modular and its orbits are the sets Qj for j∈{1; : : : ; k}−I .
In particular, each orbit graph HQ of a modular graph H =(T; U ) is modular and has only one orbit, which is obtained
by identifying parallel edges in H=(U − Q).
Next we explain that each orbit graph of H () is K2 when  is a median metric; this follows from properties of median
graphs revealed by Mulder and Schrijver [12]. Since  and H () have the same sets of shortest paths (by (2.2) and
(2.3)), a point v is a median of points x; y; z for  if and only if v is a median of this triplet for dH (). So dH () is a
median metric, which means that H () is a median graph. It is shown in [12] that
H = (T; U ) is a median graph if and only if dH = 1 + : : :+ k ;
where each i is the cut metric corresponding to a bi-partition
{Ai; T − Ai} of T (i:e:; i(st) = 1 if |{s; t} ∩ Ai|= 1;
and 0 otherwise); and also the family F= {A1; : : : ; Ak ; T − A1; : : : ; T − Ak}
satis/es the Helly property (i:e:; any subfamily F′ ⊆F
has a nonempty intersection provided that every two members of F′ meet): (2.7)
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Let Qi be the set of edges of H connecting Ai and T − Ai; clearly Q1; : : : ; Qk are pairwise disjoint. These sets are
precisely the orbits of H . Indeed, in view of dH = 1 + : : :+ k , a shortest path of H is i-shortest for each i. This easily
implies that: (i) the subgraphs of H induced by Ai and by T − Ai are connected, and (ii) Qi is a matching. (Mulder and
Schrijver [12] show the sharper property that H is median if and only if H is modular and has a cutset edge colouring.)
Since Qi is simultaneously a cut and a matching, if e; e′ are mates in H and e∈Qi, then e′ ∈Qi. So each orbit Q of
H is included in some Qi. Suppose Q = Qi. Then the subgraph (T; U − Q) is connected, by (i) above, whence the
semimetric ′ = dH;‘ for ‘= -Q is identically zero. This is impossible because ′ coincides with ‘ on U , by (2.3). Thus,
Qi is an orbit. Now (i) implies that H=(U −Qi) is a tuple of parallel edges, and we conclude that each orbit graph of H
is K2.
As mentioned in the Introduction, our approach to solving problem (1.1) with a metric /gured in Theorem 1.3 generalizes
the cut uncrossing method for median metrics . We now brieNy describe that method, referring the reader for details to
[7, Section 5].
Given ; V; c, where  is median, represent  as in (2.4) with each i being the cut metric corresponding to a bi-partition
{Ai; T−Ai} of T as in (2.7). For i=1; : : : ; k, /nd a bi-partition {Xi; OX i} of V such that Xi∩T=Ai and ∑(c(xy) : x∈Xi3y)
is minimum (a minimum cut separating Ai and T − Ai). Let X= {X1; : : : ; Xk ; OX 1; · · · ; OX k}, and let m= h1m1 + : : :+ hkmk ,
where mi is the cut metric on V corresponding to {Xi; OX i}. Choose a pair Y; Z ∈X such that Y ∩Z ∩T = ∅ but Y; Z meet,
and make “uncrossing” by replacing Y; Z in X by Y ′ = Y − Z and Z ′ = Z − Y (taking into account that {Y ′; OY ′} induces
a minimum cut separating Y ∩ T and OY ∩ T , and {Z ′; OZ ′} induces a minimum cut separating Z ∩ T and OZ ∩ T ). Iterate
until the current family X′ has no such pair Y; Z , i.e., Y ∩ Z ∩ T = ∅ implies Y ∩ Z = ∅. Using the Helly property for F
in (2.7), one can see that the corresponding metric m′ = h1m′1 + · · ·+ hkm′k is a 0-extension. Moreover, the fact that each
m′i is induced by a minimum cut implies that m
′ is optimal. One shows that the number of iterations does not exceed
|T |2|V | (in fact, one can arrange a process consisting only of O(k2) uncrossing operations).
It turns out that the Helly property for median graphs exhibited in (2.7) is extended to general modular graphs.
More precisely, for a modular graph H = (T; U ) with orbits Q1; : : : ; Qk , let Hi = (Ti; Ui) stand for HQi , and de/ne 5i =
{Ai(t) : t ∈ Ti} to be the partition of T where each Ai(t) is the node set of the component of (T; U−Qi) whose contraction
creates the node t of Hi. Each Ai(t) is just the corresponding maximal 0-distance set of the metric i = dH;‘i for ‘i = -Qi .
We assert that
the family 5 = 5(H) of subsets of T occurring in 51; : : : ; 5k has the Helly property: (2.8)
Indeed, each set A∈ 5 is convex, i.e., for any x; y∈A, each node on a shortest x–y path P of H belongs to A. To see
this, assume A∈ 5i. Then i(xy) = 0, and therefore, ‘i(P) = 0 (by (2.3)). So all nodes of P are in A, as required. Now
the result follows from the simple fact that the family O5 of convex node sets of an arbitrary modular graph has the Helly
property. (This is shown by induction on n, considering a collection 5′ = {A1; : : : ; An} of n¿ 3 members of O5 such that
any n − 1 of them meet. For i = 1; 2; 3, choose an element xi contained in all sets in 5′ except possibly Ai. Let z be
a median of x1; x2; x3. For each Aj ∈ 5′, at least two of x1; x2; x3 belong to Aj , hence z ∈Aj by the convexity. Thus, the
members of 5′ have a common element.)
In conclusion of this section we show the hereditary property for orbit graphs of frames.
Statement 2.3. Let H = (T; U ) be a frame, and let Z be the union of some orbits of H . Then H=Z is a frame. In
particular, each orbit graph of H is a frame.
Proof. One can try to prove directly that the graph H=Z= : H ′ = (T ′; U ′) is hereditary modular and orientable. We,
however, can use Theorem 1.2 and standard compactness arguments to show that dH
′
is minimizable. Then H ′ is a frame
by Theorem 1.1.
More precisely, de/ne the semimetric  on T to be dH;‘ for ‘ = -U−Z . Consider V ′ ⊇ T ′ and c′ :
(
V ′
2
)
→ Z+. We
have to show that (V ′; c′; dH
′
) = ∗(V ′; c′; dH
′
). Let V = V ′ ∪ T (assuming V ′ ∩ T = T ′) and de/ne c(e) = c′(e) for
e∈
(
V ′
2
)
, and c(e) = 0 for e∈ ( V2 ) −
(
V ′
2
)
. Clearly (V; c; ) = (V ′; c′; dH
′
) and ∗(V; c; ) = ∗(V ′; c′; dH
′
). So it is
su;ces to prove (V; c; ) = ∗(V; c; ).
To see the latter, consider the in/nite sequence d1; d2; : : : of approximations for , where di is dH;6i with 6i(e) = 1 for
e∈U − Z , and 6i(e) = 1=i for e∈ Z . Since H is modular and 6i is positive and orbit-invariant, H =H (di) for each i by
(2.3). So di is minimizable (by Theorem 1.2), whence (V; c; di)=∗(V; c; di). When i grows, (V; c; di) tends to (V; c; )
(since the number of partitions of V is /nite). Also ∗(V; c; di) tends to ∗(V; c; ), because of the obvious fact that for any
m∈Ext(; V ), there exists m′ ∈Ext(di; V ) such that |m′(e)−m(e)|6 |V |=i for each e∈
( V
2
)
. Thus, (V; c; )= ∗(V; c; ),
as required.
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3. Reduction to the retraction problem, and idea of uncrossing
In this section, we describe our approach to proving Theorem 1.3. A majority of arguments below are applicable to
general modular metrics, and unless explicitly said otherwise, we assume that  is an arbitrary modular metric on a set
T .
Let H = (T; U ) be the underlying graph H () of  with orbits Q1; : : : ; Qk . As before, for i = 1; : : : ; k, Hi = (Ti; Ui)
stands for HQi , ‘i for -
Qi , i for dH;‘i , and 5i={Ai(t) : t ∈ Ti} for the corresponding partition of T de/ned in the previous
section. We formally identify each t ∈ Ti with some element of Ai(t), which allows us to speak of i as a 0-extension of
dHi to T .
For the given , consider an instance of the minimum 0-extension problem with V ⊇ T and c : ( V2 )→ Z+. By (2.4),
any 0-extension m of  to V is representable as
m= h1m1 + · · ·+ hkmk ; (3.1)
where each mi is the 0-extension of i to V , de/ned by
mi(xy) = i(st) for x; y∈V and s; t ∈ T with m(xs) = m(yt) = 0: (3.2)
Then c ·m= c · (h1m1) + : : :+ c · (hkmk) and c ·mi¿ (V; c; i) for each i. Taking as m an optimal 0-extension for V; c; ,
we conclude that
(V; c; )¿ h1(V; c; 1) + · · ·+ hk(V; c; k): (3.3)
In particular, this is valid for h1 = · · ·= hk = 1 and  = dH . We say that H is orbit-additive if
(V; c; dH ) = (V; c; 1) + · · ·+ (V; c; k) (3.4)
holds for any V and c. Such an H has the following sharper property.
Statement 3.1. Let H be orbit-additive. Then for any h1; · · · ; hk¿ 0, the semimetric = dH;‘ with ‘= h1‘1 + · · ·+ hk‘k
satis:es
(V; c; ) = h1(V; c; 1) + · · ·+ hk(V; c; k): (3.5)
Moreover, if m is an optimal 0-extension for V; c; dH and m1; : : : ; mk are de:ned as in (3.2), then m′= h1m1 + : : :+ hkmk
is an optimal 0-extension for V; c; .
Proof. Since (V; c; dH ) = c ·m= c ·m1 + · · ·+ c ·mk , (3.4) implies c ·mi = (V; c; i) for each i. Clearly m′ ∈Ext0(; V ).
Therefore, (V; c; )6 c · m′ = h1(V; c; 1) + · · · + hk(V; c; k). By (3.3), the converse inequality takes place, so (3.5)
follows.
Because of (3.5), problem (1.1) for a metric  whose underlying graph H is orbit-additive becomes as easy as that
for the path metrics of orbit graphs of H . Indeed, to compute (V; c; ) is reduced to /nding the numbers (V; c; i).
Moreover, once there is a subroutine to compute (V ′; c′; ) for arbitrary V ′; c′, an optimal 0-extension for V; c given can
be found by applying this subroutine O(|T‖V |) times (similar to the case of minimizable metrics , mentioned in the
Introduction).
In turn, (V; c; i) is equal to (Vi; ci; dHi ), where Vi and ci arise by shrinking the sets Ai(t) in the partition 5i of T to
the nodes t ∈ Ti. Formally, Vi = (V − T ) ∪ Ti, ci(xy) = c(xy) for x; y∈V − T , ci(xt) = c({x}; Ai(t)) for x∈V − T; t ∈ Ti,
and ci(st) = c(Ai(s); Ai(t)) for s; t ∈ Ti, where c(A; B) denotes ∑(c(xy) : x∈A; y∈B) for A; B ⊆ V . So when all Hi’s are
frames, the numbers (V; c; i) are computed in strongly polynomial time by Theorem 1.1.
In light of the above discussion, Theorem 1.3 would follow from the property that if H is as in the hypotheses of this
theorem, then
H is orbit-additive: (3.6)
Remark 1. The property of being orbit-additive is immediate in two cases of modular graphs H . Given V; c, let mi be
an optimal 0-extension for V; c; i, and let m = m1 + · · · + mk . By (2.5), m∈Ext(dH ; V ). (i) If H is a frame, then (3.4)
holds since (V; c; dH ) = ∗(V; c; dH )6 c · m = (V; c; 1) + : : : + (V; c; k)6 (V; c; dH ). (ii) If H is isomorphic to the
Cartesian product of H1; : : : ; Hk , then m is already a 0-extension of dH , yielding (3.4); cf. [9].
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We further explain that (3.6) would follow from the existence of a retraction onto H of the Cartesian product K=K(H)
of the orbit graphs H1; : : : ; Hk of H (see the Introduction for needed de/nitions). We will use notation zi for ith coordinate
(component) of a point z ∈V (K). Since each Hi is bipartite, so is K . For v∈ T , de/ne
8(v) to be z ∈V (K) such that v∈Ai(zi) for i = 1; : : : ; k: (3.7)
Statement 3.2. For any u; v∈ T , dH (uv) = dK (8(u)8(v)).
Proof. Let 8(u) = s and 8(v) = t. We have dK (st) = dH1 (s1t1) + · · · + dHk (sk tk). Consider a shortest u–v path P in H ,
and for i= 1; : : : ; k, let Pi be the image of P in Hi. Then |P|= |P1|+ · · ·+ |Pk |, and each Pi is a shortest path, by (2.6).
By (3.7), u∈Ai(si) and v∈Ai(ti), so si; ti are the end nodes of Pi and |Pi|= dHi (siti). Hence, |P|= dK (st).
Thus, 8 induces an isometric embedding of H into K , called the canonical embedding of H . We extend 8 to the edges
of H and, when no confusion can arise, identify H with the subgraph 8(H) of K . In particular, 8 is injective; in other
words,
for z ∈V (K); the subset A1(z1) ∩ : : : ∩ Ak(zk) of T consists of a single element;
(namely 8−1(z)) if z ∈8(T ); and is empty otherwise: (3.8)
Given a retraction  of a bipartite graph G = (V; E) onto a subgraph G′, since  maps every edge to an edge, it turns
every path of G into a path of G′. This implies that dG(xy)−dG′((x)(y)) is a nonnegative even integer for any x; y∈V .
Therefore,  is nonexpansive (does not increase the distances) and preserves the distance parity.
Statement 3.3. A modular graph H is orbit-additive if there exists a retraction of K = K(H) onto H .
Proof. Given V; c, for each i=1; : : : ; k; take an optimal 0-extension mi for V; c; i, and form the extension m=m1+· · ·+mk
of dH to V . Assuming there exists a retraction  of K onto H , we construct a 0-extension m′ of dH to V such that
m′6m. This will imply (3.4) since (V; c; )6 c · m′6 c · m and c · m = (V; c; 1) + · · · + (V; c; k) ≤ (V; c; ). For
z ∈V (K), de/ne
Xi(zi) = {x∈V : mi(xv) = 0 for some v∈Ai(zi)}; i = 1; : : : ; k;
Xz = X1(z1) ∩ : : : ∩ Xk(zk): (3.9)
The mapping ! : V → V (K), de/ned by !(x) = z for x∈Xz , isometrically embeds (V; m) in (V (K); dK). Indeed, for
x∈Xz and y∈Xz′ , we have
m(xy) = m1(xy) + · · ·+ mk(xy) = dH1 (z1z′1) + · · ·+ dHk (zkz′k) = dK (zz′):
Also !(v) = v for each v∈ T (cf. (3.7)), i.e., ! is identical on the node set of the graph H embedded in K by 8. The
sets Xz give a partition of V , and if it happens that for each nonempty set Xz , the set A1(z1) ∩ : : : ∩ Ak(zk) is nonempty
too (thus consisting of a single node, by (3.8), then m is already a 0-extension. In general, de/ne the semimetric m′ on
V by
m′(xy) = dH ((!(x))(!(y))) for x; y∈V:
Then m′ is a 0-extension of dH (corresponding to the partition {!−1−1(t) : t ∈ T}). Now the fact that  is nonexpansive
while ! is isometric implies m′6m, as required.
One can see that for each orbit Qi, the components of the graph (T; Qi) are just the i-layers of H (canonically embedded
in K by 8). Thus, condition (ii) in Theorem 1.3 says that each orbit graph Hi is isomorphic to some of the i-layers of
H , and now combining the above reasonings, we conclude that Theorem 1.3 is implied by Theorem 1.4.
So it remains to prove Theorem 1.4. For convenience we denote K ′ by H = (T; U ). Note that now any graph Hi may
have more than one orbit, but this is not important for us. First of all we explain that it su;ces to consider the case
k = 2. In the reduction below we only use the fact that each Hi is modular rather than that Hi is a frame.
Let 16 i ¡ j6 k and Kij =Hi ×Hj . De/ne Hij = (Tij; Uij) to be the projection of H to Kij , i.e., Tij = {(zi; zj) : z ∈ T}
and Uij={(zi; zj)(z′i ; z′j) : zz′ ∈U; zp=z′p for p = i; j}. (When H is as in Theorem 1.3, Hij is isomorphic to the “two-orbit
graph” H==(U −Qi−Qj).) Hij is an isometric modular subgraph of Kij . Suppose a retraction ij of Kij onto Hij exists for
each pair i; j. De/ne the mapping  ij : V (K)→ V (K) by  ij(z) = z′, where (z′i ; z′j) = ij(zi; zj) and z′p = zp for p = i; j.
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Fig. 3. Retraction behind cut uncrossing
Clearly,  ij is identical on T and brings every edge of K to an edge. The desired retraction  of K onto H is devised by
successively applying transformations  ij as follows.
At the /rst step, set W1 := V (K) and choose a pair i; j such that there is a point z ∈W1 with (zi; zj) ∈ Tij . Set <1 :=  ij
and reduce W1 to W2 := <1(W1). Note that < decreases at least one distance, namely, for u = <1(z), we have <1(u) = u,
so dK (zu)¿dK (<1(z)<1(u)) = 0. Similarly, at each step q, we choose i′; j′ with (vi′ ; vj′) ∈ Ti′j′ for some v∈Wq, set
<q :=  i′j′ and reduce Wq to Wq+1 := <q(Wq), and so on. Since each transformation is nonexpansive and brings some pair
of points of the current set W to closer points, the process is /nite. It terminates when, after N steps, for any z ∈WN+1,
each pair (zi; zj) is already in Tij . Let = <N<N−1 : : : <1. Then  is identical on T , brings every edge to an edge and maps
V (K) to WN+1. To conclude that  is a retraction of K onto H , we have to show that WN+1 = T .
Statement 3.4. Let z be a point in V (K) such that (zi; zj)∈ Tij for all 06 i ¡ j6 k. Then z is in H .
Proof. For each p = 1; : : : ; k, the set Bp := {t ∈ T : tp = zp} is convex in H (but not necessarily in K!). Indeed, if
u; v∈Bp and P is a shortest u–v path in H , then P is shortest in K (since H is isometric). Therefore, up=vp= zp implies
wp = zp for any node w on P, whence w∈Bp.
We know that the family of convex sets of a modular graph has the Helly property. The inclusion (zi; zj)∈ Tij means
that the sets Bi and Bj meet. Therefore, B1; : : : ; Bk have a common element z′ ∈ T . Clearly, z′ = z.
Thus, it su;ces to prove Theorem 1.4 for k = 2. The desired retraction will be constructed in the next section.
Remark 2. The above arguments prompt a method to solve (1.1) with  as in Theorem 1.3 in which each particular
problem concerning i is solved only once (so the method looks more e;cient than that described after the proof of
Statement 3.1. More precisely, given V; c, /nd an optimal 0-extension mi for each i=1; : : : ; k. This gives the family X of
sets Xi(zi) as in (3.9), and we can select, in polynomial time, the set V consisting of all points z ∈K(V ) with Xz = ∅.
Starting with V1 =V, at each, qth, iteration, we examine the current set Vq to /nd z ∈Vq with (zi; zj) ∈ Tij for some
i; j. If such a z exists and is chosen, we set <q :=  ij , reduce Vq to Vq+1 := <q(Vq) (which changes X) and continue
the process. Otherwise Vq = T , by Statement 3.4, and the partition {Yt : t ∈ T} of V into the corresponding 0-distance
sets induces an optimal 0-extension for V; c; dH (and therefore, for V; c; , by Statement 3.1), where Yt is the union of
sets Xz for z ∈V such that <q−1 : : : <1(z) = t. Since each transformation moves some point of the current set V closer to
T , the number of iterations is O(|T |2|V |).
Remark 3. The above transformation of X induced by the retraction ij is related to an uncrossing operation on 0-extensions
of i; j introduced in Section 1. In fact, it is a generalization of the cut uncrossing operation for median metrics (re-
viewed in Section 2). Recall that each orbit graph of a median graph H is K2, and therefore, each “two-orbit graph” Hij
is isomorphic either to K2 × K2 or to the path P = xyz of length two, as drawn in Fig. 3. When Hij  P, the (unique)
retraction = ij brings the point (x; z) of Hi ×Hj not in Hij to y. This retraction is just behind the uncrossing operation
on the corresponding cuts in that method.
4. Retraction for k = 2
In this and next sections, we prove Theorem 1.4 with k = 2, using notation, conventions and results from Sections
2 and 3. One may assume K = H . We will essentially use the condition in the theorem that H includes a subgraph
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(“row-layer”) of the form H1 × s2 and a subgraph (“column-layer”) of the form s1 × H2, i.e.,
there exist s1 ∈ T1 and s2 ∈ T2 such that (u; s2); (s1; v)∈ T for any u∈ T1 and v∈ T2: (4.1)
We /x such s1; s2 and call the node s = (s1; s2) the origin of K .
In the proof below, we everywhere admit that H1; H2 are arbitrary modular graphs until (4.9) where the assumption
that H1; H2 are frames is essential. We abbreviate dK ; dH1 ; dH2 as d; d1; d2, respectively. The interval {v∈V (K) : d(xv) +
d(vy) = d(xy)} of nodes (points) x; y of K is denoted by I(x; y) = I(y; x). We denote by J (x) and r(x) the interval
I(x; s) and the distance d(xs), called the principal interval and the rank of x, respectively. M (x; y; z) denotes the set
of medians of points x; y; z ∈V (K). For i = 1; 2, Ii(xi; yi), Ji(xi), ri(xi), and Mi(xi; yi; zi) stand for the corresponding
objects concerning the graph Hi. Then I(x; y) = I1(x1; y1)× I2(x2; y2), J (x) = J1(x1)× J2(x2), r(x) = r1(x1) + r2(x2), and
M (x; y; z)=M1(x1; y1; z1)×M2(x2; y2; z2) (these are immediate consequences from the equality d(uv)=d1(u1v1)+d2(u2v2)
for any u; v∈V (K)). The latter correspondence between medians in K;H1; H2 implies the following elementary property,
which will be often used later on:
for x; y; z ∈V (K) and i∈{1; 2}; if zi ∈ Ii(xi; yi); then zi = vi for each median
v∈M (x; y; z); in particular; xi = zi implies vi = xi: (4.2)
The modularity of H implies that
for each u∈ T1; the set Z(u) := {v∈ T2 : (u; v)∈ T} is convex in H2;
and similarly for each v∈ T2; the set{u∈ T1 : (u; v)∈ T} is convex in H1 (4.3)
(cf. the proof of Statement 3.4). Indeed, for v; w∈ Z(u) and v′ ∈ I2(v; w), consider the nodes x = (u; v), y = (u; w) and
z = (s1; v′) of H (where z is in T by (4.1)). These nodes have a median q in H . Then q1 = u and q2 = v′ (cf. (4.2)).
Hence, v′ ∈ Z(u). It follows from (4.3) that
J (t) ⊆ T for all t ∈ T: (4.4)
(However, the whole set T is not convex in K unless H = K .)
The mapping (retraction)  that we wish to construct will be some kind of reNection of points in V (K) − T w.r.t.
their closest points in H . Consider a point x∈V (K). De/ne the excess Sx to be the distance d(x; T ) from x to T , i.e.,
Sx = min{d(xt) : t ∈ T}, and de/ne N (x) to be the set of points t ∈ T with d(xt) = Sx. In particular, Sx6 ri(xi) for
i = 1; 2 (since (x1; s2); (s1; x2)∈ T ), and Sx = 0 if and only if x∈ T .
Statement 4.1. N (x) ⊆ J (x).
Proof. Let t ∈N (x). The points x′ = (x1; s2), x′′ = (s1; x2) and t are in T , so they have a median q in T as well. Then
q1 ∈M1(x1; s1; t1) and q2 ∈M2(s2; x2; t2). Therefore, q1 belongs to both J1(x1) and I1(x1; t1), and q2 belongs to both J2(x2)
and I2(x2; t2), which means that q∈ J (x) and q∈ I(x; t). Now d(xq)¿Sx = d(xt) implies q = t.
By this statement, the rank r(t) is equal to the same number r(x)−Sx for all t ∈N (x). Note that for any x; y∈V (K),
|Sx −Sy|= |d(x; T )− d(y; T )|6d(xy). Therefore,
|Sx −Sy|6 1 for each edge xy∈E(K): (4.5)
We partition E(K) into the sets E1 = {xy∈E(K) : x2 = y2} and E2 = {xy∈E(K) : x1 = y1}, and for i = 1; 2, de/ne
E=i = {xy∈Ei : Sx =Sy} and E =i = Ei − E=i : (4.6)
The desired retraction is devised by use of certain 0-extensions of the metrics d1 and d2. First we introduce the auxiliary
graphs G1 = (V1;E1) and G2 = (V2;E2), as follows. For i = 1; 2, let Ai be the set of pairs tti = {t; ti} for t ∈ T , and Bi
the set of pairs xsi = {x; si} for x∈V (K). Then Gi is the disjoint union of the graphs Hi and K to which the pairs from
Ai ∪Bi are added as edges:
Vi = Ti ∪ V (K) and Ei = Ui ∪ E(K) ∪Ai ∪Bi :
The edges e of Gi are endowed with the lengths Ai(e) de/ned by
Ai(e) =


1 for e∈Ui ∪ E=i ∪ E =3−i ;
0 for e∈E =i ∪ E=3−i ∪Ai ;
ri(xi)−Sx for e = xsi ∈Bi :
(4.7)
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We say that a semimetric m on a set V is cyclically even if m(xy)+m(yz)+m(zx) is an even integer for all x; y; z ∈V
(equivalently: the m-length of any cycle on V is even). All values of such an m are integers since m(xy) + m(yx) +
m(xx) = 2m(xy)∈ 2Z.
Lemma 4.2. For i = 1; 2, de:ne mi = dGi;Ai . Then: (i) mi is an extension of di to Vi, and (ii) mi is cyclically even and
coincides with Ai on Ei.
This lemma (the keystone in our arguments) will be proved in the next section, and now we explain how it help us to
construct the desired mapping . We apply some results from [9] and [7].
More precisely, for a metric ′ on a set T ′, an extension m′ of ′ to V ⊇ T ′ is called tight if there exists no
m′′ ∈Ext(′; V )−{m′} such that m′′6m′; equivalently: for any x; y∈V , there are u; v∈ T ′ such that the path (u; x; y; v)
on V is m′-shortest (otherwise the pair x; y is called loose). As shown in [9, Section 5], for any cyclically even metric
′,
if m∈Ext(′; V ) is cyclically even; then there exists m′ ∈Ext(′; V ) such that m′
is cyclically even and tight; m′(e)6m(e) for all e∈
(
V
2
)
; and m′(e) = m(e)
whenever m(e)6 1: (4.8)
(Such an m′ is constructed by the following process. If there is no loose pair x; y∈V with m(xy)¿ 2, then one easily
shows that there is no loose pair at all, i.e., m is already tight. Otherwise choose such a pair x; y, and let m′ := dKV ;‘,
where ‘(xy) := m(xy) − 2 and ‘(e) := m(e) for e∈ ( V2 ) − {xy}. Then m′ is a cyclically even extension of ′. Update
m := m′ and iterate.)
Next, the proof of the “if” part of Theorem 1.1 in [7] relies on an explicit construction of the so-called tight span of
a frame, which in turn is based on the following result (Claim 5 in Section 4 there):
if H ′ = (T ′; U ′) is a frame and m is a tight extension of dH
′
to V ⊇ T ′;
then each point x∈V satis/es at least one of the following :
(i) m(xt) = 0 for some node t ∈ T ′;
(ii) m(ux) + m(xv) = 1 for some edge uv∈U ′;
(iii) m(v0x) + m(xv2) = m(v1x) + m(xv3) = 2 for some 4-circuit
C = v0v1v2v3v0 of H
′:
(4.9)
Using (4.8) and (4.9), we argue as follows. For i = 1; 2, let mi be as in Lemma 4.2, and let m′i6mi be a cyclically
even tight extension of di as in (4.8). Then
m′i (e) = Ai(e) for e∈Ei −Bi ; and m′i (e)6 Ai(e) for e∈Bi : (4.10)
Moreover, in view of (4.9), for each x∈Vi, there exists t ∈ Ti with m′i (tx) = 0. This is immediate in cases (i) and (ii)
of (4.9). And if we are in case (iii) (with m = m′i) and if C = v0v1v2v3v0 is the corresponding 4-circuit for x, then
<j := m′i (vjx)¿ 0 for j = 0; 1; 2; 3 would imply <j = 1 for each j. Then m
′
i (v0v1) + <0 + <1 = 1 + 1 + 1 = 3, contrary to
the fact that m′i is cyclically even. Thus, m
′
i is a 0-extension of di to Vi.
Now for x∈V (K), de/ne (x) to be the point (1(x); 2(x)), where i(x) is the node v∈ Ti with m′i (xv) = 0.
Statement 4.3.  is a retraction of K onto H .
Proof. For each t ∈ T , m′i (tti)=0 (since Ai is zero on Ai, by (4.7)), so  is identical on T . To see (V (K)) ⊆ T , consider
x∈V (K), and let x′= (x) and t ∈N (x). Let P= z0z1 : : : zk (k=Sx) be a shortest t–x path in K . Then for j=0; : : : ; k−1,
one has t ∈N (zj) and Sj := Szj = j, whence Sj+1−Sj =1 and zjzj+1 ∈E =1 ∪E =2 , cf. (4.6). This implies A1(P)=d2(t2x2)
and A2 = d1(t1x1), by the de/nition of Ai on E(K). Therefore,
d1(x
′
1t1) = m
′
1(xt)6 A1(P) = d2(t2x2) = S
x − d1(t1x1): (4.11)
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Since A1(s1x) = r1(x1)−Sx (by (4.7) and r1(x1) = r1(t1) + d1(t1x1) (by Statement 4.1),
d1(s1x
′
1) = m
′
1(s1x)6 A1(s1x) = r1(x1)−Sx = r1(t1) + d1(t1x1)−Sx: (4.12)
Comparing (4.11) and (4.12), we obtain d1(s1x′1) + d1(x
′
1t1)6 r1(t1), whence x
′
1 ∈ J1(t1). Similarly, x′2 ∈ J2(t2). So
x′ ∈ J (t), yielding x′ ∈ T , by (4.4).
Finally, consider an edge e = xy∈E(K), and let x′ = (x) and y′ = (y). We have A1(e) + A2(e) = 1, by (4.7). Also
m′i (e) = Ai(e), i = 1; 2, by (4.10). Hence,
d(x′y′) = d1(x
′
1y
′
1) + d2(x
′
2y
′
2) = m
′
1(e) + m
′
2(e) = A1(e) + A2(e) = 1;
i.e., x′y′ is an edge of K , as required.
5. Proof of Lemma 4.2
We may prove this lemma for i = 1. First we explain that A1 is cyclically even, i.e., the A1-length of any cycle in G1
is even.
For any 4-circuit C = x0x1x2x3x0 in K , an edge of C belongs to E1 if and only if the opposite edge does. Also, letting
Bj := Sx
j+1 − Sxj , the numbers B0; B2 have the same parity if and only if B1; B3 do so. From these properties and the
de/nition of Ai one can deduce that the A1-length of C is even. Then A1 is cyclically even within K , because K is modular
and, therefore, the 4-circuits form a basis in the space of cycles of K over Z2. (Indeed, any cycle of length q¿ 6 in a
modular graph can be represented as the modulo 2 sum of three cycles with length less than q each.) Next, using the
fact that A1 takes value one on U1 ∪ (E1 ∩ U ) and zero on (E2 ∩ U ) ∪A1, one can see that the A1-length of any cycle
with all edges in U1 ∪U ∪A1 is even. Finally, for an edge e= xs1 ∈B1, choose t ∈N (x) and a shortest t–x path L in K .
Then A1(L) = d2(t2x2). Concatenating L with the edge e, the edge t1t in A1 and a shortest s1–t1 path R in H1, we obtain
a cycle whose A1-length is equal to
A1(L) + A1(e) + A1(R) + A1(t1t) = d2(t2x2) + (r1(x1)−Sx) + r1(t1) + 0 = 2r1(t1):
From the above observations one can conclude that A1 is cyclically even within the entire set E1. Then m1 is cyclically
even as well.
Next we prove that m1 is an extension of d1. The main part of this proof is to show the following property:
for any path P = x0x1 : : : xk in K with x0 ∈ T; there exists a path
L= z0z1 : : : z< with z0 = x0 and z< = xk and a number 06 D6 < such that:
z0; : : : ; zD are in T ; r(zD)¡r(zD+1)¡ · · ·¡r(z<); and A1(L)6 A1(P): (5.1)
The proof of (5.1) includes Claims 1–3 below. Recall that any edge xy∈E(K) satis/es |r(x) − r(y)| = 1 (since K is
bipartite), and if x∈ T and r(x)¿r(y), then y∈ T (by (4.4)). In particular, L as in (5.1) entirely lies in H if xk ∈ T . To
show (5.1), it su;ces to consider the case when P is simple, k¿ 2, and all intermediate nodes of P are not in T (for
if xi ∈ T for some 0¡i¡k, split P into two paths P′ = x0 : : : xi and P′′ = xi : : : xk and prove (5.1) for each of P′; P′′
independently). Let r(i) := r(xi). An intermediate node xi of P is called a peak if r(i)¿r(i − 1) = r(i + 1). The set of
peaks is denoted by F = F(P). We prove (5.1) by induction on
!(P) =
∑
(4r(i) : xi ∈F(P)):
If F = ∅, then r(0)¡r(1)¡ · · ·¡r(k) (as r(0)¿r(1) would imply x1 ∈ T ), i.e., P is just the desired path L. So
assume F = ∅. Let xp be the :rst peak in P, and let x; y; z stand for xp−1; xp; xp+1, respectively. Choose a median
y′ for x; z; s in K . Since r(x) = r(z) and d(xz) = 2, both xy′; y′z are edges of K and r(y′)¡r(x)¡r(y). Replace y
by y′ in P, forming the path P′ = x0 : : : xp−1y′xp+1 : : : xk ; we say that P′ is obtained by cutting o; the peak y. Since
4r(p) ¿ 2 · 4r(p)−1 = 4r(p−1) + 4r(p+1), we have !(P′)¡!(P). Also A1(P)− A1(P′) is equal to
6 := 6(x; y; z; y′) := A1(xy) + A1(yz)− A1(xy′)− A1(y′z):
Therefore, if 6¿ 0 occurs, we can immediately apply induction. Let OS := Sy.
Claim 1. A median y′ for x; z; s can be chosen so that 6(x; y; z; y′)¡ 0 is possible only if both edges e= xy; e′ = yz are
in E2, Sx =Sz = OS, and Sy
′
= OS− 1.
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Proof. Since the A1-length of the 4-circuit C = xyzy′x is even, 6¡ 0 implies
A1(e) = A1(e
′) = 0 and A1(xy
′) = A1(y
′z) = 1: (5.2)
This is impossible when e∈E1 and e′ ∈E2 (or e∈E2 and e′ ∈E1). For otherwise we would have Sx= OS−1 and Sz= OS,
by (4.7). Then xy′ ∈E2 and A1(xy′)=1 imply Sy′ =Sx−1= OS−2, while y′z ∈E1 and A1(y′z)=1 imply Sy′ =Sz = OS;
a contradiction.
If e; e′ ∈E2, then xy′; y′z ∈E2. So (5.2) yields Sx =Sz = OS and Sy′ =Sx − 1 = OS− 1, as required.
Now, suppose e; e′ ∈E1 and A1(e) = A1(e′) = 0. Choose u∈N (x) and v∈N (z). We have Sx = Sz = OS − 1, whence
u; v∈N (y). Choose in T a median q for u; v; (y1; s2) and a median w for u; v; (s1; y2). We assert that q; w∈N (y). Indeed,
q1 ∈M1(u1; v1; y1); w1 ∈M1(u1; v1; s1); q2 ∈M2(u2; v2; s2); w2 ∈M2(u2; v2; y2):
In particular, q1; w1 ∈ I1(u1; v1). Also u1; v1 ∈ I1(q1; w1) (in view of u1; v1 ∈ I1(y1; s1), by Statement 4.1). These relations
imply d1(u1q1) = d1(v1w1) := a. Similarly, d2(u2q2) = d2(v2w2) := a′. Then d(yu) = OS6d(yq) = d(yu) − a + a′ and
d(yv)6d(yw) = d(yv) + a− a′. This is possible only if a= a′, yielding d(yq) = d(yw) = OS, as required.
Assume y′ is chosen to be a median for x; z; w. Then y′ is a median for x; z; s as well, taking into account that x2 = z2
and the paths (x1; u1; w1; s1) and (z1; v1; w1; s1) on T1 are d1-shortest. Now d(y′w) = d(xw)− 1 implies Sy′ ¡Sx. Hence,
A1(xy′) = A1(y′z) = 0 and 6= 0.
Arguing as in the above proof, one can see that for any x′ ∈V (K), there are elements t; t′ ∈N (x′) such that r1(t1)6 r1(t′1)
and N (x′) ⊆ I(t; t′). We denote t by t(x′) and refer to it as the minimal element of N (x′) (w.r.t. the rank in H1).
Remark 4. For i=1; 2 and f; g∈N (x′), denote fi ≺i gi if fi ∈ Ji(gi). Then ≺i is a partial order on Ni ={wi : w∈N (x′)}
with unique minimal and maximal elements. Moreover, the correspondence w1 → w2 establishes the isomorphism between
(N1;≺1) and (N2;≺−12 ) (where ≺−1 is the reverse order to ≺). One can show that if none of H1; H2 contains K−3;3 as
an induced subgraph (see Fig. 1b), then (Ni;≺i) is a modular lattice, i.e., (i) any u; v∈Ni have unique lower and upper
bounds, denoted by u ∧ v and u ∨ v, respectively; (ii) for each u∈Ni, all maximal chains from the minimal element to u
have the same length 6(u), and (iii) each pair u; v satis/es the modular equality 6(u) + 6(v) = 6(u ∧ v) + 6(u ∨ v). (For
a survey on modular lattices, see, e.g., [1].) We, however, do not use these facts in further arguments.
In light of Claim 1, we may assume that 6¡ 0 and e; e′ ∈E2. Consider the minimal element t(y) = (t1(y); t2(y)) in
N (y). Suppose t1(y) = y1. Then there is a node w of K adjacent to y such that w1 ∈ I1(y1; t1(y)) and w2 = y2. We
have yw∈E1, r(w) = r(y)− 1 and t(y)∈N (w). Then Sw ¡ OS and A1(yw) = 0. Transform P into the (nonsimple) path
P′ = x0 : : : xp−2xywyzxp+2 : : : xk and then cut oL both copies of y (which are peaks of P′). This results in a path P′′ of
the form x0 : : : xp−2xy′wy′′zxp+2 : : : xk ; clearly x; w; z are peaks of P′′. Since yw∈E1, y′ and y′′ can be chosen so that
6(x; y; w; y′)¿ 0 and 6(w; y; z; y′′)¿ 0, by Claim 1. Therefore, A1(P′′)6 A1(P′) = A1(P). Also 4r(y) ¿ 3 · 4r(y)−1 = 4r(x) +
4r(w) + 4r(z), yielding !(P′′)¡!(P). So we can apply induction.
It remains to consider the case when t1(y) = y1. Then t(y) is the unique element of N (y). We will use the following
property.
Claim 2. Let Ox Oy∈E2 satisfy r( Ox)¡r( Oy), let N ( Oy) consist of a single element u, and let u1 = Oy 1. Then N ( Ox) consists
of a single element v, and v1 = Oy 1. Moreover, u= v if SOx ¡S Oy, and u and v are adjacent if SOx =S Oy.
Proof. If S Ox ¡S Oy, then N ( Ox) ⊆ N ( Oy), whence N ( Ox) = {u}. So assume S Ox = S Oy, and let v∈N ( Ox). Choose q∈
M (u; v; ( Oy 1; s2))∩T and w∈M (u; v; (s1; Oy 2))∩T . We have q2; w2 ∈ I2(u2; v2) and u2 ∈ I2(q2; w2) (in view of u2 ∈ I2( Oy 2; s2)).
Note that the path ( Oy 2; Ox2; v2; s2) on T2 is d2-shortest (since r( Ox)¡r( Oy) and Ox1 = Oy 1 imply Ox2 ∈ I2( Oy 2; s2)). This yields
v2 ∈ I2(q2; w2), and we can conclude that d2(u2w2) = d2(v2q2)= : a′.
Next, q1 ∈M1(u1; v1; Oy 1) and u1 = Oy 1 imply q1 = Oy 1, while w1 ∈M1(u1; v1; s1), v1 ∈ I1( Ox1; s1) and Ox1 = Oy 1 = u1 imply
w1 = v1. Let a := d1( Oy 1v1). Then d( Oxv)6d( Oxq) = d( Oxv)− a+ a′ and d( Oyu)6d( Oyw) = d( Oyu) + a− a′, whence a= a′,
q∈N ( Ox) and w∈N ( Oy). Since |N ( Oy)|=1, we have w= u. This implies a=0 and q= v, yielding v1 = q1 = Oy 1. So v1 = Oy 1,
regardless of the choice of v in N ( Ox). This is possible only if N ( Ox) consists of a single element.
Finally, to see that u2 and v2 are adjacent, take in T a median h for u; v; (s1; Ox2). Then d( Oxh)¿d( Oxv), h2 ∈ I2( Ox2; v2) and
h1 = Oy 1, implying h= v. So v2 ∈ I2( Ox2; u2). Also d2( Oy 2u2) = S Oy =SOx = d2( Ox2v2) and u2 ∈ I2( Oy 2; v2) (since u2 ∈ I2( Oy 2; s2)
and v2 = q2 ∈ I2(u2; s2)). Now d2( Ox2 Oy 2) = 1 implies d2(u2v2) = 1, as required.
For i = 0; : : : ; p, de/ne Pi to be the subpath xi : : : xp of P. Let Pj be the maximal subpath with all edges in E2 (i.e., j
is minimum subject to xj1 = : : := x
p
1 ). Since r(j)¡r(j + 1)¡ · · ·¡r(p), we can repeatedly apply Claim 1 to the edges
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of Pj , starting with xp−1xp, and conclude that N (xi) is a singleton {ui} with ui1 = y1 for each i= j; : : : ; p. Also ui = ui+1
if Si ¡Si+1, and uiui+1 ∈E2 if Si =Si+1, where Sq stands for Sxq . Consider two possible cases.
Case 1: j¿ 1. By the maximality of Pj , xj−1xj ∈E1. Let b := xj−11 . For i = j; : : : ; p, de/ne zi and vi to be the points
with zi1 = v
i
1 = b, z
i
2 = x
i
2 and v
i
2 = u
i
2, i.e., z
i and vi are obtained by shifting the points xi and ui, respectively, along the
edge y1b of H1. In particular, zj = xj−1. Denote Sz
i
by S′i .
Claim 3. S′i =Si and v
i ∈N (zi) for each i = j; : : : ; p.
Proof. Since r(j−1)¡r(j) and xj−12 = xj2, r1(b)¡r1(xj). Therefore, ui ∈ T implies vi ∈ T , and we have S′i6d2(zivi)=
d2(xiui)=Si. Suppose S′i ¡Si. Then N (z
i) ⊆ N (xi), whence N (zi)={ui}. But d(ziui)=d1(by1)+d2(xi2ui2)=1+d(zivi);
a contradiction. Thus, S′i =Si and v
i ∈N (zi).
Consider the xj−1–y paths Pj−1 and R = zj : : : zpxp in K . From Claim 3 it follows that A1(zizi+1) = A1(xixi+1) for
i= j; : : : ; p−1, and that A1(xj−1xj)=A1(zpxp). Therefore, A1(Pj−1)=A1(R). Replace in P the part Pj−1 by R, forming the
path P′= x0 : : : xj−2zj : : : zpxp : : : xk . Clearly y= xp is the /rst peak of P′. Cut oL y in P′ by replacing y by a median y′′
for zp; z; s; let P′′ be the resulting path. Since zpy∈E1 and yz ∈E2, one has 6(zp; y; z; y′′)¿ 0, by Claim 1. Therefore,
A1(P′′)6 A1(P′) = A1(P), and (5.1) follows by induction because zp and z are the /rst and second peaks of P′′ and
4r(y) ¿ 4r(z
p) + 4r(z).
Case 2: j = 0. Then x0 = u0. By Claim 2 applied to the edge zy, N (z) is a singleton {uˆ} with uˆ 1 = y1. As before,
let y′ ∈M (x; z; s); then y′1 = y1 and N (y′) is a singleton {v} (by Claim 2 applied to the edge y′x). Assuming Sy
′
¡Sx
(equivalently: 6¡ 0), we have N (y′) ⊆ N (x) ∩ N (z). Hence, v = uˆ= up−1.
Let R′ be the u0–v path u0 : : : up−1 with repeated consecutive elements deleted, and let OR be the concatenation of R′,
a shortest v–y′ path R′′, and the edge y′x. Clearly the A1-length of each edge of R′ is zero, while the A1-length of each
edge of R′′ is one. Also A1(y′x) = 1.
Comparing OR with the path OP = x0 : : : xp−1 and using Claim 2, one can deduce that | OR| = p − 1 (i.e., OR is a shortest
path in K) and that A1( OR) = A1( OP). Now let D be the concatenation of R′, R′′ and the edge y′z. Since A1(y′x) = A1(y′z)
and A1(xy) = A1(yz) = 0, we have A1(D) = A1( OR) = A1(x0 : : : xp+1). Also |D| = |R| = p − 1 implies that D has no peaks.
Then, replacing in P the part x0 : : : xp+1 by D, we obtain the path P′ with A1(P′)=A(P) and !(P′)¡!(P) and can apply
induction.
Thus, (5.1) is proven. In order to conclude that m1 is an extension of d1, it su;ces to consider a path L as in (5.1)
and show the following:
(i) if z< ∈ T; then A1(L)¿d1(z01z<1);
(ii) A1(L) + A1(z
<s1)¿ r1(z
0
1):
(5.3)
(In fact, (i) embraces the case of a path in G1, with both ends in T1, whose /rst and last edges belong to A1, while
(ii) does the case when one of these edges is in A1 and the other in B1.) Case (i) is trivial because z< ∈ T means that
L is a path in H , and therefore, the A1-length of each of its edges in E1 is equal to one. So let us prove (ii). One may
assume that r(z0)¡ · · ·¡r(z<) (taking into account that r1(z01)6d1(z01zD1 ) + r1(zD1 ) and A1(L) = A1(L′) + A1(L′′), where
L′ = z0 : : : zD and L′′ = zD : : : z<, and assuming w.l.o.g. that L′ is A1-shortest).
For i=0; : : : ; <, let ‘i denote the A1-length of the path z0 : : : zi, and let 6i and Si stand for r1(zi1) and S
zi , respectively.
By the de/nition of A1 on B1, A1(zis1) is equal to 6i −Si. We show that
‘i + 6i −Si¿ 60; (5.4)
using induction on i. This gives the desired inequality (5.3) (ii) when i = <. Since ‘0 = S0 = 0, (5.4) holds for i = 0.
Assume it holds for i− 1 (0¡i6 <), and let a := ‘i− ‘i−1, b := 6i−6i−1 and c := Si−Si−1. Then (5.4) for i follows
from a+b− c¿ 0. To see the latter, consider four possible cases for e= zi−1zi, taking into account that Si¿Si−1 since
r(zi)¿r(zi−1).
(a) Let e∈E1 and Si =Si−1. Then a+ b− c = 1 + 1 + 0 = 2.
(b) Let e∈E1 and Si ¿Si−1. Then a+ b− c = 0 + 1− 1 = 0.
(c) Let e∈E2 and Si =Si−1. Then a+ b− c = 0 + 0− 0 = 0.
(d) Let e∈E2 and Si ¿Si−1. Then a+ b− c = 1 + 0− 1 = 0.
Thus, m1 is an extension of d1. It remains to show that mi(e) = Ai(e) for i = 1; 2 and e∈Ei. This is obvious when
e∈U ∪ Ui or when Ai(e) = 0. If e = xsi ∈Bi, then mi(e) = Ai(e) follows from the fact that for t ∈N (x), the path in Gi
obtained by concatenating the edge tit, a shortest t–x path in K , and the edge xsi is Ai-shortest (this fact was shown at
the beginning of this section). Finally, each edge e∈E(K) belongs to a shortest t–t′ path P in K with t; t′ ∈ T . Since
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A1(e′)+A2(e′)=1 for all edges e′ of K , we have A1(P)+A2(P)= |P|=d(tt′)=d1(t1t′1)+d2(t2t′2), whence Ai(P)=di(tit′i ),
implying mi(e) = Ai(e).
This completes the proof of Lemma 4.2 and completes the proofs of Theorems 1.4 and 1.3.
6. Concluding remarks and open questions
Analysing the proof of Theorem 1.3, one can see that condition (ii) in its hypotheses is used only to provide property
(4.1) which is essential in our construction of the desired retraction of H1×H2 onto H . One can check that (4.1) remains
true if (ii) is replaced by a slightly weaker condition, namely:
for each pair (Q;Q′) of orbits of H;
HQ is isomorphic to a subgraph of the graph (H=(U − Q − Q′)) \ Q′: (ii′)
This gives a slightly larger set of metrics  for which (1.1) is e;ciently solvable. We conjecture that one can get rid of
(ii) at all, i.e., that
problem 1:1 can be solved in (strongly) polynomial time if  is a
modular metric such that each orbit graph of H () is a frame: (C1)
The corresponding conjecture strengthening Theorem 1.4 reads as follows:
if H1; : : : ; Hk are frames and K
′ is a modular isometric subgraph of
K = H1 × · · · × Hk such that for each i = 1; : : : ; k; K ′ is projected (by
(t1; : : : ; tk)∈V (K)→ ti ∈V (Hi)) onto Hi; then there exists a retraction of K onto K ′: (C2)
A stronger conjecture is that H1; : : : ; Hk in (C2) can be arbitrary orientable modular graphs. Its validity would imply
that any orientable modular graph H is orbit-additive, in view of Statement 3.3 and the fact that the orientability maintains
under contraction of orbits. (However, we do not assert that (1.1) with  = dH can be solved in polynomial time for all
such H ’s.)
Similar to the argument in Section 3, (C2) would follow from its special case k = 2. One can try to prove the latter
using Theorem 1.4 for k = 2 as follows. Suppose K ′ possesses the property that for any point x∈V (K) − V (K ′), there
exists a modular isometric subgraph Hx of K =H1 ×H2 which satis/es (4.1) and includes K ′ but not x. Then there is a
retraction x of K onto Hx, and it is not di;cult to arrange a sequence of such retractions (choosing appropriate x’s) to
obtain a retraction of K onto K ′. However, the question of the existence of such separating subgraphs Hx is open.
In paper [10] devoted to intractable cases of (1.1), one shows that the problem becomes strongly NP-hard for each
(rational) metric  such that  is nonmodular or H () is nonorientable. The gap between these metrics and those in (C1)
involves the set M of modular metrics  such that H () is orientable but at least one orbit graph of H () is not a frame.
We conjecture that
for any /xed ∈M; (1:1) is NP-hard: (C3)
(So if both (C1) and (C3) would be true, the complexity status of (1.1) should be established for all (rational) metrics.)
Let us call a modular graph irreducible if it has precisely one orbit. The intractability of (1.1) for the path metric of
some irreducible H ′ = (T ′; U ′) implies the intractability for any modular metric  whose underlying graph (T; U ) has an
orbit Q such that H ′ is isomorphic to some component of (T; Q).
Indeed, given an input (V ′; c′) of (1.1) for dH
′
, de/ne the input (V; c) for  by V := V ′ ∪ T (assuming V ′ ∩ T = T ′),
c(e) := c′(e) for e∈
(
V ′
2
)
and c(e) := 0 otherwise. We assert that (V; c; ) = (V ′; c′; dH
′
) (yielding the result). To see
this, identify H =H () with the corresponding subgraph of K=H1×· · ·×Hk (by use of the canonical embedding), where
H1; : : : ; Hk are the orbit graphs of H . We may assume HQ =H1 and identify H ′ with the corresponding maximal subgraph
of H induced by nodes (t1; : : : ; tk) with t2; : : : ; tk /xed. The desired equality follows from the existence of a nonexpansive
mapping  of T to T ′. Such a mapping is de/ned as = <D. Here: (i) D is the projection (v1; : : : ; vk)→ (v1; t2; : : : ; tk) of
T to B := T1 × (t2; : : : ; tk), and (ii) < is the mapping (x; t2; : : : ; tk) → (g(x); t2; : : : ; tk) of B to T ′, denoting by g(x) the
gate of x∈ T1 in the convex set S = {y : (y; t2; : : : ; tk)∈ T ′} (i.e., the distance from any point y∈ S to x is equal to the
distance from y to g(x) plus the distance from g(x) to x).
Note that the set H of irreducible graphs H with dH ∈M is representative. In particular, it contains the underlying
graphs G(G) of the lattices of all /nite projective spaces G. Recall that a projective space (geometry) G consists of a
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set P of points and a set L ⊆ 2P of lines such that: (i) two distinct points x; y lie on exactly one line ‘(x; y), (ii) each
line contains at least three distinct points, and (iii) if x; y; z ∈P do not lie on a common line and if a line ‘ intersects
two of the lines ‘(x; y); ‘(y; z); ‘(x; z), but not in x; y or z, then ‘ intersects the third line as well. The node set of G(G)
consists of all subspaces S ⊆ P of G, including ∅ and P (i.e., x; y∈ S, x = y, implies ‘(x; y) ⊆ S) and subspaces S; S′
with S ⊂ S′ are adjacent if and only if no other subspace contains S and is contained in S′. One can check that G(G) is
in H. Does (1.1) have any reasonable application to projective geometries?
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