We propose a locally one dimensional (LOD) finite difference method for multidimensional Riesz fractional diffusion equation with variable coefficients on a finite domain. The numerical method is second-order convergent in both space and time directions, and its unconditional stability is strictly proved. Comparing with the popular first-order finite difference method for fractional operator, the form of obtained matrix algebraic equation show the powerfulness of the second-order scheme and the LOD-multigrid method.
Introduction
In recent years considerable interests in fractional calculus have been stimulated by the applications in physical, chemical, biological, and engineering, etc., areas [9] . The definitions of fractional calculus are versatile, e.g., Riemann-Liouville derivative, Grünwald-Letnikov derivative, Caputo derivative, Weyl derivative and Riesz derivative et al [11, 14] , and they are not completely equivalent. Depending on the particular applied field, sometimes one of its definitions is more popular than others. For example, the Riesz fractional derivative appears in the continuous limit of lattice models with long-range interactions [19] . This paper focuses on the multidimensional Riesz fractional diffusion equations.
Nowadays, the finite difference discretization for space fractional derivatives is experiencing rapid development, including the Riesz fractional derivative; such as, Yang et al numerically study the Riesz space fractional PDEs with two different fractional orders 1 < α ≤ 2 and 0 < β < 1 [24] ; Zhuang et al consider a variable-order fractional advectiondiffusion equation with a nonlinear source term on a finite domain [26] . In the last two years, for the space fractional derivatives, we notice that two different second-order discretization schemes are developed [17, 20] ; even the third-order discrezation scheme is obtained [25] if a compact difference operator is performed on the discrezation scheme given in [20] .
Another topic related to effectively solving the equations involving fractional operators is about how to efficiently solve the resulting matrix algebraic equations. The 'unlucky' thing is that the matrix in the matrix algebraic equation is usually full because of the nonlocal properties of the fractional operators, and the 'lucky' thing, as pointed out in [12, 21, 22] , is that the matrix has some special structure, i.e., the matrix is Toeplitzlike matrix, and the count of its matrix vector multiplication is O(NlogN) by using the constructed circulant matrix and fast Fourier transform, and the required storage is O(N), where N is the number of grid points. Pang and Sun [12] successfully use the multigrid method (MGM) to efficiently solve the resulting matrix algebraic equation of the one dimensional fractional diffusion equation by using first-order discretization scheme [10] . Here we further extend the MGM to solve the matrix algebraic equation of the multidimensional Riesz fractional diffusion equation discretized by the second-order scheme.
We use the LOD strategy to solve the multidimensional Riesz fractional diffusion equation. The LOD methods include alternating direction (AD) methods and fractional step procedures [6] . The AD methods were first introduced in three papers [4, 7, 13] by Douglas, Peaceman, and Rachford. The Peaceman and Rachford (PR-AD) method works well for two-dimensional problems. However, it can not be extended to higher dimensional problems. Douglas (D-AD) method [4, 5, 6] Toeplitz-like, and they have completely same structure and the computational count for matrix vector multiplication is O(NlogN); and the computational costs for solving the two matrix algebraic equations are almost the same. In other words, the second-order scheme improves the accuracy but almost without increasing the computational cost.
More concretely, in this paper using the second-order accurate and unconditionally stable computational scheme and LOD-MGM, we solve the following multidimensional variable coefficients Riesz fractional diffusion equation with the computational count
where the orders of the Riesz fractional derivatives are 1 < α, β, γ < 2; f (x, y, z, t) is a source term and the variable coefficients c(x, y, z, t) ≥ 0, d(x, y, z, t) ≥ 0, e(x, y, z, t) ≥ 0; the Riesz fractional derivative for n ∈ N, n − 1 < ν ≤ n, is defined as [3, 19] 
where the coefficient
, and 4) are the left and right Riemann-Liouville space fractional derivatives, respectively.
The outline of this paper is as follows. In the next section, we introduce the secondorder finite difference discretizations for the Riesz fractional derivatives; and the full discretization of (1.1) is derived, where the Crank-Nicolson scheme and LOD method are combined together. We theoretically prove the presented finite difference scheme is unconditionally stable in Section 3. In Section 4 we propose a V-cycle LOD-MGM for the resulting system of (1.1). To show the powerfulness of the second-order scheme and LOD-MGM, the extensive numerical experiments are performed in Section 5. Finally, we conclude the paper with some remarks in the last section.
Derivation of the finite difference scheme
In this section, we derive the full discretization schemes of (1.1). The first subsection introduces the second-order finite difference discretizations for the Riesz fractional derivatives in a finite domain. Then in the second subsection, we present the scheme for the one dimensional case of (1.1). The third and fourth subsections detailedly provide the two dimensional case of (1.1) and (1.1) itself, respectively.
Discretizations for the Riesz fractional derivatives
Take the mesh points
e., ∆x, ∆y and ∆z are the uniform space stepsizes in the corresponding directions, ∆t the time stepsize. For ν ∈ (1, 2), the left and right Riemann-Liouville space fractional derivatives (1.3) and (1.4) have the second-order approximation operators δ ν, + x u k i,j,l and δ ν, − x u k i,j,l , respectively, given in a finite domain [3, 17] , where u k i,j,l denotes the approximated value of u(x i , y j , z l , t k ). The approximation operator of (1.3) is defined by [3, 17] 
and there exists
where
Analogously, the approximation operator of (1.4) is described as [3] 4) and it holds that
where g ν m is defined by (2.3). Combining (2.2) and (2.5), we obtain the approximation operator of the (RiemannLiouville) Riesz fractional derivative
where 
Similarly, it is easy to get the one-dimensional and two-dimensioanl case of (2.1)-(2.7).
Numerical scheme for 1D
Consider the one-dimensional Riesz fractional diffusion equation
In the time direction, we use the Crank-Nicolson scheme. Taking the uniform time step ∆t and space step ∆x, and setting c
t k+1/2 = (t k + t k+1 )/2, the full discretization of (2.8) has the following form
Then (2.9) can be expressed as 2Γ(4−α)∆x α , the system of equations given by (2.10) takes the form 11) where I is the (N x − 1) × (N x − 1) identity matrix,
and the discretizations at the interior x-gridpoints define the entries of the matrix
(2.12)
LOD scheme for 2D
Consider the following two-dimensional Riesz fractional diffusion equation
Analogously we still use the Crank-Nicolson scheme to do the discretization in time direction. Taking u k i,j as the approximated value of u(x i , y j , t k ), c
/N x , and ∆y = (y R − y L )/N y , for the uniform space steps ∆x, ∆y and the time stepsize ∆t, the resulting discretization of (2.13) can be written as
(2.14)
Similarly, we define
then Eq. (2.14) can be rewritten as
For the two-dimensional Riesz fractional diffusion equation (2.13), the relevant perturbation of (2.15) is of the form
The scheme (2.16) differs from (2.15) by a perturbation [18] (∆t)
which may be deduced by distributing the operator products in (2.16). Since (u
it follows that the perturbation contributes an O((∆t)
2 ) error component to the truncation error of (2.15). Thus, the scheme (2.16) has a truncation error also
For efficiently solving system (2.16), the following techniques can be used:
where u * i,j is an intermediate solution. Subtracting (2.18) from (2.17), we obtain
PR-AD scheme [13] : 
D-AD scheme for 3D
Similarly, the resulting discretization of (1.1) can be written as,
The perturbation equation of (2.21) is of the form
The scheme (2.22) differs from (2.21) by the perturbation term
The system of the equations defined by (2.22) can be solved by the D-AD scheme [5, 6] 1
For maintaining the consistency, we need to carefully specify the boundary conditions of u n,1 i,j,l and u
Convergence and Stability Analysis
We show the convergence for one-dimensional and multidimensional Riesz fractional diffusion equation by proving the consistency and stability (according to Lax's equivalence theorem). 
The stability of the numerical methods in 1D
Theorem 3.2. The Crank-Nicholson scheme (2.11) of the Riesz fractional diffusion equation (2.9) with 1 < α < 2 is unconditionally stable.
Proof. First, we prove that the eigenvalues of the matrix A k+1/2 have negative real parts.
, and from Lemma 3.1 we obtain
According to the Greschgorin theorem [8] , the eigenvalues of the matrix A k+1/2 are in the
, with radius r i , i.e., the eigenvalues λ of the matrix A k+1/2 satisfy 
is an eigenvalue of the matrix
the spectral radius of the matrix (I − A k+1/2 ) −1 (I + A k+1/2 ) is less than 1.
The stability of the numerical methods in 2D
Under a commutativity assumption for the operators 1 − δ ′′ β,y in (2.15), the PR-AD scheme and D-AD scheme will be shown to be unconditionally stable.
The commutativity assumption for these two operators is a common practice in establishing stability of the classical AD methods for the diffusion [6, 18] . The commutativity of these operators implies that the matrices A Proof. D-AD scheme (2.17)-(2.18) can be expressed in the form
and PR-AD scheme (2.19)-(2.20) is of the form
where the matrices A 
from (3.7) we have the perturbation equation
Since the matrices A k+1/2 2D,∆x and A k+1/2 2D,∆y commute, it can be written as
According to Theorem 3.2, similarly, it is easy to check that the eigenvalues of the matrix Proof. D-AD scheme (2.23)-(2.25) can be written as
according to (3.8)-(3.10), we have the following equation are matrices of size
By the similar analysis, it can be proven that the spectral radius of the matrices
3D,∆y ) and
3D,∆z ) are less than 1, therefore the difference scheme (2.22) is unconditionally stable.
Multigrid method for the resulting matrix algebraic equations
We use a V-cycle LOD-MGM to solve the resulting matrix algebraic equations of (1.1).
Meanwhile, we show the convergence of the resulting system. In order to develop a fast algorithm, i.e., realizing the computational count O(NlogN) and the required storage O(N), as did in [12, 21, 22] , we first introduce the Toeplitz matrix and the circulant matrix. The n × n Toeplitz matrix T n (c) is defined by [1] T n (c) :
and the circulant matrices are the "periodic counsins" of Toeplitz matrices. We denote by circ (c 0 , c 1 , . . . , c n−1 ) the circulant matrix whose first column is c = (c 0 , c 1 , . . . , c n−1 ) T , 
Moreover, we set ω n = exp(2πi/n) and put
with i as the imaginary unit, and the matrix F n is called the Fourier matrix. Therefore, a circulant matrix can be diagonalized by the Fourier matrix F n , i.e., 
A O(NlogN) V-cycle MGM for 1D
We employ the V-cycle MGM to solve the one dimensional system (2.11) and illustrate the computational count of O(NlogN) per iteration and the required storage of O(N).
, then the resulting system (2.11) becomes the following general linear system 
where S h is the iteration matrix of the smoothing operator, and we define the weighted (damped) Jacobi iteration matrix by [2, p. 9]
with the weighting factor ω ∈ R, and D is the diagonal of A h . Thus, the (4.6) becomes the following weighted Jacobi iteration
In Algorithm 1, the factors ν 1 and ν 2 of smooth ν 1 (A h , u 0 , f h ) and smooth
denote the number of weighted Jacobi iterations. In Algorithm 2, we give the stopping criterion of Algorithm 1.
Next, we illustrate the storage requirement of O(N) and the computational count of
From (2.12), we have A k+1/2 = diag(ξ k+1/2 ) A k+1/2 , where 
being a Toeplitz matrix, and
Then, we only need to store ξ k+1/2 and g α = [2g
. . , g 
Taking v a given vector, for the Toeplitz matrix vector multiplication A k+1/2 v, we first 
By similar analysis, we know that the required storage is still O(N) and the computational count O(NlogN) for multidimensional case.
A O(NlogN) V-cycle LOD-MGM for 2D
For D-AD scheme (3.3)-(3.4), take
Similarly, for PR-AD scheme (3.5)-(3.6), denote
Then, both the D-AD and PR-AD schemes, defined by (3.7), reduce to the following LOD form:
A hy u hy = f hy . (4.12) Therefore, we can solve the two dimensional system (3.7) by V-cycle LOD-MGM (see
Appendix Algorithm 1-3).
The Algorithm 3 starts with the initial time t = 0 and executes as follows:
(1) First for every fixed y = y j (j = 1, . . . , N y − 1), using Algorithm 1 to solve a set of N x − 1 equations defined by (4.11) at the mesh points x i , i = 1, . . . , N x − 1, to get u hx ;
(2) Next alternating the spatial direction, and for each fixed x = x i (i = 1, . . . , N x − 1) solving a set of N y −1 equations defined by (4.12) at the points y j , j = 1, . . . , N y −1, once again we employ Algorithm 1 to get u hy .
A O(NlogN) V-cycle LOD MGM for 3D
For D-AD scheme (3.8)-(3.10), similarly, we set
Then, the D-AD scheme defined by (3.11), becomes the following form:
13)
A hy u hy = f hy , (4.14)
Therefore, we can solve the three dimensional system (3.11) by Algorithm 1, 2 and 4.
Convergence analysis
In this subsection, we discuss the convergence of LOD-MGM. For the convenience of convergence analysis, we assume the coefficient c(x, y, z, t) is constant, and then all ξ k+1/2 i defined above are equal, and it can be denoted as ξ. Let's first consider the one dimensional case. 16) where 
From (4.9), there exists
where D is the diagonal of A h and along with their corresponding norms || · || i (i = 0, 1, 2).
If taking the coarsest grid size H = h 0 = 2h, Algorithm 1 is called the two-grid method (TGM). The TGM is rarely used in practice since the coarse grid operator may still be too large to be solved exactly. However, it is useful from a theoretical point view as the first step to study the MGM convergence usually begins from the TGM [12, 15, 16, 23] . Since the MGM convergence analysis is still a challenge topic in computational mathematics [2] . In the following we only consider the convergence of the TGM. If σ ≤ ω(2 − ωη 0 ), then the Jacobi relaxation with relaxation parameter 0 < ω < 2/η 0
The inequality (4.19) is called the smoothing condition. For the TGM, the correction operator is given by [2, p. 85]
therefore, the convergence factor of the TGM is ||(S h,ω )
convenience, we take ν 1 = 0 and ν 2 = 1. Therefore, the convergence factor of the TGM is given by ||S h,ω · T c || 1 . 20) with κ > 0 independent of e h . Then, κ ≥ σ and the convergence factor of the TGM convergence factor satisfies ||S h,ω · T c || 1 ≤ 1 − σ/κ.
laplacian, then L Nx−1 is a symmetric positive definite matrix. We define A rest = A k+1/2 + c 1 L Nx−1 , where c 1 is defined by (4.17) and it can also be shown that A rest is symmetric and diagonally dominant with positive diagonally elements; then A rest is positive definite.
Hence, we have the following equation 
Proof. From Lemma 4.1, we have ρ(D −1 A h ) < 2. Taking η 0 and σ in Lemma 4.2 as
Similar to the proof given in [12] , we denote e h = (e 1 , e 2 , . . . , e Nx−1 ) T ∈ R Nx−1 , e 0 = e Nx = 0, and e H = (e 2 , e 4 , . . . , e Nx−2 ) T ∈ R Nx/2−1 ; the norm || · || 0 is defined by (4.18), and D = diag(A h ) = c 0 I, where c 0 is defined by (4.17). There exists
From the above inequality, we obtain
Similarly, we can check that
Combining (4.21) with (4.23), we have 
since, according to Lemma 3.1, it is easy to check that g 
then the convergent factors of the LOD-TGM satisfy ||S hx,ω · T cx || 1 < 1 − 2σ/5 < 1,
Remark 4.7 As mentioned in the Introduction section, nowadays there are two different second-order discretization schemes for fractional operators [17, 20] ; all the analysis given in this paper can be parallel extended to the case that the fractional operators are discretized by the scheme given in [20] , in fact the scheme given in [20] has more wide applications because of its good properties; and in Table 4 , we show the numerical results obtained by using the scheme of [20] to discretize the fractional operators of (2.13).
Numerical results
We employ the V-cycle MGM and V-cycle LOD-MGM described in Section 4 to solve the one dimensional case (2.8) and multidimensional case (2.13,1.1), respectively. The stopping criterion is taken as
where r (l) is the residual vector after l iterations. In all tables, N t denotes the number of Remark 5.1. From our numerical experiences, we find that:
(1) With the increasing of the order of fractional derivative α from 1 to 2, the condition number of the matrix A k+1/2 becomes bigger and bigger; and when getting the same accuracy the cost for α = 1.9 almost double the cost for α = 1.1;
(2) For making MGM more efficient, the parameters can be dynamically chosen as when α increases from 1 to 2, correspondingly ω post decreases from 1 to 0.5 and fixing ω pre = 1 or fixing ω post = 1 and ω pre decreases from 1 to 0.5;
(3) MGM is still powerful for second-order schemes, when simulating (2.8) with the parameters given in subsection 5.1, in Table 1 it is shown that the second-order scheme costs 4.82 s to obtain the accuracy with the maximum error 1.2407e − 006, and the first-order scheme used in [12] costs 413.95 s when getting the accuracy with the maximum error 2.0358e − 006.
Numerical results for 1D
Let us consider the one dimensional Riesz fractional diffusion equation (2.8), where 0 < x < 1 and 0 < t ≤ 1, with the variable coefficient c(x, t) = x α t, the forcing function
and the initial condition u(x, 0) = x 2 (1 − x) 2 and the boundary conditions u(0, t) = u(1, t) = 0. This fractional PDE has the exact value u(x, t) = e −t x 2 (1 − x) 2 , which may be confirmed by applying the fractional differential equations
From Table 1 , we numerically confirm that the numerical scheme has second-order accuracy and the computational cost is of O(NlogN) operations.
Numerical results for 2D
Consider the two dimensional Riesz fractional convection diffusion equation (2.13), on a finite domain 0 < x < 1, 0 < y < 1, 0 < t ≤ 1, and with the variable coefficients c(x, y, t) = x α y, d(x, y, t) = xy β , and the initial condition u(x, y, 0) = x 2 (1 − x) 2 y 2 (1 − y) 2 and the Dirichlet boundary conditions on the rectangle in the form u(0, y, t) = u(x, 0, t) = 0 and u(1, y, t) = u(x, 1, t) = 0 
From the above given quantities, it is easy to obtain the forcing function f (x, y, t). From Table 2 and Table 3 , numerically it can also be noticed that the D-AD and PR-AD are equivalent in two dimensional problems. We employ the LOD-MGM to solve two dimensional Riesz fractional diffusion equation, numerical results further display the computational cost is of O(NlogN) operations and the numerical scheme is second-order convergent.
In particular, we further numerically confirm that this paper is still valid if the Riesz fractional derivative (1.2) is discretized by another existing second-order discretization scheme given in [20] , see Table 4 . In fact, theoretically we can also easily draw the same conclusion. the Riesz fractional derivative (1.2) is discretized by the scheme given in [20] . 
Numerical results for 3D
Consider the three dimensional Riesz fractional convection diffusion equation (1.1), on a finite domain 0 < x < 1, 0 < y < 1, 0 < z < 1, and 0 < t ≤ 1, and with the variable coefficients c(x, y, z, t) = x α yz, d(x, y, z, t) = xy β z, e(x, y, z, t) = xyz γ , and the initial condition u(x, y, z, 0) = x 2 (1−x) 2 y 2 (1−y) 2 z 2 (1−z) 2 and the zero Dirichlet boundary conditions on the cube. The exact solution to this three dimensional Riesz fractional convection diffusion equation is u(x, y, z, t) = e −t x 2 (1 − x) 2 y 2 (1 − y) 2 z 2 (1 − z) 2 .
According to the above conditions, it is easy to obtain the forcing function f (x, y, z, t).
The numerical results in Table 5 are obtained by employing the LOD-MGM to solve the three dimensional Riesz fractional diffusion equation, they again display the computational count of O(NlogN) operations and the scheme is second-order convergent. 
Conclusions
With the appearing of the two effective second-order discretization schemes [17, 20] and MGM being successfully employ to solve the resulting system of the one dimensional fractional diffusion equation discretized by first-order scheme [12] , our attentions turn to the possibility of efficiently solving the multidimensional fractional Riesz diffusion equation by second-order scheme and MGM. This paper shows that when solving (1.1) the second-order schemes are unconditionally stable, and the structure of the resulting matrix algebraic equations is almost the same as the one by the first-order scheme and then none computational costs increase but accuracy is greatly improved if using the second scheme instead of the first-order one. And LOD-MGM still preserves its powerfulness of O(NlogN) computational counts and of O(N) storage when solving the resulting matrix system of the multidimensional fractional Riesz diffusion equation discretized by the second-order scheme. For computing the completely same equation, from Table 1 , it can be noticed that the second-order scheme costs 4.82 s to obtain the accuracy with the maximum error 1.2407e − 006, and the first-order scheme used in [12] costs 413.95 s when getting the accuracy with the maximum error 2.0358e − 006.
Last but not least, we want to refer to that although this paper focus on using the second-order discretization given in [17] , all the analysis of this paper is still valid if applying the second-order discretization in [20] ; in fact the validness is already verified numerically in Table 4 .
