Monitoring structural change is performed not by hypothesis testing but by model selection using a modified Bayesian information criterion. It is found that concerning detection accuracy and detection speed, the proposed method shows better performance than the hypothesis-testing method. Two advantages of the proposed method are also discussed.
Introduction
Deciding whether a time series has a structural change is tremendously important for forecasters and policymakers. If the data generating process (DGP) changes in ways not anticipated, then forecasts lose accuracy. In the real world, not only historical analysis but also real-time analysis should be performed, because new data arrive steadily and the data structure changes gradually. Given a previously estimated model, the arrival of new data presents the challenge of whether yesterday's model can explain today's data. This is why real-time detection of structural change is an essential task. Such forward-looking methods are closely related to the sequential test in the statistics literature but receive little attention in econometrics except for Chu, Stinchcombe, and White (1996) and Leisch, Hornik, and Kuan (2000) . Chu et al. (1996) has proposed two tests for monitoring potential structural changes: the fluctuation and CUSUM monitoring tests. In their fluctuation test, when new observations are obtained, estimates are computed sequentially from all available data (historical and newly Kosei Fukuda is Associate Professor of Economics at Nihon University, Japan. He has served as an economist in the Economic Planning Agency of the Japanese government (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) . Email: fukuda@eco.nihon-u.ac.jp obtained sample) and compared to the estimate based only on the historical sample. The null hypothesis of no change is rejected if the difference between these two estimates becomes too large. One drawback of their test is however that it is less sensitive to a change occurring late in the monitoring period. Leisch et al. (2000) proposed the generalized fluctuation test which includes the fluctuation test of Chu et al. (1996) as a special case and shown that their tests have roughly equal sensitivity to a change occurring early or late in the monitoring period. Two drawbacks of their test are however that there is no objective criterion in selecting the window sizes, and that it has low power in the case of small samples.
In this article, a model-selection-based monitoring of structural change is presented. The existence of structural change is examined, not by hypothesis testing but by model selection using a modified Bayesian information criterion proposed by Liu, Wu, and Zidek (1997) . Liu et al. (1997) presented segmented linear regression model and proposed model-selection method in determining the number and location of changepoints. Their criterion has been applied to examine what happened in historical data sets while it has not been applied to examine what happens in real time.
Therefore this criterion is applied to monitor structural change. In this method, whether the observed time series contains a structural change is determined as a result of model selection from a battery of alternative models with and without structural change.
Another contribution of this article is the introduction of minimum length of each segment ( L ). Liu et al. (1997) pay little attention to this topic and make the minimum length equivalent to the number of explanatory variables. This possibly leads to over-fit problem in samples. In order to overcome this problem, 0 1 = L is set arbitrarily and practically in simulations and obtain better performance than the Liu et al. method.
The rest of the article is organized as follows. The hypothesis-testing method and the model-selection method are reviewed briefly. Next, simulation results are shown to illustrate the efficacy of the proposed method. Finally, conclusions and discussions are presented.
Methodology Leisch et al. (2000) 
They propose tests on the maximum and range of the fluctuation of moving estimates:
The following asymptotic results are obtained:
where
In contrast with the boundary-crossing probability of (4) 
So, LWZ and YAO differ in the severity of their penalty for overspecification. In general, in model selection, a relatively large penalty term would be preferable for easily identified models.
A large penalty will greatly reduce the probability of overestimation while not unduly risking underestimation. Because the optimal penalty is model dependent, however, no globally optimal pair of ( 0 0 ,δ c ) can be recommended.
In subsequent simulations, some alternative pairs of ( 0 0 ,δ c ) are considered and compared in selecting structural change models. In the model-selection method using the LWZ criterion in the case of possibly one structural change, for example, the following procedure is carried out. First, the OLS estimation for no structural change model ( 0 = m in equ. 10) is performed, and the LWZ value is stored. Next the OLS estimations for one structural change models obtained by changing the changepoint on the condition of (11) are carried out, and the LWZ values are stored. Finally, the best model is selected using the minimum LWZ procedure from alternative models with and without structural change. The number of replications is 1,000. Table 1 shows frequency counts of selecting structural change models using the Liu et al. information criterion. [ τ T However, the DGP for examining empirical power is not the same as DGP2. The mean changes from 2.0 to 2.8 at
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One fundamental difference between the Leisch et al. method and the proposed method is whether the changepoint is estimated. In the Leisch et al. method, the changepoint estimation cannot be performed. In order to do so, another step is needed. As in Chu et al. (1996) , for example, it is possible to define the changepoint by the point at which the maximum of the LR statistics is obtained for the period from the starting point to the first hitting point. In contrast, the proposed method presents not only the first hitting point but also the changepoint simultaneously. This is because in the proposed method, from a battery of alternative models obtained by changing the changepoint on the condition of (11), including no structural change model, the best model is selected in each monitoring point. Therefore, the proposed method is very computer intensive. Table 2 shows frequency counts of selecting structural change models. In the cases of structural change, the proposed method using the LWZ criterion ( 10 = L ) outperforms other hypothesis-testing methods, particularly in the late change case. The max -ME, and range -ME tests with small window sizes of 4 1 = h and 2 1 = h shows poor performances in small samples.
More interesting features are shown in Table 3 . Concerning the mean of detection delay, the proposed method using the LWZ criterion ( 10 = L ) significantly outperforms other hypothesis-testing methods. One fundamental drawback of the Leisch et al. method is that it remains unknown how small h should be. The smaller h is used, the quicker detection is obtained, but the lower power is also realized.
Conclusion
In this article, a model-selection-based monitoring of structural change was presented. The existence of structural change was examined not by hypothesis testing but by model selection using a modified Bayesian information criterion proposed by Liu, Wu, and Zidek (1997) . It was found that concerning detection accuracy and detection speed, the proposed method shows better performance than the hypothesis-testing method of Leisch, Hornik, and Kuan (2000) .
This model-selection-based method has two advantages in comparison to the hypothesistesting method. First, by the introduction of a modified Bayesian information criterion, the subjective judgment required in the hypothesistesting procedure for determining the levels of significance is completely eliminated, and a semiautomatic execution becomes possible. Second, the model-selection-based method frees time series analysts from complex works of hypothesis testing. In order to provide better data description, different alternative models should usually be considered by changing the number of structural changes. In the conventional framework of hypothesis testing, however, different alternative models lead to different test statistics (Bai & Perron, 1998 ). In the model-selection method, any model change can be made very simply and the performance of the new model is evaluated consistently using the information criterion. CP T m a x -R E Table 2 . Frequency counts of selecting structural change models YAO LWZ max-ME range-ME Liu, J., Wu, S., Zidek, J. V. (1997). On segmented multivariate regressions. Statistica Sinica, 7, 497-525. Schwarz, G. (1978) . Estimating the dimension of a model. Annals of Statistics, 6, 461-464. Yao, Y.-C. (1988) . Estimating the number of change-points via Schwarz' criterion. Statistics and Probability Letters, 6, 
