Supplementary Figures
. The experiment result of using different activation functions (ReLU, PReLU and ELU) Figure S3 . The concentration distribution results of five different parameter and geometry configurations are compared with the same boundary condition (u 1 = 2/3, u 2 = u 3 = u 4 = 0). (A, B) The same geometry without hole; and (C-E) different geometries with the hole at different locations. For each configuration, the ground truth results and predicted results are shown in the top row and the bottom row, respectively. The average error of each result is compared to illustrate that high K/D value and the existence of the hole decreases the accuracy of the prediction. Average error: 3.04% Figure S5 . Statistical accuracy of CNN model evaluated on the test dataset.
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Ground truth Prediction Error 29.86% 29.92% 29.97% 29.95% 30.01% Figure S6 . Five worst prediction results on the test dataset. The ground truth results and the predicted results are shown in the top row and the bottom row, respectively. Figure S7 . The simplified CNN with encoder-decoder architecture. Blue and green arrows represent encoding and decoding, respectively. A representative output for each layer is shown for both encoding and decoding layers. 
