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Les microARN (miARN) sont des petits ARN non-codants pour des protéines qui permettent 
d’inhiber la traduction d’ARN messagers. Pour obtenir un miARN, un gène de miARN passe à 
travers une voie de maturation dans laquelle il sera coupé à deux reprises par les enzymes 
Drosha et Dicer. Pour interagir avec les enzymes, les gènes de miARN possèdent une structure 
générale en tige-boucle. Cependant, les détails de cette structure sont encore peu connus. 
L’objectif principal de ce projet était d’établir s’il y a une relation entre l’efficacité de 
maturation et la dynamique de la structure. Pour cela, l’efficacité de maturation de plusieurs 
variants de miARN a été évaluée par Northern Blot. La dynamique de la structure a été 
mesurée par un programme informatique à partir de l’information de la séquence. Une 
corrélation de 0,74 avec une valeur p de 0,02206 a été obtenue entre les dynamiques et les 
ratios d’efficacités de maturation de miARN. Cette corrélation est supérieure à celle obtenue 
basée sur l’énergie libre des structures prédites les plus stables qui n’atteignent pas 0,6. Les 
mutants de miR128-1 et miR188 ont été découverts comme diminuant la maturation. De plus, 
les mutants de miR125a, miR188 et miR330 affectent le site de clivage de Drosha. Une 
meilleure connaissance de la dynamique de l’ARN impliquée dans la maturation permettrait 
de définir l’impact des mutations dans les séquences de miARN ou encore de prédire les 
séquences pouvant générer des miARN. 
Mots-clés : ARN, miARN, maturation, Dicer, Drosha, structure, dynamique, Northern Blot 
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Abstract 
MicroRNAs (miRNAs) are small non-coding RNAs, which can inhibit target messenger 
RNAs translation. In order to obtain a miRNA, two enzymes, Drosha and Dicer cut the gene 
of miRNA. The RNA interacts with the proteins by its general hairpin structure. However, the 
details of the structure are still missing. The objective of this project is to establish if there is a 
relation between the efficiency of maturation and the RNA’s structural dynamics. In order to 
do this, the maturation efficiency of miRNA variants is measured by Northern Blot. The 
structural dynamics is measured by a program assessing the information of the sequence. The 
correlation between the dynamics and the maturation efficiency of the miRNA is 0.74 with a 
p-value of 0.02206. This correlation is superior to those based on free energy, which does not 
reach 0.6. The tested mutants of miR128-1 and miR188 have inhibited maturation; also, those 
of miR125a, miR188 and miR330 have modified the cleavage site of Drosha. A better 
knowledge of the dynamic structure involved in maturation would help define the impact of 
miRNA mutation or to predict sequences that are able to generate miRNAs. 
Keywords: RNA, miRNA, maturation, Dicer, Drosha, structure, dynamic, Northern Blot 
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1 Introduction et revue de littérature 
Le dogme central de la biochimie stipule que l’ADN est transcrit en ARN, qui à son tour est 
traduit en protéine. Dans ce dogme, l’ARN sert d’intermédiaire entre l’ADN, le support de la 
mémoire génétique et les protéines, les effecteurs cellulaires. Cependant, l’ARN est un 
constituant très important de la cellule dont on découvre de plus en plus de fonctions. L’ARN 
est passé du simple intermédiaire à une molécule pouvant aussi effectuer des réactions 
enzymatiques comme le montre les ribozymes [1] et servir aussi de code génétique comme le 
montre le Virus d’Immunodéficience Humaine (VIH) [2]. Plusieurs chercheurs émettent 
l’hypothèse que le premier monde était fait d’ARN [3] de par sa versatilité. Le monde des 
ARN s’agrandit de plus en plus par la découverte de l’utilité des différents ARN non-codants. 
Beaucoup d’ARN non-codants servent entre autres à réguler l’expression des gènes, dont les 
microARN (miARN) des petits ARN non-codants servant à inhiber la traduction d’ARN 
messagers (ARNm).  
Ce mémoire a pour but d’évaluer l’efficacité de maturation de transcrits primaires de miARN 
(pri-miARN) en miARN en effectuant une comparaison avec la dynamique de la structure 
évaluée par prédiction informatique. En introduction, la production des miARN sera décrite 
dans le but de comprendre quelles informations sont connues des multiples joueurs intervenant 
dans le processus et sur la structure de l’ARN impliquée. Puis, une revue des différentes 
techniques expérimentales sera effectuée pour brosser un tableau des diverses approches 
possibles. Finalement, l’hypothèse et les objectifs seront présentés avant de poursuivre avec 
les résultats et la discussion.  
1.1 Petits ARN et régulation post-transcriptionnelle 
1.1.1 Les miARN 
Les miARN ont été découverts en 1993 par Victor Ambros à l’École Médicale de l’Université 
du Massachussets (UMASS) [4]. Ce sont des petits ARN non-codants (environ 22 nt) qui sont 
capables d’inhiber la traduction d’un ARNm par appariement semi-complémentaire à un site 
appelé élément de réponse du messager (MRE). L’appariement se fait au sein du complexe du 
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silence induit par ARN (RISC) [5] principalement à l’aide de protéines appelées Argonaute 
(Ago) [6, 7]. Ces protéines permettent le recrutement des ARN et protéines nécessaires pour 
induire l’inhibition de la traduction [7, 8]. Il existe divers mécanismes d’inhibition et le choix 
dépend de l’isoforme d’Ago utilisé et de l’hybridation à la cible. L’humain possède 4 
isoformes différents et chacun semble posséder son propre mode d’action [9, 10]. Ago2 est la 
seule protéine Argonaute humaine possédant une activité catalytique qui lui donne la capacité 
de cliver le duplexe ARNm-siARN en présence d’une complémentarité parfaite [11, 12]. La 
majorité du temps, l’appariement est partiellement complémentaire, comme le montre le 
modèle du germe («seed») qui décrit que la sélection du MRE est effectuée principalement par 
les nucléotides de 2-8 [13]. Lors d’un tel appariement, l’ARNm est envoyé vers sa dégradation 
par déadénylation et décoiffage [10]. Tout au long du mémoire, une attention plus particulière 
a été portée à la manière dont ils sont produits. 
1.1.2 Les siARN 
Les siARN sont les cousins des miARN. Ils ont été découverts peu de temps après les miARN 
[14]. Ceux-ci possèdent aussi une longueur approximative de 22 nt et permettent aussi 
l’inhibition de la traduction d’un ARNm. La différence majeure entre les deux est leur 
mécanisme d’action. Un siARN, contrairement au miARN, s’apparie de façon parfaitement 
complémentaire au MRE du messager ciblé, ce qui favorise la voie de la dégradation par Ago2 
[15]. Les siARN peuvent être introduits dans la cellule par transfection directe sous forme de 
duplexe de siARN ou par expression sous la forme de shARN [16] qui possède une structure 
similaire au précurseur de miARN (pré-miARN), qui seront présentés plus loin. Dans le cas du 
shARN, l’ARN est clivé par Dicer pour obtenir un siARN.  
Les siARN ne feront pas l’objet de beaucoup d’attention dans ce mémoire. Cependant, de par 
leur similarité, plusieurs études sur ceux-ci sont pertinentes et seront abordées pour mieux 
comprendre le fonctionnement de certains mécanismes. 
1.2 La voie de la maturation des miARN 
Pour obtenir un miARN, un gène de miARN appelé le pri-miARN doit passer à travers la voie 
de la maturation des miARN. Le pri-miARN est clivé à deux reprises pour obtenir un miARN. 
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La majorité des pri-miARN emploie la voie canonique de la maturation des miARN, dans 
laquelle les clivages sont générés par Drosha et Dicer, deux RNase III. Il existe d’autres 
manières pour la cellule d’obtenir un miARN, celles-ci sont regroupées dans l’ensemble des 
voies non-canoniques. Ces voies ne sont employées que par une minorité de miARN et seront 
brièvement décrites plus loin. 
1.2.1 La voie canonique 
 
Figure 1. Voie canonique de la maturation des miARN. Le pri-miARN est transcrit de l’ADN 
par Pol II. Il est ensuite clivé par le microprocesseur (Drosha-DGCR8) en pré-miARN, puis exporté 
vers le cytoplasme par EXP5-Ran-GTP. Dicer clive le pré-miARN en un duplex de miARN, dont un 
brin est chargé dans une protéine Ago pour inhiber la traduction d’un ARNm et dont l’autre brin, 
appelé passager peut être dégradé. 
La voie canonique (Figure 1) est la principale voie de maturation des miARN. Les pri-miARN 
sont principalement transcrits par l’ARN polymérase II (Pol II) [17] et parfois par l’ARN 
polymérase III (Pol III) [18]. Le pri-miARN est muni généralement d’une coiffe et d’une 
queue poly(A) [17, 19]. Il possède aussi une structure en tige-boucle, dont la tige contient les 
futurs miARN matures. Dans le noyau de la cellule, cette structure est reconnue par le 
complexe du microprocesseur, constitué de Drosha [20, 21], une RNase III, et de son cofacteur 
DGCR8 (DiGeorge syndrome Chromosome Region 8) [21-25]. Drosha clive les deux brins de 
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la tige-boucle vers sa base. Le pré-miARN est alors obtenu. Il possède une structure en tige-
boucle avec un surplomb de 2 nt en 3’. Le pré-miARN est par la suite reconnu par le complexe 
Exportine 5 (EXP5) -Ran-GTP [26, 27] chargé de son transport vers le cytoplasme. En 
absence de ce complexe, un ensemble de miARN peut continuer d’être exporté, par contre les 
mécanismes sont encore inconnus [28]. Dans le cytoplasme, Dicer [29], une autre RNase III, 
reconnaît le pré-miARN et clive les 2 brins de la tige-boucle à la base de la boucle laissant 
duplex d’ARN d’environ 22 nt. Un des deux brins est le miARN mature qui est chargé dans 
une protéine Argonaute (Ago) [30] pour inhiber la traduction d’un ARNm, l’autre est le brin 
passager qui serait dégradé [31, 32]. 
1.2.2 Les voies non-canoniques 
Ils existent plusieurs voies non-canoniques de maturation des miARN (Figure 2). Celles-ci 
peuvent être classées sous 3 types : indépendant du Microprocesseur, indépendant de Dicer et 
dépendants de TUTase. Les voies non-canoniques sont brièvement décrites dans la prochaine 
section à titre d’information, cependant pour une description plus approfondie il est possible 
de se référer aux revues suivantes : [33-35]. 
1.2.2.1 Indépendante du Microprocesseur  
Dans ce type de voies non-canoniques, le clivage par le microprocesseur est remplacé par un 
autre processus pour générer le pré-miARN.  
1.2.2.1.1 Mirtron 
Les Mirtrons sont une classe de miARN situés dans des introns d’ARNm qui utilisent le 
splicéosome pour générer le pré-miARN [36, 37]. Celui-ci est exporté vers le cytoplasme à 
l’aide d’EXP5, où le pré-miARN est ensuite clivé par Dicer.  
1.2.2.1.2 miARN dérivés des snoARN (petits ARN nucléolaires) 
Les snoARN sont des petits ARN présents dans le nucléole des cellules. Ces ARN peuvent 
interagir avec des Ago et interférer avec l’expression des gènes au niveau de l’ARNm [38]. Le 
snoARN ACA45 humain possède une structure avec 2 tiges-boucles, qui chacune ressemble à 
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la structure des pré-miARN [39]. ACA45 serait exporté d’une quelconque manière vers le 
cytoplasme où il serait reconnu par Dicer et clivé.  
1.2.2.1.3 miARN dérivés d’ARNt 
Il a été découvert que certains ARNt ou précurseurs d’ARNt (pré-ARNt) permettaient de 
générer des miARN. Le premier cas est celui de pré-ARNt Ile/miR1983 qui peut avoir deux 
formes [40]. La première structure est celle en trèfle («cloverleaf») typique des ARNt qui sont 
reconnus par la RNase Z pour générer un ARNt fonctionnel. La deuxième structure est une 
tige-boucle reconnue par Dicer. Des pré-miARN reconnus par Dicer peuvent aussi être 
générés comme un sous-produit du clivage du pré-ARNt par la RNase Z [41-43]. Le cas le 
mieux caractérisé est celui du γ-virus de l’herpès murin 68 (MHV68) [44, 45], où le pré-ARNt 
possède 2 tiges-boucles en 3’ en plus de sa structure en trèfle. La RNase Z permet de faire 2 
clivages consécutifs des tiges-boucles, ce qui génère 2 pré-miARN et un ARNt. 
1.2.2.1.4 Endo-shARN 
Les cellules expriment des ARN endogènes qui ressemblent aux shARN [40]. Ces ARN qui, 
possèdent déjà une structure similaire au pré-miARN après transcription ou sont clivés par une 
enzyme inconnue qui remplace l’étape de Drosha. L’exemple le mieux caractérisé est celui de 
miR320 [46], qui après transcription par Pol II est exporté par Exportine 1 vers le cytoplasme 
pour être clivé par Dicer. 
1.2.2.2 Indépendante de Dicer  
Il existe seulement une voie connue pour éviter le clivage par Dicer. Cette voie est aussi 
appelée la voie de miR451[47], car il est le seul miARN connu comme l’employant. Le 
pri-miR451 est clivé par le microprocesseur et exporté par EXP5. Dans le cytoplasme, le 
pré-miR451 est reconnu et clivé par Ago2. L’emploi d’Ago2 serait causé par une tige-boucle 
trop courte pour être reconnue par Dicer. Ago2 clive un lien sur le brin 3’ de la tige. Ceci 
génère un brin d’environ 30 nt. Pour atteindre 22 nt, celui-ci est coupé davantage par une 
ribonucléase poly(A) spécifique (PARN) [48]. 
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Figure 2. Voies de maturations non-canoniques. Voies dépendantes du microprocesseur : les 
MiRtrons [36, 37], les dérivés de snoARN [39] et d’ARNt [40, 44, 45] et endo-shARN [46]; la voie 
indépendante de Dicer [47]; et la voie dépendante de TUTase [49]. Les flèches rouges indiquent 
l’emplacement des clivages par les différentes enzymes. 
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1.2.2.3 Dépendante de la Transférase d’Uridyl Terminal (TUTase)  
Ce type de voie non-canonique diffère très peu de la voie canonique de la maturation et est 
employée par le groupe II de la famille let-7 [49]. Elle nécessite simplement une étape 
supplémentaire pour générer un pré-miARN reconnaissable par Dicer. Le clivage du pri-
miARN par Drosha génère un pré-miARN avec un surplomb de 1 nt en 3’ qui n’est pas 
reconnu par Dicer. Dans le cytoplasme, une TUTase ajoute un U en 3’ générant un pré-
miARN avec un surplomb de 2nt en 3’ qui peut interagir avec Dicer.  
1.3 Les régulateurs de la voie de la maturation 
Avant de décrire plus en profondeur les protéines majeures impliquées dans la maturation 
canonique ainsi que la structure de l’ARN, voici une courte description des autres acteurs 
impliqués, comme les régulateurs et les cofacteurs. L’objectif est de donner une vue 
d’ensemble de tous les facteurs potentiels qui peuvent agir sur la voie.  
1.3.1 Régulateurs de transcription 
La première façon de réguler tout processus est de le faire à la base, soit au niveau de la 
transcription. Les miARN, comme n’importe quel autre transcrit, sont affectés par les 
marqueurs épigénétiques (ex : îlots CpG, acétylation d’histones) [50, 51] ou par les facteurs de 
transcription (ex : p53, MYC) [51, 52].  
1.3.2 Régulateurs au niveau du microprocesseur 
Il existe plusieurs manières de réguler la voie au niveau du microprocesseur. Tout d’abord, il y 
a autorégulation de la voie. Drosha est capable de réduire la quantité de son cofacteur DGCR8, 
en clivant l’ARNm de DGCR8 qui possède des tige-boucles reconnues par Drosha [53, 54]. 
DGCR8 a la capacité de stabiliser Drosha par interaction protéine-protéine [54].  
Il est aussi possible de modifier les protéines pour les réguler. Drosha doit être phosphorylée 
par la kinase de la glycogène synthase (GSK3β) pour être localisée au niveau du noyau [55]. 
L’acétylation de Drosha par une enzyme inconnue permet de prévenir sa dégradation et de la 
stabiliser [56]. L’histone désacétylase 1 (HDAC1) peut désacétyler DGCR8, ce qui augmente 
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son affinité pour les pri-miARN [57]. DGCR8 peut aussi être phosphorylé par une kinase 
régulée par signaux extracellulaires (ERK) pour augmenter sa stabilité [56].  
Pour réguler le processus, il est aussi possible que d’autres protéines agissent comme 
cofacteurs supplémentaires. Des protéines SMAD («Small Mother Against Decapentaplegic» 
ou petite mère contre la protéine décapentaplégique) peuvent augmenter le clivage du 
microprocesseur lorsqu’activé par exemple par le facteur de croissance de tumeur β (TGFβ) 
[58, 59]. La protéine TAR 43 de liaison à l’ADN (TDP-43) est capable d’augmenter la 
stabilité de Drosha [60, 61].  
Le clivage peut aussi être régulé par interaction avec l’ARN lui-même. La ribo-nucléoprotéine 
hétérogène nucléaire A1 (HNRNPA1) [62] et la protéine régulatrice KH de type épissage 
(KSRP) [63] peuvent se lier à la boucle du pri-miARN pour promouvoir le clivage par Drosha. 
La protéine de lignée 28 (LIN28) au contraire, lie la boucle de pri-let7a afin d’inhiber sa 
maturation [64]. Les désaminases d’adénosine agissant sur l’ARN (ADAR) édite l’ARN en 
modifiant une adénosine en inosine, ce qui peut inhiber le clivage par Drosha comme dans le 
cas de pri-miR142 [65, 66]. 
1.3.3 Régulateurs au niveau d’Exportine 5 
Contrairement au microprocesseur et à Dicer, la régulation d’EXP5 est moins étudiée, ainsi 
peu de mécanismes sont connus. Cependant, il a été montré que lors de dommages à l’ADN, 
NUP153 (protéine composant le pore nucléaire) est phosphorylé, ce qui augmente l’interaction 
avec EXP5 et par le fait même l’export du noyau vers le cytoplasme [67]. 
1.3.4 Régulateurs au niveau de Dicer 
Comme dans le cas du microprocesseur, il y a autorégulation de la voie au niveau de Dicer. 
L’ARNm de Dicer est exporté vers le cytoplasme uniquement par EXP5 régulant ainsi la 
quantité de Dicer traduit [68]. Dicer peut aussi être régulé par les miARN générés comme 
c’est le cas de let7a qui possède des sites de liaison dans la séquence de l’ARNm de Dicer, ce 
qui crée une boucle de régulation négative [69]. 
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Figure 3. Régulateurs de la voie de la maturation. Illustration des régulateurs (A) du clivage 
par le microprocesseur (Section 1.3.2); (B) de l’export au cytoplasme (Section 1.3.3)  et  (C) du clivage 
par Dicer (Section 1.3.4). P : phosphorylation ; Ac : acétylation. 
Au contraire de Drosha, Dicer est capable de couper ses substrats malgré l’absence de 
cofacteur. Cependant, Dicer interagit avec plusieurs cofacteurs. La protéine liante de l’ARN 
de VIH-1 TAR (TRBP) [70-74] est le plus important de ceux-ci et est souvent inclus comme 
un joueur de la maturation pratiquement au même niveau que DGCR8. Le deuxième est la 
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protéine activatrice de la protéine kinase induite par interféron (PACT) [70, 71, 75]. Les deux 
protéines en dehors de la maturation sont reconnues pour agir lors d’infection virale. PACT 
permet d’activer la production d’interféron par activation de la protéine kinase R (PKR), alors 
que TRBP l’inhibe [70, 71]. En général, TRBP augmente l’efficacité de clivage de Dicer, 
malgré quelques contre-exemples, suggérant que TRBP altère la conformation de Dicer pour 
la rendre plus efficace pour cliver les pré-miARN [72, 76]. Le rôle de PACT quant à lui n’est 
pas encore compris. Similairement, Loquacious (ou Loqs) chez Drosophila melanogaster 
interagit avec Dicer1 [77-79]. Cependant, Loqs est jugé comme essentiel au clivage 
contrairement à TRBP ou PACT qui malgré leur rôle important ne sont pas nécessaires. 
Puisque TRBP est un cofacteur important de Dicer, sa régulation peut aussi être essentielle. 
TRBP peut être phosphorylé par ERK ce qui augmente en général la production de miARN et 
diminue celle de let7 [80]. 
Comme pour le pri-miARN, le clivage du pré-miARN peut être contrôlé par interaction avec 
l’ARN. TDP-43 [61] et KSRP [63] peuvent se lier à la boucle pour promouvoir le clivage par 
Dicer. Comme dans le cas du pri-miARN, LIN28 peut interagir avec la boucle de pré-let7 pour 
inhiber le clivage par Dicer et ainsi promouvoir une poly-uridylation induite par des TUTase 
[64, 81, 82]. La queue poly(U) empêche le clivage par Dicer en plus de rediriger le pré-
miARN vers la dégradation. Les ADAR peuvent aussi éditer les pré-miARN en modifiant leur 
A en I ce qui diminue la maturation, comme dans le cas de pré-miR151 [83]. La 
méthyltransférase du 5’monophosphate de pré-miARN (BCDIN3D) a la capacité de 
O-méthyler les pré-miARN sur leur 5’ phosphate pour inhiber le clivage de Dicer [84]. La 
protéine 1 induite par la protéine chimiotactique du monocyte (MCPIP1) [85] et 
l’endonucléase IRE1α (protéine requérant de l’inositol 1 α) [86] sont capables de cliver la 
boucle des pré-miARN pour accélérer leur dégradation. 
1.4  Protéines impliquées dans la voie canonique de la maturation 
Dans la section suivante, une description plus détaillée de la fonction et de la structure pour 
chaque protéine impliquée dans la voie canonique de la maturation sera effectuée. 
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1.4.1 RNase III 
Les deux enzymes impliquées dans la maturation canonique sont Drosha et Dicer. Les deux 
font partie d’une classe d’enzymes appelée les RNase III. Pour simplifier la description des 
deux enzymes, il est nécessaire de décrire ce type d’enzyme. 
Comme leur nom l’indique, les RNase III sont une classe d’enzymes qui coupe l’ARN. Plus 
spécifiquement, ce sont des endonucléases à ARN double brin (ARNdb). Pour être classifiée 
parmi les RNase III, une protéine doit posséder minimalement un domaine RNase III 
(domaine de l’activité catalytique) et un domaine de liaison à l’ARNdb (dsRBD pour « double 
stranded RNA Binding Domain») [87, 88]. Les RNase III sont divisées en trois classes [87, 
88]. La première classe est constituée de celles retrouvées majoritairement chez les bactéries et 
les levures. Elle possède un domaine RNase III et un domaine dsRBD. La deuxième classe, 
dont Drosha fait partie, possède 2 domaines RNase III et un domaine dsRBD. La troisième 
classe est constituée d’enzymes ayant deux domaines RNase III, 1 dsRBD et un domaine PAZ 
(PIWI Argonaute Zwille). Cette classe est aussi appelée la famille de Dicer. Les classes 2 et 3 
sont présentes principalement chez les eucaryotes[89]. 
Chaque domaine RNase III a la capacité d’hydrolyser un lien phosphodiester, générant une 
extrémité 3’OH et 5’PO4. Le domaine RNase III possède une séquence consensus à son site 
catalytique qui lui permet de lier 2 cations divalents (généralement des ions Mg2+) qui aident à 
la catalyse et à la stabilisation de l’homodimérisation[88]. L’homodimérisation des domaines 
RNase III est nécessaire pour le clivage. Dans le cas de la classe 1, l’homodimérisation 
s’effectue entre 2 protéines, alors que dans le cas des classes 2 et 3, l’homodimérisation est 
intramoléculaire puisqu’elles possèdent deux domaines. La surface d’interaction des domaines 
est basique pour interagir avec les phosphates de l’ARNdb. 
Un mécanisme d’action des RNase III a été plus amplement décrit à l’aide de la structure 
cristalline d’un homodimère de RNase III de Thermotoga maritima sans ARNdb (PDB 1O0w) 
et celui d’Aquifex aeolicus avec ARNdb (PDB 2NUG) [90] (Figure 4). La structure montre 
que les deux domaines RNase III interagissent ensemble sans ARN au niveau de leur surface 
d’interaction avec l’ARNdb, alors que les dsRBD sont étendus vers l’extérieur (Figure 4.A). 
Lorsqu’il y a liaison à l’ARNdb, les dsRBD se replient pour interagir avec l’ARNdb (Figure 
4.B). Une étude [91] a montré que les étapes de l’interaction se feraient comme suit. Tout 
 12 
d’abord, un dsRBD interagirait avec l’ARNdb, suivi d’une interaction avec les domaines 
RNase III, puis un repliement du deuxième dsRBD.  
 
Figure 4. Structure cristalline de RNase III sans ou en présence d’ARNdb. Figure tirée et 
adaptée d’une revue de littérature [88]. (A) Structure de 2 RNases III de Thermotoga maritima (PDB 
1O0w) [90] avec en vert les domaines RNase III et en orange les domaines dsRBD; (B) Structure de 2 
RNases III d’Aquifex aeolicus en présence d’un ARNdb (PDB 2NUG) [90] avec les ions Mg2+ en rose, 
l’ARN en gris et le même code de couleur qu’en (A). 
Pour l’ensemble de la famille des RNases III, l’assemblage des domaines catalytiques 
s’effectue de façon opposée, ce qui fait que les deux sites catalytiques ne sont pas parfaitement 
alignés, créant un décalage qui génère un surplomb de 2 nt en 3’. Les cristallographies des 
homodimères de RNase III [90] (Figure 4), ainsi que de Drosha humain [92] (Figure 5.B) et de 
Dicer de Giardia intestinalis [93] (Figure 7.B) montrent qu’effectivement la distance entre les 
deux sites catalytiques est bien d’un tour de 2 nt. 
1.4.2 Le complexe du microprocesseur 
Comme décrit auparavant, le microprocesseur est constitué de Drosha et DGCR8 et constitue 
la première étape de la maturation dans le noyau [5].  
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1.4.2.1 Drosha 
Drosha est une RNase III. Elle est constituée de 2 domaines RNase III, 1 domaine dsRBD, une 
région riche en proline (P-rich) et une région riche en arginine et sérine (RS-rich) (Figure 
5.A). Il a été montré que les domaines minimaux pour le fonctionnement de Drosha sont les 2 
domaines RNase III et le dsRBD [21, 24]. La région RS-rich lui sert de signal de localisation 
nucléaire (SLN) [21, 24].  
Récemment, la structure de Drosha humain a été élucidée par cristallographie [92] (Figure 
5.B). Pour obtenir le cristal, un fragment de Drosha (acide aminé 390-1365) avec 2 hélices de 
la queue du C-terminal (CTT) de DGCR8 a été utilisé. Ce complexe est actif et empêche 
l’agrégation de Drosha [94]. La structure obtenue est comparable à celle de Dicer Giardia 
intestinalis [93] (Figure 7) qui est décrite à la section 1.4.4 et a mené à l’appellation de 
certains domaines par homologie à celle-ci. 
Les deux domaines RNase III de Drosha sont homodimérisés de manière typique à la famille 
des RNase III. Chacun des domaines interagit avec une hélice CTT de DGCR8 qui sont en 
orientation asymétrique l’une par rapport à l’autre. Le dsRBD se situe à proximité du domaine 
RNase IIIb et semble avoir une liberté de mouvement pour probablement lui permettre de 
mieux interagir avec l’ARNdb. La cristallographie a permis principalement de mettre en 
lumière la région entre les domaines RNase III et la région RS-rich qui est importante dans 
l’activité de Drosha. Dans cette région, des domaines similaires au connecteur, à la plateforme 
et au domaine PAZ de Dicer sont observés. Le connecteur permet de joindre la plateforme aux 
domaines RNases III. La plateforme jouerait le rôle d’une règle moléculaire pour déterminer 
l’emplacement du site de clivage. Cette sélection s’effectuerait à l’aide d’une bosse située à 
28Å des sites de clivage (~11 pb) qui bloquerait l’ARNdb par encombrement stérique. La 
plateforme de Drosha est aussi plus grande que celle de Dicer et contient 2 doigts de Zinc. Le 
domaine similaire à PAZ est appelé ainsi de par sa forme globulaire et son emplacement dans 
la structure qui suggère une fonction équivalente au domaine PAZ retrouvé chez Dicer. Le 
domaine pourrait donc aider à ancrer le substrat pour définir l’endroit du clivage. Ce type de 
domaine est plus amplement décrit dans la partie sur Dicer, car il y est mieux caractérisé. 
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Figure 5. Structure du Microprocesseur. Adaptation et actualisation du schéma linéaire des 
domaines de Drosha [92, 95]; (B) structure cristalline du fragment de Drosha de 390-1374 avec 2 
hélices CTT de DGCR8 (PDB 5B16) [92] (figure adaptée) avec les CTT en mauve, le domaine 
RNaseIIIb en jaune, le RNase IIIa en turquoise, le dsRBD en bleu foncé, le connecteur en rouge, la 
plateforme en vert, le domaine similaire à PAZ en orange, les ions Zn2+ en jaune et les sites 
catalytiques indiqués en noir et rouge; (C) adaptation et actualisation du schéma linéaire des domaines 
de DGCR8 [95]; (D) structure cristalline de DGCR8 (PDB 2YT4) [96] avec le dsRBD2 à gauche et le 
dsRBD1 à droite, les régions bleue, rouge et jaune sont conservées contrairement aux vertes.  
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1.4.2.2 DGCR8 
DGCR8 est formé de 2 dsRBD et d’une région riche en tryptophane (WW) (Figure 5.C). 
L’hypothèse initiale a d’abord été que Drosha agissait seul pour cliver le pri-miARN de par la 
présence d’un domaine dsRBD. Cependant, il a été rapidement démontré que Drosha nécessite 
un cofacteur pour pouvoir s’attacher à son substrat que ce soit DGCR8 dans les cellules 
humaines [23] ou Pasha son homologue chez D. melanogaster [22]. Le signal de localisation 
nucléaire de DGCR8 est donné par une séquence présente dans son N-terminale. De plus, le 
CTT de DGCR8 sert à interagir avec Drosha. 
La structure de DGCR8 a été élucidée [96] (Figure 5.D). La structure des 2 dsRBD est 
constituée d’un motif αβββα. Les hélices α permettraient d’interagir avec le sillon mineur de 
l’ARNdb, alors que les brins β interagiraient avec les phosphates des sillons majeurs. De plus, 
les 2 domaines sont assemblés de manière quasi-symétrique permettant l’augmentation de 
l’interaction avec la partie double brin du pri-miARN.  
Il a aussi été démontré que DGCR8 pouvait former un dimère par sa région WW [97], qui 
permet de lier l’hème [98]. Cette information semble corréler avec la formation du 
microprocesseur in vivo, puisque le poids moléculaire du microprocesseur après précipitation 
concorde avec les poids cumulés de Drosha et de 2 DGCR8 [21]. La liaison à l’hème 
permettrait de promouvoir la dimérisation de DGCR8 et le clivage du pri-miARN. Certains 
pensent que DGCR8 pourrait même se trimériser en présence d’hème [98, 99]. 
La cristallographie de Drosha avec deux hélices CTT [92] (Figure 5.B) a montré que DGCR8 
s’attache à Drosha via son CTT sur un des domaines RNase III. De plus, la disposition 
asymétrique des deux CTT semble permettre la dimérisation de deux DGCR8 en plus de 
probablement diminuer l’encombrement stérique lors de l’interaction avec le pri-miARN.  
Il a aussi longtemps été pensé que Drosha nécessitait DGCR8 principalement pour la 
reconnaissance du substrat, cependant le CTT de DGCR8 qui ne se lie aucunement à l’ARNdb 
permet d’avoir un Drosha fonctionnel. Les CTT préviendraient la formation d’agrégat de 
Drosha [92, 94]. L’autre section de DGCR8 ainsi que sa dimérisation augmenterait l’efficacité 
de clivage et empêcherait le clivage du pri-miARN dans la mauvaise orientation. 
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1.4.2.3 Assemblage du microprocesseur avec le substrat 
Un autre aspect important pour comprendre le fonctionnement du microprocesseur est son 
assemblage. Plusieurs modèles ont été proposés au cours des années [24, 100, 101]. La 
cristallographie de Drosha [92] (Figure 5.B) a permis d’élucider en bonne partie l’assemblage 
du microprocesseur. Entre autres, les domaines RNase III de Drosha et le CTT de chacun des 
DGCR8 interagissent grâce à une interface hydrophobe à leur surface. La cristallographie 
propose un modèle où le microprocesseur interagit avec la base de la tige du pri-miARN via la 
plateforme et le domaine similaire à PAZ de Drosha, avec le site de coupure via les domaines 
RNases III et avec la boucle via un dimère de DGCR8. Cependant, l’ordre des étapes 
d’assemblage du microprocesseur ainsi que les mécanismes de reconnaissance du pri-miARN 
ne sont toujours pas connus.  
1.4.3 Exportine 5 
Lorsque le pré-miARN est obtenu du microprocesseur, celui-ci est reconnu par le complexe 
EXP5-Ran-GTP pour son exportation vers le cytoplasme [26, 27, 102].  
Le mécanisme de transport est le même que pour les exportines en général. Celui-ci se fait en 
3 étapes principales [103] (Figure 6.C). La première consiste en la liaison du cargo. Dans le 
cas d’EXP5, le cargo est un ARNdb. Pour pouvoir lier son cargo, EXP5 se lie simultanément à 
Ran-GTP. Ceci est rendu possible grâce à sa grande concentration dans le noyau par la 
présence de facteur d’échange de guanine (GEF) qui régénère constamment Ran-GTP. Sous 
cette forme, le complexe EXP5-Ran-GTP-ARNdb est capable de sortir du noyau via un pore 
nucléaire. Dans le cytoplasme, le cargo est relâché par l’hydrolyse du GTP en GDP par Ran 
qui est une GTPase activée par les protéines activatrices de GTPase (GAP). 
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Figure 6. Structure et mécanisme de transport par Exportine 5. (A) Schéma linéaire des 
domaines d’EXP5 avec en bleu le 15ème motif HEAT; (B) Adaptation de la figure de la structure 
cristalline du complexe EXP5-Ran-GTP-pré-miR30 (PDB 3A6P) [104] avec EXP5 en rose et son 
motif HEAT15 en bleu, Ran-GTP en mauve, pré-miR30 avec sa boucle apicale en gris et sa tige avec 
le squelette en rouge et les bases en vert ; (C) Mécanisme d’exportation du pré-miARN par EXP5 et 
Ran-GTP avec Pi pour phosphate inorganique.  
Il a été démontré à l’aide d’anticorps anti-EXP5, que le transport des pré-miARN est effectué 
principalement par EXP5 contrairement à d’autres sortes d’ARN avec région double brin qui 
l’utilisent, tels que les ARNt qui possèdent d’autres moyens d’arriver dans le cytoplasme[27]. 
Le fonctionnement du complexe a été en majeure partie élucidé par la cristallographie du 
complexe EXP5-Ran-GTP-pré-miR30a [104] (Figure 6B). La cristallographie a été réalisée 
grâce à la stabilisation de la conformation liée au GTP de Ran. EXP5 est constituée d’une 
répétition de 20 motifs HEAT (Huntingtin, facteur d’Élongation 3, protéine phosphatase 2 et 
TOR1) (Figure 6A) qui forme des hélices α. La tige-boucle de pré-miR30a est en 
conformation hélicoïdale de type A. La cristallographie montre qu’il y a présence d’acides 
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aminés basiques au niveau des sites d’interaction avec le pré-miARN pour interagir avec les 
charges négatives des phosphates. La structure montre aussi que le pré-miARN est 
pratiquement complètement entouré par EXP5, sauf pour une section où Ran-GTP le recouvre. 
Les auteurs [104] décrivent cette structure comme un gant de baseball, qui permettrait de 
fournir une protection contre la dégradation au pré-miARN. Il semblerait aussi qu’EXP5 
reconnaisse plus spécifiquement l’ARNdb possédant un surplomb de 2 nt en 3’ par la présence 
d’un tunnel basique créé par le motif HEAT 15, où se positionne le surplomb de 2 nt en 3’ du 
pré-miR30a. Celui-ci ne pourrait pas contenir un segment d’ARNdb en raison de 
l’encombrement stérique. Cette spécificité a été confirmée par d’autres études [105, 106], ainsi 
que par les autres substrats d’EXP5 comme les ARNt, l’ARN associé aux virus 1 (VA1) ou 
l’ARN Y1 humain qui possède aussi surplomb de quelques nt en 3’ [102, 107]. La variété de 
substrat montre aussi qu’EXP5 ne semble pas avoir une grande spécificité tant que l’ARN est 
double brin et possède un surplomb de nucléotides en 3’. 
1.4.4 Dicer 
Après export dans le cytoplasme, le pré-miARN est reconnu par Dicer [29]. Dicer est constitué 
de 3 domaines hélicases, d’un domaine DUF283, d’un domaine PAZ, de 2 domaines RNases 
III et d’un dsRBD (Figure 7A). Les domaines hélicases et PAZ seront principalement discutés. 
Les domaines RNase III et dsRBD ayant déjà été discutés dans la section sur les RNaseIII et 
du microprocesseur, ils ne seront pas décrits davantage. Le domaine DUF 283 ne sera pas 
abordé, puisqu’aucune fonction n’est connue jusqu’à ce jour. 
En général, un domaine hélicase sert à dérouler les doubles hélices d’acide nucléique de 
manière ATP-dépendante [108]. De prime abord, on pourrait croire que Dicer utilise ses 
hélicases pour défaire la tige du pré-miARN pour faciliter le clivage. Cependant, le clivage est 
ATP-indépendant chez l’humain [89, 109]. De plus, les hélicases ne sont pas nécessaires pour 
le fonctionnement minimal de Dicer comme le montre des études de mutations [109] ou 
encore l’existence de Dicer sans domaine hélicase chez d’autres eucaryotes [93, 110]. Les 
hélicases ne sont peut-être pas utilisées chez l’humain, cependant ceci n’est pas le cas chez 
toutes les espèces. D. melanogaster possède 2 isoformes de Dicer [111, 112]. Dicer 1 est 
reconnu comme étant spécifique à la voie des miARN et est ATP-indépendant. Dicer 2 est 
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spécifique à la voie des siARN et est ATP-dépendant. Les hélicases de Dicer humain [113] et 
Dicer 1 de D. melanogaster [114] semblent aider à la reconnaissance du substrat et plus 
particulièrement la boucle du pré-miARN. De plus, les hélicases semblent inhiber la 
maturation de 2 brins d’ARN en siARN comme le prouve la délétion des domaines qui 
augmentent leur clivage sans affecter grandement la maturation des pré-miARN[115].  
Le domaine PAZ est important dans le fonctionnement de Dicer. Il a été montré qu’une 
délétion du domaine affectait grandement l’efficacité de clivage contrairement à une délétion 
du dsRBD [116]. Le dsRBD semble servir uniquement lorsque le domaine PAZ est absent 
[113]. La cristallographie de 2 domaines PAZ avec un duplex de siARN [117] montre que 
chaque surplomb de 2 nt en 3’ du duplex sont ancrés dans une poche basique des domaines 
PAZ. Cette poche semble ainsi sélectionner et ancrer en 3’ le substrat de Dicer comme le 
montre la cristallographie de Dicer de Giardia Intestinalis (PDB 2FFL) [93] (Figure 7B). Ce 
Dicer est considéré comme le Dicer minimal, puisqu’il possède uniquement 2 domaines 
RNase III et un domaine PAZ. Cette structure laisse aussi à penser que la distance séparant les 
sites catalytiques de la poche basique du domaine PAZ détermine la longueur du produit de 
clivage de Dicer, et donc agit comme règle moléculaire. Ceci explique la différence de taille 
de produits entre les espèces comme celle de 22 nt chez l’humain et de 25 nt chez G. 
intestinalis [118]. De plus, des mutations au niveau du domaine PAZ et des sites catalytiques 
de Dicer font varier la taille des produits tendant à confirmer l’hypothèse de la règle 
moléculaire [118]. 
Dicer peut aussi interagir avec le 5’ du pré-miARN. Dans une étude sur l’impact de 
l’urydilation en 3’ du pré-miARN [119], il a été découvert que la taille du produit de clivage 
n’était pas affectée lorsque 1 à 4 U étaient ajoutés en 3’. Ceci a mené à la découverte d’une 
autre poche basique située dans la région de la plateforme qui interagit avec l’extrémité 5’ du 
pré-miARN, désormais appelé la poche du 5’. De plus, le comptage par le 5’ semble plus 
reproductible que celui par le 3’ [119, 120]. Par contre, cette structure n’est pas présente chez 
toutes les espèces et les deux sortes de comptage ne peuvent être utilisées simultanément. 
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Figure 7. Structure de Dicer. (A) Schéma linéaire des domaines de Dicer Giardia Intestinalis et 
Homo sapiens; (B) Adaptation de la structure cristalline de Dicer G. Intestinalis (PDB 2FFL) [87, 93] 
avec le domaine RNase IIIb en vert, le RNase IIIa en jaune, la règle moléculaire en rouge, le domaine 
PAZ en orange, une modélisation d’ARNdb en bleu, avec les ions Mn2+ en mauve et la distance entre 
le domaine PAZ et le site catalytique de 65Å; (C) Adaptation de la figure de l’architecture de Dicer H. 
sapiens [121], avec les domaines hélicases 1 en rouge, 2 en bleu foncé, 2i en orange, les domaines 
RNase III en jaune, le dsRBD en bleu clair, la règle moléculaire en gris, le domaine PAZ en rose et la 
plateforme définie en bleu dans le domaine PAZ.  
Malgré qu’une cristallographie de Dicer humain n’a pas encore été réalisée, une architecture 
de la protéine a été proposée [121]. Pour déterminer l’emplacement de chacun des domaines, 
ils se sont basés sur des structures de ME (microscopie électronique) [122, 123], des 
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cristallographies des divers domaines simples et d’une analyse par ME avec étiquetage à la 
streptavadine des différents domaines pour les situer dans la structure de Dicer. Tel qu’illustré 
à la Figure 7C, Dicer possèderait une structure en L, où les hélicases constituent la base du L 
et le domaine PAZ est l’autre extrémité. Ces domaines encadrent les domaines RNases III 
dimérisés qui sont plus proches des hélicases. Le dsRBD se trouve légèrement en retrait des 
RNases III. L’architecture concorde avec PAZ qui interagit avec l’extrémité 3’ du pré-
miARN, les hélicases avec la boucle, le clivage de Dicer qui est situé à la base de la boucle, 
ainsi qu’avec le modèle de la règle moléculaire. 
1.5 Structure de l’ARN impliqué dans la maturation 
Dans cette section, la structure de l’ARN impliquée dans les différents complexes 
macromoléculaires sera davantage détaillée, en commençant d’abord par une description 
générale des caractéristiques de la structure de l’ARN. 
1.5.1 Structure générale de l’ARN  
Comme l’ADN, l’ARN a tendance à former des paires de bases. Cependant, l’ARN est 
rarement sous forme de duplex contrairement à l’ADN. Ainsi pour être plus stable, les 
molécules d’ARN vont se replier sur elles-mêmes et former des structures en double hélice 
(généralement en conformation A) référer souvent à l’ARNdb. Les structures en hélices sont 
plus stables, car l’appariement ainsi que l’empilement des bases permet de diminuer l’énergie 
libre. Par contre, puisque l’ARN possède souvent un seul brin, il est impossible d’avoir des 
appariements parfaits sur toute la séquence. Il y a donc présence de renflement, de 
mésappariement, de boucle interne, de boucle terminale et de jonction dans la structure [124]. 
La définition des appariements de chaque nucléotide permet de définir la structure secondaire 
d’un ARN. La structure peut cependant se replier davantage en une structure tertiaire, où les 
nucléotides mésappariés dans la structure secondaire peuvent s’apparier avec des séquences 
plus éloignées, formant des pseudo-nœuds. De plus, ces nucléotides peuvent interagir avec 
d’autres molécules externes à l’ARN.  
Les repliements complexes de l’ARN sont tout d’abord possibles par ses multiples angles de 
rotations (Figure 8A). Le squelette ribose phosphate possède 6 angles de rotations pour un 
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nucléotide qui sont appelés α, β, γ, δ, ε, et ζ. Le sucre peut aussi avoir des flexibilités dans le 
cycle qui sont illustrés par les angles ν0, ν1, ν2, δ et ν4. Le dernier angle de rotation possible est 
χ situé au niveau du lien entre la base azotée et le sucre. De plus, l’ARN possède un grand 
nombre d’appariements possibles. On retrouve premièrement les appariements canoniques ou 
Watson-Crick qui englobent G-C et A-U similaires à ceux retrouvés dans l’ADN auquel est 
généralement ajouté l’appariement bancal (« wobble ») G-U. L’ARN peut aussi faire des 
appariements non-canoniques qui impliquent les autres côtés du nucléotide, soit le côté 
Hoogsteen et le côté du sucre [125] (Figure 8B).  
 
Figure 8. Structure des nucléosides et angles de rotations de l’ARN. (A) Représentation des 
angles de rotation possibles dans un nucléotide d’une séquence d’ARN avec α, β, γ, δ, ε, et ζ pour les 
angles de rotations du squelette ribose-phosphate, ν0, ν1, ν2, δ et ν4 pour ceux du ribose et χ pour le lien 
entre la base et le ribose; (B) Structure des quatre nucléosides constituant l’ARN avec les purines 
Adénosine (A) et Guanosine (G) et les pyrimidines Uridine (U) et Cytidine (C). L’emplacement des 
côtés Hoogsteen, Watson-Crick et Sucre est indiqué avec les chiffres pour identifier les atomes des 
bases. 
Il est généralement admis que la fonction d’une molécule dépend de sa structure. Cependant, 
l’ARN n’est pas une molécule figée et peut changer de conformation dans le temps. Cette 
particularité est importante, car le changement de structure permet d’atteindre sa fonction 
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[126], comme par exemple les ribozymes qui ont besoin de bouger pour atteindre leur fonction 
catalytique comme les enzymes protéiques.  
La dynamique de l’ARN peut être illustrée par un paysage de structures, où chaque structure 
possède un niveau d’énergie libre. Il existe un équilibre thermodynamique entre chacune de 
ses structures. Pour passer de l’une à l’autre, des modifications dans la structure doivent être 
effectuées. Ces modifications possèdent généralement des barrières d’énergie qu’il faut 
dépasser pour qu’elle soit réalisée. Dépendant de la quantité d’énergie nécessaire pour 
accomplir la modification, l’échelle de temps où se produira le changement variera [127].  
L’équipe de Al-Hashimi a divisé le paysage d’énergie libre de l’ARN en hiérarchie à trois 
niveaux [128]. Le niveau 0 est le niveau où le changement de structure est drastique et 
nécessite donc de dépasser une grande barrière d’énergie (≥17kcal/mol) avec un temps de 
transition d’au moins un dixième de seconde. Le niveau 1 inclut des réorganisations locales de 
structure secondaire ou tertiaire qui ne causent pas de changement drastique dans la structure. 
L’énergie nécessaire pour effectuer ce genre de transition est plus petite (~9-16kcal/mol) 
s’effectuant dans l’ordre de la µs à la s. Le niveau 2 représente des changements de plus 
petites énergies (~2-9kcal/mol) effectués à l’ordre de la picoseconde à la microseconde. Ces 
changements sont généralement locaux et minimes et peuvent aller jusqu’à de simple rotation. 
À travers ce paysage, plusieurs structures seront considérées comme importantes. Tout 
d’abord, il y a la structure avec l’énergie libre la plus basse, appelée souvent l’état 
fondamental et identifié dans le texte par la structure en énergie libre minimale (MFE). Il y a 
aussi des structures qui peuvent représenter des minimums locaux qui sont assez stables et 
probablement souvent représentés dans la nature. Des structures possédant des énergies libres 
plus élevées peuvent être des états excités de la structure qui sont nécessaires pour atteindre la 
fonction.  
1.5.2 Structure du pri-miARN 
Comme il a été spécifié précédemment, le pri-miARN possède généralement une coiffe et une 
queue poly(A) [17, 19]. Dans sa séquence, il y a présence d’une structure en tige-boucle qui 
contient les futurs miARN. Avant de décrire en détails la structure, il est nécessaire de définir 
les différentes régions de la structure du pri-miARN. La nomenclature la plus pertinente et la 
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plus utilisée est celle décrite par l’équipe de Narry V. Kim [24]. Celle-ci divise le pri-miARN 
en 4 régions illustrées à la Figure 9. Les séquences flanquantes à la tige-boucle sont appelées 
les segments basaux. La région de la tige entre les segments basaux et le site de clivage de 
Drosha est appelée la tige basse, alors que la région contenant les séquences des futurs miARN 
est appelée la tige haute. Finalement, la boucle est appelée la boucle apicale.  
 
Figure 9. Structure du transcrit primaire des miARN. Nomenclature utilisée pour décrire les 
différentes régions de la structure du pri-miARN [24], ainsi que les différentes caractéristiques les plus 
confirmées par la littérature comme décrit dans la section 1.5.2 avec les sites de coupures de Drosha et 
Dicer indiquées par des flèches rouges et la ligne rouge indiquant l’emplacement de la séquence des 
miARN mature. 
La boucle apicale nécessite au moins 10 nt [100, 129]. La tige peut aussi être divisée en 3 
hélices de 11 pb (équivalent à un tour d’hélice) où la tige basse en est une, et les deux autres 
constituent la tige haute. Il a été observé qu’in vitro il était nécessaire d’avoir un certain 
appariement dans la tige basse sinon le clivage est inhibé [20, 130]. Cependant, il semble que 
cette région nécessite aussi de la flexibilité dans ses appariements comme des paires de base 
non-canonique [24, 131, 132]. La tige haute est en moyenne de 22 pb [100]. Les segments 
basaux peuvent avoir une longueur de quelques nucléotides in vitro, cependant in vivo la 
réduction de longueur diminue l’efficacité d’environ 70% [133]. Ainsi, les segments basaux 
semblent nécessiter une certaine longueur in vivo pour mieux interagir avec le 
microprocesseur [24] sinon l’efficacité de maturation se voit diminuée [133].  
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Plus récemment, des motifs de séquence ont été proposés. Tout d’abord, l’équipe de Bartel 
[131] a montré par conservation que les pri-miARN semblent posséder en général un UG dans 
la tige basse en 5’ (~ position -13 à -14 du site de coupure de Drosha en 5’), un motif CNNC 
dans le segment basal en 3’ (~ position 16-18 du site de coupure de Drosha en 3’) et un UGUG 
à la fin de la boucle apicale (~ position 24-26 du site de coupure de Drosha en 5’) pour avoir 
une bonne maturation. Par la suite, la même équipe a montré qu’un motif non-apparié GHG 
(H signifiant tout autre nt que G et où les G forment des paires de bases avec le brin opposé et 
non le H) se situe dans la tige basse à la position -3-5 du site de coupure de Drosha en 3’ 
[134]. Ce motif corrèle avec les observations précédentes que la tige basse nécessite une 
certaine flexibilité [24, 131, 132]. L’équipe de Kim [94] supporte l’existence du motif UG 
ainsi que le motif UGUG qui est simplifié en UGU. D’après cette dernière étude, ces motifs 
serviraient de points de repère au microprocesseur pour assurer la bonne orientation du pri-
miARN et donc du bon endroit de clivage. Le motif UG serait le plus primordial et serait 
reconnu par Drosha, alors que UGU serait reconnu par DGCR8. L’incorporation de ces motifs 
dans la conception de pri-miARN de novo a permis une maturation efficace, ce qui semble 
montrer leur importance [134]. Il y aurait aussi la présence d’un motif GGAC sur le segment 
basal en 5’ qui permet la méthylation de N6-adénosine par une protéine similaire à une 
méthyltransférase 3 (METTL3) et qui augmenterait l’efficacité de clivage [135]. 
Il est important de noter que beaucoup de miARN (~40%) sont exprimés en grappes 
(« cluster ») [136, 137], c’est-à-dire que le même transcrit primaire possède plusieurs tige-
boucles contenant chacune un miARN différent. Ceci peut avoir un impact sur leur niveau 
d’expression comme dans le cas du groupe 17~92, qui contient 6 miARN différents [138], où 
la structure du groupe semble affecter l’efficacité de maturation de chaque miARN 
différement. Ceci crée une différence dans le niveau de brin mature de chaque miARN, malgré 
qu’il soit issu du même pri-miARN. 
1.5.3 Structure du pré-miARN 
Comme le pri-miARN, la structure du pré-miARN a majoritairement été évaluée in vitro par 
essai de retard sur gel pour EXP5 et par essai de clivage pour Dicer. L’ensemble des 
observations mène au fait que la boucle apicale devrait posséder au moins 9 nt [120, 139]. Le 
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pré-miARN nécessite un phosphate en 5’ [119, 139] et un surplomb de 2 nt en 3’ [93, 120, 
139]. La taille de la tige n’est pas clairement définie, mais elle ne doit pas être trop longue 
[120], car sinon l’interaction est bloquée par les hélicases de Dicer et si elle est trop petite, 
Dicer ne peut pas cliver [47]. De plus, la structure de Dicer ne peut pas supporter des 
mésappariements à proximité du site actif, car l’encombrement stérique est trop grand [140]. 
Dicer éviterait de générer un brin avec un G en 5’ qui est moins propice pour l’interaction 
subséquente avec les Ago. Pour cela, le domaine RNase IIIa s’adapterait et pourrait générer 
des surplombs de 1 ou 3 nt en 3’ au lieu du 2 nt habituel [141]. 
1.5.4 Problème de maturation 
Ces caractéristiques décrites précédemment sont générales et ne permettent pas de différencier 
une tige-boucle qui a la capacité de générer un miARN d’une tige-boucle qui a une autre 
fonction. Les polymorphismes de nucléotide simple (SNP) de miARN en sont la meilleure 
démonstration. Par exemple, miR125a possède un SNP dans la population où le G à la 
position 8 du mature est muté en un U [142] (Figure 10). La simple modification de ce 
nucléotide diminue grandement la maturation du pri-miR125a en pré-miR125a et ce sans 
changement majeur dans la structure secondaire de l’ARN. Il existe aussi un SNP dans le 
segment basal en 3’ de pri-miR16-1 qui diminue l’efficacité de maturation en miR16-1[143]. 
Cette mutation est reconnue comme étant une cause héréditaire de la leucémie lymphoïde 
chronique (LLC) dans certaines familles [143]. Un autre exemple est celui de la double 
mutation dans le brin 3’ de pré-miR196a-2 qui diminue la quantité de miARN mature et 
prédispose à certains cancers tels que le cancer des poumons [144], du sein [145] et de 
l’estomac [146]. D’autres miARN exhibent le même genre de problème au niveau du pri-
miARN ou au niveau du pré-miARN et plusieurs sont reconnus pour leur augmentation de 
risque de cancer ou autres maladies [147].  
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Figure 10. SNP de miR125a bloque la maturation au niveau du microprocesseur. Figure 
adaptée de la publication de Peng Jin [142]. (A) Structure secondaire de miR125a et de son mutant 
modélisé par le logiciel Mfold [148] avec en rouge la séquence du miARN mature et la position de la 
mutation indiquée en souligné; (B) Northern Blot de miR125a et de son mutant; (C) Expression 
relative du pri-miARN, du pré-miARN et du mature de miR125a et de son mutant quantifié par 
RT-qPCR.  
1.5.5 Prédiction de miARN 
Puisque la structure du pri-miARN et du pré-miARN n’est pas connue complétement, un 
intérêt a grandi pour développer des outils de prédiction de miARN, parfois référé comme des 
outils de découverte de miARN. Des outils de ce genre sont développés depuis 2003. La 
majorité de ceux-ci sont répertoriés dans des revues de littérature [149, 150]. Plusieurs 
approches sont utilisées pour trouver de nouveaux miARN dans le génome. Un premier type 
d’approche est d’utiliser la conservation de séquence à travers les espèces ou encore 
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l’homologie de séquences ou de structures. Ce type fonctionne principalement par 
comparaison et nécessite une connaissance de miARN dans une espèce comme prérequis. Ce 
type est donc limité par les connaissances actuelles des miARN. Un deuxième type d’approche 
est celui de concevoir des critères de séquence et/ou de structure et ensuite de chercher à 
travers le génome pour des séquences qui correspondent à ces critères et donc qui seraient des 
miARN. Une dernière classe d’outils est utilisée pour analyser des données de RNAseq pour 
trouver des nouveaux miARN.  
Cependant, les nouveaux programmes ne sont pas encore au point. Par exemple, le programme 
MatPred [151] a pour objectif d’identifier les sites de coupure de Drosha et Dicer sur de 
nouveaux pri- et pré-miARN. La prédiction est précise à 35%, et 90% des prédictions sont 
situées à moins de 5 pb du site connu de clivage. Le programme miRVas [152] tente de 
prédire l’impact de variants de miARN selon la structure des miARN par un changement 
d’énergie de la MFE ou un changement de structure de la tige. Cependant, les auteurs restent 
très critiques par rapport à leurs résultats par la présence de peu de données d’apprentissage. 
1.6 Évaluation de la maturation des miARN 
L’évaluation de la maturation des miARN est une étape importante pour mesurer l’impact 
d’une structure donnée sur la fonction. Dans la littérature, les approches peuvent être 
principalement regroupées en 2 types, soit les essais in vitro et in vivo. 
1.6.1 Essai in vitro 
La majorité des rudiments de la structure du pri-miARN et du pré-miARN ont été décrits par 
essais in vitro [20, 26, 27, 100, 106, 120, 129, 130, 133, 139]. Dans ceux-ci, l’ARN est 
transcrit in vitro généralement en présence d’un NTP marqué au P32. Les différentes protéines 
de la voie sont étiquetées et surexprimées dans des cellules de mammifères. Les protéines sont 
ensuite immuno-précipitées ou purifiées. L’immuno-précipitation permet de conserver des 
cofacteurs utiles à la maturation mais qui ne sont pas encore nécessairement caractérisés. Par 
exemple, ceci a permis de découvrir l’utilité de Drosha sans connaître encore DGCR8 [20]. 
L’ARN transcrit est ensuite incubé avec la protéine d’intérêt pour une période déterminée de 
temps. Dans le cas d’un essai de clivage du microprocesseur ou de Dicer, l’ARN est migré 
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dans un gel acrylamide-urée et une autoradiographie est effectuée pour identifier les produits. 
L’efficacité de clivage est calculée en comparant l’intensité des bandes obtenues. Dans le cas 
d’EXP5, puisqu’il n’y a pas de clivage, la constante d’affinité est cherchée à être établie entre 
le pré-miARN et EXP5-Ran-GTP. Pour cela, un retard sur gel est effectué en présence de Ran-
Q69L, un mutant de Ran qui stabilise la conformation liée au GTP [26, 27, 106]. Ce mutant a 
aussi été utilisé pour la réalisation de la cristallographie du complexe [104] (Figure 6B).  
L’avantage de ce genre de technique est que la méthode est relativement simple et permet 
d’utiliser des cofacteurs cellulaires lorsque l’immuno-précipitation est utilisée. Elle permet 
aussi de décortiquer la voie à chaque étape et d’identifier l’impact de nouvelles protéines sur 
la maturation. Cependant, certains facteurs cellulaires jouant sur la maturation échappent peut-
être à l’immuno-précipitation. De plus, la structure de l’ARN n’est probablement pas la même 
qu’in vivo car le repliement s’effectue in vitro.  Finalement, il a déjà été montré par l’exemple 
des segments basaux [133] que les prérequis in vitro et in vivo ne sont pas exactement les 
mêmes, ainsi la méthode in vitro présente des limites pour reproduire la réalité. 
1.6.2 Essai in vivo 
L’autre alternative est d’utiliser un modèle in vivo où un ARN d’intérêt est exprimé dans des 
cellules en culture transfectées à l’aide d’un plasmide. Après un certain temps d’expression, 
l’ARN des cellules est extrait pour analyse. Cette façon de faire permet de visualiser toutes les 
étapes de la maturation en même temps, en plus d’avoir tous les régulateurs cellulaires. 
Toutefois, les régulateurs sont spécifiques à la lignée cellulaire utilisée. Ceci veut dire que 
dans d’autres lignées, il se peut que la maturation ne soit pas exactement la même car d’autres 
régulateurs seraient présents. Cependant, ce problème est tout aussi présent lors d’utilisation 
de l’immuno-précipitation dans un essai in vitro. Les techniques in vivo ne peuvent cependant 
pas directement séparer le pré-miARN du noyau qui interagit avec EXP5, du pré-miARN qui 
interagit avec Dicer. Ainsi, afin de différencier les deux étapes, une étape de fractionnement 
cellulaire du noyau et du cytoplasme précédant l’extraction d’ARN doit être effectuée. 
Contrairement à l’essai in vitro, l’ARN ne peut être marqué directement lors de la 
transcription. Il faut donc venir détecter les différentes étapes spécifiquement après extraction, 
soit le pri-miARN, le pré-miARN et le miARN mature. Pour cela, il y a deux techniques 
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possibles : la transcription inverse suivi d’une réaction en chaîne de polymérase quantitative 
(RT-qPCR) ou le Northern Blot.  
1.6.2.1 RT-qPCR 
Le RT-qPCR est une technique où l’ARN est rétro-transcrit puis quantifié par PCR en temps 
réel [153, 154]. La transcription inverse est effectuée à l’aide d’amorce aléatoire («random 
primer») ou d’oligo (dT) (pour les ARNm). Ensuite, à partir de l’ADNc (ADN 
complémentaire) obtenu, le gène d’intérêt est amplifié spécifiquement à l’aide d’amorce. La 
réaction d’amplification est suivie en temps réel à l’aide de fluorescence. Le suivi en temps 
réel s’effectue majoritairement par 2 techniques soit SYBR green ou TaqMan (aussi appelé 
sonde d’hydrolyse), cependant d’autres techniques existent [154]. La technique par SYBR 
green détecte de manière non spécifique tout ADNdb [154] (Figure 11A). Lors du suivi de la 
réaction d’amplification, le signal de SYBR green va augmenter en fonction du nombre 
d’ADNdb synthétisés et donc augmenter exponentiellement au fur et à mesure des cycles 
d’amplification. La technique TaqMan [154] (Figure 11B) requiert l’utilisation d’une sonde 
supplémentaire aux deux amorces. La sonde est spécifique à une séquence du gène d’intérêt 
comprise entre les deux amorces et possède à une de ces extrémités un fluorophore et à l’autre 
un extincteur de fluorescence («quencher»). La distance assez petite entre le fluorophore et 
l’extincteur a pour effet que l’extincteur inhibe la fluorescence. Lors de ce type de RT-qPCR, 
une polymérase Taq est utilisée, laquelle possède une activité exonucléase. Lors de la phase 
d’élongation de l’ADN, la Taq va cliver la sonde couplée au fluorophore et à l’extincteur de 
fluorescence. Le clivage a pour effet d’augmenter la distance entre l’extincteur et le 
fluorophore, permettant l’émission de fluorescence. La fluorescence augmente aussi 
exponentiellement avec l’amplification. 
A l’aide des courbes d’amplification, il est possible de quantifier l’ADNc amplifié. Cette 
quantification peut être absolue en comparant l’amplification à un ARN ajouté dont la quantité 
a été prédéterminée[154]. En général, la quantification relative est utilisée, où l’on compare 
deux échantillons en normalisant à un ou plusieurs gènes de références [153, 154]. Ces gènes 
sont supposés être exprimés dans les cellules en même quantité indépendamment du cycle 
cellulaire et du traitement donné. 
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Figure 11. Différentes approches de RT-qPCR pour miARN et comparaison à la 
détection par Northern Blot. (A) Déroulement de RT-qPCR pour miARN utilisant SYBR green et 
(B) utilisant une sonde TaqMan avec le F représentant le fluorophore et Q l’extincteur de fluorescence; 
(C) Emplacement des amorces de RT-qPCR pour amplifier les différentes étapes de la maturation des 
miARN avec comparaison à une sonde de Northern Blot. 
Dans le cas d’une étude sur la maturation des miARN, l’utilisation d’une telle technique 
implique qu’il faut avoir des amorces spécifiques à chacune des étapes de la maturation. En 
raison de la petite taille des miARN, il est impossible de les rétro-transcrire et de les amplifier 
directement. Pour résoudre ce problème, différentes stratégies peuvent être utilisées. Pour la 
rétro-transcription, une première approche [155-158] (Figure 11A) principalement utilisée 
pour des essais SYBR green, est d’ajouter une queue polyA à tous les ARN et d’avoir une 
amorce universelle pour la transcription inverse spécifique à la queue polyA. Pour les amorces 
utilisées pour le qPCR, une sera spécifique à la queue polyA et une autre au miARN d’intérêt. 
Des acides nucléiques barrés (LNA) [158, 159] sont parfois ajoutés pour augmenter la stabilité 
de la liaison et avoir une spécificité au nt prêt. L’autre technique [155-157, 160, 161] (Figure 
11B) est d’utiliser une amorce en tige-boucle dont une partie du miARN est complémentaire à 
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l’amorce. Pour le qPCR, une des amorces est spécifique à l’amorce en tige-boucle et l’autre 
est spécifique à une partie de la séquence transformée en ADNc. Une amorce Taqman est 
utilisée à la jonction de l’ADNc et l’amorce en tige-boucle.  
L’avantage du RT-qPCR est que la quantification est précise. Cependant, la séquence du pré-
miARN est comprise dans celle du pri-miARN. Le pri-miARN peut donc être amplifié par les 
amorces du pré-miARN (Figure 11C), ce qui rend la conception des amorces plus complexe. 
1.6.2.2 Northern Blot 
Le Northern Blot (Figure 12A) [162-164] est une technique où l’ARN d’un échantillon est tout 
d’abord séparé selon la taille sur gel d’agarose ou d’acrylamide. L’ARN est ensuite transféré 
sur une membrane en nylon où il y est lié par réticulation («cross-link») par produits 
chimiques ou aux UV. Par la suite, la membrane est incubée entre 50°C et 60°C dans un four à 
hybridation avec une solution de pré-hybridation. Après, une sonde marquée spécifique au 
gène d’intérêt est ajoutée pour s’hybrider à l’ARN sur la membrane. La membrane est ensuite 
lavée à plusieurs reprises avec une solution non-stringente pour enlever les sondes non-
hybridées, puis avec une solution stringente pour augmenter la spécificité de liaison de la 
sonde à l’ARN. Le résultat est finalement dévoilé par autoradiographie pour les sondes 
marquées au P32 ou par fluorescence pour celle marquée par fluorochrome. 
La quantification par Northern Blot peut être relative ou semi-quantitative. La quantification 
relative se fait en normalisant les intensités par rapport à un gène de référence comme pour le 
RT-qPCR. Pour la quantification semi-quantitative, il faut faire différentes dilutions de l’ARN 
d’intérêt dont la quantité est connue et comparer leur intensité à celle de l’échantillon. 
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Figure 12. Principe d’une expérience de Northern Blot et de la synthèse de la sonde 
radioactive pour miARN. (A) Étapes principales d’une expérience de Northern Blot; (B) Étapes de 
la synthèse des sondes radioactives utilisées pour détecter un miARN.  
 34 
En général, la technique pour marquer les sondes de Northern Blot fait appel à une kinase pour 
phosphoryler la sonde au P32 à partir d’γ-P32-ATP. Cependant, pour les miARN, ceci n’est 
souvent pas suffisant pour les visualiser de par leur petite taille et leur petite quantité. Pour 
résoudre ce problème, il faut augmenter le signal provenant de la sonde. Il est possible 
d’ajouter une queue radioactive à la sonde, comme par exemple une queue polyA [165] 
(Figure 12B). L’ajout est effectué à l’aide d’une sonde d’ADN contenant la séquence de 
l’ARN d’intérêt ainsi qu’un hexamère de nucléotide et un oligonucléotide (oligo) modèle avec 
un hexamère complémentaire et une répétition de T. Les deux oligos sont ensuite hybridés et 
une enzyme est utilisée pour polymériser la queue polyA radioactive basée sur l’oligo modèle. 
Cette technologie est entre autre utilisée dans le kit Starfire de IDT («Intergated DNA 
Technologies»). Il est aussi possible de rajouter des LNA dans la sonde pour augmenter la 
spécificité [166]. Une autre méthode (miRVana, Ambion) utilise le système exo- Klenow, pour 
synthétiser un brin d’ADN possédant un promoteur T7 suivi d’un octamère et de la séquence 
du miR. Ensuite, la sonde est transcrite en ARN par une polymérase T7 en présence de NTP 
dont l’un est radioactif. La sonde contient la séquence de l’octamère et du miR. 
Malgré que le Northern Blot soit une technique dont la quantification est moins précise que le 
RT-qPCR, celle-ci est plus appropriée pour observer la maturation des miARN. Le Northern 
Blot permet sur une membrane d’observer toutes les étapes de la voie en même temps à l’aide 
d’une seule sonde (Figure 11C). Ceci permet d’éviter les problèmes de conception d’amorces 
ainsi que d’amplification de produits différents par les mêmes amorces.  
1.7 Évaluation de la structure de l’ARN 
La fonction d’un ARN est reliée à sa structure. Comme il a été expliqué dans la section 1.5, 
celle-ci est importante dans le cadre de la maturation des miARN, car elle détermine s’il y a 
interaction avec les protéines impliquées dans la voie. La dynamique structurale semble aussi 
jouer un rôle important pour la maturation [24, 131, 132]. Il faut donc utiliser une technique 
appropriée pour évaluer la structure et la dynamique. Plusieurs techniques existent pour 
caractériser la structure de l’ARN. Dans la section suivante, la RMN (Résonance Magnétique 
Nucléaire), les techniques d’empreinte ainsi que la prédiction informatique seront décrites. 
Cependant, il existe d’autres techniques telles que la cristallographie, la microscopie 
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électronique, la diffusion à petit angle de rayons X (SAXS) et la microscopie à force atomique 
(AFM).  
1.7.1 Résonance Magnétique Nucléaire (RMN) 
La RMN [167, 168] est la deuxième technique au niveau de la résolution de la structure après 
la cristallographie. Elle est basée sur le fait que dans un champ magnétique, certains atomes 
possèdent un spin nucléaire. Ainsi, lors de l’exposition des spins nucléaires de ses atomes à 
des fréquences électromagnétiques, ceux-ci vont absorber l’énergie et la relâcher durant la 
période appelée relaxation. L’énergie réémise est à une fréquence de résonance spécifique qui 
dépend du champ magnétique, de l’atome et aussi de son environnement proche. A l’aide de 
plusieurs spectres RMN du proton d’une molécule, il est possible de déterminer la proximité et 
l’interaction entre les différents atomes constituant la molécule et donc d’en déterminer la 
structure. La structure peut être déterminée en solution, se rapprochant ainsi de la réalité. Elle 
peut aussi permettre d’établir les sites d’interaction avec des protéines, l’emplacement d’ions 
métalliques et d’observer la dynamique de l’ARN. 
1.7.1.1 Synthèse et purification 
Tous les atomes constituant l’ARN possèdent un isotope capable d’avoir un spin nucléaire, 
soit 1H ,13C, 15N, 17O et 31P. Cependant, seul 1H et 31P sont des isotopes abondants dans la 
nature, contrairement à 15N, 13C et 17O qui doivent être synthétisés. Ainsi, pour améliorer la 
détermination de la structure par RMN, il faut généralement augmenter la quantité de ces 
isotopes dans les nucléotides. Il existe de plus en plus de techniques chimiques et 
enzymatiques pour placer les isotopes à un endroit précis dans les nucléotides utilisés pour 
synthétiser l’ARN [169]. En plus de devoir ajouter des isotopes, une expérience de type RMN 
nécessite des quantités d’ARN pur de l’ordre du mg. Ceci fait que la synthèse et la purification 
de l’ARN sont des étapes importantes. 
Pour synthétiser les ARN, la synthèse chimique ou la transcription in vitro peuvent être 
utilisées [170]. La synthèse chimique a ses avantages, car l’emplacement des isotopes marqués 
peut être sélectionné et il est possible d’incorporer des nucléotides non standards. Cependant, 
ce type de synthèse devient rapidement coûteux plus l’ARN devient long. La méthode par 
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transcription in vitro permet de synthétiser des ARN plus longs à moindre coûts. Cette 
méthode utilise une ARN polymérase principalement l’ARN polymérase T7, ainsi qu’un 
modèle d’ADN qui doit au moins être double brin dans la région du promoteur.  
La synthèse peut cependant générer des produits de différentes tailles. Pour remédier à cce 
problème, il est nécessaire de normaliser les extrémités et de purifier l’ARN pour obtenir le 
produit le plus pur. Par exemple, il est possible d’ajouter la séquence du ribozyme en tête de 
marteau (« hammerhead ») qui s’auto-clive pour avoir des extrémités 3’ uniformes [171]. Il est 
aussi possible de faire des ligations entre deux ARN à l’aide d’ARN ligase. Ceci peut aussi 
permettre d’avoir des compositions différentes en isotopes pour faciliter la détermination de la 
structure [170]. Pour purifier l’ARN, il est possible d’utiliser l’électrophorèse par gel 
polyacrylamide-urée ou encore d’utiliser la chromatographie par échange d’anions ou phase 
inverse des paires d’ions [167-169]. De plus, il est aussi possible d’utiliser la chromatographie 
par affinité à l’aide d’un tag ARiBo (ribozyme glmS activable et l’ARN BoxB du 
bactériophage λ) [172]. Ce tag permet à l’ARN de s’attacher à une protéine de fusion GST/λN 
et donc de purfier sur colonne GST sépharose. L’activation subséquente du ribozyme par ajout 
glucosamine-6-phosphate (GlcN6P) va permettre de récupérer l’ARN d’intérêt en plus de 
normaliser l’extrémité désiré. 
1.7.1.2 Détermination de la structure de l’ARN 
Puisque l’ARN est constitué d’uniquement 4 nucléotides (mise à part les modifications 
possibles de ceux-ci) et de par leur grande ressemblance chimique, il est souvent difficile 
d’assigner les différents signaux aux nucléotides de la séquence par une unique expérience de 
RMN. Pour permettre l’attribution des pics sans équivoque, il faut donc généralement avoir 
recours à plusieurs types de RMN pour définir la structure, chacun pouvant apporter 
différentes informations. L’attribution des pics est ainsi faite de manière séquentielle. Les 
expériences de RMN étant assez complexes, seulement un survol des différentes informations 
pouvant être recueillies pour définir la structure sera effectuée. 
La RMN à une dimension (1D) des protons est la base de la RMN pour l’ARN [167, 168]. Elle 
permet de renseigner sur le nombre d’appariements dans la structure, ainsi que sur le type 
d’appariement, soit s’il est canonique ou non. Elle est basée sur la résonance des protons 
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imino de G et U qui se trouvent généralement entre 10-15ppm lorsqu’apparié. Cependant, ce 
genre de RMN n’est pas suffisant pour établir la structure, il faut donc généralement faire 
appel à des RMN bidimensionnelles homo ou hétéro nucléaires pour obtenir plus 
d’informations. 
La spectroscopie de l’effet Overhauser nucléaire (NOESY) à 2 dimensions (2D) permet 
d’établir la proximité dans l’espace des protons, car les signaux couplés de protons signifient 
une proximité spatiale allant jusqu’à 5Å [167, 168]. Il est ainsi possible de déterminer les 
appariements entre nt et donc de définir la structure secondaire. Cependant, l’attribution des 
pics en NOESY est meilleur pour les protons échangeables, laissant ainsi les autres protons 
non définis comme ceux du ribose. 
L’emplacement des protons non-échangeables sera alors résolu à l’aide d’expériences en 
spectroscopie de corrélation (COSY) et en spectroscopie avec corrélation totale (TOCSY), qui 
permettent d’établir les liens chimiques entre chaque atome à l’aide des signaux couplés de 
protons [167, 168]. Il est possible d’assigner les signaux des protons du ribose, ainsi que des 
bases azotées par expérience de type HCCH, ou il est possible de définir des ponts H entre 2 N 
ou un N et un O par expérience HNN ou HNCO. À travers les différentes expériences, il est 
aussi possible de déterminer les angles de torsion du squelette ribose-phosphate à l’aide des 
déplacements chimiques, des constantes de couplage et des taux de relaxation corrélée croisée. 
1.7.1.3 Évaluation de la dynamique  
Les changements de structure dans le temps de l’ARN peuvent être aussi analysés par RMN 
par différentes techniques [127, 173]. Il est possible de mesurer la dynamique en RMN, car les 
déplacements chimiques issus de chaque atome peuvent varier dans le temps. Ceci est 
expliqué par la modification du nuage électronique les environnant, affectant le blindage et 
donc le déplacement chimique observé. Il est possible d’observer des phénomènes se passant à 
l’ordre de la picoseconde à la seconde voir de la minute à l’heure [127].  
Pour étudier des mouvements de l’ordre de la microseconde, il est possible d’utiliser des 
techniques utilisant la dispersion de relaxation ou encore un cadre rotatif (« rotating frame ») 
[173]. Par exemple, l’état excité et l’état fondamental de la boucle apicale TAR, la tige-boucle 
 38 
1 du VIH et le site A du ribosome ont été différenciés à l’aide de RMN par cadre rotatif [174], 
là où le passage d’un état à l’autre implique des réarrangements locaux des paires de bases.  
Lorsque le changement de conformation s’effectue à plus d’une seconde, des méthodes de 
RMN en temps réel sont utilisés [127, 173]. Pour pouvoir étudier la dynamique dans ce type 
d’expérience, il faut généralement induire le changement de conformation pour obliger 
l’équilibre à aller vers l’état que l’on souhaite observer. Pour cela, l’environnement à 
l’intérieur de l’appareil est rapidement modifié. Par exemple, le repliement du riboswitch du 
domaine de l’aptamère sensible à la guanine induit par l’hypoxanthine a été étudié [175]. Pour 
pouvoir étudier le repliement, le ligand a été emprisonné dans une cage photolabile et le ligand 
était libéré au moment voulu via une déprotection induite par LASER. Ceci provoquait le 
repliement de l’ARN puisqu’il rentrait en contact avec l’hypoxanthine du milieu.  
Pour pouvoir visualiser le changement de conformation, il existe deux stratégies principales 
[173]. Il est possible de prendre plusieurs spectres si le changement de conformation est plus 
long que le temps d’acquisition. À l’inverse si le changement est très rapide, une acquisition 
va être faite en essayant que les deux soit fait dans un même ordre de temps. Pour effectuer 
des RMN à acquisition rapide, les techniques de scan sont légèrement modifiées. Il existe les 
techniques d’échantillonnage clairsemées («sparse sampling») où le nombre de répétitions 
d’impulsions est réduit et les techniques d’impulsions rapides («fast-pulsing») où le temps 
entre les scans est réduit par des impulsions plus rapides.  
1.7.2 Méthode d’empreinte  
Un ensemble de méthodes pour évaluer la structure secondaire de l’ARN est regroupé sous le 
nom de méthode d’empreinte («footprinting»). Ces techniques possèdent un principe de base 
similaire. Ce qui varie d’une expérience à l’autre est le composé chimique ou enzymatique 
utilisé pour sonder la structure ainsi que la méthode de détection. 
Le principe des techniques d’empreinte [176] (Figure 13) est qu’un ARN d’intérêt est mis en 
présence d’un composé chimique ou enzymatique. Le composé est capable de modifier l’ARN 
par liaison covalente ou par clivage de manière dépendante de la structure de l’ARN. Les 
modifications peuvent alors renseigner si l’ARN est localement simple brin ou double brin au 
niveau de chaque nt. La deuxième étape de ce genre de technique est la détection de la 
 39 
modification. Le produit peut être détecté directement sur gel par marquage de l’ARN à une de 
ses extrémités ou indirectement par extension d’amorce («primer extension»), où l’amorce est 
marquée par radioactivité ou par un fluorofore. Lors de la détection indirecte, la transcription 
inverse s’arrête lorsqu’un nucléotide a été modifié. Dans les deux méthodes de détection, la 
taille de chaque fragment d’ARN ou d’ADN est étudiée par électrophorèse capillaire ou sur 
gel pour établir l’emplacement des modifications. Maintenant, la majorité des analyses des 
techniques d’empreinte se fait par détection indirecte sur électrophorèse capillaire muni de 
détecteur de fluorescence [177] permettant un plus haut débit ainsi qu’une analyse plus 
automatisée [178, 179]. Plusieurs techniques d’empreinte sont aussi en train d’être adaptées 
pour les machines de séquençage nouvelle génération et permettre ainsi l’évaluation de la 
structure au niveau du transcriptome [180-184]. 
Un aspect important de ce genre de techniques est qu’elles sont basées sur la statistique. Les 
paramètres sont ajustés pour atteindre un taux de réaction d’une modification par molécule 
d’ARN. Ainsi, l’intensité de détection d’une modification à un nt est proportionnelle à la 
représentation de la conformation dans la population d’ARN testé et donc, à la probabilité du 
nt d’être dans une conformation. 
Un avantage de ces techniques est que l’information apportée par les différents composés sont 
souvent complémentaires et peuvent être testés en parallèle. De plus, l’aspect statistique de ces 
techniques peut apporter de l’information sur la dynamique structurale. Les empreintes 
peuvent être déterminées en milieu aqueux et même pour certains composés in vivo [185-187], 
se rapprochant ainsi le plus possible de la structure retrouvée dans la nature. Ce genre de 
technique peut aussi être utilisée pour identifier l’emplacement des interactions ARN-protéine 
par diminution de l’accessibilité des nt qui interagissent avec la protéine. Cependant, la 
résolution des techniques d’empreinte est moindre que celle de la RMN et de la 
cristallographie. Par contre, les résultats qu’elles apportent corrèlent avec ceux de RMN [188] 
et sont bien complémentés par la modélisation de l’ARN [189-191]. 
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Figure 13. Expérience d’empreinte chimique avec détection indirecte. Le schéma illustre les 
réactions avec composé (+) et sans composé (-) (contrôle). L’ARN d’intérêt est mis en contact avec le 
composé d’intérêt (+) ou non (-). Dans le schéma, le composé utilisé se lie de façon covalente à de 
l’ARNsb. Lors de l’étape de rétro-transcription, la polymérisation de l’ADN avec une amorce marquée 
est arrêtée à l’endroit de la modification (+) ou à la fin de l’ARN (-). L’ARN est finalement dégradé 
par traitement à la RNase H. Les brins d’ADNc marqués possèdent une taille différente dépendant de 
l’endroit de la modification (+) ou possèdent tous la même taille (-). La détection des différents 
fragments est ensuite effectuée par gel suivi ou par électrophorèse capillaire. 
Les 2 sous-sections suivantes décrivent brièvement les différents composés qui peuvent être 
utilisés dans une étude d’empreinte de l’ARN et qui sont compilés dans le Tableau 1. 
1.7.2.1 Empreinte enzymatique 
Le principe de cet ensemble de techniques est d’utiliser des enzymes pour évaluer la structure 
locale de l’ARN. Pour cela des ribonucléases ou RNase spécifiques à l’ARN simple brin ou 
double brin sont utilisées. Il existe une seule enzyme connue qui permet de cliver l’ARNdb 
indépendamment de la séquence de l’ARN soit la nucléase V1 [192]. Il existe beaucoup de 
ribonucléases clivant l’ARNsb [193, 194], dont la RNase T1 et T2. De plus, il existe 
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maintenant deux méthodes d’empreinte enzymatique [180, 181] utilisant le séquençage 
nouvelle génération pour établir la structure au niveau du transcriptome. 
1.7.2.2 Empreinte chimique 
Cet ensemble de techniques évalue la structure à l’aide de composés chimiques. La première 
technique inventée utilise le Diméthyl Sulfate (DMS) [195] et est la première à être adaptée au 
séquençage nouvelle génération [182]. Il méthyle principalement N3 de C et N1 de A [196]. 
DMS est utilisé aussi bien pour des expériences in vitro qu’in vivo [185] contrairement à la 
majorité des autres composés. La technique est majoritairement utilisée avec le CMCT (1-
cyclohexyl-(2-morpholinoethyl) carbodiimide metho-p-toluene sulfonate) et le kethoxal pour 
avoir le portait le plus complet de la structure. Le CMCT réagit avec N3 de U et N1 de G de 
région simple brin [193]. Le kethoxal réagit en alkylant le N1 et N2 de G non-apparié [193]. Il 
existe aussi le DEPC (Diethylpyrocarbonate) qui réagit avec N7 de A en l’alkylant [193].  
Le radical hydroxyle contrairement aux techniques précédentes qui modifiait la base azotée, 
attaque le ribose et cause le clivage du squelette ribose-phosphate [197]. Ce type d’attaque est 
indépendant du type de nucléotide. La réaction est plutôt dépendante de l’accessibilité au 
solvant, c’est-à-dire si le squelette ribose-phosphate est exposé ou s’il est contraint dans une 
structure rigide [197]. Cette technique est aussi utilisée pour connaître les emplacements des 
interactions protéines-ARN au niveau du squelette. 
Les réactifs d’expérience d’acylation sélective de l’hydroxyle 2’ détecté par extension 
d’amorce (SHAPE) acylent le 2’OH de ribose accessible indépendamment du nucléotide [177, 
198]. L’acylation se produit principalement dans des régions simple brin. Il existe plusieurs 
réactifs capables d’effectuer des expériences de SHAPE ayant des vitesses de réactions 
différentes. On retrouve généralement le NMIA (N-methylisotoic anhydride) [198], le BzCN 
(Benzoyl Cyanide) [199] et le 1M7 (1-methyl-7-nitroisatoic anhydride) [200]. Récemment, 
une nouvelle gamme de réactifs a été développée pour évaluer la structure in vivo soit le NAI 
(2-methylnicotinic acid imidazolide) [186] et son dérivé le NAI-N3 (azide) [187]. La technique 
commence aussi à être adaptée pour les nouvelles plateformes de séquençage [183, 184]. 
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Tableau 1. Résumé des composés principaux utilisés dans les expériences d’empreinte. 
Composé Cible de modification Modification Technique de détection Utilisation in vivo Classe Nom 
Ribonucléase 
RNase T1 sb (… Gp3') clivage lien phosphate directe/indirecte - 
RNase T2 sb avec préférence A>>U, C, G (…Ap3') clivage lien phosphate directe/indirecte - 
RNase V1 apparié ou empilé (5'pN…) clivage lien phosphate directe/indirecte - 
Chimique 
Radical hydroxyle ribose (C1', C4') clivage du ribose directe/indirecte + 
DMS A (N1)                               N1-CH3 indirecte + C (N3) N3-CH3  directe*/indirecte + G (N7) N7-CH3 directe*/indirecte* + Kethoxal G (N1, N2)  lie N1 et N2 indirecte + DEPC A (N7)  N7-CO2H2 directe*/indirecte +** 
CMCT G (N1)          N1-adduct  indirecte +**  U (N3)  N3-adduct indirecte +** NMIA (SHAPE) 2'OH ribose accessible O-acylation indirecte - 1M7 (SHAPE) 2'OH ribose accessible O-acylation indirecte - BzCN (SHAPE) 2'OH ribose accessible O-acylation indirecte - NAI (SHAPE) 2'OH ribose accessible O-acylation indirecte + NAI-N3 (SHAPE) 2'OH ribose accessible O-acylation indirecte + * Nécessite un clivage par traitement chimique supplémentaire avant détection. 
**Nécessite une perméabilisation de la membrane pour passer à travers. 
Traduit et adapté[176]. 
1.7.3 Prédiction de la structure de l’ARN 
La prédiction de la structure de l’ARN par des programmes informatiques permet de proposer 
des modèles en absence de structure obtenue expérimentalement. La majorité des programmes 
[201-203] vont faire 2 types de prédictions de structures soit en secondaire ou tertiaire Les 
programmes de prédiction de structure secondaire prédisent la structure secondaire, alors que 
les programmes de structure 3D modélisent la structure tertiaire. Les programmes peuvent 
générer plusieurs solutions. En général, la structure choisie sera la MFE, celle-ci est 
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répertoriée comme possédant l’énergie libre la plus basse. Les autres structures prédites sont 
référées comme les structures sous-optimales.  
1.7.3.1 MC-FOLD et MC-SYM 
Dans le laboratoire, le pipeline MC-FOLD/MC-SYM [204] a été développé. Il contient le 
programme MC-FOLD [204] pour prédire la structure secondaire et MC-SYM [205] pour 
prédire la structure tertiaire. Un avantage de celui-ci est qu’il modélise les appariements non-
canoniques. Les deux programmes utilisent les motifs cycliques de nucléotides ou NCM 
(«Nucleotide Cyclic Motif»). Les NCM représentent une unité minimale stable pour capturer 
la structure. Généralement, ils englobent des cycles formés de boucles terminales ou de 2 
paires de bases qui peuvent contenir un renflement ou un mésappariement. Chaque NCM a 
une énergie libre attitrée. Les structures sont modélisées en combinant les NCM, un peu 
comme on pourrait le faire pour construire une structure en bloc de construction. L’énergie de 
la structure est obtenue en compilant l’énergie de chaque NCM.  
La version de MC-FOLD développée par Paul Dallaire, MC-FlashFold (MC-FF), utilise la 
programmation dynamique et sera utilisé par la suite [206]. 
1.7.3.2 Signature dynamique 
Comme discuté plus tôt (Section 1.5), la dynamique structurale de l’ARN est importante pour 
la fonction. Dans cette optique, notre laboratoire explore l’idée de modéliser la dynamique de 
l’ARN et de comprendre possiblement des fonctions ou des absences de fonctions pour le 
moment inexpliquées par la structure MFE classique [206, 207].  
Pour observer la dynamique de l’ARN, les signatures dynamiques ont été développées. Les 
signatures dynamiques représentent la probabilité de chaque nt d’une séquence donnée d’être 
dans un état sur un ensemble de sous-optimaux prédits. Un état peut représenter plusieurs 
choses. Le plus simple des états d’un nt est d’être apparié ou non dans la structure. Dans le 
cadre de la présente recherche, c’est uniquement ce type de signature dynamique qui sera 
utilisé. Cependant, il est possible de préciser ces états en spécifiant le type d’appariement (ex : 
canonique vs non-canonique) ou encore en spécifiant l’emplacement dans la structure (ex : 
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côté de la tige, mésappariement dans la tige, boucle terminale, etc.). Ceci peut permettre une 
analyse plus fine. 
Avec les signatures dynamiques, il a été possible de corroborer les résultats de la dynamique 
observée par RMN et par SHAPE pour différents ARN. Entre autres, il a été possible de faire 
ressortir les différentes structures de la boucle apicale TAR et la tige-boucle 1 du VIH, ainsi 
que du site A du ribosome déterminées par l’équipe de Al-Hashimi par RMN [174]. Il a été 
aussi possible de reproduire approximativement le patron de réactivité par SHAPE de pri-
miARN [132]. De plus, les signatures dynamiques et l’efficacité de maturation des mutants de 
miR125a [142] sont hautement corrélés (p=-0,75) [206]. 
1.7.3.2.1 Représentation de la structure secondaire et des signatures dynamiques 
Quatre représentations seront utilisées dans ce mémoire. La première est la représentation de 
la structure secondaire de la MFE, illustrée par l’exemple de miR125a et son SNP à la Figure 
14A. Le deuxième type de représentation est appelé une carte de contacts. À la Figure 14B, les 
cartes de contacts de miR125a et de son SNP sont illustrées. Dans l’exemple de miR125a, il 
est possible de voir qu’une structure en tige-boucle est fortement représentée, car on observe 
une ligne droite noire prédominante, ainsi que des arcs de cercle noir qui ne s’entrecoupent 
pratiquement pas. Pour le SNP, le même phénomène de base est observé, mais il est possible 
de voir que d’autres plus petites tiges semblent pouvoir se former de manière probable par la 
présence de lignes droites en gris pâle et la présence d’arcs de cercle qui entrecoupent les 
autres, qui sont plus apparents que pour le sauvage. Ces tiges se formeraient au haut de la tige-
boucle principale. Cette différence de dynamique pourrait possiblement expliquer l’absence de 
maturation du SNP. 
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Figure 14. Comparaison des MFE et des signatures dynamiques de miR125a et son SNP. 
(A) MFE établit par MC-FF de miR125a et de son SNP. La structure est visualisée par le programme 
de rendu de CONTRAfold [208], où les lignes avec un cercle plein au milieu symbolisent les pb 
Watson-Crick et les lignes simples indiquent une pb non-Watson-Crick. Les traits noirs symbolisent les 
sites de coupures de Drosha et de Dicer. Les lettres encadrées situent l’emplacement de la mutation sur 
la séquence. (B) Les cartes de contacts ont été générées à partir de 1,000 structures sous-optimales pour 
miR125a et son SNP modélisés dans MC-FF. Dans une carte de contacts, on retrouve 3 fois la 
séquence de l’ARN, soit à l’horizontal en haut, à la verticale à droite et en diagonale. Dans la section 
en haut à droite, on retrouve une représentation de l’appariement où chaque point symbolise une paire 
de bases entre 2 nt de la séquence. Dans la section en bas à gauche, on retrouve une représentation de 
l’appariement, où des lignes relient les 2 nt formant la paire de bases dans la séquence. Dans les deux 
sections de la carte de contacts, l’intensité de la ligne ou du point représente la probabilité de 
l’appariement sur le nombre de structures sous-optimales prédites. 
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Figure 15. Signature simple brin et distance de signature dynamique de miR125a et son 
SNP. Signature simple brin de miR125a (A) et de son SNP (B) avec la probabilité d’un nt d’être 
simple brin en fonction de la position dans la séquence du nt; (C) distance des signatures simple brin 
du sauvage par rapport au SNP pour chaque nt de la séquence. Chaque graphe est fait en fonction de 1, 
10, 100, 1000, 10,000, 100,000, 1,000,000 et 10,000,000 structures sous-optimales prédites. Les lignes 
verticales pointillées bleues représentent les sites de coupure de Drosha et celles en vert les sites de 
coupure de Dicer. La ligne rouge montre l’emplacement de la mutation. 
La troisième représentation est appelée la signature simple brin. Celle de miR125a et son SNP 
sont retrouvées à la Figure 15A et B. Les signatures sont représentées sous forme de graphe de 
la probabilité d’être simple brin en fonction de la position du nt dans la séquence. Les deux 
signatures sont très similaires à première vue, ainsi pour visualiser plus clairement les 
différences, la distance de signature simple brin est calculée (Figure 15C). Ce genre de 
distance est représenté de manière similaire à la signature simple brin avec la distance en 
fonction de la position du nt. Il est possible de déterminer lorsque la valeur de la distance est 
supérieure à 0, que la séquence du sauvage a plus de probabilité d’être simple brin que le 
mutant à cette position, le mutant possède donc une structure plus rigide. Lorsque la distance 
est égale à 0, ceci signifie qu’il n’y a pas de différence entre les deux. Si elle est inférieure à 0, 
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cela signifie que le mutant a une plus grande probabilité d’être simple brin. On peut donc dire 
que la mutation G22U déstabilise la structure augmentant la flexibilité de la région aux 
alentours de la mutation des deux côtés de la tige. 
1.8 Hypothèse et Objectifs 
Comme il a été décrit lors des sections précédentes, les protéines ayant un rôle majeur dans la 
maturation des miARN sont assez bien caractérisées. Cependant, la structure même de l’ARN 
nécessaire pour interagir avec ces protéines manque encore de précision. Il est connu que le 
pri-miARN et le pré-miARN possèdent une structure en tige-boucle. Cette structure nécessite 
une tige d’environ 33 pb, une boucle apicale supérieure à 10 nt et des segments basaux d’une 
longueur et structure non-déterminée in vivo. Ces connaissances ne sont pas suffisantes pour 
expliquer des problèmes de maturation telle que les SNP de miARN. Aussi, il manque encore 
de l’information sur la structure pour pouvoir créer de novo un ARN capable d’être maturé en 
miARN ou encore de déterminer à partir de la séquence génomique si un ARN est un miARN.  
Au laboratoire, un programme de modélisation de la dynamique de la structure est en 
développement. À partir des différentes structures possibles générées par MC-FOLD, le 
programme crée une signature dynamique pour une séquence d’ARN donnée. Celui-ci a déjà 
été appliqué aux résultats des mutants de miR125a. Les résultats du programme montrent que 
les mutants fonctionnels de miR125a ont une signature dynamique similaire à miR125a, alors 
que ceux non fonctionnels s’en détachent. Nous proposons que les transcrits primaires de 
miARN possèdent une signature dynamique qui leur est propre et qui leur permet de passer à 
travers la voie de la maturation canonique des miARN.  
Dans le cadre du projet, l’objectif principal est de mettre en place les techniques nécessaires 
pour répondre à cette hypothèse et de tester des miARN et leurs mutants. Pour vérifier 
l’hypothèse, il faut évaluer 2 aspects chez les transcrits primaires qui seront testés. Le premier 
est la capacité à être maturé en un miARN et le deuxième est la dynamique structurale.  
Pour évaluer l’efficacité de maturation, il a été choisi de l’évaluer par essai in vivo suivi d’une 
détection par Northern Blot. Comme décrit plutôt, il semble y avoir une grande différence 
entre les prérequis nécessaires in vitro et in vivo. Ainsi, pour avoir le portrait le plus juste 
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possible, il est préférable d’évaluer le tout in vivo. Le Northern Blot a été choisi au-dessus du 
RT-qPCR, car dans le cas de la maturation des miARN celui-ci permet une meilleure 
quantification, étant donné qu’il permet une meilleure discrimination des différentes étapes. 
Pour évaluer la structure secondaire, la modélisation de la structure secondaire suivie par la 
génération des signatures dynamiques a été choisie. Cependant, à long terme, il serait idéal 
d’avoir une vérification expérimentale soit par RMN ou par SHAPE. 
Dans la prochaine section, une description du matériel et des méthodes sera faite. Ensuite, la 
partie résultats commencera par une description des optimisations expérimentales. Elle sera 
suivie d’une description de miARN qui n’ont pas réussi à être maturés avec les différentes 
hypothèses testées pour résoudre le problème. Finalement, les résultats d’une deuxième 
sélection de miR seront décrits avec une comparaison des changements en structure secondaire 
et en dynamique. La discussion abordera les autres questions pouvant être soulevées par 
l’absence de maturation observée pour les premiers miARN testés, ainsi que l’apport des 
signatures en comparaison à la structure secondaire et l’énergie. Le mémoire se terminera par 
les perspectives du projet et les conclusions. 
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2 Matériel et Méthode 
2.1 Clonage  
2.1.1 Plasmide pPrime 
 
Figure 16. Carte du plasmide pPrime-CMV-GFP-miR30PGK-Puro. Le plasmide contient 
des répétitions terminales longues (LTR) 5’ et 3’ du VIH, un signal d’emballage, un élément de 
réponse Rev (RRE), un tractus central de la polypurine (cPPT), un élément régulateur post-
transcriptionnel du virus de l’hépatite de la marmotte (WPRE), un promoteur du cytomégalovirus 
(CMV) avec un renforceur (« enhancer ») CAG pour la production de virus. La protéine fluorescente 
verte augmentée (EGFP) et miR30 sont sous un promoteur CMV similaire à celui pour la production 
virale, avec les sites de restrictions XhoI et EcoRI pour cloner le shARN. Il y a présence d’une 
résistance à l’ampicilline (AmpR) et à la puromycine (puro). L’origine de réplication est pBR322. 
Le plasmide utilisé pour les transfections est pPrime-CMV-GFP-miR30PGK-Puro [209] 
(Figure 16) et est uniquement référé comme pPrime pour plasmide à potentiel d’interférence à 
ARN utilisant l’expression de miARN. Celui-ci a été développé pour pouvoir exprimer des 
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shARN dans le contexte de miR30. Le plasmide possède une AmpR pour sélection dans les 
bactéries et à la Puro pour sélection dans les cellules humaines. pPrime possède aussi tout ce 
qui est nécessaire pour la production de lentivirus. Le plasmide produit le miARN/shARN 
d’intérêt, ainsi que la protéine EGFP sur un même ARN sous l’influence d’un promoteur 
CMV. Le plasmide a été fourni par le laboratoire de Jerry Pelletier, PhD, McGill. 
2.1.2 Assemblage Gibson et sous-clonage 
Chaque pré-miARN a été cloné dans pPrime à partir d’oligos (Tableau 3) amplifiés par PCR à 
l’aide d’amorce (Tableau 4), puis incorporé dans le plasmide par assemblage Gibson. La 
séquence pour chaque pré-miARN a été obtenue sur le site de miRBase [210] (Tableau 6). 
Pour les pri-miARN avec segments basaux naturels, l’insert a été amplifié de l’ADN 
génomique avant incorporation au plasmide par assemblage Gibson. Les amorces (Tableau 5) 
ont été conçues pour amplifier des fragments contenant le pré-miARN encadré de 100-300 nt 
de chaque côté. Pour le pri-miR125a et pri-miR125a-G22U, les séquences ont été sous-clonées 
du plasmide pSM2 fournies par le laboratoire Peng Jin, PhD, Emory University [142] à l’aide 
des enzymes XhoI et EcoRI. Les séquences génomiques sont répertoriées au Tableau 7. 
Pour effectuer un assemblage Gibson, 75 ng de plasmide pPrime digéré XhoI et EcoRI et 1 ng 
d’insert sont utilisés. Les deux sont purifiés par gel avant d’effectuer l’assemblage Gibson. Le 
tampon de réaction est un tampon isothermal 5X (25% PEG-8000, 500 mM Tris-HCl pH 7.5, 
50 mM MgCl2, 50 mM DTT, 1 mM de chaque dNTP et 5 mM NAD). Pour effectuer la 
réaction, 0,08 U de T5 exonucléase (M0363S, NEB), 0,5 U de polymérase à ADN Phusion 
(M0530S, NEB) et 80 U de Taq ligase (M0208S, NEB) sont utilisées. La réaction est incubée 
1 h à 50°C. Le produit de l’assemblage est ensuite transformé dans des bactéries compétentes 
Stbl2 et sélectionné à l’ampicilline. Le plasmide est finalement extrait et séquencé. 
2.2 Transfection et culture cellulaire 
Les cellules utilisées pour les différentes expériences sont les HEK293T (passage 10-25) et les 
Hela (passage 21-30). Les cellules ont été cultivées dans du DMEM (11995-073, Gibco) 10% 
FBS, 1% penstrep (pénicilline et streptomycine) dans des pétris 10 cm à 37°C, 5% CO2. Les 
cellules sont transfectées lorsqu’elles atteignent 50-70% de confluence avec 12 µg de plasmide 
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et 36 µg de PEI linéaire. Le plasmide et le PEI sont mélangés dans 700 µL de NaCl 150 mM 
durant 30 s au vortex et ajoutés aux cellules après 15 min d’incubation à température pièce. Le 
milieu est changé entre 6-24 h après la transfection. L’efficacité de transfection est évaluée par 
le taux de cellules fluorescentes observées au microscope à fluorescence. Les expériences en 
transfection transitoire sont effectuées avec des cellules récoltées entre 24-48 h après la 
transfection. Pour les expériences en expression stable, les cellules sont sélectionnées à la 
puromycine (1 µg/mL) à partir de 24 h après la transfection. La sélection est effectuée sur une 
période de 10 jours avant de récolter les cellules ou jusqu’à ce que toutes les cellules du 
contrôle soient mortes. Le milieu cellulaire est changé aux 2-3 jours. Dans tous les cas, les 
cellules sont récoltées par traitement à la trypsine (Multicell) et lavées au PBS 1X froid. Leur 
ARN est directement extrait ou les cellules sont réfrigérées à -80°C pour future extraction. 
2.3 Extraction d’ARN 
L’ARN des cellules est extrait à l’aide de Trizol (Ambion, LifeTechnologies). Le protocole 
utilisé est celui recommandé par la compagnie. Les cellules sont homogénéisées avec 1 mL de 
Trizol et incubées 5 min à température pièce. 200 µL de chloroforme sont ensuite ajoutés. Le 
tout est mélangé manuellement durant 15 s et incubé 2-3 min à température pièce. 
L’homogénat est ensuite centrifugé 15 min à 4°C à 12000 g. La phase aqueuse est recueillie et 
500 µL d’isopropanol y est ajouté. L’ARN est laissé à précipiter pendant 10 min à température 
pièce, puis est centrifugé 10 min à 4°C à 12000 g. Après avoir retiré le surnageant, le culot est 
rincé avec 1 mL d’éthanol 75% et centrifugé 5 min à 4°C à 7500 g. Le surnageant est enlevé et 
les culots sont séchés à l’air durant 10-30 min. L’ARN est finalement resuspendu dans de 
l’eau DEPC et chauffé à 60°C pour 10-60 min. La pureté et la concentration de l’ARN sont 
évaluées par nanospectrophotomètre (Nanophotometer™, Implen). Les ratios d’absorbance 
260/280 et 260/230 sont regardés pour évaluer la qualité. Ceux-ci doivent être supérieurs ou 
égal à 1,8. L’intégrité de l’ARN est évaluée par gel d’agarose 1% avec bromure d’éthidium 
(0,5 µg/mL) traité à l’eau de javel pré-polymérisation pour s’assurer de l’absence de RNase 
dans le gel [211]. 1 µg d’ARN est déposé sur le gel et migré pour 30-40 min à 120V dans un 
tampon TAE 1X. L’ARN est considéré intègre si à l’exposition aux UV il est possible 
d’observer les 3 sous-unités ribosomales 28S, 18S et 5S sans présence de dégradation. L’ARN 
n’est pas utilisé si l’intégrité et la pureté sont faibles.  
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2.4 Northern Blot 
L’échelle moléculaire d’ARNsb est le Decade Marker (AM7778, Ambion). L’échelle est 
marquée au P32 par phosphorylation par la T4 Polynucléotide Kinase fournit avec l’échelle 
avec [γ-32P]-ATP (10 mCi/mL, 3000 Ci/mmol, BLU502A, Perkin Elmer) et est purifiée par 
colonne G-50 (11814427001, Roche) pour retirer tout [γ-32P]-ATP non incorporé. Les 
colonnes sont utilisées suivant les recommandations du manufacturier. 
Le protocole de Northern Blot a été adapté à partir du protocole du laboratoire Simard, lui-
même adapté du protocole de Lau N.C. [212]. Les échantillons sont préparés à partir de 20-30 
µg d’ARN total extrait auquel est ajouté un tampon de chargement au formamide 2X (98% 
formamide, 10 mM EDTA, 0,025% m/v Cyanol de Xylène, 0,025% m/v Bleu de 
Bromophénol). Les échantillons sont chauffés 5-10 min à 85°C avant d’être chargés sur gel. 
Pour les premiers tests, des gels 15 % acrylamide urée 7 M de 10 cm x 8 cm x 0,5 cm sont 
utilisés. Par la suite, ce sont des gels où la moitié supérieure est de 3,5 % et la partie inférieure 
est de 15 % acrylamide urée 7 M de 20 cm x 20 cm x 0,5 cm qui sont principalement utilisés. 
La migration est effectuée dans un tampon TBE 0,5X à 200 V, 50 mA pour 1 h pour les petits 
gels 15 % et à 130 V, 20 mA pour 5-6 h pour les grands gels moitié 3,5 % et 15 %. 
Le gel est préparé pour le transfert de l’ARN sur membrane (GeneScreen Plus, Perkin Elmer) 
dans un système de transfert humide (Transblot, Biorad). Le montage de transfert est fait 
d’une superposition dans l’ordre suivant : tampon de fibre, papier whatman, gel, membrane, 
papier whatman et tampon de fibre. Chaque composant est imbibé dans du tampon TBE 0,5X 
précédent la préparation du montage. Le transfert est effectué 1h à 4°C à 80 V et 1,3 A avec 
agitation continue. Après transfert, le gel est coloré au bromure d’éthidium pour vérifier 
l’efficacité de transfert. L’ARN est lié à la membrane chimiquement à l’aide d’une solution 
d’EDAC méthylimidazole 127.5 mM, pH8.0 (31 mg EDAC par mL de méthylimidazole 127.5 
mM, pH 8.0) et incubé à 60°C dans un four à hybridation pour 1-2 h. La membrane est ensuite 
rincée à l’eau, puis mise dans une bouteille d’hybridation en présence de solution de 
préhybridation/hybridation (5X SSC, 20 mM Na2HPO4 pH 7,2, 7% SDS, 2X de solution de 
Denhardt) à 50°C dans un four d’hybridation pour 2-24 h.  
Les sondes radioactives utilisées sont synthétisées selon la méthode décrite dans l’introduction 
[165] (Figure 12B). L’ensemble des oligos utilisés sont inscrits dans le Tableau 8. Le kit 
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Starfire et la sonde de miR125a proviennent de la compagnie IDT. Le kit est utilisé selon les 
recommandations du manufacturier, qui sont similaires au protocole décrit par la suite, mais 
avec les produits d’IDT. Pour générer les sondes radioactives, 1 µL de 0,5 µM de l’oligo 
spécifique à l’ARN d’intérêt, 1 µL de 0,5 µM de l’oligo modèle, 1 µL de tampon #2 10X 
(B7002S, NEB) et 5 µL d’eau sont chauffés à 95°C. Le tout est refroidi à température pièce 
durant au moins 5 min. 1 µL [α-32P]-dATP (20 mCi/mL, 6000 Ci/mmol, BLU512Z, Perkin 
Elmer) et 1 µL d’Exo- Klenow (M0212S, NEB) sont ensuite ajoutés et le tout est incubé à 
température pièce 1h-1h30. Pour arrêter la réaction, 40 µL de 10 mM EDTA sont ajoutés. La 
sonde radioactive est finalement purifiée par colonne G-25 (11814397001, Roche) pour retirer 
les [α-32P]-dATP non incorporés selon les directives du fabricant.  
La sonde est chauffée à 85°C pendant 5 min et est directement ajoutée dans la solution 
d’hybridation où se trouve la membrane. La bouteille est remise en rotation dans le four à 
50°C où l’hybridation est effectuée pendant la nuit. Dans le cas du contrôle de chargement U6, 
seulement 1/5 de la sonde produite est utilisée, le signal étant trop fort sinon. La membrane est 
ensuite lavée avec une solution non-astringente (3X SSC, 25,225 mM Na2HPO4 pH 7,2, 5% 
SDS) tout d’abord brièvement, suivi d’un lavage de 10 min, puis de 2 lavages de 30 min. Elle 
est finalement lavée avec une solution astringente (1XSSC, 1%SDS) pour 15 min. Elle est 
emballée dans une pellicule de plastique et est placée dans une cassette avec un écran de 
phosphoimager (BAS-IP MS 2025E, GE Healthcare) qui capte les émissions radioactives. 
L’exposition de l’écran à la membrane est de 2-6 h pour la sonde U6 et 24 h à 1 semaine pour 
les miARN. Le résultat est visualisé à l’aide du phosphoimager FLA9500 de GE Healthcare à 
750 V et à une résolution de 100 µm. 
Pour hybrider une autre sonde à la membrane, il faut tout d’abord dé-hybrider la sonde qui s’y 
trouve. Pour cela, la membrane est mise dans le four à hybridation à 85°C avec une solution de 
SDS 1% pour 2 lavages de 30 min. Ensuite, l’hybridation de la nouvelle sonde s’effectue 
comme précédemment en commençant par l’étape de la pré-hybridation. 
Pour quantifier les Northern Blot, l’intensité des bandes est mesurée à l’aide du logiciel 
ImageJ, ainsi que le bruit de fond directement en dessous de chaque bande pour le pri-miARN, 
le pré-miARN, le miARN et le contrôle U6. 
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2.5 Sélection des miARN 
 
Figure 17. Comparaison de la distance de la signature dynamique et de la MFE pour les 
paires de miARN sauvage et mutant. Chaque point du graphe représente une paire 
sauvage/mutant pour un miARN à une position précise. La croix rouge (0,1;0) symbolise la paire 
sauvage/SNP de miR125a en position 8 du mature. En abscisse, la distance entre les signatures 
dynamiques est représentée et la distance entre les MFE en ordonnée. 
Le choix des miARN est basé sur des analyses bio-informatiques [206]. Pour commencer 
l’étude, il a été déterminé que des mutations connues de précurseurs de miARN seraient 
testées. Pour cela, l’ensemble des SNP de miARN connu dans la population a été extrait de la 
banque de donnée pour courtes variations génétiques (dbSNP) de NCBI («National Center for 
Biotechnology Information») [213]. À l’aide du logiciel MC-FF [206], la structure des 
séquences sauvage et mutante de chaque miARN extrait de dbSNP a été modélisée. Les 1000 
sous-optimaux les plus stables ont été générés. À partir de ces prédictions générées, 2 
distances entre le sauvage et le mutant sont calculées. La première est la distance entre les 
structures MFE. Elle permet de savoir la proximité de la structure la plus stable du sauvage et 
du mutant. La deuxième est la distance de la signature dynamique. Ce calcul renseigne sur la 
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proximité des structures mais au niveau de la dynamique. Les résultats sont illustrés à la 
Figure 17. 
Tableau 2. Distance de dynamique du sauvage au mutant des différents miARN 
sélectionnés. 
miR 1ère sélection 
distance signature dynamique 
miR 2ème sélection 
distance signature dynamique 
125a-G22U 0,1 1-1-C15U 0,01 
611-A3G 0,4 34a-G35A 0,11 
1228-G36A 0,47 34a-G90C 0,05 
3182-G40A 0,4 96-C42U 0,11 
4260-C47U 0,4 128-1-G22A 0,09 4315-1-C12U 0,6 182-G106A 0,07 
4442-C16G 0,45 188-C60U 0,32 
4664-C23G 0,47 223-G22A 0,01 
  298-A20C 0,34 
  330-C71U 0,09 
  370-A63G 0,08 
  382-U15C 0,07 
  382-C56U 0,04 L’hypothèse du projet est que la signature dynamique d’un ARN est importante pour sa 
maturation. Ainsi, pour écarter toute considération sur un changement général de la structure 
et observer un changement de dynamique, il a été déterminé que les paires sauvage/mutant 
choisies auraient une distance entre les MFE de 0 et une distance entre les signatures 
dynamiques supérieures à 0. Ceci veut dire que les 2 ARN possèdent la même structure la plus 
stable malgré la mutation, mais ne vont pas avoir la même dynamique d’après la prédiction. 
Ainsi, sur le graphique de la Figure 17, toutes les paires à une distance de MFE de 0 sont de 
bons candidats. 
Le miARN sélectionné pour effectuer les optimisations de techniques est miR125a, car il est 
connu pour avoir un problème de maturation qui est bien décrit dans la littérature [142] 
comme expliqué à la Section 1.5.4. De plus, il fait partie des candidats recherchés avec une 
distance de MFE à son mutant de 0 et une distance de dynamique de 0,1. 
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La première sélection de paires de miARN est inscrite dans le Tableau 2. Les miARN choisis 
ont une distance de MFE de 0 et possèdent les distances de dynamique les plus proches de 1 
sur toutes les paires testées. Pour la deuxième sélection de miARN (Tableau 2), plusieurs 
autres critères de sélection ont été ajoutés pour s’assurer de l’existence des miARN. Tout 
d’abord, il a été décidé d’utiliser le critère de haute confiance de miRbase [214] comme 
premier filtre pour enlever des possibles non-miARN. Ensuite, la signature dynamique basée 
sur 1000 sous-optimaux a été modélisée pour le miARN sauvage. Il a ensuite été déterminé 
subjectivement que la structure secondaire se repliait sous forme de tige-boucle à l’aide de 
carte de contacts. Parmi ceux-ci, une liste d’une centaine de miR a été établie. Pour chaque 
miR, les références ont été analysées pour établir la confiance dans ces miARN. Tout d’abord, 
pour établir si le miARN avait uniquement été observé par RNAseq ou s’il avait été démontré 
plus amplement en laboratoire. Finalement, la méthode des références de chaque miR (autres 
que les papiers de RNAseq ou de cas clinique) a été lue pour établir si le pri/pré-miARN avait 
été transfecté sous forme d’ARN ou cloné et si son expression avait été vérifiée par RT-qPCR, 
Northern Blot ou autre méthode de détection.   
2.6 Carte de contacts 
Les cartes de contacts sont générées par l’outil db2cm (« dot bracket to contact map » ou 
représentation en point et parenthèse vers une carte de contacts) [215] à partir de structure 
secondaire générée par MC-FF. Le poids attitré à chaque sous-optimale pour générer les 




3.1 Optimisation  
3.1.1 Optimisation Northern Blot 
Pour évaluer l’efficacité de maturation des miARN, le Northern Blot est une technique de 
choix. Il permet de visualiser sur un même gel les 3 étapes de la maturation à l’aide d’une 
même sonde. Pour cela, le protocole de Northern Blot pour miARN a gracieusement été fourni 
par le laboratoire de Martin Simard du CRC (Centre de Recherche sur le Cancer) de Québec 
qui est adapté du protocole de Lau N.C. [212]. Ce protocole est adapté pour observer les 
miARN matures et leur pré-miARN sur des petits gels (10 cm x 8 cmx 0,5 cm) avec des 
sondes Starfire de IDT (Figure 18A). Pour le projet, l’objectif est de visualiser le pri-miARN, 
le pré-miARN et le miARN sur un même gel et d’optimiser le protocole de Northern Blot 
selon les équipements disponibles dans le laboratoire. De plus, le système Stafire© d’IDT est 
assez simple à reproduire et fonctionne comme décrit à la Figure 12. Il a été choisi d’optimiser 
un système similaire à l’interne pour connaître les paramètres expérimentaux et réduire les 
coûts. Les différentes parties du protocole ont donc été optimisées pour atteindre l’objectif du 
projet. 
3.1.1.1 Sondes radioactives 
Les sondes radioactives utilisées par le laboratoire Simard sont les sondes Stafire© d’IDT. 
Après analyse du protocole du kit d’IDT, il a été déterminé que le seul détail non connu est la 
séquence de l’hexamère servant à hybrider l’oligo modèle pour générer la queue poly(A) 
(Figure 12B). Afin de réduire les coûts et pouvoir contrôler absolument tous les paramètres du 
protocole, il a été décidé de mettre au point les sondes à l’interne. 
Pour cela, il a été déterminé que des appariements G-C seraient probablement favorables pour 
stabiliser l’appariement. Cependant, des séquences avec uniquement des G-C seraient peut-
être un appariement trop fort et pourrait causer problème pour l’hybridation future. De 
manière arbitraire, il a été décidé que les hexamères à tester seraient CAGCAG, AGCAGC et 
GCAGCA. Les 3 hexamères ont été testés pour miR125a en comparaison avec la sonde 
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Starfire. Pour cela, le même échantillon divisé en 4 a été migré sur le même gel et transféré sur 
la même membrane. Toutes les sondes ont permis d’observer le même phénomène que le kit 
(Figure 18B), soit la présence du pré-miARN et du miARN. De plus, aucune des sondes n’est 
non-spécifique. L’unique différence est l’intensité du signal détecté par le phosphoimager 
malgré une exposition simultanée des 4 sondes sur le même écran. La sonde Starfire et celle 
avec l’hexamère AGCAGC possèdent des signaux similaires. La sonde Starfire démontre 
toutefois une intensité plus grande pour le mature (Figure 18C). Comparativement aux sondes 
CAGCAG et GCAGCA, la sonde AGCAGC semble détecter miR125a avec un plus grand 
signal. 
 
Figure 18. Optimisation des sondes de Northern Blot. (A) Northern Blot de miR125a avec 
sonde Starfire sur petit gel polyacrylamide-urée avec l’ARN de cellules HEK293T transfectées de 
manière transitoire après une exposition de 24 h pour la sonde 125a et 6 h pour U6. Les flèches 
indiquent l’emplacement du pré-miARN et du miARN; (B) Northern Blot du même échantillon de 
miR125a avec une sonde Starfire, une sonde avec un hexamère CAGCAG, AGCAGC ou GCAGCA 
avec une exposition de 24 h; (C) Quantification de l’intensité du pré-miARN et du miARN pour 
chacune des sondes.  
Malgré que le test ait été effectué une fois, il montre que des résultats pratiquement identiques 
à ceux du kit Starfire peuvent être obtenus pour miR125a avec différents hexamères pour 
générer les sondes. Puisque AGCAGC donnait le plus grand signal, cet hexamère a été 
sélectionné comme celui à utiliser principalement pour générer des sondes. Celui-ci est aussi 
facilement modifiable pour un autre hexamère s’il est soupçonné d’entraîner une non-
spécificité de signal. Les sondes conçues peuvent aussi être spécifiques aux nucléotides près 
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comme le démontre miR125a et son SNP pour lequel la mutation se retrouve dans la séquence 
de la sonde du mature (Figure 19), dont les résultats seront décrits plus loin.  
 
Figure 19. miR125a-SNP modifie le site de clivage de Drosha. Northern Blot d’ARN de 
cellules HEK293T avec expression stable. Exposition des membranes durant 24 h pour les sondes 125a 
et 125a-SNP et de 2 h pour U6. Sur la membrane à gauche une sonde spécifique à miR125a est utilisée, 
alors que pour la membrane de droite, une sonde spécifique au mutant est utilisée. Les tailles de 
l’échelle sont exprimées en nt. Les flèches indiquent l’emplacement du pri-miARN, du pré-miARN et 
du miARN. 
3.1.1.2 Taille du gel 
Le protocole de Northern Blot du laboratoire Simard a été optimisé pour principalement 
observer les miARN matures et les pré-miARN sur un gel de 15% polyacrylamide-urée de 10 
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cm x 8 cm x 0,5 cm. L’exemple de miR125a est montré à la Figure 18A. Sur ce type de gel, il 
est possible de voir le miARN de ~22 nt et le pré-miARN de 60-70 nt, cependant le pri-
miARN sort à peine des puits du gel. Le pri-miARN est produit par le promoteur CMV du 
plasmide pPrime (Figure 16) et comprend la séquence de l’eGFP d’environ 730 nt en plus de 
la séquence clonée de pri-miR125a de 295 nt. La taille du pri-miARN produit par le plasmide 
est donc de l’ordre de 1000 nt. Il n’est donc pratiquement pas transféré sur la membrane 
comme le montre la bande supérieure très feinte à la Figure 18.A, en raison de tous les ARN 
de grandes tailles également présents. Le gel n’était donc pas convenable pour visualiser les 
résultats désirés. Un gel polyacrylamide-urée 15% permet une séparation des ARN entre 20-
100 nt et un gel 3,5% permet la séparation d’ARN de 500 nt et plus [216]. Afin d’obtenir une 
bonne séparation sur un même gel avec un pourcentage unique, il aurait fallu probablement un 
très grand gel. Cependant, la séparation n’aurait pas été assurée et ce matériel n’était pas 
disponible au laboratoire. La solution la plus simple pour obtenir une séparation adéquate des 
deux ordres de grandeurs d’ARN sur un même gel avec le matériel disponible, était de faire un 
gel 20 cm x 20 cm x 0,5 cm à deux pourcentages avec une moitié inférieure à 15% et une 
moitié supérieure à 3,5%. On obtient ainsi un gel comme à la Figure 19, qui permet de 
visualiser le pri-miARN, le pré-miARN et le miARN. 
3.1.1.3 Résultats miR125a 
À la Figure 19, il est possible d’observer pour le sauvage et le mutant de miR125a, qu’il y a 
présence du pri-miARN, du pré-miARN et du miARN mature. Cependant, il est difficile de 
comparer directement le sauvage et le mutant, car les deux n’ont pas la même sonde puisque la 
mutation est présente dans la séquence du mature. Par contre, on peut remarquer que la 
quantité de pri-miARN semble similaire, la quantité de pré-miARN semble plus grande pour 
le mutant tandis que la quantité de miARN mature du mutant est très minime comparativement 
au sauvage. Le résultat concorde avec les observations de l’équipe de Peng Jin [142] qui 
montrait une diminution de la maturation de miR125a lorsqu’il y avait le SNP. Les résultats 
montrent qu’il y a une accumulation du pré-miARN qui ne semble pas être clivé efficacement 
par Dicer. De plus, il est intéressant de remarquer que la taille du pré-miARN généré du SNP 
est plus grande que celui du sauvage d’environ 10 nt. On peut en déduire que Drosha coupe 
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différemment les pri-miARN. Le pré-miARN est alors moins bien reconnu par Exportin 5 
et/ou Dicer causant son accumulation et une diminution de la production de mature.  
3.1.2 Normalisation des segments basaux 
Le projet se fait en parallèle au développement d’un programme informatique. L’analyse de la 
dynamique structurale s’effectue pour l’instant sur la séquence des pré-miARN uniquement. 
La raison est que cette séquence est facilement accessible dans la base de données telle que 
miRBase. De plus, la taille minimum des segments basaux in vivo n’est pas connue, ce qui 
rend difficile leur incorporation rationnelle dans un modèle pour l’instant. Dans une première 
étape pour évaluer la performance du programme, il a donc été déterminé de ne pas prendre 
les segments basaux en compte. Cependant, puisque ceux-ci sont nécessaires à la maturation, 
comme décrit dans l’introduction, il a été déterminé qu’il serait mieux de normaliser les 
segments basaux pour avoir une analyse centrée sur le reste du transcrit primaire. Pour cela, 
les segments basaux de miR30 sont utilisés. Ils ont été choisis, car une technique classique 
pour exprimer des shARN est d’utiliser le contexte de miR30 [217, 218], c’est-à-dire de 
conserver toute la séquence de miR30 et de ne changer que celle des miARN matures par le 
siARN que l’on veut exprimer ainsi que son brin complémentaire. Ce contexte est très utilisé 
et étudié. Ainsi, il est fort probable que pour la majorité des miARN, les segments basaux de 
miR30 permettent la maturation. De plus, ceci diminue la taille des fragments à cloner, ce qui 
permet de commander des oligos comme insert, ce qui diminue le temps de clonage.  
Pour s’assurer que le système normalisé avec les segments basaux de miR30 fonctionne, un 
test est tout d’abord effectué avec miR125a. Ainsi, pré-miR125a a été cloné dans pPrime 
encadré par les segments basaux de miR30. Ce type de clonage sera référé au contexte de 
miR30 dans le reste du mémoire. Le type de clonage qui inclut une amplification de l’ADN 
génomique pour obtenir des segments basaux naturels sera appelé le contexte naturel.  
A partir de la Figure 20, on observe que la maturation de miR125a sauvage dans le contexte 
naturel et de miR30 est pratiquement le même. La seule différence est que l’intensité des 
bandes est légèrement plus faible pour le pri-miARN et le pré-miARN dans le contexte de 
miR30. Cependant, le niveau d’expression du mature ne semble pas être affecté. On observe le 
même cas pour ce qui est de la différence entre le miR125a-SNP dans le contexte naturel et de 
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miR30. Ainsi, le passage du contexte naturel au contexte de miR30 affecte légèrement la 
quantité de pri-miARN et pré-miARN obtenu, mais ne change rien au phénomène observé qui 
est le même que celui décrit précédemment. Le contexte de miR30 ne semble ainsi pas affecter 
grandement la maturation de miR125a. Il est donc utilisé pour cloner d’autres miARN. 
 
Figure 20. Comparaison de l’efficacité de maturation de miR125a avec segments basaux 
naturels et du contexte de miR30. Northern Blot d’ARN de cellules HEK293T à expressions 
stables des plasmides avec exposition des membranes durant 24 h pour les sondes 125a et 125a-G22U 
et de 2 h pour U6 avec p’-pri référant au contexte naturel et p’-30 au contexte de miR30. La membrane 
de gauche a été hybridée avec une sonde spécifique pour 125a sauvage et celle de droite pour 
miR125a-G22U. Les tailles de l’échelle sont exprimées en nt. Les flèches indiquent l’emplacement du 
pri-miARN, du pré-miARN et du miARN.  
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Figure 21. Absence de maturation chez les 7 miARN sélectionnés. Northern Blot d’ARN de 
cellules HEK293T à expressions transitoires (70% d’efficacité de transfection) des miARN 611, 1228, 
3182, 4260, 4315, 4442 et 4664 dans le contexte de miR30 avec une exposition de 24 h pour les sondes 
spécifiques au miR et 6 h pour U6. 
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3.2 Problème d’absence de maturation des séquences sauvages 
Pour tester l’hypothèse que l’efficacité de maturation est reliée à la signature dynamique des 
miARN, des paires de sauvages et mutants telles que miR125a et son SNP ont été 
sélectionnées. La méthode de sélection a permis de choisir des paires de sauvages et de 
mutants parmi la base de données dbSNP qui possèdent une distance de MFE de 0 et une 
distance de signature dynamique supérieure à 0 et la plus élevée possible. La liste établie 
comprend les miARN 611, 1228, 3182, 4260, 4315, 4430, 4442 et 4664.  
Pour les 7 miR, il a été possible de générer une sonde spécifique, car il y a une absence de 
signal dans les contrôles (Figure 21). Pour chaque miARN, cette sonde détecte principalement 
un ARN de grande taille. En comparaison avec les résultats pour miR125a (Figure 19, Figure 
20), cet ARN détecté est le pri-miARN. Il est aussi possible de voir au moins une autre bande 
d’intensité plus faible et de plus grande taille. Elle est causée par l’expression du long ARN 
entre les deux LTR du plasmide pPrime (Figure 16) nécessaire pour générer des lentivirus. Cet 
ARN est d’environ 6250 nt sans compter la longueur de l’insert qui est aussi contenu dans 
l’ARN. Il peut probablement aussi agir comme pri-miARN. L’ARN n’est pas présent dans le 
cas de miR125a (Figure 19, Figure 20), car les HEK293T exprimaient stablement le plasmide 
et donc l’ARN compris entre les deux LTR n’étaient plus produits au contraire de ces 
expressions transitoires (Figure 21). Les autres bandes de grandes tailles présentes sur certains 
des Northern Blot sont probablement causées par un des ARN encore pris dans les puits ou 
encore une duplication de certaines bandes à cause des puits trop flexibles du gel 3,5 % qui 
peuvent ralentir parfois la migration d’une partie de l’échantillon. 
Malgré la détection du pri-miARN pour les miARN 611, 1228, 4260, 4315 et 4664, il n’y a 
présence d’aucune trace du pré-miARN ou du mature même avec une prolongation de 
l’exposition. Il semble donc y avoir un problème de maturation pour ces miARN. Seuls 3182 
et 4442 montrent une bande avec une taille plus petite. Dans le cas de miR3182, cette bande 
pourrait être de la taille du pré-miARN ou du mature. Cependant, celle-ci est présente aussi 
dans les contrôles, ce qui indiquerait qu’elle n’est pas causée par l’expression du miARN par 
le vecteur. Dans le cas de miR4442, une bande faible est exprimée au niveau de la taille du 
pré-miARN. Ceci laisse à penser qu’il y aurait maturation, cependant malgré une exposition 
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prolongée sur une semaine, aucun signal de plus faible intensité n’est apparu au niveau du 
miARN mature. L’exposition prolongée a aussi provoqué une saturation de l’image au niveau 
des pri-miARN. 
Plusieurs hypothèses sont envisageables pour expliquer l’absence de maturation. Trois 
hypothèses ont été explorées pour tenter de régler le problème. La première est que les 
segments basaux de miR30 ne conviennent à aucun des 7 miR et que le cas de miR125a était 
un cas de chance. La deuxième est que le contexte cellulaire ne permet pas d’exprimer ces 
miR. Ceux-ci ont peut-être besoin de régulateurs ou cofacteurs spécifiques qui ne sont pas 
présents dans les HEK293T. La dernière est que l’ensemble de ces miARN n’existe pas. 
Beaucoup de candidats de miARN ont été trouvés par séquençage d’ARN et par malchance 
ceux-ci pourraient ne pas être des miARN, mais seulement des petits fragments issus de 
dégradation ou d’autres procédés biologiques. L’exploration de ces trois hypothèses est décrite 
plus en détail dans les sections suivantes. 
3.2.1 Contexte miR30 versus naturel : miR125a exception à la règle? 
Comme montré précédemment, le contexte de miR30 a permis d’exprimer miR125a (Figure 
20). Cependant, la maturation des 7 miR à partir de celui-ci ne semble pas avoir fonctionné. Il 
est facile de penser que miR125a était l’exception à la règle et que par chance ce miR test a pu 
être exprimé avec des segments basaux de miR30. Cependant, le fait que sur 7 miR aucun 
n’ait fonctionné et que des exemples montrent que des changements dans les segments basaux 
puissent inhiber la maturation [133], cela suggère que la modification des segments basaux a 
peut-être affecté la maturation grandement pour les 7 miR. miR125a lui aurait fonctionné, car 
probablement le contexte de miR30 n’affecte pas la structure nécessaire à sa maturation. Pour 
vérifier cette hypothèse, 4miR ont aussi été clonés dans leur contexte naturel pour évaluer 
cette possibilité, soit miR611, 1228, 4442 et 4664. Les autres n’ont pas été clonés, car 
l’objectif était de tester rapidement l’hypothèse et le clonage pour les 3 autres miR s’est révélé 
plus long à cause de problèmes d’amplification à partir de l’ADN génomique. 
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Figure 22. Comparaison du contexte naturel et du contexte de miR30 pour 4 miR. 
Northern Blot d’ARN de cellules HEK293T à expressions transitoires des miARN 611, 1228, 3182, 
4442 et 4664 dans le contexte naturel avec une exposition de 24 h pour les sondes spécifiques au miR 
et 6h pour U6. 
Pour les 4 miR testés, aucune maturation n’a été observée, non plus dans le contexte naturel 
(Figure 22). Pour chaque miR, on observe le pri-miARN dans le contexte naturel et de miR30. 
Le pri-miARN a été retrouvé en plus grande quantité dans le contexte de miR30 à cause d’une 
différence entre le pourcentage de transfection entre les deux. Le pourcentage de transfection 
était de 50-60% pour les plasmides de contexte naturel, alors que celui-ci était de 70-80% pour 
ceux du contexte miR30. Pour miR4442, on revoit la bande supplémentaire qui semblerait être 
le pré-miARN. On peut aussi observer la même chose pour miR611 et miR1228 de manière 
très feinte. Cependant, comme précédemment, la prolongation de l’exposition à une semaine 
permet seulement de préciser la bande, sans faire apparaître de bandes plus petites qui 
correspondraient au miR. De plus, cette exposition prolongée provoque à nouveau une 
saturation des détecteurs du phosphoimager au niveau du pri-miARN. 
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Figure 23. Absence de maturation des 7 miR dans les cellules Hela. Northern Blot d’ARN de 
cellules Hela à expressions transitoires (40% d’efficacité de transfection) avec une exposition de 24 h 
pour les sondes des miR et 6 h pour U6. (A) Pour les miARN 611, 1228, 4442 et 4664 en contexte 
naturel et de miR30. (B) Pour les miARN 3182, 4260 et 4315 uniquement en contexte de miR30. 
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Ces résultats semblent donc indiquer que les segments basaux qu’ils soient naturels ou de 
miR30 ne semblent pas la cause principale de l’absence de maturation des miARN. 
3.2.2 Contexte cellulaire et maturation 
Une autre hypothèse pouvant être formulée est que certains de ces miARN nécessitent des 
régulateurs ou cofacteurs qui ne sont pas présents dans les HEK293T. Pour tester rapidement 
cette hypothèse, il a été choisi d’effectuer un test dans un autre type cellulaire, soit les HELA 
qui sont aussi faciles à transfecter.  
Pour les 7 miR, le changement de contexte cellulaire semble n’avoir pratiquement rien changé. 
On observe le même phénomène pour les miARN 611, 1228, 4442 et 4664 que ce soit dans les 
cellules HEK293T (Figure 21) ou Hela (Figure 23). Pour miR3182, on observe le même 
patron qu’à la Figure 21 où en plus du pri-miARN de l’échantillon sauvage, un autre ARN est 
détecté dans les 3 échantillons. Pour miR4260 et miR4315, on observe uniquement le pri-
miARN (Figure 23B). 
Le changement de contexte ne semble pas avoir affecté la maturation d’aucun des miR. 
L’implication des régulateurs de la voie ne semble pas être la cause principale du problème, 
cependant il faudrait faire des tests plus exhaustifs dans plusieurs lignées cellulaires pour s’en 
assurer. 
3.2.3 miARN non existant 
La dernière hypothèse avancée est que les miARN choisis sont inexistants. Pour les essais, les 
SNP avec la plus grande distance de signature avec le sauvage avait été sélectionné sans égard 
à la nature des miR choisis pour ne pas fausser l’analyse (voir la section 2.5 pour plus de 
détails). Cependant, un problème qui se pose est celui de l’assurance de l’existence de tous les 
miARN enregistrés dans les bases de données. Les premiers miARN découverts étaient 
validés expérimentalement un à un. Cependant, depuis l’avènement des nouvelles technologies 
de séquençage à haut débit, beaucoup d’ARN de petites tailles ont été découverts et beaucoup 
ont été classés sous le nom de miARN sans autre validation [214]. Ceci a mené par la suite au 
retrait de certains d’entre eux qui étaient par exemple des produits de dégradation de sous-
unités ribosomales ou d’ARNt [214]. Malgré ces retraits, rien ne garantit que tous les miARN 
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qui sont encore dans les bases de données soient réellement des miARN. On peut donc parler 
de ceux-ci comme des miARN candidats. 
Pour vérifier la possibilité de cette hypothèse, 2 choses ont été vérifiées. La première est la 
formation d’une structure en tige-boucle de la séquence. La deuxième est une recherche de la 
littérature pour savoir si l’existence des miARN a été plus amplement validée 
expérimentalement.  
 
Figure 24. Carte de contacts de miR125a et la première sélection de miR.  Chaque carte de 
contacts a été générée à partir de 1,000,005 structures sous-optimales pour miR125a, de 10,000 
structures pour les miARN 611, 1228, 4315, 3182, 4260, 4442 et 4664. 
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La Figure 24 illustre les cartes de contacts des 7 miR ainsi que miR125a pour comparaison. Si 
on examine la carte de contacts de miR125a, on peut observer la présence très probable 
(indiqué en noir) d’une tige-boucle majeure englobant toute la séquence et qu’à l’emplacement 
de la boucle, il semble il y avoir quelques structures probables indiquées en gris. Les miARN 
611, 1228 et 4260 forment chacun une tige-boucle très probable sur l’ensemble des prédictions 
puisqu’indiquée en noir. Celle-ci semble être la forme majeure de la structure et serait 
probablement celle qui soit nécessaire à la maturation des miARN. Malgré qu’une tige-boucle 
majeure se démarque pour chacun des 3 miR, il semble que d’autres tige-boucles soient aussi 
assez probables (indiqué en gris pâle). Ainsi, le fait que d’autres structures en tige-boucle 
soient aussi probables que celle majeure, cela suggère que la stabilité de la structure est 
possiblement compromise diminuant la maturation. miR3182 et miR4664 possèdent une 
structure en tige-boucle très prépondérante. Cependant, si on compare ce résultat à celui de 
miR125a, ceux-ci semblent avoir une structure plus rigide qui ne permet possiblement pas la 
maturation. miR4315 ne possède pas une structure bien déterminée par les prédictions. Il 
semble que la séquence du pri-miARN permet de générer plusieurs tige-boucles toutes aussi 
probables les unes que les autres. Les multiples structures possibles pourraient expliquer la 
non maturation de l’ARN. Finalement, miR4442 semble posséder une structure en tige-boucle 
qui alterne avec une structure en Y tout aussi probable l’une que l’autre. L’alternance entre les 
2 structures pourrait expliquer la non maturation de miR4442. 
Il est aussi intéressant de noter que l’ensemble des 7 miR a été découvert par RNAseq et 
qu’uniquement quelques-uns d’entre eux ont été davantage testés. miR611 a été trouvé par 
RNAseq de cellules humaines colorectales [219]. miR1228 est le miR le plus décrit. Selon une 
analyse bio-informatique [220], miR1228 serait un miRtron. Ceci a du sens si l’on tient 
compte de son emplacement, car effectivement il fait pratiquement toute la longueur d’un 
intron du gène de la protéine associée au récepteur de lipoprotéine à faible densité 1 (LRP1) 
d’après Refseq [221] de NCBI. Ceci expliquerait l’absence de maturation, car le clonage 
effectué n’est pas fait pour générer un ARN capable d’interagir avec la machinerie d’épissage. 
miR3182 a été découvert dans un RNAseq de miARN de mélanome [222]. miR4260 et 
miR4315-1 ont été découverts dans un séquençage d’ARN issu d’une immuno-précipitation 
d’Ago2 dans des cellules embryoniques humaines et des précurseurs neuronaux [223]. 
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miR4442 a été découvert lors de séquençage de cellule B maligne humaine [224]. miR4664 a 
été découvert lors d’un séquençage de cellules du cancer du sein [225].  
Les cartes de contacts des 7 miR, ainsi que la découverte de ceux-ci principalement par 
RNAseq et l’absence de validation plus concrète, l’existence de ces miARN peut être mise en 
doute sauf pour miR1228. Cependant, on ne peut pas exclure que la méthode utilisée soit peut-
être fautive. Pour vérifier si l’absence de signal était principalement causée par la possible 
non-existence des 7 miR et non à la méthode utilisée, une nouvelle sélection de miARN a été 
effectuée. Celle-ci est décrite dans la section suivante. 
3.2.4 2ème sélection de miARN 
Pour vérifier l’hypothèse de non existence des miARN testés et s’assurer d’avoir des miARN 
réels, une deuxième sélection de miARN a été effectuée tel que décrit dans la section 2.5. La 
première étape de la sélection est la même que précédemment soit celle de filtrer des paires de 
sauvages et mutants dans dbSNP qui ont une distance de MFE de 0 et une distance de 
signature de dynamique supérieure à 0. L’existence des miARN choisis a été validée avec la 
valeur de confiance donnée par miRbase [214], la présence d’une structure en tige-boucle du 
pré-miARN évaluée par carte de contacts (Figure 35, Figure 36 et Figure 37 en annexe) et la 
validation du miARN par d’autres techniques que le RNAseq (ex : expression du miARN par 
clonage du pri/pré-miARN). Si l’on applique ces nouveaux filtres sur la première sélection, 
aucun des 7 miR testés ne seraient retrouvés dans la nouvelle liste. 
La nouvelle liste obtenue et testée contient 11 miR, soit les miARN 1-1, 34a, 96, 128-1, 182, 
188, 223, 298, 330, 370 et 382. Sur les 11, 5 n’ont pas réussi à être maturés soit les miARN 
1-1, 96, 298, 370 et 382 (Figure 25). Comme les 7 miR précédents, uniquement le pri-miR est 
observé et ce malgré une exposition prolongée. Les autres 6 ont réussi à être maturés (Figure 
26). Leurs SNP ont donc été clonés pour évaluation de la différence de maturation et leurs 
résultats sont décrits dans la prochaine section accompagnés d’analyse de structure et de 
signature dynamique.  
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Figure 25. Absence de maturation pour 5 miR de la nouvelle sélection. Northern Blot 
d’ARN de cellules HEK293T à expressions transitoires (70% d’efficacité de transfection) des miARN 
1-1, 96, 298, 370 et 382 dans le contexte de miR30 avec une exposition de 24 h pour les sondes 
spécifiques au miR et de 6 h pour U6. 
3.3 Différence de maturation et structure dynamique 
L’efficacité de maturation a été évaluée pour 6 miR différents avec un total de 7 mutants. Les 
mutants testés sont miR34a-G35A, miR34a-G90C, miR128-1-G22A, miR182-G106A, 
miR188-C60U, miR223-G22A et miR330-C71U.  
Dans la section suivante, les résultats de Northern Blot sont tout d’abord décrits pour observer 
les particularités de chaque miR. Les efficacités de maturation calculées sont ensuite 
comparées avec les signatures dynamiques et les énergies libres des MFE pour savoir s’il est 
possible d’établir des corrélations. Finalement, les signatures dynamiques sont analysées 
individuellement pour savoir si des phénomènes se démarquent pour expliquer les 
observations et peut-être ainsi améliorer le modèle. 
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3.3.1 Analyse Northern Blot 
Les résultats des Northern Blot pour les 7 mutants se retrouvent à la Figure 26. Chaque 
expérience a été effectuée en triplicata. Pour comparer les triplicatas ensemble, ainsi qu’avec 
les autres miR, l’efficacité de maturation est calculée. Celle-ci correspond au ratio du mature 
sur l’ARN total. L’ARN total est défini dans les calculs comme étant la somme des quantités 
du pri-miARN, du pré-miARN et du miARN du même échantillon. Les efficacités de 
maturation pour chaque échantillon sont représentées à la Figure 27. 
miR128-1 possède une maturation efficace, avec une quantité de miR dépassant largement 
celle du pri et du pré-miARN. La mutation G22A a pour effet de produire une accumulation 
du pri-miARN et de produire une diminution du pré-miARN et du mature. De plus, le mature 
voit sa quantité réduite au niveau de la quantité endogène du miARN dans les HEK293T. Le 
changement drastique dans la maturation est aussi observable par le ratio du mature sur l’ARN 
total (Figure 27) qui passe de 0,82 à 0,02. La maturation semble ainsi être arrêtée à l’étape de 
Drosha, puisque la production de pré-miARN est aussi diminuée. 
miR182 possède une maturation efficace avec ou sans la mutation G106A. Ceci est bien 
montré par l’efficacité de maturation, laquelle est très similaire entre la version sauvage et 
mutée passant de 0,77 à 0,73. 
miR188 possède aussi une maturation efficace. Il est intéressant de remarquer que le clivage 
du pré-miR188 semble générer des isomiR par la présence discernable de 2 bandes pour le 
mature de tailles légèrement différentes. L’effet de la mutation C60U pour miR188 est 
similaire à celle de miR128-1, car elle provoque l’accumulation du pri-miARN et une 
diminution du pré-miARN et du miARN. L’efficacité de maturation passe de 0,82 à 0,10. Le 
clivage de Drosha semble donc aussi bloquer par la mutation. De plus, le site de clivage de 





Figure 26. Northern Blot de la deuxième sélection de miR. Northern Blot d’ARN de cellules 
HEK293T à expression stable des miARN 128-1, 182, 188, 223, 330, 34a et leur mutant dans le 
contexte de miR30 avec une exposition de 48 h pour les sondes spécifiques au miR et 6h pour U6. 
miR34a possède 2 mutants dont la mutation G35A possède une autre sonde pour la détection. Les 
tailles de l’échelle sont exprimées en nt. Les flèches indiquent l’emplacement du pri-miARN, du pré-
miARN et du miARN. 
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Figure 27. Efficacité de maturation des miR. Valeurs des ratios de miARN matures sur ARN 
total pour chaque réplica des miARN 182, 188, 223, 330, 128-1, 34a, 125a en contexte naturel et de 
miR30, ainsi que leurs mutants respectifs. Les points noirs indiquent les réplicas du phénotype sauvage 
et les points rouges ceux du SNP avec les valeurs moyennes pour chaque ensemble de données 
marquées par une croix bleue.   
miR223 ne semble pas être maturé avec une grande efficacité. Une grande quantité de pri-
miARN est détecté, alors que le pré-miARN et le mature sont très faibles. Il est aussi possible 
d’observer une bande plus nette que le pré-miARN à une taille probablement aux alentours de 
200-300 nt. Cependant, un pré-miARN est généralement de la taille de 40-70 nt. Il est donc 
difficile de confirmer de quoi s’agit cet ARN. La mutation G22A de miR223 ne semble pas 
affectée grandement la maturation du miR qui reste faible. Une légère baisse semble arriver, 
puisque le ratio passe de 0,10 à 0,03. Cependant, la différence n’est pas significative.  
La mutation C71U de miR330 ne semble pas affectée la quantité de miR produit. Ceci est 
montré par une légère différence de ratio de 0,34 à 0,28. Cependant, il est intéressant de noter 
une différence de taille entre les pré-miARN, où celui du SNP est plus grand de quelques nt. 
Par contre, cette modification n’affecte pas l’efficacité de maturation. 
Les 2 mutations de miR34a ne semblent pas affectées la maturation, puisque dans les 3 
versions, le pri-miARN, le pré-miARN et le miARN sont clairement visualisées et une grande 
quantité de miR mature est générée. Malgré que la comparaison du mutant G35A soit plus 
difficile puisqu’une sonde différente est utilisée, le ratio permet de confirmer que l’efficacité 
de maturation est similaire (Figure 27). Elle est de 0,83 pour le sauvage, 0,87 pour le mutant 
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G35A et de 0,71 pour le mutant G90C. Par contre, l’efficacité de maturation varie beaucoup 
plus d’une expérience à l’autre pour les mutants que pour le sauvage.  
L’absence de maturation de miR125a-G22U a été décrite précédemment. Cependant, la Figure 
27 permet bien de décrire le fait que la mutation affecte la maturation. Dans le cas du contexte 
naturel, l’efficacité de maturation passe de 0,74 à 0,08. Dans le contexte de miR30, l’efficacité 
de maturation passe de 0,81 à 0,03. Ceci confirme à nouveau qu’il n’y a pas beaucoup de 
différence entre le contexte de miR30 et le naturel pour miR125a. 
3.3.2 Corrélation avec la Signature dynamique 
L’hypothèse de ce mémoire est que les différences entre les efficacités de maturation peuvent 
être expliquées par un changement dans la signature dynamique et donc qu’il devrait y avoir 
une corrélation entre les deux. Pour cela, le graphique de la distance des signatures simple brin 
et le ratio des efficacités de maturation est tracée (Figure 28). La corrélation possède un 
coefficient de régression linéaire de 0,74 avec une valeur p (« p-value ») de 0,02206 ce qui 
tend à confirmer l’hypothèse.  
Pour tracer le graphique, la valeur absolue du log du ratio des efficacités de maturation est 
utilisée. L’échelle logarithmique permet de mieux comparer les valeurs qui sont dans des 
ordres de grandeurs différents (Figure 38A en annexe). La valeur absolue du log est ensuite 
appliquée pour que toutes les valeurs soient positives. Des valeurs pourraient être négatives si 
le ratio d’efficacité de maturation du sauvage sur le mutant donne lieu à un ratio entre 0 et 1 et 
deviendrait négatif par l’utilisation du log. L’utilisation de la valeur absolue cependant enlève 
la distinction entre un changement augmentant ou diminuant la maturation. La technique 
permet donc d’établir uniquement si un changement se produit. Ceci n’est pas dramatique dans 
le présent jeu de données, puisque les mutations diminuent la maturation ou ne l’affecte 
pratiquement pas. 
Les graphiques ont aussi été tracés avec différents nombres de sous-optimales pour observer la 
différence entre les corrélations (Figure 38 en annexe). Il est intéressant de noter que la 
corrélation ne s’améliore pas nécessairement avec un nombre de sous-optimales augmentant. 
Elle est de 0,6 pour 10 sous-optimales, de 0,47 à 1,000 sous-optimales et augmente à nouveau 
à 0,71 pour 10,000 sous-optimales pour revenir à 0,74 à 100,00 sous-optimales. Cependant, la 
 77 
valeur p est un peu moins bonne qu’à 100 soit de 0,02269. Ceci est important à noter, car il 
faut déterminer pour quel nombre de sous-optimales le résultat est le plus représentatif de ce 
qui se passe dans la nature.  
 
Figure 28. Corrélation entre la distance de signature simple brin et l’efficacité de 
maturation. Graphique de la distance de signatures simple brin entre le sauvage et le SNP en 
fonction de la valeur absolue du log du ratio des efficacités de maturation du sauvage sur le mutant 
pour miR125a en contexte naturel et celui de miR30, 128-1, 182, 188, 223, 330, 34a et leurs mutants 
respectifs. Chaque signature a été établie sur 100 sous-optimales. Le coefficient de régression linéaire 
(R) est de 0,74 et la valeur p est de 0,02206. 
3.3.3 Corrélation avec la MFE 
Puisque les paires de sauvage et mutant ont été sélectionnées pour avoir une structure de MFE 
identique, il ne peut pas y avoir de corrélation entre le changement de structure et le 
changement d’efficacité de maturation. Cependant, l’énergie de la MFE des deux structures 
n’est pas nécessairement la même. Il est donc possible de se questionner s’il ne peut pas y 
avoir une corrélation entre les deux, qui serait un modèle plus simple que celui de la signature 
dynamique. Pour cela, le même graphique que précédemment a été tracé, mais avec la distance 
de MFE en fonction de la valeur absolue en log du ratio de l’efficacité du sauvage sur le 
mutant (Figure 29). De plus, pour s’assurer de l’absence de biais par l’utilisation uniquement 
de MC-FF (Figure 29A), la corrélation a aussi été calculée avec les structures MFE issues du 
 78 
logiciel RNAStructure (Figure 29B). RNAStructure [226] est un autre logiciel de prédiction de 
la structure secondaire basée sur la thermodynamique. La corrélation établie avec MC-FF est 
de 0,49 et la valeur p est de 0,1846, alors que celle avec RNAStructure est de 0,56 et la valeur 
p est de 0,11822. Les corrélations obtenues sont plus petites que celles obtenues avec la 
distance de signature dynamique, allant dans le sens de l’hypothèse que les signatures 
dynamiques expliquent davantage l’efficacité de maturation des miARN. 
 
Figure 29. Corrélation de la distance de l’énergie libre de la MFE en fonction du ratio de 
l’efficacité de maturation. Graphique de la distance de l’énergie libre de la MFE prédite par MC-
FF (A) et RNAstructure (B) en fonction de la valeur absolue du log du ratio de l’efficacité de 
maturation du sauvage sur le mutant. (A) Pour le graphique calculé avec MC-FF, R=0,49, 
pval=0,1846; (B) pour le graphique calculé avec RNAStructure, R=0,56, pval=0,11822. 
Malgré que la distance de l’énergie libre des MFE ne semble pas expliquer le phénomène, il se 
peut que l’énergie globale de la structure soit tout de même impliquée dans la maturation. Pour 
cela, les miR sauvages et mutants sont représentés à la Figure 30 avec leur énergie libre en 
fonction de leur efficacité de maturation. On remarque que le changement entre les deux 
structures est généralement très petit pour les prédictions par MC-FF (Figure 30A). Ainsi, un 
petit changement en énergie libre peut mener soit à un grand changement en efficacité de 
maturation ou à un changement pratiquement nul. Cependant, il est intéressant de remarquer 
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que les miR dont le mutant diminue l’efficacité de maturation (125a, 188 et 128-1) possèdent 
des structures d’énergie libre plus élevée que les miR qui sont peu affectés par la mutation. 
Ceci pourrait indiquer que le changement d’énergie généré par une mutation pour un groupe 
possédant déjà une énergie libre élevée, affecte de manière plus importante la maturation. 
Alors que les structures qui ont une énergie libre plus basse ressentiront moins l’impact du 
changement. Ce phénomène n’est cependant pas reproduit par les données de RNAStructure 
(Figure 30B). Il faudrait donc plus de données pour vérifier cette hypothèse. Toutefois, ceci 
peut suggérer l’existence d’un seuil pour lequel les changements dans la structure auraient un 
plus grand impact sur la maturation. 
 
Figure 30. Graphe de la MFE en fonction de l’efficacité de maturation selon MC-
FlashFold et RNAStructure. Énergie libre de la MFE prédite par MC-FF (A) et par RNAStructure 
(B) en fonction du ratio mature sur ARN total. Chaque mutant est identifié par un symbole en rouge et 
le sauvage en noir. Chaque paire de sauvage et de mutant est reliée par une ligne noire. 
3.3.4 Analyse des variations de dynamique 
Pour chaque miR, la distance de signature dynamique du sauvage et du SNP a été calculée 
pour un nombre différent de sous-optimales. Les distances des miR diminuant la maturation 
sont illustrées à la Figure 31 et ceux ne l’affectant pas à la Figure 32. Les structures MFE sont 
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illustrées aux Figure 33 et Figure 34 avec l’emplacement des déstabilisations ou stabilisations 
générées par les mutations qui sont mises en évidence par les distances de signature. Celles-ci 
seront décrites dans cette section. 
Le mutant de miR128-1 semble créer une grande déstabilisation dans la région de la mutation 
qui se trouve entre le deuxième tour d’hélice et le troisième. La mutation de miR188 semble 
provoquer une déstabilisation au niveau de la mutation qui provoque probablement un 
déplacement de paires de base, car le G à la position 28 est plus stable que dans la version 
sauvage. La déstabilisation est aussi située entre la deuxième et la troisième hélice. Dans le cas 
de miR125a, la déstabilisation majeure est provoquée vers la fin de la deuxième hélice (Figure 
15). Ainsi, les trois miR qui ont le changement le plus drastique en maturation, ont tous une 
déstabilisation des appariements dans la région proche de la limite des hélices 2 et 3.  
 
Figure 31. Distances de signatures simple brin de miR dont la maturation est diminuée 
par la mutation. Distances de signatures dynamiques du sauvage et du SNP pour les miARN 
128-1-G22A et 188-C60U respectivement de haut en bas. Chaque ligne correspond à un nombre de 
sous-optimales utilisées pour calculer les signatures, soit 1, 10, 100, 1000, 10,000, 100,000, 1,000,000 
et 10,000,000. Les lignes pointillées verticales bleues et vertes représentent respectivement les sites de 
clivages de Drosha et de Dicer. Les lignes pointillées rouges marquent l’emplacement des mutations. 
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Figure 32. Distance de signatures simple brin des miR dont la maturation n’est pas 
affectée par la mutation. Distance de signatures dynamiques du sauvage et du SNP pour les 
miARN 182-G106A, 223-G22A, 330-C71U, 34a-G35A et 34A-G90C respectivement de haut en bas. 
Chaque ligne correspond à un nombre de sous-optimales utilisées pour calculer les signatures, soit 1, 
10, 100, 1000, 10,000, 100,000, 1,000,000 et 10,000,000. Les lignes pointillées verticales bleues et 
vertes représentent respectivement les sites de clivages de Drosha et de Dicer. Les lignes pointillées 
rouges marquent l’emplacement des mutations. 
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Figure 33. Structure MFE annotée des miARN 34a, 125a, 128-1 et 182. MFE prédite par 
MC-FF des miARN 34a, 125a, 128-1 et 182. La structure est visualisée par le programme de rendu de 
CONTRAfold [208], où les lignes avec un cercle plein au milieu symbolisent les pb Watson-Crick et 
les lignes simples indiquent une pb non-Watson-Crick. La structure est annotée avec des grands 
encadrés indiquant les différentes régions (boucle et hélice définies subjectivement), avec un encadré 
gras foncé indiquant l’emplacement de la mutation, les traits noirs indiquant les sites de coupures et des 
régions grises pâles pour les régions stabilisées par la mutation et grises foncées pour les régions 
déstabilisées. Pour 34a, des encadrés en pointillé indiquent spécifiquement les régions affectées par les 
mutations G35A et G90C. 
Le mutant de miR182 est situé dans les segments basaux. La mutation semble avoir comme 
principal effet de déplacer des appariements aux alentours de la mutation et de déstabiliser 
encore plus un renflement en amont. Cependant, ces changements n’affectent pas l’efficacité 
de maturation, probablement car ils sont situés dans les segments basaux. Dans le cas de 
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miR223, l’absence de changement en efficacité de maturation est bien expliquée par les 
signatures dynamiques, car aucun changement drastique est observé comme le montre la ligne 
droite à 0 de la distance de signature.  
 
Figure 34. Structure MFE annotée des miARN 188, 223 et 330. MFE prédite par MC-FF des 
miARN 188, 223 et 330. La structure est visualisée par le programme de rendu de CONTRAfold [208], 
où les lignes avec un cercle plein au milieu symbolisent les pb Watson-Crick et les lignes simples 
indiquent une pb non-Watson-Crick. La structure est annotée avec des grands encadrés indiquant les 
différentes régions (boucle et hélice définies subjectivement), avec un encadré gras foncé indiquant 
l’emplacement de la mutation, les traits noirs indiquant les sites de coupures et des régions grises pâles 
pour les régions stabilisées par la mutation et grises foncées pour les régions déstabilisées.  
La mutation de miR330 semble principalement modifiée un appariement aux alentours de la 
mutation avec les nucléotides du renflement à proximité. Malgré que ceci se produise à 
proximité de l’intersection de la deuxième et troisième hélice, l’efficacité de maturation n’a 
pas été affectée. Par contre, une différence de taille de pré-miARN a été observée et pourrait 
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être expliquée par ceci. Pour miR34a, la mutation G35A crée quelques mésappariements à la 
limite des extrémités de l’hélice 2 et 3. Cependant, ceci n’affecte pas non plus l’efficacité de 
maturation. La mutation G90C est située dans la tige-basse (hélice 1). Bien qu’elle n’affecte 
pas l’efficacité de maturation, elle semble provoquer une grande déstabilisation dans cette 
région en plus de stabiliser légèrement les segments basaux. 
L’exemple de miR330-C71U et miR34a-G35A montre que le fait que des déstabilisations 
soient présentes dans la région à proximité des hélices 2 et 3 ne suffit pas à diminuer la 
maturation. On peut se demander pourquoi il y a une aussi grande différence entre miR188 et 
ces deux miR, car miR188 n’a pas autant de modification dans sa structure que miR125a et 
miR128-1. Ceci est peut-être causé parce que les déstabilisations dans le cas de miR330 et 
34a-G35A arrivent dans des régions à proximité de renflements alors que celui de miR188 
arrive dans une tige. Cependant, ceci n’est qu’une hypothèse. De plus, l’emplacement dans la 
structure des déstabilisations semble important, puisque la mutation G90C de miR34a 
provoque une grande déstabilisation dans l’hélice sans provoquer de changement dans 




La structure générale en tige-boucle du pri-miARN nécessaire pour obtenir un miARN est 
connue, cependant elle manque de détails pour permettre d’expliquer des problèmes de 
maturation comme le cas du SNP de miR125a [142] (Section 1.5). L’hypothèse générale du 
projet est que l’efficacité de maturation peut être expliquée par la signature dynamique des 
ARN. Cette connaissance permettrait entre autres de prédire l’impact des mutations sur la 
maturation des miARN, ainsi que de prédire si une séquence d’ARN peut générer un miARN. 
Dans la partie résultats, l’optimisation de la technique de Northern Blot a tout d’abord été 
décrite avec la conception des sondes pour réduire les coûts, l’optimisation du gel pour 
visualiser toutes les étapes de la maturation et l’utilisation du contexte de miR30 pour 
accélérer le clonage. Par la suite, les problèmes de maturation d’une première sélection de miR 
ont été décrits. Plusieurs hypothèses ont été testées pour régler le problème, soit l’utilisation 
du contexte naturel du miR, le changement de contexte cellulaire, en finissant par l’hypothèse 
de la non existence de ces miR, qui semble la plus probable. Ensuite, les résultats d’une 
deuxième sélection de miR a été décrite, où miR128-1-G22A et miR188-C60U diminuent 
grandement l’efficacité de maturation au même titre que miR125a-G22U. De plus, les miARN 
125a-G22U, 188-C60U et 330-C71U ont des tailles supérieures de pré-miARN que leur 
génotype sauvage respectif. Finalement, la signature dynamique offre une meilleure 
corrélation soit de 0,74 comparé aux corrélations avec les énergies libres.  
Dans la section suivante, les résultats observés seront davantage discutés pour comprendre 
leur utilité et aborder les nouvelles questions qu’ils suggèrent. Tout d’abord, l’absence de 
maturation sera à nouveau analysée basée sur le fait que des miR de la deuxième sélection 
n’ont pas été maturés malgré une vérification de leur existence dans la littérature. Par la suite, 
l’impact possible de l’absence de maturation des mutants de miR128-1 et miR188 sera discuté. 
Ensuite, les implications possibles de la différence de taille de certains pré-miARN entre le 
sauvage et le mutant seront analysées. Finalement, le modèle de la signature dynamique sera 
discuté, avec les pistes possibles qui pourraient être explorées pour l’améliorer. 
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4.1 Absence de maturation : miARN candidats ou problème 
expérimental 
Il a été vu dans la partie Résultats que pour un total de 12 miR sur 19, il a été impossible 
d’observer une maturation pour le génotype sauvage. Pour la première sélection de miARN, 
l’absence de maturation a été expliquée par la non existence probable d’une majorité de ses 
miR sauf pour miR1228 décrit comme étant un miRtron [220], car ils ont uniquement été 
trouvés par RNAseq. Cependant, 5 miR de la deuxième sélection n’ont pas non plus réussis à 
être maturés, malgré que plus de preuves de leur existence se retrouvent dans la littérature. 
Entre autres, miR1-1 possède des expressions aberrantes dans certaines maladies cardiaques 
[227] ainsi que dans certains cancers, où l’on croit qu’il pourrait jouer le rôle d’un suppresseur 
de tumeur [228]. Il a déjà été cloné et son expression a été vérifiée par RT-qPCR [229]. miR96 
est déjà connu pour avoir 2 mutations menant à une diminution de la maturation qui seraient 
impliquées dans la perte d’audition [230, 231], prouvé par expression en contexte naturel et 
analysé par Northern Blot. miR 298 a été exprimé en contexte naturel dans des cellules MDA-
MB-231 (cancer métastatique du sein chez l’humain) et détecté par Northern Blot [232]. Par 
contre, le contexte cellulaire peut affecter son expression, car la présence d’une résistance à la 
doxorubicine inhibe sa maturation. miR370 pourrait jouer un rôle de suppresseur de tumeur 
comme dans le cancer ovarien [233]. Dans cette étude, il a été exprimé dans le contexte 
naturel et détecté par Northern Blot et RT-qPCR. miR382 est présent en grande quantité dans 
les tissus olfactifs de patients schizophréniques [234], cependant son impact n’est pas connu. 
Il pourrait aussi diminuer la progression de métastases [235]. Dans ces études, son pré-miARN 
a été cloné suivi de détection par RT-qPCR. 
L’absence de maturation de ces miR soulève la possibilité de problèmes dans le protocole 
expérimental, mis à part miR298 qui pourrait tout simplement être non exprimé dans le 
contexte cellulaire. Il est possible comme suggéré précédemment, que l’expression par le 
plasmide et plus précisément dans le contexte de miR30 ne permette pas d’obtenir la bonne 
structure pour la maturation. Ceci est appuyé par le fait que seul miR382 n’utilise pas le 
contexte naturel dans les publications sur les 5 miR. Sinon, l’autre possibilité est un problème 
lié à la détection par Northern Blot. Il serait possible que la quantité de pré-miR et de miR soit 
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si faible qu’il faudrait une exposition supérieure à une semaine pour obtenir un signal. Sinon, 
on peut se demander si la séquence produite correspond bien à celle attendue. Il est possible de 
voir avec le cas de miR125a-G22U (Figure 19) et miR34a-G35A (Figure 26) que les sondes 
détectent des signaux différents si un nt est muté dans la séquence. Ainsi, si le clivage change 
de quelques nt, il se peut que la sonde ne soit plus apte à détecter le produit désiré.  
Toutes ces hypothèses sont envisageables. Une manière de déterminer définitivement d’où 
provient le problème serait d’effectuer une expérience de maturation in vitro comme décrit à la 
section 1.6.1. Ceci permettrait de savoir si l’ARN transcrit in vitro peut être cliver par Drosha. 
S’il l’est, il y a un problème de détection et alors un séquençage d’ARN pourrait être envisagé 
pour savoir si la séquence qu’on tente de détecter est la bonne. S’il n’est pas maturé, l’ARN ne 
prend probablement pas la bonne structure et un clonage dans le contexte naturel pourrait 
probablement aider puisqu’il est utilisé dans les articles cités plus haut. 
Cependant, la présence de problèmes expérimentaux n’enlève rien à l’hypothèse que certains 
de ces miR n’en soient pas. Les miR611, 4315, 3182, 4260, 4442 et 4664 n’ont été trouvés que 
par des RNAseq (Section 3.2.3). Il manque pour l’instant d’autres preuves de leur existence. 
De plus, miRbase a déjà enlevé des miARN de la base de données [214]. Par exemple, 
miR1274 s’est avéré un fragment de l’ARNt de la lysine [236], miR1826 était un fragment de 
l’unité ribosomale 5,8S ou encore miR1977 et miR1978 proviennent de fragment d’ARNt de 
la mitochondrie. Ceux-ci sont quelques exemples de miARN enlevés de la base de données 
qui ont été rencontrés en effectuant la deuxième sélection. Cependant, beaucoup d’autres 
miARN possèdent ce type d’entrées dans la base de données, celles-ci sont appelées des 
entrées mortes. Le nombre de ces entrées n’est pas clairement indiqué, mais une liste de 
celles-ci est répertoriée dans un fichier accessible sur le site de miRBase. Ceci est un problème 
majeur dans le domaine, car beaucoup d’études se fient sur cette base de données pour établir 
une relation entre les miARN et les phénomènes observés. De plus, si la base de données n’est 
pas complètement fiable, ceci peut donner lieu à de fausses affirmations dans des études et 
donc retarder l’avancement de la recherche. L’importance d’avoir des bases de données fiables 
est grandissante de par l’utilisation de plus en plus fréquente de technologies qui englobent un 
grand ensemble de données, comme le RNAseq qui se fient sur les bases de données pour 
établir des corrélations.  
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miRBase tente de résoudre le problème avec son indice du niveau de confiance d’un miARN 
[214]. Les critères qui établissent le niveau de confiance sont le nombre de lecture du miR en 
RNAseq (>10 copies), une énergie libre de la structure prédite du pré-miARN inférieure 
à -0,2kcal/mol/nt, un appariement d’au moins 60% des deux brins matures dans la structure 
prédite du pré-miARN et une consistance d’au moins 50% dans les extrémités 5’ de chaque 
brin. Malgré que l’utilisation d’un tel filtre soit une bonne idée, il ne permet pas de régler le 
problème. Seulement 20% de toutes les entrées de miRbase répertoriées pour l’humain sont 
inclus dans ces miR de grande confiance. Cette technique de tri assure probablement de ne pas 
inclure de faux positifs en étant assez restrictive, cependant elle doit exclure les vrais positifs 
par le fait même. Il est donc d’autant plus important de trouver une manière de déterminer si 
un ARN peut devenir un miARN simplement basé sur la séquence pour mieux filtrer les bases 
de données, sans devoir se fier toujours au séquençage.  
4.2 miR128-1 et miR188, deux suppresseurs de tumeurs potentiels 
dont leur SNP diminue la maturation  
Il a été montré que miR128-1-G22A et 188-C60U diminuent la maturation au niveau de 
l’étape de Drosha (Figure 26). Il serait intéressant de déterminer l’impact de ces deux 
mutations dans la population.  
Il existe 2 versions de miR128, soit miR128-1 et miR128-2 qui ont tous deux le même brin 3p, 
mais le pré-miARN et le locus sont différents. miR128 joue un rôle important dans les 
neurones notamment lors du développement, mais peut aussi être impliqué dans le cancer où il 
est souvent déréguler [237]. Il est généralement surexprimé dans des leucémies 
lymphoblastiques aigües, alors que dans les glioblastomes une expression réduite de miR128 
est généralement observée. miR128 peut bloquer l’auto-renouvellement des gliomes en ciblant 
Bmi-1 (région-1 d’insertion du virus de la leucémie moloney du lymphome B chez la souris), 
ce qui permettrait d’inhiber la prolifération des cellules. miR128-2 permet aussi d’inhiber la 
transition épithélio-mésenchymateuse dans le cancer du sein [238]. La mutation A13G de 
miR128-2 diminue la maturation et peut mener à la résistance au glucocorticoïde dans des 
leucémies [239]. La mutation G22A de miR128-1 pourrait avoir un grand impact dans certains 
types de cancer tel que les glioblastomes et le cancer du sein, où miR128 semble pouvoir 
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inhiber certains mécanismes importants dans le développement de la maladie. Il serait donc 
intéressant d’étudier davantage ce miR. De plus, un projet du laboratoire vient de commencer 
en collaboration avec le laboratoire de Sylvie Mader à l’IRIC sur l’impact des miR sur la 
transition épithélio-mésenchymateuse dans le cancer du sein. Il serait donc possible d’inclure 
miR128-1 dans cette étude et d’observer en parallèle l’impact de la mutation. 
L’implication de miR188 est étudiée dans plusieurs processus. Il peut cibler différentes 
cyclines et empêcher la transition de la phase G1 à S du cycle cellulaire [240], le facteur de 
croissance des fibroblastes 5 (FGF5) impliqué dans le développement de carcinomes 
hépatocellulaires [241] et la protéine de la transmembrane lysosomale 4 beta (LAPTM4B) qui 
fait la promotion des métastases dans le cancer de la prostate [242]. Il semble donc qu’il peut 
jouer un rôle de suppresseur de tumeur. miR188 pourrait aussi servir de biomarqueur pour 
diagnostiquer la leucémie myéloïde aigüe lorsque son expression est faible [243]. Ainsi, une 
population possédant miR188-C60U pourrait probablement avoir une plus grande tendance à 
développer ces cancers. Il serait intéressant d’évaluer ce risque. 
4.3 Site de clivage de Drosha modifié par des SNP 
Les résultats ont montré que les mutants de trois miARN, miR125a-G22U, miR188-C60U et 
330-C71U ont tous des précurseurs avec une taille supérieure à celle du sauvage (Figure 19 et 
Figure 26). Cette différence est de quelques nt pour miR188 et 330, celle-ci ne peut pas être 
clairement déterminée avec l’échelle moléculaire qui est assez imprécise et la séparation trop 
faible des pré-miARN. Pour miR125a, la différence semble s’élever aux alentours des 10 nt. 
La différence de taille signifie que les SNP modifient l’emplacement du site de clivage par 
Drosha, rendant le pré-miARN plus grand.  
Il est connu que le site de clivage de Drosha et de Dicer peut varier, c’est entre autres ce qui 
donne lieu à la production d’isomiR [244, 245]. Les isomiR sont des isoformes d’un même 
miARN dont les extrémités varient généralement de 1-2 nt, à cause d’un clivage légèrement 
différent. Les isomiR deviennent de plus en plus un sujet d’intérêt dans le domaine des 
miARN, comme le montre le développement d’outils tel que isomiR-SEA qui tente de définir 
les niveaux d’expressions de chaque isomiR d’un miARN [246]. L’importance de connaître 
les isomiR c’est qu’ils peuvent provoquer des changements dans la région du germe (2-8 nt) 
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qui est la séquence primordiale pour la sélection de la cible du miARN [13]. Les isomiR 
peuvent alors modifier le nombre de cibles possibles pour les miARN issus d’un même pri-
miARN. Ceci peut augmenter l’effet du miR puisqu’ils atteignent plus de cibles, également 
ceci peut diminuer l’effet à une cible spécifique par éparpillement du miR sur plusieurs 
ARNm.  
Plusieurs aspects peuvent être dégagés des résultats obtenus. Tout d’abord, il faudrait vérifier 
si le changement du site de coupure n’affecte pas les conclusions des résultats observés. 
Puisque l’emplacement du site de clivage de Drosha a été modifié, rien n’assure que la sonde 
utilisée est encore spécifique au miARN produit par la version mutée. Ainsi, la présence feinte 
du mature de 125-G22U et de 188-C60U pourrait autant être liée à une diminution de la 
maturation qu’à une diminution de la spécificité de la sonde causée par le changement de 
séquence. Pour résoudre ce problème, il serait envisageable de séquencer les pré-miARN et les 
miARN matures pour savoir exactement où sont les sites de clivage. De plus, il serait 
intéressant d’effectuer à nouveau le Northern Blot avec des nouvelles sondes ou de faire un 
essai in vitro pour savoir si la maturation est bel et bien inhibée ou si elle est encore effectuée 
avec le nouveau pré-miARN, donnant lieu à un isomiR. 
Un autre aspect intéressant est le cas de miR330, où le changement de taille n’affecte pas la 
production de miARN mature d’après le Northern Blot. De plus, le miR obtenu est de la même 
taille que celui du sauvage. Puisque la sonde utilisée reconnaît le côté 5p et que la quantité et 
la taille du miR produit est la même, il semble que ça soit uniquement le site de clivage du 
brin 3p par Drosha qui soit modifié. Cette modification n’affecte pas la reconnaissance par 
Dicer qui clive quand même le pré-miARN, ce qui génère le même brin 5p. Cependant, il se 
peut que le brin 3p diffère du génotype sauvage.  
Le dernier aspect est que c’est possiblement la première fois qu’une différence de taille 
d’environ 10 nt est observée entre deux pré-miARN provenant de pri-miARN similaire 
comme c’est le cas pour miR125a et son SNP. Ceci montre un grand contraste avec les 
différences observées pour miR188 et miR330, où la différence est trop petite pour être bien 
définie par l’échelle. La détermination de l’emplacement du site de coupure, ainsi que 
l’évaluation expérimentale des structures des 2 ARN pourraient permettre de comprendre ce 
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qui engendre un changement aussi important dans l’interaction avec Drosha et de comprendre 
ensuite pourquoi l’interaction avec Exportine 5 et/ou Dicer est empêchée. 
4.4 Modèle de la signature dynamique  
Comme expliqué dans l’introduction à la section 1.5, les informations connues sur la structure 
qui sont nécessaires pour obtenir un miARN sont encore très générales. Entre autres, la 
structure du pri-miARN est séparée en 4 sections, où la boucle apicale possède plus de 10 nt, 
la tige haute environ 22 pb, la tige basse aux alentours de 11 pb et les segments basaux n’ont 
pas de structure ou de longueur déterminées in vivo. Certains motifs de séquence commencent 
à être définis, comme UG à la position -13 et -14 du site de clivage de Drosha en 5’ ou UGU à 
la position 24-26 du même site de clivage [94, 131]. Cependant, malgré la présence de ces 
éléments dans la majorité des miR testés, certains SNP comme miR125-G22U, miR128-G22A 
et miR188-C60U voient leur maturation inhibée. 
L’hypothèse du projet est que la dynamique de l’ARN doit être importante dans le processus 
pour interagir avec les différents complexes protéiques, ainsi la modification de cette 
dynamique doit jouer sur l’efficacité de maturation. Pour évaluer le fondement de cette idée, il 
était important d’étudier des pri-miARN dont la structure MFE ne changeait pas, mais qui 
avait un changement de signature dynamique. Ceci est nécessaire pour montrer que c’est 
réellement l’étude de la dynamique qui ajoute de l’information et pas uniquement le 
changement de structure de l’ARN.  
La maturation de 7 mutants a pu être évaluée, en plus de celle de miR125a. Une corrélation 
élevée est obtenue entre la distance de signature dynamique et les ratios d’efficacité de 
maturation, soit de 0,74 (Figure 28). Bien que cette corrélation ne soit pas parfaite, elle est 
supérieure à celle obtenue par corrélation avec les distances d’énergie libre des MFE qui sont 
de 0,49 pour celle générée par MC-FF et 0,56 par RNAStructure Figure 29. La distance de 
dynamique permet donc d’aller chercher plus d’informations sur le changement de structure 
qui est impliquée dans la maturation. Cependant, la manière dont l’étude a été conçue était 
principalement pour amorcer une preuve de concept. Il faut donc tester davantage le modèle 
pour savoir s’il fonctionne sur un plus grand ensemble de données et sinon en apprendre 
davantage sur les informations qui pourraient être apportées pour l’améliorer. Dans le reste de 
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cette section, une description des diverses pistes à explorer pour le développement futur du 
modèle de la dynamique impliquée dans la maturation sera effectuée, avec des pistes qui ont 
été abordées dans la section Résultats ainsi que de nouvelles. 
4.4.1 Agrandir l’ensemble de données 
Tout d’abord, comme décrit précédemment, des mutations qui ne provoquaient pas de 
changement de structure dans la MFE ont été sélectionnées pour faire la preuve la plus solide 
possible sur la capacité des signatures dynamiques d’apporter de l’information. Puisque la 
corrélation obtenue est bonne et supérieure à celle obtenue avec l’énergie libre, l’amorce de la 
preuve de concept est finie. Maintenant, il serait intéressant de voir si cette corrélation est 
conservée en utilisant un plus grand ensemble de données. Plusieurs SNP de miARN sont 
décrits dans l’ensemble de la littérature [147]. Il faudrait donc déterminer l’efficacité de 
maturation pour l’ensemble d’entre eux et évaluer s’il y a toujours une corrélation. Il serait 
aussi possible de reprendre les données utilisées pour tester le programme miRVas [152], un 
programme qui se base sur l’énergie et la structure de la MFE pour établir l’impact des 
mutations. Ceci serait un bon jeu de données pour comparer les performances des deux 
méthodes. Cependant, comme décrit dans l’article de miRVas, le nombre de données 
disponible est minime, ce qui limite l’apprentissage. Il sera donc aussi important de générer 
plus de données. Pour cela, il serait envisageable de sélectionner de nouveau miR et leur SNP 
comme décrit précédemment ou de faire une étude de mutagénèse dirigée où chaque position 
d’un pri-miARN serait mutée une à une. 
4.4.2 Emplacement du changement de dynamique  
Il serait possible d’améliorer le modèle en déterminant l’emplacement des modifications qui 
ont le plus d’impact. Sur le petit échantillon étudié, il semble que ce soit un changement 
important proche de la jonction entre l’hélice 2 et 3 de la tige haute qui semble avoir un grand 
impact (Section 3.3.4). Toutefois, le nombre d’échantillons étant petit, il faudrait tester cette 
hypothèse sur un plus grand nombre de données. Si le même type de conclusion ressort, il 
serait possible d’ajouter des facteurs d’importance à ces régions dans la structure, ce qui 
pourrait améliorer les prédictions. 
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4.4.3 Seuil d’énergie libre 
Dans la partie Résultats, il a été remarqué que les miARN dont la maturation a été inhibée par 
leur version mutante avaient tous une énergie libre supérieure aux autres miARN dont la 
maturation n’a pas été affectée. Ainsi, une hypothèse a été avancée, soit qu’il existe un seuil 
d’énergie libre pour lequel une structure qui le dépasse et qui voit son énergie modifiée, a plus 
de probabilités d’avoir un impact sur sa maturation. Il serait intéressant de voir si cet effet de 
seuil se retrouve dans un plus grand nombre d’échantillons et si celui-ci pourrait être défini.  
On peut penser qu’il pourrait y avoir un seuil d’énergie à partir duquel les ARN ne sont plus 
maturés, cependant ceci ne semble pas être le cas puisque certains mutants non maturés 
possèdent la même énergie qu’un sauvage d’un autre miR qui est maturé. Ainsi, il ne serait pas 
possible de définir un modèle uniquement basé sur l’énergie pour définir quel ARN peut 
devenir un miARN, mais ceci pourrait aider à préciser le modèle établi sur les signatures 
dynamiques.  
4.4.4 Nombre de sous-optimales 
Comme décrit à la section 3.3.2, le choix du nombre de sous-optimales utilisées pour établir la 
signature dynamique affecte la corrélation (Figure 38). Il peut autant améliorer la corrélation 
comme la diminuer. Ceci est probablement causé par le fait que seulement un certain nombre 
de sous-optimales décrivent réellement la dynamique présente dans la nature. Lorsque ce 
chiffre est dépassé, les autres sous-optimales ajoutent probablement du bruit et modifient ainsi 
le résultat observé [207]. Dans le cas des données utilisées, la meilleure corrélation à 0,74 était 
obtenue avec 100 et 100,000 sous-optimales. Il serait important pour le modèle, ainsi que pour 
de futures applications de la signature dynamique, d’évaluer une gamme de sous-optimales à 
utiliser qui seraient plus représentative de la réalité. Pour cela, il serait important de comparer 
les signatures dynamiques à un ensemble de structures dont la dynamique a été évaluée 
expérimentalement. 
4.4.5 Déterminer la structure de pri-miARN expérimentalement 
Comme il vient d’être discuté, la signature dynamique n’a pas encore été vérifiée sur un grand 
ensemble de données. Il serait donc utile d’évaluer la structure et la dynamique de pri-miARN 
 94 
autant pour l’amélioration de la signature dynamique que pour l’avancement des 
connaissances structurales des transcrits primaires. 
Comme décrit dans l’introduction, la RMN et les techniques d’empreinte seraient pertinentes. 
La RMN permettrait d’obtenir des structures en haute résolution, cependant le nombre d’ARN 
qui serait possible d’évaluer sera probablement petit de par la plus grande complexité de ce 
type d’expérience. La technique d’empreinte SHAPE permettrait quant à elle d’évaluer la 
structure et la dynamique avec une moins grande résolution, toutefois un plus grand nombre 
d’ARN pourrait être étudié en parallèle. Il serait même possible d’envisager d’établir la 
structure de tous les pri-miARN d’une cellule en utilisant les nouvelles technologies de 
séquençage [183, 184].  
Malgré qu’une structure en haute résolution soit intéressante, le développement d’une 
technique d’empreinte tel que SHAPE serait plus utile pour ce projet ainsi que d’autres dans le 
laboratoire. En plus de fournir un grand ensemble de données pour évaluer la signature 
dynamique et d’apprendre beaucoup sur la structure des pri-miARN, l’évaluation de la 
structure au niveau du transcriptome pourrait améliorer les connaissances sur d’autres ARN. 
Entre autres, pour le laboratoire, il serait intéressant de déterminer la structure des ARNm qui 
sont les cibles de miARN. Cela serait intéressant car un programme appelé miRBooking a été 
développé [247]. Il permet de déterminer le réseau d’interaction entre miARN et ARNm 
menant à l’inhibition de la traduction. Ce programme est présentement basé sur l’énergie 
d’hybridation et sur la quantité de chaque ARN dans un contexte cellulaire précis. Cependant, 
il semble que la structure de l’ARNm ciblé par les miARN puisse avoir un effet sur la réussite 
de l’appariement [248]. Un bon exemple est la différence d’efficacité de siARN contre le VIH 
[249] qui semble varié selon la structure secondaire de l’ARN du virus [250]. D’autres 
logiciels de prédiction de cibles de miARN ont tenté d’ajouter des prédictions de structure 
sans amélioration des modèles [251]. Par contre, ceci ne veut pas dire que l’ajout de la 
structure n’aiderait pas au modèle, car les ARNm sont souvent considérés comme ayant une 
structure linéaire sauf dans les régions non traduites (UTR) du 5’ et 3’, ainsi les structures 
générées par prédiction sont peut-être très éloignées de la réalité. La détermination de la 
structure des messagers pourrait alors améliorer le modèle.  
 95 
4.4.6 QSAR 
En perspective, il serait aussi possible de mettre au point un modèle à relation quantitative 
structure à activité (QSAR) basé sur les signatures dynamiques pour déterminer quels ARN 
peuvent devenir des miARN. Les modèles QSAR permettent de corréler la structure avec la 
fonctionnalité généralement référé à l’activité [252]. Ils sont principalement utilisés dans le 
domaine pharmaceutique, car ils permettent d’aider à la découverte de nouveaux 
médicaments, ainsi qu’à l’optimisation de ceux-ci. Ceci permet à l’industrie d’augmenter son 
efficacité en réduisant les criblages à haut débit qui sont longs, coûteux et souvent laborieux. 
Au début de cette maîtrise, une méthode QSAR appelée MC-3DQSAR [253] a été développée 
au laboratoire. La méthode sert à identifier les déterminants structuraux nécessaires à la 
fonction d’un ARN dans une structure 3D. Pour cela, un ensemble de variations de séquences 
est utilisé comme données d’apprentissage. La fonctionnalité de chacune des variations est 
connue et leur structure 3D est générée. Cette structure est soit décrite expérimentalement ou 
prédite. L’accessibilité du solvant et l’orientation des donneurs au niveau atomique est ensuite 
déterminée et un profil d’activités est défini. Il est ensuite possible de prédire la fonctionnalité 
de nouvelles mutations basées sur la similarité de la structure 3D au profil d’activités définies 
par les données d’apprentissage. La méthode a été optimisée sur des données de mutagénèse 
de la boucle Sarcin-Ricin du ribosome 23S des bactéries, mais a aussi été utilisée sur le 
leadzyme et le ribozyme en tête de marteau.  
Ce genre de technique pourrait être utile pour la suite du présent projet. Il pourrait déterminer 
des profils d’activités nécessaires à la maturation basée sur les signatures dynamiques au lieu 
de structure en 3D. Ceci pourrait généraliser le phénomène pour tous les pri-miARN. À partir 
d’un outil comme celui-ci, il serait probablement possible d’identifier à travers les miARN 
candidats lesquels sont fonctionnels ou d’identifier de nouveaux miR basés uniquement sur la 
séquence. Ceci pourrait aussi aider dans la conception de contextes d’expression pour des 
miARN artificiels ou des siARN. Finalement, il serait envisageable d’établir la région de la 
structure du pri-miARN qui serait une cible idéale pour affecter la maturation et d’ensuite 
concevoir des agents thérapeutiques pour inhiber celle-ci dans le contexte de maladies reliées 
aux miARN. 
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5 Conclusion et perspectives 
Au cours du mémoire, les aspects connus de la maturation des miARN ont été décrits dont la 
structure du pri-miARN. Cependant, celle-ci manque encore de précision comme le montre 
des SNP de miARN. De plus, il a été vu que miR125a-G22U provoquait un changement de 
site de clivage de Drosha, ainsi que miR188-C60U et miR330-C71U. Également, les mutants 
miR128-1-G22A et miR188-C60U diminuent l’efficacité de maturation. Les populations 
possédant ces variantes génétiques pourraient ainsi être plus susceptibles de développer 
certains cancers puisque miR128 et miR188 peuvent jouer le rôle de suppresseurs de tumeur. 
Une corrélation de 0,74 a été obtenue entre les signatures dynamiques avec les efficacités de 
maturation des miR. Les signatures dynamiques permettraient donc de mieux expliquer les 
absences de maturation que des modèles basés sur l’énergie libre. Pour évaluer davantage le 
modèle, il faudrait augmenter la taille de l’échantillon et déterminer une gamme idéale de 
sous-optimales. Il faudrait aussi voir si l’emplacement d’une déstabilisation joue sur le fait 
qu’un pri-miARN est maturé ou non, ou si un seuil d’énergie libre pourrait être utilisé. Il serait 
aussi nécessaire d’en apprendre plus sur la structure de manière expérimentale, idéalement par 
la technique de SHAPE sur l’ensemble du transcriptome. Finalement, un modèle QSAR 
pourrait être conçu pour établir quel ARN peut devenir un miARN basé sur les signatures 
dynamiques. Cela pourrait permettre de découvrir des miARN potentiels à partir de séquences 
génomiques, de filtrer les bases de données de miARN ainsi que d’optimiser des contextes 
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Annexe de la méthode 
Tableau 3. Liste des oligos utilisés pour l’assemblage Gibson 
miR Oligo pour assemblage Gibson 1-1 caggttaacccaacagaaggctcgagTGGGAAACATACTTCTTTATATGCCCATATGGACCTGCTAAGCTATGGAATGTAAAGAAGTATGTATCTCAgaattcaaggggctactttagg 1-1-C15U caggttaacccaacagaaggctcgagTGGGAAACATACTTTTTTATATGCCCATATGGACCTGCTAAGCTATGGAATGTAAAGAAGTATGTATCTCAgaattcaaggggctactttagg 34a caggttaacccaacagaaggctcgagGGCCAGCTGTGAGTGTTTCTTTGGCAGTGTCTTAGCTGGTTGTTGTGAGCAATAGTAAGGAAGCAATCAGCAAGTATACTGCCCTAGAAGTGCTGCACGTTGTGGGGCCCgaattcaaggggctactttagg 34a-G35A caggttaacccaacagaaggctcgagGGCCAGCTGTGAGTGTTTCTTTGGCAGTGTCTTAACTGGTTGTTGTGAGCAATAGTAAGGAAGCAATCAGCAAGTATACTGCCCTAGAAGTGCTGCACGTTGTGGGGCCCgaattcaaggggctactttagg 34a-G90C caggttaacccaacagaaggctcgagGGCCAGCTGTGAGTGTTTCTTTGGCAGTGTCTTAGCTGGTTGTTGTGAGCAATAGTAAGGAAGCAATCAGCAAGTATACTGCCCTAGAACTGCTGCACGTTGTGGGGCCCgaattcaaggggctactttagg 96 caggttaacccaacagaaggctcgagTGGCCGATTTTGGCACTAGCACATTTTTGCTTGTGTCTCTCCGCTCTGAGCAATCATGTGCAGTGCCAATATGGGAAAgaattcaaggggctactttagg 125a caggttaacccaacagaaggctcgagTGCCAGTCTCTAGGTCCCTGAGACCCTTTAACCTGTGAGGACATCCAGGGTCACAGGTGAGGTTCTTGGGAGCCTGGCGTCTGGCCgaattcaaggggctactttagg 125a-G22U caggttaacccaacagaaggctcgagTGCCAGTCTCTAGGTCCCTGAtACCCTTTAACCTGTGAGGACATCCAGGGTCACAGGTGAGGTTCTTGGGAGCCTGGCGTCTGGCCgaattcaaggggctactttagg 128-1 caggttaacccaacagaaggctcgagTGAGCTGTTGGATTCGGGGCCGTAGCACTGTCTGAGAGGTTTACATTTCTCACAGTGAACCGGTCTCTTTTTCAGCTGCTTCgaattcaaggggctactttagg 128-1-G22A caggttaacccaacagaaggctcgagTGAGCTGTTGGATTCGGGGCCATAGCACTGTCTGAGAGGTTTACATTTCTCACAGTGAACCGGTCTCTTTTTCAGCTGCTTCgaattcaaggggctactttagg 182 caggttaacccaacagaaggctcgagGAGCTGCTTGCCTCCCCCCGTTTTTGGCAATGGTAGAACTCACACTGGTGAGGTAACAGGATCCGGTGGTTCTAGACTTGCCAACTATGGGGCGAGGACTCAGCCGGCACgaattcaaggggctactttagg 182-G106A caggttaacccaacagaaggctcgagGAGCTGCTTGCCTCCCCCCGTTTTTGGCAATGGTAGAACTCACACTGGTGAGGTAACAGGATCCGGTGGTTCTAGACTTGCCAACTATGGGGCGAGGACTCAGCCAGCACgaattcaaggggctactttagg 188 caggttaacccaacagaaggctcgagTGCTCCCTCTCTCACATCCCTTGCATGGTGGAGGGTGAGCTTTCTGAAAACCCCTCCCACATGCAGGGTTTGCAGGATGGCGAGCCgaattcaaggggctactttagg 188-C60U caggttaacccaacagaaggctcgagTGCTCCCTCTCTCACATCCCTTGCATGGTGGAGGGTGAGCTTTCTGAAAACCCCTCCCATATGCAGGGTTTGCAGGATGGCGAGCCgaattcaaggggctactttagg 223 caggttaacccaacagaaggctcgagCCTGGCCTCCTGCAGTGCCACGCTCCGTGTATTTGACAAGCTGAGTTGGACACTCCATGTGGTAGAGTGTCAGTTTGTCAAATACCCCAAGTGCGGCACATGCTTACCAGgaattcaaggggctactttagg 
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miR Oligo pour assemblage Gibson 223-G22A caggttaacccaacagaaggctcgagCCTGGCCTCCTGCAGTGCCACACTCCGTGTATTTGACAAGCTGAGTTGGACACTCCATGTGGTAGAGTGTCAGTTTGTCAAATACCCCAAGTGCGGCACATGCTTACCAGgaattcaaggggctactttagg 298 caggttaacccaacagaaggctcgagTCAGGTCTTCAGCAGAAGCAGGGAGGTTCTCCCAGTGGTTTTCCTTGACTGTGAGGAACTAGCCTGCTGCTTTGCTCAGGAGTGAGCTgaattcaaggggctactttagg 298-A20C caggttaacccaacagaaggctcgagTCAGGTCTTCAGCAGAAGCCGGGAGGTTCTCCCAGTGGTTTTCCTTGACTGTGAGGAACTAGCCTGCTGCTTTGCTCAGGAGTGAGCTgaattcaaggggctactttagg 330 caggttaacccaacagaaggctcgagCTTTGGCGATCACTGCCTCTCTGGGCCTGTGTCTTAGGCTCTGCAAGATCAACCGAGCAAAGCACACGGCCTGCAGAGAGGCAGCGCTCTGCCCgaattcaaggggctactttagg 330-C71U caggttaacccaacagaaggctcgagCTTTGGCGATCACTGCCTCTCTGGGCCTGTGTCTTAGGCTCTGCAAGATCAACCGAGCAAAGCACACGGCTTGCAGAGAGGCAGCGCTCTGCCCgaattcaaggggctactttagg 370 caggttaacccaacagaaggctcgagAGACAGAGAAGCCAGGTCACGTCTCTGCAGTTACACAGCTCACGAGTGCCTGCTGGGGTGGAACCTGGTCTGTCTgaattcaaggggctactttagg 370-A63G caggttaacccaacagaaggctcgagAGACAGAGAAGCCAGGTCACGTCTCTGCAGTTACACAGCTCACGAGTGCCTGCTGGGGTGGAGCCTGGTCTGTCTgaattcaaggggctactttagg 382 caggttaacccaacagaaggctcgagTACTTGAAGAGAAGTTGTTCGTGGTGGATTCGCTTTACTTATGACGAATCATTCACGGACAACACTTTTTTCAGTAgaattcaaggggctactttagg 611 caggttaacccaacagaaggctcgagAAAATGGTGAGAGCGTTGAGGGGAGTTCCAGACGGAGATGCGAGGACCCCTCGGGGTCTGACCCACAgaattcaaggggctactttagg 941-1 caggttaacccaacagaaggctcgagTGTGGACATGTGCCCAGGGCCCGGGACAGCGCCACGGAAGAGGACGCACCCGGCTGTGTGCACATGTGCCCAgaattcaaggggctactttagg 1228 caggttaacccaacagaaggctcgagGTGGGCGGGGGCAGGTGTGTGGTGGGTGGTGGCCTACGGTGAGCAGGGCCCTCACACCTGCCTCGCCCCCCAGgaattcaaggggctactttagg 3182 caggttaacccaacagaaggctcgagGCTGCTTCTGTAGTGTAGTCCGTGCATCCGCCCTTCGATACTTGGGTTGGATCATAGAGCAGTgaattcaaggggctactttagg 4260 caggttaacccaacagaaggctcgagAACAAGGTGACTTGGGGCATGGAGTCCCACTTCCTGGAGCCCACACCCCAGCTTGTCACACACCAACgaattcaaggggctactttagg 4315 caggttaacccaacagaaggctcgagTGGGCTTTGCCCGCTTTCTGAGCTGGACCCTCTCTCTACCTCTGGTGCAGAACTACAGCGGAAGGAATCTCTGgaattcaaggggctactttagg 4442 caggttaacccaacagaaggctcgagGCGCCCTCCCTCTCTCCCCGGTGTGCAAATGTGTGTGTGCGGTGTTATGCCGGACAAGAGGGAGGTGgaattcaaggggctactttagg 4664 caggttaacccaacagaaggctcgagGTTGGGGGCTGGGGTGCCCACTCCGCAAGTTATCACTGAGCGACTTCCGGTCTGTGAGCCCCGTCCTCCGCgaattcaaggggctactttagg 
 xvi 




Tableau 5. Amorce PCR pour amplification génomique des miR 
miR amorce séquence 
611 sens aacccaacagaaggctcgagTACACCCGAAATCGCAGGAC antisens taaagtagccccttgaattcCGCCTCTCGCCCTTAGAAAT 
1228 sens aacccaacagaaggctcgagAGTGAGCAGATGGTGCAGAC antisens taaagtagccccttgaattcGAAGGCTCTGGATGCCCTTT 
4442 sens aacccaacagaaggctcgagTCGGATTCCCGGTTAGGTCT antisens taaagtagccccttgaattcTTGTCCTTCTCACACTCCGC 
4664 sens aacccaacagaaggctcgagTAGCTGGAGTCTGGGTGCT antisens taaagtagccccttgaattcACTCTTCTGCTTGCTGACCC   
 xvii 
Tableau 6. Séquence des miR et l’emplacement des mutations 
miR mutation séquence 1-1 C15U TGGGAAACATACTTCTTTATATGCCCATATGGACCTGCTAAGCTATGGAATGTAAAGAAGTATGTATCTCA 34a G35A, G90C GGCCAGCTGTGAGTGTTTCTTTGGCAGTGTCTTAGCTGGTTGTTGTGAGCAATAGTAAGGAAGCAATCAGCAAGTATACTGCCCTAGAAGTGCTGCACGTTGTGGGGCCC 96 C42U TGGCCGATTTTGGCACTAGCACATTTTTGCTTGTGTCTCTCCGCTCTGAGCAATCATGTGCAGTGCCAATATGGGAAA 125a G22U TGCCAGTCTCTAGGTCCCTGAGACCCTTTAACCTGTGAGGACATCCAGGGTCACAGGTGAGGTTCTTGGGAGCCTGGCGTCTGGCC 128-1 G22A TGAGCTGTTGGATTCGGGGCCGTAGCACTGTCTGAGAGGTTTACATTTCTCACAGTGAACCGGTCTCTTTTTCAGCTGCTTC 182 G106A GAGCTGCTTGCCTCCCCCCGTTTTTGGCAATGGTAGAACTCACACTGGTGAGGTAACAGGATCCGGTGGTTCTAGACTTGCCAACTATGGGGCGAGGACTCAGCCGGCAC 188 C60U TGCTCCCTCTCTCACATCCCTTGCATGGTGGAGGGTGAGCTTTCTGAAAACCCCTCCCACATGCAGGGTTTGCAGGATGGCGAGCC 223 G22A CCTGGCCTCCTGCAGTGCCACGCTCCGTGTATTTGACAAGCTGAGTTGGACACTCCATGTGGTAGAGTGTCAGTTTGTCAAATACCCCAAGTGCGGCACATGCTTACCAG 298 A20C TCAGGTCTTCAGCAGAAGCAGGGAGGTTCTCCCAGTGGTTTTCCTTGACTGTGAGGAACTAGCCTGCTGCTTTGCTCAGGAGTGAGCT 330 C71U CTTTGGCGATCACTGCCTCTCTGGGCCTGTGTCTTAGGCTCTGCAAGATCAACCGAGCAAAGCACACGGCCTGCAGAGAGGCAGCGCTCTGCCC 370 A63G AGACAGAGAAGCCAGGTCACGTCTCTGCAGTTACACAGCTCACGAGTGCCTGCTGGGGTGGAACCTGGTCTGTCT 382 U15C, C56U TACTTGAAGAGAAGTTGTTCGTGGTGGATTCGCTTTACTTATGACGAATCATTCACGGACAACACTTTTTTCAGTA 611 A3G AAAATGGTGAGAGCGTTGAGGGGAGTTCCAGACGGAGATGCGAGGACCCCTCGGGGTCTGACCCACA 1228 G36A GTGGGCGGGGGCAGGTGTGTGGTGGGTGGTGGCCTGCGGTGAGCAGGGCCCTCACACCTGCCTCGCCCCCCAG 3182 G40A GCTGCTTCTGTAGTGTAGTCCGTGCATCCGCCCTTCGATGCTTGGGTTGGATCATAGAGCAGT 4260 C47U AACAAGGTGACTTGGGGCATGGAGTCCCACTTCCTGGAGCCCACACCCCAGCTTGTCACACACCAAC 4315-1 C12U TGGGCTTTGCCCGCTTTCTGAGCTGGACCCTCTCTCTACCTCTGGTGCAGAACTACAGCGGAAGGAATCTCT 4442 C16G GCGCCCTCCCTCTCTCCCCGGTGTGCAAATGTGTGTGTGCGGTGTTATGCCGGACAAGAGGGAGGTG 4664 C23G GTTGGGGGCTGGGGTGCCCACTCCGCAAGTTATCACTGAGCGACTTCCGGTCTGTGAGCCCCGTCCTCCGC 
Noir souligné : séquence de miARN mature ; rouge : emplacement de la mutation.  
 xviii 
Tableau 7. Séquence de miR génomique. 
miR Séquence 125a TGTCGTTTTTGGTCTTTCTGTCTCTGGCTCTAGAATGTCTCTGTGCCTATCTCCATCTCTGACCCCCACCCCAGGGTCTACCGGGCCACCGCACACCATGTTGCCAGTCTCTAGGTCCCTGAGACCCTTTAACCTGTGAGGACATCCAGGGTCACAGGTGAGGTTCTTGGGAGCCTGGCGTCTGGCCCAACCACACACCTGGGGAATTGCTGGCCTGACTTCTGACCCCTGACTCCTCATACCCTTCCTCCAGAGCATGACATTTGACCACCAACTGAAACCTGACCTCTGACCC 125a-G22U TGTCGTTTTTGGTCTTTCTGTCTCTGGCTCTAGAATGTCTCTGTGCCTATCTCCATCTCTGACCCCCACCCCAGGGTCTACCGGGCCACCGCACACCATGTTGCCAGTCTCTAGGTCCCTGATACCCTTTAACCTGTGAGGACATCCAGGGTCACAGGTGAGGTTCTTGGGAGCCTGGCGTCTGGCCCAACCACACACCTGGGGAATTGCTGGCCTGACTTCTGACCCCTGACTCCTCATACCCTTCCTCCAGAGCATGACATTTGACCACCAACTGAAACCTGACCTCTGACCC 611 TACAAGTCCCTCAATGCCACTTGCGCCGGAGGCACTTCCTTTTCCGGTTGTGCTAGGCGCCTGCTCCTGCCGACGTGTTCTTCCGGTGGCGGAGCGGCGGATTAGCCTTCGCGGGGCAAAATGGTGAGAGCGTTGAGGGGAGTTCCAGACGGAGATGCGAGGACCCCTCGGGGTCTGACCCACACCGCGCTTATCTCCTCAGACGCCGGAGATCCAGAGGGCTAGACGCTCCTGGAACCTCCGGCTTGGGCTGAAGGGTGGGGAAGGGGGAAGCCCCTTGCCATGAACTCCTTAGGTTTCTCAGCTCGCG 1228 AGTGCCCCACCAGAAGGGCACCGTTCAACTTTTGGAAACACATGAAGGCTCCATAGGGCTGGCAGCTGCCCCAGTCGGGGGTGATCCAGGGGGAACCAGGTATCACCCTCACCCCTGCCCCCACCAGGTGCCACCGACTGCAGCAGCTACTTCCGCCTGGGCGTGAAGGGCGTGCTCTTCCAGCCCTGCGAGCGGACCTCACTCTGCTACGCACCCAGCTGGGTGTGTGATGGCGCCAATGACTGTGGGGACTACAGTGATGAGCGCGACTGCCCAGGTGGGCGGGGGCAGGTGTGTGGTGGGTGGTGGCCTGCGGTGAGCAGGGCCCTCACACCTGCCTCGCCCCCCAGGTGTGAAACGCCCCAGATGCCCTCTGAATTACTTCGCCTGCCCTAGTGGGCGCTGCATCCCCATGAGCTGGACGTGTGACAAAGAGGATGACTGTGAACATGGCGAGGACGAGACCCACTGCAGTGAGTGACCACTGCACCCACTCAGTGCTCCAAGAGCCTGCTGGGCCCCACTTCTTAGTCCCCCCCAGCAAATGCCCCCTTGGA 4442 CAGAGTAAACAGCACGCTTGGAGGATTACAATCGACCCGAGGCCAATTCGACCCTTTCCCTTTGCCGCCCTCAATTGACCCTTGAAGCAGCCCCTGCTCTCCCTTCAAATGGAAAACCCACAGACACACACACAAACAAAAACCCCAAGTCTTCCTTTCGGTTGCTACCCGCAATGACGTTTCCCCCCTCGGGTCCCGCCCCTCCAGGGGGCTTGGAATTTTGGGATTGGCCGAGAGGCTGTGGCGACAAGGCCCGGATTGGACAGCATGGCGCTGACTGACAGCGGGGGCGGCCGCCGCGCCCTCCCTCTCTCCCCGGTGTGCAAATGTGTGTGTGCGGTGTTATGCCGGACAAGAGGGAGGTGACCGTGGCGGCGGCGGCGGCGGCTCTGTTTATTGTCCCTCTCGGTGTGTGTGTGTGAGGAAATCGGGGCTGCAGCGAGGCTAAGGCTGCCTTTGAAGCAGCGGCGGCGACCGGGACGACTACTCTGGCGACTCGAGTGGCTGGCCTTC 4664 GGGCACGGCCTGGACCCTTCCCTGGGGACATCCGCCCGGGCCGCCGTGGACTGGGGTGGCCAGGGTGCGGCCTGGATCCCCGCGTGGCGAGCAGGGCGAGTGATGGGAGTGCTGCCCCTCGCGCCCACGTTCCTGGGCTGGGGTGGGCGGATAGGGCACCCAGCGGCCGCAGCCGCGAGCTCGTAGGGTGCACTGACCCCGTTGGGGGCTGGGGTGCCCACTCCGCAAGTTATCACTGAGCGACTTCCGGTCTGTGAGCCCCGTCCTCCGCACCCCACCTTTCCGCCGCCTAGAGCCTCCGCGCCCTCCTGCGCCCATCGGAACTTGGCACAGGTTCACCCCACTTTGTGTAGGAACTCCAGATCCTTCCATGGGGTCCTCCTTCCAGATACTCAGGAACCCCACTTCCTGCCAGGGTGGAGAGGATGGGGTCCTTGAAGGCCAGCTGAGGGCCCTGACTTCGAGTCAGAGGTCAG 
Noir souligné : séquence de miARN mature.  
 xix 
Tableau 8. Sonde de Northern Blot 
Sonde Brin reconnu Séquence Oligo modèle 
miR125a 5p TCACAGGTTAAAGGGTCTCAGGGAAGCAGC 2 
miR125a-G22U 5p TCACAGGTTAAAGGGTATCAGGGAAGCAGC 2 
miR1-1 3p ATACATACTTCTTTACATTCCAAGCAGC 2 
miR34a 5p ACAACCAGCTAAGACACTGCCAAGCAGC 2 
miR34a-G35A 5p ACAACCAGTTAAGACACTGCCAAGCAGC 2 
miR96 3p CATATTGGCACTGCACATGATTAGCAGC 2 
miR128-1 3p AAAGAGACCGGTTCACTGTGAAGCAGC 2 
miR182 5p AGTGTGAGTTCTACCATTGCCAAAAGCAGC 2 
miR188 5p CCCTCCACCATGCAAGGGATGAGCAGC 2 
miR223 3p TGGGGTATTTGACAAACTGACAAGCAGC 2 
miR298 5p TGGGAGAACCTCCCTGCTTCTGCTCAGCAG 1 
miR330 5p GCCTAAGACACAGGCCCAGAGAAGCAGC 2 
miR370 3p ACCAGGTTCCACCCCAGCAGGCAGCAGC 2 
miR382 5p CGAATCCACCACGAACAACTTCAGCAGC 2 
miR611 3p GTCAGACCCCGAGGGGTCCTCGCCAGCAG 1 
miR1228 3p GGGGGGCGAGGCAGGTGTGAAGCAGC 2 
miR3182 5p GACTACACTACAGAAGCAGCAGC 2 
miR4260 5p TGGGACTCCATGCCCCAAGAGCAGC 2 
miR4315 5p GTCCAGCTCAGAAAGCGGAGCAGC 2 
miR4442 3p CCTCCCTCTTGTCCGGCCAGCAG 1 
miR4664 5p AACTTGCGGAGTGGGCACCCCAAGCAGC 2 
U6 - CACGAATTTGCGTGTCATCCTTAGCAGC 2 
Oligo modèle       
1 TTTTTTTTTTCTGCTG 
2   TTTTTTTTTTGCTGCT     
 xx 
Annexe des résultats 
 
Figure 35. Carte de contacts des miARN 1-1, 96, 298, 370 et 382. Chaque carte de contacts a 
été générée à partir de 1,000 structures. Les miARN présentés ici n’ont pas réussi à être maturé bien 




Figure 36. Carte de contacts des miARN 34a, 128-1, 125a, 182 et leurs mutants. Chaque 
carte de contacts a été générée à partir de 10,000 structures. 
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Figure 37. Carte de contacts des miARN 188, 223, 330 et leurs mutants. Chaque carte de 
contacts a été générée à partir de 10,000 structures. 
 xxiii 
 
Figure 38. Corrélation de la distance de signature dynamique avec les ratios d’efficacité 
de maturation avec différents nombres de sous-optimales. (A) Corrélation de la distance de 
signature de dynamique en fonction de ratios d’efficacité de matuation pour 100,000 sous-optimales; 
(B) même corrélation, mais avec les ratios mis dans une échelle logarithmique; corrélation avec les 
ratios en valeur absolue du log pour la MFE (C), 10 (D), 100 (E), 1,000 (F), 10,000 (G) et 100,000 (H) 
sous-optimales. Le coefficient de régression linéaire R et la valeur p est indiquée au-dessus de chaque 
graphique. 
  
 
