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Equations describing the ramification of outer
simple linear projections∗
Simon Kurmann
Abstract
We explain how to determine equations describing the ramification of
an outer simple linear projection of a projective scheme in a way suited
for explicite computations.
1 Introduction
When we try to understand a morphism π : Z˜ → Z of Noetherian schemes, we
might turn our attention to its ramification, that is to the set
Sing(π) := {z ∈ Z | #π−1(z) > 1}
where #π−1(z) = length(O
Z˜
⊗ k(z)) is the length of the fiber Z × Spec(k(z))
over z ∈ Z. Often, the ramification of a morphism tells us much about the
morphism itself, but it can be rather difficult to determine. In this article, we
develope a method to describe the ramification of π in the case that π is an
outer simple liner projection of a projective scheme Z˜. By the use of Gro¨bner
bases, this method is suited for explicite computations. In the case of an outer
simple linear projection π of a projective scheme Z˜ ⊆ Pn, the ramification of
π also can bear crucial information about the image Z = π(Z˜) ⊆ Pn−1. For
example, an important subclass of varieties of almost minimal degree are outer
simple linear projections of rational normal scrolls, and these varieties in turn
can be classified according to the ramification of the projection (see [BrP]).
In general, we may not expect to understand easily a morphism of projective
varieties. But an outer simple linear projection π : Z˜ → Z from p ∈ PnK\Z˜ over
an algebraically closed field K has a crucial property that makes it accessible:
Consider Pn−1K as a subspace of P
n
K avoiding p. The fiber π
−1(q) = Z˜ ∩ 〈q, p〉
over a closed point q ∈ Z is a closed subscheme of finite length of the projective
line 〈q, p〉 = P1K spanned by q and p; so, it is an effective divisor on P
1
K , and
we can write π−1(q) =
∑e
i=1 λiq˜i for some distinct closed points q˜1, . . . , q˜e ∈
P
1
K and integers λ1, . . . , λe ∈ N. Being a subscheme of P
1
K of finite length,
π−1(q) is determined by one equation. Moreover, the numbers λ1, . . . , λe already
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determine the isomorphy class of the scheme π−1(q) (but, of course, not the
divisor itself). So, if we know how those numbers vary over Z, we understand
the ramification of π. We can also change our point of view and consider the
classical question how the image Z depends on the center of projection. As
an example, assume that Z˜ is a smooth curve and π is birational. Then the
singular locus of Z consists of the points whose fibers are not of type e = 1 and
λ1 = 1. A closed point of Z with e = 2 and λ1 = λ2 = 1 is a node, while the
type e = 1 and λ1 = 2 indicates a cusp.
Throughout, we are using the following setup: Let Z˜ ⊆ PnK be a projective
scheme where K is an algebraically closed field of characterisic 0 and n ∈ N.
We want to study Z = π˜(Z˜) in relation to the center of projection p ∈ PnK\Z˜ of
the simple linear projection π˜ : PnK\{p} → P
n−1
K . We consider P
n−1
K embedded
into PnK ; this embedding is not unique, but any embedding with p /∈ P
n−1
K yields
the same situation. We denote π := π˜ ↾
Z˜
: Z˜ ։ Z. We now want to give a
method to find equations describing the ramification of π depending only on
equations defining Z˜ and p. We do so in two ways: First, for k ∈ N, define
Z◦k := {q ∈ Z closed point | lengthO
P1
K
(Opi−1(q)) = k},
the locally closed set of closed points of Z such that the divisor π−1(q) has
degree λ1 + · · · + λe = k. In Proposition 2.2 and Corollary 2.4, we describe a
finite affine covering (Dg)g of Z
◦
k , where Dg is the open subset of Z
◦
k defined by
the section g. For any closed poinst q ∈ Dg, the ramification type of the fiber
π−1(q) is determined by the distribution of the linear factors of the restrictions
of g to 〈q, p〉. Secondly, denote
Zk := {q ∈ Z closed point | lengthO
P1
K
(Opi−1(q)) ≥ k} =
⋃
l≥k
Z◦l .
A partition λ = (λ1, . . . , λe) of k ∈ N is a family of integers with λ1+· · ·+λe = k.
We use the above covering to give equations defining the λ-ramification locus
of π for any partition λ:
Definition 1.1. Let k ∈ N, and let λ = (λ1, . . . , λe) be a partition of k. The
proper λ-ramification locus of π is the locally closed set
Z◦λ :=
{
q ∈ Z closed point
∣∣∣∣ π−1(q) =∑ei=1 λiq˜iwith distinct closed points q˜1, . . . , q˜e ∈ 〈q, p〉
}
,
and the λ-ramification locus of π is the closed set
Zλ :=
{
q ∈ Z closed point | ∃q˜1, . . . , q˜e ∈ 〈q, p〉 : π
−1(q) =
e∑
i=1
λiq˜i
}
∪ Zk+1.
Note that the closed points q˜1, . . . , q˜e ∈ π
−1(q) in the definition of Zλ need not
be distinct. If two of them are equal for a closed point q ∈ Zλ ∩ Z
◦
k , then q is
also contained in Zµ for a partition µ of k such that λ is a refinement of µ; in
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this situation, we call µ a coarsening of λ. Geometrically, the set
⋃
µ Z
◦
µ where
µ 6= λ runs over all coarsenings of λ can be considered as the degeneracy locus
of Zλ ∩ Z
◦
k . Also, Zλ must contain Zk+1 to be closed. It holds
Z◦λ = Zλ\
(
Zk+1 ∪
⋃
{Zµ | µ a coarsening of λ with µ 6= λ
)
.
If we can determine equations defining the closed sets Zk and Zλ for all k ∈ N
and all partitions λ of k, then we can give a description of Z◦λ via equations
of Zλ and Zλ\Z
◦
λ. The equations defining Zk can be computed using partial
elimination ideals (compare [3] and [4]), and we will use this to show how to
compute equations defining Zλ in Theorem 3.1 and Corollary 3.2.
Both descriptions of the ramification of π will be given in a way suited for
explicite computations using a Gro¨bner basis of the homogeneous ideal of Z˜.
The results in this article are part of my doctoral thesis [6], where a more
detailed account can be found.
2 Covering Z◦k
In order to formulate our results, we must first introduce some notations: Let
R = K[x0, . . . , xn] be the homogeneous coordinate ring of P
n
K . We denote the
homogeneous ideal in R of a closed point in PnK by the corresponding gothic
letter, e.g., p and q˜i are the ideals of the closed points p and q˜i, respectively.
Let S := K[p1] be the K-algebra generated by the space of linear forms p1 of
the homogeneous ideal of the closed point p ∈ PnK . Then, the simple linear
projection π˜ : PnK\{p} → P
n−1
K with center p is given by the inclusion S →֒ R.
For a closed subscheme Z˜ ⊆ PnK with p /∈ Z˜, denote IZ˜ ⊆ R the saturated ideal
with Z˜ = Proj(R/I
Z˜
). The homogeneous ideal of Z = π˜(Z˜) is IZ = IZ˜ ∩S, and
the outer simple linear projection π = π↾
Z˜
: Z˜ ։ Z is given by S/I
Z˜
→֒ R/IZ .
Let x ∈ R1\p1 be a linear form not vanishing in p. We identify R = S[x] and
hence can consider an element f ∈ R as a polynomial in x over S. We denote by
degx(f) its degree in x and by LCx(f) its leading coefficient in S. For k ∈ N0,
the k-th partial elimination ideal of I
Z˜
with respect to p is defined by
K
p
k(IZ˜ ) := {f0 ∈ S | ∃f˜ ∈ R : degx(f˜) < k ∧ x
kf0 + f˜ ∈ IZ˜},
a graded ideal in S that does not depend on our choice of x (compare [4]). The
partial elimination ideals form an ascending chain of ideals
K
p
0(IZ˜) = IZ ⊆ K
p
1(IZ˜) ⊆ K
p
1(IZ˜) ⊆ · · ·
Note that, as p /∈ Z˜, there is an integer l ∈ N such that xl ∈ I
Z˜
+ p, hence
1 ∈ Kpl (IZ˜) and K
p
l (IZ˜) = S.
Proposition 2.1. For all k ∈ N, set-theoretically Kpk−1(IZ˜ ) is the ideal of Zk.
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For a proof of this proposition, see [2, Theorem 3.5] or [4, Corollary 3.5]. Now,
fix a closed point q ∈ Z and a linear form y ∈ S1\q1 not vanishing in q.
Then, K[x, y] = R/qR is the homogeneous coordinate ring of the projective line
〈q, p〉 = P1K spanned by p and q in P
n
K . The homogeneous ideal
I(π−1(q)) = (I
Z˜
+ qR)sat/qR
of π−1(q) = 〈q, p〉∩ Z˜ is a saturated ideal in K[x, y], hence it is a principal ideal.
Let Fq ∈ K[x, y] be a homogeneous generator of I(π
−1(q)). For k ∈ N, it holds
q ∈ Z◦k ⇔
{
k = lengthO
P1
K
(Opi−1(q))
= e0(K[x, y]/FqK[x, y]) = deg(Fq)
where e0 denotes the Hilbert multiplicity; see [4, Section 3] for these equalities.
Hence, if q ∈ Z◦k , the polynomial Fq is a binary form of degree k, and as such it
is the product of k linear forms L1, . . . , Lk ∈ K[x, y]1. We identify two binary
forms of the same degree if they only differ by a factor κ ∈ K∗, i.e., if they are
equal up to multiplication with units. A closed point q˜ ∈ π−1(q) corresponds
to a linear factor Lq˜ of Fq, and for any partition λ of k, it holds
π−1(q) =
e∑
i=1
λiq˜i ⇔ Fq =
e∏
i=1
Lλiq˜i .
Thus, to determine the number e of closed points in the fiber π−1(q) and their
multiplicities λ1, . . . , λe is the same as to determine the number of distinct linear
factors of Fq and their multiplicities. Any binary form F ∈ K[x, y] of degree
k ∈ N0 can be written F =
∑k
j=0 ajx
k−jyj with a0, . . . , ak ∈ K. For a partition
λ of k, the λ-coincident root locus Xλ is the projective variety in P
k
K of binary
forms of degree k whose linear factors are distributed according to λ, i.e.,
Xλ = {(a0 : · · · : ak) ∈ P
k
K |
k∑
j=0
ajx
k−jyj =
e∏
i=1
Lλii for L1, . . . , Le ∈ K[x, y]1}.
Note that the linear factors L1, . . . , Le need not be different; corresponding to
the closed points in π−1(q), some of them might coincide. In this situation, it
holds
∑k
j=0 ajx
k−jyj ∈ Xµ for some coarsening µ of λ. We denote by X
◦
λ the
open subset of Xλ consisting of all binary forms F =
∏e
i−1 L
λi
i with distinct
linear factors L1, . . . , Le, i.e.,
X◦λ = Xλ\
(⋃
{Xµ | µ a coarsening of λ with µ 6= λ
)
.
For an in-depth study of coincident root loci, see [1]. Now, for a closed point
q ∈ Z, fix y ∈ S1\q. For any f ∈ R, we denote the restriction of f to the line
〈q, p〉 by f↾q; more precisely,
f↾q := f↾〈q,p〉 = f + q ∈ K[x, y] = R/qR.
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For any set G ⊆ R = S[x] of polynomials in x over S and all k ∈ N0, we denote
by
Gx,k := {f ∈ G | degx(f) ≤ k} and G
◦
x,k := Gx,k\Gx,k−1
the subsets of all polynomials whose degree in x is less than k + 1 and equal to
k, respectively. Also, for f ∈ R with degx(f) = k, we denote by
Df := Z
◦
k\V (LCx(f))
the set of closed points of Z◦k in which the leading coefficient of f with respect
to x does not vanish. Note that Df is an affine open subset of Z
◦
k . With this
notations, we are finally able to give an affine covering of Z◦k describing the
ramification of π.
Proposition 2.2. Let k ∈ N. The sets Df for f ∈ (IZ˜)
◦
x,k form an affine
covering of Z◦k . Moreover, for all f ∈ (IZ˜)
◦
x,k, all q ∈ Df and all partitions λ
of k, it holds
q ∈ Z◦λ ⇔ f↾q∈ X
◦
λ.
Proof. Let q ∈ Z◦k be a closed point with homogeneous ideal q ∈ Proj(S). By
Proposition 2.1, it holds Kpk(IZ˜ ) 6⊆ q and K
p
l (IZ˜) ⊆ q for all l < k. Hence, there
is an element f ∈ (I
Z˜
)◦x,k with LCx(f) /∈ q. Thus q ∈ Df , and
0 6= LCx(f↾q) = LCx(f)↾q∈ S/q.
It follows degx(f↾q) = k. As I(π
−1(q)) ⊆ R/qR is generated by an element of
degree k, this implies I(π−1(q)) = f ↾q (R/qR), and we get our claim by the
above considerations.
The above Proposition can be reformulated in a stronger way. More precisely,
we can determine finitely many elements of (I
Z˜
)◦x,k which already describe the
ramification of π by use of Gro¨bner bases.
Proposition 2.3. Assume p = (1 : 0 : · · · : 0), and let G be a Gro¨bner basis of
I
Z˜
with respect to an elimination ordering σ. Then, for all k ∈ N0, the leading
coefficients LCx0(g) for g ∈ Gx0,k form a Gro¨bner basis of K
p
k(IZ˜) with respect
to the ordering induced by σ on S.
For a proof, see [2, Proposition 3.4] and observe that their definition of partial
elimination ideals coincides with ours for p = (1 : 0 : · · · : 0) and x = x0 ∈ R1\p.
Corollary 2.4. Assume p = (1 : 0 : · · · : 0), and let G be a finite Gro¨bner basis
of I
Z˜
with respect to an elimination ordering. The sets Dg for g ∈ G
◦
x0,k
form
a finite affine covering of Z◦k . Moreover, for all g ∈ G
◦
x0,k
, all q ∈ Dg, and all
partitions λ of k, it holds
q ∈ Z◦λ ⇔ g↾q∈ X
◦
λ.
Proof. This is clear by the Propositions 2.2 and 2.3.
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The last Corollary also applies mutatis mutandi if p 6= (1 : 0 : · · · : 0). Indeed,
the number of linear factors of a binary form and their distribution do not change
under a coordinate transformation (compare [1]). Also, partial elimination ideals
commute with coordinate transformations (see [4, Lemma 2.6]). Hence, for an
arbitrary projection center p ∈ PnK , we can choose a graded automorphism
ψ : R
∼=
→ R with ψ(p) = 〈x1, . . . , xn〉 and compute a Gro¨bner basis G of ψ(IZ˜ )
with respect to an elimination ordering. The elements of ψ−1(G◦x0,k) then form
a finite afffine covering describing the ramification of π as in Corollary 2.4.
3 Equations for Zλ
Fix k ∈ N. We denote by K[z0, . . . , zk] the homogeneous coordinate ring of P
k
K
and consider the natural inclusion ι : K[z0, . . . , zk] →֒ S[z0, . . . , zk]. If f ∈ Rx,k,
i.e., if degx(f) ≤ k, then we can write f =
∑k
i=0 fix
k−i with f0, . . . , fk ∈ S.
Accordingly, for F ∈ K[z0, . . . , zk], we set
F (f) := ι(F )(f0, . . . , fk) ∈ S. (1)
For a partition λ of k, we can compute the ideal I(Xλ) of the coincident root
locus Xλ in K[z0, . . . , zk] (compare [1, Section 3.1] or [5, Remark 1.5]).
Theorem 3.1. Let λ be a partition of k ∈ N. Then, Zλ is set-theortically
defined by the ideal generated by all elements of the form F (f) with F ∈ I(Xλ)
and f ∈ (I
Z˜
)◦x,k together with K
p
k−1(IZ˜).
Proof. Observe that Zk is defined by K
p
k−1(IZ˜) and that Zλ ⊆ Zk. We show
that for a closed point q ∈ Zk, the polynomials F (f) ∈ S of our claim are
contained in the ideal q of q if and only if q ∈ Zλ. First, we note that according
to [5, Remark 3.2], the ideal I(Xλ) ⊆ K[z0, . . . , zk] is graded with respect to
the grading induced by the weight ω = (0, 1, . . . , k), i.e., ω(zj) = j for all
j ∈ {0, . . . , k}. Hence, we only need show our claim for polynomials F ∈ I(Xλ)
which are homogeneous with respect to the grading induced by ω.
Assume q ∈ Zλ. If q ∈ Zk+1, then I(π
−1(q)) ⊆ R/qR is generated in degree
> k. Assume that there is an element f ∈ (I
Z˜
)◦x,k not contained in qR. Then
0 6= f + q ∈ I(π−1(q)) ⊆ R/qR and degx(f + q) = k. But I(π
−1(q)) is zero in
degree k – a contradiction. Hence, for all f =
∑k
i=0 f0x
k−i ∈ (I
Z˜
)◦x,k it holds
f ∈ qR. As x /∈ q, it follows fi ∈ q for all i ∈ {0, . . . , k}, and thus F (f) ∈ q for
all F ∈ K[z0, . . . , zk].
So, let q ∈ Zλ ∩ Z
◦
k . For f =
∑k
i=0 fix
k−i ∈ (I
Z˜
)◦x,k, it either holds f ∈ qR and
hence F (f) ∈ q for all F ∈ K[z0, . . . , zk] as above, or f /∈ qR. In the latter case,
f↾q∈ Xλ by Proposition 2.2. Let y ∈ S1\q, and denote by t := deg(f) the total
degree of f ∈ R. Then,
(f0, . . . , fk) :=
(
f0 + q
yt−k
,
f1 + q
yt−k+1
, . . . ,
fk + q
yt
)
∈ Kk+1
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are coefficients of the binary form f↾q. For a polynomial F ∈ I(Xλ) which is ho-
mogeneous of degree m with respect to the standard grading and homogeneous
of degree s with respect to the grading induced by ω, we compute
F (f0 + q, . . . , fk + q) = F (y
t−kf0, . . . , y
tfk)
= y(t−k)m+sF (f0, . . . , fk) = 0
since f↾q∈ Xλ. Hence F (f) ∈ q. This shows the implication “⇒”.
Now, assume that F (f) ∈ q for all F ∈ I(Xλ) and all f ∈ (IZ˜ )
◦
x,k. If f ∈ qR for
all f ∈ (I
Z˜
)◦x,k, then K
p
k(IZ˜) ⊆ q, and hence q ∈ Zk+1 ⊆ Zλ. On the other hand,
if there is an element f =
∑k
i=0 fix
k−i ∈ (I
Z˜
)◦x,k with f /∈ qR, then F (f) ∈ q
implies F (f0 + q, . . . , fk + q) = 0. If F is homogeneous with respect to the
standard grading as well as the grading induced by ω, with the same notations
and arguments as before we get F (f0, . . . , fk) = 0, hence f ↾q∈ Xλ. Another
application of Proposition 2.2 finishes the proof.
Again, we can use Gro¨bner bases to give a version of the above Theorem more
suited to explicite computations.
Corollary 3.2. Let λ = (λ1, . . . , λe) be a partition of k ∈ N0. Assume in
addition that p = (1 : 0 : · · · : 0), and let G be a Gro¨bner Basis of I
Z˜
with
respect to an elimination ordering on R. Let F1, . . . , Fs be generators of I(Xλ) ∈
K[z0, . . . , zk]. Then, set-theoretically,
I(Zλ) =
〈
{LCx0(g) | g ∈ Gx,k−1} ∪ {Fi(g) | i ∈ {1, . . . , s}, g ∈ G
◦
x,k}
〉
.
Proof. By Propositions 2.1 and 2.3, the leading coefficients LCx0(g) in x0 of
the polynomials g ∈ Gx,k−1 define the scheme Zk set-theoretically. According
to Corollary 2.4, a closed point q ∈ Zk belongs to Zλ if and only if for all
g ∈ G◦x,k with g /∈ qR it holds g↾q∈ Xλ. This is equivalent to Fi(g) ∈ q for all
i ∈ {1, . . . , s}.
As before, we can also apply the above Corollary if p 6= (1 : 0 : · · · : 0) by use
of a graded automorphism ψ : R
∼=
→ R with ψ(q) = 〈x1, . . . , xn〉. For a Gro¨bner
basis G of ψ(I
Z˜
) with respect to an elimination ordering, the ideal of Zλ is
set-theoretically generated by all polynomials ψ−1(LCx0(g)) for g ∈ Gx,k−1 and
ψ−1(Fi(g)) for g ∈ G
◦
x,k where F1, . . . , Fs are generators of I(Xλ).
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