We have realized a stationary transcritical flow of water in a flume that possesses the analogue of a black hole horizon for long-wavelength surface waves. The horizon has been probed via the scattering of an incident co-current wave, which partially scatters into counter-current waves on either side of the horizon, yielding three outgoing waves (of which one is anomalous) rather than two in the absence of transcriticality. The measured scattering coefficients are in good agreement with the predictions of the non-dispersive theory, where the kinematical description in terms of an effective spacetime metric is exact. We also show the emergence of characteristic peaks in the two-point correlation function of free surface deformations, one of which indicates the presence of a horizon and in quantum settings would be used to demonstrate the presence of the thermal analogue Hawking effect.
The scalar field φ is a perturbation of the velocity potential, while v and c are position-dependent parameters determined by the background flow; specifically, v is the local flow velocity (in the longitudinal direction) and c is the local speed of surface waves with respect to the fluid. Equation (1) is precisely the Klein-Gordon wave equation in curved spacetime, φ = 0 (see [1] for details), for the longitudinal modes of a massless scalar field propagating in the (2 + 1)-dimensional spacetime metric
Up to the factor of c 2 out front 2 , the metric (2) describes a "spacetime fluid" flowing in the x-direction with velocity v(x) and variable "speed of light" c(x). The characteristics of the wave equation (1) are precisely the x-directed null geodesics of the metric (2), and are simply described byẋ = v ± c. We assume the flow is from left to right, i.e. v > 0, so that the plus and minus signs correspond to waves with co-and counter-current propagation, respectively.
This simple kinematical description is complicated by the overall factor of c 2 in Eq. (2) , which can be thought of as a conformal factor relating the effective metric to the simpler metric in square brackets. Although we are interested in waves which do not depend on the transverse coordinate y, the transverse part of the metric determines the energy density of waves in the transverse direction. Therefore, after dimensional reduction, the variation of the transverse part of the metric plays the role of an effective potential [23, 24] , which can scatter co-into counter-current waves and vice versa. This phenomenon also occurs when considering the radial behavior of waves in the Schwarzschild metric, with the angular part of the metric determining the effective potential; see e.g. Ref. [25] . It is clear from Eq. (2), then, that variation of c 2 will induce precisely such scattering. Conversely, were the metric simply the one in square brackets in Eq. (2), the corresponding wave equation would be factorizable in such a way that purely co-and counter-current waves would be exact solutions, and no scattering would occur.
Importantly, there is no necessary ordering between v and c in Eqs. (1) and (2), so that v − c can change sign. This results in two behaviors of counter-current waves: in the subcritical region where v − c < 0, they beat the flow and propagate upstream, whereas in the supercritical region where v − c > 0, they are dragged by the flow and forced to propagate downstream. The point where v − c = 0 is the horizon, and it splits the counter-current waves into two disconnected patches. If the flow is from the subcritical to the supercritical region, then each of the counter-current waves propagates away from the horizon, and they are thus outgoing at infinity. The appearance of two outgoing counter-current waves, one in each of the asymptotic regions, is thus indicative of the presence of an analogue blackhole horizon 3 . The variation of c 2 mentioned above allows these waves to be stimulated by a co-current wave incident from the subcritical side. Indeed, this is the only incident wave at this level of description (i.e. neglecting short-wave dispersion), and (as far as we know) is the only one that current technology can produce. The scattering of this co-current incident wave is the main topic of investigation in this paper 4 ; its characteristics are illustrated in the space-time diagram of Figure 1 .
In homogeneous regions where v and c are constant, wave propagation is encoded in the dispersion relation. In the long-wavelength regime h/λ 1 considered here (where the metric description is valid), the surface waves are nondispersive, and the only non-triviality in the dispersion relation comes from the Doppler effect due to the movement of the medium at the flow speed v:
Here, Ω = ω − vk is the co-moving frequency (measured in the rest frame of the fluid), while ω is the lab frequency (measured in the rest frame of the flume where v and c are time-independent). The plus and minus signs refer to coand counter-current waves, respectively, and we see that their velocities ω/k are exactly those of the null geodesics of metric (2) . Stationarity in the frame of the flume ensures that ω is conserved by any linear scattering process, so the outgoing waves necessarily have the same value of ω as the incident wave. The dispersion relation is particularly useful in interpreting the energy functional associated with wave equation (1) and metric (2) , which is
1 We have neglected an overall factor which would make Eq. (2) dimensionally correct; this is unimportant for our present purposes. 2 If one includes two transverse coordinates, y and z, then the overall factor of c 2 must be replaced by c to reproduce Eq. (1), as given in Eq. (A32) of [19] with ρ(x) ∝ c 2 (x). We present the (2 + 1)-dimensional form here as it seems a more natural choice for surface waves. 3 The other possibility, where the flow is from the super-to the subcritical region, leads to the counter-current waves on either side both being ingoing, and thus becoming ever more tightly squeezed against the horizon and having their wavelengths arbitrarily shortened. This is the analogue of a white hole horizon, and it requires the inclusion of short-wave dispersion to avoid the build-up of infinite energy density at the horizon. Analogue gravity experiments with surface waves in effective 1 + 1-dimensional spacetimes have so far used only white hole-like flows [10] [11] [12] [13] [14] . 4 While the scattering coefficients of the incident co-current wave have previously been computed in a variety of contexts (see, e.g.,
Refs. [26] [27] [28] [29] [30] [31] ), this is typically done only for the sake of completeness, or to check that the corrections it induces to the analogue Hawking effect are small. 5 As in Eq. (2), an overall prefactor necessary for dimensional consistency has been neglected. (2) in the presence of an analogue black hole horizon, here taken at the midline. Red and blue curves correspond to co-and counter-current waves, respectively, of total velocities v + c and v − c. We see clearly that the counter-current waves are split by the horizon into two disconnected modes, each of which is outgoing. Solid and dashed curves indicate waves of positive and negative energy, respectively. As a scattering process, this shows a co-current wave incident on the horizon, passing through it almost unimpeded except for partial scattering into counter-currrent waves by the variation of the factor of c 2 appearing out front in Eq. (2). In the non-dispersive limit, this process can be decomposed into two time-ordered scattering events: the first in the subcritical region, where the incident wave is partially backscattered and which is closely related to the so-called "greybody factor" associated with Hawking radiation (specifically, ΓGB = 1 − |R| 2 ); the second in the supercritical region, where there is some anomalous scattering into the negative-energy wave and a corresponding amplification of the transmitted co-current wave.
Plugging in plane wave solutions satisfying dispersion relation (3), we find that the energy of a plane wave is proportional to ωΩ, i.e. to the product of the lab and co-moving frequencies (this relation persists in dispersive generalizations of the theory [32] ). ω and Ω have opposite signs whenever the flow is strong enough to reverse the total velocity of the wave. This is precisely the case for counter-current waves in the supercritical regime, which are left-moving with respect to the fluid but are dragged to the right by the flow. These waves thus have negative energy with respect to the stationary background: their presence reduces the total energy of the system. Scattering between positiveand negative-energy waves is referred to as anomalous, and requires the presence of a minus sign in the relationship between the scattering amplitudes which encodes energy conservation; in particular, the scattering process illustrated in Fig. 1 satisfies
where |T |, |R| and |N | are the absolute values of the amplitudes of the (suitably normalized, in a manner to be defined later) outgoing plane waves relative to that of the incident wave. In the quantum context, anomalous scattering leads directly to spontaneous production of (quasi)particle pairs of zero total energy [27, 29, 32] . When these are sourced by fluctuations of counter-current waves in the near-horizon region -or, in dispersive models, by incident shortwavelength counter-current modes which are blocked near the horizon [33, 34] -this results in a thermal spectrum of outgoing modes 6 at the Hawking temperature [2] :
Here, κ plays the role of the surface gravity of a black hole (divided by the speed of light): replacing it by its value at the horizon of a black hole, we recover precisely Hawking's prediction for the black hole temperature [3, 4] . 
EXPERIMENTAL SETUP
The experimental setup and the corresponding flow profile are illustrated in Figure 2 . A flume of length 7 m and width 39 cm is used. On the bottom of the flume is placed an obstacle, whose height varies in the longitudinal direction. The water current, propagating from left to right, is produced by a PCM Moineau pump. The convergent chamber (see the left panel of Fig. 2 ), containing a honeycomb structure, removes practically all boundary-layer effects and macro-vortices, producing a flow velocity profile that is approximately constant in both the vertical and tranverse directions 7 . At a given flow rate, the stationary flow that results has a particular mean depth profileh(x); the presence of surface waves, generated both by the wave maker and by turbulence in the bulk of the fluid, causes the instantaneous depth h(t, x) to vary in time around the mean.
The obstacle was designed in the spirit of the ancient knowledge of hydraulicians set out pedagogically by Walker in [35] . Its flow properties were checked a posteriori by numerical simulations (see Figure 8 in the appendix). Its length was adapted so as to have reasonably long homogeneous regions on either side of the obstacle, thus maximizing the resolution in Fourier space. Its height was chosen so as not to have too large a slope of the free surface as the flow becomes transcritical. Moreover, the depth in the supercritical region, which is controlled by the thickness of the flat part of the obstacle, is such that the boundary layer on the bottom does not invade the entire water column (see again Fig. 8 in the appendix) .
Measurements are made of the instantaneous vertical position z(t, x) of the water surface along the midline of the flume. To this end, a laser sheet, produced by a laser diode (at wavelength 573 nm and a power of 100 mW) and a Powell lens, is shone through the water, to which has been added fluorescein dye. At a suitable concentration (∼ 20 g/m 3 ), the dye absorbs the blue laser light and emits green light near the surface (up to a depth of ∼ 5 mm). The laser line produced (illustrated in Fig. 2 ) is recorded by three cameras at regular intervals of ∆t ∼ 0.1 s, for a total duration of 800 s. A subpixel detection algorithm yields the surface position at each time as a function of the longitudinal position, at a series of positions separated by a constant interval of ∆x = 3.4 mm. From this is subtracted the known height profile of the obstacle in order to get the instantaneous water depth h(t, x), and averaging over time gives the mean depthh(x). If the fluid is assumed ideal and irrotational, the depth profile has a corresponding flow velocity and surface wave speed given by
where q is the (constant) flow rate per unit width and g = 9.8 m/s 2 is the acceleration due to gravity. As seen in the lower right panel of Fig. 2 , the realized flow is such that v and c cross, this being the defining property of the analogue horizon. Moreover, since the flow is from the sub-to the supercritical region, it is more specifically an analogue black hole horizon. The surface gravity κ of Eq. (6) is ∼ 4.56 Hz, which gives a Hawking temperature of ∼ 5.55 pK.
It is clearly seen in the right panel of Fig. 2 that the flow decelerates in the far downstream region. Indeed, it eventually returns to subcritical, and can do so either smoothly -in which case the point where v = c would be the analogue of a white hole horizon -or abruptly through the appearance of a dissipative hydraulic jump [35] . In the former case, because of the presence of capillary waves which can propagate against the supercritical flow, the system could be rendered unstable through the so-called black hole laser effect [8, 36, 37] . However, these very short wavelengths are quite rapidly damped by viscous dissipation [38] , so the laser instability is likely suppressed 8 . Similarly, in the case of a dissipative hydraulic jump, the strong damping of capillary waves will prevent any significant propagation upstream. The black-hole region we are most interested in is thus shielded from the behavior of the flow in the far supercritical region, and we do not consider it further in this paper.
Since the black hole analogy is made via the behavior of surface waves, it is appropriate to consider the instantaneous free surface deformation, δh(t, x) = h(t, x) −h(x), which is related to the perturbation of the velocity potential by δh = − (∂ t + v∂ x ) φ/g; in a homogeneous region and at fixed ω and k, this gives δh = iΩφ/g. Surface waves are stimulated by a plunging-type wave maker placed upstream from the obstacle, as illustrated on the left side of the left panel of Fig. 2 . The elongated shape of the wave maker allows the displacement of a large volume of fluid, producing waves of long wavelength and small amplitude. We have performed a series of experimental runs for a range of frequencies (0.2 Hz ≤ f ≤ 1.2 Hz) and three different amplitudes of the wave maker oscillations: A wm = 0.25 mm, 0.5 mm and 1.0 mm. (See the appendix for the measured dependence of the amplitude of the incident wave with the frequency and amplitude of the wave maker.) The wave amplitude was always small enough to have a negligible effect on the mean flow; indeed, we estimate the relative change in the Froude number v/c due to the passage of the wave to be at most 2%.
DATA ANALYSIS AND RESULTS

Dispersion relation
Experimentally, the dispersion relation in a near-homogeneous region can be visualized by Fourier transforming δh over space and time and observing where δh(ω, k) 2 reaches large values compared with background noise. To this end, we took δh(t, x) in the sub-and supercritical regions separately, finding in practice that clarity of the figure is gained by using very wide regions regardless of inhomogeneities in the background. (Due to spatial variations in k, such wide regions cannot be used to accurately determine the amplitudes of plane waves.) In order to be able to average over δh(ω, k) 2 , we split the full duration of 800 s into 64 blocks of 12.5 s each, first Fourier transforming each block and then averaging over all blocks. For clarity of the figures, we have taken a Fourier transform over a finite region of space and time, so that k and ω are continuous rather than discrete; this means, however, that the features of the Fourier transform are characterized by widths which are inversely proportional to the total length of the region and duration of the recording in question. To reduce the appearance of prominent fringes in the Fourier transform, each block was first multiplied by a window function before Fourier transforming; specifically, we used the following window function:
This differs from the usual Hamming function [14, 15] in that W (z) itself (as well as its derivative) vanishes at z = ±L/2, and this helps to suppress higher-order fringes that are quite visible with the logarithmic scale we use. The red and blue curves in the foreground plot the theoretical dispersion relation of co-and counter-propagating waves, respectively, with co-moving frequency Ω 2 = gk tanh (hk) (see, e.g., Ref. [39] ). The purple curves show the first two even transverse modes (since measurements are made along the midline of the flume, they are insensitive to the presence of odd transverse modes). Dashed curves indicate waves of negative energy. In the background is shown, on a color scale, the natural logarithm (rescaled to lie between 0 and 1) of the magnitude of the Fourier transform, δh (ω, k), taken over almost the entirety of the sub-and supercritical regions (i.e. not just the shaded regions shown in Fig. 2 ). We have averaged over all blocks of time (after splitting the data into pieces of duration 12.5 s) and over all incident frequencies, using only the data with a wave maker amplitude of 0.5 mm. The bright columns seen between ω ≈ 1 Hz and ω ≈ 7 Hz indicate the stimulated modes that we are most interested in, and we note that they lie in the low-k regime where the dispersion relation is essentially linear.
Finally, we averaged over all incident frequencies sent by the wave maker, though with the oscillation amplitude of the wave maker fixed at 0.5 mm.
Color plots of the results in the two asymptotic regions are shown in Fig. 3 , with the theoretical dispersion relations superposed. Note that a logarithmic scale is used in order to see all features clearly (though the value of the logarithm has been rescaled to lie between 0 and 1, as indicated on the color bar on the right of Fig. 3 ). In the subcritical region, the plane waves with the largest amplitudes are clearly those in the long-wavelength regime corresponding to the co-current waves sent in by the wave maker, as well as their reflected counterparts on the counter-current branch. (These are present only for 1 Hz ω 7 Hz since this is the range of frequencies stimulated in this particular run of the experiment with A wm = 0.5 mm.) Note that there is no significant presence of short-wavelength waves, indicating that the relevant waves are really the expected long-wavelength ones. We thus expect that the scattering will be well-described by the hydrodynamical theory, although we might expect dispersive effects to come into play for ω ∼ 7 Hz since the first departure from the linear dispersion relation can be seen there.
Similarly, the Fourier transform in the supercritical region indicates that the transmitted co-propagating waves are the most significant component, with the negative-energy counter-propagating waves also being clearly present. The latter branch is substantially smeared out compared with the others, partly as a result of the variation of k over the large window taken in the supercritical region (the counter-propagating wave vector is particularly sensitive to inhomogeneities of the background when v ∼ c). However, it should be noted that, even when taking only the nearhomogeneous region marked in blue in Figure 2 , this branch is substantially smeared out in the ω-direction, extending far beyond the highest frequency ω ≈ 7 Hz sent by the wave maker. Indeed, the bright features seen towards the edges of the figure appear to correspond to negative-energy waves whose frequencies are higher than π/∆t, where ∆t is the time between two successive measurements of δh; these have effectively been moved into the first Brillouin zone where ω ∈ (−π/∆t, π/∆t]. The origin of the population of these modes is unclear to us, though it is worth noting that they lie on the negative-energy branch of the dispersion relation, and that they appear to persist even in the absence of stimulation by the wave maker. We also refer the reader to the appendix, where the noise in the supercritical region is examined in more detail. For our purposes here, the important point is that the brightest elements lie close to the theoretical curves for the dispersion relation of surface waves.
Scattering coefficients
For the purpose of extracting quantitative values for the scattering coefficients of the scattering process illustrated in Fig. 1 , we restrict our attention to the shaded homogeneous regions in Fig. 2 . We use two methods. In the first, we calculate the Fourier component δh ω (x) at the frequency at which the waves are stimulated. Explicitly, this is given by
where N is the total number of discrete times at which δh has been measured (in our case, N = 8192, for a total duration of 800 s). In each of the two near-homogeneous regions, δh ω is to be expressed as a sum of two plane waves:
Having verified (see Fig. 3 ) that the modes lie close to the theoretical dispersion relation, we fix k 1 and k 2 to their theoretical values. The amplitudes A 1 and A 2 are then fully determined by the minimization of χ 2 , where
n being the total number of points in the near-homogeneous region under consideration. Here, the standard deviation σ of each measurement of δh is assumed independent of position, and is estimated a posteriori by setting χ 2 /n ≈ 1. The second method involves the two-point time-averaged
which, for δh(x, t) = Re δh ω,hom (x) e −iωt , is found to be
Thus, it should be equal to (δh(t, x)) 2 t when T is an integer multiple of the period 2π/ω. In practice, however, we find taking T = 0 shows a considerable degree of noise in the supercritical region, and for this reason we prefer to take T close to 2π/ω. We do, however, find the correlation function to be essentially proportional to cos (ωT ) for T = 0, and in the theoretical treatment we may take it to be equal to (δh(t, x)) 2 t . The two-time correlation function has the advantage of coming rather directly from the data, and of assuming a very simple form in the near-homogeneous regions, where it reduces to (δh ω,hom (x))
where
. We see that the variance is a sum of 2 fit of the data in these regions to the functional forms given in Eqs. (10) and (14) . While the other fits are reasonable, it is clear that the fit in the supercritical region at f = 0.25 Hz cannot be accurate, as it predicts that the variance would become negative if the near-homogeneous region there were longer.
manifests through the appearance of a modulation, which can be seen and quantitatively estimated by eye. As in the Fourier transform method, b and a are fully determined by the minimization of χ 2 , which in this case takes the form
After the direct extraction of b and a, we invert the above relations to find the squared amplitudes of the two plane waves, given by:
We use our knowledge of the scattering process in question to infer that, in both near-homogeneous regions, the plus and minus signs give the squared amplitudes of the co-and counter-current waves, respectively. In Figure 4 are shown examples of the data treated according to the two methods just described. As in the preparation of Fig. 3 , we take a fixed wave maker oscillation amplitude of 0.5 mm. We consider two (linear) frequencies: f = 0.25 Hz (top row) and 0.5 Hz (bottom row). The left column shows the data after Fourier transforming in time, with the real and imaginary parts of δh ω shown in vivid and matted colors, respectively. In the right column is shown the two-point time-averaged correlation function of the data with a time difference of a period. In all plots, the data points within the homogeneous regions are appropriately colored (red in the subcritical region, blue in the supercritical region), while the least-χ 2 fits to the processed data are indicated by solid colored curves. There are several points to be made about the accuracy of the data processing illustrated in this figure. Firstly, there is a clear hierarchy of accuracy between the two near-homogeneous regions: the fits in the subcritical region will tend to be more accurate than the fits in the supercritical region because the near-homogeneous window there is wider, yielding more data points for higher statistics and a greater wavelength resolution. Moreover, we can expect better fits at higher frequencies due to the corresponding wavelengths being shorter, and thus better resolved. In particular, as illustrated in the upper right panel of Fig. 4 , the two-point correlation method is vulnerable (in the supercritical region at low frequencies) to non-physical fits which would become negative, and which (if taken at face value) yield complex values of the squared amplitudes |A| 2 of Eq. (16); such results are simply excluded whenever they occur. Finally, the data also appears to be noisier in the supercritical region; more detail on this point is provided in the appendix.
To convert the extracted squared amplitudes into scattering coefficients, we must first specify how the plane waves are normalized. The most appropriate quantity with respect to which normalization is to be performed is the energy flux, given by the product of the energy density of a wave and its group velocity 10 . In a stationary state (and in the absence of dissipation), the total energy flux must be conserved, for if it were not there would be a build-up of energy somewhere and the state would not in fact be stationary. For a stationary mode at fixed lab frequency ω, the energy flux is proportional to Ω v g , where Ω = ω − vk is the co-moving frequency and v g = dω/dk is the group velocity. The normalized plane waves of φ have a prefactor of 1/ |Ω| |v g |, while the plane waves of δh have a prefactor of |Ω| / |v g | (ignoring the constant factor of 1/g). Therefore, the amplitudes of the normalized plane waves are proportional to |A 1,2 | |v g | / |Ω|, and the scattering coefficients are simply the ratios of these normalized amplitudes. In terms of the physical amplitudes A j (where j ∈ {I, R, T, N } represents the asymptotic plane waves illustrated in Fig. 1) , the squared magnitudes of the three relevant scattering coefficients can thus be written as
It is these that obey relation (5), with |N | 2 counting negatively because the corresponding wave carries negative energy.
The squared magnitudes of the scattering coefficients are plotted in Figure 5 , both as extracted from the Fourier transform in time (left column) and from the two-time correlation function (right column). These are shown for three different amplitudes of the wave maker oscillations: 0.25 mm (blue points, for 0.55 Hz < f < 1.2 Hz), 0.5 mm (red points, for 0.2 Hz < f < 1 Hz) and 1 mm (green points, for 0.2 Hz < f < 0.5 Hz). Also shown, in dashed black, are the predictions of the hydrodynamical theory, i.e. the squared scattering coefficients extracted from the solutions of Eq. (1) 11 , with v and c as given in the lower right panel of Fig. 2 . As might have been expected, the most accurate of the squared scattering coefficients (in terms of the smallness of the error bars) is |R| 2 , this having been extracted purely from the subcritical region. Interestingly, the measured values of |R| 2 are systematically smaller than the predicted values, by a factor that varies from about 25% to about 60% over the available frequency range. The origin of this discrepancy is unknown to us 12 . For |N | 2 we find reasonable agreement, particularly for the two-point correlation method where the error bars are typically larger and the scatter of the data is much less pronounced than for the Fourier transform method. Finally, the extracted values of |T | 2 show considerable scatter around 1 in the low-frequency regime, and appear to be quite sensitive to the amplitude of the wave maker oscillations. That said, in the high-frequency regime, there is a dip of |T | 2 below its predicted value which appears to be statistically significant.
We also note that the error in |T | 2 is by far the largest contribution to the error of |T | 2 + |R| 2 − |N | 2 , and as such we cannot show conclusively that |N | 2 counts negatively towards relation (5). Similarly, in Figure 6 are shown the extracted values of the phases of the scattering coefficients. As before, the results from the time Fourier transform method (left column) and the two-point correlation method (right column) are shown, though it should be noted that the latter method has access only to those phases between two waves in the same near-homogeneous region, and thus yields only the phase of N/T rather than the phases of N and T separately 13 14 . The colored points correspond to the same wave maker amplitudes as before, and the dashed black curves show the hydrodynamical predictions. It is immediately clear that the phase of R agrees very well with the theory in the low-frequency regime, and the gradual shift away from the prediction at higher frequencies can be attributed to dispersive effects. We also note the excellent agreement of the phase of T in the high-frequency regime, though once again it shows a considerable degree of scatter at lower frequencies which seems to be sensitive to the 10 When a geometrical optics approach is valid, this reduces to the concept of wave action [40] ; see footnote 1 of Ref. [18] . 11 Note that the scattering mode we are considering is well-defined in the non-dispersive theory as it contains no counter-current waves arbitrarily close to the horizon. This is in contrast to the modes encoding the Hawking effect, where appropriate boundary conditions must be supplied at the horizon to take account of the infinite delay / phase singularity there [41, 42] . 12 It is possible that more exact wave equations [19, 22] , which take the variation of the free surface into account, might be able to explain these deviations. In our setup, the maximum value reached by |∂xz surface | is around 0.16, this occurring very close to the horizon. It is not clear to us whether this can account for the relatively large deviations seen particularly in |R| 2 . We are grateful to Thomas Philbin for pointing it out. 13 The phases of N and T could in principle be extracted by considering the two-point correlation function between two different positions, one in the subcritical, the other in the supercritical regime. 14 We also note that, since δh ∝ Ωφ and Ω < 0 for the N wave, measurements of δh naturally yield the phase of −N rather than of N . f Hz wave maker oscillation amplitude. The phases of N and N/T (which are approximately equal given that the phase of T is close to zero) show the most disagreement with the theory, especially in the low-frequency regime, though the approach to the predicted curve in the high-frequency regime is to be noted.
Constructing the two-point correlation function
It is instructive to use the collected data, describing the scattering process stimulated by a coherent incident wave, to construct (in an approximate sense) the results we might expect for an "unstimulated" flow. By this we mean that the incident waves are incoherent and randomly distributed, with all frequencies present simultaneously. We assume that the incident distribution is thermal in the sense of having a frequency-independent energy flux; equivalently, each Figure 6 . Phases of the scattering amplitudes. In the left column are plotted the results derived from the time Fourier transform of the data, while in the right column are those derived from the two-time correlation function. Note that the latter method only yields the relative phase of two waves in a single region, and hence we can only plot the phase of N/T rather than those of N and T separately. The variously colored points correspond to the same wave maker amplitudes as in Fig. 5 , and the dashed black curves plot the hydrodynamical predictions derived from Eq. (1).
of the normalized modes is given an occupation number proportional to 1/ω, in accordance with the Rayleigh-Jeans law (or the low-frequency limit of the Planck law).
In this "unstimulated" case, the appropriate observable is the two-point correlation function δh(t, x) δh(t, x ) (analogous to the density correlation δρ(t, x) δρ(t, x ) familiar in Bose-Einstein condensate settings [27, 43, 44] ), which can be decomposed into an integral over all single-frequency correlation functions:
In the second line we have used the fact that the single-frequency correlation function does not change when the two times are separated by a period; this is useful as it removes the considerable background noise that appears in the supercritical region when the correlation function is computed at equal time. The single-frequency correlators are assumed to have been appropriately normalized with respect to the incident wave; this is achieved by dividing each correlation function calculated from the raw data by |A I | 2 |v g,I | / |Ω I |. n in ω is the occupation number of the incident waves, which (as mentioned above) we take to be proportional to 1/ω. Since we only have a finite set of frequencies, we can only approximate the integral in Eq. (18) by a Riemann sum:
The result is shown in Figure 7 . The correlation function is displayed both as a color density plot in the (x, x )-plane (left panel), and along the black dashed line parallel to the diagonal (right panel) where the signal appears to be clearest. Both are in arbitrary units. It should be stressed that this "approximation" is very rough: the integrand oscillates with ω, and we only have a finite set of frequencies between f min = 0.2 Hz and f max = 1.2 Hz. Indeed, the clear oscillations seen in the 2D plot parallel to the diagonal are due to the finite upper limit of f max = 1.2 Hz, and we have checked that the effective wavelength of these oscillations increases if f max is taken to be smaller.
However, the main features that we wish to draw attention to are those indicated by dotted lines on the 2D color plot. Along each of these lines, the phase of the contribution to the two-point function from one particular pair of outgoing modes is stationary with respect to ω. The different frequencies thus interfere constructively along these lines, and in the full integral they are (apart from the diagonal) the only features that are predicted to remain. Along the red dotted lines, which correspond to the correlation between the outgoing co-propagating mode in the supercritical region and the reflected counter-propagating mode in the subcritical region, the emergence of the correlator is particularly clear, and this is indeed predicted to be the largest of the three since RT is the largest of the three products of amplitudes. The second-largest is predicted to be that along the blue dotted lines, between the outgoing counter-propagating and the transmitted co-propagating mode, both in the supercritical region (i.e. the NT correlation). It does appear to be present in the 2D plot, though it is not as clear as the feature along the red lines. The remaining correlator in black is between the two outgoing counter-propagating modes (RN), i.e. those involved in the Hawking effect, and while it is not clearly present in the 2D color plot, it does give a noticeable feature to the cut along the black dashed line 15 .
The appearance of an RN correlation requires the simultaneous existence of the two outgoing counter-propagating modes, and can thus be present only when there is a horizon. In the quantum case, its profile encodes the thermality of the spectrum [43] . In the right panel of Fig. 7 is shown (in arbitrary units) the value of the constructed two-point function along the dashed line parallel to the diagonal, where the signal appears to be clearest. Here, we see clear signals of all three of the predicted correlators.
SUMMARY AND CONCLUSION
In this paper we have presented experimental results pertaining to the scattering of co-current hydrodynamical surface waves incident on an analogue black hole. We have seen that the dispersion relation behaves in the expected way; in particular, the counter-current waves are split into two disconnected modes, both of which are outgoing. We have extracted the scattering coefficients relating the amplitudes of the three outgoing waves to that of the incident wave. These are compatible with the hydrodynamical theory, though we do find deviations, including a systematic suppression of the reflection coefficient, and a resonant-like feature (see the appendix) that is likely due to resonance with the natural frequency of the water pump used to maintain the flow. Finally, we have used the available data to produce an approximation of the two-point correlation function of free surface deformations that would be measured if the energy in the incident waves were thermally distributed (and all other modes, particularly the incident dispersive modes, were unoccupied). This demonstrates the emergence of the characteristic peaks along lines in the (x, x )-plane that agree with the predictions of the wave equation, lying as they do along null geodesics of the effective metric (2) .
Due to technological constraints, which currently allow us to send in only the co-current wave, we have focused on the unique scattering mode which contains an ingoing hydrodynamic wave. As we have seen, this gives information about the presence of the horizon, and would (with greater experimental accuracy) also give access to the anomalous nature of the counter-current wave in the supercritical region through its negative contribution to relation (5). It does not, however, give access to the thermality of the Hawking effect, a key prediction in the physics of horizons. This is because the thermal spectrum arises due to mixing of the counter-current waves precisely across the horizon, with the subsequent scattering on the effective potential as they propagate outwards giving only small corrections to the thermal spectrum. On the other hand, the scattering process we have considered is due solely to the effective potential, the scattering mode being purely co-current at the horizon and thus orthogonal to the modes relevant for the Hawking effect. In dispersive theories, this orthogonality is manifest through the ancestors of the Hawking modes being short-wavelength dispersive modes incident from infinity 16 . It could thus be probed using the same methods presented in this paper if we had a wave maker capable of producing these short-wavelength modes. The design of such a wave maker is a technological challenge.
Nevertheless, the observation and analysis of the scattering of the incident hydrodynamic mode is important in two respects. Firstly, it provides a check on the validity of the effective metric description, and illustrates the presence of the horizon through the appearance of three distinct outgoing waves rather than the usual two. Secondly, in the context of the search for a clear signal of the Hawking effect, it provides corrections (for instance, in the form of a greybody factor) which may need to be taken into account. For, in an "unstimulated" scenario where the incident waves are randomly distributed, the incident co-current waves will be present as well as the dispersive modes that are the ancestors of the Hawking modes. The challenge, then, is to isolate the contribution of the latter. We hope to be able to accomplish this in a future work. supported by the Spanish Mineco grant FIS2014-57387-C3-1-P, the Generalitat Valenciana project SEJI/2017/042 and the Severo Ochoa Excellence Center Project SEV-2014-0398.
APPENDIX
In this appendix, we consider several aspects of the data that are not directly connected with the scattering process examined in the main body of the paper. These are related to the accuracy of the measurements and the validity of various assumptions made in order to simplify the presentation.
Numerical calculation of background flow
An original two-dimensional free-surface flow code was developed in order to simulate numerically the transcritical flow studied experimentally in the core text. A projection method is applied to the incompressible variable density Navier-Stokes equations to decouple velocity and pressure unknowns. Away from the interfaces (water-air and obstaclewater), partial differential operators (divergence, gradient, Laplacian operator) and nonlinear terms are discretized on a fixed Cartesian grid by using standard second-order finite difference approximations. Several techniques are used to account for the presence of the two interfaces while avoiding the generation of conformal meshes. An Immersed Boundary Method [45] enforces the no-slip boundary condition on the rigid obstacle and the free surface evolution is tackled with the Level-Set technique [46] .
In Figure 8 is shown the result of the numerical calculation of the flow velocity v(x, z) for the obstacle we have used. Note that the system is assumed to be homogeneous in the transverse direction, so that the velocity has no dependence on y; boundary effects due to the walls of the channel are thus neglected. The direction of the flow is indicated by the streamlines, while its magnitude is shown on a color scale according to the color bar on the right (the values being measured in m/s).
The value of the flow at the surface appears to be consistent with that shown on the top right of Fig. 2 , which was derived from the measured water depth via v = q/h. The adequacy of this expression can be understood from the lack of significant vorticity of the flow and the relative narrowness of the boundary region at the bottom of the channel, both of which might have been larger in the downstream region after interaction with the obstacle. We also see in Fig. 8 the gradual deceleration of the flow in the downstream region, and the accompanying increase of the depth. One difference from Fig. 2 , however, is that this deceleration begins right at the start of the supercritical region, whereas in Fig. 2 there is first a near-homogeneous region over which the water depth is approximately constant.
Amplitude of incident wave
The methods described in the main text for extracting the scattering coefficients yield directly the amplitudes of the waves involved in the scattering. While the scattering coefficients plotted in Fig. 5 depend only on ratios of wave amplitudes -and thus, in the linear regime, are independent of the absolute amplitudes of the waves -for completeness we show in Figure 9 the extracted amplitude of the incident wave, for all amplitudes and frequencies of the wave maker oscillations. Apart from a discrepancy at frequencies f = 0.8 Hz and 0.9 Hz, where the time Fourier transform method yields a smaller value of the amplitude than the correlation function method, the two methods agree well with each other.
Background noise and harmonics
The fitting performed in deriving the results of Figures 5 and 6 assumes that the only element of δh(t, x) is the linear perturbation oscillating at the stimulated frequency ω, i.e. that δh(t, x) = Re δh ω (x)e −iωt . In fact, there are other contributions, and it is useful to be aware of them and their relative importance compared with the main signal.
In Figure 10 are shown space-time diagrams plotting δh(t, x), for frequencies f = 0.25 Hz (left panel) and f = 0.5 Hz (right panel) and a wave maker amplitude of 0.5 mm; these thus correspond to the same data used to construct Fig. 4 . The sub-and supercritical near-homogeneous regions are delineated by the red and blue vertical lines, respectively. Of particular notice is the noisy character of the data in the supercritical region, with this noise appearing to begin precisely in the near-homogeneous region where the fitting is performed. The data in the subcritical region is, by contrast, very clean and regular.
To investigate this further, in Figure 11 we show the squared magnitude of the time Fourier transforms of δh(t, x), for several fixed values of x. To this end, the data is first divided into blocks of duration 100 s each, with the mean of h(x) being calculated and subtracted in each block separately, and the squared magnitudes of the Fourier transforms are finally averaged over all eight blocks. The chosen values of x are taken to be the edges of the windows defining the near-homogeneous regions. There is some background noise of roughly constant magnitude over all frequencies, and which has roughly the same value in both the subcritical region and the upstream edge of the supercritical region. However, by the time we reach the downstream edge of the supercritical region, this background noise has increased by between 1 and 2 orders of magnitude. This seems to be consistent with the higher degree of noise seen in the supercritical region in Fig. 10 , and which emerges from within the near-homogeneous part of the supercritical region.
We also note the occurrence of a signal at a well-defined frequency ω ≈ 2.9 Hz (or f ≈ 0.45 Hz), which occurs at all positions except the downstream edge of the supercritical region, where it is drowned out by the increased background noise. This frequency occurs for all stimulated frequencies and wave maker amplitudes, and we believe it to be characteristic of the vibrations of the water pump which maintains the background flow; indeed, this frequency shifts when the flow rate is changed, as would be expected if it were due to the water pump. Interestingly, the measured values of |R| 2 and |N | 2 show signs of resonant behavior near f = 0.45 Hz, and this could be because the stimulated wave comes into resonance with the pump frequency, which could quite drastically alter the scattering process in the vicinity of that frequency. Fig. 2 . On the subcritical side, the data is clean and regular, and in the right plot we can see variations of the amplitude of the oscillations due to interference between the incident and reflected waves. On the supercritical side, however, the data clearly becomes much noisier, and this growth appears to occur precisely in the near-homogeneous region delineated by the blue vertical lines.
Finally, we note that harmonics are visible in Fig. 11 , but these are quite clearly smaller than the main signal by several orders of magnitude. We conclude that the signal is essentially linear in nature, and we can neglect the harmonics in predicting and explaining the observations. Surprisingly, the strength of the harmonics do not seem to vary much when the amplitude of the wave maker is doubled.
In searching for a possible explanation for the increased level of background noise in the supercritical region, we note that there is a noticeable disturbance in this region due to emanations from the walls of the channel, see Figure 12 . The pattern observed there appears to be a zero-frequency solution in the sense of having zero phase velocity with respect to the flume. However, it is not strictly time-independent, showing considerable fluctuations that are noticeable by eye and which will contribute to δh(t, x). This could explain the particularly noisy background observed in the supercritical region. Moreover, the gradual increase in the noise level across the near-homogeneous supercritical region could be due to the fact that the data is measured along the midline of the flume, where there is a degree of calm in the upstream part of the supercritical region as the emanations from the walls need a certain propagation distance to reach the midline. Fig. 10 ). The upper and lower rows are for two different frequencies of the wave maker, while the left and right columns correspond to two different amplitudes of the wave maker oscillations. In each plot the main signal, whose frequency is equal to that of the wave maker, is highlighted by a black oval, and we note that its strength is always greater than the background noise by at least an order of magnitude. Notably, while the other points have a comparable level of background noise, the downstream edge of the supercritical region shows noise which is about an order of magnitude greater. This illustrates the growth in the noise level over the supercritical region already noted in Fig. 10 , and which may be due to the growth of side wakes (see Fig. 12 below) . We also note that the pump frequency at ∼ 0.45 Hz can be seen in the background noise, except at the most downstream position where it has been obscured by the increased noise level.
