In the distributed message-passing setting a communication network is represented by a graph whose vertices represent processors that perform local computations and communicate over the edges of the graph. In the distributed edge-coloring problem the processors are required to assign colors to edges, such that all edges incident on the same vertex are assigned distinct colors. The previouslyknown deterministic algorithms for edge-coloring employed at least (2∆ − 1) colors, even though any graph admits an edge-coloring with ∆ + 1 colors [36] . Moreover, the previously-known deterministic algorithms that employed at most O(∆) colors required superlogarithmic time [3, 6, 7, 17 ]. In the current paper we devise deterministic edge-coloring algorithms that employ only ∆ + o(∆) colors, for a very wide family of graphs. Specifically, as long as the arboricity a of the graph is a = O(∆ 1−ϵ ), for a constant ϵ > 0, our algorithm computes such a coloring within polylogarithmic deterministic time.
INTRODUCTION

Distributed Synchronous Message Passing Model
In the synchronous message passing model a communication network is represented by an n-vertex graph G = (V , E) of maximum degree ∆ = ∆(G). Each vertex in the graph has its own processing power and local memory. The vertices communicate via message passing over the edges of the graph. Computation proceeds in discrete rounds of local computations and exchange of messages. A single round is required for a message to traverse an edge. The running time is the number of synchronized rounds until all vertices terminate. Generally, local computation is unrestricted. Vertices have distinct IDs of size O(log n).
Coloring Problems
The vertex-coloring and edge-coloring problems are among the most fundamental problems in distributed computing. These problems are significant in communication networks since appropriate labeling of stations, antennas and clients using a small number of colors is important for various network tasks. For example, channel allocation, scheduling, and work-load balancing can benefit considerably from a good coloring. In particular, edge-coloring is useful in open shop scheduling and scheduling production processes [37] , path coloring in fiber-optic communication [15] , and link-scheduling in sensor networks [19] . The less colors one uses, the smaller cost one pays for performing a task. On the other hand, restricting the number of colors makes a problem more difficult.
In 1987 Linial devised a deterministic algorithm for vertex-coloring and edge-coloring using quite a large number of colors, but with extremely good running time. Specifically, Linial obtained O(∆ 2 )coloring that requires just O(log * n) rounds. Roughly in the same time Cole and Vishkin [12] and Goldberg et al. [21] devised deterministic algorithms for vertex-coloring of oriented paths and oriented trees with just 3 colors. Since then these problems have been very intensively studied, resulting in a continuous progress both in general graphs and specific graph families. Recent results make it possible to color vertices and edges of general graphs using ∆ 1+ϵ -colors in deterministic polylogarithmic time [6, 7] . However, when a smaller number of colors is used, the current results of distributed algorithms are far from being satisfactory. In particular, no deterministic polylogarithmic algorithms for (∆ + 1)-vertexcoloring or (2∆ − 1)-edge-coloring are known. The situation with edge coloring is even worse, in the sense that although any graph can be edge-colored using at most (∆ + 1) colors [36] , no efficient deterministic (∆ + o(∆))-edge-coloring algorithms is known in the distributed setting. (However, there are very efficient randomized algorithms for ∆(1 + ϵ)-edge-coloring, for any constant ϵ > 0, that are applicable whenever ∆ is sufficiently large [14, 16, 22] .)
In this paper we address the problem of edge-coloring with significantly less than 2∆ − 1 colors for a very wide family of graphs. Specifically, we obtain a deterministic algorithm that employs ∆ + o(∆) colors for graphs with arboricity 1 a = o(∆). Bounded arboricity graphs include planar graphs, graphs of bounded treewidth, graphs that exclude any fixed minor, and many other graphs. Unless the arboricity is very close to the maximum degree, the running time of our algorithm is polylogarithmic in n.
Our results are actually more general than that. For general graphs (with unbounded arboricity), for any positive integer x ∈ o(log ∆) , we compute a (2 x +1 ∆)-edge-coloring withinÕ(x · ∆ 1 2x +2 + log * n) time. 2 This improves almost quadratically upon the stateof-the-art for the entire range of x ∈ o(log ∆) (cf. Table 1 ). This table compares our new algorithms with the best previously-known ones. The latter are obtained by plugging in the state-of-the-art (∆ + 1)-vertex-coloring algorithm [17] in the algorithm of [7] . Our results address an open question raised in a PODC 2011 paper [7] by the first-named and second-named authors of the current paper.
In addition to these results, we obtain even more general ones, that apply to vertex-coloring of a wide family of graphs. In particular, this family includes line-graphs. (Recall that an edge coloring of a graph is a vertex coloring of its line graph.) However, line graphs are just an example of a more general family of graphs, namely graphs with bounded diversity. Roughly speaking, we define vertex diversity of a vertex v in a graph G as the number of maximal cliques to which v belongs. 3 The diversity of a graph, which is denoted as D = D(G), is the maximal vertex diversity among all the vertices of the graph. Clearly, line graphs have diversity 2. Indeed, 1 The arboricity of a graph is the minimum number of forests into which its edge set can be decomposed. The arboricity is always smaller than or equal to the maximum degree of the graph. 2 TheÕ -notation supresses polylogarithmic factors. We note however, that whenever we writeÕ (f (∆) + log * n), the actual running time isÕ (f (∆)) + O (log * n). We use the former notation for brevity. 3 A clique Q is maximal in G if there is no other clique in G that strictly contains Q 's vertices. The number of cliques is counted with respect to a consistent clique identification whenever the family of graphs in hand allows this. Otherwise, each vertex identifies all maximal cliques it belongs to, which results in a consistent identification. In both cases, the cliques that a vertex belongs to contain all its neighbors. For example, in line graphs, each clique corresponds to a vertex of the original graph, and the clique vertices correspond to the edges incident on that vertex of the original graph. See Section 2 for a formal definition. each vertex of a line graph corresponds to an edge in the original graph. Each endpoint of this edge corresponds to a clique in the line graphs. Since an edge has two endpoints, the diversity of any line graph is at most 2. More generally, for any positive constant c, the diversity of the line graph of a c-uniform hypergraph is c.
Given a graph of diversity D and maximal clique size S, we obtain a (D x +1 S)-coloring withinÕ(x · √ DS 1/(x +1) + log * n) time, for any positive integer x ∈ o(log S). The best previous results that apply to this family of graphs are the results for graphs with bounded neighborhood independence [7] . (The latter family generalizes graphs with bounded diversity, thus the results of [7] apply to graphs of bounded diversity as well.) Our new results compare favorably on this family of graphs. (Cf. Table 2 .) Although not as general, the family of graphs with bounded diversity is still an important graph family that captures many characteristics of graphs with bounded neighborhood independence, but has some specific helpful properties that we use to obtain our improved results.
Clique Decomposition as a New Approach
In this paper we show a new approach for solving coloring problems. In this approach we think of a clique as the "worst enemy" of coloring. Note that in general there are graphs that contain no large clique, but still have large chromatic number. In particular, triangle-free graphs may have arbitrarily large chromatic number [31] . However, in the family of graphs with bounded diversity D and maximal clique size S, the chromatic number is at most D(S − 1) + 1, and thus, graphs with smaller cliques are better for coloring. Our goal is then breaking down these cliques by removing edges within them, thus breaking the cliques to smaller components. We refer to the new structure we obtain as a connector. Roughly speaking, a connector G ′ of G is a graph which is highly instrumental to coloring G, but which is easier to color than G, i.e., it has smaller maximum clique size, or smaller maximum degree, or smaller arboricity. We then color the connector, and make sure that when we return the edges that were removed, the coloring remains proper. We then take this one step further by using the same concept recursively to obtain a better running time at the expense of using more colors. This technique not only allows us to obtain better results than any previously known ones, but it is also easier to implement. We note that in general, identifying all maximal cliques is a computationally intractable problem. (Though, in the current distributed setting, a vertex can identify all maximal cliques it belongs to within a single round). However, in various graph families, such as line graphs (that are provided with their original graphs), a consistent identification of cliques is not hard, even in the centralized setting. (Note that in the distributed setting we have no limitations on local computation performed by the vertices, and as a result, clique identification is generally easier in the distributed setting than in the centralized one.) Connectors turn out to be extremely useful in various scenarios. They allow us to compute clique-decompositions, in which the graph is partitioned into a bounded number of subgraphs in which the maximal cliques are significantly smaller than in the original graph. Together with the bound on diversity, this fact allows us to color these subgraphs efficiently in parallel, and obtain a proper vertexcoloring for the entire input graph. Another type of connectors is very useful for an edge-coloring. In this case it is used for computing Session 4 PODC'17, July 25-27, 2017, Washington, DC, USA 
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a different kind of decomposition, in which subgraphs have stars of bounded size. These star-decompositions turn out to be very useful for an edge-coloring. Yet another type of connectors allows us to compute a decomposition in which the subgraphs have both bounded arboricity and bounded degree. This allows us to bound the number of colors further, and obtain an ultimate edge-coloring with ∆ + o(∆) colors of graphs with arboricity bounded away from ∆.
Related Work
Panconesi and Rizzi [33] devised a deterministic edge-coloring algorithm for general graphs with (2∆ − 1) colors that requires O(∆ + log * n) time. This result was recently improved in [3, 17] , that obtained a (2∆ − 1)-edge-coloring withinÕ(
Efficient deterministic edge-coloring algorithms that employ O(∆) colors and ∆ 1+ϵ colors were devised in [7] . Czygrinow et al. devised a deterministic O(∆ log n)-edge-coloring algorithm with O(log 4 n) time [13] . In parallel to our work and independently of us, Ghaffari and Su obtained a (2 + ϵ)∆-edge-coloring in deterministic time O(log 11 n/ϵ 3 ) [20] . Randomized edge-coloring was studied in [14, 16, 22] . For graphs with arboricity a, the algorithm of [4] computes a (2∆ − 1)-edge-coloring within O(a + log n) time. For the family of graphs with a = O(∆ 1−ϵ ), for a constant ϵ > 0, a (∆ + 1)-vertexcoloring algorithm with deterministic polylogarithmic time was devised in [6] . The latter result, however, does not imply edgecoloring algorithms in polylogarithmic time, since the arboricity of line graphs is Θ(∆). Moreover, if the algorithm of [6] is used for edge-coloring via vertex-coloring of line graphs, the number of colors is at least 2∆ − 1.
Edge coloring was also extensively studied in the PRAM model [18, 23, 25, 29, 38] . There are known PRAM NC deterministic algorithms for (∆ + o(∆))-edge-coloring [11, 32] , obtained by derandomizing Karloff-Shmoys' randomized algorithm [25] . Zhou and Nishizeki [38] also devised a deterministic PRAM NC O(max{∆, a 2 })edge-coloring of graphs with constant arboricity a. However, these algorithms [11, 25, 32, 38] heavily rely on assumptions of the PRAM model, i.e., that processors can efficiently fetch information concerning any edge or vertex in the graph. Hence these algorithms appear to be inapplicable to the distributed setting.
CLIQUE DECOMPOSITION
In this section we devise an algorithm that partitions an input graph into subgraphs in a way that reduces maximum clique size. Specifically, each clique in each subgraph is smaller by a factor of k > 1, where k is a parameter, than a maximum-size clique in the original graph. We begin with a formal definition of diversity.
Definition 2.1. Suppose that we are given a graph G = (V , E), and a set of cliques Q = {Q 1 , Q 2 , ..., Q z }, each of which is a maximal clique in G. Moreover, each edge of E belongs to at least one clique in Q. (I.e., for each v ∈ V , the union of cliques that contain v contains also all neighbors of v.) Such a clique set will be referred to as clique cover. Then the diversity of G with respect to Q, denoted D Q = D Q (G), is the maximum number of cliques in Q that a vertex v ∈ V belongs to. The diversity of G, denoted D(G), is given by
In a line graphG = (Ṽ ,Ẽ) of a graph (or, more generally, a hypergraph), G = (V , E), E =Ṽ , the set Q of cliques is given by
is the set of vertices ofG corresponding to (hyper)edges of G that contain the vertex v. In general graphs, Q v is the set of all maximal cliques containing the vertex v. Next, we define clique-decompositions.
A clique master is a unique vertex of a clique which has the highest ID in the clique.
It is possible that a master of a clique belongs to another clique and may even be its master as well. Also, non-masters of certain cliques may be masters in other cliques they belong to.
Session 4
PODC'17, July 25-27, 2017, Washington, DC, USA We construct clique-decompositions using the following structure, which we call a connector. A connector is constructed as follows. Given a graph G and an integer parameter t > 1, we start by constructing a clique cover Q and selecting a master in each clique Q ∈ Q. Clique identification and master selection is performed in O(1) rounds in the distributed setting, since each clique has diameter 1. Each such a master is responsible for the computation in its clique. Let us denote the size of a clique Q by S(Q). Each clique Q of Q partitions its vertex set into disjoint subsets Q 1 , Q 2 , . . . , Qk of size t each, except for the last set Qk that can be smaller. Thus, we getk = ⌈S(Q)/t⌉ subsets for each clique Q.
} denote the set of edges connecting vertices from the same part Q i of a maximal clique Q ∈ Q. Let G ′ = (V , E ′ ) be the graph with the original vertex set, and edge set E ′ . The graph G ′ will be referred to as connec-
.., Qk are the cliques obtained from the clique Q by partitioning it into subcliques. It is easy to verify that Q ′ is a clique cover of G ′ . (See Figure 1 ).
Proof. By definition of diversity, for a vertex v ∈ V , the vertex v belongs to at most D = D Q (G) maximal cliques in Q. By construction of G ′ and Q ′ , the vertex v belongs also to at most D maximal cliques from Q ′ . Each such a clique has size at most t, and their union contains all neighbors of v in G ′ . Thus, v has at most D · (t − 1) neighbors in G ′ . □ Now we can color G ′ using the algorithm [17] . We obtain a coloring φ within running time O(
We denote the right-hand-side by γ . We consider the original graph G with the above coloring φ of the vertices of G. Denote by G i , 1 ≤ i ≤ γ , the subgraphs induced by the subset of all vertices with the same color i, 1 ≤ i ≤ γ . Even though φ is a proper coloring of G ′ , it is not necessarily a proper coloring of G. However, the following holds.
Proof. For a vertex v ∈ V , the vertex v belongs to at most D maximal cliques. In each such clique Q, there could be at most k − 1 neighbors with the same color as v. (Recall that the vertex set of Q is partitioned into subsets Q 1 , Q 2 , . . . , Q k . Each such subset is a clique in G ′ , and therefore all the vertices of Q j , 1 ≤ j ≤ k, have distinct colors. Thus, v has at most k − 1 neighbors in Q with the same color as that of v.) Hence, v has at most (k − 1)D neighbors in G with the same color as that of v.
□
the clique cover in G i constructed by our algorithm. Then the following hold.
Proof. We begin by proving part (i) of the lemma. Denote by Q ′ a clique that v belongs to in the clique cover Q i . By construction of G i and Q i , there exists a cliqueQ ∈ Q such that Q ′ ⊆Q. In the cliqueQ the vertex v can have at most k − 1 neighbors with the same φ-color. Thus, in Q ′ there could be at most k − 1 neighbors for v. Now we prove part (ii) of the lemma. Let us assume for contradiction that there is a vertex v in G i with diversity with respect to Q i greater than D. Since each clique in Q i is a subgraph of a clique in Q, there must be two distinct maximal cliques Q 1 , Q 2 (of Q i ) which v belongs to that are contained in the same maximal cliquê Q in Q. (This is because the number of maximal cliques in Q that contain v is smaller than that in Q i , according to our assumption.) Since G i is a vertex-induced subgraph of G, if two vertices with the color i are connected by an edge in G, then they are connected by an edge in G i . Let u and w be vertices of Q 1 and Q 2 , respectively. Both u and w belong toQ. Hence the edge (u, w) belongs to E(G), and thus also belongs to E(G i ). Hence a set of vertices containing Q 1 ∪ Q 2 is fully connected and belongs to Q i , contradicting the maximality of Q 1 and Q 2 . Thus the diversity of each v ∈ G i is at most D. By definition, the diversity of G i with respect to Q i is the maximal diversity with respect to Q i of its vertices, that is, at most D. □
Recall that γ = (t − 1) · D + 1. By Lemmas 2.3 and 2.5, for any integer t > 1, we can compute (γ , k)-clique-decomposition
In other words, for any integer t > 1, we obtain a (t · D, S/t + 1)-clique-decomposition. Now the maximal cliques in the subgraphs G 1 , G 2 , ..., G γ are smaller than maximal cliques in G. Also, the diversities D 1 , D 2 , ..., D γ of G 1 , G 2 , ..., G γ , respectively, with respect to their respective clique covers Q 1 , Q 2 , ..., Q γ , are all at most D. We recursively apply our method to obtain yet smaller cliques at the expense of increasing the number of subgraphs. Once we obtain subgraphs with sufficiently small clique size, we can color them directly. We will determine the parameter t and the number of recursion levels x in Section 3. Now we are ready to describe our coloring algorithm using clique-decomposition. (See Algorithm 1, called CD-Coloring.) The algorithm accepts as input a graph G, the diversity D = D Q (G), the size S of the maximal clique of G, the parameter t of the connector to be constructed, and the number of recursion levels x. The algorithm starts by computing a connector in line 1. Then the connector is colored with γ colors in line 3. These color classes induce γ subgraphs. The algorithm is invoked recursively in parallel on all these subgraphs in line 7. The recursion terminates in lines 9 -13, where the subgraphs are colored directly. The colorings of the recursion levels are combined in line 15. Once the algorithm terminates, we have a proper coloring of the entire input graph. This completes the description of the algorithm. See the pseudo-code below.
PODC'17, July 25-27, 2017, Washington, DC, USA for each G i in parallel do 12: ψ := color G i with D · (⌈S/t⌉ − 1) + 1 colors. /* using [17] */ /* Note that D · (⌈S/t⌉ − 1) + 1 ≥ ∆(G i ) + 1. So this number of colors is sufficient. */. 13: end for 14: end if 15: return ⟨φ,ψ ⟩ Denote by S the size of a maximal clique in the original input graph G, and by S i the size of a maximal clique in a subgraph G i , for all i ∈ [γ ]. We recursively apply our method on
(Recall that the diversity of G i is not greater than the diversity of G.) Thus, the overall number of subsets is (t ·D) 2 . Hence, after two recursion levels we obtain ((t · D) 2 , S/(t 2 ) + 1/t + 1)-cliquedecomposition of the original graph G. After three recursion levels we obtain ((t · D) 3 , S/(t 3 ) + 1/t 2 + 1/t + 1)-clique-decomposition. In general, after x recursion levels, x = 1, 2, ..., we obtain
Since t ≥ 2, we have a geometric sequence 1/t x −1 + 1/t x −2 + · · · + 1/t + 1 ≤ 2, and thus we obtain ((t · D) x , S/t x + 2)-cliquedecomposition of G. Since the maximum degree of each connector is (t − 1) · D, by Lemma 2.3, the coloring of the connectors in each recursion level requiresÕ( √ D · t + log * n) time. Since there are x recursion levels, we obtain the following lemma.
In the end of the x recursion levels, we obtain (t · D) x subgraphs. We color these subgraphs as follows. Let us denote the degree of a subgraph G i , 1 ≤ i ≤ (t · D(G)) x , by ∆ i . Recall that ∆ i is at most the product of the diversity D(G i ) ≤ D with respect to the clique cover we have constructed for G i by the maximum clique size in G i . The latter is at most S/(t x ) + 2. Hence, ∆ i is at most O(D(G) · S/(t x )). Proof. Let u, v be adjacent vertices in G. If they belong to different subsets G i , G j , i j, then ⟨i,ψ (u)⟩ ⟨j,ψ (v)⟩, and we are done. Otherwise, there is an index j, such that v, u ∈ G j . Hence, in the last stage of the algorithm, they obtain different colors ψ , and
Proof. The number of subgraphs in the last stage is (t · D) x . The maximal clique size in each subgraph is at most S/t x + 2. Hence each vertex has at most S/t x + 1 neighbors of the same clique. Thus, the maximum degree in each subgraph is at most (S/(t x ) + 1) · D. Therefore, the coloring ψ (of the last stage) employs at most (S/(t x ) + 1) · D + 1 colors. The overall number of colors is O((t · D) x · (S/(t x ) + 2) · D). □ √ D · t + log * n)) time. The maximal clique size of the decomposition is k ≤ S/(t x ) + 2. This means that each vertex v of G i has degree of at most D · (S/t x + 1). By [17] , the running time of the final stage of the algorithm isÕ( D · S/t x + log * n). □ 3 CHOOSING X AND T Lemmas 2.8 and 2.9 are optimized by selecting t = S 1/(x +1) . Thẽ O(x log * n) factor can be eliminated (as described below), and only a single factor of O(log * n) will remain. TheÕ(x log * n) factor corresponds to invoking a proper O(∆ 2 )coloring algorithm x times. (Later these coloring are used for computing O(∆)-colorings.) Instead of performing x executions, we can compute a proper O(∆ 2 )-coloring once in the beginning using the algorithm of Linial [30] , and then employ these colors instead of IDs. Moreover, whenever distinct IDs are required for subgraphs of maximum degree ∆ ′ , we can compute a O(∆ ′2 )-coloring of these subgraphs from an O(∆ 2 )-coloring of the input graph within log * ∆ − log * ∆ ′ = O(1) time. (See [5] for an analogous argument.) Consequently, each additional log * n term is replaced by a log * ∆ ′ − log * ∆ ′′ = O(1) term, where ∆ ′ is the degree of the previously computed subgraph, and ∆ ′′ is the degree of the currently computed subgraph (which is a subgraph of the former). Hence, the overall running time of these invocations is O(log * n).
Note that for sufficiently large S, the expression S/t x = S/(S (x /(x +1)) ) = S 1/(x +1) is super-constant for all 1 ≤ x ≤ o(log S). In this range, for S larger than some sufficiently large fixed constant, it holds that S/t x + 2 = (1 + 2t x /S) · S/t x ≤ (1 + µ)S/t x , for an arbitrarily small constant µ > 0. We note that actually µ = o(1), for superconstant S. (If S is a constant, we directly obtain a (D(S − 1) + 1)-coloring inÕ( √ D + log * n) time.) Hence, we obtain the following theorem.
Theorem 3.1. For all integers 1 ≤ x ≤ o(log S), we compute a ((1+µ)·D x +1 S)-coloring withinÕ(x · √ D · S 1/(x +1) +log * n) running time.
We refine the analysis and improve upon Theorem 3.1. This is summarized below in Theorem 3.2.
Proof. In the first stage, we choose x = 1 and t = √ S . We construct the connector accordingly. Now each vertex has D · (t − 1) neighbors in the connector. We color the connector using [17] with D · (t − 1) + 1 colors. Denote this coloring φ. Each color class of φ induces a subgraph with cliques of maximum size k = ⌈S/t⌉. Each vertex in each subgraph belongs to at most D cliques, and therefore the maximum degree in each subgraph is D · (k − 1). Now we color each subgraph, using [17] again, with D · (k − 1) + 1 colors. Denote this coloring by ψ . The combination of the two colorings ⟨φ,ψ ⟩ is a proper coloring of the entire graph. The overall number of colors (for D ≥ 2 and S larger than some constant) is D · (t − 1) + 1) · (D · (k − 1) + 1)
Since DS is larger than the maximum degree of the graph, we can apply the basic reduction for 2 rounds, and obtain a D 2 S-coloring. Recall that the basic color reduction computes a (∆ + 1)-coloring from a (∆ + r )-coloring within r − 1 rounds, for any integer r > 1. This is achieved by iterating over the color classes ∆ + 1, ∆ + r − 1, ..., ∆ + 2, and for each color class, selecting in parallel proper colors from [∆ + 1].
Denote the resulting algorithm A 1 . Next, we describe how to obtain an algorithm A i+1 from A i for i = 1, 2, . . . , where A i is an algorithm that computes a (D i+1 S)-coloring. We choose x = i + 1, t = S 1/(i+1) . Algorithm A i+1 starts by constructing a connector (with the parameter t) of the input graph G. Next, the algorithm computes a coloringφ of the connector using D(t − 1) + 1 colors. Each subgraph induced by a color class ofφ contains cliques of maximum size k = ⌈S/t⌉. Then the algorithm computes coloringψ of subgraphs induced by color classes ofφ, using A i . The number of colors in each such coloring is D i+1 k. The overall number of colors is at most
The last inequality holds for any S larger than some constant since (D − 1)(S/t) > Dt, because t = S 1/(i+1) and i ≥ 2. Now we analyze the running time of the algorithm for some chosen number of iterations. Specifically, we analyze the running time of A i for all i = 1, 2, . . . . The running time of A 1 is the time of coloring the connector and then coloring each color class in the resulting coloring. Coloring the connector requiresÕ( D(t − 1) + log * n) = O( √ Dt + log * n) rounds by [17] . Coloring the subgraphs induced by different color classes requiresÕ( D(⌈S/t⌉ − 1) + log * n) = O( D · S/t + log * n) time by [17] . Thus, A 1 has running timẽ O( √ Dt + D · S/t + log * n).
Next, we analyze the running time of the algorithm A i+1 for coloring G. We assume inductively that A i runs on any subgraph
where S ′ is the maximal clique size in G ′ . We prove that the running 
by S = S G the maximal clique size in G. In A i+1 , it holds that t = S 1/(i+2) . Algorithm A i+1 starts by using [17] to color the connector within timeÕ( √ Dt + log * n). The maximal clique size in the subgraphs induced by color classes of the resulting coloring is at most k = ⌈S/t⌉. Hence, for each such subgraph G ′ , it holds that S ′ ≤ ⌈S/t⌉. Consequently, the algorithm A i colors each subgraph inuced by a color class within time
The overall running time of A i+1 executed on G isÕ(
We note that for a special case of line-graphs it holds that D(G) = 2. Indeed, let e (u,v) be a vertex in a line-graph that corresponds to an edge (u, v) of the original graph. Then e (u,v) can belong to at most 2 maximal cliques in Q corresponding to edges that contain u and edges that contain v in the original graph. In addition, as we have explained, the term of O(log * n) can appear exactly once in the running time, if we invoke only once the algorithm of Linial [30] , and then employ proper O(∆ 2 )-colorings instead of an n-coloring. Hence, by setting t = S 1/x +1 in Theorem 3.2, we obtain the following result. Another interesting corollary for line graphs is the following. Since we aim at poly-logarithmic time, we set x = log S/(ϵ log log S), for some ϵ > 0. By Theorem 3.3, this results in (S·2 log S /(ϵ log log S )+1 ) = 2S 1+1/(ϵ log log S ) colors. The running time we achieve is O(log S/(ϵ log log S) · 2 · S 1/((log S /(ϵ log log S ))+1) + log * n) ≤Õ((log S) 1+ ϵ 2 + log * n).
Note that for a line graph, (∆ + 1)/2 ≤ S ≤ ∆ + 1.
EDGE COLORING USING STAR-PARTITION
If we would use the above algorithm for coloring edges we would need to simulate the line-graph of the given graph and invoke on it the above algorithm. This simulation requires some local computation and resources. In this section we show a different technique that does not require this simulation. We do this by introducing a different type of connectors. Given a graph G = (V , E), an edge subsetÊ ⊆ E is a star if there is vertex u ∈ V that is shared by all edges inÊ. The vertex u is the center of the star. The partition we present in this section decomposes the given graph G into subgraphs with smaller stars. This time we partition the edge set rather than the vertex set. For parameters p, q > 0, a (p, q)-star-partition of a graph G = (V , E) is an edge partition E 1 , E 2 , . . . , E p of E, such that the maximum size of a star in E i is at most q, for all i ∈ [p].
We construct this decomposition in the following way. For some integer t > 1, each vertex v in G groups its edges into subsets, each of which is of size at most t. Each vertex v ∈ V defines virtual vertices v 1 , v 2 , ..., v k , a vertex for each such subset. These vertices are simulated locally by v. We obtain at most k = ⌈∆/t⌉ virtual vertices for each original vertex. We define the edge-connector as G ′ = (V ′ , E ′ ), where V ′ is the set of all virtual vertices, and E ′ consists of all edges in E, but an edge e ′ of E ′ replaces the original vertices of its endpoints with the corresponding vertices from V ′ . More precisely, each vertex v enumerates the edges adjacent on it using the set {1, 2, .., ∆}, such that each edge of v is assigned a distinct number. Now, each edge (u, v) holds two numbers l(u), l(v). For each such edge in E, the set E ′ contains an edge (u i , v j ), where i = ⌈l(u)/t⌉ and j = ⌈l(v)/t⌉.
Note that the maximum degree of the edge-connector is at most t. We employ the edge-connector as follows. In the first stage, we edgecolor the connector using [17] . We obtain (2t − 1)-edge-coloring φ of the connector withinÕ( √ t + log * n) time.
In the second stage we group edges from G that have the same φ color into subsetsÊ 1 ,Ê 2 , . . . ,Ê 2t −1 . Since each vertex v of G has k virtual vertices, and each such virtual vertex has all its edges colored with distinct colors, the number of edges of the same color adjacent on v is at most k. Hence, the maximum degree of each G(Ê i ), i ∈ [2t − 1], is k = ⌈∆/t⌉. Now we color these subgraphs in parallel using [17] . We obtain a (2k − 1)-edge-coloring ψ in each subgraph withinÕ( √ k + log * n) time.
Each edge has now a color which is a combination of two colors. The overall number of colors is (2t − 1) · (2k − 1). The overall running time of the two stages isÕ( √ t + √ k + log * n). We note that (2t − 1) · (2k − 1) = 4t · ⌈∆/t⌉ − 2 ⌈∆/t⌉ − 2t + 1 ≤ 4∆ + 2t − 2∆/t + 1.
Let us choose t = √
∆ . We get 4∆ + 2t − 2∆/t + 1 ≤ 4∆ + 1. Within an additional round the number of colors can be reduced to 4∆. This gives us a 4∆-coloring algorithm withÕ(∆ 1 4 + log * n) time. As in the case of clique-decomposition we can compute starpartition recursively on each of the subgraphs. To this end, we set t = ∆ 1/(x +1) , for a positive integer x. As usual, x denotes the number of recursion levels. In each level we compute star-partition of the subgraphs. This increases the number of subgraphs and reduces the maximum size of stars in each subgraph. Once the size of all stars becomes sufficiently small, we color the subgraphs directly using [17] . This scheme is the same as that of Theorem 3.3, and thus we obtain the following result. 
Given a graph G with arboricity a = a(G), an H -partition with degree d = (2 + ϵ)a, for any constant ϵ > 0, can be constructed in O(log n) time [4] . Using this partition we obtain a (∆ + O(a))-edge-coloring of G within O(a log n) time. This is achieved using the following auxiliary algorithm.
Suppose that we are given a graph This algorithm proceeds as follows. Each vertex in A labels its edges which cross to B using unique labels from {1, 2, . . . , d }. Now we perform d rounds. In each round i, 1 ≤ i ≤ d, all edges with label i become active. (Recall that each such edge has endpoints in A and B.) Denote by E ′′ i such active edges of round i. For each edge e ∈ E ′′ i , its endpoint v in B collects the colors from all the edges incident to e. Then, the endpoint v finds a new color available for e. Since e has at most d − 1 + ∆ − 1 neighboring edges, there must be an available color within a palette of size ∆ + d − 1. Moreover, if a vertex v in B is shared by several crossing edges, it is still able to assign them colors in the same round, one after another. Indeed, the endpoints in A of these crossing edges are not shared by multiple edges of E ′′ i . (Otherwise, a vertex in A would have assigned the same label to some of its edges. However, it has assigned unique labels.) Hence, all color assignments made by vertices in the same round are performed on sets of edges, such that no endpoint belongs to multiple sets. Therefore, any assignment of distinct available colors by v to its edge set of label i results in a proper coloring. Overall, there are d such rounds until the algorithm terminates. Then, the entire graph G is properly colored using ∆ + O(d) colors. This discussion is summarized in Lemma 5.1. We use this lemma to prove Theorem 5.2 below. Note that if the number of H -sets ℓ in the H -partition is smaller than log n, then the running time of the (∆ + O(a))-edge-coloring algorithm also decreases to O(a · ℓ). Note also that the constant hidden by the O-notation in the number of colors is the maximum number of neighbors of a vertex of an H -set
Next we demonstrate how to improve the running time using a yet another kind of connectors. To this end, we first need an acyclic orientation of the edge set of G with bounded out-degree. As shown in [4] , it is achieved by orienting edges that cross between different H -sets towards the sets with greater indices, and edges of the same H -set towards the endpoints with greater IDs. This results in an acyclic orientation with out-degree d = (2 + ϵ)a. Now we construct the following orientation-connector. Next, we improve our result further. Let q ≥ (2 + ϵ) be a positive parameter, for some arbitrarily small constant ϵ > 0. Letâ = q · a. We compute an H -partition with out-degreeâ in O( log n log q ) time [4] . Next we describe an algorithm for computing a grouping is such that incoming edges from neighbors from the same H -set are grouped into subsets of size at most â 1/x + 1 each, and connected to v 1 , v 2 , ..., vα . In addition, outgoing edges of v are grouped into subsets of size at most â 1/x + 1 each, and connected to v ′ 1 , v ′ 2 , ..., v ′α , oriented outwards from the virtual vertices. Note that the resulting orientation-connector is a bipartite graph. Indeed, for any v, u ∈ V (G) and any indices i, j, the vertices v i and u j are not connected by an edge, and neither are v ′ i and u ′ j . Thus, all virtual vertices of the form v i are on one side in the bipartite graph, while all virtual vertices of the form v ′ i are on the other, for all indices i. Note that all vertices on one side have degree at most ∆ 1/x + 1, and all vertices on the other side have degree at most â 1/x + 1. Therefore, this orientation-connector can be colored with at most The edge-coloring φ constitutes a partition of the original graph G into ∆ 1/x +â 1/x + 3 color classes. The subgraph of G induced by each color class has maximum in-degree at most δ = ∆ 1−1/x , and maximum out-degree at mostα =â 1−1/x . Moreover, the Hpartition restricted to each subgraph has the property that the number of neighbors of a vertex of some H j , j ∈ [ℓ], within the H -sets H j ∪ H j+1 ∪ ... ∪ H ℓ is at mostâ 1−1/x + 1. By repeating the same procedure again in each subgraph in parallel, we obtain ∆ 1/x +â 1/x + 3 colors within each subgraph in time O(â 1/x ). The overall number of colors is now (∆ 1/x +â 1/x +3) 2 . The subgraph of G induced by each color class has maximum in-degree at most ∆ 1−2/x , and maximum out-degree at mostâ 1−2/x . Overall, if we perform x −1 such stages, we obtain a (∆ 1/x +â 1/x +3) x −1 -coloring, such that each color class induces a subgraph G i , 1 ≤ i ≤ (∆ 1/x +â 1/x +3) x −1 , of G with maximum in-degree at most ∆ 1/x , and maximum outdegree at mostâ 1/x .
The vertex set of each such a subgraph G i is partitioned according to the partition of these vertices in the original H -partition of G, into subsets H i 1 , H i 2 , ..., H i ℓ . Observe that the maximum degree of each G i is at most ∆ 1/x +â 1/x , and the number of neighbors of a vertex of H i j , j ∈ [ℓ], within the H -sets H i j ∪H i j+1 ∪...∪H i ℓ is at most a 1/x +2. (Note that initially this number of neighbors isâ, in the next iteration it isâ 1−1/x + 1, in the following one it isâ 1−2/x + 1 a 1/x + 1, and so on. We end up withâ 1/x + 1 a 1−1/x + 1 a 1−2/x + ... + 1 <â 1/x + 2 neighbors.) All these subgraphs G i can be colored in parallel using ∆ 1/x + 2â 1/x + 1 colors per subgraph within O(â 1/x · log n log q ) time, by Theorem 5.2. (Note that the H -partition that we use contains ℓ = O( log n log q ) H -sets.) We use disjoint palettes for distinct subgraphs G i . This results in a proper edge coloring of the entire input graph.
To summarize, we obtained the following result. 
Observe thatâ 1/x = log câ ≥ 3, forâ ≥ 2 3 1/c . Set q = 2 + ϵ ′ , for some constant ϵ ′ > 0. (Recall thatâ = q · a.) Henceâ 1/x ≥ 3, for (2 + ϵ)a ≥ 2 3 1/c . We have 2 3 1/c ≤ 2 + O(1/c), and so by selecting a sufficiently large constant c, we can ensure thatâ 1/x + 3 ≤ 2â 1/x . Then ∆ ≥â In other words, the larger the gap between the maximum degree ∆ and the arboricity a, the faster is our algorithm. Moreover, the algorithm runs in polylogarithmic time whenever the gap is at least polynomial, i.e., ∆ ≥ a 1+ϵ , for some constant ϵ > 0.
