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Abstract
We tested in a live setting the use of active learn-
ing for selecting text sentences for human anno-
tations used in training a Thai segmentation ma-
chine learning model. In our study, two con-
current annotated samples were constructed, one
through random sampling of sentences from a
text corpus, and the other through model-based
scoring and ranking of sentences from the same
corpus. In the course of the experiment, we ob-
served the effect of significant changes to the
learning environment which are likely to occur
in real-world learning tasks. We describe how
our active learning strategy interacted with these
events and discuss other practical challenges en-
countered in using active learning in the live set-
ting.
1. Introduction
On many supervised tasks, the cost of collecting and an-
notating data can be reduced by carefully selecting which
examples should be sampled and labeled. Diverse active
sampling strategies have been proposed to train better mod-
els using fewer labeled examples on a wide range of appli-
cations; see Settles (2009) and the references therein.
Offline (or simulated) experimentation has become the de
facto standard approach for comparing alternative sampling
methods, and this especially holds true for tests of active
learning found in academic studies. In the context of eval-
uating a sampling strategy, an offline experiment consists
of using an existing pool of labeled data as a proxy for
the population of unlabeled examples (i.e., the sampling
pool for the actual annotation task). Samples are drawn
from this labeled offline pool using the candidate strategy
and, since the labels for the selections are already provided,
the performance gains or labeling cost reduction afforded
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by the sampling strategy can be readily estimated by train-
ing models on the simulated samples. Because they reuse
preexisting labeled data, offline experiments can be imple-
mented at zero annotation cost. In contrast, in an online (or
live) experiment where selections are made directly from
the target population of unlabeled examples, the full an-
notation cost must be incurred as the labels for the selec-
tions must be gathered. In addition, offline experiments
are easy to design and parallelize, and can be easily repro-
duced. When tested in such controlled settings, active learn-
ing has been shown to largely outperform passive sampling
on many classification tasks and datasets.
In spite of its apparent versatility, offline experimentation
comes with important limitations for performance bench-
marking. Foremost, offline datasets may poorly approxi-
mate the target population distribution. Data filtering and
cleaning operations, as well as biased sampling methods
(e.g., oversampling of the minority class), are commonly
used in building training datasets. Furthermore, the use
of offline datasets assumes a fixed distribution of ground
truth labels, but in reality “true” labels are prone to shifts
over time. Assuming away the occurrence of these la-
bel shifts can lead to false assessments of learning perfor-
mance. For example, in the live study of active learning by
Baldridge & Palmer (2009), the expert linguist was found
to score a lower labeling accuracy rate than the non-expert
rater, only as a result of the expert’s reliance on revised la-
beling rules which the study was unaware of. Also, as these
authors note, in offline experiments, since the simulated
samples are typically drawn from a small pool of labeled
data, a “throttling” effect can occur as the selected training
sample exhausts the entire labeled pool and all sampling
methods tend to select largely overlapping samples. Such a
throttling effect can induce biased comparisons of learning
curves.
In light of these limitations, we ought to ask whether ac-
tive learning effectively works in live environments. While
active learning has been previously analyzed in the context
of live data collection, e.g., in Baldridge & Palmer (2009)
and Druck et al. (2009), it is our understanding that these
studies were run in controlled settings where the learning
environment remains unchanged. In this paper, we present
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a live application of active learning for selecting text sen-
tences for human annotations used in training a Thai seg-
mentation machine learning model. In our study, two con-
current annotated samples were constructed, one through
random sampling of sentences from a large unlabeled text
corpus, and the other through model-based scoring and
ranking of sentences from the same corpus. In the course
of the experiment, we observed the effect of significant
changes to the learning environment which are likely to
occur in real-world learning tasks. These changes include
a switch to a new model and a major revision of existing
labels. We describe how our active learning strategy inter-
acted with these changes and discuss other practical chal-
lenges encountered in using active learning in the live set-
ting. We then propose guidelines addressing each of these
challenges which can serve for the design of live experi-
mentation of active learning, and more generally for the
application of active learning in live settings.
The outline of this paper is as follows. In Section 2, we
describe the design of our live experiment and present re-
sults. In Section 3, we expand on the practical challenges
encountered in applying active learning in this experiment.
Section 4 concludes.
2. Live Experiment
Two concurrent samples of text sentences were annotated
in the course of the experiment. The experiment had an an-
notation budget of 30,000 sentences, so each sample was
given a target size of 15,000 sentences. The sampled sen-
tences would be sent to human raters who would attach
binary labels (“break”, “no break”) to each token of the
sentence (or more precisely, to each Unicode code point).
Both samples were selected from the same pool of 1.4 mil-
lion unannotated sentences. The first sample (passive) was
uniformly randomly selected from the pool. Under the
other scheme (active), the sample was selected using mar-
gin sampling (Scheffer et al., 2001)—a particular sampling
algorithm in the general family of uncertainty-based meth-
ods (Settles, 2009). To construct an annotated sample us-
ing margin sampling, the label probabilities predicted by
some chosen model (scorer) are used to compute the mar-
gin score of each candidate unlabeled example. The can-
didates having the lowest margin scores are then selected
for annotation. Denoting the unlabeled pool by X and the
model’s predicted label probabilities for sentence x ∈ X by
p1(x), p2(x), ..., pK(x), where the probabilities for the K
alternative predictions are assumed to be sorted in decreas-
ing order, the margin score for x is computed as M(x) =
p1(x) − p2(x). A target sample size of, say N sentences,
can be achieved by ranking {M(x)|x ∈ X} in ascend-
ing order and selecting the corresponding firstN sentences.
We applied a token-size penalty as a multiplicative term to
avoid selections biased towards the longest sentences.1 The
penalized margin score is given as M˜(x) = M(x) · L(x)λ,
whereL(x) denotes the number of tokens in sentence x and
λ is a parameter which can be used for tuning the extent of
sentence length regularization.
Under both schemes, the selected samples were annotated
in batches of 1,000 sentences. We fully re-trained the scorer
on the incremental active labels after each iteration. Both
the active and passive evaluation models used a common
seed of 8,745 sentences among their training data. A com-
mon test set of 7,371 sentences was used to compare the
performance of the two samples.
During a potentially lengthy data collection and annotation
process, we can expect the learningmodel type/architecture
to evolve. Our experiment setup considered two classes
of segmenters: perceptron models and feedforward deep
neural network-based (DNN) models. During the live col-
lection, the perceptron segmenter is the incumbent model
and a switch to the DNN segmenter occurs halfway through
the experiment (i.e., after eight sampling iterations). Also
during the experiment, we observed the effects of a large-
scale switching of existing labels akin to a major revision
of annotation guidelines. This resulted in the shifting of
one or more of the labels for 40% of the already-annotated
sentences (i.e., from “no break” to “break” labels or vice
versa). All of the label switches occurred at the same time,
concurrently with the model switch.
Figure 1(a) compares the F1 score improvements through
iteration t = 7 of perceptron segmenters trained on the ac-
tive and passive selections. It indicates that the actively
sampled training set can lead to a better model compared to
the model trained on a passive sample. Figure 1(b), which
compares the F1 scores of DNN segmenters trained on the
same samples, does not showcase the same gains from the
active samples. From these results, we draw contrasting im-
plications for the effectiveness of active learning. Among
others, these figures raise the possibility that the percep-
tron may poorly approximate which regions of the feature
space could be most informative from the standpoint of the
DNN segmenter. This hypothesis is supported by findings
in Baldridge & Osborne (2004) to the effect that lack of re-
latedness between the scoring and test models can limit the
gains from active learning. We will further expand on this
issue in Subsection 3.1.
Following the switch, we used the DNN segmenter as
scorer. To measure the performance of active learning in
the new DNN regime, we incremented the common train-
ing seed set with all of the labels collected through iteration
t = 7. Also, a large set of labels collected outside this ex-
periment had just been provided to us which we used to
1Label probabilities generally decrease with sentence length.
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Figure 1. (a): F1 scores of perceptron segmenters trained on the active and passive samples in the pre-switch iterations. (b): F1 scores
of DNN segmenters trained on the active and passive samples in the pre-switch iterations. t = −1 corresponds to the models trained on
the common (pre-switch) seed training set.
increment our evaluation set to a total of 52,000 sentences.
From t = 8 onwards, new active and passive samples
were collected and evaluated in the same fashion described
above. Figure 2 compares the performance of the two sam-
ples for t = 8 onwards. The sampling gains of active over
passive over the post-switch regime roughly amounted to
between 33% to 43%, meaning the active model was able
to achieve the same F1 score as the passive model using
33% to 43% fewer training examples.2
3. Practical Challenges
Next, we describe how active learning interacted with the
types of changes observed during our experiment and dis-
cuss other practical challenges encountered in using active
learning in the live setting.
3.1. Shifting Models
Figures 1(b) and 2 draw contrasting implications for the ef-
fectiveness of active learning. Given the several changes
that occurred halfway through the experiment, it would
be difficult to pinpoint a single root cause for this differ-
2Sampling gains can be defined in different ways. A conserva-
tive measurement would be based on the latest iteration at which
the active model just surpassed the highest F1 score on the pas-
sive curve (“last-vs-max”). The active model used 2,000 fewer
training sentences to outperform the best F1 score of the passive
model which was realized on 6,000 sentences, leading to a last-vs-
max gain of 33%. A more lenient measurement (“first-vs-final”)
would consider the earliest iteration at which the activemodel just
surpassed the final passive F1 score. The activemodel was able to
use as few as 4,000 training sentences to outperform the F1 score
of the passive model trained on the full passive sample of 7,000
sentences, leading to a first-vs-final gain of 3, 000/7, 000 ≈ 43%.
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Figure 2. F1 scores of DNN segmenters trained on the active and
passive samples in the post-label revision iterations. t = 8 corre-
sponds to the models trained on the common (post-switch) seed
training set.
ence. We note that among these changes, in the pre-switch
regime, the active selections were based on the perceptron
as scorer, while in the post-switch regime the DNN was
used as scorer. Formally establishing a causal link between
model mismatch and the performance of active learning in
our live experiment is beyond the scope of this paper. As
we discussed in Section 2, such a link has been investigated
in Baldridge & Osborne (2004), albeit in an offline setting.
In ways related to the impact of model mismatch, our ex-
periment has underscored a corollary question about active
learning: can robust sampling methods be applied when
models are bound to evolve? This is an important ques-
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tion, as uncertainty about future models can complicate
the current decision-making for an appropriate scorer. A
number of studies on active learning under model selection
(ALMS) have explored related setups where the evaluation
model is not fixed but is instead chosen in conjunction with
the scoring model. These setups abstract from any model
uncertainty: models are treated as pure choice variables.
However, since the notion of yet-to-be-determined models
is central to these papers, they may be regarded as natural
starting points for our own investigation.
In one such study, Ali et al. (2014) explores ALMS on
classification tasks in the streaming setting. They propose
building a concurrent model bias-free validation set sepa-
rately from the active training set for iteratively learning
a posterior distribution of model ranking. Their approach
treats the model selection problem as a one-shot decision,
where the learned distribution is over the best static model.
The superior performance of their ALMS algorithm over
an oracle (i.e., active learner who knows the best model in
hindsight) suggests that powerful but complex interactions
can exist between the optimal choice of training data and
the optimal choice of model, even in such a stylized setting.
In Lu & Bongard (2009), active learning is applied on top
of an evolutionary algorithm in order to learn the optimal
weights of an ensemble of models belonging to a given set
of model classes.
Fundamental insights into ALMS can also be drawn from
the vast literature on optimal experimental design, a gen-
eral class of problems of which ALMS could be viewed
as a special instance. For example, Sugiyama & Rubens
(2008) propose a two-stage ensemble design in the regres-
sion setting, where an initial active batch of examples is
chosen to minimize a model-weighted expected generaliza-
tion error. Upon labeling the selected set, the best model
is chosen among the candidate models trained on this set.
Their ALMS strategy is seen to outperform the sequential
(naive) approach in which the active selection is based on
the best candidate model among all models trained on the
current active set. Again, we see the importance of solv-
ing the active learning andmodel selection problems jointly
rather than separately. For other treatments of ALMS, see
e.g., Madani et al. (2012) and Kapoor & Greiner (2005).
Given the availability of robust ALMS methods, we ought
to ask whether model switches have become non-issues
for active learning. First, we note that the outperformance
of the few proposed ALMS methods have been shown for
only a few datasets and tasks and only in the offline setting.
There is little evidence that these gains could be replicated
on a live data collection task, as in our experiment. Further-
more, the studies have assumed a static set of models for
selection. In practice the notion of model selection set is
a dynamic one: research advances bring about new model
architectures in a periodic fashion. Having little visibility
into the next generation of models, there is not much that
we can say on how the training data tuned for one particular
class of models will interact with these future models.
Aside from shifting model choice sets, the rapid and un-
predictable evolution of models also raises other practical
questions for active learning. To help us further explore
the problem, we ran a simulated experiment on the public
covtype.binary dataset.3 The results of this experiment is
shown in Figure 3. In this stylized setup, the model set con-
sists of a logistic classifier (logistic, i.e., the simpler model)
and an approximate RBF logistic classifier (kernel logistic,
i.e., the more complex model). On each trial, the dataset is
randomly split into a (pseudo) unlabeled pool of 571,012
examples and a holdout set of 10,000 examples used for
model evaluation. At each round, a batch of 2,000 exam-
ples is selected under the proposed scheme and added to
the training set. The prevailing test model is assumed to
be logistic in the initial rounds. After seven rounds, a de-
terministic switch to kernel logistic took place. All of the
active learning schemes considered use margin sampling
(margin) for selecting candidate examples.4
The active schemes differ in the model they used for scor-
ing examples. margin-logistic and margin-kernel logistic
denote pure schemes, in the sense that the scoring model
is from the same class in all rounds. Under margin-
naive adaptive, the current test model is used as scorer on
the next batch selection. In the margin-power scheme, the
scorer is a weighted ensemble of the trained models from
each class, where the weight schedule follows a piecewise
power law function of the training sample size. This sched-
ule is chosen to optimize the average F1 score over the sam-
pling rounds.5
From this simple dynamic learning environment, we can
draw some important insights. First, the severe under-
performance of the pure schemes in times of mismatch indi-
cate that single model-based active selections are strongly
overfitted to the scoring model class. This pattern is consis-
tent with findings in the aforementioned studies. This kind
of mismatch even causes the naive adaptive scheme (which
is bound to choose a scorer from a single class in each
round) to momentarily underperform passive sampling af-
ter the switch.6 Seemingly, in our simulated experiment, ac-
3
https://www.csie.ntu.edu.tw/˜cjlin/libsvmtools/datasets/binary.html.
4At each round, a subset of 40,000 examples is first randomly
selected from the remaining unlabeled pool. Margin sampling is
then performed on the subsetted pool.
5We used two separate functions of the form f(t) = a+ btα,
where t denotes the cumulative training sample size: one such
function over the pre-switch period (t < 16, 000), and another
over the post-switch period (t ≥ 16, 000).
6The margin-naive adaptive scheme uses the logistic model
as scorer in every round prior to the switch, so its learning curve
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Figure 3. Comparison of sampling schemes on the covtype.binary
dataset. The prevailing model is assumed to be logistic in the ini-
tial sampling rounds. After seven rounds, a deterministic switch
to kernel logistic takes place. Solid lines represent the mean test
accuracy over 15 trials. Dashed lines represent (approximate)
95% confidence intervals for the estimated mean accuracy.
tive learning and model selection have closely intertwined
objectives. The outperformance of the power scheme over
passing sampling shows that, even under dynamic (albeit
deterministic) model transitions, active learning gains can
be realized.
Secondly, we find no strong dominance among the com-
peting schemes: the best performing strategy in any given
round will yield suboptimal performance in some other
rounds. Therefore, ranking the overall utility of these
schemes hinges on defining preferences over the timing of
the performance gains. In the extreme case where only per-
formance in the final round mattered, kernel logistic would
clearly be the optimal scheme. In contrast, when gains
are discounted over time, say geometrically at some rate
ρ ∈ (0, 1), preponderance towards the logistic model may
be warranted (e.g., the power scheme, which is the opti-
mal scheme in this simulation for the special case ρ = 1,
overweighs the logistic model in the initial rounds). Of
course, a deterministic model switch is an oversimplifica-
tion of reality. The design of the optimal scheme should
evidently be sensitive to the distribution of timing of model
switches. The challenge of designing such a scheme in
practice is compounded by our high uncertainty about the
applicable discount rate (or whether geometric discounting
applies at all) or the parameters of the stochastic process
which drives model transitions. If our simple simulated ex-
periment is any coarse approximation of reality, it suggests
perfectly coincides with the learning curve of margin-logistic in
those rounds.
that ensemble scoring with time-varying weights may be a
promising first step in addressing the practical challenge of
model switches.
3.2. Shifting Labels
Label revisions for natural language processing (NLP)
tasks occur from time to time in the real world. This
holds especially true for segmentation, where the notion of
ground truth may be more difficult to define than for down-
stream tasks such as part-of-speech tagging or dependency
parsing. Whether coarser or more fine-grained segmenta-
tion labels is more useful hinges on the client’s modeling
goals. It is possible that, at some point during the training
data creation, changes in client requirements necessitate re-
visions to the segmentation rules. This observation is not
restricted to NLP tasks: such revisions are possible on any
task where the ground truth may be somewhat subjective.
Our live experiment showed that major shifts in label dis-
tributions can significantly impact the selections made by
active learning. This impact can be seen from the domain
composition of the active samples. In the live experiment,
the candidate pool of sentences was sourced from two do-
mains, which we shall refer to as domains “A” and “B”.
The two domains were equally represented in the candidate
pool. In the actual t = 3 batch—a batch which had an ab-
normally high proportion of domain A examples—domain
A was overrepresented 3:1 relative to domain B. Had the
labels been revised just prior to t = 3, domain A would
have been represented 1:2 against domain B, which would
have been consistent with the proportions seen in the other
pre-revision batches.
The robustness of active samples to label noise has been
treated in the context of rater noise, e.g., in Sheng et al.
(2008), Donmez et al. (2009) and Mozafari et al. (2014).
We note that the issue of shifting label distributions is or-
thogonal to the multiplicity of raters with heterogeneous
skills. In fact, the issue can exist even in the case of a sin-
gle high-skilled rater and this type of label noise may not
be diversified away by using more raters or by improving
their skills.
To the best of our knowledge, we have yet to find effective
active learning designs that are robust to the potential of
large shifts in the label distribution. However, we do note
that these risks are, to a certain extent, naturally mitigated
in systems in which the data are imposed expiration limits.
Such limits, for example, can arise from maintenance or re-
source constraints. A six-month limit would imply that, six
months after the most recent major label revision, any ac-
tive example retained would have been selected per the cor-
rect labels. Such a limit provides a deterministic bound on
the duration of the impact of incorrect labeling. Hard limits
may however result in sharp performance kink, e.g., if large
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chunks of data get discarded altogether within a short time
frame, or even in the phasing out of the whole dataset if
the data is collected only sporadically. More gradual limits
may be desirable to avoid drastic shifts in the training data
distribution.
3.3. Measuring Performance
Accurate evaluation of learning curves is critical for mak-
ing decisions, such as choosing the best scheme for deploy-
ment among competing alternatives, or stopping annotation
once a performance target has been met. However, suffi-
cient accuracy requires repeated measurements of the learn-
ing curve, which can be prohibitively costly to obtain in a
live setting. Another challenge arises when the incremental
labeled sample is small relative to the existing labeled pool:
too small performance deltas can result in low-powered
comparisons. Even deterministic selection schemes (e.g.,
margin ranking of a static unlabeled pool) may rely on an
initial model trained on a seed labeled set. Such a seed set is
a nuisance parameter which should be “integrated out” by
running the comparison using different randomly selected
seed sets. However, in a single-run live evaluation, we do
not get the benefit of inference based on multiple alterna-
tive seeds. The passive learning curve itself is subject to
sampling variability. This can make the comparison of ac-
tive versus passive sampling particularly noisy.
The small sample issue that is inherent to the estimation of
live learning curves may be addressed in two ways. In the
first proposed approach, a parametric model of the learning
curve is to be estimated via Bayesian inference using in-
formative priors elicited from theoretical guarantees (e.g.,
expected convergence rate) or from actual performance
measurements taken in related settings (e.g., other live
experiments). The second approach is given by Heavlin
(forthcoming), who showed that the true performance vari-
ance of a trained model can be approximated using the
“half-sampling” variance, i.e., the performance variance of
instances of the model trained on different half subsets of
the training set.
3.4. Scoring Uncertainty
Certain classes of models, notably neural networks, can be
subject to large training variability. When these models are
used as scorers, as was done in our study, their training
variability can induce variability among the active selec-
tions. On different training runs of the DNN segmenter that
used the same hyperparameter values, we observed mean-
ingful differences among the proposed active batches. For
example, out of ten runs at t = 13, the average sentence
length on domain B in a proposed batch ranged from 11.6
to 14.5 tokens, while the proportion of domain B sentences
varied from 50% to 76.8%. The training-based variability
of the active samples—another source of noise in the as-
sessment of sampling gain—cannot be integrated out from
a single-run live measurement. Due to the path dependency
of active sampling, the impact of this training variability
compounds over the sampling iterations and may become
substantial.
As a workaround, our experiment used the following strat-
egy: to approximate the best DNN segmenter (which is a
deterministic quantity) and therefore reduce the variance
of the scorer, we trained ten separate DNN models at each
round, and selected the best performing model (based on
validation F1 score) as scoring model. Even fairly good ap-
proximations (e.g., based on ten independent training runs)
may significantly reduce the scoring variance compared to
a single model.
4. Conclusion
Active learning strategies can greatly reduce the data acqui-
sition cost of building supervised models. We put such a
strategy–margin sampling–to test in the context of a real-
time data collection task, and found substantial perfor-
mance gains from active sampling over the baseline strat-
egy of passive sampling. However, our experiment also
emphasized several practical challenges, from model and
labeling uncertainty to measurement noise, that have a bear-
ing on the usefulness of existing active learning solutions.
While past research has brought some important insights on
these issues, the solutions that have been proposed only par-
tially address the complexity of live environments which
our study has exemplified. We have outlined some tentative
directions for tackling each of these challenges. Beyond
our proposals, the design of active learning algorithms that
are robust to these and other unforeseen challenges remains
a vastly open area for further research.
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