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Abstract
Harvesting problems for plants are discussed through a nonlinear size-structured population model. Solvability of the harvesting
model is veriﬁed and results of numerical simulations are presented to validate our approach to the harvesting problems.
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1. Introduction
This paper is concerned with a mathematical model for size-structured plant population dynamics and its application
to harvesting problems. We develop an existence theory for solutions to the model and apply it to harvesting problems.
It is known that size is one of the most natural parameters to describe the population dynamics for various plant species.
See [12,5,4]. In case of trees and grass in a plantation, it is natural to assume that the growth rate depends on the size of
the individual and time because the amount of light that a tree can capture affects the growth of the individual, while
the environmental factors such as temperature and nutrients which may change in time would impact on their growth.
The mortality rate and the fertility rate may be supposed to depend on size, time and the total population. In particular,
as in [2], we treat the case where the mortality rate is separated into the natural and external mortality rates (due to the
limitation of resources, for example). In [7,10,11], a general model of size-structured population with time-dependent
growth rate are treated, but in these papers themortality and fertility rates do not depend on time explicitly. The so-called
nonlinear growth rate is considered in [4,8]. Further, non-autonomous general model is developed in [9] as seen in
Section 3. For numerical approach, we refer to e.g., [1].
Here, we make an attempt to formulate a harvesting problem of speciﬁc kinds of plants by means of the following
size-structured population model with non-local terms which describes the harvesting process. The ﬁrst equation comes
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from the balance law, which describes the growing and dying process as well as harvesting process. The second
equation represents the sprouting law, which describes the germination process and the third equation gives the initial
condition:
ut + (V (x, t)u)x + (x, t)u(x, t) + (I (t))u(x, t) = −(x, t)u(x, t),
x ∈ [0, l), t ∈ [0, T ],
V (0, t)u(0, t) = ∫ l0 (x, t, J (t))u(x, t) dx, t ∈ [0, T ],
u(x, 0) = u0(x), x ∈ (0, l),
I (t) = ∫ l0 m(x)u(x, t) dx, t ∈ [0, T ],
J (t) = ∫ l0 b(x)u(x, t) dx, t ∈ [0, T ].
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(1)
Here u(x, t) represents the population density of size x ∈ [0, l] at time t ∈ [0, T ]; l ∈ (0,∞] stands for the maximal
size and T speciﬁes a time interval; V (x, t) represents the growth rate depending on time t and size x of the individual.
(x, t, J (t)) means the fertility rate depending on the size x, time t and the total population J (t) weighted by b(x).
(x, t) stands for the natural mortality rate and(I (t)) represents an external mortality rate due to harvesting as well as
environmental changes which is supposed to depend on the total population I (t) weighted by m(x). The difference of
the weight functions in I (t) and J (t) reﬂects the different inﬂuence of the individuals of different sizes on the mortality
and fertility rates. The coefﬁcient (x, t) is called the harvesting rate.
Concerning the standard model of age-structured population dynamics (i.e., V (x, t) ≡ 1), Gurtin and Murphy [6],
Murphy and Smith [13] andAnita [2,3] have treated similar harvesting problem in the case that the birth rate is a linear
function of x and t (i.e.,  does not depend on J (t)).
Here, we will seek a solution of the form
u(x, t) = y(t)u˜(x, t). (2)
By inserting (2) into (1), problem (1) is (formally) converted into the following two systems of equations for u˜ and y:
u˜t + (V (x, t)u˜)x + (x, t)u˜(x, t) = −(x, t)u˜(x, t),
V (0, t)u˜(0, t) = ∫ l0 (x, t, y(t)J˜ (t))u˜(x, t) dx,
u˜(x, 0) = u0(x),
J˜ (t) = ∫ l0 b(x)u˜(x, t) dx.
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
(3)
y′(t) + (I˜ (t)y(t))y(t) = 0,
y(0) = 1,
I˜ (t) = ∫ l0 m(x)u˜(x, t) dx.
⎫⎪⎬
⎪⎭ (4)
2. Solvability of the model
In this section,we establish an existence theorem for solutions to system (3)–(4).To this end,we deﬁneR+ := [0,∞),
L∞+ := L∞(0, l;R+) and L1+ := L1(0, l;R+). We then make the following assumptions:
(A1) V : [0, l]× [0, T ] → (0,∞) is bounded and continuous. V (x, t) is of C1-class with respect to x ∈ [0, l] for each
t ∈ [0, T ]. V (l, ·) = 0 for l <∞; there is a Lipschitz constant LV such that
|V (x1, t) − V (x2, t)|LV |x1 − x2| for x1, x2 ∈ [0, l] and t ∈ [0, T ].
(A2)  : [0, l] × [0, T ] × R → R+ is measurable. 0(x, t,) ¯ for some ¯> 0. There is an increasing function
c : [0,∞) → [0,∞) such that
|(x, t,1) − (x, t,2)|c(r)|1 − 2|
for |1|, |2|r , x ∈ [0, l] and t ∈ [0, T ].
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(A3)  : [0, l] × [0, T ] → R+ is measurable and 0(x, t) ¯ for some ¯> 0.
(A4)  : [0, l] × [0, T ] → R+ is measurable and 0(x, t) ¯ for some ¯> 0.
(A5)  : R+ → R+ is locally Lipschitz, i.e., there exists an increasing function c : [0,∞) → [0,∞) such that
|(1) − (2)|c(r)|1 − 2| for 1, 2 ∈ R+ with |1|, |2|r .
(A6) b, m ∈ L∞+ := L∞(0, l;R+).
The notion of solution to problem (3)–(4) is formulated as follows: Given initial point (x0, t0) ∈ [0, l] × [0, T ], we
ﬁrst consider the characteristic curve (t; t0, x0) in the (x, t)-plane through the point (x0, t0) deﬁned by the unique
solution of the differential equation
x′(t) = V (x(t), t), t ∈ [0, T ], x(t0) = x0 ∈ [0, l].
In particular, we denote by z(t) := (t; 0, 0) the characteristic curve through (0, 0) in the (x, t)-plane. For (x, t) ∈
[0, l] × [0, T ] with x < z(t), we deﬁne the initial time  := (t, x) implicitly by the relation
(t; , 0) = x or equivalently, (; t, x) = 0. (5)
We then introduce a notion of solution to (1) as a special case of Deﬁnition 3.1 in the next section: let
F(t,	) =
∫ l
0
(x, t, J	)	(x) dx, (6)
G(t,	)(x) = −(x, t)	(x) − (I	)	(x) − (x, t)	(x) a.e. x ∈ (0, l), (7)
where
J	 :=
∫ l
0
b(x)	(x) dx and I	 :=
∫ l
0
m(x)	(x) dx.
Deﬁnition 2.1. A function u ∈ C([0, T ];L1+) is called a solution of (1) if u satisﬁes
u(x, t) =
⎧⎨
⎩
F(, u(·, ))
V (0, )
+ ∫ t GV (s, u(·, s))((s; t, x)) ds a.e. x ∈ (0, z(t)),
u0((0; t, x)) +
∫ t
0 GV (s, u(·, s))((s; t, x)) ds a.e. x ∈ (z(t), l),
(8)
where = (t, x) and GV (t,	)(x) = G(t,	)(x) − Vx(x, t)	(x, t), a.e. x ∈ (0, l), t ∈ [0, T ] and 	 ∈ L1.
On the other hand, we deﬁne a solution of system (3)–(4) as follows:
Deﬁnition 2.2. A pair of functions (u˜, y) ∈ C([0, T ];L1+)×C([0, T ];R+) is said to be a solution of (3)–(4) if u˜ and
y satisfy
u˜(x, t) =
⎧⎨
⎩
Fy(, u˜(·, ))
V (0, )
+ ∫ t G˜V (s, u˜(·, s))((s; t, x)) ds a.e. x ∈ (0, z(t)),
u0((0; t, x)) +
∫ t
0 G˜V (s, u˜(·, s))((s; t, x)) ds a.e. x ∈ (z(t), l),
(9)
y(t) = exp
(
−
∫ t
0
(I˜ (s)y(s)) ds
)
, (10)
where = (t, x), I˜ (s) := ∫ l0 m(x)u˜(x, s) dx, and Fy , G˜V are, respectively, deﬁned by
Fy(t,	) =
∫ l
0
(x, t, y(t)J	)	(x) dx, (11)
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G˜V (t,	)(x) = −(x, t)	(x) − (x, t)	(x) − Vx(x, t)	(x) (12)
for a.e. x ∈ (0, l), t ∈ [0, T ] and 	 ∈ L1.
With the aid of the results in Section 3, we obtain:
Theorem 2.3. For each u0 ∈ L1+, there exists a unique solution (u˜, y) ∈ C([0, T ];L1+) × C([0, T ];R+) of (3)–(4)
and then the product u(x, t) = y(t)u˜(x, t) gives a unique solution of (1).
Proof. Let 
> 0. For v ∈ C[0, T ], we employ the norm ‖v‖
=supt∈[0,T ] e−
t |v(t)|, which is equivalent to the standard
maximum norm on C[0, T ]. Let
CT = {v ∈ C[0, T ] : 0v(t)1 for t ∈ [0, T ]}.
Step 1: Let y ∈ CT be ﬁxed and let G(t,	)(x) = −((x, t) + (x, t))	(x) and F(t,	) = Fy(t,	) (see (11)). By
assumptions (A1)–(A6), it is shown that all the assumptions in Theorem 3.2 (given in Section 3) are satisﬁed with
cF (r) = ¯+ c(b¯r)b¯r , cG(r) = ¯+ ¯, c+(r) = ¯+ ¯, 1(t) ≡ 0, and 2(t) ≡ ¯, where b¯ means the L∞-norm of b.
Hence, it is asserted that there exists a unique function u˜y ∈ C([0, T ];L1+) satisfying (9) and the estimate
‖u˜y(·, t)‖L1e(¯+2LV )T ‖u0‖L1 =: r0. (13)
Step 2: Let I˜ y(t) = ∫ l0 m(x)u˜y(x, t) dx and for each h ∈ CT , put
[Th](t) := exp
(
−
∫ t
0
(I˜ y(s)h(s)) ds
)
.
ThenT maps CT into itself. From (13) and the estimate
|I˜ y(s)|m¯r0 =: r1 (m¯ denotes the L∞-norm of m), (14)
it follows that
‖Th1 −Th2‖
 c(r1)r1
 ‖h1 − h2‖
.
Hence, if 
> 0 is so large that c(r1)r1/
< 1, then T is a strict contraction on CT and there exists a unique ﬁxed
point y˜ ∈ CT satisfying
y˜(t) = exp
(
−
∫ t
0
(I˜ y(s)y˜(s)) ds
)
. (15)
Step 3: We then deﬁne K : CT → CT by the equation Ky = y˜ and seek the ﬁxed point of K. Let y1, y2 ∈ CT . Then
in view of (15), we have
|Ky1(t) − Ky2(t)| = |y˜1(t) − y˜2(t)|
c(r1)
(∫ t
0
|I˜ y1(s)||y˜1(s) − y˜2(s)| ds +
∫ t
0
|I˜ y1(s) − I˜ y2(s)||y˜2(s)| ds
)
. (16)
We now prepare the following crucial lemma; the proof will be given later.
Lemma 2.4. There exists C > 0 such that for y1, y2 ∈ CT , we have
‖u˜y1(·, t) − u˜y2(·, t)‖L1C
∫ t
0
|y1(s) − y2(s)| ds for t ∈ [0, T ], (17)
e−
t‖u˜y1(·, t) − u˜y2(·, t)‖L1
C


‖y1 − y2‖
 ∀t ∈ [0, T ]. (18)
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Once this lemma would be proved, then (18) would imply
e−
t
∫ t
0
|I˜ y1(s) − I˜ y2(s)| dsm¯e−
t
∫ t
0
‖u˜y1(·, s) − u˜y2(·, s)‖L1 ds
m¯C

2
‖y1 − y2‖
. (19)
Therefore (14), (16) and (19) together gives
e−
t |y˜1(t) − y˜2(t)|c(r1)r1
∫ t
0
e−
s |y˜1(s) − y˜2(s)| ds + c(r1)m¯C

2
‖y1 − y2‖
.
Thus Gronwall’s lemma yields
e−
t |y˜1(t) − y˜2(t)| e
c(r1)r1T Mm¯C

2
‖y1 − y2‖
.
This shows that if ec(r1)r1T Mm¯C/
2 < 1 then the mapping K is a strict contraction on CT , and so that K admits a
unique ﬁxed point y ∈ CT . It is now evident that the pair (u˜y, y) gives the solution of (3)–(4).
Step 4: Let u(x, t) = y(t)u˜(x, t). Then u ∈ C([0, T ];L1+) satisﬁes (8). Indeed, by an argument similar to Kato [7,
Lemma 3.1], w(s) : =u˜((s; t, x), s) is differentiable a.e. on (∗, T ) and
d
ds
w(s) = G˜V (u˜(·, s))((s; t, x)) a.e. s ∈ (∗, T ), (20)
where ∗ = (t, x) if x < z(t) and ∗ = 0 if x > z(t). Hence we have
(d/ds)u((s; t, x), s) = (d/ds)[y(s)u˜((s; t, x), s)]
= − (I˜ (s)y(s))y(s)u˜((s; t, x), s) + y(s)G˜V (u˜(·, s))((s; t, x))
= GV (s, u(·, s))((s; t, x)).
We then integrate both sides of the above identity over [∗, t] and obtain (8). Here we have used the fact that
lim
s→∗ u((s; t, x), s) =
{
y(t)
Fy(, u˜(·, ))
V (0, )
= F(, u(·, ))
V (0, )
a.e. x ∈ (0, z(t)),
(0)u0((0; t, x)) = u0((0; t, x)) a.e. x ∈ (z(t), l).
On the other hand, we may apply Theorem 3.2 by inserting F and G in (6) and (7) to conclude that there exists a unique
solution of (1). Thus by the uniqueness theorem, we conclude that u(x, t)= y(t)u˜(x, t) gives the unique solution. 
Proof of Lemma 2.4. Using (9), we have
‖u˜y1(·, t) − u˜y2(·, t)‖L1
∫ z(t)
0
|Fy1(, u˜y1(·, )) − Fy2(, u˜y2(·, ))|/V (0, ) dx
+
∫ z(t)
0
∫ t

|G˜V (s, u˜y1(·, s))((s; t, x)) − G˜V (s, u˜y2(·, s))((s; t, x))| ds dx
+
∫ l
z(t)
∫ t
0
|G˜V (s, u˜y1(·, s))((s; t, x)) − G˜V (s, u˜y2(·, s))((s; t, x))| ds dx. (21)
In view of (13), we have |J˜ y(t)| b¯r0 =: r2, b¯ being the L∞-norm of b, for y ∈ CT . By the change of variables
= (t, x) and assumption (A2), the ﬁrst term of (21) is estimated as follows:
The ﬁrst term of (21)eLV T (¯+ c(r2)r2)
∫ t
0
‖u˜y1(·, ) − u˜y2(·, )‖L1 d
+ eLV T c(r2)r2r0
∫ t
0
|y1() − y2()| d.
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The second and third terms of (21) are estimated through the change of variables =(s; t, x) and assumptions (A1),
(A3) and (A4) in the following way
The second term of (21)eLV T (¯+ ¯+ LV )
∫ t
0
∫ z(s)
0
|u˜y1(, s) − u˜y2(, s)| d ds.
The third term of (21)eLV T (¯+ ¯+ LV )
∫ t
0
∫ l
z(s)
|u˜y1(, s) − u˜y2(, s)| d ds.
Hence we obtain the following estimate:
‖u˜y1(·, t) − u˜y2(·, t)‖L1eLV T (c(r2)r2 + ¯+ ¯+ ¯+ LV )
∫ t
0
‖u˜y1(·, s) − u˜y2(·, s)‖L1 ds
+ eLV T c(r2)r2r0
∫ t
0
|y1() − y2()| d.
Gronwall’s lemma then implies that (17) holds with some constantC > 0. Inequality (18) follows easily from (17). 
3. Non-autonomous general model
In this section, we review an existence theorem obtained in [9], which has been used to prove Theorem 2.3 in Section
2. Throughout this section, let L1 := L1(0, l;RN) and L1+ := L1(0, l;RN+). We consider the following system:
ut + (V (x, t)u)x = G(t, u(·, t))(x), x ∈ [0, l), a tT ,
V (0, t)u(0, t) = F(t, u(·, t)), a tT ,
u(x, a) = ua(x), x ∈ [0, l),
}
(22)
where 0a <T and the functions F and G are supposed to satisfy the following:
(F0) F : [0, T ] × L1 → RN satisﬁes: (i) there exists an increasing function cF : [0,∞) → [0,∞) such that
|F(t,	1) − F(t,	2)|cF (r)‖	1 − 	2‖L1 for 	1, 	2 ∈ L1 with ‖	1‖L1 , ‖	2‖L1r and t ∈ [0, T ]; (ii)
F(·,	) ∈ L∞(0, T ;RN) for each 	 ∈ L1.
(G0) G : [0, T ] × L1 → L1 satisﬁes: (i) there exists an increasing function cG : [0,∞) → [0,∞) such that
‖G(t,	1) − G(t,	2)‖L1cG(r)‖	1 − 	2‖L1 for 	1, 	2 ∈ L1with ‖	1‖L1 , ‖	2‖L1r and t ∈ [0, T ]; (ii)
G(·,	) ∈ L1(0, T ;L1) for each 	 ∈ L1.
(F1) F(t,	) ∈ RN+ for 	 ∈ L1+ and t ∈ [0, T ].
(G1) There exists an increasing function c+ : [0,∞) → [0,∞) such that G(t,	) + c+(r)	 ∈ L1+ for r > 0, 	 ∈ L1+,
‖	‖L1r and 0 tT .
Deﬁnition 3.1. A function u ∈ C([0, T ];L1+) is said to be a solution of (22) if u satisﬁes
u(x, t) =
{ F(, u(·, ))
V (0, )
+ ∫ t GV (s, u(·, s))((s; t, x)) ds a.e. x ∈ (0, za(t)),
ua((a; t, x)) +
∫ t
a
GV (s, u(·, s))((s; t, x)) ds a.e. x ∈ (za(t), l),
(23)
where = (t, x), za(t) := (t; a, 0) and
GV (t,	)(x) := G(t,	)(x) − Vx(x, t)	(x, t)
for a.e. x ∈ (0, l), t ∈ [0, T ] and 	 ∈ L1.
For (22), the following existence theorem has been obtained in [9]. The proof is obtained by arguments similar to
those developed in [11,7].
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Theorem 3.2. Let 0a <T and assume that (F0), (F1), (G0), (G1), (V) hold. Suppose that there exist 1, 2 ∈
L1(a, T ) such that
N∑
i=1
[
F(t,	)i +
∫ l
0
G(t,	)i(x) dx
]
1(t) + 2(t)
N∑
i=1
∫ l
0
	i (x) dx,
for 	 ∈ L1+ and a.e. t ∈ (a, T ), (24)
where subscript i stands for the ith component. Then for each ua ∈ L1+ there exists a unique solution u ∈ C([a, T ];L1+)
of (22) such that
‖u(·, t)‖L1 exp
(∫ t
a
2() d+ 2LV (t − a)
)
‖ua‖L1
+
∫ t
a
exp
(∫ t
s
2() d+ 2LV (t − s)
)
1(s) ds. (25)
4. Numerical simulations
We here make an attempt to formulate a numerical model consistent with our continuous model (1) and perform
computer simulations based on the numerical model. In order to formulate a natural model, we take seasonal effects in
all vital rates into account and consider the following case: we put l = 1 and
V (x, t) = (4 + 3 sin t)(l − x)2,
(x, t, P ) = 20(4 − cos t)e−0.1P xe−0.5x ,
(x, t) = 0.5(4 − 3 sin t) 1
1 + x ,
(P ) = 0.2P ,
m(x) = b(x) = 1,
where the harvesting rate (x, t) is speciﬁed later.The seasonal change is, formally, described by trigonometric functions
which is typical amongperiodic functions. It is understood that the four seasons “spring”, “summer”, “autumn”, “winter”
correspond to t =2k, t =/2+2k, t =+2k, t =3/2+2k (k=0, 1, . . .), respectively. In this model, the growth
rate is assumed to be highest in summer and lowest in winter, the fertility rate is supposed to be highest in autumn and
lowest in spring and the natural mortality rate becomes highest in winter and lowest in summer.
In the case as mentioned above, our mathematical model takes the form:
ut + ((4 + 3 sin t)(1 − x)2u)x + 0.5(4 − 3 sin t) 11 + x u(x, t)+0.2P(t)u(x, t) = −(x, t)u(x, t), x ∈ [0, 1), t ∈ [0, T ],
(4 + 3 sin t)u(0, t) = ∫ 10 20(4 − cos t)e−0.1P(t)xe−0.5xu(x, t) dx, t ∈ [0, T ],
u(x, 0) = u0(x), x ∈ [0, 1),
P (t) = ∫ 10 u(x, t) dx, t ∈ [0, T ],
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
(26)
where we consider three cases in which the harvesting rate (x, t) is deﬁned as follows:
Case 1: (No harvesting) (x, t) ≡ 0.
Case 2: (Harvesting when plants are over half size in all seasons)
(x, t) = (x) =
{
0 if 0x < 0.5,
3 if 0.5x < 1.
Case 3: (Harvesting when plants are over half size in autumn)
(x, t) =
{−3 cos t if 0.5x < 1 and 34+ 2k t 54+ 2k (k = 0, 1, 2, . . .),
0 otherwise.
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Case 1 is the case of no harvest. Case 2 means that the time-independent harvesting is carried out for the individuals
over half size through all seasons. For this harvesting, the probability that an individual plant of size a grows up to size
b is given by
exp
(
−
∫ b
a
(x, t) dx
)
=
{1 if a <b0.5,
exp(−3(b − 0.5)) if a0.5<b,
exp(−3(b − a)) if 0.5<a<b.
In particular, the probability for an individual plants of size 0.5 to grow up to size 1 is about 0.22. Case 3 indicates that
harvesting is done for the individuals over quarter size only in the period of autumn 34 + 2k t 54 + 2k (k =
0, 1, 2, . . .). For this harvesting, the probability that an individual plant of size a grows up to size b in this period is
given by
exp
(
−
∫ b
a
(x, t) dx
)
=
{1 if a <b0.5,
exp(3(b − 0.5) cos t) if a0.5<b,
exp(3(b − a) cos t) if 0.5<a<b.
So, in particular, the least probability for an individual plant of size 0.5 to grow up to size 1 is again about 0.22.
In any case, we apply Theorem 2.3 to ensure the existence of the solution. As a numerical scheme, we employ the
box scheme introduced in [1]. Here, we slightly modify the numerical model. Let l = 1 and J = 20. Hence, the mesh
length is given by = 1/J = 0.05. Let the unit time be h = 0.05. Then the scheme may be formulated as follows:
(Un+1j − Unj ) + (Un+1j−1 − Unj−1)
2h
+ (V
n
j + V n+1j )(Unj + Un+1j ) − (V nj−1 + V n+1j−1 )(Unj−1 + Un+1j−1 )
4
= −
n
j + nj−1 + n+1j + n+1j−1
4
× U
n+1
j−1 + Unj−1 + Un+1j + Unj
4
− n × U
n+1
j−1 + Unj−1 + Un+1j + Unj
4
− nj ×
Un+1j−1 + Unj−1 + Un+1j + Unj
4
.
Here we have employed the following coefﬁcients for the grid points (j, n) with 0jJ − 1 and 0nN − 1:
V nj = (4 + 3 sin nh)(1 − j)2,
nj = 20(4 − cos nh)e−0.1P
n
e−0.5j,
nj = 0.5(4 − 3 sin nh)/(1 + j),
n = 0.2Pn, where Pn =
J−1∑
j=1
(/2)(Unj−1 + Unj ) by the trapezoidal rule.
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Fig. 1. Case 1 (no harvesting).
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Fig. 2. Case 2 (harvesting of plants over half size in all seasons).
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Fig. 3. Case 3 (harvesting of plants over half size in autumn).
In accordance with Cases 1–3, the rates nj are, respectively, taken to be
nj = 0,
nj =
{
0 if 0j< 0.5,
3 if 0.5j< 1,
nj =
{−3 cos nh if 0.5js < 1 and 34+ 2knh 54+ 2k (k = 0, 1, 2, . . .),
0 otherwise.
The boundary condition is given by
V n0 U
n
0 =
J−1∑
j=1
(/2)(nj−1Unj−1 + njUnj ).
In our setting, “spring”, “summer”, “autumn” and “winter” correspond to n = 40k, n = 40k + 10, n = 40k + 20 and
n = 40k + 30 (k = 0, 1, . . .), respectively. We begin with the initial value u0(x) = 100. Then the solution seems to
converge to some stable periodic solution. In order to present our numerical results, we choose n= 80, 90, 100, 110 as
the time steps which correspond to “spring”, “summer”, “autumn”, “winter”, respectively.
The ﬁrst numerical result (Fig. 1) shows the seasonal change of population density without harvest. From spring
to summer, the large-sized individuals are increasing. From summer to autumn, the large-sized ones are gradually
decreasing, while the small-sized ones are increasing. From autumn to winter, individuals of size 0 (which may be
N. Kato et al. / Journal of Computational and Applied Mathematics 204 (2007) 114–123 123
considered seeds) increase and the large-sized ones decrease. From winter to spring, individuals of size 0 decrease and
the large-sized ones increase. Then it might be interpreted as the phenomenon that the seeds sprout and grow up.
In the second numerical simulation (Fig. 2), we see a sudden decrease of the densities over half size in all seasons.
This is nothing else but an effect of harvesting.
In the third computation (Fig. 3), harvesting is carried out only in a period of autumn. The results of our simulations
show that the harvesting effect appears only in autumn.
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