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1. Introduction
Time series forecasting is an essential part in
forecasting, used in various areas such as business, 
finance and engineering. In time series forecasting, 
similar variables from past observations are collected and 
analysed. From the analysis, a model which describes the 
underlying relationship between the input and output 
variables will be developed and will then be used to 
extend the time series into the future. This method is 
applicable when not much information on the underlying 
data generating process is available or when there is no 
suitable explanatory model that can map the prediction 
variable to other explanatory variables. 
For decades, researchers have been studying and 
researching on ways to improve the forecasting 
accuracies [1, 2]. Numerous experimental studies 
suggested that the combination of several different 
models can improve the forecasting accuracies compared 
to individual model [3,4,6-9]. The concept of 
combination of different models is simply to utilise the 
distinctive features of each individual models in learning 
different data patterns. Past literatures also observed that 
model combination is able to reduce the errors arising 
from faulty assumptions, bias, or mistakes in the data to a 
great extent. Therefore, using the combination method is 
the best option if there is a lot of uncertainty and issue in 
selecting the optimal forecasting model. 
After the work of Bates and Granger was proposed in 
1969 [12], several forecasts combination techniques have 
since been developed [13-15]. Amongst them are the 
weighted linear combinations, which is one of the most 
popular combining techniques due to its simplicity. In 
this technique, the weights of the individual model are 
either equal or be based on some mathematical rule. 
Other common forecasts combination methods are 
statistical methods for example the simple average and 
error-based method [16, 17].    
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Recently, combination methods using optimization 
algorithms has been used in literatures such as by [18] 
which used Particle Swarm Optimization (PSO) and 
Genetic Algorithm (GA), [19] which used rule-based 
induction methods and [20] which proposed MLP neural 
networks to calculate appropriate weights for 
combination of several time series models. Nevertheless, 
compared to traditional statistical methods, the literatures 
on the usage of artificial intelligence method for forecast 
combination is still limited and require further research 
and development. 
In this paper, a combination technique using 
Artificial Bee Colony (ABC) algorithm for finding 
appropriate weights to combine several Group Method of 
Data Handling (GMDH) models is proposed. This 
proposed technique is partially motivated by the work of 
Kondo et al. [21] which implemented three types of 
neural network architectures in GMDH to automatically 
organize the GMDH’s network architecture in medical 
imaging. In this paper, instead of implementing three 
types of architectures in one model, we propose 
forecasting several GMDH models, each using different 
types of neural network architectures. The appropriate 
combination weights are determined using ABC from the 
performances of the individual models on the validation 
datasets. This technique will utilise the strength of each 
individual model, without increasing the complexity of 
the computation.  The effectiveness of this technique is 
tested using real-world time series data which is 
frequently used in previous literatures. Additionally, the 
performances of the proposed combined method are 
compared to the individual GMDH models and several 
models from previous researches. 
The rest of the paper is organized as follows. In the 
next section, the combine approach, ABC algorithm in 
optimization, GMDH modelling approaches in 
forecasting are briefly reviewed. The proposed combined 
approaches will also be introduced in Section 2. In 
Section 3, empirical results from a real data set and a 
benchmarked data set are discussed, followed by the last 
section which contains the conclusion of this research.  
 
2. Methodology 
 
2.1 Weighted-based Combine Approach  
Based on past researches, various methods are 
available in combining forecasts. However, our focus in 
this research will be on the weighting-based combine 
approach. This widely accepted approach is done by 
giving a weight coefficient to each individual forecast 
based on its performance and then aggregate it. The 
formula for this approach is as follows: 
 
   ( 1 ) 
 
Where  is the weight of the nth individual model, and N 
is the total number of individual models to be combined. 
Meanwhile,   is the forecasted value of the nth 
individual model at H steps ahead, based on its 
performance at time T and  is the result of the 
forecast combination at H steps ahead based on its 
performance at time T. 
Additionally, in most literatures, constraints are 
imposed on the weights as follows: 
 
   ( 2 ) 
 
Even though positive weights have been applied in 
numerous studies, in this research, we implemented the 
no negative constraint theory proposed by [18] whereby 
the negative weights are also taken into considerations. 
 
2.2 ABC Optimization Algorithm 
Artificial Bee Colony is a relatively new optimization 
algorithm proposed by Karaboga [22]. This algorithm 
was inspired by the behaviour of honey bees in foraging 
for food. Basically, this algorithm consists two types of 
foragers; employed foragers and unemployed foragers. 
Employed foragers consists of the employed bees (also 
known as recruited bees), while unemployed foragers 
consist of two types of bees; onlooker bees and scout 
bees. 
In ABC algorithm, employed bees will carry 
information about the food sources (such as the position 
of food source from the nest) and share it with onlooker 
bees. This information represents a possible solution to 
the optimization problem. The onlooker bees will 
evaluate and choose the food source based on the quality 
of the nectar. This is done by calculating the probability 
of the fitness value using the formula in (3): 
   ( 3 ) 
 
Where N is the number of food sources, and  is the 
fitness value of solution j. 
The employed bees whose food sources has been 
abandoned will then turn into a scout bee and search for a 
new solution. These steps are repeated until it reaches the 
maximum number of cycles.  
The general steps in ABC is described as follows: 
Step 1: Initialize solutions. 
Step 2: Repeat until stopping criteria is met: 
- Send employed bees and calculate the fitness. 
- Send onlooker bees and calculate the fitness. 
- Send scout bees to look for another solution. 
- Memorize best solution. 
Step 3: Stop. 
 
2.3 GMDH Model  
GMDH is a heuristic self-organizing method which 
was first proposed by Ivakhnenko in year 1966 [23]. In 
conventional GMDH model, the model relies on the 
underlying assumption that the data used can be modelled 
using Kolmogorov-Gabor polynomial as shown below: 
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  ( 4 ) 
 
Where a represents the coefficients, x are the inputs 
variables, M is the number of input variables, and y is the 
output variable of the system. The equation in (4) can be 
accomplished by using a feed-forward self-organizing 
polynomial functional network. 
The basic design procedure for GMDH is described 
below: 
Step 1: For input variables X = {x1, x2, … xM}, where 
M is the total number of inputs, the dataset is first divided 
into training and testing sets. The training set is for the 
model construction, while the testing set is for the 
assessment of the model. 
Step 2: In constructing the architecture of GMDH 
model, the training data are fed to the model two at a 
time. The number of combinations for each layer can be 
calculated using (5): 
 
  ( 5 ) 
 
In conventional GMDH, each combination of input 
will form an input node that tries to model the system’s 
output by using polynomial as shown in (6) below: 
 
  ( 6 ) 
 
The coefficients a, b, c, d, e and f in equation above is 
obtained by using regression.  
Step 3: The performance of the inputs will be 
evaluated using RMSE, and based on a certain threshold, 
variables that performs the worse will be eliminated.  
Step 4: Steps 2 to 3 are repeated in each layer until the 
stopping criterion is triggered. This happens when the 
performance of the last layer worsened. 
Step 5: Once the GMDH structure has been 
established, the testing data will be input to the structure 
to produce a forecast. 
 
2.4 Proposed Combined Method 
In previous research by [21] and [24], it was shown 
that using several neuron architectures (or transfer 
functions) within a model produced better results than the 
model which only use one. Nevertheless, increasing the 
number of transfer functions in a model will increase the 
model’s complexity. Furthermore, it is quite inflexible for 
the modellers to add more transfer function in the future. 
Hence, this research proposed combining several GMDH 
models, each using only one transfer function. By doing 
this, the computation will be much simpler and more 
flexible. The steps for the proposed method are as 
follows: 
Step 1: The forecasting steps is similar to GMDH 
conventional model. However, in this proposed method, 4 
GMDH models are developed, each using different types 
of transfer functions as shown in Table 1. 
 
 
Table 1: Different types of transfer functions. 
 
Type Name Transfer 
Function 
1 Polynomial  
2 Logistic Sigmoid 
 
3 Radial Basis 
Function 
 
4 Hyperbolic 
Tangent  
 
Step 2: For each combination of 2 inputs (for 
example,  and ),  can presented as shown in (6). For 
each transfer function, the values of  are calculated as 
shown in Table 2. 
 
Table 2: Values of Z for each transfer function. 
 
Type Name Transfer 
Function 
1 Polynomial  
2 Logistic Sigmoid 
 
3 Radial Basis 
Function 
 
4 Hyperbolic 
Tangent  
 
Where  is the output variable and  is the normalized 
output variable. 
Step 3: The generated forecasting output for each 
model can be written as , where N is the total 
number of models to be combined. 
Step 4: In combining the forecasted output, the 
determination of the appropriate weights is depicted in 
matrix form below: 
  ( 7 ) 
 
Step 5: In this study, ABC algorithm will estimate the 
weights for (7) by generating random weights at each 
iteration. Then the best weight is selected by calculating 
the performance of output  using sum of squares error 
(SSE) in (8): 
 
  ( 8 ) 
 
Where  is the actual value and  is the forecasted 
value. The process of finding suitable weights are 
repeated until ABC’s maximum cycle is reached.  
Step 6: After finding the most suitable weights, the 
models are combined using (1) to produce the final 
combined forecast. 
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Fig. 1: The overall process involved in the proposed 
method. 
  
3. Data 
In this research, the reliability of the proposed model 
is tested on the well-known international airline 
passengers’ data. This data has been previously used by 
several researches in forecasting area and has a strong 
seasonal pattern. The airline data was taken from January 
1949 to December 1960 (comprising of 144 total 
datasets), which comprises of the total number of 
passengers on international airlines in thousands. The 
division of the data in for the development of GMDH 
model in this research is 90% training, and 10% testing. 
 
 
 
Fig. 2: International airline passengers time series (Jan 
1949-Dec 1960). 
 
4. Performance Criteria 
To assess the performance of the proposed model, 
mean squared error (MSE), mean absolute error (MAE) 
and mean absolute percentage error (MAPE) are used in 
this research. These three statistical measurements are 
often used in the evaluating the performances of 
forecasting models [25]. The formula for these 
measurements are as follows: 
 
  ( 9 ) 
  ( 10 ) 
  ( 11 ) 
 
Where  is the sample size,  is the actual value and  is 
the forecasted value of the model. A model is considered 
the best if it has the smallest value of MSE, MAE and 
MAPE. 
 
5. Experiments and Results 
In this study, the implementation of GMDH and ABC 
is done using MATLAB R2014b. The execution of ABC 
is simple, due to it having few numbers of parameters i.e. 
decision variables size, decision variables upper and 
lower boundaries and maximum number of iterations.  
The decision matrix size depends on the number of 
weights to be estimated (in this case, 1x4, whereby 4 is 
the number of individual models which is intended to be 
combined). The maximum and the minimum value of 
decision variables is set as 1 and -1 respectively, since 
this research considers the no negative constraint theory. 
The cost function used in this study is SSE. SSE will 
calculate the performance of weights which are randomly 
generated by ABC at each iteration. Weights which 
produced the smallest SSE will be kept at each cycle, and 
by the end of the iterations, the best weights will be 
presented. These weights will then be used to combine 
each individual model as explained in the previous 
sections. In this study, the maximum number of iterations 
for ABC is 50. 
The output for the forecasting of the individual 
models and the proposed combined GMDH model is 
depicted in Fig. 3. 
 
 
 
Fig. 3: Comparison between actual data with individual 
models and proposed model (testing data). 
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Table 3: Comparing the performance of the proposed 
model with individual models. 
 
Models MSE RMSE MAE MAPE 
Individ-
ual 
Models 
Convent
-ional 
244.45 15.63 12.13 2.69 
RBF 1987.19 44.58 26.08 5.03 
Sigmoid 861.94 29.36 25.54 5.32 
Tanh 249.35 15.79 12.58 2.79 
Combined Model 
 
139.76 11.82 9.85 2.27 
 
Table 3 shows the performances of individual GMDH 
models and the proposed combined model. Based on the 
results of the individual models, it can be seen that the 
forecasting results varies depending on the type of 
transfer functions used. Among the four models, GMDH 
which used radial basis function (RBF) performed the 
worst in terms of MSE, with a value of 1987.19. This is a 
very large value when compared with the conventional 
GMDH (which used polynomial transfer function). The 
same can be said about GMDH which utilized logistic 
sigmoid transfer function, with MSE of 861.94. On the 
other hand, the conventional GMDH performs the best 
among the four models, followed by GMDH using 
hyperbolic tangent transfer function with MSE of 244.45 
and 249.35 respectively. This indicates the possibility that 
GMDH using RBF and logistic sigmoid transfer function 
could not properly capture the seasonal patterns of the 
international airline passenger’s data.  
The empirical results also demonstrate that by 
combining the models, a better result can be obtained 
even though the performances of the individual models 
vary by a large margin. In the table shown, the proposed 
combined model managed to further reduce the MSE 
value of the best individual model by 57%. This result is 
consistent with the theory of forecast combination, 
whereby the strengths of each single model are being 
exploited. Furthermore, the heuristic nature of ABC 
which generates random weights at each iteration enable 
the best weights to be discovered unlike the traditional 
statistical method which is static. 
 
Table 4: Comparing the performances of the proposed 
model with models from previous literatures. 
 
Model MSE 
Faraway’ ARIMA (1987) 325.839 
Faraway’ ANN (1987) 241.670 
Samsudin et al.’s GLSSVM (2011) 228.546 
Proposed Combined GMDH 139.7649 
 
To further assess the proposed model, the models 
previously used in past literatures are used to compare the 
performances. These models also applied international 
airline data, making it suitable to be used as benchmark 
models. As shown in Table 4, the proposed model is 
compared to a linear model and 2 non-linear models from 
past literatures. The models consist of the notable ANN 
and ARIMA model which was modelled by [26], and 
GLSSVM model which was proposed by [27-28]. The 
results showed that the linear model, ARIMA produced 
the worst result with MSE of 325.839 followed by ANN 
with MSE of 241.670. This result proved that ARIMA 
has failed to completely capture the non-linearity of the 
airline data due to it being a linear model. ANN on the 
other hand is a non-linear model, and hence have a better 
chance in capturing the underlying patterns in the data. 
However, GLSSVM model performed better than 
both ARIMA and ANN, with MSE of 228.546. This is 
mainly because GLSSVM is a combination of two 
models; GMDH with least squares support vector 
machine (LSSVM) model. A hybrid model usually has 
the tendency to outperform a single individual model. 
However, hybridization is usually done using two or three 
individual models. If more individual models are 
included, the model will become too complex [18].  
Conversely, a combination method can combine large 
amount of individual models without having computation 
difficulties. Furthermore, the more individual models are 
combined, the better the forecast output as seen in the 
work of [18]. Thus, the proposed model in this study 
managed to produce a result which is significantly better 
than the three benchmark models with MSE of 139.76. 
 
6. Summary 
It is a well-known fact in the forecasting area that 
there is no model that can perform well for all types of 
data. Real world data are usually a mix of linear and non-
linear, and often have different characteristic from one 
another. That is to say, even if a model performs well for 
a certain data, it might not be able to perform best in 
another data. One of the best way to solve this issue is by 
combining the models so that the strength of each model 
could be utilize.  In this study, we proposed combining 
several heuristic GMDH models (each modified with 
different transfer functions) using ABC algorithm on a 
seasonal time series data. We have demonstrated that by 
combining the models using ABC, the results could be 
better improved even though the performances of each 
model differ from one another. This is due to the fact that 
ABC algorithm is heuristic in nature and is able to 
discover the best weights for each individual model. 
Hence, the empirical results from this study prove that 
ABC algorithm can be a promising tool for combining 
time series data. 
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