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SINGULAR PERTURBATION AND STATIONARY SOLUTIONS
OF PARABOLIC EQUATIONS IN GAUSS-SOBOLEV SPACES
PAO-LIU CHOW*
Abstract. The paper is concerned with a class of parabolic equations in a
Gauss-Sobolev space containing a small parameter ε > 0. They degenerate
into elliptic equations as ε tends to zero. It is proven that, under appropriate
conditions, the solution to the Cauchy problem for such a parabolic equation
converges, as ε ↓ 0, to a limit that satisfies the reduced elliptic equation. This
singular perturbation problem is shown to be closely related to the stationary
solution of the parabolic problem as t→∞. An application of this result to
the asymptotic evaluation of a certain functional integral is given.
1. Introduction
The subject of parabolic equations in infinite dimensions has been studied by
many authors, (see e.g., the papers [6, 10, 13] and the books [3, 7, 8]). In finite
dimensions, the singular perturbation problems for partial differential equations
have been studied extensively [9]. It is natural to initiate the investigation of
such problems in infinite dimensions. In a recent paper [4], we treated the singular
perturbation problem for the Kolmogorov equation in a Gauss-Sobolev space when
the diffusion coefficient approaches zero. In contrast the current paper is concerned
with a class of parabolic equations containing a small positive parameter ε such
that, as ε ↓ 0, the equations become elliptic. In particular we are interested in the
limiting behavior of solutions to the associated Cauchy (initial-value) problems as
the parameter tends to zero. As it turns out, such problems are closely related to
the existence question of the stationary solutions to the parabolic Cauchy problems
as the time t→∞. In both of the linear and the semilinear cases, the existence of
strong solutions to the associated Cauchy problems was proved in a recent paper
[2]. Here the main technical problem is to show that such strong solutions will
converge in a proper sense to the reduced elliptic equations. Moreover we will
show the connection of the singular perturbation problems to that of asymptotic
solutions of the parabolic equations as t→∞.
To be specific, the paper is organized as follows. In Section 2, we recall some
basic results in the Gauss-Sobolev spaces to be needed in the subsequent sections.
Section 3 pertains to the strong solutions of parabolic equations in Gauss-Sobolev
spaces. Some a priori estimates and inequalities for the linear equations are given
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by Lemmas 3.1 to 3.3, and the existence of strong solutions to the semilinear para-
bolic equations is ensured by Theorem 3.4. Then a singular perturbation problem
and the related stationary solutions for linear parabolic equation are considered in
Section 4. The results on the convergence of solutions are presented in Theorem
4.1 and Theorem 4.2, respectively. In Section 5 the corresponding results for the
semilinear parabolic equations are given in Theorem 5.4 and Theorem 5.5. As
an application, Theorem 5.5 is applied to the asymptotic evaluation of a certain
functional integral in Section 6.
2. Preliminaries
Let H be a real separable Hilbert space with inner product (·, ·) and norm |·| and
let V ⊂ H be a Hilbert subspace with norm ‖·‖. Denote the dual space of V by V ′
and their duality pairing by 〈·, ·〉. Assume that the inclusions V ⊂ H ∼= H ′ ⊂ V ′
are dense and continuous [11].
Suppose that A : V → V ′ is a continuous closed linear operator with domain
D(A) dense in H, and Wt is a H-valued Wiener process with the covariance oper-
ator R. Consider the linear stochastic equation in a distributional sense:
dut = Aut dt+ dWt, t ≥ 0,
u0 = h ∈ H.
(2.1)
Assume that the following conditions (A.1)–(A.3) hold:
(A.1) Let A : V → V ′ be a self-adjoint, coercive operator such that
〈Av, v〉 ≤ −β‖v‖2,
for some β > 0, and (−A) has positive eigenvalues 0 < γ1 ≤ γ2 ≤ · · · ≤
γn ≤ · · · , counting the finite multiplicity, with γn ↑ ∞ as n → ∞. The
corresponding orthonormal set of eigenfunctions {en} is complete.
(A.2) The resolvent operator Rλ(A) and covariance operator R commute, so
that Rλ(A)R = RRλ(A), where Rλ(A) = (λI − A)−1, λ ≥ 0, with I
being the identity operator in H.
(A.3) The covariance operator R : H → H is a self-adjoint operator with a finite
trace such that Tr R <∞.
Then, by a direct calculation or applying Theorem 4.1 in [5] for invariant mea-
sures, we have the following theorem.
Theorem 2.1. Under conditions (A.1)–(A.3), the stochastic equation (2.1) has a
unique invariant measure µ on H, which is a centered Gaussian measure supported
in V with covariance operator Γ = −1
2
A−1R.
Remark 2.2. Let etA denote the semigroup of operators generated by A. Without
condition (A.2), the covariance operator of the invariant measure µ is given by
R =
∫∞
0
etARetAdt, which cannot be evaluated in a closed form. Though a L2(µ)−
theory can be developed in the subsequent analysis, one needs to impose some other
conditions which are not easily verifiable.
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Let H = L2(H,µ) with norm defined by
‖|Φ‖| = {
∫
H
|Φ(v)|2µ(dv)}1/2,
and the inner product [·, ·] given by
[Θ,Φ] =
∫
H
Θ(v)Φ(v)µ(dv), forΘ,Φ ∈ H.
Let n = (n1, n2, · · · , nk, · · · ), where nk ∈ Z+, the set of nonnegative integers,
and let Z = {n : n = |n| = ∑∞k=1 nk < ∞}, so that nk = 0 except for a finite
number of n′ks. Let hm(r) be the standard one-dimensional Hermite polynomial
of degree m. For v ∈ H, define a Hermite (polynomial) functional of degree n by
Hn(v) =
∞∏
k=1
hnk [`k(v)],
where we set `k(v) = (v,Γ−1/2ek) and Γ−1/2 denotes a pseudo-inverse, by restrict-
ing it to the range of Γ1/2. For a smooth functional Φ on H, let DΦ and D2Φ
denote the Fre´chet derivatives of the first and second orders, respectively. The
differential operator
AΦ(v) = 1
2
Tr[RD2Φ(v)] + 〈Av,DΦ(v)〉 (2.2)
is well defined for a polynomial functional Φ with DΦ(v) lies in the domain D(A)
of A. It was shown in [1] that the following holds.
Proposition 2.3. The set of all Hermite functionals {Hn : n ∈ Z} forms a
complete orthonormal system in H. Moreover we have
AHn(v) = −λnHn(v), ∀n ∈ Z,
where λn = n · γ =
∑∞
k=1 nkγk.
We now introduce the Gauss-Sobolev spaces. For Φ ∈ H, by Proposition 2.2, it
can be expressed as
Φ =
∑
n∈Z
ΦnHn,
where Φn = [Φ,Hn] and ‖|Φ‖|2 =
∑
n |Φn|2 < ∞. Let Hm denote the Gauss-
Sobolev space of order m defined as
Hm = {Φ ∈ H : ‖|Φ‖|m <∞}
for any integer m, where the norm
‖|Φ‖|m = ‖|(I −A)m/2Φ‖| = {
∑
n
(1 + λn)m|Φn|2}1/2, (2.3)
with I being the identity operator in H = H0. For m ≥ 1, the dual space H′m
of Hm is given by H−m, and the duality pairing between them will be denoted
by 〈〈·, ·〉〉m with 〈〈·, ·〉〉1 = 〈〈·, ·〉〉. Clearly, the sequence of norms {‖|Φ‖|m} is
increasing, that is,
‖|Φ‖|m < ‖|Φ‖|m+1,
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for any integer m, and, by identify H with its dual H′, we have
Hm ⊂ Hm−1 ⊂ · · · ⊂ H1 ⊂ H ⊂ H−1 ⊂ · · · ⊂ H−m+1 ⊂ H−m, form ≥ 1,
and the inclusions are dense and continuous. Of course the spaces Hm can be
defined for any real number m, but they are not needed in this paper.
Owing to the use of the invariant measure µ, it is possible to develop a L2-theory
of infinite-dimensional parabolic and elliptic equations connected to stochastic
PDEs similar to the finite-dimensional ones. In particular the following properties
of A are crucial in the subsequent analysis. So far the differential operator A given
by (2.2) is defined only in the set of Hermite polynomial functionals. In fact it
can be extended to a self-adjoint linear operator in H. To this end, let PN be a
projection operator in H onto its subspace spanned by the Hermite polynomial
functionals of degree N and define AN = PNA. Then the following theorem holds
(Theorem 3.1, [1]).
Theorem 2.4. The sequence {AN} converges strongly to a linear symmetric op-
erator A : H2 → H, so that, for Φ,Ψ ∈ H2, the following identity holds:∫
H
(AΦ,Ψ) dµ =
∫
H
(AΨ)Φ dµ = −1
2
∫
H
(RDΦ, DΨ) dµ. (2.4)
Moreover, A has a self-adjoint extension, still denoted by A, with domain dense
in H.
For Φ ∈ C2b(H) being a bounded C2-continuous functional on H, let Pt denote
the transition operator defined by
[PtΦ](v) = E{Φ(ut)|u0 = v} = Ψt(v).
Then, for v ∈ D(A), Ψt(v) satisfies the Kolmogorov equation in the classical
sense:
∂
∂t
Ψt(v) = AΨt(v), t > 0,
Ψ0(v) = Φ(v).
(2.5)
In fact the transition operator Pt can be extended to be a bounded linear
operator on H and it is possible to define the equation (2.5) for µ-a.e. v ∈ H.
Theorem 2.5. Under conditions (A.1)–(A.3), the transition operator Pt is defined
on H for all t ≥ 0 and {Pt : t ≥ 0} forms a strongly continuous semigroup of linear
contraction operators on H with the infinitesimal generator A˜ = A in H2.
3. Basic Estimates and Existence Theorem
Consider the Cauchy problem for the linear parabolic equation:
∂
∂t
Ψt(v) = AαΨt(v) +Qt(v), µ− a.e. v ∈ H, t > 0,
Ψ0(v) = Φ(v),
(3.1)
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for Q ∈ L2((0,∞);H) and Φ ∈ H, where α is a positive parameter and
Aα = (A− αI). (3.2)
It was shown in [1] that the solution of (3.1) has the regularity:
Ψ ∈ C([0, T ];H) ∩ L2((0, T );H1).
Let Gt denote the Green’s operator associated with equation (3.1) given by
Gt = e−αtPt.
In view of Theorem 2.4, the solution of (3.1) can be expressed as
Ψt(v) = [GtΦ](v) +
∫ t
0
[Gt−sQs](v)ds. (3.3)
In what follows, we assume that conditions (A.1)–(A.3) are satisfied. Then we
have the following technical lemmas.
Lemma 3.1. The Green’s operator Gt : H → H is linear and bounded such that,
for Φ ∈ H and Q ∈ L2((0,∞);H), we have
‖|GtΦ‖| < e−αt‖|Φ‖|, (3.4)
and
‖|
∫ t
0
Gt−sQs ds‖|2 ≤ 1
α
∫ t
0
e−α(t−s) ‖|Qs‖|2 ds, t ≥ 0. (3.5)
Proof. For Φ ∈ H, in terms of the Hermite functionals, we can write
GtΦ =
∑
n
e−βnt[Φ,Hn]Hn, with βn = α+ λn, (3.6)
It follows that
‖|GtΦ‖|2 =
∑
n
e−2βnt[Φ,Hn]2
≤ e−2αt
∑
n
[Φ,Hn]2 = e−2αt‖|Φ‖|2,
which verifies (3.4). Similar to (3.6), for Q ∈ L2((0, T );H), we have
Gt−sQs =
∑
n
e−βn(t−s)[Qs, Hn]Hn, with βn = α+ λn,
so that
‖|
∫ t
0
Gt−sQs ds‖|2 =
∑
n
{
∫ t
0
e−βn(t−s)Qns ds}2, (3.7)
where we let Qns = [Qs, Hn]. Since
{
∫ t
0
e−βn(t−s)Qns ds}2 ≤
1
βn
∫ t
0
e−βn(t−s)|Qns |2 ds,
≤ 1
α
∫ t
0
e−α(t−s)|Qns |2 ds,
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the inequality (3.5) can be obtained from (3.7) as follows
‖|
∫ t
0
Gt−sQs ds‖|2 ≤ 1
α
∑
n
∫ t
0
e−α(t−s)|Qns |2 ds
=
1
α
∫ t
0
e−α(t−s)‖|Qs‖|2ds,
where the interchange of the summation and integration can be justified due to
the monotone convergence. ¤
Lemma 3.2. For Q ∈ L2((0, T );Hm−1), the following inequality holds:
‖|
∫ t
0
Gt−sQs ds‖|2m ≤
1
α1
∫ t
0
e−α(t−s)‖|Qs‖|2m−1 ds, (3.8)
where α1 = min{α, 1} and ‖| · ‖|0 = ‖| · ‖|.
Proof. By definition (2.3) and an expansion in terms of the Hermite functionals,
similar to (3.7), we can obtain
‖|
∫ t
0
Gt−sQs ds‖|2m =
∑
n
(1 + αn)m{
∫ t
0
e−βn(t−s)Qns ds}2, (3.9)
where we let Qns = [Qs, Hn]. Since
{
∫ t
0
e−βn(t−s)Qns ds}2 ≤
1
βn
∫ t
0
e−βn(t−s)|Qns |2 ds,
the equation (3.9) yields
‖|
∫ t
0
Gt−sQs ds‖|2m ≤
∑
n
(1 + λn)m
βn
∫ t
0
e−βn(t−s)|Qns |2 ds
≤ 1
α1
∫ t
0
e−βn(t−s)‖|Qs‖|2m−1ds,
(3.10)
after changing the order of the summation and integration. The inequality (3.8)
now follows from (3.9). ¤
Lemma 3.3. The linear operator Aα : H2 → H, as defined by (3.2), has a
bounded inverse A−1α such that
‖|A−1α Θ‖|2 ≤
1
α2
‖|Θ‖|2, for Θ ∈ H, (3.11)
and
‖|A−1α Φ‖|2 ≤
1
αα1
‖|Φ‖|2−1, for α1 = min{α, 1}, Φ ∈ H−1. (3.12)
Further, for any Θ ∈ H, the following equation holds
lim
t→∞
∫ t
0
GsΘ ds = −A−1α Θ. (3.13)
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Proof. The linear operator is clearly invertible since, by equation (2.4),
〈〈−AαΦ,Φ〉〉 ≥ α1 ‖|Φ‖|21
for Φ ∈ H2.
The inequalities (3.11) and (3.12) can be verified similarly by expanding Φ in
terms of the Hermite functionals. So, for brevity, we will only show the latter one.
We can get
‖|A−1α Φ‖|2 =
∑
n
(α+ λn)−2Φ2n
≤ 1
αα1
∑
n
(1 + λn)−1Φ2n,
or
‖|A−1α Φ‖|2 ≤
1
αα1
‖|Φ‖|2−1.
Since Aα generates a contraction semigroup Gt in H, the equation (3.13) is
known to be true in the semigroup theory [12]. ¤
Now consider the Cauchy problem for the nonlinear evolution equation in H in
a distributional sense:
d
dt
Ψt = AαΨt + B(Ψt) +Qt, t > 0,
Ψ0 = Θ,
(3.14)
where B : H1 → H is bounded and continuous. Then it follows from Theorem 4.2
[2] that the following theorem holds.
Theorem 3.4. Suppose that Aα is given as before, and B satisfies the following
conditions:
(1) ‖|B(Φ)‖|2 ≤ C1 {1 + |Φ|2 + |R1/2DΦ|2 },
(2) ‖|B(Φ)− B(Φ′)‖|2 ≤ C2 { |Φ− Φ′|2 + |R1/2D(Φ− Φ′) |2 },
for some constants C1, C2 > 0 and for any Φ,Φ′ ∈ H1.
Then, for Θ ∈ H and Q ∈ L2((0,∞);H), the Cauchy problem (3.14) has a unique
strong solution Ψ ∈ C([0, T ];H) ∩ L2((0, T );H1), for any T > 0, so that the
following equation holds for every t ∈ [0, T ], Φ ∈ H1:
[Ψt,Φ] = [Θ,Φ] +
∫ t
0
〈〈AαΨs,Φ〉〉 ds+
∫ t
0
[B(Ψs),Φ] ds+
∫ t
0
[Qs,Φ] ds.
Lemma 3.5. Let Ft be a bounded continuous H-valued function on [0,∞). Sup-
pose there is F0 ∈ H such that
lim
t→∞ ‖|F (t)− F0‖| = 0.
Then, for any α > 0, we have
lim
t→∞
∫ t
0
e−α(t−s) ‖|F (s)− F0‖|2 ds = 0. (3.15)
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Proof. Let ft = ‖|F (t) − F0‖|2. Then ft is a bounded continuous real-valued
function on [0,∞) with ft ≥ 0 and ft → 0 as t→∞. Thus the equation
lim
t→∞
∫ t
0
e−α(t−s) fs ds = 0,
can be verified easily. ¤
4. Linear Parabolic Equations
Consider the singularly perturbed form for the linear parabolic equation (3.1),
which will be regarded as an evolution equation in H (in a distributional sense):
ε
d
dt
Ψεt = AαΨεt +Qεt , t > 0,
Ψε0 = Θ,
(4.1)
where ε ∈ (0, 1] is a small parameter andQεt is a givenH-valued function depending
on ε. Therefore the solution, denoted by Ψεt , also depends on ε. Suppose that Qεt
is bounded and continuous in t ∈ [0,∞) for each ε ∈ (0, 1], and there exists Q ∈ H
such that
lim
ε→0
sup
t∈[δ,T ]
‖|Qεt −Q‖| = 0, (4.2)
for any finite interval [δ, T ] ⊂ (0,∞).
For a fixed t > 0 we are interested in the asymptotic behavior of the solution
as ε → 0. Suppose that, as ε → 0, the solution Ψεt converges in H2 to a limit Ψ
for t > 0. Then formally, in view of condition (4.2), the equation (4.1) reduces to
the elliptic equation for Ψ:
AαΨ = −Q, . (4.3)
This result can be made precise by the following theorem.
Theorem 4.1. Let Θ ∈ H and let Qεt be a H − valued function on [0,∞) such
that it is bounded and continuous for all ε ∈ (0, 1]. Suppose that conditions (A.1)–
(A.3) and condition (4.2) hold. Then, for any t > 0, there exists Ψ ∈ H2 such
that
lim
ε→0
‖|Ψεt −Ψ‖| = 0, (4.4)
and the limit is uniform in any finite interval [a, b] ⊂ [δ,∞). Moreover the limit
Ψ satisfies the elliptic equation (4.3).
Proof. In view of equation (3.3), the solution of equation (4.1) can be written as
Ψεt = [GεtΘ] +
1
ε
∫ t
0
[Gεt−sQεs]ds, (4.5)
where we set Gεt = Gt/ε. By Lemma (3.1), we have, for Θ ∈ H,
‖|GεtΘ‖| ≤ e−αt/ε‖|Θ‖|
so that
lim
ε→0
GεtΘ = 0. (4.6)
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Let
Uεt =
1
ε
∫ t
0
Gεt−sQεs ds, (4.7)
and
V εt =
1
ε
∫ t
0
Gεt−sQds =
∫ t/ε
0
GsQds. (4.8)
By (3.13) in Lemma 3.3, we get
lim
ε→0
V εt = lim
t→∞
∫ t
0
GsQds = −A−1α Q, Q ∈ H. (4.9)
By invoking Lemma (3.2), we can deduce from (4.7) and (4.8) that
‖|Uεt − V εt ‖| ≤
1
ε
∫ t
0
e−α(t−s)/ε‖|Qεs −Q‖| ds
=
1
ε
∫ εT
0
e−α(t−s)/ε‖|Qεs −Q‖| ds+
1
ε
∫ t
εT
e−α(t−s)/ε‖|Qεs −Q‖| ds
=
∫ T
0
e−ατ‖|Qεt−ετ −Q‖| dτ +
∫ t/ε
T
e−α(t−s)‖|Qεεs −Q‖| ds
≤
∫ T
0
e−ατ‖|Qεt−ετ −Q‖| dτ +
M
α
e−αT ,
(4.10)
where M = sup
t≥0,0<ε≤1
(‖|Qεt‖|+ ‖|Q‖|).
For any η > 0 and t ∈ [a, b], choose T > b such that
M
α
e−αT < η/2.
For this fixed T , we let ε be so small that (a− εT ) ≤ δ. Then we have
sup
a≤t≤b
∫ T
0
e−ατ‖|Qεt−ετ −Q‖| dτ ≤
1
α
sup
δ≤t≤T
‖|Qεt −Q‖|,
which, in view of condition (4.2), can be made less than η/2 for a sufficiently small
ε. Hence it follows from (4.10) and the above estimates that, for any η > 0, there
exists ε0 > 0 such that
sup
a≤t≤b
‖|Uεt − V εt ‖| < η,
for 0 < ε < ε0. That is, by noting (4.9),
lim
ε→0
Uεt = lim
ε→0
V εt = −A−1α Q, (4.11)
for any t ∈ [a, b]. By taking (4.6), (4.7) and (4.11) into account, we deduce from
(4.5) that, for t > 0, the limit (4.2) holds true and Ψεt converges to Ψ = −A−1α Q ∈
H2 as ε→ 0 so that it satisfies equation (4.3) as asserted. ¤
Now let us consider the stationary solution of the following Cauchy problem as
t→∞:
d
dt
Φt = Aα Φt +Qt, Φ0 = Θ. (4.12)
As it turns out, this can be reformulated as a singular perturbation problem so
that the above theorem is applicable. In fact we have the following theorem.
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Theorem 4.2. Let Qt ∈ H be bounded and continuous on [0,∞) such that the
following condition holds in H
lim
t→∞ Qt = Q. (4.13)
Then under conditions (A.1)–(A.3), for any Θ ∈ H, there exists the limit
lim
t→∞Φt = Ψ, (4.14)
and Ψ satisfies the elliptic equation (4.3).
Proof. Let us re-scale the time t by letting τ = εt. We set Φt = Φτ/ε
.= Ψετ
and Qt = Qτ/ε
.= Qετ . Then, after the change of time, the equation (4.12) yields
equation (4.1). Notice that, for a fixed τ , the limit ε → 0 implies that t → ∞.
Therefore it is enough to show that, for a fixed τ > 0,
lim
ε→0
Ψετ = Ψ.
By definition and condition (4.13), we have
lim
ε→0
sup
a≤τ≤b
‖|Qετ −Q‖| = lim
ε→0
sup
a≤τ≤b
‖|Qτ/ε −Q‖| = lim
t→∞ ‖|Qt −Q‖| = 0.
This shows that the condition (4.2) for Theorem 4.1 is fulfilled. So we can
apply this theorem to conclude that the limit (4.14) exists and it satisfies equation
(4.3). ¤
Remark 4.3. Two special cases for the function Qεt are of special interest. For
Qεt = Qt/ε, the condition (4.2) yields
Q = lim
ε→0
Qεt = lim
t→∞ Qt = Q∞,
while, for Qεt = Qεt,
Q = lim
ε→0
Qεt = lim
t→0
Qt = Q0.
5. Semilinear Parabolic Equations
Now consider the Cauchy problem for the nonlinear parabolic equation:
ε
∂
∂t
Ψεt (v) = AαΨεt (v) + F(v,Ψεt , DΨεt ) +Qεt (v), 0 < t < T,
Ψ0(v) = Φ(v),
(5.1)
where, under suitable conditions, the nonlinear term F : V × R×H → H can be
defined µ-a.e.. Similar to the linear case (4.1), we regard (5.1) as the following
evolution equation in H:
ε
d
dt
Ψεt = AαΨεt + B(Ψεt ) +Qεt , t > 0,
Ψε0 = Θ,
(5.2)
where we let B(φ) = F(·, φ,Dφ). As before we are interested in proving the
convergence of the solution Ψεt to a limit as ε → 0 and the related stationary
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solution. Unlike the linear case, under certain conditions on B and Qεt , we can
only show that the solution Ψεt converges to a limit Ψ in a weaker sense and it is
a mild solution of the stationary equation:
AαΨ+ B(Ψ) + Q = 0. (5.3)
To proceed we rewrite the equation (5.3) in the integral form:
Ψt = GtΘ+
∫ t
0
Gt−sB(Ψεs) ds+
∫ t
0
Gt−sQs ds. (5.4)
In particular we impose the following conditions:
(B.1) Let B(·) : H1 → H a continuous mapping with B(0) = 0. Suppose there
exist positive constants b1, b2, such that b2 <
√
b1 < α and
‖|B(φ)− B(ψ)‖|2 ≤ b1‖|φ− ψ‖|2 + b2 ‖|R 12D(φ− ψ)‖|,
for any φ, ψ ∈ H1.
(B.2) The map B can be extended to be a continuous operator from H into H−1
such that, for some constant κ > 0, the following holds
‖|B(φ)− B(ψ)‖|−1 ≤ κ ‖|φ− ψ‖|,
for any φ, ψ ∈ H.
(B.3) Let Qεt = Qt/ε such that Qt is a bounded continuous H-valued function
on [0,∞) with the limit
lim
t→∞ Qt = Q.
Similar to the linear case, by a simple change of the time-scale, we define Φt =
Ψεεt. Then it follows from equation (5.2) and condition (B.3), that Φt satisfies the
equation:
d
dt
Φt = AαΦt + B(Φt) +Qt, t > 0,
Φ0 = Θ, .
(5.5)
To show Ψεt → Ψ as ε → 0, it suffices to prove that lim
t→∞ Φt = Ψ. To this end
we shall first present some lemmas. In what follows, the conditions (A.1)–(A.3)
are always assumed to be true without further mentioning.
Lemma 5.1. Suppose the conditions (B.1) to (B.3) hold. Then, for Θ ∈ H, the
Cauchy problem (5.5) has a strong solution Φ· ∈ C([0, T ];H) ∩ L2((0, T );H1).
Moreover the following energy equation holds
d
dt
‖|Φt‖|2 = −‖|R1/2DΦt‖|2 − 2α ‖|Φt‖|2
+2[B(Φt),Φt] + 2 [Qt,Φt],
‖|Φ0‖|2 = ‖|Θ‖|2.
(5.6)
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Proof. Under the conditions (B.1)–(B.3), we can apply Theorem 3.4 to assert the
existence of a unique strong solution with the indicated regularity property. So
we have Φt ∈ H1 and ddtΦt ∈ H−1. The equation (5.6) can be derived easily from
(5.5). We have
〈〈 d
dt
Φt,Φt〉〉 = 〈〈AαΦt,Φt〉〉+ [B(Φt),Φt] + [Φt, Qt],
which yields equation (5.6) with the aid of the integration by parts formula given
in Theorem 2.3. ¤
Lemma 5.2. As in Lemma 5.1, under conditions (B.1)–(B.3), the the following
inequality holds
‖|Φt‖|2 ≤ ‖|Θ‖|2e−γt + 1
γ
∫ t
0
e−γ(t−s)‖|Qs‖|2 ds, (5.7)
where γ = (α−√b1).
Proof. For any β, γ > 0, we can deduce from equation (5.6) that
d
dt
‖|Φt‖|2 ≤ −‖|R1/2DΦt‖|2 − 2α ‖|Φt‖|2 + (β ‖|Φt‖|2 + 1
β
‖|B(Φt)‖|2)
+( γ ‖|Φt‖|2 + 1
γ
‖|Qt‖|2),
which, by invoking condition (B.1), yields the following
d
dt
‖|Φt‖|2 ≤ −(1− b2
β
) ‖|R1/2DΦt‖|2 − (2α− β − b1
β
− γ) ‖|Φt‖|2
+
1
γ
‖|Qt‖|2.
(5.8)
Now we set β =
√
b1 and γ = α−
√
b1 in (5.8) to get
d
dt
‖|Φt‖|2 ≤ −(1− b2√
b1
) ‖|R1/2DΦt‖|2 − (α−
√
b1) ‖|Φt‖|2 + 1
γ
‖|Qt‖|2
≤ −γ ‖|Φt‖|2 + 1
γ
‖|Qt‖|2,
which implies the desired result (5.7). ¤
To show the convergence of Φt as t→∞, we shall adopt a backward asymptotic
approach which was used effectively in the stochastic case (Lemma 11.2.2, [8]). To
this end, by extending the initial time backward in (5.5), consider the Cauchy
problem:
d
dt
Φt(s) = Aα Φt(s) + B(Φt(s)) + Q̂t, t > −s,
Φ−s(s) = Θ, for s ≥ 0,
(5.9)
where the extended function Q̂t is defined by Q̂t = Qt for t ≥ 0, and Q̂t = Q−t
for t < 0. Then we have Φt = Φ0(t). Hence Φ0(t)→ Ψ implies Φt → Ψ as t→∞.
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Theorem 5.3. Suppose the conditions (B.1)–(B.3) are satisfied. For Θ ∈ H, the
solution Φt of the Cauchy problem (5.9) converges to a limit Ψ ∈ H independent
of Θ as t→∞.
Proof. Consider the Cauchy problem (5.9). In view of (5.7) in Lemma 5.2, we shift
the initial time 0 to −s to get
‖|Φt(s)‖|2 ≤ ‖|Θ‖|2e−γ(t+s) + 1
α
∫ t
−s
e−γ(t−τ)‖|Q̂τ‖|2 dτ
≤ ‖|Θ‖|2 + M
γ
∫ t
−s
e−γ(t−τ) dτ ≤ ‖|Θ‖|2 + M
αγ
,
(5.10)
where M = sup
t≥0
‖|Qt‖|2. It follows from (5.10) that, for any t ≥ 0,
sup
s>0
‖|Φt(s)‖|2 <∞. (5.11)
Now, for r > s, let Φt(r) be the solution of (5.9) with s replaced by r and define
Φt(s, r) = Φt(s)− Φt(r).
Then it satisfies the equation
d
dt
Φt(s, r) = AαΦt(s, r) + [B(Φt(s))− B(Φt(r))] t > −s,
Φ−s(s, r) = Θ− Φs(r), for s ≥ 0.
(5.12)
As in Lemma 5.1, we can obtain from (5.12) the following equation
d
dt
‖|Φt(s, r)‖|2 = −‖|R1/2DΦt(s, r)‖|2 − 2α ‖|Φt(s, r)‖|2
+2[B(Φt(s))− B(Φt(r)),Φt(s)− Φt(r)],
‖|Φs(s, r)‖|2 = ‖|Θ− Φs(r)‖|2.
(5.13)
In view of condition (B.1), similar to (5.8), equation (5.13) yields the following
inequality
d
dt
‖|Φt(s, r)‖|2 ≤ −(1− b2√
b1
) ‖|R1/2DΦt(s, r)‖|2 − (α−
√
b1) ‖|Φt(s, r)‖|2
≤ −γ ‖|Φt‖|2,
which implies
‖|Φt(s, r)‖|2 ≤ ‖|Θ− Φs(r)‖|2e−γ(t+s)
≤ 2 (‖|Θ‖|2 + ‖|Φs(r)‖|2)e−γ(t+s).
Therefore, in view of (5.11), we have, for any t ≥ 0, r > s,
lim
s→∞ ‖|Φt(s, r)‖|
2 = lim
r,s→∞ ‖|Φt(s)− Φt(r)‖|
2 = 0. (5.14)
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In particular we set t = 0 in (5.11) and (5.14) to conclude that the family
{Φs = Φ0(s) : t > 0} yields a Cauchy sequence in H so that
lim
t→∞Φt = Ψ. (5.15)
To show the limit Ψ is independent of the initial state Θ, suppose that Φ0 =
Θ′ 6= Θ and denote the corresponding solution of the Cauchy problem (5.5) by
Φ′t. Then, similar to the estimate in Lemma 5.2, we can show that the difference
(Φt − Φ′t) has the following bound:
‖|(Φt − Φ′t)‖|2 ≤ C‖|Θ−Θ′‖|2 e−γt
for some C > 0, which implies that Ψ = Ψ′ and the limit is independent of the
initial state as claimed. ¤
Returning to the singular perturbation problem (5.1) or (5.2), the following
theorem assert that, as ε ↓ 0, the solution Ψεt converges to the mild solution of the
stationary equation.
Theorem 5.4. Suppose that conditions (B.1)–(B.3) hold. Then, for any t > 0
and Θ ∈ H, the solution Ψεt of the Cauchy problem (5.1) converges to the limit:
lim
ε→0
Ψεt = Ψ, (5.16)
and Ψ is the mild solution of (5.3) which satisfies the following equation:
Ψ = −A−1α [B(Ψ) + Q], (5.17)
where A−1α B(·) .= A−1α ◦ B(·) is a bounded linear operator on H. Moreover the
solution of equation (5.17) is unique if, in condition (B.2), κ <
√
αα1 with α1 =
min{α, 1}.
Proof. It follows from Theorem 5.3 that, by re-scaling the time, we can conclude
that the limit given by (5.16) exists. To verify the equation (5.17), again we work
with the re-scaled equation (5.5) and show that the limit (5.15) satisfies (5.17). To
this end we rewrite (5.5) as the integral equation (5.6). We claim that equation
(5.17) follows from equation (5.6) by taking the limit term-wise as t→∞. Clearly
we have Φt → Ψ and GtΘ → 0 by Lemma 3.1. Similar to the proof of equation
(4.11), we can show that
lim
t→∞
∫ t
0
Gt−sQs ds = −A−1α Q.
So it remains to prove that A−1α B is bounded and
lim
t→∞
∫ t
0
Gt−sB(Φs) ds = −A−1α B(Ψ), (5.18)
The boundedness follows from Lemma 3.3 and condition (B.2) as follows
‖|A−1α B(Ψ)‖| ≤
1√
αα1
‖| B(Φ)‖|−1
≤ κ√
αα1
‖|Φ‖|.
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To show (5.18), we rewrite it as∫ t
0
Gt−sB(Ψs) ds =
∫ t
0
Gt−sB(Ψ) +
∫ t
0
Gt−s[B(Φs)− B(Ψ)] ds. (5.19)
Similar to (4.9), by means of Lemma 3.3, we get
lim
t→∞
∫ t
0
Gt−sB(Ψ) ds = −A−1α B(Ψ). (5.20)
Now, by making use Lemma 3.2 and condition (B.2), we can obtain∫ t
0
‖|Gt−s[B(Φs)− B(Ψ)]‖|2 ds
≤ 1
α
∫ t
0
e−α(t−s) ‖|B(Φs)− B(Ψ)‖|2−1 ds
≤ κ
α
∫ t
0
e−α(t−s) ‖|Φs −Ψ‖|2 ds,
(5.21)
which, by noting Lemma 3.5, converges to zero as t → ∞. In view of equations
(5.19)–(5.21), the result (5.18) is verified. Therefore the equations (5.16) and
(5.17) hold true.
To show the uniqueness of solution to equation (5.17), let Φ be another solution.
Then we have
(Φ−Ψ) = A−1α [B(Φ)− B(Ψ)],
from which, with the aid of Lemma 3.3 and condition (B.2), we can deduce that
‖|Φ−Ψ‖| = ‖|A−1α [B(Φ)− B(Ψ)] ‖|
≤ 1√
αα1
‖| B(Φ)− B(Ψ) ‖|−1
≤ κ√
αα1
‖|Φ−Ψ‖|.
Since κ/
√
αα1 < 1 by assumption, the above inequality implies ‖|Φ−Ψ‖| = 0 and
hence the uniqueness. ¤
As seen from the above theorem, due to the possible dependence of the nonlinear
function B(Φ) on the gradient DΦ, we have shown that the limit function Ψ is
only a mild solution of the stationary equation. However, if it is independent of
DΦ, the limit Ψ may become a classical solution. To show this possibility, instead
of conditions (B.1) and (B.2), we assume that
(B.4) Let B(·) : H → H be a continuous mapping with B(0) = 0. Suppose there
exists a positive constant b1 such that b1 < α2 and
‖|B(φ)− B(ψ)‖|2 ≤ b1‖|φ− ψ‖|2,
for any φ, ψ ∈ H.
Then it follows from Theorem 5.4 that the following result holds.
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Theorem 5.5. Suppose that conditions (B.3) and (B.4) hold. Then, for any
t > 0 and Θ ∈ H, the solution Ψεt of the Cauchy problem (5.1) converges to a limit
Ψ ∈ H2 as ε→ 0 and Ψ satisfies the following equation:
AαΨ + B(Ψ) = −Q. (5.22)
Furthermore the solution of the above equation is unique.
Proof. Given condition (B.4), following a similar line of proof for Theorem 5.4, we
can show that the solution Ψεt of the problem (5.1) converges to Ψ ∈ H as ε→ 0.
Moreover it is a mild solution that satisfies (5.17). Since B(ψ) ∈ H, Q ∈ H and
A−1α : H → H2, the equation (5.17) shows Ψ ∈ H2. So we can apply the operator
Aα to (5.17) to obtain the desired equation (5.22).
For the uniqueness question, suppose Φ is another solution of equation (5.22).
Then the difference Θ = Ψ− Φ satisfies the equation:
AαΘ+ [B(Θ + Φ)− B(Φ)] = 0.
It follows that
〈〈−AαΘ,Θ 〉〉 = [B(Θ + Φ)− B(Φ), Θ]. (5.23)
Since 〈〈−AαΘ,Θ 〉〉 ≥ α‖|Θ‖|2, we can deduce from (5.23) and condition (B.4)
that
‖|Θ‖|2 ≤ 1
α
‖|B(Θ + Φ)− B(Φ)‖| ‖|Θ ‖|
≤
√
b1
α
‖|Θ‖|2 < ‖|Θ‖|2,
which implies ‖|Θ‖| = ‖|Ψ− Φ‖| = 0 and hence the uniqueness. ¤
6. Application
Consider the linear Cauchy problem:
∂
∂t
Φt(v) = (A− α)Φt(v) + U(v)Φt(v) +Qt(v), t > 0,
Φ0(v) = Θ(v),
(6.1)
where, as before,
AΨ(v) = 1
2
Tr[RD2Ψ(v)] + 〈Av,DΨ(v)〉,
and U : H → R is a bounded continuous function. This equation is a special case
of equation (5.5) with B(Φ) = U Φ. Assume condition (B.3) and
sup
v∈H
|U(v)|2 = b1 < α2. (6.2)
Then it is easy to check that condition (B.4) holds. By applying Theorem 5.5,
we can conclude that there is Ψ ∈ H2 such that
lim
t→∞Φt(v) = Ψ(v),
and Ψ is the unique strong solution of the stationary equation:
AαΨ(v) + U(v)Ψ(v) = −Q(v). (6.3)
PARABOLIC EQUATIONS IN GAUSS-SOBELEV SPACES 305
On the other hand, the solution of the Cauchy problem (6.1) has a probabilistic
representation. To this end let ut(s, v) be the solution of the stochastic equation:
dut = Autdt+ dWt, t ≥ s ≥ 0,
us = v,
(6.4)
and denote its solution by ut(s, v). Assume that Θ ∈ C2b(H). Then, for Q ≡ 0, the
corresponding homogeneous equation (6.1) can be represented by the Feynman-
Kac formula [7] in terms of the solution of equation (6.4) as follows:
Φt(v) = E {Θ(ut(0, v)) exp[−αt+
∫ t
0
U(ut(s, v)) ds ] } (6.5)
and equation (6.3) becomes
AαΨ(v) + U(v)Ψ(v) = 0. (6.6)
Since Ψ ≡ 0 is the unique solution of equation (6.6), it follows from (6.5) that
lim
t→∞ E {Θ(ut(0, v)) exp[−αt+
∫ t
0
U(ut(s, v)) ] } ds = 0. (6.7)
For Q not being identically zero, as in the finite-dimensional case, the solution
of equation (6.1) can be represented as
Φt(v) = E {Θ(ut(0, v)) exp[−αt+
∫ t
0
U(ut(s, v)) ] } ds
+E{
∫ t
0
Q(ut(r, s), s) exp[−α(t− s) +
∫ t
s
U(ut(r, v)) dr ] } ds.
(6.8)
Therefore we can deduce from (6.7) and (6.8) that the following limit exists,
Ψ(v) = lim
t→∞ E{
∫ t
0
Q(ut(r, s), s) exp[−α(t− s) +
∫ t
s
U(ut(r, v)) dr ] } ds, (6.9)
and Ψ is the unique solution of the stationary equation (6.3).
Remark 6.1. The right-hand side of equation (6.9) can be regarded as the asymp-
totic evaluation of a functional integral by means of the differential equation (6.3).
This equation can be solved by the method of iterations. To proceed let it be
rewritten as
Ψ = KαΨ+Ψ0,
where Ψ0 = −A−1α Q and KαΨ = −A−1α UΨ. By setting Ψn = KαΨn−1 +Ψ0, for
n = 1, 2, · · · , we can obtain
Ψn =
n∑
j=0
(Kα)j Ψ0,
where (Kα)0 = I, (Kα)1 = Kα and (Kα)j = Kα (Kα)j−1 for j ≥ 2. By (3.11) in
Lemma 3.3 and condition (6.2), we can show that ‖|KαΨ‖| ≤
√
b1/α ‖|Ψ‖|. Thus
306 PAO-LIU CHOW*
the linear operator Kα : H → H is bounded. Since
√
b1/α < 1, the sequence Ψn
converges in H to the solution of (6.3) given by
Ψ =
∞∑
j=0
(Kα)j Ψ0.
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