Abstract: A variant of the abstract Cauchy-Kovalevskaya theorem is considered. We prove existence and uniqueness of classical solutions to the nonlinear, nonautonomous initial value problem duptq dt " Aptquptq`Bpuptq, tq, up0q " x in a scale of Banach spaces. Here Aptq is the generator of an evolution system acting in a scale of Banach spaces and Bpu, tq obeys an Ovcyannikov-type bound. Continuous dependence of the solution with respect to Aptq, Bpu, tq and x is proved.
1 Introduction 1.1 Abstract Cauchy problem in a scale of Banach spaces are given in [Cap02] . It is worth to mention that in [Uka84] such techniques could be succssesfully applied for the Boltzmann equation in space and time. In the last years we also observe a growing interest to the study of Fokker-Planck equations related with infinite particle systems in the continuum, cf. [FKO12, BKKK13, FK13, KK16b] .
The aforementioned applications are related to the time-inhomogeneous abstract Cauchy problem duptq dt " Bpuptq, tq, up0q " x, (1.1)
where B is a (linear or nonlinear) operator in a scale of Banach spaces B " pB α q αPrα˚,α˚s , }¨} α ≤ }¨} α 1 for α 1 , α P rα˚, α˚s with α 1 ă α. It is assumed that B : B α 1ˆr0, T s ÝÑ B α is continuous and satisfies, for all α 1 ă α and u, v P B α 1 with }u} α 1 , }v} α 1 ≤ r, }Bpu, tq´Bpv, tq} α ≤ C α´α 1 }u´v} α 1 .
The general approach to equations of the form (1.1) goes back to Ovcyannikov [Ovs74, Ovs80, Ovs13] , Nirenberg [Nir72] and Nishida [Nis77] . Later on, Zabreȋko [Zab89] discussed the more general evolution equation d m u dt m ptq " Bpuptq, tq, up0q " u 0 ,¨¨¨, u pm´1q p0q " u m´1 , where m P N. A construction of solutions to (1.1) in a suitable space of continuous B-valued functions was considered by Safonov [Saf95] . The case of fractional time derivatives with linear operator B was recently initiated in [KK16a] . In this work we investigate the linear perturbation duptq dt " Aptquptq`Bpuptq, tq, up0q " x P B α˚.
(1.2)
A time-homogeneous and linear version of (1.2) was considered in [Fin15] . We show that, under some suitable conditions, (1.2) is equivalent to the integral equation
uptq " U pt, 0qx`t ż 0 U pt, sqBpupsq, sqds.
(1.3)
Here, U pt, sq is an evolution system on B having Aptq as its generator in some extended sense. Using a modified version of the Banach space introduced in [Saf95] , we prove by a fix point argument the existence and uniqueness of classical solutions to (1.3) and consequently to (1.2). Afterwards, we study stability of the solution u with respect to x, Aptq and Bpu, tq.
Kimura-Maruyama equation
We apply our results to the Kimura-Maruyama equation for the (epistatic) mutation-selection balance model. Such model was introduced in [KM66] to describe aging of a population. A mathematical analysis and additional information on the biological background are given in [SEW05] . The dynamics is described by a family of probability measures pµ t q tPr0,T q on the space of locally finite configurations Γ with underlying complete, metric space X. Such a family is assumed to solve the nonlinear Fokker-Planck equation d dt xF, µ t y " xLpt, µ t qF, µ t y, µ t | t"0 " µ 0 , (1.4) where xF, µy :" ş Γ F pγqdµpγq and the Markov operator Lpt, µq is given by Lpt, µqF pγq " ż X pF pγ Y txuq´F pγqqapt, xqσpdxq´Φpt, γqF pγq`xΦpt,¨q, µyF pγq.
(1.5)
Appearance of new mutations is described by a free birth process on Γ (the so-called Sourgailis process) represented by the first term in (1.5), where σ is a σ-finite Borel measure on X. The remaining terms in (1.5) describe the selection mechanism for mutations where Φpt, γq " ÿ xPγ hpt, xq`1 2 ÿ xPγ ÿ yPγztxu ψpt, x, yq, t ≥ 0, γ P Γ is the selection cost functional and h, ψ are assumed to be symmetric, integrable, continuous, and bounded. A detailed analysis of this model can be found in [SEW05, KKO08, KKMP13] .
In the time-homogeneous case, with a " 1, a solution was constructed by the Feynmann-Kac formula and its behaviour when t Ñ 8 was studied in [SEW05] . Under additional assumptions on ψ and h it was shown in [KKO08] that the invariant measure is a Gibbs measure with energy Φpγq. However, uniqueness to (1.4) was only shown for the non-epistatic case, i.e. ψ " 0. In this work we provide existence and uniqueness of classical solutions to the associated hierarchical equations of correlation functions which can be seen as an Markov analogue of the BBGKYhierarchy from physics. As a consequence, we are able to prove the uniqueness for solutions to (1.4) in the epistatic case ψ ‰ 0.
Structure of the work
This work is organized as follows. Section 2 is devoted to the construction and uniqueness of classical solutions to (1.2). Stability of the solutions is studied in Section 3. The obtained results are applied in Section 4 to the Kimura-Maruyama equation (1.4).
Existence and uniqueness

Scales of Banach spaces
Let B " pB α , }¨} α q α˚≤α≤α˚b e a scale of Banach spaces on the interval rα˚, α˚s Ă R. That is for any α 1 , α P rα˚, α˚s with α 1 ă α: }¨} α ≤ }¨} α 1 and B α 1 Ă B α hold. Let i α 1 α P LpB α 1 , B α q be the corresponding embedding operator. We set B α r pxq " ty P B α | }y´x} α ≤ ru with r ą 0 and x P B α . (ii) For all α, α 1 , α 2 P rα˚, α˚s with α 1 ă α ă α 2 we have
We call the operator L a bounded linear operator in the scale B if L α 1 α is defined on the whole B α 1 , L α 1 α P LpB α 1 , B α q and (2.1) holds for all y P B α 1 . For such two operators L, K the composition LK is defined by
where β P pα 1 , αq. Above definition yields again a bounded linear operator LK in the scale B.
It is worth noting that definition (2.2) does not depend on β, because of (2.1).
In the following we always work with linear and nonlinear operators in the scale B and omit the subscripts α 1 α when no confusion can arise. For simplicity of notation, we let x " y, x P B α , y P B α 1 stand for i α 1 α y " x and, since no confusion may arise, we let B α 1 r pxq stand for B α 1 r pi α˚α pxqq.
Assumptions
Fix x P B α˚a nd let λ ą 0. The following summarizes our main assumptions:
A1. There exists a family of bounded linear operators pU pt, sqq 0≤s≤tă α˚´αλ in the scale B such that for 0 ≤ s ≤ r ≤ t U pt, tq " 1, U pt, rqU pr, sq " U pt, sq holds in the sense of (2.2) and, pt, sq Þ ÝÑ U pt, sq P LpB α 1 , B α q is strongly continuous for all α 1 , α with α˚≤ α 1 ă α ≤ α˚.
A2. There exist constants C 1 ą 0 and β P r0, 1 2 q such that for all α 1 , α with α˚≤ α 1 ă α ≤ α}
A3. For each α P pα˚, α˚s there exists Cpx, αq ą 0 such that for all s, t with 0 ≤ s, t ≤ α´αλ }U pt, 0qx´U ps, 0qx} α ≤ Cpx, αq|t´s| is satisfied.
For the nonlinear part Bpu, tq we suppose that there exists r ą 0 and x P B α˚s uch that pBp¨, tqq B2. There exists a constant C 2 ą 0 such that for all α 1 , α with α˚≤ α 1 ă α ă α˚, t P r0, α˚´αλ q and any u, v P B α 1 r pxq }Bpu, tq´Bpv, tq} α ≤ C 2 pα´α 1 q 1´β }u´v} α 1 holds.
B3. There exists a constant C 3 ą 0 such that for all t P r0, α˚´αλ q and all α P pα˚, α˚s
Remark 2.2. Suppose that we have given another family of operators r B " p r B α q αPrα˚,α˚s with the properties (i) r B α pu, tq P B α for all u P B α , all t P r0, α˚´αλ q and all α P rα˚, α˚s.
(ii) For all α 1 , α P rα˚, α˚s with α 1 ă α we have
(iii) There exists a constant C 4 ą 0 such that for all t P r0, 
and α P pα 0 , α˚s.
(b) Take γ 0 , γ 1 P pβ, 1´βq and α 0 , α 1 P pα˚, α˚q with γ 1 ≤ γ 0 and α 1 ≤ α 0 . If λ ą maxtλ 0 pα 0 , γ 0 q, λ 0 pα 0 , γ 1 qu, then
Note that for each t P r0, α´α 0 λ q we find α 1 P pα 0 , αq such that t ă
holds. This shows that u α 0 ,γ ptq P B α 1 and hence }Bpu α 0 ,γ ptq, τ q} α in (2.3) makes sense.
Proof of Theorem 2.5
We will first prove assertion (a). Since, in such a case, α 0 P pα˚, α˚q and γ P pβ, 1´βq are fixed, we omit the corresponding subscripts in the definitions and arguments given below.
Define S γ as the Banach space of all functions u : r0, T pα˚qq ÝÑ B α˚s atisfying }u} pγq ă 8 and u| r0,T pαqq P Cpr0, T pαqq; B α q, @α P pα 0 , α˚s, (2.4) where T pαq :"
The next lemma is immediate.
Lemma 2.6. The following are equivalent:
(ii) u P S γ with }u´x} p0q ≤ r and u " U p¨, 0qx`T puq, where
Proof. Let u be a solution to (1.3) in the scale pB α q αPrα 0 ,α˚s . Then, for each α P pα 0 , α˚s and t P r0, T pαqq, one has
i.e. u P S γ with }u´x} p0q ≤ r. The other implication is obvious.
Let Cpxq :" Cpx, α 0 q be given by condition A3 and define
We first show that T is a contraction operator on tu P S γ | }u´x} p0q ≤ ru.
Lemma 2.7. For all u, v P S γ with }u´x} p0q , }v´x} p0q ≤ r we have
Proof. Let u P S γ`1´β , fix α P pα 0 , α˚s and define α 1 by α " α 1`ρ ptq 2 with ρptq " α´α 0´λ t and 0 ≤ t ă T pαq. Then
and using A2 we obtain for each u P S γ`1´β ,
Taking the supremum over all t P r0, T pαqq and α P pα 0 , α˚s yields
Analogously to (2.6) one shows that, for u, v P S γ with }u´x} p0q , }v´x} p0q ≤ r,
For the same u, v we obtain from (2.6) and (2.7)
which proves the assertion.
Existence of a solution is obtained by the usual fixed point argument. However, in order to guarantee that such iterations are well-defined we have to restrict T to a proper subspace of S γ defined as follows: Let
pα´α 0´λ tq γ }Bpuptq, τ q} α and define
Proof. Observe that U p¨, 0qx P S γ . By A3 we see that for α P pα 0 , α˚q and 0 ≤ t ă T pαq }U pt, 0qx´x} α ≤ }U pt, 0qx´x} α 0 ≤ Cpxqt ≤ Cpxq α´α 0 λ and hence
Let us show that, for all 0 ≤ τ ≤ α˚´α 0 λ , α P pα 0 , α˚s and all 0 ≤ t ă T pαq, we have Define α 1 by α " α 1`ρ ptq 2 , then 0 ≤ t ă T pα 1 q ă T pαq and, for s P pt, T pα 1 qq, gpsq´gptq ≤ }BpU ps, 0qx, τ q´BpU pt, 0qx, τ q} α ≤ C 2 pα´α 1 q 1´β }U ps, 0qx´U pt, 0qx} α 1 .
Dividing by s´t and letting s OE t we conclude that
we obtain
and hence if f ptq ą p C 3 α 0´α˚`C pxqqpα˚´α 0 q γ p1`}x} α˚q , then pDf qptq ă 0. By x P S x we obtain
This implies (2.10) and hence
Lemma 2.9. We have U p¨, 0qx`T puq P S x whenever u P S x .
Proof. Take u P S x , fix α P pα 0 , α˚s and 0 ≤ t ă T pαq. For α 1 defined by α " α 1`ρ ptq 2 with ρptq " α´α 0´λ t we get 0 ≤ t ă T pα 1 q ă T pαq. Hence, by A2 and u P S x , we obtain
Using (2.9) implies
For the second condition in the definition of S x we have to show that
Similarly to the proof of Lemma 2.8, it suffices to show that, for all 0 ≤ τ ≤ T pα˚q, α P pα 0 , α˚s and 0 ≤ t ă T pαq, we have
where now gptq :" }BpU pt, 0qx`T puqptq, τ q} α . Again we obtain pDf qptq "´γλρptq γ´1 gptq`ρptq γ pDgqptq.
Recall α " α 1`ρ ptq 2 and let α 2 be defined by α 2 " α 1`ρ ptq 4 . Then α " α 2`ρ ptq 4 and
Using A1, A3 and B2 we obtain, for s P pt, T pα 1 qq,
Dividing by s´t, taking the limit s OE t and finally using u P S x gives
Hence we obtain from (2.12) and the definition of λ 0 ρptqpDf qptq ≤´γλf ptq`4 1´β C 2 Cpxqρptq
The assertion follows by similar arguments to Lemma 2.8.
Let us now prove assertion (a). Define recursively a sequence pu pkkPN 0 by setting u p0q " U p¨, 0qx P S x and u pk`1q " U p¨, 0qx`T pu pkfor k P N 0 . Lemma 2.8 and Lemma 2.9 imply u pkq P S x for all k P N and from Lemma 2.7 we obtain
Hence pu pkk≥0 is a Cauchy-sequence in S γ which has a limit u " lim kÑ8 u pkq P S γ . Since S x Ă S γ is closed we see that u P S x . In particular, it is a solution to (1.3) which satisfies the desired estimate (2.3). It remains to prove assertions (b) and (c). Assertion (c) is, indeed, a direct consequence of Lemma 2.6 and Lemma 2.7. So let γ 0 , γ 1 P pβ, 1´βq and α 0 , α 1 P pα˚, α˚q be such that γ 1 ≤ γ 0 and α 1 ≤ α 0 . Take λ ą maxtλ 0 pα 0 , γ 0 q, λ 0 pα 0 , γ 1 qu. Denote by pS γ 0 pα 0 q, }¨} pγ 0 ,α 0and pS γ 1 pα 1 q, }¨} pγ 1 ,α 1the corresponding Banach spaces defined by (2.4). The restriction operator S γ 1 pα 1 q Q u Þ ÝÑ u| r0, α˚´α 0 λ q P S γ 0 pα 0 q satisfies }u} pγ 0 ,α 0 q ≤ pα˚´α˚q γ 0´γ1 }u} pγ 1 ,α 1 q and hence defines a continuous embedding operator. Consequently u α 1 ,γ 1 and u α 0 ,γ 0 both solve (2.5) and in view of Lemma 2.7 we obtain
This proves assertion (b).
Existence of classical solutions
Below we study existence and uniqueness of classical solutions to equation (1.2). Therefore, let pE α ,~¨~αq αPrα˚,α˚s be another scale of Banach spaces with B α Ă E α continuously embedded and~¨~α ≤ }¨} α for all α P rα˚, α˚s. The next condition relates the evolution system U pt, sq to its infinitesimal operator Aptq.
A4. There exists a family of linear operators pAptqq tPr0, α˚´αλ q such that, for all α 1 ă α,
is strongly continuous. We have that pt, sq Þ ÝÑ U pt, sqy P E α is continuous for any y P E α 1 and all α 1 ă α. Moreover, for y P B α 1 the function pt, sq Þ ÝÑ U pt, sqy is differentiable in E α and BU pt, sq Bt y " AptqU pt, sqy, BU pt, sq Bs y "´U pt, sqApsqy (2.13)
The case s " t should be understood as right or left derivative correspondingly.
Note that the equality in (2.13) is well-defined. Indeed, for given α 1 ă α, y P B α 1 and 0 ≤ s ≤ t ă α˚´αλ take α 2 P pα 1 , αq, then U pt, sqy P B α 1 , Apsqy P E α 2 and hence AptqU pt, sqy P E α , U pt, sqApsqy P E α 2 Ă E α . ÝÑ Apsqupsq`Bpupsq, sq in E α together with the boundedness of U pt, sq on E α , shows that the last term tends to U pt, sqpApsqupsqB pupsq, sqq in E α . Altogether, this implies (2.15). Integrating (2.15) over s P r0, ts yields (1.3). For the converse let v be given with (2.14). Fix α P pα 0 , α˚s, t P r0, α´α 0 λ q and let α 1 P pα 0 , αq such that 0 ≤ t ă
holds. Then, vpsq P B α 1 for s P r0, ts and hence pt, sq Þ ÝÑ U pt, sqvpsq P B α is continuous and for any fixed s P r0, ts continuously differentiable in E α with respect to t. Thus 
Stability with respect to parameters
For the whole section we suppose that the conditions below are satisfied.
C1. There exist x n , x P B α˚w ith x n ÝÑ x as n Ñ 8.
C2. There exist linear operators pU ps, tqq 0≤s≤tă α˚´αλ and pU n pt, sqq 0≤s≤tă α˚´αλ for n P N, satisfying properties A1 and A2 with constants C 1 ą 0 and β P r0, 1 2 q independent of n P N.
C3. For any α P pα˚, α˚q there exists a constant Cpαq ą 0 such that for all 0 ≤ s, t ≤ α´αλ }U n pt, 0qx n´Un ps, 0qx n } α ≤ Cpαq|t´s|, n P N holds.
C4. There exist operators B and B n satisfying properties B1 -B3 with constants λ, r, C 2 , C 3 ą 0 independent of n P N.
C5. For all α 1 ă α and each z P B α 1 we have
in B α uniformly on compacts in pt, sq. If in addition }z´x} α 1 ≤ r, then we have B n pz, tq ÝÑ Bpz, tq, n Ñ 8
in B α uniformly on compacts in t.
The following is our main result for the stability of solutions to (1.3) Theorem 3.1. Suppose that conditions C1 -C5 are satisfied. Then for each α 0 P pα˚, α˚q and γ P pβ, 1´βq there exist λ 0 " λ 0 pα 0 , γq ą 0 (independent of n) and, provided λ ą λ 0 , there exist unique solutions u " u α 0 ,γ to (1.3) and u n " u n,α 0 ,γ to
in the scale pB α q αPrα 0 ,α˚s . Moreover, for any α P pα 0 , α˚s and T P p0,
The rest of this section is devoted to the proof. By the definition of λ 0 in Theorem 2.5 we may assume without loss of generality that λ 0 is independent of n P N. This shows existence and uniqueness of the corresponding solutions u n defined on r0, α˚´α 0 λ q, λ ą λ 0 . The convergence in (3.1) implies that (A3) also holds for U pt, sq. Let u be the associated solution to (1.3), defined on the same interval r0, α˚´α 0 λ q and, denote by T n the nonlinear integral operator given as in (2.5) with B and U replaced by B n and U n . Lemma 3.2. For each γ P pβ, 1´βq, }T n pU n p¨, 0qx n q} pγq is uniformly bounded in n P N.
Proof. An analogous estimate to (2.11) shows that there exists C ą 0 such that
pα´α 0´λ tq γ }B n pU n p¨, 0qx n , τ q} α ≤ C ă 8.
Let α P pα 0 , α˚s, t P r0, T pαqq, ρptq " α´α 0´λ t and define α 1 by the relation α " α 1`ρ ptq 2 . Then 0 ≤ t ă α 1´α 0 λ and the assertion follows from
Denote by pu pkkPN the sequence defined by u p0q " U p¨, 0qx, u pk`1q " U p¨, 0qx`T pu pkq q. Similarly let pu pkq n q kPN be given by u p0q n " U n p¨, 0qx n and u pk`1q n " U n p¨, 0qx n`Tn pu pkq n q. For γ P pβ, 1´βq we obtain }T n pU n p¨, 0qx n q} pγq ă 8.
For α P pα 0 , α˚s, write
and observe that the first two terms tend to zero uniformly in n as k Ñ 8. Thus it suffices to show that for each k and each T P p0, T pαqq
However, this is a consequence of the following lemma. Then, for each α P pα 0 , α˚s and T P p0,
Proof. Write }U n pt, 0qx n`Tn pv n qptq´U pt, 0qx´T pvqptq} α ≤ I 1`I2 where
Take ε ą 0, then we find n 0 P N such that, for all n ≥ n 0 and t P r0, T s,
where we have used C1, C2 and C5. For the second term we obtain
Using C2 and C4 we find n 1 ≥ n 0 such that, for all n ≥ n 1 ,
}U n pt, sqpB n pv n psq, sq´B n pvpsq, sq} α ds
For the other term in (3.4) we obtain }T n pvqptq´T pvqptq} α ≤ J 1`J2 , where
}U n pt, sqpB n pvpsq, sq´Bpvpsq, sqq} α ds,
}pU n pt, sq´U pt, sqqBpvpsq, sq} α ds.
Take α 1 , α 2 with α 0 ă α 1 ă α 2 ă α such that T ă α 1´α 0 λ . Then, v n ptq, vptq P B α 1 are continuous in t P r0, T s and hence the set K T " tBpvpsq, sq | s P r0, T su Ă B α 2 is compact. For large n, i.e. for n ≥ n 2 ≥ n 1 , we obtain by C5
Similarly the set K 1 T " tvpsq | s P r0, T su Ă B α 1 is compact and there exists δ P p0, 1q such that }vptq´x} α 1 ă p1´δqr for t P r0, T s. Let n 3 ≥ n 2 be such that }x´x n } α˚ă δr holds for n ≥ n 3 . Then for each n ≥ n 3 }vptq´x n } α 1 ≤ }vptq´x} α 1`}x´x n } α 1 ă p1´δqr`δr " r.
Hence, by C2 and C5, there exists n 4 ≥ n 3 such that for all n ≥ n 4
This proves the assertion.
4 Epistatic mutation-selection balance model
Description of the model
Let X be a complete, locally compact metric space and σ be a σ-finite, non-atomic Borel measure on X. Elements of X describe potential mutations and the value σpAq is the rate at which spontaneously a mutant allele arises from A Ă X. Such allele is characterized by its value x P A. The collection of all mutant alleles γ is the so-called genotype γ. It is, by definition, a locally finite subset of X. The configuration space of all genotypes Γ " tγ Ă X | |γ X X| ă 8 for all compacts K Ă Xu is equipped with the smallest topology such that γ Þ ÝÑ ř xPγ f pxq is continuous for any continuous function f having compact support. Then Γ is a Polish space (see [KK06] ).
For simplicity of notation we let γzx, γ Y x stand for γztxu, γ Y txu. We assign to each genotype γ P Γ a "selection cost" functional
where h, ψ are non-negative, measurable functions with ψpt, x, yq " ψpt, y, xq, for all x, y P X and t ≥ 0. We suppose from now on that the following two conditions are fulfilled:
(D2) For any T ą 0 we have sup pt,xqPr0,T sˆX ż X ψpt, x, yqdσpyq ă 8.
The nonlinear Fokker-Planck equation
Borel probability measures µ on Γ describe the distribution of potential mutations. We call such measures states of the dynamics. The associated dynamics of potential mutations is described by a family of states pµ t q tPr0,T q , which shall satisfy for a suitable collection of functions F : Γ ÝÑ R the nonlinear Fokker-Planck equation (1.4).
Following [FKO09] , we give now a rigorous formulation to equation (1.4). Set Γ 0 " tη Ă X | |η| ă 8u and denote by B bs pΓ 0 q the space of all bounded functions G such that there exists a compact Λ " ΛpGq Ă X and N " N pGq P N with
Define a measure λ on Γ 0 by ż
where σ bn is the product measure on X n and G P B bs pΓ 0 q. This definition clearly extends to all measurable functions G such that one side of the equality is finite for |G|. Let F P FPpΓq iff there exists G P B bs pΓ 0 q such that
Gpηq, γ P Γ. (4.1)
Note that for each F P FPpΓq there exists a compact Λ Ă R d , N P N and A ą 0 such that F pγq " F pγ X Λq and |F pγq| ≤ Ap1`|γ X Λ|q N hold for all γ P Γ. From this it is easily seen that the integral in (1.5) is well-defined for any F P FPpΓq and any γ P Γ. For the remaining terms in (1.5) additional conditions on the state evolution pµ t q tPr0,T q has to be imposed which is summarized in the following definition. (a) F, Lpt, µ t qF, Φpt,¨q P L 1 pΓ, dµ t q for all t P r0, T q.
(b) r0, T q Q t Þ ÝÑ xLpt, µ t qF, µ t y is locally integrable.
(c) pµ t q tPr0,T q satisfies xF, µ t y " xF, µ 0 y`t ż 0 xLpt, µ t qF, µ t ydt, t P r0, T q.
Evolution of correlation functions
Since (1.4) is a nonlinear Fokker-Planck equation over an infinite dimensional phase space Γ, it is unnatural to expect that uniqueness holds in the class of all probability measures on Γ. Below we study, following [FKO09] , uniqueness to (1.4) in a suitable subclass of states. Namely, let µ be a probability measure on Γ with finite local moments, i.e. ş Γ |γ X Λ| n dµpγq ă 8 for all compacts Λ Ă X and all n ≥ 1. The correlation function k µ : Γ 0 ÝÑ R`is defined, provided it exists, as the unique function satisfying ż
Gpηqdµpγq "
For additional references on the notion of correlation functions see [KK02] and the references therein.
Remark 4.2. The Poisson measure π zσ with intensity measure zdσ, z ą 0, is uniquely determined by π zσ ptγ | |γ X Λ| " nuq "
e´z σpΛq , where Λ Ă X is compact. It can be shown that it has correlation function k πzσ pηq " z |η| .
Let α ≥ 0. We study (1.4) in the class of states P α , where µ P P α iff it has finite local moments, its correlation function k µ exists and satisfies for some constant A µ ą 0 the Ruelle bound
Let K α be the Banach space of all equivalence classes of functions k with finite norm }k} Kα " ess sup
Clearly any k P K α satisfies the Ruelle bound (4.3).
Remark 4.3. There exists a one-to-one correspondence between elements in P α and positive definite functions in K α , see [KK02] and the references therein).
It is natural to study (1.4) now in terms of correlation. For this purpose we define a new nonlinear mapping L ∆ pt, kq by the identity ż Γ Lpt, µqF pγqdµpγq "
where F is given by (4.1). Analogous to the calculations in [FKO09] , one can show that ψpt, x, yqσpdxqσpdyq‚}k} K α 1 .
Proof. For the first term in A ∆ 0 ptq we apply Φpt, ηq ≤ |η|}h} 8`| η| 2 }ψ} 8 together with
For the second term we use kpη Y txuq ≤ e α 1 }k} K α 1 and e α 1 |η| ≤ e α|η| to obtaiňˇˇˇˇˇż
The other terms can be estimated in the same way.
The next lemma shows that (1.4) can be reformulated in terms of an evolution equation of correlation functions given by the nonlinear operator L ∆ pt,¨q.
Lemma 4.5. Let pµ t q tPr0,T q Ă P α and denote by k t the correlation function for µ t , t P r0, T q. Then pµ t q tPr0,T q is a weak solution to (1.4) if and only if pk t q tPr0,T q satisfies:
is locally integrable.
(ii) For any G P B bs pΓ 0 q and t P r0, T q
The proof is based on the identities (4.2) and (4.4). Analogous statements are given in [FK16] and [Fri17] for linear Fokker-Planck equations. In order to keep this work self-contained some additional arguments are given in the appendix. The next statement shows the existence and uniqueness of strong solutions to (4.5).
Theorem 4.6. For any 0 ≤ α˚ă α 0 ă α˚there exists λ 0 pα˚, α˚, α 0 q " λ 0 ą 0 such that for any k 0 P K α˚t here exists a unique classical K-valued solution to
in the scale K " pK α q αPrα 0 ,α˚s .
Proof. Since A ∆ 0 ptq is a sum of a multiplication operator and a bounded operator, it is not difficult to see that, for any α ≥ 0, there exists a unique evolution system pU α pt, sqq 0≤s≤t Ă LpK α q with the properties:
1. U α pt, sq satisfies U α pt, sq| B α 1 " U α 1 pt, sq whenever 0 ≤ α 1 ă α. Therefore, conditions A1 -A4 hold with β " 0 and any λ ą 0. Now let Bpk, tq :" A ∆ 1 ptqkB ∆ pt, kqk, then it can be easily checked that Bpk, tq satisfies B1, for any r ą 0 and λ ą 0. Moreover, for α P rα 0 , α˚s and t P r0, T s we obtain from Lemma 4.4 }Bpk 0 , tq} Kα ≤ }A where Cpα˚, T q, C 1 pα, T q P p0, 8q are continuous in the first argument. Let α 1 , α satisfy α˚≤ α 1 ă α ≤ α˚, take any r ą 0 and let k, k 1 P K α 1 satisfy }k´k 0 } K α 1 , }k 1´k 0 } K α 1 ≤ r. From Lemma 4.4 we obtain for all t P r0, T s }Bpk, tq´Bpk 1 , tq} Kα ≤ }A 
where Cpα, T q, C 1 pα, T q are as before and C 2 pα, T q P p0, 8q is continuous in the first argument. Hence conditions B2 and B3 are satisfied. The assertion now follows from Theorem 2.5 and Corollary 2.13 with E α " K α .
5 Appendix: Proof of Lemma 4.5
Here and below let µ P P α be fixed and let k µ P K α be its correlation function. For G P B bs pΓ 0 q let KG be given by (4.1). Then, by (4.2), one has 
GpηqL
∆ pt, k µ qpηqdλpηq for any G P B bs pΓ 0 q. From this and the definition of correlation functions one readily deduces the assertion.
