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Abstract
We present an efficient algorithm for model-free episodic reinforcement learning on large
(potentially continuous) state-action spaces. Our algorithm is based on a novel Q-learning pol-
icy with adaptive data-driven discretization. The central idea is to maintain a finer partition
of the state-action space in regions which are frequently visited in historical trajectories, and
have higher payoff estimates. We demonstrate how our adaptive partitions take advantage of
the shape of the optimal Q-function and the joint space, without sacrificing the worst-case per-
formance. In particular, we recover the regret guarantees of prior algorithms for continuous
state-action spaces, which additionally require either an optimal discretization as input, and/or
access to a simulation oracle. Moreover, experiments demonstrate how our algorithm automat-
ically adapts to the underlying structure of the problem, resulting in much better performance
compared both to heuristics and Q-learning with uniform discretization.
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The code for the experiments is available at https://github.com/seanrsinclair/AdaptiveQLearning.
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1 Introduction
Reinforcement learning (RL) is a natural model for systems involving real-time sequential decision
making [27]. An agent interacts with a system having stochastic transitions and rewards, and
aims to learn to control the system by exploring available actions and using real-time feedback.
This requires the agent to navigate the exploration exploitation trade-off, between exploring unseen
parts of the environment and exploiting historical high-reward actions. In addition, many RL
problems involve large state-action spaces, which makes learning and storing the entire transition
kernel infeasible (for example, in memory-constrained devices). This motivates the use of model-
free RL algorithms, which eschew learning transitions and focus only on learning good state-action
mappings. The most popular of these algorithms is Q-learning [2, 11, 30], which forms the focus
of our work.
In even higher-dimensional state-spaces, in particular, continuous spaces, RL algorithms require
embedding the setting in some metric space, and then using an appropriate discretization of the
space. A major challenge here is in learning an “optimal” discretization, trading-off memory re-
quirements and algorithm performance. Moreover, unlike optimal quantization problems in ‘offline’
settings (i.e., where the full problem is specified), there is an additional challenge of learning a good
discretization and control policy when the process of learning itself must also be constrained to the
available memory.
This motivates our central question:
Can we modify Q-learning to learn a near-optimal policy while limiting the size of the
discretization?
Current approaches to this problem consider uniform discretization policies, which are either
fixed based on problem primitives, or updated via a fixed schedule (for example, via a ‘doubling
trick’). However, a more natural approach is to adapt the discretization over space and time in a
data-driven manner. This allows the algorithm to learn policies which are not uniformly smooth,
but adapt to the geometry of the underlying space. Moreover, the agent would then be able to
explore more efficiently by only sampling important regions.
Adaptive discretization has been proposed and studied in the simpler multi-armed bandit set-
tings [13, 24]. The key idea here is to develop a non-uniform partitioning of the space, whose
coarseness depends on the density of past observations. These techniques, however, do not immedi-
ately extend to RL, with the major challenge being in dealing with error propagation over periods.
In more detail, in bandit settings, an algorithm’s regret (i.e., additive loss from the optimal policy)
can be decomposed in straightforward ways, so as to isolate errors and control their propagation.
Since errors can propagate in complex ways over sample paths, naive discretization could result in
over-partitioning suboptimal regions of the space (leading to over exploration), or not discretizing
enough in the optimal region due to noisy samples (leading to loss in exploitation). Our work takes
an important step towards tackling these issues.
Adaptive partitioning for reinforcement learning makes progress towards addressing the chal-
lenge of limited memory for real-time control problems. In particular, we are motivated by con-
sidering the use of RL for computing systems problems such as memory management, resource
allocation, and load balancing [16, 6]. These are applications in which the process of learning the
optimal control policy must be implemented directly on-chip due to latency constraints, leading
to restrictive memory constraints. Adaptive partitioning finds a more “efficient” discretization of
the space for the problem instance at hand, reducing the memory requirements. This could have
useful applications to many control problems, even with discrete state spaces, as long as the model
exhibits “smoothness” structure between nearby state-action pairs.
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Figure 1: Comparison of the observed rewards and state-action space discretization under the
uniform mesh (−Net) algorithm [26] and our adaptive discretization algorithm. Both algorithms
were applied to the ambulance routing problem with shifting uniform arrival distributions (see
Section 7.1). The colors correspond to the relative Q?h value of the given state-action pair, where
green corresponds to a higher value for the expected future rewards. The adaptive algorithm
converges faster to the optimal policy by keeping a coarser discretization of unimportant parts of
the space and a fine discretization in important parts.
1.1 Our Contributions
As the main contribution of this paper, we design and analyze a Q-learning algorithm based on
data-driven adaptive discretization of the state-action space. Our algorithm only requires that the
underlying state-action space can be embedded in a compact metric space, and that the optimal
Q-function is Lipschitz continuous with respect to the metric. This setting is general, encompassing
discrete and continuous state-action spaces, deterministic systems with natural metric structures,
and stochastic settings with mild regularity assumptions on the transition kernels. Notably, our
algorithm only requires access to the metric, unlike other algorithms which require access to sim-
ulation oracles. In addition, our algorithm is model-free, requiring less space and computational
complexity to learn the optimal policy.
From a theoretical perspective, we show that our adaptive discretization policy achieves near-
optimal dependence of the regret on the covering dimension of the metric space. In particular, we
prove that over K episodes, our algorithm achieves a regret bound
R(K) = O˜
(
H5/2K(d+1)/(d+2)
)
where d is the covering dimension and H is the number of steps in each episode. Moreover, for
non-uniform metric spaces where the covering dimension is not tight, we show improved bounds
which adapt to the geometry of the space.
Our algorithm manages the trade-off between exploration and exploitation by careful use of
event counters and upper-confidence bounds. It then creates finer partitions of regions which have
high empirical rewards and/or are visited frequently, to obtain better Q-value estimates. This
reduces the memory requirement of our RL algorithm, as it adapts the discretization of the space
to learn the shape of the optimal policy. In addition, it requires less instance dependent tuning, as
it only needs to tune the scaling of the confidence bounds. Implementing uniform mesh algorithms,
in contrast, also requires tuning the mesh size.
We complement our theoretical guarantees with experiments, where we compare our adaptive Q-
learning algorithm to the net based Q-learning algorithm from [26] on two canonical problems with
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continuous spaces. Our algorithm achieves order-wise better empirical rewards compared to the
uniform mesh algorithm, while maintaining a much smaller partition. Moreover, the performance
gap of our algorithm to the uniform mesh algorithm grow larger with increasing non-uniformity
in the underlying Q-function. As an example, in Figure 1 we demonstrate the performance of our
algorithm and net based Q-learning for a canonical ambulance routing problem (cf. Section 7).
We see that the adaptive discretization maintains different levels of coarseness across the space,
resulting in a faster convergence rate to the optimal policy as compared to the uniform mesh
algorithm.
1.2 Related Work
Our work sits at the intersection of two lines of work – on model-free Q-learning, and on adaptive
zooming for multi-armed bandits. We highlight some of the closest work below; for a more extensive
list of references, refer to [27] (for RL) and [25, 4] (for bandits). There are two popular approaches
to RL algorithms: model-free and model-based.
Model-based. Model-based algorithms are based on learning a model for the environment,
and use this to learn an optimal policy [2, 12, 18, 19, 14, 20]. These methods converge in fewer
iterations, but have much higher computation and space complexity. As an example, the UCBVI
algorithm [2] requires storing an estimate of the transition kernel for the MDP, leading to a space
complexity of O(S2AH) (where S is the number of states, A is the number of actions, and H
the number of steps per episode). Another algorithm for discrete spaces, UCRL [1], and its state-
aggregation followup [19, 18], maintain estimates of the transition kernel and use this for learning
the optimal policy. Other model-based approaches assume the optimal Q-function lies in a function
class and hence can be found via kernel methods [31, 33], or that the algorithm has access to an
oracle which calculates distributional shifts [8].
There has been some work on developing model-based algorithms for reinforcement learning
on metric spaces [20, 18, 14]. The Posterior Sampling for Reinforcement Learning algorithm [20]
uses an adaptation of Thompson sampling, showing regret scaling in terms of the Kolmogorov
and eluder dimension. Other algorithms like UCCRL [18] and UCCRL-Kernel Density [14] extend
UCRL [1] to continuous spaces by picking a uniform discretization of the state space and running a
discrete algorithm on the discretization with a finite number of actions. The regret bounds scale in
terms of K(2d+1)/(2d+2). Our algorithm achieves better regret, scaling via K(d+1)/(d+2) and works
for continuous action spaces.
Model-free. Our work follows the model-free paradigm of learning the optimal policy directly
from the historical rewards and state trajectories without fitting the model parameters; these
typically have space complexity of O(SAH), which is more amenable for high-dimensional settings
or on memory constrained devices. The approach most relevant for us is the work on Q-learning
first started by Watkins [30] and later extended to the discrete model-free setting using upper
confidence bounds by Jin et al. [11]. They show a regret bound scaling via O˜(H5/2
√
SAK) where
S is the number of states and A is the number of actions.
These works have since led to numerous extensions, including for infinite horizon time discounted
MDPs [7], continuous spaces via uniform -Nets [26], and deterministic systems on metric spaces
using a function approximator [32]. The work by Song et al. assumes the algorithm has access
to an optimal −Net as input, where  is chosen as a function of the number of episodes and the
dimension of the metric space [26]. Our work differs by adaptively partitioning the environment
over the course of learning, only requiring access to a covering oracle as described in Section 2.3.
While we recover the same worst-case guarantees, we show an improved covering-type regret bound
(Section 4.2). The experimental results presented in Section 7 compare our adaptive algorithm to
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their net based Q-learning algorithm. We also note that a similar algorithm to ours has been
proposed in concurrent and independent work [9]. Our algorithm extends their results to general
metric spaces, and we further provide a packing type regret guarantee and simulations.
The work by Yang et al. for deterministic systems on metric spaces shows regret scaling via
O˜(HKd/(d+1)) where d is the doubling dimension [32]. As the doubling dimension is at most
the covering dimension, they achieve better regret specialized to deterministic MDPs. Our work
achieves sub-linear regret for stochastic systems as well.
Lastly, there has been work on using Q-learning with nearest neighbors [22]. Their setting
considers continuous state spaces but finitely many actions, and analyzes the infinite horizon time-
discounted case. While the regret bounds are generally incomparable (as we consider the finite
horizon non-discounted case), we believe that nearest-neighbor approaches can also be used in our
setting. Some preliminary analysis in this regards is in Section 6.
Adaptive Partitioning. The other line of work most relevant to this paper is the literature on
adaptive zooming algorithms for multi-armed bandits. For a general overview on the line of work on
regret-minimization for multi-armed bandits we refer the readers to [15, 25, 4]. Most relevant to us
is the work on bandits with continuous action spaces where there have been numerous algorithms
which adaptively partition the space [13, 5]. Slivkins [24] similarly uses data-driven discretization
to adaptively discretize the space. Our analysis supersedes theirs by generalizing it to reinforcement
learning. Recently, Wang et al. [28] gave general conditions for a partitioning algorithm to achieve
regret bounds in contextual bandits. Our partitioning can also be generalized in a similar way, and
the conditions are presented in Section 6.
1.3 Outline of the paper
Section 2 presents preliminaries for the model. The adaptive Q-learning algorithm is explained
in Section 3 and the regret bound is given in Section 4. Section 5 presents a proof sketch of the
regret bound. Section 7 presents numerical experiments of the algorithm. Proofs are deferred to
the appendix.
2 Preliminaries
In this paper, we consider an agent interacting with an underlying finite-horizon Markov Decision
Processes (MDP) over K sequential episodes, denoted [K] = {1, . . . ,K}.
The underlying MDP is given by a five-tuple (S,A, H,P, r) where S denotes the set of states, A
the set of actions, and horizon H is the number of steps in each episode. We allow the state-space
S and action-space A to be large (potentially infinite). Transitions are governed by a collection
P = {Ph(· | x, a) | h ∈ [H], x ∈ S, a ∈ A} of transition kernels, where Ph(· | x, a) ∈ ∆(S) gives
the distribution of states if action a is taken in state x at step h, and ∆(S) denotes the set of
probability distributions on S. Finally, the rewards are given by r = {rh | h ∈ [H]}, where we
assume each rh : S ×A → [0, 1] is a deterministic reward function. 1
A policy pi is a sequence of functions {pih | h ∈ [H]} where each pih : S → A is a mapping from
a given state x ∈ S to an action a ∈ A. At the beginning of each episode k, the agent decides on
a policy pik, and is given an initial state xk1 ∈ S (which can be arbitrary). In each step h ∈ [H] in
the episode, the agent picks the action pikh(x
k
h), receives reward rh(x
k
h, pi
k
h(x
k
k)), and transitions to
a random state xkh+1 determined by Ph
(· | xkh, pikh(xkh)). This continues until the final transition to
1This assumption is made for ease of presentation, and can be relaxed by incorporating additional UCB terms for
the rewards.
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state xkH+1, whereupon the agent chooses the policy pi
k+1 for the next episode, and the process is
repeated.
2.1 Bellman Equations
For any policy pi, we use V pih : S → R to denote the value function at step h under policy pi, i.e.,
V pih (x) gives the expected sum of future rewards under policy pi starting from xh = x in step h until
the end of the episode,
V pih (x) := E
[
H∑
h′=h
rh′(xh′ , pih′(xh′))
∣∣∣ xh = x
]
.
We refer to Qpih : S × A → R as the Q-value function at step h, where Qpih(x, a) is equal to
the sum of rh(x, a) and the expected future rewards received for playing policy pi in all subsequent
steps of the episode after taking action ah = a at step h from state xh = x,
Qpih(x, a) := rh(x, a) + E
[
H∑
h′=h+1
rh′(xh′ , pih′(xh′))
∣∣∣ xh = x, ah = a
]
.
Under suitable conditions on S ×A and the reward function, there exists an optimal policy pi?
which gives the optimal value V ?h (x) = suppi V
pi
h (x) for all x ∈ S and h ∈ [H]. For simplicity and
ease of notation we denote E[Vh+1(xˆ)|x, a] := Exˆ∼Ph(·|x,a)[Vh+1(xˆ)] and set Q? = Qpi
?
. We recall the
Bellman equations which state that [21]:
V pih (x) = Q
pi
h(x, pih(x))
Qpih(x, a) = rh(x, a) + E
[
V pih+1(xˆ) | x, a
]
V piH+1(x) = 0 ∀x ∈ S.
(1)
The optimality conditions are similar, where in addition we have V ?h (x) = maxa∈AQ
?
h(x, a).
The agent plays the game for K episodes k = 1, . . . ,K. For each episode k the agent selects a
policy pik and the adversary picks the starting state xk1. The goal of the agent is to maximize her
total expected reward
∑K
k=1 V
pik
1 (x
k
1). Similar to the benchmarks used in conventional multi-armed
bandits, the agent instead attempts to minimize her regret, the expected loss the agent experiences
by exercising her policy pik instead of an optimal policy pi? in every episode. This is defined via:
R(K) =
K∑
k=1
(
V ?1 (x
k
1)− V pi
k
1 (x
k
1)
)
. (2)
Our goal is to show that R(K) ∈ o(K). The regret bounds presented in the paper scale in terms
of K(d+1)/(d+2) where d is a type of dimension of the metric space. We begin the next section by
outlining the relevant metric space properties.
2.2 Packing and Covering
Covering dimensions and other notions of dimension of a metric space will be a crucial aspect of
the regret bound for the algorithm. The ability to adaptively cover the space while minimizing
the number of balls required will be a tenant in the adaptive Q-learning algorithm. Following
the notation by Kleinberg, Slivkins, and Upfal [13], let (X,D) be a metric space, and r > 0 be
arbitrary (in the regret bounds r will be taken as the radius of a ball). We first note that the
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diameter of a set B is diam (B) = supx,y∈B D(x, y) and a ball with center x and radius r is denoted
by B(x, r) = {y ∈ X : D(x, y) < r}. We denote by dmax = diam (X) to be the diameter of the
entire space.
Definition 2.1. An r-covering of X is a collection of subsets of X, which cover X, and each of
which has diameter strictly less than r. The minimal number of subsets in an r-covering is called
the r-covering number of P and is denoted by Nr.
Definition 2.2. A set of points P is an r-packing if the distance between any points in P is at
least r. An r-Net of the metric space is an r-packing where
⋃
x∈P B(x, r) covers the entire space
X.
As an aside, the Net based Q-learning algorithm requires an -Net of the state action space
S ×A given as input to the algorithm [26].
The last definition will be used for a more interpretable regret bound. It is also used to bound
the size of the adaptive partition generated by the adaptive Q-learning algorithm. This is used as
a dimension of general metric spaces.
Definition 2.3. The covering dimension with parameter c induced by the packing numbers Nr is
defined as
dc = inf{d ≥ 0 | Nr ≤ cr−d ∀r ∈ (0, dmax]}.
For any set of finite diameter, the covering dimension is at most the doubling dimension, which
is at most d for any set in (Rd, `p). However, there are some spaces and metrics where the covering
dimensions can be much smaller than the dimension of the entire space [13].
All of these notions of covering are highly related, in fact there are even more definitions of
dimensions (including the doubling dimension) through which the regret bound can be formulated
(see Section 3 in [13]).
2.3 Assumptions
In this section we state and explain the assumptions used throughout the rest of the paper. We
assume that there exists a metric D : (S×A)2 → R+ so that S×A is a metric space 2. To make the
problem tractable we consider several assumptions which are common throughout the literature.
Assumption 1. S ×A has finite diameter with respect to the metric D, namely that
diam (S ×A) ≤ dmax.
This assumption allows us to maintain a partition of S × A. Indeed, for any point (x, a) in
S × A, the ball centered at (x, a) with radius dmax covers all of S × A. This is also assumed in
other research on reinforcement learning in metric spaces where they set dmax = 1 by re-scaling
the metric.
Assumption 2. For every h ∈ [H], Q?h is L-Lipschitz continuous with respect to D, i.e. for all
(x, a), (x′, a′) ∈ S ×A,
|Q?h(x, a)−Q?h(x′, a′)| ≤ LD((x, a), (x′, a′)).
2S ×A can also be a product metric space, where S and A are metric spaces individually and the metric on S ×A
is a product metric.
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Assumption 2 implies that the Q?h value of nearby state action pairs are close. This motivates
the discretization technique as points nearby will have similar Q?h values and hence can be esti-
mated together. Requiring the Q?h function to be Lipschitz may seem less interpretable compared
to making assumptions on the problem primitives; however, we demonstrate below that natural
continuity assumptions on the MDP translate into this condition (cf. Appendix C for details).
Proposition 2.4. Suppose that the transition kernel is Lipschitz with respect to total variation
distance and the reward function is Lipschitz continuous, i.e.
‖Ph(· | x, a)− Ph(· | x′, a′)‖TV ≤ L1D((x, a), (x′, a′)) and
|rh(x, a)− rh(x′, a′)| ≤ L2D((x, a), (x′, a′))
for all (x, a), (x′, a′) ∈ S × A and h. Then it follows that Q?h is also (2L1H + L2) Lipschitz
continuous.
This gives conditions without additional assumptions on the space S × A. One downside,
however, is for deterministic systems. Indeed, if the transitions in the MDP were deterministic
then the transition kernels Ph would be point masses. Thus, their total variation distance will be
either 0 or 1 and will not necessarily be Lipschitz.
Another setting which gives rise to a Lipschitz Q?h function (including deterministic transitions)
is seen when S is in addition a compact separable metric space with metric dS and the metric on
S × A satisfies D((x, a), (x′, a)) ≤ CdS(x, x′) for some constant C and for all a ∈ A and x, x′ ∈ S.
This holds for several common metrics on product spaces. If A is also a metric space with metric
dA then common choices for the product metric,
D((x, a), (x′, a′)) = dS(x, x′) + dA(a, a′)
D((x, a), (x′, a′)) = max{dS(x, x′), dA(a, a′)}
D((x, a), (x′, a′)) = ‖(dS(x, x′), dA(a, a′))‖p
all satisfy the property with constant C = 1. With this we can show the following.
Proposition 2.5. Suppose that the transition kernel is Lipschitz with respect to the Wasserstein
metric and the reward function is Lipschitz continuous, i.e.
|rh(x, a)− rh(x′, a′)| ≤ L1D((x, a), (x′, a′))
dW (Ph(· | x, a),Ph(· | x′, a′)) ≤ L2D((x, a), (x′, a′))
for all (x, a), (x′, a′) ∈ S ×A and h and where dW is the Wasserstein metric. Then Q?h and V ?h are
both (
∑H−h
i=0 L1L
i
2) Lipschitz continuous.
Because S is assumed to be a metric space as well, it follows that V ?h is Lipschitz continuous
in addition to Q?h. We also note that the Wasserstein metric is always upper-bounded by the total
variation distance, and so Lipschitz with respect to total variation implies Lipschitz with respect to
the Wasserstein metric. Moreover, this allows Assumption 2 to hold for deterministic MDPs with
Lipschitz transitions. Indeed, if gh(x, a) : S × A → S denotes the deterministic transition from
taking action a in state x at step h (so that Ph(x′ | x, a) = 1[x′=x]) then using properties of the
Wasserstein metric we see the following [10].
dW (Ph(· | x, a),Ph(· | x′, a′)) = sup
{∣∣∣∣∫ f dPh(· | x, a)− ∫ f dPh(· | x′, a′)∣∣∣∣ : ‖f‖L ≤ 1}
= sup
{∣∣f(gh(x, a))− f(gh(x′, a′))∣∣ : ‖f‖L ≤ 1}
≤ dS(gh(x, a), gh(x′, a′)) ≤ LD((x, a), (x′, a′))
9
where ‖f‖L is the smallest Lipschitz condition number of the function f and we used the Lipschitz
assumption of the deterministic transitions gh(x, a).
The next assumption is similar to that expressed in the literature on adaptive zooming algo-
rithms for multi-armed bandits [24, 13]. This assumes unrestricted access to the similarity metric
D. The question of representing the metric, learning the metric, and picking a metric are important
in practice, but beyond the scope of this paper [29]. We will assume oracle access to the similarity
metric via specific queries.
Assumption 3. The agent has oracle access to the similarity metric D via several queries that are
used by the algorithm.
The Adaptive Q−Learning algorithm presented (Algorithm 1) requires only a covering oracle
which takes a finite collection of balls and a set X and either declares that they cover X or outputs
an uncovered point. The algorithm then poses at most one oracle call in each round. An alternative
assumption is to assume the covering oracle is able to take a set X and value r and output an r
packing of X. In practice, this can be implemented in several metric spaces (e.g. Euclidean spaces).
Alternative approaches using arbitrary partitioning schemes (e.g. decision trees, etc) are presented
in Section 6. Implementation details of the algorithm in this setting will be explained in Section 7.
3 Algorithm
Our algorithm is parameterized by the number of episodes K and a value δ ∈ (0, 1) related to the
high-probability regret bound. 3 This algorithm falls under “Upper Confidence Bound” algorithms
popular in multi-armed bandits [4, 15] as the selection rule is greedy with respect to estimates of
the Q?h function. For each step h = 1, . . . ,H it maintains a collection of balls Pkh of S × A which
is refined over the course learning for each episode k ∈ [K]. Each element B ∈ Pkh is a ball with
radius r(B). Initially, when k = 1, there is only one ball in each partition P1h which has radius dmax
and contains the entire state-action space by Assumption 1. A sample of the partition resulting
from our adaptive discretization of the space S = [0, 1],A = [0, 1] can be seen in Figure 1 with the
metric D((x, a), (x′, a′)) = max{|x− x′|, |a− a′|}.
In comparison to the previous literature where the algorithm takes an optimal -Net as input,
our algorithm refines the partition Pkh in a data-driven manner. In each iteration, our algorithm
performs three steps: select a ball via the selection rule, update parameters, and re-partition the
space.
For every episode k and step h the algorithm maintains two tables with size linear with respect
to the number of balls in the partition Pkh . For any ball B ∈ Pkh we maintain an upper confidence
value Qkh(B) for the true Q
?
h value for points in B and n
k
h(B) for the number of times B or its
ancestors have been selected by the algorithm at step h in episodes up to k. This is incremented
every time B is played. The counter will be used to construct the bonus term in updating the Q
estimates and also for determining when to split a ball. We set the learning rate as follows:
αt =
H + 1
H + t
(3)
These learning rates are based on the the algorithm in [11], and are chosen to satisfy certain
conditions, captured via the following lemma (Lemma 4.1 from [11]).
3Knowledge of the number of episodes K can be relaxed by allowing the algorithm to proceed in phases via the
doubling trick.
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Algorithm 1 Adaptive Q-Learning
1: procedure Adaptive Q-Learning(S,A,D, H,K, δ)
2: Initiate H partitions P1h for h = 1, . . . ,H each containing a single ball with radius dmax and
Q1h estimate H
3: for each episode k ← 1, . . .K do
4: Receive initial state xk1
5: for each step h← 1, . . . ,H do
6: Select the ball Bsel by the selection rule Bsel = argmaxB∈RELEVANTkh(xkh) Q
k
h(B)
7: Select action akh = a for some (x
k
h, a) ∈ dom (Bsel)
8: Play action akh, receive reward r
k
h and transition to new state x
k
h+1
9: Update Parameters: t = nk+1h (Bsel)← nkh(Bsel) + 1
10:
11: Qk+1h (Bsel)← (1− αt)Qkh(Bsel) + αt(rkh + b(t) + Vkh+1(xkh+1)) where
12:
13: Vkh+1(x
k
h+1) = min(H,maxB∈RELEVANTkh+1(xkh+1) Q
k
h+1(B)) (see Section 3)
14: if nk+1h (Bsel) ≥
(
dmax
r(Bsel)
)2
then Split Ball(Bsel, h, k)
15: procedure Split Ball(B, h, k)
16: Set B1, . . . Bn to be an
1
2r(B)-packing of dom (B), and add each ball to the partition Pk+1h
(see Definition 2.2)
17: Initialize parameters Qk+1h (Bi) and n
k+1
h (Bi) for each new ball Bi to inherent values from
the parent ball B
Lemma 3.1. Let αit , ai
∏t
j=i+1(1− αj). Then {αt}i≤t satisfy:
1.
∑t
i=1 α
i
t = 1, maxi∈[t] αit ≤ 2Ht and
∑t
i=1(α
i
t)
2 ≤ 2Ht for every t ≥ 1
2. 1√
t
≤∑ti=1 αit√t ≤ 2√t for every t ≥ 1
3.
∑∞
t=i α
i
t = 1 +
1
H for every i ≥ 1.
These properties will be important in the proof and we will highlight them as they come up in
the proof sketch.
At a high level the algorithm proceeds as follows. In each episode k and step h, a state xkh is
observed. The algorithm selects an action according to the selection rule by picking a relevant ball
B in Pkh which has maximum upper confidence value Qkh(B) and taking an action in that ball. Next,
the algorithm updates the estimates for Qkh(B) by updating parameters and lastly re-partitions the
state-action space.
In order to define the three steps (selection rule, updating parameters, and re-partitioning) we
need to introduce some definitions and notation. Fix an episode k, step h, and ball B ∈ Pkh . Let
t = nkh(B) be the number of times B or its ancestors have been selected by the algorithm at step
h in episodes up to the current episode k. The confidence radius or bonus of ball B is
b(t) = 2
√
H3 log(4HK/δ)
t
+
4Ldmax√
t
. (4)
The first term in Equation 4 corresponds to the uncertainty in the current estimate of the Q value
due to the stochastic nature of the transitions. The second term corresponds to the discretization
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error by expanding the estimate to all points in the same ball. If in addition the rewards were
stochastic, there would be a third term to include the confidence in reward estimates.
The domain of a ball B is a subset of B which excludes all balls B′ ∈ Pkh of a strictly smaller
radius
dom (B) = B \
(
∪B′∈Pkh :r(B′)<r(B)B
′
)
.
The domain of the balls in Pkh will cover the entire space S ×A and be used in the algorithm as a
partition of the space. A ball B is then relevant in episode k step h for a point x ∈ S if (x, a) ∈
dom (B) for some a ∈ A. The set of all relevant balls for a point is denoted by RELEVANTkh(x). In each
round the algorithm selects one relevant ball B for the current state xkh and plays an action a in that
ball. After subsequently observing the reward rh = r(x
k
h, a) we increment t = n
k+1
h (B) = n
k
h(B)+1,
and perform the Q-learning update according to
Qk+1h (B) = (1− αt)Qkh(B) + αt(rkh + Vkh+1(xnew) + b(t)) (5)
where rkh is the observed reward, xnew is the state the agent transitions to, and
Vkh+1(x) = min(H, max
B∈RELEVANTkh+1(x)
Qkh+1(B)) (6)
is our estimate of the expected future reward for being in a given state. Let (xkh, a
k
h) be the state
action pair observed in episode k step h by the algorithm. Then the three rules are defined as
follows
• selection rule: Select a relevant ball B for xkh with maximal value of Qkh(B) (breaking ties
arbitrarily). Select any action a to play such that (xkh, a) ∈ dom (B). This is similar to the
greedy “upper confidence algorithms” for multi-armed bandits.
• update parameters: Increment nkh(B) by 1, and update the Qkh(B) value for the selected
ball given the observed reward according to Equation 5.
• re-partition the space: Let B denote the selected ball and r(B) denote its radius. We
split when nk+1h (B) ≥ (dmax/r(B))2. We then cover dom (B) with new balls B1, . . . , Bn which
form an 12r(B)-Net of dom (B). We call B the parent of these new balls and each child ball
inherits all values from its parent. We then add the new balls B1, . . . , Bn to Pkh to form the
partition for the next episode Pk+1h . 4
See Algorithm 1 for the pseudocode. The full version of the pseudocode is in Appendix B. As
a reference, see Table 1 in the appendix for a list of notation used.
4 Performance Guarantees
We provide three main forms of performance guarantees: uniform (i.e., worst-case) regret bounds
with arbitrary starting states, refined metric-specific regret bounds, and sample-complexity guar-
antees for learning a policy. We close the section with a lower-bound analysis of these results,
showing that our results are optimal up to logarithmic factors and a factor of H2.
4Instead of covering the parent ball each time it is “split”, we can instead introduce children balls as needed in a
greedy fashion until the parent ball is covered. When B is first split, we create a single new ball with center (x, a)
and radius 1
2
r(B) where x and a are the current state and action performed. At every subsequent time the parent
ball B is selected where the current state and action (xˆ, aˆ) ∈ dom (B), then we create a new ball again with center
(xˆ, aˆ) and radius 1
2
r(B), which removes this set from dom (B).
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4.1 Worst-Case Regret Guarantees
We provide regret guarantees for Algorithm 1. First recall the definition of the covering number
with parameter c as
dc = inf{d ≥ 0 : Nr ≤ cr−d ∀r ∈ (0, dmax]}. (7)
We show the regret scales as follows:
Theorem 4.1. For any any sequence of initial states {xk1 | k ∈ [K]}, and any δ ∈ (0, 1) with
probability at least 1− δ Adaptive Q-learning (Alg 1) achieves regret guarantee:
R(K) ≤ 3H2 + 6
√
2H3K log(4HK/δ)
+ γHK(dc+1)/(dc+2)
(√
H3 log(4HK/δ) + Ldmax
)
= O˜
(
H5/2K(dc+1)/(dc+2)
)
where dc is the covering number of S ×A with parameter c and the problem dependent constant
γ = 192c1/(dc+2)d−dc/(dc+2)max .
The regret bound in Theorem 4.1 has three main components. The first term 3H2 corresponds
to the regret due to actions selected in the first episode and its subsequent impact on future episodes,
where we loosely initialized the upper confidence value Q of each state action pair as H. The second
term accounts for the stochastic transitions in the MDP from concentration inequalities. The third
term is the discretization error, and comes from the error in discretizing the state action space
by the adaptive partition. As the partition is adaptive, this term scales in terms of the covering
number of the entire space. Setting δ = K−1/(dc+2), we get the regret of Algorithm 1 as
O˜
(
H5/2K(dc+1)/(dc+2)
)
.
This matches the regret bound from prior work when the metric space S × A is taken to be a
subset of [0, 1]d, such that the covering dimension is simply d, the dimension of the metric space
[26]. For the case of a discrete state-action space with the discrete metric D((s, a), (s′, a′)) = 1[s =
s′, a = a′], which has a covering dimension dc = 0, we recover the O˜(
√
H5K) bound from discrete
episodic RL [11].
Our experiments in Section 7 shows that the adaptive partitioning saves on time and space
complexity in comparison to the fixed −Net algorithm [26]. Heuristically, our algorithm achieves
better regret while reducing the size of the partition. We also see from experiments that the regret
seems to scale in terms of the covering properties of the shape of the optimal Q?h function instead
of the entire space similar to the results on contextual bandits in metric spaces [24].
Previous work on reinforcement learning in metric spaces give lower bounds on episodic rein-
forcement learning on metric spaces and show that any algorithm must achieve regret where H
scales as H3/2 and K in terms of K(dc+1)/(dc+2). Because our algorithm achieves worst case regret
O˜(K(dc+1)/(dc+2)H5/2) this matches the lower bound up to polylogarithmic factors and a factor of
H [26, 24]. More information on the lower bounds is in Section 4.4.
4.2 Metric-Specific Regret Guarantees
The regret bound formulated in Theorem 4.1 is a covering guarantee similar to prior work on
bandits in metric spaces [13, 24]. This bound suffices for metric spaces where the inequality in the
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definition of the covering dimensions Nr ≤ cr−d is tight; a canonical example is when S×A = [0, 1]d
under the Euclidean metric, where the covering dimension scales as Nr =
1
rd
.
More generally, the guarantee in Theorem 4.1 arises from a more refined bound, wherein we
replace the γK(dc+1)/(dc+2) factor in the third term of the regret with
inf
r0∈(0,dmax]
 Kr0dmax + ∑
r=dmax2−i
r≥r0
Nr
dmax
r
.
The bound in Theorem 4.1 is obtained by taking r0 = Θ
(
K
−1
dc+2
)
inside of the infimum.
This regret bound gives a packing Nr type guarantee. Discussion on the scaling is deferred to
Section 4.4.
4.3 Policy-Identification Guarantees
We can also adapt our algorithm to give sample-complexity guarantees on learning a policy of
desired quality. For such a guarantee, assuming that the starting states are adversarially chosen is
somewhat pessimistic. A more natural framework here is that of probably approximately correct
(PAC) guarantees for learning RL policies [30]. Here, we assume that in each episode k ∈ [K], we
have a random initial state Xk1 ∈ S drawn from some fixed distribution F1, and try to find the
minimum number of episodes needed to find an -optimal policy pi with probability at least 1− δ.
Following similar arguments as [11], we can show that
Theorem 4.2. For K = O˜
((
H5/2/δ
)dc+2)
(where dc is the covering dimension with parameter c),
consider a policy pi chosen uniformly at random from pi1, . . . , piK . Then, for initial state X ∼ F1,
with probability at least 1− δ, the policy pi obeys
V ?1 (X)− V pi1 (X) ≤ .
Note that in the above guarantee, both X and pi are random. The proof is deferred to Appendix D
4.4 Lower Bounds
Existing lower bounds for this problem have been established previously in the discrete tabular
setting [11] and in the contextual bandit literature [24].
Jin et al. [11] show the following for discrete spaces.
Theorem 4.3 (Paraphrase of Theorem 3 from [11]). For any algorithm, there exists an H-
episodic discrete MDP with S states and A actions such that for any K, the algorithm’s regret
is Ω(H3/2
√
SAK).
This shows that our scaling in terms of H is off by a linear factor. As analyzed in [11], we believe
that using Bernstein’s inequality instead of Hoeffding’s inequality to better manage the variance of
the Qkh(B) estimates of a ball will allow us to recover H
2 instead of H5/2.
Existing lower bounds for learning in continuous spaces have been established in the contextual
bandit literature. A contextual bandit instance is characterized by a context space S, action space
A, and reward function r : S ×A → [0, 1]. The agent interacts in rounds, where in each round the
agent observes an arbitrary initial context x, either drawn from a distribution or specified by an
adversary, and the agent subsequently picks an action a ∈ A, and receives reward r(x, a). This is
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clearly a simplification of an episodic MDP where the number of steps H = 1 and the transition
kernel Ph(· | x, a) is independent of x and a. Lower bounds presented in [13, 24] show that the
scaling in terms of Nr in this general regret bound is optimal.
Theorem 4.4 (Paraphrase of Theorem 5.1 from [24]). Let (S ×A,D) be an arbitrary metric space
satisfying the assumptions in Section 2.3 with dmax = 1. Fix an arbitrary number of episodes K
and a positive number R such that
R ≤ C0 inf
r∈(0,1)
r0K + ∑
r=2−i
r≥r0
Nr
r
log(K)
.
Then there exists a distribution I over problem instances such that for any algorithm, it holds that
EI(R(K)) ≥ Ω(R/ log(K)).
This shows that the scaling in terms of K in Section 4.2 is optimal up to logarithmic factors.
Plugging in r0 = Θ(K
−1/(dc+2)) and exhibiting the dependence on c from the definition of the
covering dimension (Equation 7) gives that the regret of any algorithm over the distribution of
problem instances is at least Ω(K(dc+1)/(dc+2)c1/(dc+2)). This matches the dependence on K and
c from Theorem 4.1. We can port this lower bound construction over to reinforcement learning
by constructing a problem instance with H bandit problems in sequence. An interesting direction
for future work is determining which reinforcement learning problem instances have more suitable
structure where we can develop tighter regret bounds.
5 Proof Sketch
In this section we give a proof sketch for Theorem 4.1; details are deferred to Appendix E. We start
with a map of the proof before giving some details.
Recall that the algorithm proceeds overK episodes, with each episode comprising ofH steps. We
start by showing that our algorithm is optimistic [23], which means that with high probability, the
estimates maintained by the algorithm are an upper bound on their true values. This allows us to
write the regret in terms of the error in approximating the value function to the true value function
for the policy employed on that episode. Next, using induction we relate the error from a given
step in terms of the error from the next step. Unraveling the relationship and using the fact that
the value function for the last step is always zero, we write the regret as the sum of the confidence
bound terms from Equation 4. We finish by bounding these quantities using properties of the
splitting rule from Algorithm 1. Together, this shows the regret bound established in Theorem 4.1.
Before giving some details of the proof, we start with some notation. Let Bkh and (x
k
h, a
k
h)
denote the ball and state-action pair selected by the algorithm in episode k, step h. We also denote
nkh = n
k
h(B
k
h) as the number of times the ball B
k
h or its ancestors has been previously played by the
algorithm. The overall regret is then given by (Equation 2):
R(K) =
K∑
k=1
(
V ?1 (x
k
1)− V pi
k
1 (x
k
1)
)
.
To simplify presentation, we denote (V ?h (x
k
h)− V pi
k
h (x
k
h)) by (V
?
h − V pi
k
h )(x
k
h).
We start by relating the error in the estimates from step h in terms of the (h+1) step estimates.
The following Lemma establishes this relationship, which shows that with high probability Qkh is
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both an upper bound on Q?h, and exceeds Q
?
h by an amount which is bounded as a function of the
step (h+ 1) estimates. This also shows that our algorithm is optimistic.
Lemma 5.1. For any ball B, step h and episode k, let t = nkh(B), and k1 < . . . < kt to be
the episodes where B or its ancestors were encountered previously by the algorithm in step h.
Then, for any δ ∈ (0, 1), with probability at least 1− δ/2 the following holds simultaneously for all
(x, a, h, k) ∈ S ×A× [H]× [K] and ball B such that (x, a) ∈ dom (B):
1.Qkh(B) ≥ Q?h(x, a) and Vkh(x) ≥ V ?h (x)
2.Qkh(B)−Q?h(x, a) ≤ 1[t=0]H + βt +
t∑
i=1
αit
(
Vkih+1 − V ?h+1
)
(xkih+1)
where, for any t ∈ [K] and i ≤ t, we define αti = αi
∏t
j=i+1(1− αj) and βt = 2
∑t
i=1 α
t
ib(i) (where
αj are the learning rates, and b(·) the confidence radius).
In Appendix E, we provide an expanded version of Lemma 5.1 with a detailed proof (Lemma E.7).
Below we provide a proof sketch. The main claim in the Lemma follows from first expanding the
recursive update for Qkh(B) from (5), the property that
∑t
i=1 α
i
t = 1 from Lemma 3.1, and applying
definitions from the Bellman Equation (Equation 1) to show that
Qkh(B)−Q?h(x, a) = 1[t=0](H −Q?h(x, a)) +
t∑
i=1
αit
(
(Vkih+1 − V ?h+1)(xkih+1) + b(i)
)
+
t∑
i=1
αit
(
V ?h+1(x
ki
h+1)− E
[
V ?h+1(xˆ) | xkih , akih
])
+
t∑
i=1
αit
(
Q?h(x
ki
h , a
ki
h )−Q?h(x, a)
)
.
The last term
∣∣∣∑ti=1 αit(Q?h(xkih , akih )−Q?h(x, a))∣∣∣ is the error due to the bias induced by discretiza-
tion, which we bound by 4Ldmax/
√
t using Lipschitzness of the Q-function. The second term is the
error due to approximating the future value of a state. By using Azuma-Hoeffding’s inequality, we
show that with probability at least 1− δ/2, the error due to approximating the future value by the
next state as opposed to computing the expectation is bounded above by∣∣∣∣∣
t∑
i=1
αit
(
V ?h+1(x
ki
h+1)− E
[
V ?h+1(xˆ) | xkih , akih
])∣∣∣∣∣ ≤ 2
√
H3 log(4HK/δ)
t
.
The final inequalities in Lemma 5.1 follow by the definition of b(i), βt, and substituting the above
inequalities to the expression for Qkh(B)−Q?h(x, a).
By Lemma 5.1, with high probability, Vkh(x) ≥ V ?h (x), such that the terms within the summation
of the regret (V ?1 (x
k
1)− V pi
k
1 (x
k
1)) can be upper bounded by (V
k
1 − V pi
k
1 )(x
k
1) to show that
R(K) ≤
K∑
k=1
(
(Vk1 − V pi
k
1 )(x
k
1)
)
.
The main inductive relationship is stated in Lemma 5.2 which writes the errors of these step h
estimates in terms of the (h+ 1) step estimates.
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Lemma 5.2. For any δ ∈ (0, 1) if βt = 2
∑t
i=1 α
i
tb(i) then with probability at least 1− δ/2, for all
h ∈ [H],
K∑
k=1
(Vkh − V pi
k
h )(x
k
h) ≤
K∑
k=1
(
H1[nkh=0]
+ βnkh
+ ξkh+1
)
+
(
1 +
1
H
) K∑
k=1
(Vkh+1 − V pi
k
h+1)(x
k
h+1)
where ξkh+1 = E
[
V ?h+1(xˆ)− V pi
k
h+1(xˆ)
∣∣ xkh, akh]− (V ?h+1 − V pikh+1)(xkh+1).
Expanding this inductive relationship, and using the base case that the value functions at step
H + 1, VkH+1 and V
pik
H+1, are always zero, it follows that
R(K) ≤
H∑
h=1
(
1 +
1
H
)h−1 K∑
k=1
(
H1[nkh=0]
+ βnkh
+ ξkh+1
)
≤ 3
H∑
h=1
K∑
k=1
(
H1[nkh=0]
+ βnkh
+ ξkh+1
)
.
Clearly,
∑K
k=1H1[nkh=0]
= H as nkh = 0 only for the first episode k = 1. For the terms with
ξkh+1 we use a standard martingale analysis with Azuma-Hoeffdings inequality to show in Lemma
E.9 of the Appendix that
H∑
h=1
K∑
k=1
ξkh+1 ≤ 6
√
2H3K log(4HK/δ).
The dominating term in the regret is
∑H
h=1
∑K
k=1 βnkh
, which captures critical terms in the approx-
imation error of Q. By construction of b(t), it follows that βt = Θ(
1√
t
) from the second condition
in Lemma 3.1. Using the following two lemmas we are able to bound this sum. The first lemma
states several invariants maintained by the partitioning scheme.
Lemma 5.3. For every (h, k) ∈ [H]× [K] the following invariants are maintained:
• (Covering) The domains of each ball in Pkh cover S ×A.
• (Separation) For any two balls of radius r, their centers are at distance at least r.
The next lemma states that the number of samples in a given ball grows in terms of its radius.
This is needed to show a notion of “progress”, where as we get more samples in a ball we further
partition it in order to get a more refined estimate for the Q?h value for points in that ball.
Lemma 5.4. For any h ∈ [H] and child ball B ∈ PKh (the partition at the end of the last episode
K) the number of episodes k ≤ K such that B is selected by the algorithm is less than 34(dmax/r)2
where r = r(B). I.e. denoting by Bkh the ball selected by the algorithm in step h episode k,
|{k : Bkh = B}| ≤
3
4
(
dmax
r
)2
.
Moreover, the number of times that ball B and it’s ancestors have been played is at least
1
4
(
dmax
r
)2
.
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Using these two lemmas we show that |Pkh | ' K
dc
dc+2 . Hence we get using Jensen’s and Cauchy’s
inequality that:
K∑
k=1
βnkh
'
K∑
k=1
1√
nkh
'
∑
B∈Pkh
∑
k:Bkh=B
1√
nkh
'
∑
B∈Pkh
√
|k : Bkh = B| '
√
|Pkh |K
' K(dc+1)/(dc+2).
Combining these terms gives the regret bound in Theorem 4.1.
Finally we would like to give some intuition for how the induction relationship presented in
Lemma 5.2 follows from the key Lemma 5.1. Recall that the selection rule in the algorithm enforces
that the selected ball Bkh is the one that maximizes the upper confidence Q-values amongst relevant
balls. By definition, it follows that for any h and k,
(Vkh−V pi
k
h )(x
k
h) ≤ max
B∈RELEVANTkh(xkh)
Qkh(B)−Qpi
k
h (x
k
h, a
k
h)
= Qkh(B
k
h)−Qpi
k
h (x
k
h, a
k
h)
= Qkh(B
k
h)−Q?h(xkh, akh) +Q?h(xkh, akh)−Qpi
k
h (x
k
h, a
k
h).
By the definition of the Q-function in Equation 1,
Q?h(x
k
h, a
k
h)−Qpi
k
h (x
k
h, a
k
h) = E
[
V ?h+1(xˆ)− V pi
k
h+1(xˆ)
∣∣ xkh, akh].
We bound Qkh(B
k
h) − Q?h(xkh, akh) by Lemma 5.1, as (xkh, akh) ∈ dom
(
Bkh
)
. Putting these bounds
together, for t = nkh(B
k
h) and for k1 < . . . < kt denoting episodes where B
k
h or its ancestors were
previously encountered, it follows that
(Vkh − V pi
k
h )(x
k
h) ≤ 1[t=0]H + βt +
t∑
i=1
αit(V
ki
h+1 − V ?h+1)(xkih+1) + (V ?h+1 − V pi
k
h+1)(x
k
h+1) + ξ
k
h+1,
where ξkh+1 is defined in Lemma 5.2. Let us denote n
k
h = n
k
h(B
k
h), and let the respective episodes
ki(B
k
h) denote the time B
k
h or its ancestors were selected for the i-th time. By comparing the
above inequality to the final inductive relationship, the last inequality we need show is that upon
summing over all episodes k,
K∑
k=1
nkh∑
i=1
αi
nkh
(V
ki(B
k
h)
h+1 − V ?h+1)(x
ki(B
k
h)
h+1 ) +
K∑
k=1
(V ?h+1 − V pi
k
h+1)(x
k
h+1)
≤
(
1 +
1
H
) K∑
k=1
(Vkh+1 − V pi
k
h+1)(x
k
h+1).
For every k′ ∈ [K] the term (Vk′h+1−V ?h+1)(xk
′
h+1) appears in the summand when k = n
k′
h . The next
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time it appears when k = nk
′
h + 1 and so on. By rearranging the order of the summation,
K∑
k=1
nkh∑
i=1
αi
nkh
(V
ki(B
k
h)
h+1 − V ?h+1)(x
ki(B
k
h)
h+1 )
≤
K∑
k=1
(Vkh+1 − V ?h+1)(xkh+1)
∞∑
t=nkh
α
nkh
t .
The final recursive relationship results from the property that by construction
∑∞
t=i α
i
t = 1 +
1
H for
all i from Lemma 3.1, and the inequality V pi
k
h+1(x
k
h+1) ≤ V ?h+1(xkh+1) ≤ Vkh+1(xkh+1).
6 Discussion and Extensions
The partitioning method used in Algorithm 1 was chosen due to its implementability. However, our
analysis can be extended to provide a framework for adaptive Q-learning algorithms that flexibly
learns partitions of the space in a data-driven manner. This allows practitioners to use their
favourite partitioning algorithm (e.g. decision trees, kernel methods, etc) to adaptively partition
the space. This begs the question: Amongst different partitioning algorithms, which ones still
guarantee the same regret scaling as Theorem 4.1?
In particular, we consider black box partitioning schemes that incrementally build a nested
partition, determining when and how to split regions as a function of the observed data. This black
box partitioning algorithm is then plugged into the “repartioning” step of Algorithm 1. Let Pkh
denote the partition kept by the algorithm for step h in episode k. The algorithm stores estimates
Qkh(P ) for the optimal Q
?
h value for points in a given region P ∈ Pkh and nkh(P ) for the number of
times P or its ancestors has been selected in step h up to the current episode k. In every episode
k, step h of the algorithm, the procedure proceeds identically to that in Algorithm 1 by selecting a
region P kh which is relevant for the current state with maximal Q
k
h(P ) value. The update rules are
the same as those defined in (5) where instead of balls we consider regions in the partition. When
a region is subpartitioned, all of its children must inherent the values of Qkh(P ) and n
k
h(P ) from
its parent. The black box partitioning algorithm only decides when and how to subpartition the
selected region P kh .
In Theorem 6.1, we extend the regret guarantees to modifications of Algorithm 1 that maintain
the conditions below.
Theorem 6.1. For any modification of Algorithm 1 with a black box partitioning scheme that
satisfies ∀h ∈ [H], Pkh :
1. {Pkh}k≥1 is a sequence of nested partitions.
2. There exists constants c1 and c2 such that for every h, k and P ∈ Pkh
c21
diam (P )2
≤ nkh(P ) ≤
c22
diam (P )2
.
3. |PKh | ≤ Kdc/(dc+2).
the achieved regret is bounded by O˜(H5/2K(dc+1)/(dc+2)).
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Our algorithm clearly satisfies the first condition. The second condition is verified in Lemma E.1,
and the third condition follows from a tighter analysis in Lemma E.10. The only dependence on
the partitioning method used when proving Theorem 4.1 is through these sets of assumptions, and
so the proof follows from a straightforward generalization of the results.
Similar generalizations were provided in the contextual bandit setting by [28], although they
only show sublinear regret. The first condition requires that the partition evolves in a hierarchical
manner, as could be represented by a tree, where each region of the partition has an associated
parent. Due to the fact that a child inherits its Qkh estimates from its parent, the recursive update
expansion in Lemma 5.1 still holds. The second condition establishes that the number of times a
given region is selected grows in terms of the square of its diameter. This can be thought of as
a bias variance trade-off, as when the number of samples in a given region is large, the variance
term dominates the bias term and it is advantageous to split the partition to obtain more refined
estimates. This assumption is necessary for showing Lemma 5.4. It also enforces that the coarseness
of the partition depends on the density of the observations. The third condition controls the size
of the partition and is used to compute the sum
∑K
k=1 βnkh
from the proof sketch in Section 5.
This theorem provides a practical framework for developing adaptive Q-learning algorithms.
The first condition is easily satisfied by picking the partition in an online fashion and splitting
the selected region into sub-regions. The second condition can be checked at every iteration and
determines when to sub-partition a region. The third condition limits the practitioner from creating
unusually shaped regions. Using these conditions, a practitioner can use any decision tree or
partitioning algorithm that satisfies these properties to create an adaptive Q-learning algorithm.
An interesting future direction is to understand whether different partitioning methods leads to
provable instance-specific gains.
7 Experiments
7.1 Experimental Set up
We compare the performance of Q-learning with Adaptive Discretization (Algorithm 1) to Net
Based Q-Learning [26] on two canonical problems to illustrate the advantage of adaptive dis-
cretization compared to uniform mesh. On both problems the state and action space are taken to
be S = A = [0, 1] and the metric the product metric, i.e. D((x, a), (x′, a′)) = max{|x−x′|, |a−a′|}.
This choice of metric results in a rectangular partition of S × A = [0, 1]2 allowing for sim-
pler implementation and easy comparison of the partitions used by the algorithms. We focus
on problems which have a two-dimensional state-action space to provide a proof of concept of
the adaptive discretizations constructed by the algorithm. These examples have more structure
than the worst-case bound, but provide intuition on the partition “zooming” into important
parts of the space. More simulation results are available with the code on github at https:
//github.com/seanrsinclair/AdaptiveQLearning.
Oil Discovery. This problem, adapted from [17], is a continuous variant of the popular ‘Grid
World’ game. It comprises of an agent (or agents) surveying a 1D map in search of hidden “oil
deposits”. The world is endowed with an unknown survey function f(x) which encodes the oil
deposit at each location x. For agents to move to a new location they must pay a cost proportional
to the distance moved; moreover, surveying the land produces noisy estimates of the true value of
that location.
We consider an MDP where S = A = [0, 1] represent the current and future locations of
the agent. The time-invariant transition kernel (i.e., homogeneous for all h ∈ [H]) is defined via
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Ph(x′ | x, a) = 1[x′=a], signifying that the agent moves to their chosen location. Rewards are given
by rh(x, a) = max{0, f(a)+−|x−a|}, where  is independent sub-Gaussian noise and f(a) ∈ [0, 1]
is the survey value of the location a (the max ensures rewards are in [0, 1]).
We choose the survey function f(x) to be either f(x) = e−λ|x−c| or f(x) = 1− λ(x− c)2 where
c ∈ [0, 1] is the location of the oil well and λ is a smoothing parameter, which can be tuned to
adjust the Lipschitz constant.
Ambulance Relocation. This is a widely-studied stochastic variant of the above problem [3].
Consider an ambulance navigating an environment and trying to position itself in a region with high
predicted service requests. The agent interacts with the environment by first choosing a location
to station the ambulance, paying a cost to travel to that location. Next, an ambulance request
is realized, drawn from a fixed distribution, after which the ambulance must travel to meet the
demand at the random location.
Formally, we consider an MDP with S = A = [0, 1] encoding the current and future locations
of the ambulance. The transition kernels are defined via Ph(x′|x, a) ∼ Fh, where Fh denotes the
request distribution for time step h. The reward is rh(x
′|x, a) = 1− [c|x−a|+ (1− c)|x′−a|]; here,
c ∈ [0, 1] models the trade-offs between the cost of relocation (often is less expensive) and cost of
traveling to meet the demand.
For the arrival distribution Fh we consider Beta(5, 2) and Uniform(0, 1) to illustrate dispersed
and concentrated request distributions. We also analyzed the effect of changing the arrival distri-
bution over time (e.g. Figure 1). We compare the RL methods to two heuristics: “No Movement”,
where the ambulance pays the cost of traveling to the request, but does not relocate after that,
and “Median”, where the ambulance always relocates to the median of the observed requests. Each
heuristic is near-optimal respectively at the two extreme values of c.
7.2 Adaptive Tree Implementation
We used a tree data structure to implement the partition Pkh of Algorithm 1. We maintain a tree
for every step h ∈ [H] to signify our partition of S ×A = [0, 1]2. Each node in the tree corresponds
to a rectangle of the partition, and contains algorithmic information such as the estimate of the
Qkh value at the node. Each node has an associated center (x, a) and radius r. We store a list of
(possibly four) children for covering the region which arises when splitting a ball.
To implement the selection rule we used a recursive algorithm which traverses through all the
nodes in the tree, checks each node if the given state xkh is contained in the node, and if so recursively
checks the children to obtain the maximum Qkh value. This speeds up computation by following
the tree structure instead of linear traversal. For additional savings we implemented this using a
max-heap.
For Net Based Q-Learning, based on the recommendation in [26], we used a fixed -Net of the
state-action space, with  = (KH)−1/4 (since d = 2). An example of the discretization can be seen
in Figure 1 where each point in the discretization is the center of a rectangle.
7.3 Experimental Results
Oil Discovery. First we consider the oil problem with survey function f(a) = e−λ|a−c| where
λ = 1. This results in a sharp reward function. Heuristically, the optimal policy can be seen to
take the first step to travel to the maximum reward at c and then for each subsequent step stay
at the current location. For the experiments we took the number of steps H to be five and tuned
the scaling of the confidence bounds for the two algorithms separately. In Figure 2 we see that
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Figure 2: Comparison of the observed rewards, size of partition, and discretization for the uniform
mesh [26] and our adaptive discretization algorithms, on the oil discovery problem with survey
function f(x) = e−|x−0.75|. The transition kernel is Ph(x′ | x, a) = 1[x′=a] and reward function is
r(x, a) = (1 − e−|a−0.75| − |x − a|)+ (see Section 7.1). The adaptive algorithm quickly learns the
location of the optimal point 0.75 and creates a fine partition of the space around the optimal.
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Figure 3: Comparison of the algorithms on the ambulance problem with Beta(5, 2) arrival distribu-
tion and reward function r(x, a) = 1− |x− a| (see Section 7.1). Clearly, the no movement heuristic
is the optimal policy but the adaptive algorithm learns a fine partition across the diagonal of the
space where the optimal policy lies.
the adaptive Q-learning algorithm is able to ascertain the optimal policy in fewer iterations than
the epsilon net algorithm. Moreover, due to adaptively partitioning the space instead of fixing
a discretization before running the algorithm, the size of the partition in the adaptive algorithm
is drastically reduced in comparison to the epsilon net. Running the experiment on the survey
function f(a) = 1 − λ(x − c)2 gave similar results and the graph can be seen in Appendix F. We
note that for both experiments as we increase λ, causing the survey distribution to become peaky
and have a higher Lipschitz constant, the Net based Q-learning algorithm suffered from a larger
discretization error. This is due to that fact that the tuning of the  parameter ignores the Lipschitz
constant. However, the adaptive Q-learning algorithm is able to take advantage and narrow in on
the point with large reward.
Ambulance Routing. We consider the ambulance routing problem with arrival distribution
F = Beta(5, 2). The time horizon H is again taken to be five. We implemented two additional
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heuristics for the problem to serve as benchmarks. The first is the “No Movement” heuristic.
This algorithm takes the action to never move, and pays the entire cost of traveling to service
the arrival. The second, “Median” heuristic takes the action to travel to the estimated median of
the distribution based on all past arrivals. For the case when c = 1 no movement is the optimal
algorithm. For c = 0 the optimal will be to travel to the median.
After running the algorithms with c = 1 the adaptive Q-learning algorithm is better able to
learn the stationary policy of not moving from the current location, as there is only a cost of
moving to the action. The rewards observed by each algorithm is seen in Figure 3. In this case,
the discretization (for step h = 2) shows that the adaptive Q-learning algorithm maintains a finer
partition across the diagonal where the optimal policy lives. Running the algorithm for c < 1 shows
that the adaptive Q-learning algorithm has a finer discretization around (x, a) = (0.7, 0.7), where
0.7 is the approximate median of a Beta(5, 2) distribution. The algorithm keeps a fine discretization
both around where the algorithm frequently visits, but also places of high reward. For c < 1 and the
arrival distribution F = Uniform[0, 1] the results were similar and the graphs are in Appendix F.
The last experiment was to analyze the algorithms when the arrival distribution changes over
time (e.g. over steps h). In Figure 1 we took c = 0 and shifting arrival distributions Fh where F1 =
Uniform(0, 1/4),F2 = Uniform(1/4, 1/2),F3 = Uniform(1/2, 3/4),F4 = Uniform(3/4, 1), and F5 =
Uniform(1/2 − 0.05, 1/2 + 0.05). In the figure, the color corresponds to the Q?h value of that
specific state-action pair, where green corresponds to a larger value for the expected future rewards.
The adaptive algorithm was able to converge faster to the optimal policy than the uniform mesh
algorithm. Moreover, the discretization observed from the Adaptive Q-Learning algorithm follows
the contours of the Q-function over the space. This shows the intuition behind the algorithm
of storing a fine partition across near-optimal parts of the space, and a coarse partition across
sub-optimal parts.
8 Conclusion
We presented an algorithm for model-free episodic reinforcement learning on continuous state action
spaces that uses data-driven discretization to adapt to the shape of the optimal policy. Under the
assumption that the optimal Q? function is Lipschitz, the algorithm achieves regret bounds scaling
in terms of the covering dimension of the metric space.
Future directions include relaxing the requirements on the metric, such as considering weaker
versions of the Lipschitz condition. In settings where the metric may not be known a priori, it would
be meaningful to be able to estimate the distance metric from data over the course of executinng of
the algorithm. Lastly, we hope to characterize problems where adaptive discretization outperforms
uniform mesh.
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A Notation Table
Symbol Definition
S,A, H MDP specifications (state space, action space, steps per episode)
rh(x, a) , Ph(· | x, a) Reward/transition kernel for taking action a in state x at step h
K Number of episodes
pi?h Optimal policy in step h
(xkh, a
k
h) State and action executed by the algorithm at step h in episode k
∆(S) Set of probability measures on S
V pih (·), Qpih(·, ·) Value/Q-function at step h under policy pi
V ?h (·), Q?h(·, ·) Value/Q-function for step h under the optimal policy
L Lipschitz constant for Q?
D Metric on S ×A
dmax Bound on S ×A using the metric D
Nr r covering number of S ×A
dc The covering dimension of S ×A with parameter c
Pkh Partition of S ×A for step h in episode k
Bkh Ball selected by algorithm in step h episode k
Qkh(B) Estimate of the Q value for points in B in step h episode k
Vkh(x) Estimate of the value function for x in step h episode k
nkh(B) Number of times B or its ancestors has been chosen
before episode k in step h
αt The adaptive learning rate
H+1
H+t (cf. Alg 1)
αit αi
∏t
j=i+1(1− αj)
diam (B) The diameter of a set B
r(B) The radius of a ball B
b(t) The upper confidence term, 2
√
H3 log(4HK/δ)
t +
4LDmax√
t
R(K) The regret up to episode K
dom (B) The domain of a ball B, excludes points in a ball with a smaller radius
RELEVANTkh(x) The set of all balls which are relevant for x in step h episode k
E[Vh+1(xˆ) | x, a] Exˆ∼Ph(·|x,a)[Vh+1(xˆ)]
Table 1: List of common notation
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B Complete Pseudocode for Adaptive Q-Learning Algorithm
Algorithm 2 Adaptive Q-Learning
1: procedure Adaptive Q-learning(S,A,D, H,K, δ)
2: for h← 1, . . . ,H do
3: P1h contains a single ball B with radius dmax
4: Q1h(B)← H
5: for each episode k ← 1, . . .K do
6: Receive initial state xk1
7: for each step h← 1, . . . ,H do
8: Selection Rule:
9: Set RELEVANTkh(x
k
h) = {B ∈ Pkh | ∃a ∈ A with (xkh, a) ∈ dom (B)}
10: Select the ball Bsel by the selection rule Bsel = argmaxB∈RELEVANTkh(xkh) Q
k
h(B)
11: Select action akh = a for some (x
k
h, a) ∈ dom (Bsel)
12: Play action akh, receive reward r
k
h, and new state x
k
h+1
13: Update Parameters:
14: nk+1h (Bsel)← nkh(Bsel) + 1
15: t← nk+1h (Bsel)
16: b(t)← 4
√
H3 log(4HK/δ)
t +
2Ldmax√
t
17: Qk+1h (Bsel)← (1− αt)Qkh(Bsel) + αt(rkh + Vkh+1(xkh+1) + b(t)) where
18: Vkh(x
k
h) = min(H,maxB∈RELEVANTkh(xkh) Q
k
h(B))
19: if t ≥
(
dmax
r(Bsel)
)2
then
20: Split Ball(Bsel, h, k)
21: Pk+1h ← Pkh
22: procedure Split Ball(B, h, k)
23: Set B1, . . . Bn to be a
1
2r(B)−Net of dom (B)
24: for each ball Bi do
25: Qk+1h (Bi)← Qk+1h (B)
26:
27: nk+1h (Bi)← nk+1h (B)
28:
29: Add Bi to Pk+1h
C Proofs for Lipschitz Q? Function
Proposition C.1. Suppose that the transition kernel and reward function are Lipschitz continuous
with respect to D, i.e.
‖Ph(· | x, a)− Ph(· | x′, a′)‖TV ≤ L1D((x, a), (x′, a′)) and
|rh(x, a)− rh(x′, a′)| ≤ L2D((x, a), (x′, a′))
for all (x, a), (x′, a′) ∈ S ×A and h. Then Q?h is also (2L1H + L2) Lipschitz continuous.
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Proof. We use the definition of Q?h. Indeed, for any h ∈ [H],
|Q?h(x, a)−Q?h(x′, a′)| = |rh(x, a)− rh(x′, a′) + E
[
V ?h+1(xˆ) | x, a
]− E[V ?h+1(xˆ) | x′, a′]|.
However, noting that both Ph(· | x, a) and Ph(· | x′, a′) are absolutely continuous with respect
to the base measure λ = 12(Ph(· | x, a) + Ph(· | x′, a′)) we are able to deconstruct the difference in
expectations with respect to the Radon-Nikodym derivatives as the measures are σ-finite. Hence,
≤ |rh(x, a)− rh(x′, a′)|+
∣∣∣∣∫ V ?h+1(xˆ) dPh(xˆ | x, a)− ∫ V ?h+1(xˆ) dPh(xˆ | x′, a′)∣∣∣∣
≤ L2D((x, a), (x′, a′)) +
∣∣∣∣∫ V ?h+1(xˆ)dPh(xˆ | x, a)dλ(xˆ) dλ(xˆ)−
∫
V ?h+1(xˆ)
dPh(xˆ | x′, a′)
dλ(xˆ)
dλ(xˆ)
∣∣∣∣
≤ L2D((x, a), (x′, a′)) +
∫
|V ?h+1(xˆ)|
∣∣∣∣dPh(xˆ | x, a)dλ(xˆ) − dPh(xˆ | x′, a′)dλ(xˆ)
∣∣∣∣ dλ(xˆ)
≤ L2D((x, a), (x′, a′)) + ‖V ?h+1‖∞
∫ ∣∣∣∣dPh(xˆ | x, a)dλ(xˆ) − dPh(xˆ | x′, a′)dλ(xˆ)
∣∣∣∣ dλ(xˆ)
≤ L2D((x, a), (x′, a′)) +H
∥∥∥∥dPh(· | x, a)dλ − dPh(· | x′, a′)dλ
∥∥∥∥
1
= L2D((x, a), (x′, a′)) + 2H‖Ph(· | x, a)− Ph(· | x′, a′)‖TV
≤ L2D((x, a), (x′, a′)) + 2HL1D((x, a), (x′, a′))
where we have used the fact that the total variation distance is twice the L1 distance of the Radon-
Nikodym derivatives.
Now we further assume that S is a separable and compact metric space with metric dS . We
also assume that D((x, a), (x′, a)) ≤ CdS(x, x′) where we assume C = 1 for simplicity.
As a preliminary we begin with the following lemma.
Lemma C.2. Suppose that f : S × A → R is L Lipschitz and uniformly bounded. Then g(x) =
supa∈A f(x, a) is also L Lipschitz.
Proof. Fix any x1 and x2 ∈ S. First notice that |f(x1, a) − f(x2, a)| ≤ LD((x1, a), (x2, a)) ≤
LdS(x1, x2) by choice of product metric.
Thus, for any a ∈ A we have that
f(x1, a) ≤ f(x2, a) + LdS(x1, x2) ≤ g(x2) + LdS(x1, x2).
However, as this is true for any a ∈ A we see that g(x1) ≤ g(x2) + LdS(x1, x2). Swapping the role
of x1 and x2 in the inequality shows |g(x1)− g(x2)| ≤ LdS(x1, x2) as needed.
We will use this and properties of the Wasserstein metric from [10] to give conditions on the
Q? function to be Lipschitz. First notice the definition of the Wasserstein metric on a separable
metric space via:
dW (µ, ν) = sup
{∣∣∣∣∫ f dµ− ∫ f dν∣∣∣∣ : ‖f‖L ≤ 1}
where ‖f‖L is the smallest Lipschitz constant of the function f and µ and ν are measures on the
space S.
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Proposition C.3. Suppose that the transition kernel is Lipschitz with respect to the Wasserstein
metric and the reward function is Lipschitz continuous, i.e.
|rh(x, a)− rh(x′, a′)| ≤ L1D((x, a), (x′, a′))
dW (Ph(· | x, a),Ph(· | x′, a′)) ≤ L2D((x, a), (x′, a′))
for all (x, a), (x′, a′) ∈ S ×A and h where dW is the Wasserstein metric. Then Q?h and V ?h are both
(
∑H−h
i=0 L1L
i
2) Lipschitz continuous.
Proof. We show this by induction on h. For the base case when h = H + 1 then V ?H+1 = Q
?
H+1 = 0
and so the result trivially follows.
Similarly when h = H then by Equation 1 we have that Q?H(x, a) = rH(x, a). Thus, |Q?H(x, a)−
Q?H(x
′, a′)| = |rH(x, a) − rH(x′, a′)| ≤ L1D((x, a), (x′, a′)) by assumption. Moreover, V ?H(x) =
maxa∈AQ?H(x, a) is L1 Lipschitz by Equation 1 and Lemma C.2.
For the step case we assume that Q?h+1 and V
?
h+1 are both
∑H−h−1
i=0 L1L
i
2 Lipschitz and show
the result for Q?h and V
?
h . Indeed,
|Q?h(x, a)−Q?h(x′, a′)| = |rh(x, a)− rh(x′, a′) + E
[
V ?h+1(xˆ) | x, a
]− E[V ?h+1(xˆ) | x′a′]|
≤ |rh(x, a)− rh(x′, a′)|+ |E
[
V ?h+1(xˆ) | x, a
]− E[V ?h+1(xˆ) | x′a′]|
≤ L1D((x, a), (x′, a′)) +
∣∣∣∣∫ V ?h+1(xˆ) dPh(xˆ | x, a)− ∫ V ?h+1(xˆ) dPh(xˆ | x′, a′)∣∣∣∣
Now denoting by K =
∑H−h−1
i=0 L1L
i
2 by the induction hypothesis and the properties of Wasserstein
metric (Equation 3 from [10]) we have that
|Q?h(x, a)−Q?h(x′, a′)| ≤ L1D((x, a), (x′, a′))
+K
∣∣∣∣∫ 1KV ?h+1(xˆ) dPh(xˆ | x, a)−
∫
1
K
V ?h+1(xˆ) dPh(xˆ | x′, a′)
∣∣∣∣
≤ L1D((x, a), (x′, a′)) +KdW (Ph(· | x, a),Ph(· | x′, a′))
≤ L1D((x, a), (x′, a′)) +KL2D((x, a), (x′, a′))
= (L1 +KL2)D((x, a), (x′, a′)).
Noting that by definition of K we have L1 + KL2 =
∑H−h−1
i=0 L1L
i
2. To show that V
?
h is also
Lipschitz we simply use Lemma C.2.
D Policy-Identification Guarantees Proof
Theorem D.1. For K = O˜
((
H5/2/δ
)dc+2)
(where dc is the covering dimension with parameter
c), consider a policy pi chosen uniformly at random from pi1, . . . , piK . Then, for an initial state
X ∼ F1, with probability at least 1− δ, the policy pi obeys
V ?1 (X)− V pi1 (X) ≤ .
Note that in the above guarantee, both X and pi are random.
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Proof. Let X ∼ F1 be a random starting state sampled from F1. Then from Markov’s inequality
and the law of total expectation, we have that:
P(V ?1 (X)− V pi1 (X) > c) ≤
1
Kc
K∑
k=1
E
[
V ?1 (X)− V pi
k
1 (X)
]
≤ 1
Kc
O˜
(
H5/2K(dc+1)/(dc+2))
)
= O˜
(
H5/2K−
1
dc+2
c
)
,
where the last inequality follows from the guarantee in Theorem 4.1. Setting c =  and K =
O˜
((
H5/2/δ
)dc+2)
in the above expression gives that V ?1 (x)− V pi1 (x) ≤  with probability at least
1− δ.
E Proof Details
E.1 Required Lemmas
We start with a collection of lemmas which are required to show Theorem 4.1.
The first two lemmas consider invariants established by the partitioning of the algorithm. These
state that the algorithm maintains a partition of the state-action space at every iteration of the
algorithm, and that the balls of similar radius are sufficiently apart.
Lemma E.1 (Lemma 5.3 from the main paper). For every (h, k) ∈ [H]× [K] the following invari-
ants are maintained:
• (Covering) The domains of each ball in Pkh cover S ×A.
• (Separation) For any two balls of radius r, their centers are at distance at least r.
Proof. Let (h, k) ∈ [H]× [K] be arbitrary.
For the covering invariant notice that ∪B∈Pkhdom (B) = ∪B∈PkhB where we are implicitly taking
the domain with respect to the partition Pkh . The covering invariant follows then since Pkh contains
a ball which covers the entire space S ×A from the initialization in the algorithm.
To show the separation invariant, suppose that B1 and B2 are two balls of radius r. If B1
and B2 share a parent, we note by the splitting rule the algorithm maintains the invariant that
the centers are at a distance at least r from each other. Otherwise, suppose without loss of
generality that B1 has parent B
par and that B2 was activated before B1. The center of B1 is some
point (x, a) ∈ dom (Bpar). It follows then that (x, a) 6∈ dom (B2) by definition of the domain as
r(Bpar) > r(B2). Thus, their centers are at a distance at least r from each other.
The second property is useful as it maintains that the centers of the balls of radius r form an
r−packing of S ×A and hence there are at most Npackr ≤ Nr balls activated of radius r.
The next theorem gives an analysis on the number of times that a ball of a given radius will be
selected by the algorithm. This Lemma also shows the second condition required for a partitioning
algorithm to achieve the regret bound as described in Section 6.
Lemma E.2 (Lemma 5.4 from the main paper). For any h ∈ [H] and child ball B ∈ PKh (the
partition at the end of the last episode K) the number of episodes k ≤ K such that B is selected by
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the algorithm is less than 34(dmax/r)
2 where r = r(B). I.e. denoting by Bkh the ball selected by the
algorithm in step h episode k,
|{k : Bkh = B}| ≤
3
4
(
dmax
r
)2
.
Moreover, the number of times that ball B and its ancestors have been played is at least 14
(
dmax
r
)2
.
For the case when B is the initial ball which covers the entire space then the number of episodes
that B is selected is only one.
Proof. Consider an arbitrary h ∈ [H] and child ball B ∈ PKh such that r(B) = r. Furthermore, let
k be the episode for which ball B was activated. Then Bkh, the ball selected by the algorithm at
step h in episode k is the parent of B. Moreover, if t = nk+1h (B
k
h) is the number of times that B
k
h or
it’s ancestors have been played then t =
(
dmax
r(Bkh)
)2
by the activation rule. Also, r(Bkh) = 2r(B) by
the re-partitioning scheme. Hence, the number of times that B and its ancestors have been played
is at least
t =
(
dmax
r(Bkh)
)2
=
(
dmax
2r(B)
)2
=
1
4
(
dmax
r(B)
)2
.
The number of episodes that B can be selected (i.e. |{k : Bkh = B}|) by the algorithm is
bounded above by
(
dmax
r(B)
)2 − ( dmax
r(Bkh)
)2
as this is the number of samples of B required to split the
ball by the partitioning scheme. However, plugging in r(Bkh) = 2r(B) gives(
dmax
r(B)
)2
−
(
dmax
2r(B)
)2
=
3
4
(
dmax
r(B)
)2
as claimed.
Lastly if B is the initial ball which covers the entire space then r(B) = dmax initially and so
the ball is split after it is selected only once.
Next we provide a recursive relationship for the update in Q estimates.
Lemma E.3. For any h, k ∈ [H]× [K] and ball B ∈ Pkh let t = nkh(B) be the number of times that
B or its ancestors were encountered during the algorithm before episode k. Further suppose that B
and its ancestors were encountered at step h of episodes k1 < k2 < . . . < kt < k. By the update
rule of Q we have that:
Qkh(B) = 1[t=0]H +
t∑
i=1
αit
(
rh(x
ki
h , a
ki
h ) + V
ki
h+1(x
ki
h+1) + b(i)
)
.
Proof. We show the claim by induction on t = nkh(B).
First suppose that t = 0, i.e. that the ball B has not been encountered before by the algorithm.
Then initially Q1h(B) = H = 1[t=0]H.
Now for the step case we notice that Qkh(B) was last updated at episode kt. kt is either the
most recent episode when ball B was encountered, or the most recent episode when it’s parent was
encountered if B was activated and not yet played. In either case by the update rule (Equation 5)
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we have
Qkh(B) = (1− αt)Qkth (B) + αt
(
rh(x
kt
h , a
kt
h ) + V
kt
h+1(x
kt
h+1) + b(t)
)
= (1− αt)α0t−1H + (1− αt)
t−1∑
i=1
αit
(
rh(x
ki
h , a
ki
h ) + V
ki
h+1(x
ki
h+1) + b(i)
)
+ αt
(
rh(x
kt
h , a
kt
h ) + V
kt
h+1(x
kt
h+1) + b(t)
)
by the induction hypothesis
= 1[t=0]H +
t∑
i=1
αit
(
rh(x
ki
h , a
ki
h ) + V
ki
h+1(x
ki
h+1) + b(i)
)
by definition of αit.
The next lemma extends the relationship between the optimal Q value Q?h(x, a) for any (x, a) ∈
S × A to the estimate of the Q value for any ball B containing (x, a). For ease of notation we
denote (Vkh(x)− V ?h (x)) = (Vkh − V ?h )(x).
Lemma E.4. For any (x, a, h, k) ∈ S ×A× [H]× [K] and ball B ∈ Pkh such that (x, a) ∈ dom (B)
then if t = nkh(B) and B and its ancestors were previously encountered at step h in episodes
k1 < k2 < . . . < kt < k then
Qkh(B)−Q?h(x, a) = 1[t=0](H −Q?h(x, a)) +
t∑
i=1
αit
(
(Vkih+1 − V ?h+1)(xkih+1) + V ?h+1(xkih+1)
− E
[
V ?h+1(xˆ) | xkih , akih
]
+ b(i) +Q?h(x
ki
h , a
ki
h )−Q?h(x, a)
)
Proof. Consider any (x, a) ∈ S × A and h ∈ [H] arbitrary and an episode k ∈ [K]. Furthermore,
let B be any ball such that (x, a) ∈ B. First notice by Lemma 3.1 that 1[t=0] +
∑t
i=1 α
i
t = 1 for
any t ≥ 0.
We show the claim by induction on t = nkh(B).
For the base case that t = 0 then Qkh(B) = H as it has not been encountered before by the
algorithm. Then
Qkh(B)−Q?h(x, a) = H −Q?h(x, a) = 1[t=0](H −Q?h(x, a)).
For the step case we use the fact that
∑t
i=1 α
i
t+1[t=0] = 1. Thus, Q
?
h(x, a) =
∑t
i=1 α
i
tQ
?
h(x, a)+
1[t=0]Q
?
h(x, a). Subtracting this from Q
k
h(B) and using Lemma E.3 yields
Qkh(B)−Q?h(x, a) = 1[t=0]H +
t∑
i=1
αit
(
rh(x
ki
h , a
ki
h ) + V
ki
h+1(x
ki
h+1) + b(i)
)
− 1[t=0]Q?h(x, a)−
t∑
i=1
αitQ
?
h(x, a)
= 1[t=0](H −Q?h(x, a)) +
t∑
i=1
αit
(
rh(x
ki
h , a
ki
h ) + V
ki
h+1(x
ki
h+1) + b(i)
+Q?h(x
ki
h , a
ki
h )−Q?h(xkih , akih )−Q?h(x, a)
)
.
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However, using the Bellman Equations (1) we know that
Q?h(x
ki
h , a
ki
h ) = rh(x
ki
h , a
ki
h ) + E
[
V ?h+1(xˆ) | xkih , akih
]
.
Using this above we get that
Qkh(B)−Q?h(x, a) = 1[t=0](H −Q?h(x, a)) +
t∑
i=1
αit
(
Vkih+1(x
ki
h+1)− E
[
V ?h+1(xˆ) | xkih , akih
]
+ b(i) +Q?h(x
ki
h , a
ki
h )−Q?h(x, a)
)
= 1[t=0](H −Q?h(x, a)) +
t∑
i=1
αit
(
(Vkih+1 − V ?h+1)(xkih+1)
+ V ?h+1(x
ki
h+1)− E
[
V ?h+1(xˆ) | xkih , akih
]
+ b(i) +Q?h(x
ki
h , a
ki
h )−Q?h(x, a)
)
.
Consider now V ?h+1(x
ki
h+1) − E
[
V ?h+1(xˆ) | xkih , akih
]
. We notice that as the next state xkih+1 is
drawn from Ph(· | xkih , akih ) then E
[
V ?h+1(x
ki
h+1)
]
= E
[
V ?h+1(xˆ) | xkih , akih
]
. Thus, this sequence forms
a martingale difference sequence and so by Azuma-Hoeffding’s inequality we are able to show the
following.
Lemma E.5. For all (x, a, h, k) ∈ S×A×[H]×[K] and for all δ ∈ (0, 1) we have with probability at
least 1− δ/2 if (x, a) ∈ B for some B ∈ Pkh then for t = nkh(B) and episodes k1 < k2 < . . . < kt < k
where B and its ancestors were encountered at step h before episode k then∣∣∣∣∣
t∑
i=1
αit
(
V ?h+1(x
ki
h+1)− E
[
V ?h+1(xˆ) | xkih , akih
])∣∣∣∣∣ ≤ H
√√√√2 t∑
i=1
(αit)
2 log(4HK/δ).
Proof. Consider the sequence
ki = min(k,min{kˆ : nkˆh(Ba) = i and Ba is an ancestor of B or B itself}).
Clearly ki is the episode for which B or its ancestors were encountered at step h for the i-th time
(as once a ball is split it is never chosen by the algorithm again). Setting
Zi = 1[ki≤k]
(
V ?h+1(x
ki
h+1)− E
[
V ?h+1(xˆ) | xkih , akih
])
then Zi is a martingale difference sequence with respect to the filtration Fi which we denote as
the information available to the agent up to an including the step ki. Moreover, as the sum of
a martingale difference sequence is a martingale then for any τ ≤ K, ∑τi=1 Zi is a martingale.
Noticing that the difference between subsequent terms is bounded by Hαiτ and Azuma-Hoeffding’s
inequality we see that for a fixed τ ≤ K
P
∣∣∣∣∣
τ∑
i=1
αiτZi
∣∣∣∣∣ ≤ H
√√√√2 τ∑
i=1
(αiτ )
2 log
(
4HK
δ
)
≥ 1− 2 exp
(
−2H
2
∑τ
i=1(α
i
τ )
2 log(4HKδ )
2H2
∑τ
i=1(α
i
τ )
2
)
= 1− δ
2HK
.
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Since the inequality holds for fixed τ ≤ K the the inequality must also hold for the random stopping
time τ = t = nkh(B) ≤ K. Moreover, for this stopping time each of the indicator functions will be
1.
Taking a union bound over the number of episodes and over all H the result follows. We only
need to union bound over the number of episodes instead of the number of balls as the inequality
is satisfied for all balls not selected in a given round as it inherits its concentration from its parent
ball because the value for t does not change.
We also notice that for t > 0 that
∑t
i=1(α
i
t)
2 ≤ 2Ht by Lemma 3.1 and so
H
√√√√2 t∑
i=1
(αit)
2 log(4HK/δ) ≤ H
√
2
2H
t
log(4HK/δ) = 2
√
H3 log(4HK/δ)
t
.
The next lemma uses the activation rule and Assumption 2 to bound the difference between
the optimal Q functions at a point (x, a) in B from the points sampled in ancestors of B by
the algorithm. This corresponds to the accumulation of discretization errors in the algorithm by
accumulating estimates over a ball.
Lemma E.6. For any (x, a, h, k) ∈ S ×A× [H]× [K] and ball B ∈ Pkh with (x, a) ∈ dom (B) if B
and its ancestors were encountered at step h in episodes k1 < k2 < . . . < kt < k where t = n
k
h(B)
then
t∑
i=1
αit
∣∣∣Q?h(xkih , akih )−Q?h(x, a)∣∣∣ ≤ 4Ldmax√t .
Proof. Denote by Bkih as the ball selected in step h of episode ki and n
ki
h as n
ki
h (B
ki
h ). Then
each Bkih is an ancestor of B and s both (x, a) and (x
ki
h , a
ki
h ). Hence by the Lipschitz assumption
(Assumption 2) we have that |Q?h(xkih , akih )−Q?h(x, a)| ≤ Ldiam
(
Bkih
)
≤ 2Lr(Bkih ).
However, r(Bkih ) ≤ dmax√i . Indeed, by the re-partition rule we split when n
ki
h =
(
dmax
r(B
ki
h )
)2
(and afterwards Bkih is not chosen again) and so n
ki
h ≤
(
dmax
r(B
ki
h )
)2
. Square rooting this gives that√
nkih ≤ dmaxr(Bkih )
. However, as nkih = i we get that r(B
ki
h ) ≤ dmax√i . Using this we have that
t∑
i=1
αit
∣∣∣Q?h(xkih , akih )−Q?h(x, a)∣∣∣ ≤ t∑
i=1
αit2Lr(B
ki
h )
≤ 2
t∑
i=1
αitLdmax
1√
i
≤ 4Ldmax 1√
t
by Lemma 3.1.
The next lemma provides an upper and lower bound on the difference between Qkh(B) and
Q?h(x, a) for any (x, a) ∈ dom (B). It also shows that our algorithm is optimistic, in that the
estimates are upper bounds for the true quality and value function for the optimal policy [23].
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Lemma E.7 (Expanded version of Lemma 5.1 from the main paper). For any δ ∈ (0, 1) if βt =
2
∑t
i=1 α
i
tb(i) then
βt ≤ 8
√
H3 log(4HK/δ)
t
+ 16
Ldmax√
t
and
βt ≥ 4
√
H3 log(4HK/δ)
t
+ 8
Ldmax√
t
.
Moreover, with probability at least 1 − δ/2 the following holds simultaneously for all (x, a, h, k) ∈
S ×A× [H]× [K] and ball B such that (x, a) ∈ dom (B) where t = nkh(B) and k1 < . . . < kt are the
episodes where B or its ancestors were encountered previously by the algorithm
0 ≤ Qkh(B)−Q?h(x, a) ≤ 1[t=0]H + βt +
t∑
i=1
αit(V
ki
h+1 − V ?h+1)(xkih+1)
Proof. First consider βt = 2
∑t
i=1 α
i
tb(i). By definition of the bonus term as
b(t) = 2
√
H3 log(4HK/δ)
t
+ 2
Ldmax√
t
we have the following (where we use Lemma 3.1):
βt = 2
t∑
i=1
αitb(i)
= 2
t∑
i=1
αit(2
√
H3 log(4HK/δ)
i
+ 4
Ldmax√
i
)
≤ 4(2
√
H3 log(4HK/δ)
t
+ 4
Ldmax√
t
)
= 8
√
H3 log(4HK/δ)
t
+ 16
Ldmax√
t
We can similarly lower-bound the expression by 4
√
H3 log(4HK/δ)
t + 8
Ldmax√
t
using the lower bound
from Lemma 3.1.
We start with the upper bound on Qkh(B)−Q?h(x, a). Indeed, by Lemma E.4 we have
Qkh(B)−Q?h(x, a) = 1[t=0](H −Q?h(x, a)) +
t∑
i=1
αit
(
(Vkih+1 − V ?h+1)(xkih+1)
+ V ?h+1(x
ki
h+1)− E
[
V ?h+1(xˆ) | xkih , akih
]
+ b(i) +Q?h(x
ki
h , a
ki
h )−Q?h(x, a)
)
.
However, with probability at least 1− δ/2 by Lemma E.5 and Lemma E.6 we get
≤ 1[t=0]H +
t∑
i=1
αitb(i) + 2
√
H3 log(4HK/δ)
t
+ 4
Ldmax√
t
+
t∑
i=1
αit(V
ki
h+1 − V ?h+1)(xkih+1)
≤ 1[t=0]H +
t∑
i=1
αitb(i) +
βt
2
+
t∑
i=1
αit(V
ki
h+1 − V ?h+1)(xkih+1)
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Using that
∑t
i=1 α
i
tb(i) = βt/2 establishes the upper bound.
For the lower bound we show the claim by induction on h = H + 1, H, . . . , 1.
Indeed, for the base case when h = H + 1 then Q?H+1(x, a) = 0 = Q
k
H+1(B) for every k, ball B,
and (x, a) ∈ S ×A trivially as at the end of the episode the expected future reward is always zero.
Now, assuming the claim for h + 1 we show the claim for h. First consider Vkih+1(x
ki
h+1) −
V ?h+1(x
ki
h+1). We show that V
ki
h+1(x
ki
h+1)− V ?h+1(xkih+1) ≥ 0. By the Bellman Equations (1) we know
that
V ?h+1(x
ki
h+1) = sup
a∈A
Q?h+1(x
ki
h+1, a) = Q
?
h+1(x
ki
h+1, pi
?
h+1(x
ki
h+1)).
If Vkih+1(x
ki
h+1) = H then the inequality trivially follows as V
?(xkih+1) ≤ H. Thus by the update
in the algorithm we can assume that Vkih+1(x
ki
h+1) = maxB∈RELEVANTkih+1(x
ki
h+1)
Qkih (B). Now let B
?
be the ball with smallest radius in Pkih+1 such that (xkih+1, pi?h+1(xkih+1)) ∈ B?. Such a ball exists as
Pkih+1 covers S × A by Lemma E.1. Moreover (xkih+1, pi?h+1(xkih+1)) ∈ dom (B?) as B? was taken to
have the smallest radius. Thus, Qkih+1(B
?) ≥ Q?h+1(xkih+1, pi?h+1(xkih+1)) by the induction hypothesis.
Hence we have that
Vkih+1(x
ki
h+1) ≥ Qkih+1(B?) ≥ Q?h+1(xkih+1, pi?h+1(xkih+1)) = V ?h+1(xkih+1).
Putting all of this together with Lemma E.4 then with probability 1−δ/2 we have (using Lemma E.5
and definition of βt/2) that
Qkh(B)−Q?h(x, a) = 1[t=0](H −Q?h(x, a)) +
t∑
i=1
αit
(
(Vkih+1 − V ?h+1)(xkih+1)
+ V ?h+1(x
ki
h+1)− E
[
V ?h+1(xˆ) | xkih , akih
]
+ b(i) +Q?h(x
ki
h , a
ki
h )−Q?h(x, a)
)
≥
t∑
i=1
αit(V
ki
h+1 − V ?h+1)(xkih+1) +
βt
2
− 2
√
H3 log(4HK/δ)/t− 4Ldmax√
t
≥ βt
2
− βt
2
≥ 0
where in the last line we used that Vkih+1(x
ki
h+1) ≥ V ?h+1(xkih+1) from before.
The next Lemma extends the results from Lemma E.7 to lower bounds of Vkh − V ?h over the
entire state space S.
Corollary E.8. For any δ ∈ (0, 1) with probability at least 1−δ/2 the following holds simultaneously
for all (x, h, k) ∈ S × [H]× [K]
Vkh(x)− V ?h (x) ≥ 0
Proof. The proof of the lower bound follows from the argument used in the proof of Lemma E.7.
The next lemma uses Azuma-Hoeffding’s inequality to bound a martingale difference sequence
which arises in the proof of the regret bound.
Lemma E.9. For any δ ∈ (0, 1) with probability at least 1− δ/2 we have that
H∑
h=1
K∑
k=1
∣∣∣E[V ?h+1(xˆ)− V pikh+1(xˆ) | xkh, akh]− (V ?h+1(xkh+1)− V pikh+1(xkh, akh))∣∣∣ ≤ 2√2H3K log(4HK/δ).
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Proof. First consider Zkh = E
[
V ?h+1(xˆ)− V pi
k
h+1(xˆ) | xkh, akh
]
− (V ?h+1(xkh+1) − V pi
k
h+1(x
k
h)). Similar to
the proof of Lemma E.5 we notice that Zkh is a martingale difference sequence due to the fact that
the next state is drawn from the distribution Ph(· | xkh, akh). Using that |Zkh | ≤ 2H we have that
P
(
H∑
h=1
K∑
k=1
∣∣∣E[V ?h+1(xˆ)− V pikh+1(xˆ) | xkh, akh]− (V ?h+1(xkh+1)− V pikh+1(xkh, akh))∣∣∣ >√8H3K log(4HK/δ)
)
≤ 2 exp
(
−8H
3K log(4HK/δ)
2HK(2H)2
)
= 2 exp
(
−8H
3K log(4HK/δ)
8H3K
)
= 2
δ
4KH
≤ δ/2.
Thus with probability at least 1− δ/2 we have that
H∑
h=1
K∑
k=1
∣∣∣E[V ?h+1(xˆ)− V pikh+1(xˆ) | xkh, akh]− (V ?h+1(xkh+1)− V pikh+1(xkh, akh))∣∣∣ ≤√8H3K log(4HK/δ)
as claimed.
This next lemma provides a bound on the sum of errors accumulated from the confidence bounds
βt throughout the algorithm. This term gives rise to the Nr covering terms from Theorem 4.1. This
Lemma can also show the third condition required for a partitioning algorithm to achieve the regret
bound as described in Section 6.
Lemma E.10. For every h ∈ [H], if Bkh is the ball selected by the algorithm in step h episode k
and nkh = n
k
h(B
k
h) then
K∑
k=1
βnkh
≤ 32
(√
H3 log(4HK/δ) + Ldmax
)
inf
r0∈(0,dmax]
 ∑
r=dmax2−i
r≥r0
Nr
dmax
r
+
Kr0
dmax
.
Proof. Using Lemma E.7,
K∑
k=1
βnkh
≤
K∑
k=1
8
√
H3 log(4HK/δ)
nkh
+ 16
Ldmax√
nkh
≤ 16
(√
H3 log(4HK/δ) + Ldmax
) K∑
k=1
1√
nkh
.
We thus turn our attention to
∑K
k=1 1/
√
nkh. Rewriting the sum in terms of the radius of all balls
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activated by the algorithm we get for an arbitrary r0 ∈ (0, dmax],
K∑
k=1
1√
nkh
=
∑
r=dmax2−i
∑
B∈PKh
r(B)=r
∑
k:Bkh=B
1√
nkh(B)
=
∑
r=dmax2−i
r≥r0
∑
B∈PKh
r(B)=r
∑
k:Bkh=B
1√
nkh(B)
+
∑
r=dmax2−i
r<r0
∑
B∈PKh
r(B)=r
∑
k:Bkh=B
1√
nkh(B)
,
taking the two cases when r ≥ r0 and r < r0 separately. We first start with r < r0. Then,∑
r=dmax2−i
r<r0
∑
B∈PKh
r(B)=r
∑
k:Bkh=B
1√
nkh(B)
≤
∑
r=dmax2−i
r<r0
∑
B∈PKh
r(B)=r
∑
k:Bkh=B
1√
1
4d
2
max/r
2
by Lemma E.2
≤
∑
r=dmax2−i
r<r0
∑
B∈PKh
r(B)=r
∑
k:Bkh=B
2r0
dmax
≤ 2Kr0
dmax
by bounding the number of terms in the sum by the number of episodes K.
For the case when r ≥ r0 we get
∑
r=dmax2−i
r≥r0
∑
B∈PKh
r(B)=r
∑
k:Bkh=B
1√
nkh(B)
≤
∑
r=dmax2−i
r≥r0
∑
B∈PKh
r(B)=r
3
4(
dmax
r )
2∑
i=1
1√
i+ 14
(
dmax
r
)2 by Lemma E.2
≤
∑
r=dmax2−i
r≥r0
∑
B∈PKh
r(B)=r
∫ 3
4(
dmax
r )
2
1
1√
x+ 14
(
dmax
r
)2dx
=
∑
r=dmax2−i
r≥r0
∑
B∈PKh
r(B)=r
2
dmax
r
≤
∑
r=dmax2−i
r≥r0
2Nr
dmax
r
as by Lemma E.1 the centers of balls of radius r are at a distance at least r from each other and
thus form an r-packing of S ×A. Hence, the total number of balls of radius r is at most Nr. Thus
we get that (taking the inf over r0 arbitrary):
K∑
k=1
1√
nkh
≤ inf
r0∈(0,dmax]
 ∑
r=dmax2−i
r≥r0
2Nr
dmax
r
+
2Kr0
dmax
.
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Plugging this back into the first inequality gives that
K∑
k=1
βnkh
≤ 16
(√
H3 log(4HK/δ) + Ldmax
) K∑
k=1
1√
nkh
≤ 16
(√
H3 log(4HK/δ) + Ldmax
)
inf
r0∈(0,dmax]
 ∑
r=dmax2−i
r≥r0
2Nr
dmax
r
+
2Kr0
dmax

= 32
(√
H3 log(4HK/δ) + Ldmax
)
inf
r0∈(0,dmax]
 ∑
r=dmax2−i
r≥r0
Nr
dmax
r
+
Kr0
dmax
.
E.2 Regret Analysis
We start with a lemma which was highlighted in the proof sketch from Section 5.
Lemma E.11 (Lemma 5.2 from the main paper). For any δ ∈ (0, 1) if βt = 2
∑t
i=1 α
i
tb(i) then
with probability at least 1− δ/2, for all h ∈ [H],
K∑
k=1
(Vkh − V pi
k
h )(x
k
h) ≤
K∑
k=1
(H1[nkh=0]
+ βnkh
+ ξkh+1) +
(
1 +
1
H
) K∑
k=1
(Vkh+1 − V pi
k
h+1)(x
k
h+1).
Proof of Lemma E.11. By equations 6 and 1, and the definition of the selection rule by the algo-
rithm it follows that for any h and k that
Vkh(x
k
h)− V pi
k
h (x
k
h) ≤ max
B∈RELEVANTkh(xkh)
Qkh(B)−Qpi
k
h (x
k
h, a
k
h)
= Qkh(B
k
h)−Qpi
k
h (x
k
h, a
k
h)
= Qkh(B
k
h)−Q?h(xkh, akh) +Q?h(xkh, akh)−Qpi
k
h (x
k
h, a
k
h).
First, by Equation 1 we know that Q?h(x
k
h, a
k
h) − Qpi
k
h (x
k
h, a
k
h) = E
[
V ?h+1(xˆ)− V pi
k
h+1(xˆ) | xkh, akh
]
.
Moreover, as (xkh, a
k
h) ∈ dom
(
Bkh
)
we can use Lemma 5.1 and get for t = nkh(B
k
h) and episodes
k1 < . . . < kt where B
k
h or its ancestors were previously encountered
Qkh(B
k
h)−Q?h(xkh, akh) +Q?h(xkh, akh)−Qpi
k
h (x
k
h, a
k
h)
≤ 1[t=0]H + βt +
t∑
i=1
αit(V
ki
h+1 − V ?h+1)(xkih+1) + E
[
V ?h+1(xˆ)− V pi
k
h+1(xˆ) | xkh, akh
]
≤ 1[t=0]H + βt +
t∑
i=1
αit(V
ki
h+1 − V ?h+1)(xkih+1) + (V ?h+1 − V pi
k
h+1)(x
k
h+1) + ξ
k
h+1
where ξkh+1 = E
[
V ?h+1(xˆ)− V pi
k
h+1(xˆ) | xkh, akh
]
−(V ?h+1−V pi
k
h+1)(x
k
h+1). Taking the sum over all episodes
k and letting nkh = n
k
h(B
k
h) and the respective episodes ki(B
k
h) as the time B
k
h or its ancestors were
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selected for the i’th time,
K∑
k=1
Vkh(x
k
h)− V pi
k
h (x
k
h) ≤
K∑
k=1
(
1[nkh=0]
H + βnkh
)
+
K∑
k=1
nkh∑
i=1
αi
nkh
(V
ki(B
k
h)
h+1 − V ?h+1)(x
ki(B
k
h)
h+1 )
+
K∑
k=1
(
(V ?h+1 − V pi
k
h+1)(x
k
h+1) + ξ
k
h+1
)
. (8)
For the second term we rearrange the summation using the observation used in the proof from
[11, 26]. For every k′ ∈ [K] the term (Vk′h+1 − V ?h+1)(xk
′
h+1) appears in the summand when k = n
k′
h .
The next time it appears when k = nk
′
h + 1 and so on. Hence by rearranging and using Lemma 3.1,
it follows that
K∑
k=1
nkh∑
i=1
αi
nkh
(V
ki(B
k
h)
h+1 − V ?h+1)(x
ki(B
k
h)
h+1 ) ≤
K∑
k=1
(Vkh+1 − V ?h+1)(xkh+1)
∞∑
t=nkh
α
nkh
t
≤
(
1 +
1
H
) K∑
k=1
(Vkh+1 − V ?h+1)(xkh+1).
Using these inequalities in Equation 8 we have that
K∑
k=1
Vkh(x
k
h)− V pi
k
h (x
k
h) ≤
K∑
k=1
(H1[nkh=0]
+ βnkh
+ ξkh+1) +
(
1 +
1
H
) K∑
k=1
(Vkh+1 − V ?h+1)(xkh+1)
+
K∑
k=1
(V ?h+1 − V pi
k
h+1)(x
k
h+1). (9)
However, noticing that V pi
k
h+1(x
k
h+1) ≤ V ?h+1(xkh+1) we have(
1 +
1
H
) K∑
k=1
(Vkh+1 − V ?h+1)(xkh+1) +
K∑
k=1
(V ?h+1 − V pi
k
h+1)(x
k
h+1)
=
(
1 +
1
H
) K∑
k=1
(Vkh+1 − V ?h+1)(xkh+1) +
K∑
k=1
(Vkh+1 − V pi
k
h+1)(x
k
h+1)− (Vkh+1 − V ?h+1)(xkh+1)
=
1
H
K∑
k=1
(Vkh+1 − V ?h+1)(xkh+1) +
K∑
k=1
(Vkh+1 − V pi
k
h+1)(x
k
h+1)
≤
(
1 +
1
H
) K∑
k=1
(Vkh+1 − V pi
k
h+1)(x
k
h+1).
Substituting this back into Equation 9 we get that
K∑
k=1
(Vkh − V pi
k
h )(x
k
h) ≤
K∑
k=1
(H1[nkh=0]
+ βnkh
+ ξkh+1) +
(
1 +
1
H
) K∑
k=1
(Vkh+1 − V pi
k
h+1)(x
k
h+1).
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With the machinery in place we are now ready to show the general version of Theorem 4.1. We
restate it here for convenience.
Theorem E.12. For any any sequence of initial states {xk1 | k ∈ [K]}, and any δ ∈ (0, 1) with
probability at least 1− δ Adaptive Q-learning (Alg 1) achieves regret guarantee:
R(K) ≤ 3H2 + 6
√
2H3K log(4HK/δ)
+ 96H
(√
H3 log(4HK/δ) + Ldmax
)
inf
r0∈(0,dmax]
 ∑
r=dmax2−i
r≥r0
Nr
dmax
r
+
Kr0
dmax

where Nr is the r-covering number of S ×A with respect to the metric D.
Proof. By definition of the regret we have that R(K) =
∑K
k=1(V
?
1 (x
k
1)− V pi
k
1 (x
k
1)). By Lemma E.8
we know with probability at least 1− δ/2 that for any (x, a, h, k) that Vkh(x)− V ?h (x) ≥ 0. Hence
we have that R(K) ≤∑Kk=1(Vk1(xk1)− V pik1 (xk1)).
The main idea of the rest of the proof is to upper bound
∑K
k=1(V
k
h(x
k
h)− V pi
k
h (x
k
h)) by the next
step
∑K
k=1(V
k
h+1(x
k
h+1)− V pi
k
h+1(x
k
h+1)). For any fixed (h, k) ∈ [H]× [K] let Bkh be the ball selected
at episode k step h and t = nkh(B). Using Lemma E.11 we know for any h ∈ [H] that
K∑
k=1
(Vkh − V pi
k
h )(x
k
h) ≤
K∑
k=1
(H1[nkh=0]
+ βnkh
+ ξkh+1) +
(
1 +
1
H
) K∑
k=1
(Vkh+1 − V pi
k
h+1)(x
k
h+1).
For the first term we notice that
K∑
k=1
1[nkh=0]
H ≤ H
as the indicator is 1 only when k = 1 for the first iteration when there is only a single ball covering
the entire space.
Substituting this in and expanding this relationship out and using the fact that VkH+1(x
k
H+1)−
V pi
k
H+1(x
k
h+1) = 0 as V
k
H+1 = V
pik
H+1 = 0 gives
R(K) ≤
K∑
k=1
(V k1 (x
k
1)− V pi
k
1 (x
k
1)) ≤ H
H∑
h=1
(
1 +
1
H
)h−1
+
H∑
h=1
(
1 +
1
H
)h−1 K∑
k=1
(βnkh
+ ξkh+1).
Indeed, we can show this by induction on H. For the case when H = 1 then we get (using that
Vk2(x) = V
pik
2 (x) = 0)
K∑
k=1
(V k1 (x
k
1)− V pi
k
1 (x
k
1)) ≤ H +
(
1 +
1
H
) K∑
k=1
(
Vk2(x
k
2)− V pi
k
2 (x
k
2)
)
+
K∑
k=1
(
βnk1
+ ξk2
)
= H
1∑
h=1
(
1 +
1
H
)h−1
+
1∑
h=1
(
1 +
1
H
)h−1 K∑
k=1
(
βnk1
+ ξk2
)
.
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For the step case then
K∑
k=1
V k1 (x
k
1)− V pi
k
1 (x
k
1)
≤ H +
(
1 +
1
H
) K∑
k=1
(
Vk2(x
k
2)− V pi
k
2 (x
k
2)
)
+
K∑
k=1
(
βnk1
+ ξk2
)
≤ H +
(
1 +
1
H
)(
H
H−1∑
h=1
(
1 +
1
H
)h−1
+
H−1∑
h=1
(
1 +
1
H
)h−1 K∑
k=1
(
βnkh+1
+ ξkh+2
))
+
K∑
k=1
(
βnk1
+ ξk2
)
= H
H∑
h=1
(
1 +
1
H
)h−1
+
H∑
h=1
(
1 +
1
H
)h−1 K∑
k=1
(
βnkh
+ ξkh+1
)
.
Moreover, noticing that
∑H
h=1
(
1 + 1H
)h−1 ≤ 3H and that (1 + 1H )h−1 ≤ (1 + 1H )H ≤ 3 we get
K∑
k=1
(
V k1 (x
k
1)− V pi
k
1 (x
k
1)
)
≤ 3H2 + 3
H∑
h=1
K∑
k=1
(
βnkh
+ ξkh+1
)
.
However,
∑K
k=1
∑H
h=1 ξ
k
h+1 ≤ 2
√
2H3K log(4HK/δ) with probability at least 1−δ/2 by Lemma E.9.
Hence by with probability 1− δ by combining the two high probability guarantees we have
K∑
k=1
(
V k1 (x
k
1)− V pi
k
1 (x
k
1)
)
≤ 3H2 + 6
√
2H3K log(4HK/δ) + 3
H∑
h=1
K∑
k=1
βnkh
.
We use Lemma E.10 to bound
∑K
k=1 βnkh
.
Combing all of the pieces in the final regret bound we get with probability at least 1− δ that
R(K) ≤
K∑
k=1
(V k1 (x
k
1)− V pi
k
1 (x
k
1))
≤ 3H2 + 6
√
2H3K log
(
4HK/δ
)
+ 3
H∑
h=1
K∑
k=1
βnkh
≤ 3H2 + 6
√
2H3K log(4HK/δ)
+ 3
H∑
h=1
16
(√
H3 log(4HK/δ) + Ldmax
)
inf
r0∈(0,dmax]
 ∑
r=dmax2−i
r≥r0
2Nr
dmax
r
+
2Kr0
dmax

≤ 3H2 + 6
√
2H3K log(4HK/δ)
+ 96H
(√
H3 log(4HK/δ) + Ldmax
)
inf
r0∈(0,dmax]
 ∑
r=dmax2−i
r≥r0
Nr
dmax
r
+
Kr0
dmax

To recover the term established in Theorem 4.1 we simply take r0 = O
(
K
−1
dc+2
)
.
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F Experimental Results and Figures
F.1 Oil Problem with Quadratic Survey Function
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Figure 4: Comparison of the algorithms on the oil problem with quadratic survey function. The
transition kernel is Ph(x′ | x, a) = 1[x′=a] and reward function is r(x, a) = (1−(a−0.75)2−|x−a|)+
(see Section 7.1). The adaptive algorithm creates a fine partition of the space around the optimal
point of 0.75.
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Figure 5: Comparison of the algorithms on the oil problem with quadratic survey function. The
transition kernel is Ph(x′ | x, a) = 1[x′=a] and reward function is r(x, a) = (1−10(a−0.75)2−|x−a|)+
(see Section 7.1). The epsilon net algorithm suffers by exploring more parts of the space.
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Figure 6: Comparison of the algorithms on the oil problem with quadratic survey function. The
transition kernel is Ph(x′ | x, a) = 1[x′=a] and reward function is r(x, a) = (1−50(a−0.75)2−|x−a|)+
(see Section 7.1). The epsilon net algorithm suffers a fixed discretization error as the mesh is not
fine enough to capture the peak reward.
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F.2 Oil Problem with Laplace Survey Function
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Figure 7: (Duplicate of Figure 2) Comparison of the algorithms on the oil discovery problem with
survey function f(x) = e−|x−0.75|. The transition kernel is Ph(x′ | x, a) = 1[x′=a] and reward
function is r(x, a) = (1 − e−|a−0.75| − |x − a|)+ (see Section 7.1). The adaptive algorithm quickly
learns the location of the optimal point 0.75 and creates a fine partition of the space around the
optimal.
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Figure 8: Comparison of the algorithms on the oil problem with Laplace survey function. The
transition kernel is Ph(x′ | x, a) = 1[x′=a] and reward function is r(x, a) = (1−10e−|a−0.75|−|x−a|)+
(see Section 7.1). The adaptive algorithm learns a fine partition around the optimal point 0.75 while
the -Net algorithm suffers from a large discretization error.
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Figure 9: Comparison of the algorithms on the oil problem with Laplace survey function. The
transition kernel is Ph(x′ | x, a) = 1[x′=a] and reward function is r(x, a) = (1−50e−|a−0.75|−|x−a|)+
(see Section 7.1). The epsilon net algorithm suffers from a large discretization error as the mesh is
not fine enough to capture the high reward region.
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F.3 Ambulance Problem with Uniform Arrivals
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Figure 10: Comparison of the algorithms on the ambulance problem with Uniform(0, 1) arrivals
and reward function r(x, a) = 1 − |x − a| (see Section 7.1). Clearly, the no movement heuristic
is the optimal policy but the adaptive algorithm learns a fine partition across the diagonal of the
space where the optimal policy lies.
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Figure 11: Comparison of the algorithms on the ambulance problem with Uniform(0, 1) arrival
distribution and reward function r(x′, x, a) = 1 − .25|x − a| − .75|x′ − a| (see Section 7.1). All
algorithms perform sub optimally but the adaptive algorithm is able to learn a mixed policy between
no movement and traveling to the median.
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Figure 12: Comparison of the algorithms on the ambulance problem with Uniform(0, 1) arrival
distribution and reward function r(x′, x, a) = 1 − |x′ − a| (see Section 7.1). The median policy
performs best, and the adaptive algorithm is beginning to learn a finer partition around the median
of the arrival distribution (0.5).
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F.4 Ambulance Problem with Beta Arrivals
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Figure 13: (Duplicate of Figure 3) Comparison of the algorithms on the ambulance problem with
Beta(5, 2) arrival distribution and reward function r(x, a) = 1− |x− a| (see Section 7.1). Clearly,
the no movement heuristic is the optimal policy but the adaptive algorithm learns a fine partition
across the diagonal of the space where the optimal policy lies.
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Figure 14: Comparison of the algorithms on the ambulance problem with Beta(5, 2) arrival distri-
bution and reward function r(x′, x, a) = 1− .25|x−a|− .75|x′−a| (see Section 7.1). All algorithms
perform sub optimally but the adaptive algorithm is able to learn a mixed policy of traveling to
the median.
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Figure 15: Comparison of the algorithms on the ambulance problem with Beta(5, 2) arrival distri-
bution and reward function r(x′, x, a) = 1− |x′ − a| (see Section 7.1). The median policy performs
best, and the adaptive algorithm is beginning to learn a finer partition around the median of the
arrival distribution (' 0.7).
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