The Linear Failure Rate Distribution (LFRD) is considered. The graphs of its probability density function are examined for selected parameter combinations. Some of them are similar to the well-known exponential distribution. Incidentally exponential distribution is one of the two component models of the LFRD model. In view of the simpler form of exponential model as applicable in inference, looking at the frequency curves of LFRD, a test statistic is proposed based on ratio of likelihood functions containing the standard forms of the density functions of both LFRD and Exponential to discriminate between LFRD and exponential models. The critical values and the powers of the test statistic are developed.
Introduction
In reliability studies, series systems are one of many popular system configurations. If a series system has two components having independently distributed lifetime random variables with failure rate functions ℎ 1 ( ) and ℎ 2 ( ) then the reliability of the series system is
The corresponding cumulative distribution function, failure density function and failure rate function are respectively given by Bain (1974) seems to be one of the earliest works that has touched upon LFRD as a model useful for analysis in life testing. Ananda Sen (2005) gave a detailed review along with the distributional characteristics and inferential aspects of LFRD. Some basic features of LFRD are as follows:
where  denotes the cumulative distribution function of a standard normal variate.
Variance:
Mode:
where I(.) denotes indicator function. 100 p th Percentile:
and hence median is 2 2 log(0.5)
In biological sciences this is called 50% survival time denoted by t50.
Recurrence relation for raw moments is where µ is the mean of the distribution given by (8).
It can be seen from (10) that LFRD has a non-zero mode only if its parameters a and b satisfy the relation 2 < with a> 0, b> 0.
The graphs of LFRD density function for some combinations of the parameters a, b are shown in the following figures. In Figures 1 -5, the combinations of a and b are bound by a 2 > b, accordingly the mode is zero and the graphs are similar to that of exponential distribution. These characteristics of LFRD and its component distribution-exponential, motivated us to study the discriminatory aspect between LFRD and exponential through statistical test procedures. Such studies of discriminatory problems between probability models are made by Gupta, et al. (2002) , Gupta and Kundu (2003a) , Gupta and Kundu (2003b) , Gupta (2004a, 2004b) , Kundu and Manglick (2004) , , , , Kundu and Raqab (2007) , Arabin and Kundu (2009) , Arabin and Kundu (2010) , Arabin and Kundu (2012a) , Arabin and Kundu (2012b) and the references therein. The rest of the article is organised as follows. The methodology of the proposed LR type criterion for testing is described in the next section. The critical values of the test statistic are presented in following section. The aspects of power of the proposed test statistic are given in the final section, with a comparative study.
LR Type Methodology
Consider LFRD as a null population for example, P0, the exponential model is regarded as an alternative population such as P1. Let 12 , , , n x x x be a given random sample of size n. Let L1 denote the value of the likelihood function at the sample 12 , , , n x x x with reference to the population P1. L1 is obtained as follows.
Considering 12 , , , n x x x as a sample from P1 with some method of point estimation using the P1 as the mathematical model, substituting the values of the estimates so obtained and the sample observations 12 , , , n x x x in L1 results in a value of L1 from the sample 12 , , , n x x x with respect to P1. Using the sample 12 , , , n x x x with P0 as the model one can get estimates of the parameters of P0 thereby getting the value of the likelihood function in relation to P0 at 12 , , , n x x x the parameters of P0 as estimated using 12 , , , n x x x . L0 is thus the value of likelihood function substituting the same sample 12 , , , n x x x and the estimates of P0. Thus for the same sample 12 , , , n x x x , two values of likelihood function with respect to P0 as well as P1 were obtained. Generally in likelihood ratio test procedure the MLEs of the parameters in L1 and L0 are substituted thereby getting the value of L1/L0 at a given samples 12 , , , n x x
x with the parameters of P1, P0 estimated by ML method using the respective models. Because likelihood is also joint probability of the sample 12 , , , n x x x , had the sample belonged to P0 the ratio L1/L0 tends to be very small.
If it is the other way-that is the sample is truly from P1-then the ratio L1/L0 tends to be very large. Hence the ratio L1/L0 can be a criterion to test whether the sample 12 , , , n x x x actually belongs to the population P1 or P0. If L1/L0 is very small it may be stated that the sample belongs to P0. Thus the ratio L1/L0 decides the sample to have belonged to either P1 or P0. It is therefore necessary to get critical values for L1/L0 to decide whether a given sample belongs to P1 or P0. In turn this leads to the knowledge of percentiles of the sampling distribution of L1/L0. In the proposed method of testing LFRD vs. exponential, point estimates of the parameters were used in both null and alternative populations using any other point estimation instead of the classical ML method, because MLEs of LFRD parameters are not analytically available. Similar testing processes were adopted by other researchers (Gupta & Kundu, 2003a; . The proposed method is named the LR Type Criterion. In the discussion, the methods of point estimation that are considered are Least Squares estimators, Percentiles estimators, and Weighted Least Squares Estimators. The sampling distribution of L1/L0 is not mathematically tractable. The percentiles of L1/L0 were obtained through Monte-Carlo simulation as described in the following section. For comparison purposes, the following parametric combinations were chosen. 
Least Squares Estimators Percentiles Estimators Weighted Least Squares

LR Type Test Statistic -Critical Values
A random sample of size n is generated from LFRD (P0) with parameter combinations as specified in the Table 1 . Using that sample the parameters of LFRD are estimated by least square method / percentile method / weighted least square method given method of estimation. The estimates so obtained are substituted in P0 in the respective places of the parameters along with the sample observations used to get those estimates thus having an estimated value of L0.
Using the same sample, the parameters appearing in P1 are estimated by a least square method / percentile method / weighted least square method in succession using the model P1 method suitable for P1. Here because P1 is an exponential distribution the MLEs of parameters of P1 were calculated using formulae and expressions suitable for P1. The estimates of the parameters of P1 so obtained are then substituted in P1 along with the sample observations used to get the estimates. Thus estimated likelihood function L1 are obtained by three separate methods. The ratio L1/L0 for different samples with the same parameter combinations as described in the previous section is calculated for each sample. This procedure was repeated 10,000 times for accuracy and precision. Among these 10,000 values, various specified cut off points (percentiles) would form the critical values of L1/L0 useful for testing. These are given below in the following Tables 2 and 3 , for only the parameters (a=2.5, b=0.5), (a=3, b=0.5). Results of other parameter combinations are available from the authors. 
LR Type Test Statistic -Power
The LR type statistic suggested would be meaningful only if it is able to distinguish between the null and alternative populations. As is generally considered, the level of significance was fixed at 0.05. The critical value of L1/L0 corresponding to the level of significance 0.05 is (corresponding to the percentile at 0.95) identified from the relevant portion of Tables 2 and 3 . 10,000 random samples of size each n = 5 (5) 20, from the alternative population (exponential) are generated. The MLE (reciprocal of sample mean) of the parameter of the alternative population, the individual sample values are substituted in L1 to get the value of L1. Using the same sample the value of L0 as described in the previous section is also computed in order to get 10,000 values of L1/L0 for a given sample size, for a given parametric combination and for a given method of point estimation applied to the parameters of P0. The proportion of values of L1/L0 that exceeded the critical value (c0) out of 10,000 is computed and is considered as the power of the test statistic at level of significance 0.05. A large value of the power shows that the test statistic is able to distinguish between the null and alternative populations. A small value of the power would show the indistinguishability between P1 and P0 as decided by LR type test statistic. The powers so obtained are given in Table 4 , treated separately for each method of estimation at a specified level of significance 0.05.
The tabulated power values are very poor touching a maximum of 0.092 at n=5, a=5, b=1. These recorded powers show that the LR type test statistic is not able to discriminate between LFRD and exponential at all the values of n and the respective parametric combinations across the methods of estimation, except the last row of each table. It shows that exponential distribution can be used as an alternative for LFRD without much loss whereas the last row of each table shows that LFRD and exponential stand apart from each other for a=0.5, b=4. It is therefore concluded that the simple and powerful inferential tools available for exponential may be used for LFRD also. The discrimination between LFRD and exponential is clear as evident from the last row of each table.
