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1 
Abstract 
Head injuries are taken as an increasingly prevalent cause of death and severe physical disabilities all over 
the world. The majority of head injuries result from a sudden impact such as car crash, sports accident and 
falls. A large number of experimental and numerical studies have been carried out for protecting the human 
brain from tremendous trauma during impact. Differing from vulnerable human, in nature, the woodpeckers 
exhibit remarkable head impact injury resistance. Because the woodpeckers feed themselves by drumming 
into the tree trunk and utilizing their long tongue to catch the inside insects, they need to beat the wood at a 
speed of 6-7 m/s, a deceleration up to 1,200 g, a pecking rate of 20-25 times per second, and a frequency of 
12,000 times per day on average, which occur without cerebral concussion or brain injuries. The 
investigation into the anti-shock mechanism of a woodpecker’s head will be beneficial for the prevention of 
human brain injuries. Unfortunately, the research on the impact-resistance of such complex biological 
organs remains challenging because of the difficulties in obtaining accurate models and simulating pecking 
process precisely.  
Initially, with the application of micro-computed tomography (micro-CT) scanning technique, the 
computed tomography data of a woodpecker’s head is gained. Then, the image segmentation method is 
demanded to separate such complicated raw data into well-defined structures. However, owing to the 
limitations of existing numerical techniques and computer resources, an efficient and clear separation 
method is still highly desirable for three-dimensional computed tomography data. In order to overcome the 
insufficiencies of previous approaches, we propose a novel reaction diffusion-based level set method. It 
reports a framework that enables to process images by rendering the structures as the zero-level contour of 
a level set function whose value is constrained to a narrow band ranging from -1 to 1. A cost function that 
is constructed by summing the fitting energy for extracting the local intensity and the diffusion energy for 
regularisation is minimised within a framework of optimisation. To avoid the re-initialisation of level set 
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function and accelerate the convergence when updating the level set function, a reaction-diffusion 
technique is developed to replace the upwind algorithm by the finite element analysis. Numerical examples 
demonstrate that clear and smooth profiles can be generated within a few iterations by setting the time step 
100-fold greater than the allowable value in accordance with Courant–Friedrichs–Lewy stability condition. 
In contrast to the conventional upwind algorithm, the proposed method exhibits better convergence without 
falling into local minima. By using this robust algorithm, a distinct interface model of a woodpecker’s head 
that contains complete structural information is obtained.  
Next, the iso2mesh, an open-source mesh generator and MATLAB-based processing toolbox, is used to 
discretise the interface structure into a finite element entity model with around 1.1 million hexahedral 
elements. Moreover, through strictly following the accurate anatomical features, a woodpecker’s long 
hyoid is replaced with four curved cylinders which are connected by two spherical hinges used to restrict 
the translation and facilitate the rotation, and two revolute hinges serving as the rotation adaptors for 
restraining the rotation angle and direction. In addition, the encephalocoele is filled with viscoelastic brain 
tissues. Thereafter, the heterogeneity of this complex biological structure was fully considered via 
categorizing materials into 53 types in accordance with the intensity of raw data, ranging from 200 HU to 
5,400 HU. In accordance with the existing experimental data of several components on woodpeckers’ head 
and the relationships between image intensity, Young’s modulus and density, through determining intensity 
ranges of multiple components, the material properties for each element can be obtained. With the purpose 
of investigating the roles of individual components in the sophisticated non-impact-injury system, a hyoid-
removed model is established to compare its impact response with that of the real model. This comparison 
reveals that the hyoid can restrain the opposite velocity and maintain structural stability, especially after 
impact. On the other hand, a set of models with diverse lengths of external rhamphotheca and internal bony 
structures are built up to estimate the effects of beaks. Numerical results show that the distinctive anatomic 
structure of upper and lower beaks can reduce impact force and enhance structural crashworthiness.  
3 
Thereafter, according to the differences in the intensity values, the internal bone model was separated from 
the complete head model. The numerical results of the modal analysis on both models demonstrate that the 
natural frequency of complete head is far larger than the woodpecker’s working frequency that is between 
20-25 Hz, while the skull bone structure can suffer from resonance injury. In addition, it is found that 
applying the pre-tension force on the hyoid tip is capable of increasing the natural frequency of the head. 
Meanwhile, the larger such pre-tension forces, the higher the natural frequencies of a woodpecker’s head. 
Furthermore, via applying the mean pecking force to the beak tips within a duration of 0.8 ms, all relatively 
high magnitudes of stress component are over 1000 Hz that is far larger than both the natural and working 
frequencies.  The large differences among the natural, working and stress response frequencies is a kind of 
the woodpecker’s protective mechanisms for preventing the brain from sustaining resonance injury.  
In the future, we will apply three-dimensional printing technology to produce a woodpecker’s head 
structure with corresponding biological material substances for further testing our findings related to such 
extraordinary impact-resistance system. In addition, by combining the topology optimisation with shock 
absorption mechanism, we would like to design impact-related injury resistant devices, such as helmets and 
car bumpers to protect the human race from impact-related severe brain damages.  
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Chapter 1  
Introduction 
1.1 Background 
A large quantity of death and severe disabilities that result from head injuries has become a rising common 
concern around the world. In accordance with a survey published by the European Brain Injury Consortium, 
approximately 51% of concussions of the brain are from car crashes, sports and falls (Finfer & Cohen, 2001; 
Thurman et al., 1999). Taking the competitive sports in the Games of the 28th Olympiad at Greece as a 
typical example, the head injuries accounted for 24% of all reported athlete injuries (Junge et al., 2006). By 
contrast, in nature, woodpeckers are capable of sustaining high-velocity (6-7 m/s), large-deceleration 
(1,200 g), and frequent (12,000 times per day at a frequency of 20-25 Hz) impact owing to their elegant 
head structures (L. Wang et al., 2011). It has been experimentally and numerically confirmed that the 
impact stress is almost less than allowable values even in the most vulnerable organs. Even though massive 
investigations have been conducted into the woodpeckers’ head, such amazing anti-shock mechanisms still 
have not been well-explained because of the difficulties in obtaining precise numerical models and material 
properties.  
To resist the frequent impact, in the long evolutionary process, the woodpeckers have developed several 
distinctive features, such as an unequal length straight pointed upper and lower beaks, a smooth cranium, a 
long hyoid that encircles the skull, and a narrow subdural space, as presented in Fig. 1-1. The first study on 
the impact-resistance of woodpeckers was conducted in 1979 by May et al. (May et al., 1979) using a high-
speed camera to record the pecking motions of an acorn woodpecker. They found that its beak impinged 
the trunk at a speed of 5-7 m/s with a deceleration of 1,000-1,500 g, which would severely damage the 
brain of the human race (K Ono et al., 1980). Later, some ornithological research groups suggested that the 
unique skull structures were the critical factors of impact-resistance. Based on the anatomical structure, 
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Bock (W. J. Bock, 1966) suggested that during pecking, the force could spread away from the skull back 
towards ventral regions of the head and the impact energy can be absorbed by muscle and the bending 
beaks (W. Bock, 1966). Moreover, a long and slender hyoid bone that stems from the maxilla, passes 
through the right nose, partitions into two paths after arching over the superior portion of the cranium and 
surrounds the occiput, further protects the brain from physical and neurological trauma by diverting stress 
wave into less-important jaw sections (W. Bock, 1999; May et al., 1976; Spring, 1965). Thereafter, some 
studies indicated that the narrow subdural space and the small amount of cerebrospinal fluid stored in the 
aperture gap of porous bone not only alleviate the stress wave propagation but also allow a larger contact 
area within the pericranium, and hence the stability of brain is maintained (L Gibson, 2006; May et al., 
1976). More interestingly, it was found that the stress wave finally propagating into the brain immediately 
spreads to the high-strength bone (Carter et al., 1987). On the other hand, the straight-line trajectory of the 
head in the pecking process was against the rotational forces which can generate rotational accelerations 
(Holbourn, 1943; May et al., 1979; Ommaya & Hirsch, 1971). In this manner, woodpeckers’ head is 
prevented from the concussion. Aside from the above-mentioned protective mechanisms, the 
microstructure of constituting materials also plays significant roles in absorbing impacting energy properly 
(Carter et al., 1987; Cowin, 1986; Lanyon, 1996; Roesler, 1987; Ruimerman et al., 2001). Based on the 
quantitative estimation of micromorphology and the anatomy on a woodpecker’s head, the uneven plate-
like spongy bone distributed in the skull bone was found to alleviate the shock because the porous and 
layered structures scattered stress in divergent directions away from the central impact points (L. Wang et 
al., 2011).  
<Image removed due to copyright restrictions> 
Fig.  1-1. The bony structure of a Golden-fronted woodpecker’s head (Liu et al., 2015). 
Because of the difficulties in modelling complex biological structures, previous computational simulations 
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were mainly implemented on simple, rough and relatively inaccurate models. As a result, the dynamic 
responses of the individual component during the impacting process have not been accurately and 
convincingly simulated even though some numerical results can match the experimental data to some 
extents. For instance, a simple skull structure consisting of cone beak, spherical head, and ring-shaped 
hyoid, without the consideration of contacting problems between adjacent components, was used in the 
finite element analysis to investigate the impacting process of a woodpecker’s head (Z. Zhu et al., 2012). 
With the help from micro-CT scanning technique and a mechanical testing system, a model with 
comparatively complex shapes of beaks, skull, brain, and hyoid was established, and hence a conclusion 
that the impacting resistance was partially attributed to the unequal length of beaks and uneven plate-like 
spongy bones, was made (L. Wang et al., 2011). Though anatomical data showed that the upper beak was 
longer than the lower beak, the pecking simulation was still based on a model with an upper beak shorter 
than the lower beak, neglecting the outer corneum wrapping the beaks. Such a simplification, together with 
slow hitting velocity (set to 1 m/s, less than the actual velocity of 6-7 m/s) and negligence of integrant 
epibranchial bone (a constituent of hyoid (J. Jung et al., 2016)), indicates further work is necessary to more 
precisely simulate the impact process. Thereafter, by means of a high speed camera to track the motions of 
the beaks and a trunk-like piezoelectric force sensor to measure the impulse force, a great-spotted 
simulation was accomplished in a recent study (Y Liu et al., 2017), which found the beak rhamphotheca 
was an important factor to the non-impact-injury mechanism. Furthermore, based on the CT scanning 
technology, the modal analysis and stress spectrum analysis were made on a woodpecker’s head model. It 
found that high magnitudes of stress component occur at around 100 Hz and 8,000 Hz which are far larger 
than the working frequencies (about 20 Hz−25 Hz) and the natural frequencies (nearly 57 Hz) of 
woodpecker’s head (Z Zhu et al., 2014). Such huge gaps between the working, stress response and natural 
frequencies can protect the woodpecker’s head from resonance injury effectively. 
Evidently, an accurate and well-defined finite element model is essential for simulating woodpeckers’ 
8 
pecking process as accurately as possible. Even though micro-CT scanning techniques have been widely 
applied to acquire the structure information of the woodpecker’s head for establishing relatively precise 
geometric models. However, instead of containing complete interior and exterior details, these geometrical 
models only possess similar shapes to research subjects. Therefore, the image segmentation techniques are 
introduced in the pre-processing stage of modelling complicated biological tissues in three dimensions.  
An efficient and clear separation method is highly desirable for three-dimensional (3D) computed 
tomography (CT) data because it often provides clinicians with critical diagnosis information via processed 
medical images. The image segmentation techniques are used to partition the raw data into non-overlapped 
regions in accordance with their intensity or textural information (Haralick & Shapiro, 1985), (Marion, 
2013). While significant progress has been made over the years in techniques to determine the tissue 
profiles from complex and diverse datasets, the results remain unsatisfactory because the raw data are 
distorted by many factors such as the sizeable inhomogeneity of tissues, artefacts of images and noise. 
Moreover, most computers lack resources such as powerful processors and memory to handle an enormous 
amount of 3D image data.  
The region growing technique is one of the widely-used techniques for image segmentation in which the 
interfaces gradually expand from a set of given seeding points (Adams & Bischof, 1994), (Hojjatoleslami 
& Kittler, 1998), (Pohle & Toennies, 2001). In this method, the regions with similar properties such as 
greyscale, texture, or colour in the vicinity of the seeding points are updated in each iteration until certain 
predefined criteria are met. For instance, a simple yet effective hybrid seeded region growth approach is 
performed by assigning a seed for each distinct region(Adams & Bischof, 1994). Another well-known 
segmentation technique is thresholding, which categorises the elements based on the range of intensity, 
where the interfacial points of adjacent ranges, namely the thresholds, can be globally and locally 
determined (Level Otsu, 1979), (Sezgin & Sankur, 2004), (Senthilkumaran & Vaithegi, 2016). For the 
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global criterion, the unique threshold depends on the intensity of the pre-selected points; while the multiple 
local thresholds rely on the neighbourhood of these points. Furthermore, the edge detection algorithms, 
originally proposed by Marr et al. (Marr & Hildreth, 1980) and further extended in many publications, e.g. 
(Hou & Koh, 2003), (T. Chan & L. Vese, 2001), (Kang & Wang, 2007), (Tai & Yang, 2008), detect the 
boundaries via the convolution of intensity with various gradient-related matrix, such as Roberts cross 
operator (Al-Amri et al., 2010), Prewitt operator (Peli & Malah, 1982) and Canny operator (Canny, 1987), 
etc. For instance, two derivative matrices can be convolved with the intensity in the horizontal and vertical 
directions, respectively, in order to generate the edge of a 2D figure (Al-Amri et al., 2010). Sometimes, the 
Gaussian filter needs to be used to smooth the images before convolution (Canny, 1987). 
In contrast to the above-mentioned conventional approaches, the active contour model (ACM), proposed by 
Kass et al. (Kass et al., 1987), is capable of evolving initial contours to smooth and closed interfaces with 
sub-pixel accuracy by minimising predefined energy functional. Under the level set framework (S. Osher & 
J. Sethian, 1988), most of ACMs can be categorized into region-based models (Ning et al., 2010), (Ning et 
al., 2010), (K  Zhang et al., 2010) and edge-based ones (Ning et al., 2010), (V Caselles et al., 1997), (C. Li 
et al., 2005). The region-based models utilise the image intensity to construct constraints, whereas the edge-
based models apply image gradient to guide the contours toward the boundaries of desired objects. A 
paradigm of ACM is the well-known Chan-Vese (CV) model which determines the energy functional as the 
sum of the contour perimeter and fitting energy (T. Chan & L. Vese, 2001). This model can successfully 
segment the images into regions with distinct pixel intensity assuming there are statistically homogeneous 
intensities in all regions. To improve the performance of CV model in handling inhomogeneous data, by 
minimizing Mumford and Shah function (Mumford & Shah, 1989), Vese and Chan  proposed the piecewise 
smooth (PS) model (Vese & Chan, 2002), where the constants, normally given as the average intensity in 
separated regions, are replaced by location-dependent variables to indicate the distinction of intensity in the 
fitting energy. It is notable that both CV and PS models are essentially region-based models because a 
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descriptor is used to identify the regions to guide the initial contour toward real boundaries (Tian et al., 
2009), (C. Li et al., 2007). Later, the global fitting energy in CV model is replaced by a region-scalable 
fitting energy which is capable of measuring the image intensities from both sides of contour. Moreover, to 
make the optimization problem well-posed, a regularization term and a penalty factor of the perimeter 
length are included in the objective functional (C. Li et al., 2008). 
Although region-based active contour models have several appealing characteristics, such as robustness to 
noise, insensitivity to initialisation and more accurate segmentation, etc., the associated enormous 
computational cost remains a significant challenge for 3D medical images with enormous resolution. 
Unlike the region-based approaches, the edge-based active contour methods employ image gradients to 
terminate the contour when it approaches real boundaries (T. Chan & L. Vese, 2001), (Kass et al., 1987). 
Despite their satisfactory efficiency in segmenting 2D images, these methods often become less efficient 
for 3D medical data because of complicated images characterised with blur interfaces, boundary leakage 
and difficulties in controlling the motion of contour.  
Most previous studies in image processing, such as CV models and selective segmentation techniques (Min 
et al., 2019), (Min et al., 2015), (Gao & Chae, 2010) adopt the upwind finite difference algorithm (S. Wang 
et al., 2000) to update the level set function when solving Hamilton-Jacobi equation. For 2D cases, the 
significant shortcomings of such algorithms such as the small time step owing to Courant–Friedrichs–Lewy 
(CFL) stability condition (De Moura & Kubrusly, 2013) and the re-initialization of level set function for the 
sake of regularity (Sethian, 1999), (Osher & Fedkiw, 2006) have not attracted too much attention. But for 
3D image processing, the development of an efficient algorithm to process an enormous amount of voxel-
based data obtained from high-resolution CT is highly desirable. 
Fortunately, some methods have been proposed to increase the time step and eliminate the re-initialisation 
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procedure. For instance, based on the operator splitting techniques (Lions & Mercier, 1979), the 
computation is only performed on a narrow band (Ye et al., 2012) around the given surface dataset (Y. Li 
& Kim, 2015) so that the limitation of CFL condition is removed. In addition, by applying the linearly 
stabilised splitting scheme (Eyre, 1998) with Fourier-spectral method (Sheng et al., 2010), a larger time 
step is allowed in an image reconstruction technique (Y. Li et al., 2019). Unfortunately, expensive re-
initialisation cannot be completely abandoned for the sake of regularity in these approaches. In traditional 
level set methods, re-initialisation has been extensively employed as a remedy for avoiding numerical 
errors and maintaining the stability of contour evolution. Nevertheless, the re-initialisation procedure 
requires heavy computational time. For overcoming this difficulty, Li et al. (C. Li et al., 2010), (C. Li et al., 
2005) introduce a distance regularising term in the energy functional to intrinsically retain the regularity of 
level set function during the level set evolution. Moreover, by combining the reaction-diffusion technique 
with level set method for image processing, a new level set evolution approach becomes utterly free of the 
costly re-initialisation procedure (K. Zhang et al., 2013). This approach adopts a two-step splitting method 
to solve the energy functional iteratively, which first iterates the level set evolution equation and then 
solves the diffusion equation. Instead of re-initialisation, the level set function is regularised by a diffusion 
equation from reaction-diffusion model. However, these methodologies could not overcome the CFL 
condition associated with the upwind algorithm. Recently, with deep learning techniques on the rise (W. 
Zhang et al., 2015), (Gu et al., 2018), (de Brebisson & Montana, 2015), (Xie et al., 2018), various deep 
convolutional neural networks (DCNNs) (J. Zhang et al., 2019), (Guerrero et al., 2018) have become a 
powerful tool for segmenting complicated medical images of biological organs and tissues, thanks to their 
distinct superiorities in learning image representation and classifying patterns in the same network. 
However, the performance of DCNNs relies heavily on the size of image patches. Small patches may not 
provide adequate information to train the model and hence cause less accurate classification, while large 
patches can induce increased difficulty in classification owing to containing voxels form multiple classes 
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(Wei et al., 2019). In addition, the computationally expensive inference is also a trouble for dealing with 
3D issues when applying DCNNs. Therefore, the research on a novel reaction diffusion based level set 
method for segmenting raw CT data from sophisticated biological structures into well-defined profiles in 
this thesis has promising applications in helping doctors gain a more complete understanding of the 
patients' physiology. Meanwhile, the segmented model is significant and essential for further simulation of 
research subjects. 
1.2 Aims and Scope 
Owing to the difficulties of conducting experiments on biological tissues to be investigated, such as human 
organs and uncontrollable animals, computational simulation becomes an essential approach to numerically 
analyse the mechanical performances of target objects under pre-design conditions. As shown in Fig. 1-2, 
in order to analyse the dynamic response of a human head to a foreign object impact, an imprecise and 
coarse model is established to simulate a collision between an iron ball and forehead (Gong et al., 2008). In 
such a simple head model, several individual apparatuses assigning corresponding experimental material 
properties are artificially separated in accordance with their general locations and shapes in human head. In 
addition, the contact types between contiguous components are not defined well. Meanwhile, apart from the 
organs exhibited in Fig. 1-2, other significant tissues, like muscles and skins are neglected. Therefore, the 
numerical results generated from such an inaccurate simulation cannot veritably reveal the dynamic 
response to impact. To establish relatively precise finite element model, image segmentation techniques are 
widely employed. However, although massive attempts have been made over the years in improving image 
processing methods, there are still quite few approaches that can separate the raw data distorted by many 
factors, including the sizeable inhomogeneity of tissues, artefacts of images and noise into satisfactory 
profiles. Furthermore, the restrictions from CFL stability condition and necessity of expensive re-
initialisation process also hinder the development of images segmentation algorithms. Thus, an efficient 
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and precise separation method is highly desirable not only for helping doctors gain a more complete 
understanding of the patients' physiology and providing researchers with well-defined models to implement 
further simulations.  
<Image removed due to copyright restrictions> 
Fig.  1-2. Finite element model of the human head with separated components (Gong et al., 2008). 
This research mainly focused on the investigation into a woodpecker’s impact-resistance mechanisms. 
Initially, a positron emission tomography-computed tomography (PET-CT) scanner with a spatial 
resolution lower than 1.3 mm was utilized to obtain the raw data from a Picus woodpecker’s head in a high-
tech molecular imaging device enterprise (Marr & Hildreth, 1980). Then, with the application of a reaction 
diffusion based level set method, the raw CT data was segmented into a smooth, clear and accurate 
interface structure that contains complete information of a woodpecker’s head. Later, the iso2mesh (Fang 
& Boas, 2009b), an open-source mesh generator and MATLAB-based processing toolbox, discretized the 
surface model into the entity model with nearly 1.1 million hexahedral elements. Thereafter, the 
heterogeneity of this complex biological structure was fully considered via categorising materials into 53 
types in accordance with the intensity of raw data. Next, based on the newly-built model, pecking 
simulations were conducted in LS-Dyna (J., 2007) to acquire dynamic response of a woodpecker’s head to 
impact.  Moreover, to analyse the roles of individual organs in sophisticated anti-shock system, the 
simulations on several modified models were also operated. In addition, modal analysis and stress spectrum 
analysis were performed in the woodpecker’s head model to assess the woodpecker’s protective 
mechanisms related to frequency response. The procedures in this study, as described by a flow chart in Fig. 
1-3, provides an efficient and practical way of investigating into complicated biological tissues from image 
segmentation to numerical simulation. 
The main contents for this research are illustrated as follows: 
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• Using a proposed reaction diffusion based level set method for image processing in three 
dimensions to segment the raw CT data from a woodpecker’s head into well-defined profiles; 
• Simulating a woodpecker’s pecking process on an accurate entity model with precise material 
properties; 
• Conducting modal analysis and stress spectrum analysis on a woodpecker’s head model. 
 
Fig.  1-3. The research processes in this study from image segmentation to numerical simulation. 
1.3 Organization of thesis 
Literature reviews were firstly presented in Chapter 2, with the main focus on describing various image 
segmentation techniques, which are based on discontinuity and similarity, and reviewing previous studies 
related to woodpeckers’ non-impact-injury mechanisms in views of morphology, anatomy and 
biomechanics. 
In Chapter 3, the proposed reaction-diffusion based level set method for image segmentation in three 
dimensions was depicted in detail. Hereinto, the optimization methodology of such a powerful image 
Sophisticated biological tissues
PET-CT Scanning
Raw CT data
Accurate, clear and smooth 
interface structure
Meshing and assigning material properties  
Entity-element model for simulation
Simulation
Numerical analysis
Image segmentation
(A Reaction-diffusion based level set method)
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separation algorithm was explained. In addition, the numerical results from three CT data, including a 
woodpecker’s head, two complicated human head and a horizontally sectioned human head were presented 
to demonstrate the validity and reliability of our method. 
In Chapter 4, a computational investigation into the impact-resistance of woodpeckers was introduced 
detailly. Based on the reaction-diffusion based level set method introduced in Chapter 3, an accurate model 
with unequal-length beaks, a long hyoid bone connected by two types of joints, and an encephalocoele 
filled with viscoelastic brain tissues were established. The heterogeneity of materials was handled by 
setting different Young’s modulus and density to elements in accordance with their corresponded intensity 
which ranges from 200 HU to 5,400 HU. Then, by comparing the mechanical performance of the real head 
model and several modified models, the functions of a long hyoid bone and unequal length upper/lower 
beaks were analyzed. 
In Chapter 5, the modal analysis and stress spectrum analysis was implemented on a woodpecker’s model 
to investigate into a woodpecker’s protective mechanism during pecking in a view of frequency response. 
A brief summary of the research and limitations of the work were discussed and presented in Chapter 6, as 
well as the plan of the future work.  
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Chapter 2  
Literature Review 
This chapter presented the reviews of previous work associated with processing raw CT data from 
complicated biological tissues and investigating woodpeckers’ anti-shock mechanisms. To be specific, the 
first section reviewed the classifications of the existing image segmentation techniques, which are based on 
discontinuity and similarity. Thereafter, the advantages and drawbacks of these methods were demonstrated 
and discussed. On the other hand, several previous studies related to woodpeckers’ non-impact-injury 
mechanisms in views of morphology, anatomy and biomechanics were reviewed in this section. Finally, the 
solutions for dealing with the difficulties in previous studies were briefly described.  
2.1 Image segmentation techniques 
Medical images, such as Computed Tomography (CT) and Magnetic Resonance Imaging (MRI), play an 
important role in medical diagnosis and treatment. Processing the images from complex biological tissues 
is essential for doctors to gain a complete understanding of the patients' physiology. Over the years, image 
segmentation techniques that are the most significant parts of image processing have been widely employed 
in medical surgery. The application of image segmentation can divide digital images into different non-
overlapping regions based on colour, intensity or texture information. Therefore, the representation of a 
given image is simplified or transformed into results that are easy to understand or analyse. The following 
flow chart shows the whole procedures during segmenting. 
<Image removed due to copyright restrictions> 
Fig.  2-1. Image segmentation procedures (Sivakumar & Meenakshi, 2016). 
In the acquisition step, target data is acquired from various devices such as tomographs, cameras and 
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sensors. By enhancing the image contrast grades and eliminating noise, the pre-processing stage is used to 
find the rough target area in the images. Then, through appropriate segmentation methods, the areas found 
in the last procedure is segmented into multiple sub-regions with significantly different intensities or 
texture. Next, the obtained boundaries are further processed for generating better-separated results in the 
post-processing stage. Later, to reduce the complexity of classification issues, features of the given images 
are extracted. Finally, the segmentation of images is classified based on extracted characters. 
The current separation techniques contain two main categories: one is detection based on discontinuities, 
the other is segmentation based on similarities. Each approach has its superiority. They can be applied to 
various issues to implement required segmentation. In this section, diverse segmentation techniques are 
introduced and compared.  
2.1.1 Based on discontinuity 
Edge-based segmentation can significantly reduce the amount of data processed while retaining essential 
information related to the shape of the object. The edge detection algorithms, initially proposed by Marr 
and Hildreth (Marr & Hildreth, 1980), is the typical edge-based segmentation technique. Through 
observing the diversification in image pixels or intensities, significant discontinuities in greyscale can be 
detected. There are three essential procedures of edge detection, which are smoothing images, detecting 
edge points and localising edges. Hereinto, in image smoothing stage, the influences from noise are 
suppressed without damaging the real boundaries. Then detection of edge points step discards useless edge 
pixels according to the pre-defined criterion. Finally, based on the requirements of sub-pixel resolution, the 
definite and distinct edge locations are determined in the last process. Furthermore, in order to extract the 
explicit boundary lines with great orientation (Savant, 2014), the implementation of the edge detection 
methods  convolve the image intensity with various gradient-related matrix, such as Roberts cross operator 
(Al-Amri et al., 2010), Prewitt operator (Peli & Malah, 1982), Canny operator (Canny, 1987), and Sobel 
18 
operator (Kanopoulos et al., 1988), etc. Such operators can be categorized into two groups: one is the first-
order derivative operators that use gradient values to find the boundaries, while the other is the second-
order derivative operators which define the sections with locally maximal gradient values as the edges. 
1) First-order derivative operator 
a) Robert cross operator 
The Robert cross operator is the most straightforward first-order derivative operator. It approximates the 
image gradients through discrete differentiation. By defining a simple 2 × 2 matrix, Robert mask convolves 
with the given images along with the horizontal and vertical directions, as shown below: 
<Image removed due to copyright restrictions> 
Fig.  2-2. Robert cross mask (Al-Amri et al., 2010). 
b) Prewitt operator 
Unlike the Robert cross mask, the Prewitt mask uses two relatively complex 3 × 3 matrices to achieve 
approximate calculations that are related to the derivative values in the vertical and horizontal directions, as 
presented in the following figure: 
<Image removed due to copyright restrictions> 
Fig.  2-3. Prewitt mask (Al-Amri et al., 2010).  
c) Sobel operator 
Similar to the Prewitt mask, Sobel operator also applies two 3 × 3 matrices. The only difference between 
Prewitt and Sobel operators is that the first and third column in the horizontal mask and the first and third 
rows in the vertical mask are set to 2 or -2. This change provides a broader range to the pixels around the 
edges, and hence the intensities of the boundaries are increased. The horizontal and vertical masks are 
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illustrated as follows: 
<Image removed due to copyright restrictions> 
Fig.  2-4. The Sobel masks  (Al-Amri et al., 2010). 
2) Second-order derivative operator 
a) Canny operator 
Under the experimental results of existing operators, Canny edge detection technique (Canny, 1987) is 
taken as a superior edge detection operation because it can distinguish weak or strong boundaries in the 
given images. The process of smoothing the target image includes applying a circular horizontal and 
vertical Gaussian function to calculate the gradients and then utilising the gradient magnitude to 
approximate the strength of boundaries. This obtained gradient magnitude may contain undesirable ridges 
and be suppressed to gain disconnected edge orientations.  
b) Laplacian Gaussian operator 
The Laplacian Gaussian operator can find the regions where intensity changes quickly in the given images. 
It normally convolves an input image with a single grey level into the images with another grey level. The 
pixel locations where the second-order derivative crosses zero are highlighted and taken as boundaries. 
Hence, this technique is also called zero-crossing edge location method. The kernel matrix used to 
approximate the second derivative Laplacian operations is shown in Fig. 2-5.  
<Image removed due to copyright restrictions> 
Fig.  2-5. Laplacian operator (Al-Amri et al., 2010). 
2.1.2 Based on similarity 
1) Threshold 
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Threshold-based image segmentation technique (Level Otsu, 1979) can separate the input images into 
multiple sub-images according to the predefined threshold value. By comparing the given images to the 
background image, the threshold value is capable of deciding whether the pixel values differ enough to 
belong to the foreground region. Based on the different image properties, such as grayscales, pixels and 
neighbourhood, various threshold methods are proposed, including global, local and adaptive approaches. 
Specifically, the global threshold method is implemented based on grey scales, while the local threshold 
can be operated on the grey levels and the local image attributes. Besides, the adaptive threshold is 
performed on more wider ranges, including grayscale, pixels coordinate and neighbourhood (Cheriet et al., 
1998). The threshold technology works well for images with a huge contrast between the background and 
the object, for example, a dark object on a light background or a light object on a dark background. 
Defining the proper value of the threshold is essential for separating image pixels into different groups and 
distinguishing objects from the background. Although this method can combine various data sources 
associated with an image by assigning pixels to a background or object, the difficulty of setting appropriate 
thresholds still limits its wide range of uses. 
2) Region-based segmentation 
Under the predefined criteria, the region-based image segmentation technique is used to segment the input 
image into various regions with different colours, pixels or intensities. Based on the principle of 
homogeneity, the given image is divided into multiple parts by assuming that the adjacent points in the 
same region have similar attributes which are different characteristics from other regions. The region-based 
segmentation techniques include region growing method and region splitting and merging algorithm. 
Hereinto, region growing technique can compare the diverse characteristics in the input image, such as 
grayscale, colour, shapes and texture, to segment the object into various regions where each pixel is similar 
to its neighbourhood. In this way, the pixels with approximative properties are grouped to form multiple 
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regions.  
The first step of implementing the region growing method is selecting some seed points. Then, according to 
the predefined criterion of homogeneity, these points will collect the adjacent pixels that possess 
approximating predefined properties. In this procedure, the region grows as more and more suitable pixels 
are added. Meanwhile, the predefined homogeneity criterion can determine if the neighbour points should 
be included in the growing regions (Zhu & Yuille, 1996). Finally, the region stops growing because there 
are no more available pixels that match the homogeneity criterion. Furthermore, by means of the region 
splitting and merging techniques, the input image can be recursively separated into random unconnected 
small regions recursively. The purpose of this method is to distinguish the image’s homogeneity. Initially, 
the whole image is considered as a single region and then divided into four quadrants based on the 
predefined criterion. Under this criterion, every quadrant is checked and divided into further four quadrants 
if the test result is not positive until meeting the criterion. After several iterations, a luxuriant quadtree is 
produced. Different from the region growing technique, the region splitting and merging method avoids the 
difficulties from choosing seed points, it can recursively split the image into several unconnected regions 
and then merge these sub-regions to satisfy the image segmentation conditions (Kaganami & Beiji, 2009).  
3) Active contour model 
The active contour models can evolve initial contours to smooth and closed interfaces with sub-pixel 
accuracy by expressing them in level set functions (S Osher & J A Sethian, 1988) and minimizing a 
predefined energy functional (T. F. Chan & L. A. Vese, 2001; Kass et al., 1987; K Zhang et al., 2010). In 
contract to the methods mentioned above, the active contour models are interactive because the users need 
to define an objective function. Then by minimising this energy function, the boundary locations can be 
traced. For instance, the initial curve around the object to be segmented starts to move towards its internal 
normal and stops on the target boundaries (Vicent Caselles et al., 1993).  In the active contour models, Ω 
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stands for a bounded subset of Ʀ 2, ∂Ω denotes the boundary, the given image u: Ω
——
 → Ʀ, and the 
parameterised curve C(s): [0,1] → Ʀ 2. Based on the gradient of the image u, classic active contour models 
use an edge detector to stop the curve evolution on the desired boundaries. Their energy functional can be 
described as following: 
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where α, β and λ are the positive coefficients. The first two items in the energy function are to smooth the 
contour, named as internal energy, while the last term guides the motion of the contour toward the 
boundaries, called as external energy. Later, the level set method, initially proposed by Osher and Sethian 
(S Osher & J A Sethian, 1988), has been extensively applied in the problems of curve evolution. In the 
frame of the level set method, the curve C is expressed by a Lipschitz function φ, and the evolution of the 
curve is represented by the zero-level curve at time slot t, given as φ(t, x, y). Thus, for evolving curve with 
a speed F= div(∇φ(x, y)/│∇φ(x, y)│) in the normal direction, the following partial differential equation 
needs to be solved: 
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In this section, two widely-used active contour models are introduced in detail, including Chan-Vese model 
(T. Chan & L. Vese, 2001) and distance regularised level set evolution algorithm (C. Li et al., 2010).  
a) Chan-Vese model 
A paradigm of active contour model is the well-known Chan-Vese model (T. F. Chan & L. A. Vese, 2001), 
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which expresses the boundaries in terms of the zero-level of a high-dimensional level set function φ 
(Stanley Osher & James A Sethian, 1988) and determines the energy functional as the sum of the contour 
perimeter and the fitting energy, which is formulated as the weighted squared deviation of the intensity 
with an inner-contour constant and an external-contour constant, respectively (T. F. Chan & L. A. Vese, 
2001). Both two constants, normally given as the average of intensities in the inner domain Ω1 with φ>0 
and outer domain Ω2 with φ<0, are replaced by the location-dependent variables in a piecewise smoothing 
model to more effectively cope with inhomogeneous data (Vese & Chan, 2002). As illustrated in Fig. 6, the 
domains Ω1 and Ω2 are partitioned by the zero-level set function and the curve propagating in normal 
direction can be easily understood. Instead of applying an edge-function to stop the curve evolution when 
the contour reaches the desired boundaries in traditional active contour models, such powerful method that 
is based on Mumford–Shah segmentation techniques and the level set method can automatically detect 
interior curves starting with a simple initial contour that can be placed anywhere.  
<Image removed due to copyright restrictions> 
Fig.  2-6. Curve propagating in normal direction (T. F. Chan & L. A. Vese, 2001). 
In the level set method, according to Fig. 2-6, curve C is assumed to be represented as the zero-level set of 
Lipschitz function φ, described as: 
{ }
{ }
{ }
( , ) : ( , ) 0
( ) ( , ) : ( , ) 0
( ) ( , ) : ( , ) 0
C x y x y
inside C x y x y
outside C x y x y
ϕ
ϕ
ϕ
= ∈Ω =
 = ∈Ω >
 = ∈Ω <
    (2-3) 
The energy functional in such an algorithm is defined as: 
24 
1 2
2 2
1 1 2 2
( , , ) ( ( , )) ( , ) ( ( , ))
( , ) ( ( , )) ( , ) (1 ( ( , )))
F c c x y x y dxdy H x y dxdy
u x y c H x y dxdy u x y c H x y dxdy
ϕ µ δ ϕ ϕ ν ϕ
λ ϕ λ ϕ
Ω Ω
Ω Ω
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∫ ∫
  (2-4) 
Hereinto, µ, ν, λ1 and λ1 are positive fixed parameters; the average intensities of the inside region and the 
outside region are respectively approximated as two constants c1 and c2. Hence the image u can be 
presented by using the level set formulation as: 
1 2( , ) ( ( , )) (1 ( ( , )))u x y c H x y c H x yϕ ϕ= + −     (2-5) 
where the Heaviside function H is given by: 
1,  if 0
( )
0,  if 0
H
ϕ
ϕ
ϕ
≥
=  <
      (2-6) 
the Dirac measure δ is defined as: 
( )( ) dH
d
ϕδ ϕ
ϕ
=       (2-7) 
By keeping c1 and c2 fixed and minimising energy function F in Eq. (2-4), concerning φ, the Euler-
Lagrange equation is deduced for φ. After introducing a fictitious time t, the gradient flow of energy F used 
to renew the level set function can be described as: 
2 2
1 1 2 2( ) div( ) ( ) ( )u c u ct
ϕ ϕδ ϕ µ ν λ λ
ϕ
 ∂ ∇
= − − − + − 
∂ ∇ 
   (2-8) 
In contrast to the terrible performance of traditional active contour models in dealing with noisy images, the 
locations of the boundaries in the real noisy objects still can be well-detected and preserved in the Chan-
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Vese model. In order to demonstrate the validity of this algorithm, its numerical results are shown in Fig. 2-
7. This method can clearly and accurately find the interior contours from several images with massive noise.  
<Image removed due to copyright restrictions> 
Fig.  2-7. Detection of the internal contour from noisy images (T. F. Chan & L. A. Vese, 2001). 
b) Distance regularised level set evolution 
In traditional level set methods, the evolutions of level set function usually generate irregularities that 
easily result in massive numerical errors and damage evolving stability. For solving this difficulty, the re-
initialisation remedy is introduced to use a signed distance function to replace the iterative level set 
function periodically. Specifically, the re-initialisation process is implemented to stop the level set 
evolution at each iteration and reshape the level set function as a signed distance function. A typical 
approach for performing re-initialisation is to solve the following equation: 
( )(1 )sign
t
ϕ ϕ ϕ∂ = − ∇
∂
      (2-9) 
where the sign(.) denotes the sign function. Even though the re-initialisation can overcome the irregularity 
issues during level set evolution, its application may affect the numerical accuracy in undesirable ways. For 
instance, re-initialisation may drive the zero level set function far from the desired locations. In order to 
eliminate the influences from the costly frequent re-initialisation process, a novel distance regularised level 
set evolution algorithm (C. Li et al., 2010) is proposed. Instead of the necessary re-initialisation process, 
this method can intrinsically maintain the regularity of the level set function. Its objective function consists 
of a distance regularisation term and an external energy term. The distance regularisation term is used to 
maintain the regularities of the level set function. The external energy term directs the movement of the 
initial level contour to the required boundary. The existence of the distance regularisation term makes the 
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derived level set evolution possess a forward and backward diffusion effect, such that a desired shape of the 
level set function can be maintained, particularly near the zero level set contour. Due to removing the need 
for the re-initialisation process, its induced numerical errors thereby are avoided in the distance 
regularisation level set evolution. Let φ: Ω→Ʀ stand for a level set function on a domain Ω, the energy 
formulation with distance regularisation term in such algorithm can be given by: 
( ) ( ) ( )p extξ ϕ µ ϕ ξ ϕ= ℜ +       (2-10) 
Here, Rp(φ) represents the level set regularisation term, µ is a positive constant, and ξext(φ) stands for the 
external energy term which depends on the input data to achieve various applications. The regularised term 
in this method is defined as  
21( ) ( 1)
2p
dxϕ ϕ
Ω
ℜ = ∇ −∫       (2-11) 
In terms of calculus of variations (Aubert & Kornprobst, 2006), finding a steady-state solution of the 
gradient flow equation is a basic manner to minimise the energy functional. 
t
ϕ ξ
ϕ
∂ ∂
= −
∂ ∂
       (2-12) 
where ∂ξ/∂φ is the Gâteaux derivative of the objective function. Thereafter, for reducing the computational 
cost of a level set method, the computation is confined to a narrowband around the zero level set. In 
conventional level set methods, the implementation of the narrowband demands frequent re-initialisation 
(Adalsteinsson & Sethian, 1995) and velocity extension (Adalsteinsson & Sethian, 1999). By contrast, 
owing to the intrinsic distance regularisation effect in the level set evolution, the distance regularised level 
set evolution does not require to operate re-initialisation or velocity extension. Combing the principle of the 
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narrowband method, the distance regularised level set evolution method allows to use a relatively more 
considerable time step size when completing iterations. Hence, the numbers of iteration steps and 
computation time can be significantly reduced. The following figure illustrates an example to describe the 
curve evolution process in the narrowband implementation of such an algorithm.  
<Image removed due to copyright restrictions> 
Fig.  2-8. Curve evolution in the narrowband implementation model (C. Li et al., 2010). 
2.2 Dynamic response of biological tissues to impact 
Establishing an accurate finite element model is essential for further numerical analysis to obtain biological 
tissues’ actual performance under predefined situations. However, owing to difficulties in modelling 
complex biological structures, a huge number of studies are based on simple, rough and inauthentic 
structures. Consequently, the well-discussed results from such inexact models cannot be convincing. For 
instance, both Fig. 2-9(a) and (b) are the woodpecker’s head model used to implement pecking simulations. 
The distinct components are partitioned artificially and assigned with appropriate material properties. 
Nevertheless, using such simple skull structures, consisting of cone beak, spherical head, and ring-shaped 
hyoid, without the consideration of contacting problems between adjacent components, to investigate the 
impacting process of a woodpecker’s head cannot only make a proper conclusion (Z. D. Zhu et al., 2012). 
With regard to Fig. 2-9(b), even if the complete pecking morphology of woodpecker is modelled, the 
pecking simulation based on a cartoon-like simple structure without dividing individual significant organs 
in the head is unable to provide meaningful numerical analysis.  
<Image removed due to copyright restrictions> 
Fig.  2-9. Two relatively rough finite element models: (a) a woodpecker’s skull model used to simulate pecking 
process (Z. D. Zhu et al., 2012) ;(b) a geometric model of a woodpecker’s skull with a simple hyoid (ZhaoDan Zhu 
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et al., 2014). 
Apart from inaccurate finite element models, the parameter setting of pecking simulation in some studies 
did not conform to the actual records. For example, the woodpecker’s hitting velocity is set to 1 m/s (L. 
Wang et al., 2011), which is far less than the actual velocity of 6-7 m/s. As a result, even if the effective 
stress distribution during the collision and pecking force transformation are discussed well, such 
unconvincing simulation results cannot be accepted. Besides, according to the CT images of a 
woodpecker’s head (as shown in Fig.13), the outer tissue layer in upper corneum is approximately 1.6 mm 
longer than that in the lower beak, while the beak bones in the upper beak are almost 1.2 mm shorter than 
that in the lower beak. The initial contact points during woodpecker’s pecking process should locate at the 
upper beak. However, some studies neglected the existence of the outer layers in the upper and lower beaks 
when simulating impact process. As demonstrated in Fig. 2-11, it is evident that the primary collision 
location lies at the lower beak in such an inauthentic simulation, that the derived analysis may be 
considered as false discussion. Furthermore, some studies only focused on the bony structure of the 
woodpecker’s head without considering its other soft tissues, as presented in Fig. 2-12. However, 
woodpecker’s sophisticated impact-resistance mechanisms are an amazing cooperative phenomenon, not 
any single contributor to actualise the function. 
<Image removed due to copyright restrictions> 
Fig.  2-10. Micro CT image of Great Spotted woodpecker’s head (L. Wang et al., 2011). 
<Image removed due to copyright restrictions> 
Fig.  2-11. The effective stress distribution of woodpecker’s head during pecking (L. Wang et al., 2011) 
<Image removed due to copyright restrictions> 
Fig.  2-12. The skull bone model used to analyse woodpecker’s dynamic response to impact (J. Y. Jung et al., 2019). 
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As mentioned before, the investigation into woodpecker’s anti-shock mechanisms has attracted more and 
more attention. A vast number of researchers from various fields, such as morphology, biomechanics, and 
anatomy attempted to find the real answers to why woodpeckers can resist head impact injury. Even though 
some previous studies can match the experimental data to a certain extent, the mechanisms of such 
incredible structural stability are still not well explained. In this section, the studies on woodpeckers’ non-
impact-injury in views of morphology, anatomy and biomechanics are reviewed. 
2.2.1 Morphological investigation 
In order to analyse the motion of a woodpecker during pecking process, the high-speed cameras with a 
high-precision resolution are employed (YuZhe Liu et al., 2017). The frame of such a high-class machine is 
about 4000 fps. Namely, it takes a photo for the woodpecker per 2.5 × 10-4 s, which make it easy to obtain 
the moving trajectory during whole pecking process, as shown in Fig. 2-13. The collected information is 
essential for understanding woodpecker’s morphology and further numerically simulating its motion. As 
recorded by the high-speed camera, the angle between beaks and wood plate is about 85 degrees, instead of 
being perpendicular to the tree trunk. However, based on the numerical estimation, when the angle reaches 
85 degrees, the rotation force on the head exerted by the neck is only 1.2 N that is far less than the 
translational pecking force. Because the average mass of a woodpecker’s head is almost 8 g, the rotational 
acceleration is so small that the rotational force does not need to be considered.  
<Image removed due to copyright restrictions> 
Fig.  2-13. The woodpecker’s performance at five selective time slots (YuZhe Liu et al., 2017). 
Additionally, a sensor used to measure the pecking force is installed in the woodblock. In this way, the 
deceleration, pecking force and impact velocity can be obtained during the entire collision process. As is 
illustrated in Fig. 2-14, the application of high-speed camera and force sensor has become a common 
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approach to analyse woodpecker’s pecking motion morphologically and numerically. 
<Image removed due to copyright restrictions> 
Fig.  2-14. The 3D diagrammatic sketch of the experimental arrangement: (a) the location of a woodpecker, high-
speed camera and force sensor; (b) the structure of the force sensor (YuZhe Liu et al., 2017). 
Following the woodpecker’s moving trajectory obtained from such well-designed arrangement based on a 
geometry head model established from micro-CT data (see Fig. 2-15.), the dynamic response of a 
woodpecker’s head to impact at various impact velocities can be depicted by corresponding pecking force 
curves, as plotted in Fig. 2-16. The values of impact velocity have a significant influence on the pecking 
force. The maximal pecking force increases with the velocities rising. When pecking velocities are less than 
4.2 m/s, the variations of pecking force seem like versed-sine pulses, while the curves fluctuate after the 
peak pecking force once the impact velocity exceeds 4.2 m/s.  
<Image removed due to copyright restrictions> 
Fig.  2-15. The geometrical woodpecker’s head model (YuZhe Liu et al., 2017). 
<Image removed due to copyright restrictions> 
Fig.  2-16. The contact force and acceleration of a woodpecker’s head at diverse pecking velocities (YuZhe Liu et al., 
2017). 
Then, for evaluating the impact performance of a woodpecker’s head model, the concepts of Head Injury 
Criterion (HIC) and Average Resultant Acceleration (Ar) are introduced. Hereinto, HIC, a widely-used 
index for brain injury, is derived from the experimental data in “Wayne state university cerebral concussion 
tolerance curve” (Versace, 1971) and mathematically determine as: 
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Where a(t) is the translational acceleration of the head in impact direction and its unit is the gravitational 
acceleration g. The time slots t1 and t2 spans space, called as time window, in which the HIC attains its 
maximum. For the human, the HIC safety threshold value is nearly 1,000 g, which is considered to be safe 
(Hutchinson et al., 1998). Based on the acceleration curves in Fig. 2-16, the HIC predicting values can be 
calculated. Taking the differences of head size between woodpeckers and human, the threshold of HIC for 
woodpeckers with the small scale of the head should be far higher than that for human (Hutchinson et al., 
1998). Under an assumption that densities of the brain and the normal stress responses at the projected 
contact area in human’s and woodpeckers’ head during a collision are same, the HIC threshold value for 
woodpecker can be figured out by: 
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Where w and h respectively denote woodpecker and human; F stands for pecking force; m represents the 
mass; σ is the normal stress; ρ is the symbol of density and r is the radius of projected area. Because rw/rh is 
equal to 0.12 (LJ Gibson, 2006), the HICw for woodpecker is almost 200 times HICh, reaching 2 × 105.  
Furthermore, Ar is another widespread brain injury criterion. According to the Japan Head Tolerance Curve 
(Koshiro Ono et al., 1980), the average acceleration for a human is approximately 265 g within a pecking 
duration of 1.32 ms. Similar to the estimation of HIC threshold, the Ar for woodpecker is about 2,212 g. 
Therefore, in line with the information in Fig. 2-16, the HIC and Ar at different colliding velocities can be 
calculated, listed in Table 1. 
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Table  1. The HIC and Ar values at different impact velocities (YuZhe Liu et al., 2017). 
Moreover, the micro CT scanning technique and mechanical testing system were applied to assess the 
micromorphological structure and mechanical properties of a woodpecker’s head in (L. Wang et al., 2011). 
As demonstrated in Fig. 2-17(a), the dense cranium bone tightly packs the vulnerable brain tissues. The 
microscopic conformation of such high-strength bony structure consists of cortical and spongy presented in 
Fig. 2-17(c). Compared to the rod-like bony micro-structure in Eurasian hoopoe, the spongy bone in 
woodpecker’s skull is like a solid plate. This interesting phenomenon is suggested as a significant 
contributor to woodpecker’s anti-shock mechanisms because the existence of massive uneven plate-like 
spongy bone distributed in the skull bone can effectively absorb shock and spread stress wave to protect 
internal sift tissues. 
<Image removed due to copyright restrictions> 
Fig.  2-17. Micro morphology of cranial bone. (a) the micro-CT image of Great Spotted woodpecker; (b) the micro-
CT image of Eurasian hoopoe; (c) scanning electronic microscopy image of Great Spotted woodpecker’s cranial bone; 
(d) scanning electronic microscopy image of Eurasian hoopoe’s cranial bone (L. Wang et al., 2011). 
2.2.2 Anatomical investigation 
The vast hyoid apparatus, comprising of tongue bone and associated soft tissues, is considered as a 
significant factor to protection mechanisms of woodpecker’s head. For accessing the role of long hyoid 
during pecking process, the mechanical properties and structures are investigated in some studies from a 
Impact velocity 
(m/s) 
1.4 2.8 4.2 5.6 7.0 
HIC (g) 947  4444 9175 12,212 17,763 
Time window 0.89 0.85 0.86 0.57 0.37 
Ar (g) 195  360 490 518 571 
Impact duration (ms) 1.32  1.30 1.27 1.21 1.12 
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view of anatomy.    Interestingly, the shape of the hyoid apparatus in woodpeckers is quite different from 
the one in other birds. In general, the hyoid apparatus in the majority of birds consists of five components 
(see Fig. 2-18(a)), including the paraglossal, urohyal, basihyal, paired ceratobranchial, front epibranchial 
and rear twain epibranchial. Note that proper joints connect the contiguous bones (see Fig. 2-18(b)) that can 
control the moving directions and distance. Specifically, the saddle-shaped joint between the paraglossal 
and basihyal bones allows the paraglossal bone to move in a wide-angle rotationally. The Y-shaped joint 
that connects the basihyal bone to the two ceratobranchial bones is capable of facilitating rotation 
movement in a single plane. Besides, it is found that the circular joint G in Fig. 2-18(b) may be more 
moveable compared to the other joints, because of the absence of axial constraints. 
<Image removed due to copyright restrictions> 
Fig.  2-18. Micro-CT images of the hyoid apparatus from an acorn woodpecker, colourised for better visualisation. (a) 
Left lateral view of hyoid models. Hereinto, A is paraglossal bone (yellow), B stands for basihyal bone (blue), C 
denotes ceratobranchial bone (green), D represents epibranchial bone (red), E is Saddle-shaped joint, F is Y-shaped 
joint, and G signifies Circular joint. (b) The dorsal, lateral and ventral views of the three joints to show the linking 
methods between these joints (J. Jung et al., 2016). 
Moreover, compared to the chicken, the Golden-fronted woodpecker has a longer hyoid bone that wraps 
around the internal bony structure from the rostral to the caudal (J. Jung et al., 2016). According to the 
comparison between the distinct hyoid bone structure of chicken and a Golden-fronted woodpecker, as 
illustrated in Fig. 2-19, such a woodpecker possesses a much longer epibranchial bone that terminates in 
the supraorbital ridge near the right eye, while its urohyal bone has disappeared. Previous researchers 
suggested that a longer hyoid bone is beneficial for maintaining structural stability and reduce reversed 
deceleration, especially after impact. However, the reason why a particular urohyal bone is absent is still 
unclear.   
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<Image removed due to copyright restrictions> 
Fig.  2-19. Anatomic structures of hyoid apparatus in a Golden-fronted woodpecker and chicken. (a) dorsal view of a 
chicken’s hyoid bone; (b) Schematic diagram of a chicken’s hyoid bone; (c) Lateral view of a chicken’s hyoid bone; 
(d) Lateral view of a Golden-fronted woodpecker’s skull with a red hyoid; (e) Lateral view of the hyoid bone with 
the highlighted joints and cross-sections of different sections (J. Jung et al., 2016). 
Later, the material properties, including nano hardness, elastic modulus, and Poisson’s ratio, were collected 
by applying nanoindentation with a diamond cube corner tip on polished cross-sections of each bone in 
hyoid. Hereinto, the value of hardness is equal to the ratio of the maximum load to the projected area. The 
following Table 2 shows the details of the nanoindentation test. Moreover, Fig. 2-20 depicts the location of 
all sample dots in a hyoid bone. Based on the numerical results from nanoindentation tests, all cross-
sections of hyoid bone are composed of dense internal regions wrapped by porous structures. The existence 
of large porous regions makes the impact energy dissipate effectively along the long hyoid bone during the 
collision. 
Furthermore, nanoindentation results demonstrate that the paraglossal bone possesses the highest Young’s 
modulus, even comparable to the high-strength beak bone. The Young’s modulus of basihyal and 
ceratobranchial bones are nearly equal but are lower than the paraglossal bone. More importantly, the 
mechanical properties on epibranchial bone vary from the lowest at the caudal to the highest tensile 
modulus near rostral. The various properties in each component of hyoid bone may attribute to the cross-
sectional area and shape changes along its lengths. It is worth noting that the anatomical investigations into 
woodpecker’s head are beneficial for understanding the exact interior structure and further computational 
simulations. 
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Table  2. The dimension, shapes, material properties of the hyoid bones generated from nanoindentation test  (J. Jung 
et al., 2016). 
 
<Image removed due to copyright restrictions> 
Fig.  2-20. Left lateral view of hyoid models showing the locations of 13 sample dots (J. Jung et al., 2016). 
2.2.3 Biomechanical investigation 
Apart from the morphological and anatomical investigations into a woodpecker’s head which mentioned 
above, some studies attempted to find the real answer of why the woodpecker can resist impact in the view 
of biomechanics. For instance, to evaluate the function of the unequal-length upper/lower beak bones, three 
finite element models of a woodpecker’s skull bone with diverse lengths of upper and lower beaks are 
established, as illustrated in Fig. 2-21(a), (b) and (c). Then the pecking simulations are conducted on the 
actual model and two modified ones. Through analysing the pecking force-time histories at a relatively low 
hitting velocity of 1 m/s (see Fig. 2-21(d)), the role of beak bone during pecking can be discussed, to a 
certain extent. Compared to two modified bony structure, the actual woodpecker’s skull model in which the 
lower beak bone is 1.2 mm longer than the upper beak bone produces the lowest pecking force. It means 
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that the lengths of upper and lower beaks have a huge influence on the values of the pecking force. 
<Image removed due to copyright restrictions> 
In addition, for analysing the dynamic response of a woodpecker’s skull and brain section to impact, a total 
of nine accelerators are set to monitor the variations of von Mises stress at selected positions in skull and 
brain. As shown in Fig. 2-21(a), four accelerators are placed at points A, B, C and D to record the values of 
stress during pecking in upper beak, lower beak, skull top and skull back, respectively. Meanwhile, five 
monitors that are located at positions a, b, c, d, and e for collecting the stress transformation in the brain 
region. According to the recorded stress changes in Fig. 2-22(b), the maximum stress appears at the upper 
beak, reaching approximately 24 MPa. When the stress wave propagates to the skull bone, the value of 
stress sharply reduces to 5 MPa at skull top and 1.5 MPa at skull back. Concerning the stress values borne 
by brain tissues, the maximal stress in the brain is only nearly 27.8 kPa in front of the brain, while the 
central section is barely subject to about 1 kPa. The numerical results presented in Fig. 2-22(b) and (c) 
demonstrate that the woodpecker's skull is effective in dispersing shock impulses to protect fragile soft 
tissues, such as the brain and muscles, from huge pressure waves. 
<Image removed due to copyright restrictions> 
Fig.  2-22. (a) Cross-section view showing the location of selective monitors; (b) stress changes in upper beak, 
lower beak, skull top and skull back; (c) stress changes in the top, bottom, front, back, and middle of brain section  
(Z. Zhu et al., 2012). 
2.3 Improvement based on previous studies 
As mentioned in Chapter 1, most existing image segmentation methods adopt the finite difference 
Fig.  2-21. (a) the finite element model of Great Spotted woodpecker’s head with a longer lower beak bone; (b) 
Beaklower = Beakupper; (c) Beaklower < Beakupper; (d) the pecking force-time histories at an impact velocity of 1 m/s in 
three simulations (L. Wang et al., 2011). 
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algorithm (S. Wang et al., 2000) to update the level set function when solving the Hamilton-Jacobi equation. 
Unfortunately, the application of time difference method results in the restrictions from Courant–
Friedrichs–Lewy (CFL) stability condition (De Moura & Kubrusly, 2013). Besides, frequent and time-
consuming re-initialisation process extensively employed as a remedy for avoiding numerical errors and 
maintaining the stability of contour evolution (Osher & Fedkiw, 2006) is also a trouble for segmenting 
complex images. Even though some methods can remove the limitations from CFL condition or eliminate 
the re-initialisation procedure, there are still a few approaches that are capable of avoiding both problems.  
For instance, by introducing an additive operator splitting algorithm and incorporating a signed distance 
preserving term for regularizing the evolution (Weickert et al., 1998), a distance preserving level set 
method is proposed to avoid re-initialization and upwind wind algorithm (Estellers et al., 2012). 
Additionally, the rapid development of the deep learning techniques (W. Zhang et al., 2015), (Gu et al., 
2018), like various deep convolutional neural networks (Guerrero et al., 2018; J. Zhang et al., 2019) 
provides a novel way to segment complicated medical images. However, the performance of DCNNs relies 
heavily on the size of image patches and enough training time. Small patches may not provide adequate 
information to train the model and hence cause less accurate classification, while large patches can induce 
increased difficulty in classification owing to containing voxels form multiple classes (Wei et al., 2019). 
Therefore, with regards to segmenting medical images, the development of an efficient algorithm to 
process an enormous amount of voxel-based data obtained from high-resolution CT is highly desirable. 
In order to overcome the difficulties from CFL condition associated with the upwind algorithm, we 
developed a novel reaction-diffusion based level set method to expedite the update of the level set function, 
which involves a reaction process to describe local interaction between intensities and diffusion to allow 
the intensities being homogenized in a spatial context (Choi et al., 2011). The idea of the reaction-diffusion 
comes from the propagation of a gene population (Fisher, 1937), and has been successfully introduced to 
structural topology optimisation (Yamada et al., 2010) to enable the objective function to converge within a 
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few iteration steps. A more attractive feature of using the reaction-diffusion method resides in the 
dispensability of the re-initialisation process by intercepting the level set function at a value of -1 and 1 in 
each iteration step and regularising the level set function with a diffusion term. In this method, the 
regularity of the contour can be fully maintained by the diffusion term. Thus, it is unnecessary to include 
the term of perimeter length to improve the regularity further. 
Moreover, we use a finite element method to update the level set function which allows the time step size 
many times greater than the criterion of CFL condition. The multiple numerical examples with and without 
normalisation showcase that compared to the other approaches, the proposed method is capable of 
providing better results with more precise and smoother interfaces without isolated parts within a smaller 
number of iterations. More importantly, the objective function decreases stably and continuously in the 
optimisation process, avoiding itself falling into local minimum as the upwind algorithm. The proposed 
method has promising applications in helping doctors gain a complete understanding of the patients' 
physiology. 
Then, taking insufficiencies mentioned above that exists in the previous investigations relevant to 
woodpeckers’ shock absorption system into considerations, we proposed an innovative way to simulate and 
analyse complicated biological structures’ dynamic response during the collision. Based on a more accurate 
and precise numerical model, we aimed to investigate the dynamic responses of individual structure such as 
a hyoid or a pair of beaks to impact. To construct this model used for finite element analysis, the reaction-
diffusion based level set method that mentioned above for image segmentation was utilised to separate the 
raw data of micro CT into well-defined, smooth and clear profiles. Then, the iso2mesh (Fang & Boas, 
2009a), an open-source mesh generator and MATLAB-based processing toolbox, discretised the surface 
model into around 1.1 million hexahedral elements with a maximal length of 0.2 mm. For simulating the 
pecking motion as veritably as possible, a neck was included in the model to support the head and guide its 
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rotation. Considering the importance of hyoid, the hyoid was manually separated from the skull and 
approximated by curved cylinders. Following the accurate anatomical features (J. Jung et al., 2016), the 
hyoid was further separated into four parts connected by a spherical hinge used to restrict the translation 
and facilitate the rotation, and two revolute hinges serving as the rotation adaptors for restraining the 
rotation angle and direction. To allow the tongue to spit out the mouth after impacting, a prescribed 
velocity used to imitate the contraction of tongue protector muscle was applied to the rear part of hyoid 
along a direction perpendicular to the wood plate (W. J. Bock, 1999). The brain was imagined locating at a 
region enclosed by the cranium and materialised by the viscoelastic substance. Besides, to monitor the 
impact response of the brain, an accelerator was embedded in its centre. 
Moreover, the contacting types among different tissues were well defined in the model to avoid irrational 
simulation results. The heterogeneity of materials was handled by setting different Young’s modulus and 
density to elements in accordance with their corresponded intensity which ranges from 200 HU to 5,400 
HU. The pecking process of the model was simulated in the explicit solver of LS-Dyna (J., 2007) with an 
impacting velocity of 7 m/s on a fixed wood plate. Later, the simulation results could be analysed from the 
aspects of energy conversion, pecking force changes under diverse modified models and crashworthiness 
evaluations. Next, because most studies related to the woodpecker’s impact-resistance mechanisms 
concentrated on the analysis of stress, pecking force or energy conversion, and hence few attentions were 
paid to frequency response characteristics under shock. Through the reaction diffusion-based level set 
method mentioned above, the soft tissues and bony materials can be separated in line with the difference of 
the intensity. Then, modal analysis and stress spectrum analysis is performed in a complete head model. 
Finally, according to the numerical results of the natural, working and stress response frequencies from 
both models, the woodpecker’s protective mechanisms related to frequency response can be investigated. 
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Chapter 3  
A reaction diffusion based level set method for image segmentation in three dimensions 
In this Chapter, the proposed reaction diffusion based level set method for segmenting high-resolution CT 
data from a woodpecker’s head into clear, smooth and well-defined profiles within few iterations is 
introduced in detail. 
3.1 Optimization methodology 
3.1.1 Level set method 
The interfaces Г of images are represented by the zero-level contour of a high-dimensional level set 
functional in Lipschitz space. Mathematically, it is represented as: 
1
2
( ) 0       
( ) 0       
( ) 0       
x x
x x
x x
ϕ
ϕ
ϕ
> ∀ ∈Ω
 = ∀ ∈Γ
 < ∀ ∈Ω
   (3-1) 
where x denotes the spatial variable, and the level set function φ separates the domain Ω= Ω1∪Ω2∪Г into 
void region Ω1 and solid region Ω2 as per its value. Note that φ(x) is replaced by φ in the following context 
for simplicity. The evolution of the boundaries with respect to the fictitious time t is tracked by the well-
known Hamilton-Jacobi equation, formulated as: 
( ) ( ) 0    in N
t V t
t
ϕ ϕ∂ − ∇ = Ω
∂
   (3-2) 
where VN is the velocity along the normal direction, which can be determined in terms of the negative 
variation of an objective functional F with respect to the level set function as: 
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N
FV
ϕ
∂
= −
∂
  (3-3) 
As the efficiency of the proposed method in updating the level set function will be compared with the 
widely-accepted upwind algorithms (S. Wang et al., 2000), hereinto, the first-order upwind algorithm for 
solving Eq. (3-2) (Sethian, 2001), is given as: 
1 max( ,0) min( ,0)n n N Nt V Vϕ ϕ
+ −
+  = − ∆ ∇ + ∇    (3-4) 
where ∆t is time step, and ∇+ and ∇- can be described as: 
2 2
1 1
2 2
1 1
2 2
1 1
[max((( ) ( ) ),0) min((( ) ( ) ),0)
max((( ) ( ) ),0) min((( ) ( ) ),0)
max((( ) ( ) ),0) min((( ) ( ) ),0) ]
n x n x n x n x
n y n y n y n y
n z n z n z n z
ϕ ϕ ϕ ϕ
ϕ ϕ ϕ ϕ
ϕ ϕ ϕ ϕ
− +
+
− +
− +
− + − +
∇ = − + − +
− + −
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ϕ ϕ ϕ ϕ
ϕ ϕ ϕ ϕ
ϕ ϕ ϕ ϕ
− +
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− +
− +
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∇ = − + − +
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   (3-6) 
To guarantee numerical stability, the abovementioned upwind scheme should satisfy the CFL stability 
condition given by: 
( )1 2 3
Nmax(
min ,
)
,
 x x x
h h h
t
V
∆ ≤     (3-7) 
where hx1, hx2 and hx3 denote the element length in x1, x2 and x3 directions, respectively. Max(|VN|) is the 
maximal value of the absolute of normal velocity. When the time step does not meet the CFL condition, the 
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signed distance of the level set function will be breached and therefore cause inaccurate computation, 
numerical instability and ill-posedness (e.g. small gradient of level set function). 
Even though the CFL condition is met, the level set function could still become very sharp and/or flat after 
a few updating iterations. To remain its signed distance, the level set function should be reshaped 
frequently in accordance with: 
0( )(1 )St
ϕ ϕ ϕ∂ = − ∇
∂
  (3-8)         
where φ0 is the initial level set function and S is a smoothed sign function defined as: 
0
0 2 2
0
( )
+min( , , )
S
x y z
ϕ
ϕ
ϕ
=
∆ ∆ ∆
   (3-9) 
3.1.2 Reaction-diffusion algorithm 
We herein propose a reaction-diffusion algorithm to avoid following the CFL condition and re-initialisation 
procedure that often lead to low efficiency in image segmentation. By adding a fictitious diffusion energy 
term derived from the concept of the phase-field model to the objective function, the optimisation problem 
is mathematically expressed as: 
( )( )2inf      ( )
2
F dx f H dx
ϕ
τϕ ϕ ϕ
Ω Ω
= ∇ +∫ ∫   (3-10) 
in which the first term represents the diffusion energy that has been widely used in image processing and 
other physical models like the Cahn-Hilliard equation. For the sake of controlling the regularisation effect, 
the diffusion energy is weighted by a small positive factor τ > 0. This energy term serves a number of roles, 
such as a regulator to the optimization problem, a smoother of the level set function and a stabiliser of the 
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algorithm. Due to its competencies in maintaining regularity and smoothness, the re-initialization procedure 
becomes unnecessary. 
The second item is called the fitting energy, given by: 
( )( )
( )
2
1 1
2
2 2
( )* ( ) ( )
 ( )* ( ) 1 ( )
f H K x y I y c H dx
K x y I y c H dx
ϕ λ ϕ
λ ϕ
= − −
+ − − −
∫
∫
   (3-11) 
where c1 and c2 are constants, λ1 and λ2 are weighting factors for the two terms, I(y) denotes image intensity 
and the symbol * represents a convolution operator. The adjacent region of x is represented by y and its size 
can be adjusted. The Heaviside function is approximated by: 
arctan( )1( )
2
H
ϕ
εϕ
π
= +    (3-12) 
where ε is a small positive constant. 
The characteristics of kernel function K in Eq. (3-11) should meet the following conditions (C. Li et al., 
2008):  
( ) ( )1 1 K x K x− =     (3-13a)  
( ) ( )1 2 1 21 1 1 1 ,  if   K x K x x x≥ <     (3-13b) 
( )1 1 =0,  if K x x →∞     (3-13c) 
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( ) 11 1dxK x
+∞
−∞
=∫     (3-13d) 
where Eq. (3-13a) aims to guarantee the lines of kernel functions being symmetrical with respect to the x2-
axis. Eqs. (3-13b-c) are named to be a localization property which plays a significant role in convolution 
for image segmentation. Eq. (3-13d) ensures that the area between lines and x1-axis is equal to 1, and hence 
the parameter set can be adjusted to deal with various objects.  
However, the Gaussian kernel function used in some literature, e.g. (C. Li et al., 2008) and (K  Zhang et al., 
2010), in the following format: 
2
1
22
1
2
( )
(2 )
x
n
n
eK x
σ
σ
π σ
−
=    (3-14)  
does not meet Eq. (3-13d) when the scale parameter σ=3 and the number of dimension n=2 as in (C. Li et 
al., 2008). Thus, if the dimension n changes, the value of σ needs to be re-calculated in order to satisfy Eq. 
(3-13d). In this paper, we use the Sigmoid kernel function (Hofmann et al., 2008), formulated as: 
1 11
2 1( ) x xK x e eπ −
=
+
   (3-15) 
Compare with the popular Gaussian kernel, the Sigmoid kernel not only strictly conforms those four 
compulsory properties but also exhibits superiorities on the clinical data classification. Inspired by its 
powerful data classification function, we introduce the Sigmoid kernel to segment the 3D images from the 
complex organic texture in this study. 
Fig. 3-1 illustrates the shape of Gaussian and Sigmoid kernel functions. Obviously, both the Gaussian and 
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Sigmoid kernels have similar linear variations and satisfy Eq. (3-13a), (3-13b) and (3-13c); while the 
integration of the Sigmoid kernel based on Eq. (3-13d) is larger than that of the Gaussian kernel. 
 
Fig.  3-1. Comparison between Sigmoid kernel and Gaussian kernel. 
In accordance with the Karush-Kuhn-Tucker conditions, the Fréchet derivative of Eq. (3-10) with respect to 
φ in the direction of η should be equal to zero, mathematically, 
( ) , 0dF
d
ϕ η
ϕ
=    (3-16) 
By applying the Euler-Lagrange equations, we obtain: 
( )( ) ( )dF f x
d
ϕ
τ ϕ δ ϕ
ϕ
′= − ∆ +    (3-17) 
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where ∆ is the Laplace operator and the Delta function δ is the derivative of Heaviside function obtained 
from: 
2 2( ) ( )
ε
δ ϕ
π ε ϕ
=
+
   (3-18) 
Other than solving the Hamilton-Jacobi equation (Eq. (3-2)), we update the level set function in a standard 
algorithm herein. To minimize the objective energy function F, the variation of the level set function φ with 
respect to time t is equalized to the negative Gâteaux derivative of the energy function F, given as: 
( )=  d dF
dt d
ϕ ϕ
µ
ϕ
−    (3-19)  
where μ is a constant to weight the derivative. Note that this updating scheme guarantees the dissipation of 
the energy because: 
2
0dF dF d dFdx dx
dt d dt d
ϕ µ
ϕ ϕΩ Ω
 
= = − ≤ 
 
∫ ∫     (3-20) 
Based upon the definition of the Dirichlet boundary and Neumann boundary, the time evolutionary 
equation related to the boundary conditions can be expressed as: 
( )( )=  ( )     in 
0                                                          on \
1                                                              on   
N
N
d dF f x
dt d
d
dn
ϕ ϕµ µτ ϕ µ δ ϕ
ϕ
ϕ
ϕ
 ′− = ∆ − Ω


= Ω ∂Γ


= ∂Γ

   (3-21) 
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Using the time difference method to approximate dφ/dt and assupe the Laplacian operator works at t + △t, 
we get: 
( ) ( ) ( ) ( ) ( )( )  in 
0                                                                       on \
1                                                                           on 
N
t t t
t t f x t
t
d
dn
ϕ ϕ
µτ ϕ µ δ ϕ
ϕ
ϕ
+ ∆ −
′= ∆ + ∆ − Ω
∆
= ∂Ω ∂Γ
= ∂   N







Γ

  (3-22) 
By multiplying a test function ψ on both sides of Eq. (3-22), we obtain: 
( ) ( ) ( ) ( ) ( )( ) +
for 
1                                                                                on N
t t t
t t f x t
t t
ϕ ϕ
ψ µτ ϕ ψ µ δ ϕ ψ
ϕ ϕ
ϕ
 + ∆  
′− ∆ + ∆ = −  ∆ ∆  

∀ ∈
 = ∂Γ

  (3-23) 
It is worth noting that the test function belongs to the Sobolev space functional, mathematically given by: 
{ }1( ) ( ) ( ) with  1 on  Nx x Hψ ϕ ϕ ϕ= ∈ Ω = ∂Γ    (3-24) 
where H1 is the Hilbert space function.  
By integrating Eq. (3-23) and making use of Green’s formula and the boundary condition, we achieve: 
( ) ( ) ( ) ( ) ( )2 ( ) +
t t t
dx t t dx f x t dx
t t
ϕ ϕ
ψ µτ ϕ ψ µ δ ϕ ψ
Ω Ω Ω
+ ∆  
′− ∇ + ∆ = − ∆ ∆ 
∫ ∫ ∫   (3-25) 
In a finite element framework, Eq. (3-25) can be approximated as:  
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t t
ϕ
µτ ϕ µ δ ϕ
Ω Ω
   ′+ ∇ ∇ + ∆ = − +  ∆ ∆   
∫ ∫   (3-26) 
where φe(t) is the nodal value. When the domain Ω is discretised, Eq. (3-26) becomes: 
( ) ( )( ) ( )T T1  +
e e e
e e e
e e eV V V
j i j i j i
t
N NdV N NdV f x t NdV
t t
ϕ
τµ µ δ ϕ
= = =
 
′− ∇ ∇ = − ∆ ∆ 
∫ ∫ ∫      (3-27) 
where e is the number of the element, 𝑈𝑈𝑗𝑗=1𝑒𝑒  represents the union set of the elements, i and j are the number 
of the elements. For an eight-node brick element (Fig. 3-2), the shape function N is described as: 
[ ]1 2 3 4 5 6 7 8=        N N N N N N N N N           (3-28) 
with 
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N r s t= − + −      2
1 (1 )(1 )(1 )
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N r s t= + + −  
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1 (1 )(1 )(1 )
8
N r s t= + − −     4
1 (1 )(1 )(1 )
8
N r s t= − − −  
5
1 (1 )(1 )(1 )
8
N r s t= − + +     6
1 (1 )(1 )(1 )
8
N r s t= + + +  
 7
1 (1 )(1 )(1 )
8
N r s t= + − +     8
1 (1 )(1 )(1 )
8
N r s t= − − +       (3-29) 
The coordinates of eight nodes in the local coordinate r-s-t are listed in the following Table 3. 
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Table  3. The coordinates of eight nodes in the local coordinate system. 
Point r s t 
1 −1 +1 −1 
2 +1 +1 −1 
3 +1 −1 −1 
4 −1 −1 −1 
5 −1 +1 +1 
6 +1 +1 +1 
7 +1 −1 +1 
8 −1 −1 +1 
 
Fig.  3-2. The brick element with eight nodes in the local coordinate system. 
For a single representative element, the terms in Eq. (3-27) are derived as:  
P1
P2
P3 P7
P6
P5
P8P4
r
t
s
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8e eV
NdV =∫   (3-32) 
3.2 Numerical examples 
In this section, we employ the reaction-diffusion based level set method to segment a woodpecker’s CT 
images with a voxel as high as 120 × 350 × 153 for assessing the validity and applicability of the proposed 
method. The raw data is obtained from a positron emission tomography-computed tomography (PET-CT) 
scanner with a spatial resolution lower than 1.3 mm and provided by a high-tech molecular imaging device 
enterprise (Marr & Hildreth, 1980). The image slices of tomography data at various cross-sections are 
exhibited in Fig. 3-3. The distinction in image intensities is illustrated in different colours based on the 
colour bar on the top of Fig. 3-3(a), which will be used for the following figures in Case 1. As shown, the 
peak intensities exist on the upper beak, while the soft tissues surrounded in the bones have the lowest 
51 
intensities.  
 
 
Fig.  3-3. The slices of tomogram data: (a) at x1=30, x2=0 and x3=0; (b) at 
x1=30, x2= [100, 200, 300] and x3=115. 
As some regions are occupied by air and container, the useful intensity for the woodpecker structure only 
(a)
(b)
x1
x3x2
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accounts for part of the data (as shown in the inset in Fig. 3-4). According to the distribution of intensity in 
Fig. 3-4, we set the two constants in Eq. (3-11) as c1=c2=1,200, aiming to obtain the profiles of bony tissues 
properly.  
 
Fig.  3-4. The distribution of intensity for the CT data. 
All the following examples have the same initial level set function of: 
0
0
( ) 1       /
( ) 1          
x x O
x x O
ϕ
ϕ
 = ∀ ∈Ω

= − ∀ ∈
           (3-33) 
where O is the central point of Ω. The mesh of the level set function is nx×ny×nz=119×349×152 with a size 
of h=hx1=hx2=hx3=1, one less than the mesh of intensity in each dimension. Such a meshing scheme allows 
the nodes of the level set function to be located at the centre of intensity element. To make the full 
convergence of the algorithm, the ratio of the difference between the absolute value of objective at step 
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n+1 and step n to the absolute value of objective at step n should be less than an allowable error 0<ο<<1 
for five consecutive iterations. This is expressed as: 
1n n
n
F F
F
ο
+ −
≤           (3-34) 
where n denotes the nth iteration step.  
The constant for the Heaviside function is set to ε=0.2 without specified clarification. The time step and 
allowable error for all the examples are summarized in Table 4 and Table 5. 
3.2.1 Numerical examples without normalisation 
In non-normalized cases, constant μ used to weigh the derivative in Eq. (3-19) is given by: 
( ) ( )( )
 
max( )
NE
f x t
µ
δ ϕ
=
′
          (3-35) 
a) Case 1 
In the first case, the time step △t=0.01. Fig. 3-5 illustrates some representative images at some iteration 
step (m). After m=9 iteration steps, the initial point evolves to a few dots as shown in Fig. 3-5(a). Then, the 
primary point evolves into a fairly smooth and clear profile at the m=280th iteration as shown in Fig. 3-5(k).  
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
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Fig.  3-5. The representative profiles for △t=0.01 at: (a) m=9; (b) m=15; (c) m=25; (d) m=35; (e) m=55; (f) m=80; (g) 
m=130; (h) m=160; (i) m=210; (j) m=250; (k) m=280. 
Aside from the deformation process, a numerical analysis is also provided to describe the variation of the 
fitting energy and the diffusion energy in Fig. 3-6. The energy functional comprises of the fitting energy 
used to guide the motion of contour and diffusion energy, which maintains the regularity of the level set 
function. In the beginning, an initial point requires a huge amount of fitting energy to deform it into more 
complicated structures; and hence the maximum fitting energy appears at the first step, with the value 
approximating to 7.92×1013. In the following iteration steps, with evolving to more and more complex 
configuration, the deformation process requires much more diffusion energy to remain the structural 
regularity; while the requirement of the fitting energy decreases. Until satisfying convergence criterion 
defined by Eq. (3-34) at about the 275th step, the fitting energy declines to a stable value at 4.15×1013, 
whilst the diffusion energy increases to 2.05×106. 
(i) (j)
(k)
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Fig.  3-6. The variation of the fitting energy and the diffusion energy. 
b) Case 2 
We apply a larger time step △t=1 in case 2, whose variation of the fitting energy and corresponding 
structure at each step are plotted in Fig. 3-7. 
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Fig.  3-7. The convergence history of fitting energy and representative profiles for △t=1. 
Similar to the energy variations in case 1, the peak value of the fitting energy is also generated in the initial 
step, reaching almost to 7.82×1013. After 5 iterations, the energy function converges steadily to a value of 
3.85×1013. Finally, a well-defined, smooth and clear result is generated when the fitting energy converges. 
Further, with regard to configurational transformations, it is interesting to note that the initial point rapidly 
deforms into a relatively sophisticated model (as shown in the figure at the 1st step), where hyoid, spine and 
vessel can be clearly distinguished. The comparison of this result at the 1st step, an iso-surface model 
obtained from MATLAB and a reconstructed structure from the commercial medical software ─ Mimics 
(Materialise, 2013) is presented in a bone-like colour in Fig. 3-8. Noted that Mimics uses the greyscale 
values to identify the eligible sections in each CT slice and utilises the thresholding and region growing 
methods to reconstruct the 3D surface models. With reference to Fig. 3-8(a), it is evident that the result 
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from the proposed method possesses a silky and distinct surface without isolated parts. By contrast, the 
surfaces of both models shown in Fig. 3-8(b) and 3-8(c) are comparatively rough and the structural veracity 
can be damaged by the existence of massive discrete points.  
(a)
(b)
(c)
Fig.  3-8. The results from: (a) the proposed method; (b) iso-surface in MATLAB; (c) Mimics. 
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In this section, the comparison of a reaction-diffusion based method with upwind algorithm is also carried 
out. Fig. 3-9 illustrates the eight cases, where the first four are based upon the reaction-diffusion method 
with diverse time step △t=0.01 (Fig. 3-9(a)), △t=0.1 (Fig. 3-9(b)), △t=1 (Fig. 3-9(c)) and △t=5 (Fig. 3-
9(d)). The remaining four models are obtained from the upwind algorithm with △t=0.01 (Fig. 3-9(e)), 
△t=0.1 (Fig. 3-9(f)), △t=0.5 (Fig. 3-9(g)) and △t=1 (Fig. 3-9(h)). 
  
  
(a) (b)
(c) (d)
(g) (h)
60 
  
It is easy to see that the proposed reaction-diffusion based level set method enables to establish a smooth 
and explicit structure at any time step. In contrast, when △t=0.01 meets the CFL condition, the upwind 
algorithm falls into a local minimum, leading to a small dot (see Fig. 3-9(e)), When △t rises to 10-fold, 50-
fold or even 100-fold of its value, some not-well-defined and integrated structure (Figs. 3-9(g)-(h)) models 
are obtained. 
The numerical results of these two different methods are compared in Fig. 3-10, in which the red lines 
stand for the three cases with the proposed reaction-diffusion method, while the blue lines represent those 
with the upwind algorithm. The initial energies of all these cases are the same, with a value of 
approximately 0.77×1014. Then, the fitting energies in the two methods adopt entirely different variations. 
Hereinto, the results from the reaction-diffusion method at times step of △t=0.1, △t=1 and △t=5 keep 
reducing until achieving convergence, with the converged energies of 4.57×1013, 3.85×1013 and 3.87×1013, 
respectively. On the contrary, the energy of the four upwind algorithm-related cases at △t=0.01, △t=0.1, 
△t=0.5 and △t=1 similarly surges to about 2.18×1014 in the 2nd step. After a slight increase due to CFL 
condition is not obeyed by, all lines reach local minima, which are still far higher than the initial value, at 
14.37×1013, 14.37×1013, 14.60×1013, 15.04×1013, respectively. Even though these lines appear flat as they 
progress, they cannot be defined as convergence, because the other better minimum occurs at the first 
iteration.  
(e) (f)
Fig.  3-9. The profiles generated by reaction-diffusion method with: (a) △t=0.01; (b) △t=0.1; (c)△t=1; (d)△
t=5 and upwind algorithm with: (e)△t=0.01; (f) △t=0.1; (g) t=0.5; (h) △t=1. 
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Fig.  3-10. The convergence histories of fitting energy for examples using the reaction-diffusion method and upwind 
algorithm with non-normalized derivative. 
Table  4. Parameters and computational time for non-normalized examples (NE=6,312,712). 
Method 
Time step 
(△t) 
Diffusion 
coefficient 
(τ) 
(NE×10-8) 
Allowable 
error (ο) 
(10-3) 
Total time 
(s) 
Setup 
time 
(s) 
Iteration 
times (m) 
Time per 
iteration 
(s) 
F1 
(1013) 
F2 
(104) 
Convergence 
RD  0.01 4,000 0.01 16,160.22 188.64 267 59.82 4.94 48.25 Yes 
RD 0.1 2,000 2 3,182.34 189.18 28 106.90 4.57 46.19 Yes 
RD  1 4 2 589.45 189.9 11 36.32 3.85 2.79 Yes 
RD 5 4 2 736.89 189.48 11 49.76 3.87 2.37 Yes 
UW 0.01 0.1 5 262.49 0.34 22 11.92 14.37 0 Local 
UW 0.1 1 5 263.29 0.22 22 11.96 14.37 0 Local 
UW 0.5 1 5 298.32 0.2 23 12.96 14.60 0.13 Local 
UW 1 0.1 5 298.74 0.2 23 12.98 15.04 10.76 Local 
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Table 4 lists the detailed information of the eight cases, including parameter setting and 
corresponding computational results. While the reaction-diffusion based method uses less 
iteration step than the upwind algorithm, it takes longer time to converge because of the time 
required to set up the global stiffness matrices T
e
e
eV
j i
N NdV
=
∫ and T
e
e
eV
j i
N NdV
=
∇ ∇∫ for finite element 
analysis. But such setup time can be avoided if the matrices can be predefined in an input file. To 
allow the algorithm to find the global minimum, the lower allowable error is used for the 
reaction-diffusion method when △t=0.01 (Case 1). The upwind algorithm only approaches the 
local minimum; it needs more iteration steps than the proposed method. Therefore, it can be 
concluded that the reaction-diffusion can save computing time when both methods find the 
global minimal as the time step of the reaction-diffusion method is many times larger than the 
upwind algorithm. It is worth noting that the time for re-initialization is short and not given in 
Table 4. 
3.2.2 Numerical examples with normalization 
To demonstrate that the reaction-diffusion allows much larger time step, the derivative of the 
fitting energy is normalized as: 
( ) ( )( ) ( )
max ( ) ( )
ff
f
ϕ δ ϕ
ϕ δ ϕ
ϕ δ ϕ
′
′ =
′
         (3-36) 
In this scenario, the time step should have △t<1 based upon the CFL condition as the mesh size 
is h=1. 
c) Case 3 
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In this case, the time step is set to be △t=2. Its variation of the fitting energy and corresponding 
structures at each step are compared in Fig. 3-11. 
 
Fig.  3-11. The convergence history of fitting energy and representative profiles for △t=2. 
The energy variation in this case is similar to those in cases 1 and 2. The maximum of the fitting 
energy occurs in the initial step, approximating around 7.85×1013. Then the energy remains 
decreasing, until converging in the 27th step at a value of 3.91×1013. In addition, as far as 
configurational transformations are concerned, after a number of iterations, finally an incomplete 
simple frame-like structure (see the figure at the 1st step) is shaped into a complicated smoothing 
and distinct model (refer to the figure in the 30th step). 
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In this section, the comparison of the reaction-diffusion based method with the upwind algorithm 
is made. Fig. 3-12 exhibits the seven cases, where the first four cases are based on the reaction-
diffusion method with various time step △t=100 (Fig. 3-12(a)), △t=50 (Fig. 3-12(b)), △t=10 
(Fig. 3-12(c)) and △t=2 (Fig. 3-12(d)) respectively, and the remaining three models are based on 
the upwind algorithm with △t=10 (Fig. 3-12(e)), △t=5 (Fig. 3-12(f)) and △t=2 (Fig. 3-12(g)), 
respectively. 
  
  
  
(a) (b)
(c) (d)
(e) (f)
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Fig.  3-12. The profiles generated by reaction-diffusion method with: (a) △t=100; (b) △t=50; (c) △
t=10; (d) △t=2 and upwind algorithm with: (e) △t=10; (f) △t=5; (g) △t=2. 
Evidently, the application of the proposed reaction-diffusion based level set method is able to 
segment a woodpecker’s data into a well-constructed structure even though the time step is 100-
fold larger than the CFL condition. In contrast, only a small simple structure is produced, shown 
as Fig. 3-12(f-g) in the case with the upwind algorithm at △t=5 and △t=2. However, when △t 
rises to △t=10, a rather coarse and unsatisfactory result is produced. Fig. 3-13 presents the 
numerical analysis for both schemes. The initial values of all the cases are the same, with a value 
of nearly 0.77×1014. The cases using the reaction-diffusion method at △t=2, △t=10, △t=50 and 
△t=100 maintains declining until achieving converged energy at 3.91×1013, 3.86×1013, 
3.86×1013 and 3.91×1013, respectively. With a larger time step like △t=100, the fitting energy 
can closely approach to its minimum within one iteration step. While the energies of the all four 
upwind algorithm-related cases at △t=1, △t=2, △t=5 and △t=10 climb to about 2.18×1014 in the 
2nd iteration, and then attain some local minima at 14.37×1013, 14.39×1013, 14.51×1013, 
23.82×1013, respectively. Especially for △t=10, as shown by the blue circle in Fig. 3-13, the 
fitting energy increases in the late state as the breach of the CFL condition. Similar to the cases 
shown in Fig. 3-10, even though these energy values become stable in the end, it cannot be 
considered as convergence because their local minima are far larger than the initial value. It is 
(g)
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interesting to note that when the time step meets the CFL condition when using upwind 
algorithm, namely △t<1, no result can be obtained because the change of the objective function 
in two adjacent iteration steps is very small, stopping the iteration quickly in accordance with the 
convergent criterion in Eq. (3-34). When the time step is larger than the CFL condition for the 
upwind algorithm, the objective function falls into the local minimum but might become unstable 
in a later iteration step (e.g. m=157 when △t=2) if the iteration continues under a smaller 
allowable error of convergence. 
 
Fig.  3-13. The convergence histories of fitting energy for examples using reaction-diffusion method and 
upwind algorithm with normalised derivative. 
Similar to Table 5, the reaction-diffusion method with a normalised gradient needs more time to 
set up the global matrices but fewer iteration steps (Table 5). The fitting energy of all cases via 
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the reaction-diffusion method decreases stably and quickly, whose initial values are even smaller 
than the final values of the cases via the upwind algorithm. 
Table  5. Parameters and computational time for normalized examples. 
Method 
Time 
step 
(△t) 
Diffusion 
coefficient 
(τ) 
(NE×10-9) 
Allowable 
error (ο) 
(10-3) 
Total 
time 
(s) 
Setup 
time 
(s) 
Iteration 
times (m) 
Time per 
iteration 
(s) 
F1 
(1013) 
F2 
(103) 
Convergence 
RD 2 40 5 
1,474.6
5 
193.61 31 41.32 3.91 10.78 Yes 
RD 10 4 5 573.94 190.93 11 34.82 3.86 2.43 Yes 
RD 50 4 5 583.90 190.82 8 49.13 3.86 2.45 Yes 
RD 100 4 5 695.75 191.15 8 63.08 3.91 2.16 Yes 
RD  10 4 5 659.63 255.42 9 44.91 0.01 4.58 Yes 
UW 1 1 5 265.55 0.22 22 12.06 14.37 0 Local 
UW 2 1 5 284.74 0.25 22 12.93 14.39 0 Local 
UW 5 1 5 266.26 0.27 22 12.09 14.51 0.058 Local 
UW 10 1 5 648.60 0.22 50 12.97 23.82 
1.78×
105 
No 
 
d) Case 4 
The segmentation of sophisticated human head is one of the most challenging issues (Tran et al., 
2015). In order to demonstrate the reliability and validity of the proposed method, we provide an 
additional illustration which is from raw CT data of a human’s head with a higher voxel of 255 × 
255 × 129. The variations of the fitting energy and homologous structure at each iteration step 
are demonstrated in Fig. 3-14. The maximum of the fitting energy is close to 5.61×1011 in the 
first step. Then the energy experiences a sharp drop in the second iteration, decreasing to 
1.37×1011. Finally, the curve becomes flat after the third iteration, maintaining at 1.02×1011 
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thereafter. Additionally, a distinct smoothing head structure can be generated initially and 
deforms into the final well-defined model after the third iteration. This example further confirms 
the proposed method for its abilities to segment complicated biological structures into smooth 
and clear profiles. 
 
Fig.  3-14. The convergence history of fitting energy and representative human head profiles for △t=10. 
e) Case 5 
The segmentation of sophisticated biological structures such as the human head is one of the 
most challenging problems in medical images. In order to demonstrate the reliability and validity 
of the proposed method, we provide an additional example showing image segmentation from 
the raw CT data of a human’s head with the voxel as high as 377 × 297 × 306 that is downloaded 
from an online biomedical community (Peli & Malah, 1982). The distribution of intensity in Fig. 
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3-14 shows the data is mainly accumulated in two ranges with -1200 HU≤ I ≥-800 HU and -150 
HU≤ I ≥400 HU, respectively. We neglect the air phase in the first range but focus on the second 
on which the bones and muscles can be constructed. The two constants in Eq. (3-11) are the 
same (c1= c2=100) and we use the approach with normalized gradient. For all examples in this 
case, the calculation parameters are the same given as △t=10 and τ=2×10-9×NE. 
 
Fig.  3-15. The distribution of intensity for the CT data from a human head. 
The variations of the fitting energy and homologous structure at each iteration step are 
demonstrated in Fig. 3-15. The maximum of the fitting energy is close to 3.6×1014 in the first 
step for a point initial structure (not shown). Then the energy experiences a sharp drop in the 
second iteration, decreasing to 2.7×1014 and obtaining bony structure and teeth. The muscles and 
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vessels appear in the subsequent process in different colours and the fitting energy does not 
obviously drop after iteration step m=8 with the fitting energy of 2.1×1014. At m=14, a well-
defined model on which the muscles and vessels are distinctly illustrated. This example further 
confirms the proposed method for its ability to segment complicated biological structures into 
smooth and clear profiles. By using the non-normalized approach with a very small time step 
△t=0.01, the optimization process can be slowed down to show more intermediate structures in 
433 iteration steps, which will be extremely helpful for clinical diagnosis. Because of the length 
limit, this example is not given in the Chapter. 
 
Fig.  3-16. The convergence history of fitting energy and some representative profiles in the optimisation 
process for the human head. 
Fig. 3-16 compares the profiles obtained from the proposed method with the iso-surface 
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generated in MATLAB. We can clearly see that when various values of c1 and c2 are used as the 
iso-values in MATLAB, our structures (left column) provide more distinct and smoother 
structures than corresponding iso-surface models (right column). More importantly, intensities in 
different values are presented in the model with different colours (as shown in the colour bar), 
making it possible to generate different tissues in image segmentation. For example, Fig. 3-16(g) 
shows the intensities within a wide range (-50 HU≤ I ≤400 HU) and illustrates a more clinic-
useful figure than its MATLAB peer in Fig. 3-16(n). 
 
  
(a) (h)
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(b) (i)
(c) (j)
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(d) (k)
(e) (l)
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f) Case 6 
The last example is based on a more sophisticated human head model horizontally sectioned 
approximately from philtrum to eyebrow. It is also obtained on the internet (Peli & Malah, 1982). 
(f) (m)
(g) (n)
Fig.  3-17. The profiles generated by gradient-normalized approach with c1=c2= (a) 0; (b) 100; 
(c) 200; (d) 300; (e) 500; (f) 750; (g) 1,000; and iso-surface with iso-value= (h) 0; (i) 100; (j) 
200; (k) 300; (l) 500.; (m) 750; (n) 1,000. 
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The voxel of raw CT data is as high as 512 × 512 × 121. By setting △t=10, c1=c2=100 and τ=5 
NE×10-9, the optimization converges within 10 iteration steps. The structures in the optimization 
process are plotted in Fig. 3-18, which also shows the changes in fitting energy. 
 
Fig.  3-18. The convergence history of fitting energy and representative horizontally-sectioned head 
profiles in the optimization process with △t=10 and τ=5NE×10-9. 
The internal structure can be clearly illustrated if the part behind the nose is zoomed in and 
viewed from different angles. As shown in Fig. 3-18(a), the face with closed eyes is well 
presented and there are no isolated parts. On the contrary, the results shown in Fig. 3-18(b) that 
is an iso-surface model from MATLAB and Fig. 3-18(c) which is a reconstructed structure from 
Mimics are quite coarse. Meanwhile, owing to influences exerted by huge amounts of discrete 
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points, their structural accuracies are completely destroyed. 
 
 
(a)
(b)
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Fig.  3-19. The zoomed-in structure at different view angles which are generated from (a) the 
proposed method; (b) iso-surface in MATLAB; (c) Mimics. 
Then for further testing the performance of the proposed method under different time step sizes, 
an additional example with a small time step △t equivalent to 0.01, c1=c2=55 and τ=2.5 NE×10-6 
is presented. Its optimization process can be artificially slowed down to see the revolution 
procedures, as shown in Fig. 3-19. 
 
 
 
 
(c)
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It is clear to see that after 16 iterations, the simple initial point evolves to a hoop-shaped 
conformation (as shown in Fig. 3-20(a)). The iso-surface structure subsequently experiences 
continuous evolution and deforms into an entirely smooth and clear profile in the 270th step. 
Moreover, a numerical analysis is implemented in Fig. 3-20 by illustrating the variations of the 
fitting energy and the diffusion energy. Initially, the most fitting energy is required for driving 
the primary point to develop into a more complex structure, with the value achieving about 
(g) (h)
(i) (j)
Fig.  3-20. The iso-surface of level set at iteration step (a) m=16; (b) m=20; (c) m=30; (d) 
m=40; (e) m=50; (f) m=75; (g) m=100; (h) m=125; (i) m=150; (j) m=270. 
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1.92×1015. In the following iteration steps, with evolving to more and more complicated 
configuration, the deformation process needs much more diffusion energy to maintain the 
structural regularity; whilst the demand for the fitting energy declines. Finally, once the 
convergence criterion is satisfied at approximately 240th iteration step, the fitting and diffusion 
energy become stable, with the corresponding numbers levelling out at almost 0.9×1015 and 
6.3×106, respectively. Both examples with the tiny time step sizes equal to 0.01 and its 1000-fold, 
further confirm the abilities and superiorities of the proposed method on segmenting complicated 
biological structures into smooth and clear profiles. 
 
Fig.  3-21. The convergence history of fitting energy and diffusion energy in the optimization process 
with △t=0.01 and τ=2.5 NE×10-6. 
This study in Chapter 3 proposed a reaction-diffusion based level set method for segmenting the 
three-dimensional biological structures from the high-resolution raw CT data. As the diffusion 
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energy is included in the objective function, the regularity of the level set function and the 
smoothness of the contour can be intrinsically maintained and therefore the re-initialization 
process becomes unnecessary. In addition, the finite element method is used to replace the 
upwind algorithm to update the level set function. As a result, the restriction to the time step 
from the CFL stability conditions can be relaxed. The numerical examples with and without 
normalization showcase the proposed method is capable of providing better results with clearer 
and smoother interfaces without isolated parts within a few iteration steps. More importantly, the 
objective function decreases stably and continuously in the optimization process, avoiding itself 
falling into local minimum as the upwind algorithm.  
82 
Chapter 4  
A computational investigation into the impact-resistance of woodpeckers 
In this Chapter, the computational investigations into a woodpecker’s impact-resistance 
mechanisms are introduced. Based on the image segmentation method proposed in Chapter 3, the 
micro CT data of a woodpecker’s head was segmented into an accurate model with unequal-
length beaks, a long hyoid bone connected by two types of joints, and an encephalocoele filled 
with viscoelastic brain tissues. The heterogeneity of this complex biological structure was fully 
considered via categorizing materials into 53 types in accordance with the intensity of raw data. 
To evaluate the importance of a hyoid, a non-hyoid model was established to compare its impact 
response with that of the real model. On the other hand, a set of models with diverse lengths of 
external rhamphotheca and internal bony structures were built up to estimate the effects of beaks. 
4.1 Modelling 
When the time step is △t=10 and the constants are c1=c2=1,200 in Eq. (3-11), a distinct and 
accurate surface model enclosed by the zero-level contour of a level set function was obtained as 
shown in Fig. 4-1. 
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Fig.  4-1. The surface model obtained from the reaction diffusion-based level set method. 
Then, the surface model was discretised into 1,084,428 hexahedral elements (Fig. 4-2) by using 
iso2mesh (Fang & Boas, 2009a), an open-source mesh generator and MATLAB-based 
processing toolbox, which is designed for easy creation of high-quality polyhedral meshes. 
 
Fig.  4-2. Discretised model. 
Though the model obtained by image separation clearly illustrated structural complexity, it 
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cannot express the connections between individual parts. For instance, in accordance with the 
anatomic structural of the hyoid apparatus (J. Jung et al., 2016), the long hyoid with one end 
fixed at the right nose and one end linked with the tongue is composed of the paraglossal (pink in 
Fig. 4-3), basihyal (yellow), paired ceratobranchial (green), front epibranchial (red) and rear 
twain epibranchial (blue). Based on these morphologic features (J. Jung et al., 2016), the 
ceratobranchial and blue epibranchial are connected by a spherical hinge (similar to arthrosis), 
which allows the rotation motion but restrains the translational motion. While the basihyal is 
linked to paraglossal and ceratobranchial with two revolute joints used to partially constrain 
rotation motion. Considering the importance of hyoid, we re-modelled it by a curved cylinder 
along its central line and discretized it into 131,757 tetrahedral elements.  
 
Fig.  4-3. The geometrical model of a hyoid. 
Image contrast is defined by the difference in intensity of neighboring picture elements or 
Epribranchial
Ceratobranchial
Basihyal
Paraglossal
Spherical hinge
Revolute joints
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regions. In medical imaging, the intensity values represent the densities of the scanned object. 
The higher tissues density, the higher intensity values (Preim & Botha, 2013). Hereinto, the 
intensities with a value of I<200 HU denotes void material (air), therefore they were excluded in 
the model to save the computing times used for finite element analysis. The rest intensities, 
namely 200 HU≤I≤5400 HU, were evenly separated into 53 datasets to represent different 
material properties. Such material heterogeneity can be clearly seen from the number of 
intensities in Fig. 4-4, which interestingly exhibits a Gaussian distribution within 700 
HU≤I≤1,400 HU (the inset in Fig. 4-4).  
 
Fig.  4-4. The number of intensities of the raw micro-CT data. 
To have a clear view of the material distribution in such a classification of 53 sets, only a few 
groups of datasets are illustrated by green (200 HU≤I≤1000 HU), grey (1,000 HU<I≤1,400 HU), 
blue (1,400 HU<I≤3,200 HU) and red (3,200 HU<I≤5,400 HU) colours in Fig. 4-5, which clearly 
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illustrates that the large intensities mainly present themselves as the high-strength bone such as 
beaks and cranium (red in Fig. 4-5). While the middle-strength bone like the hyoid is highlighted 
in blue. The low-strength materials such as sectional rhamphotheca are represented in grey, 
which is on the superficiality of bony structures. The brain tissue and some other soft substances 
have the lowest intensities and are enclosed by the bones (green). 
 
Fig.  4-5. Intensities distribution in the model. 
By plotting the ISO-surface at different intensities in Fig. 4-6 and considering the density 
distribution in the above figure, we found the intensity of rhamphotheca mainly ranges in 600 
HU≤I≤900 HU and has an average value of I=750 HU. As shown in Fig. 4-6(a), rhamphotheca is 
evenly distributed on the upper and lower beaks. When the intensity rises to 1,800 HU≤I≤2,200 
HU with an average value of I=2,000 HU, the hyoid bone could be easily distinguished as shown 
in Fig. 4-6(b). Similarly, the intensity in 2,300 HU≤I≤3,100 HU and 3,300 HU≤I≤5,400 HU 
stands for the skull (average intensity I=2,700 HU, see Fig. 4-6(c)) and beak (average intensity 
I=4,350 HU, see Fig. 4-6(d)), respectively. 
87 
 
 
 
(a) I=750
(b) I=2,000
(c) I=2,700
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Fig.  4-6. Iso-surface for the intensity of (a) I=750 HU; (b) I=2,000 HU; (c) I=2,700 HU; (d) 
I=4,350 HU. 
According to the experimental data reported in (Hodgskinson & Currey, 1992), the relationship 
between the intensity I to the density ρ conforms to linearity, calculated by: 
aI bρ = +       (4-1) 
where the positive constants a and b are determined by the interpolation scheme. Additionally, 
the logarithm of Young's modulus E is linearly related to the logarithm of density, therefore 
the following equation is obtained (Hodgskinson & Currey, 1992),  
log( ) log( )E c dρ= +      (4-2) 
where c and d are another set of coefficients to be determined similarly to the ones in Eq. (4-1). 
The mechanical properties of the rhamphotheca, hyoid, skull, and beak which have been 
distinguished in Fig. 4-6 in accordance with the intensity have been experimentally tested in 
previous literature (Y Liu et al., 2017; Z. Zhu et al., 2012) and are listed in Table 6. These 
discretised data were interpolated into a straight line (Fig. 4-7), in which a=0.1184 and 
(d) I=4,350
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b=949.6975. Similarly, we obtained c=0.4338 and d=−2.6055. 
 
Fig.  4-7. The interpolated shapes of (a) intensity vs. density and (b) the logarithm of density vs. the 
logarithm of Young's modulus. 
Table  6. The material properties for different components of the head. 
Component Rhamphotheca Hyoid Skull Beak Ref 
Young’s 
modulus [GPa] 
1.04 1.28~3.72 0.31 1.0 (Y Liu et al., 2017) 
1.5 3.72 6.0 7.0 (Z. Zhu et al., 2012) 
Density  
[kg/m3] 
1,070 1,040 1,456 1,456 (Y Liu et al., 2017) 
1,040 1,200 1,200 1,460 (Z. Zhu et al., 2012) 
Poisson’s Ratio 0.4 0.4 0.4 0.3 (Z. Zhu et al., 2012) 
Average 
intensity 
750 2,100 2,200 3,350 (Z. Zhu et al., 2012) 
It is worth noting that the brain (the yellow region in Fig. 4-8) was in the encephalocoele 
wrapped by the cranium. Unlike hard materials, the brain tissue is assumed to be a kind of 
linearly viscoelastic and homogenous material and has an elastic compressive behaviour (L. 
Wang et al., 2011). Its shear characteristic of viscoelastic behaviour is represented by: 
( ) 0(  ) tG t G G G e β−∞ ∞= + −      (4-3) 
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where G(t) is the time-dependent shear modulus, G∞=1.68×10-4 GPa represents the long-term 
shear modulus, G0=5.28×10-4 GPa denotes the short term shear modulus, and β=0.25 s-1 is a 
decaying factor.   
 
Fig.  4-8. The location of brain tissues in the head. 
4.2 Numerical analysis 
Based on the above-mentioned numerical model and material properties, the sophisticated 
collision-prevention system of a woodpecker was systemically simulated by a dynamic finite 
element commercial package, LS-Dyna version 971 (J., 2007). In this section, the numerical 
analysis was conducted from the aspects of deformation, stress distribution, energy absorption, 
and crashworthiness evaluations. To implement the impact simulation, a fixed woodblock with a 
size of 2.5 cm ×1 cm × 2.5 cm, the density of 500 kg/m3 and Young’s modulus of 2.0 GPa (Ross, 
2010) was used as the pecking target. The head was supported by the neck (red in Fig. 4-9) 
which was replaced by a 2.5 mm-radius cylinder with an elastic modulus of 6.0 GPa. The neck 
was rigidly connected with the bottom of the skull and supported by a spherical hinge at its 
bottom. Moreover, to better present the hyoid’s impact response during impact, the soft tissues 
Brain
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between the skull back and hyoid were excluded and its function was replaced by imposing a 
prescribed velocity on the rear sections of hyoid along a direction perpendicular to the tree (W. 
Bock, 1999). The point contact between the beak tip and the wood was set as 
“Contact_Automatic_Nodes_to_Surface” in LS-Dyna. To evaluate the worst situation, the 
maximal recorded pecking velocity 7 m/s was used in the simulation. The complete model in the 
finite element analysis is illustrated in Fig. 4-9. 
 
Fig.  4-9. Numerical model in finite element analysis. 
Because the beaks and hyoid have been widely considered as the significant contributors to the 
impact-resistance (Y Liu et al., 2017; L. Wang et al., 2011; Wu et al., 2015; Z. Zhu et al., 2012), 
their dynamic responses to the impact were firstly investigated. With a postulation of 7 m/s 
pecking velocity, it took about 1.2 ms to accomplish the numerical simulation, including an 
approximately 0.8 ms pecking period and a nearly 0.4 ms after-impact stage. 
Hyoid
Neck
Skull
Woodblock
Beak
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By combining the energy transition depicted in Fig. 4-10 and the dynamic performances shown 
in Fig. 4-11, the woodpecker’s pecking process was analysed hereafter. The values of the strain 
energy (red solid line) and kinetic energy (blue dotted curve) were gathered for all elements 
making up the head material (neck is excluded) and evaluated as a percentage of total model 
energy. Because of energy dissipation, the sum of strain energy and kinetic energy is less than 1. 
Although the impact has not occurred in the beginning stage (t≤0.10 ms), the kinetic energy 
slightly decreases from 100% to 96% due to the stress (Fig. 4-11(a)) induced by interactions 
between the skull and neck. As a result, the strain energy increases with a slope of 40 ms-1. After 
the pre-impacting stage, the upper beak hits the wood, making the percentage of strain energy 
transformed from kinetic energy quickly increase to 77.04% at 0.47 ms. The stress distribution 
and deformation in this stage are demonstrated in Fig. 4-11(b)-(d), in which we can see the upper 
beak curls upward because it undergoes the stress as high as 79.18 MPa (red region). On the 
contrary, the lower beak is nearly free of deformation thanks to its relatively shorter length. After 
the stress wave attains the distal portion of the upper beak, it propagates along two paths: one 
passes the right nostril and moves to the cranium; one deviates from its original direction and 
makes a detour around the hyoid. In this so-called rebound stage (0.47 ms<t≤0.82 ms), the 
bending upper beak is recovered back (Fig. 4-11(e) and (f)) and huge amounts of strain energy 
are converted back to the kinetic energy. Specifically, the percentage of strain energy decreases 
to 21.3% and kinetic energy increase to 77.3%. During the post-impact stage (0.82 ms<t≤1.2 ms), 
the hyoid approaches to the rear part of cranium and finally tightly fastens it as a safety belt (Fig. 
4-11(g)-(i)). 
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Fig.  4-10. The percentage of kinetic energy and strain energy in the impact process. 
 Unit: ×107 Pa 
   
(a) t=0.10 ms (b) t=0.20 ms (c) t=0.30 ms 
   
(d) t=0.47 ms  (e) t=0.60 ms (f) t=0.82 ms 
Post-impact stagePre-impact stage Rebound  stageImpacting stage
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(g)  t=0.90 ms (h)  t=1.10 ms (i) t=1.20 ms 
To assess the effects of hyoid to the impact resistance, both the deformation and stress of a non-
hyoid model in the abovementioned four stages are analysed and displayed in Fig. 4-12. It can be 
clearly seen that the absence of hyoid makes all stress waves spread straightway from the beak 
tip to the skull, instead of diverting some of them into relatively less-important underjaw along 
the hyoid. Compared with the real model, the stress in brain soft tissues increases from 0.19 MPa 
to 0.37 MPa. While the peak stress still occurs at the upper beak, slightly decreases from 79.18 
MPa to 79.02 MPa. 
Fig.  4-11. Stress distribution and deformation of a real model at different time slots: (a) t=0.10 ms, 
(b) t=0.20 ms, (c) t=0.30 ms, (d) t=0.47 ms, (e) t=0.60 ms, (f) t=0.82 ms, (g) t=0.90 ms, (h) t=1.10 
ms, (i) t=1.20 ms. 
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 Unit: ×107 Pa 
   
(a) t=0.10 ms (b) t=0.20 ms (c) t=0.30 ms 
   
(d) t=0.47 ms  (e) t=0.60 ms (f) t=0.82 ms 
 
(d) t=0.90 ms  (e) t=1.10 ms (f) t=1.20 ms 
The velocities of the brain in the real model and non-hyoid models were compared in Fig. 4-13, 
which showed that the two models have similar velocity tendency thought the real model (red 
solid line) is slightly larger than the non-hyoid model (blue dotted line) in pre-impact stage and 
impacting stage (t≤0.8 ms). However, in the rebound stage and post-impact stage, the velocity of 
Fig.  4-12. Stress distribution and deformation of a non-hyoid model at: (a) t=0.10ms, (b) t=0.20ms, 
(c) t=0.30ms, (d) t=0.47ms, (e) t=0.60ms, (f) t=0.82ms, (g) t=0.90ms, (h) t=1.10ms, (i) t=1.20ms. 
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non-hyoid which becomes negative after t>0.47 ms continue to decrease to a value of -6.10 m/s. 
By contrast, the velocity of the real model increases in these two stages because the hyoid holds 
back the rebounded head. 
 
Fig.  4-13. Velocity variations in the model with and without hyoid. 
Previous researches indicated one of the impacting-resistance mechanisms resulted from the 
unequal length of upper/lower beaks (Y Liu et al., 2017; L. Wang et al., 2011), which has been 
verified by our model obtained from image separation. As shown in Fig. 4-14, though the upper 
beak was 1.6 mm longer than the lower beak, we found its internal bone (dark red) was about 1.2 
mm shorter than the bony structure inside the lower beak after the external stratum corneum 
(light red) was excluded. To obtain the roles of the beaks in the anti-shock system, apart from the 
real model, two modified models were also created without altering the internal bones and the 
lower beak: one with equal rhamphotheca for the upper and lower beaks, and one with 1.6 mm-
short rhamphotheca for the lower beak. 
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Fig.  4-14. A perspective view of the upper and lower beaks. 
In this Chapter, the acceleration at the centroid model is the ratio of pecking force F to the mass 
of head M=10.609 g. When t1=0.15 ms and t2=0.54 ms, the real model has the lowest 
HIC=5,104.28 g, less than the models with beakupper=beaklower (7,700.14 g) and 
beakupper<beaklower (5,602.30 g). Though all HICs are less than the critical value (2.0×105 g) 
above which the brain of woodpeckers will be damaged (Y Liu et al., 2017), the real model 
apparently owns the best brain-protection structure.  
1.6mm
1.2mm
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Fig. 4-15. The pecking force and acceleration of the head in the models with different length of 
rhamphotheca for the upper beak. 
The pecking forces in these models were compared in Fig. 4-15. Obviously, the real model (red 
line) has a minimal peck pecking force (529.89 N) and the longest collision time (0.73 ms) 
during which the impact force is positive. The beakupper=beaklower model has a similar tendency 
(black dotted line) in a collision time of 0.51 ms, in which the pecking force attains its maximum 
as Fmax=800.03 N. The model with beakupper<beaklower has the medium peak pecking force 
(Fmax=581.84 N) and a collision time (0.68 ms). It seems that longer upper beak provides a space 
for shape changes and therefore the enormous instant impulse can be alleviated. By contrast, 
when the lengths of the upper beak and lower beak are the same, there is no room for the beak to 
bend, and hence the energy cannot be stored. Though the lower beak in the third model can bend 
in a similar manner as the upper beak in the real model, the bending amplitudes are obviously 
suppressed because the head is more likely to rotate downward with respect to the neck. These 
three models were further compared in terms of the average pecking force in the collision time. 
The calculation results show that the real model has the lowest Fmean=328.05 N in comparison 
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with the models with a longer lower beak (Fmean=351.84 N) and equal-length beaks 
(Fmean=451.25 N). Small mean pecking force indicates that the real model needs to bear the 
smallest concussion. Moreover, the crash load efficiency (CLE) (Jones & Wierzbicki, 1983), a 
significant indicator of structural crashworthiness, is introduced herein. Its value is determined as 
the ratio of the mean impact force to the maximum pecking load. The CLE of the real model is 
61.91%, much higher than the model with beakupper<beaklower (60.47%) and beakupper=beaklower 
(56.40%). Because the crash load efficiency of an ideal anti-shock device should be 100%, the 
highest CLE value in the real model indicates that it has the best structural crashworthiness 
during impact. These data are summarized in Table 7. 
Table  7. The impact performance of models with different lengths of the upper beak. 
Model 
Head injury 
criterion (g) 
Peck pecking force 
(N) 
Crash load 
efficiency (%) 
Mean pecking force 
(N) 
Real 5,104.28 529.89 61.91 328.05 
beakupper=beaklower 7,700.14 800.03 56.40 451.25 
beakupper<beaklower 5,602.30 581.84 60.47 351.84 
Next, the beak structures were further investigated by maintaining the length of external 
rhamphotheca and the upper beak bone but varying the length of bony substances inside the 
lower beak. Two models were established: one with equal-length bony material of the beaks and 
one with 1.2 mm shorter lower beak bone. First of all, the HIC values are calculated within the 
same time range as the above examples. Similarly, the HICs of three models are below the safety 
criterion but the real model produces the lowest HIC, compared with the models with 
boneupper=bonelower (5,440.84 g) and boneupper>bonelower (5,632.24 g). As illustrated in Fig. 4-16, 
the maximal pecking force of boneupper>bonelower model (blue dashed line) attains Fmax=569.65 N 
within a collision time of 0.69 ms. While boneupper=bonelower model (dark dotted line) has a 
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maximal peaking force Fmax=548.35 N and its impact duration is 0.74 ms. For the model with 
boneupper=bonelower, the mean impact load and crash load efficiency are Fmean=330.65 N and 
60.3%. While for the model with boneupper>bonelower, they are Fmean=336.55 N, CLE=59.08%. 
These data support the short bony materials in the lower beak helps to improve anti-impact are 
summarized in Table 8. 
Thus, both comparisons testified that the beak morphology, including external rhamphotheca and 
internal bones, was found to affect the HIC values, peak pecking forces and crash load 
efficiencies and the real head model can effectively resist impact.  
 
Fig.  4-16. The pecking force and acceleration of the head in the models with different length of bony 
materials for the lower beak. 
Table  8. The impact performance of models with different lengths of bony material in the lower beak. 
Model 
head injury 
criterion 
peck pecking force 
(N) 
Crash load 
efficiency (%) 
Mean pecking force 
(N) 
Real model 5,104.28 529.89 61.91 328.05 
boneupper=bonelower 5,440.84 548.35 60.30 330.65 
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boneupper>bonelower 5,632.24 569.65 59.08 336.55 
So far, most researches mainly concentrated on the mechanical performances in the 
woodpecker’s head, such as stress, pecking force and energy, while minor investigations into the 
frequency response characteristics of the head structure during pecking were conducted. Then, 
by means of the image segmentation introduced in Chapter 3, an accurate complete head model 
for a woodpecker’s head was established, as shown in Fig. 4-17(a). In accordance with the 
differences between the textures of bony substances and soft tissues, the skull bone structure (see 
Fig. 4-17(b)) was separated from the head model. Then, the frequency analysis was operated on 
both models. 
 
(a)
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Fig.  4-17. The lateral view of (a) the complete head model; (b) the skull bone structure. 
The values of natural frequency mainly depend on the materials and boundary conditions. In 
order to simulate the real condition, the head and skull were fixed at the bottom of the neck. The 
frequency evaluation results, as listed in Table 9, demonstrate that the natural frequency of 
complete head is far larger than the woodpecker’s working frequency that is between 20-25 Hz, 
while the skull bone structure can suffer from resonance injury. Even though the high-strength 
bony structure is considered as the main contributor to the woodpecker’s impact-resistance, the 
flexible tissues can raise the natural frequency of skull bone to protect the vulnerable brain from 
resonance injury. Meanwhile, according to the frequency response at the first mode in head and 
skull models, presented as Fig. 4-18, the paired ceratobranchial bone has the maximum modulus.  
Table  9. Multiple-mode natural frequency for the skull bone and whole head model. 
Natural Frequency Skull bone model Head model 
Mode 1 7.9 Hz 71.0 Hz 
Mode 2 9.6 Hz 81.5 Hz 
Mode 3 23.3 Hz 93.7 Hz 
Mode 4 33.4 Hz 115.6 Hz 
(b)
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Mode 5 35.4 Hz 127.6 Hz 
Mode 6 37.6 Hz 133.7 Hz 
Mode 7 64.0 Hz 145.5 Hz 
Mode 8 76.7 Hz 152.8 Hz 
Mode 9 78.3 Hz 158.9 Hz 
Mode 10 108.4 Hz 161.4 Hz 
 
 
Fig.  4-18. The lateral view of (a) the complete head model; (b) the skull bone structure at the 1st 
mode. 
As mentioned before, the contraction of tongue protector muscle can produce a pre-tension force 
(a)
(b)
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on the hyoid bone to allow the tongue to spit out the mouth. To assess the impact of such pre-
tension forces on the frequency response of the head, multiple pre-tension forces were applied on 
the hyoid tip. With one end of hyoid fixed on the right nose, the other end was dragged by 
varying force from 0 to 20 N. Apparently, all frequencies under diverse pre-tension forces are 
between 70 Hz―173 Hz which are over three times working frequency. In addition, as plotted in 
Fig. 4-19, a rising pre-tension force can raise the values of the natural frequency of a 
woodpecker’s head.  
 
Fig.  4-19. The first 10 natural frequencies of the woodpecker’s head model under 0 N, 5 N, 10 N, 15 N, 
and 20 N pre-tension forces on the hyoid tip. 
Then the woodpecker’s stress response to dynamic impact was analysed. In order to simulate the 
actual stress situations, we applied the mean pecking force obtained in the last Chapter on the 
beak tips within a duration of 0.8 ms. Thereafter, the imposed force was removed, and the head 
model was maintained free attenuation for the remaining time. To evaluate the frequency 
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characteristics of stress wave in vulnerable brain tissues, a monition used to record the changes 
of stress was embedded at the core of the brain. Fig. 4-20(a) demonstrates that the maximum 
stress value is about 310 kPa and the stress wave gradually decreases after the removal of acting 
force. Then a Fast Fourier Transform (FFT) was performed on the stress wave to obtain the 
stress in the frequency domain, as shown in Fig. 4-20(b). Hereinto, the longitudinal coordinate 
represents the stress magnitude at certain frequencies. Obviously, all remarkably high magnitude 
frequency bands of stress component are far larger than 1000 Hz. It means that stress response 
frequencies are far larger than both the natural and working frequencies of a woodpecker’s head. 
The large differences among the natural, working and stress response frequencies is a kind of the 
woodpecker’s protective mechanisms for preventing the brain from sustaining resonance injury. 
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Fig.  4-20. Stress wave and frequency spectrum of the monitor in the core of the brain. (a) Stress 
wave of a monitor in impact direction; (b) stress spectrum in the frequency domain after FFT. 
In this Chapter, on account of the well-constructed 3D segmented structure which is produced 
from a reaction-diffusion based level set method introduced in Chapter 3 and mesh generation 
toolbox iso2mesh, a comparatively accurate entity head model with an exact deeply-imitated 
geometrical hyoid architecture is established. Through categorizing the inhomogeneous material 
characterization into 53 datasets in accordance with the intensity values and following the 
relational expressions between grayscale, density and Young’s modulus, the precise material 
properties of each element are figured out. The newly-built model effectually improves structural 
accuracy and avoids the insufficiencies in previous studies. Further, for simulating a 
woodpecker’s pecking process as actually as possible, we assumed that the wood is absolutely 
fixed and a woodpecker’s head can only drum a tree trunk in the direction perpendicular to the 
wood block with an extreme pecking velocity of 7 m/s.  
100 1000 10,000 100,000
0
1
2
3
4
Frequency (Hz)
M
ag
ni
tu
de
(b)
107 
The numerical results demonstrate that the woodpecker’s head has excellent crashworthiness and 
the distinctive morphological structures of hyoid bone and unique anatomical feature of beaks 
are the main contributors to the sophisticated shock absorption system. Specifically, the hyoid 
bone not only provides a path to transfer the stress wave but also effectively restrains reversed 
velocity to protect woodpecker’s head, especially during post-impact period, in a manner 
analogous to a safety belt. By comparing the models with diverse beak structures, it turns out that 
the real head model in which the exterior corneum wrapping the upper beak is 1.6 mm longer 
than that of the lower beak; however, the bony structure inside the upper beak is about 1.2 mm 
shorter than the lower beak, has excellent structural crashworthiness and shock-resistance. 
Furthermore, modal analysis and stress spectrum analysis were also conducted on the 
woodpecker’s head and skull bone models. We found that there were enormous gaps between the 
working, natural, and stress response frequencies. This phenomenon can protect the 
woodpecker’s vulnerable brain from the resonance injury effectively. 
Future studies on woodpecker’s sophisticated shock absorption system will concentrate on 
applying the optimizations of woodpecker’s skull morphology and microstructure to design the 
impact-related injury resistant devices, such as intelligent helmet and car bumper. The work in 
this Chapter will help develop new approaches for minimizing head impact injuries.   
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Chapter 5  
Final remarks 
This thesis is mainly focused on investigating the woodpecker’s impact-resistance mechanisms. 
The key achievements, drawbacks and future works are listed as follows: 
We proposed a reaction-diffusion based level set method for segmenting 3D biological structures 
from high-resolution raw CT data in the first stage. It provides a novel solution to the difficulties 
in massive existing separation methods, such as frequent re-initialisation and small time step. As 
the diffusion energy is included in the cost function, the regularity of the level set function and 
the smoothness of the contour can be intrinsically maintained and therefore the re-initialisation 
procedure becomes unnecessary. In addition, the finite element method is used to replace the 
upwind algorithm to update the level set function, and hence the restrictions to the time step size 
from the CFL stability condition can be relaxed. The multiple numerical examples with and 
without normalisation showcase that compared to the other approaches, the proposed method is 
capable of providing better results with clearer and smoother interfaces without isolated parts 
within a smaller number of iterations. More importantly, the objective function decreases stably 
and continuously in the optimisation process, avoiding itself falling into local minimum as the 
upwind algorithm. The proposed method has promising applications in helping doctors gain a 
more complete understanding of the patients' physiology. However, because setting up the global 
matrices for reaction and diffusion requires a relatively long time, the proposed method may 
need more time to complete the whole process than the upwind algorithm when dealing with 
some cases. Nevertheless, these matrices can be pre-predefined because they only depend on the 
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number of voxels in principle directions.  
In the next stage, an accurate model was obtained by separating the micro CT data of a 
woodpecker's head into distinct regions in which the value of a level set function is negative. The 
material inhomogeneity of such a complex biological structure was fully considered by 
categorising the image intensity into 53 datasets, whose mechanical properties such as density, 
Young’s modulus and shear modulus were interpolated from available experimental results. 
Based on anatomic information, the model is further updated by separating the hyoid into four 
joint-connected parts and locating the brain in a region wrapped by the cranium. Numerical 
results demonstrate that the excellent crashworthiness of woodpecker’s head is attributed to the 
distinctive morphological structures of the hyoid and the unique anatomical feature of the beaks. 
Specifically, the hyoid not only provides a path to transfer the stress wave in the impacting stage 
but also effectively restrains reversed velocity, like a safety belt, in the post-impact stage. By 
comparing the models with different lengths of corneum in the upper beak and bony materials in 
the lower beak, we found that the real model with long corneum, but short bony material has the 
best impact-resistance. Furthermore, modal analysis and stress spectrum analysis were conducted 
on a woodpecker’s head model. Numerical results demonstrate that there are enormous gaps 
between the working, natural, and stress response frequencies. This phenomenon can protect the 
woodpecker’s vulnerable brain from the resonance injury effectively.  
In the future, the proposed image segmentation methodology will consider extending to 
separating multiple substances in complex structures for micro-CT and magnetic resonance 
images. In addition, we wish to apply 3D printing techniques to print precise head models with 
relatively actual materials. The well-designed experiments can be conducted on these 3D models 
110 
to further investigate into such fantastic anti-shock mechanisms. Moreover, the findings related 
to a woodpecker’s shock-absorption mechanisms will be used to improve crashworthiness for 
impact-resistance devices such as intelligent helmet and car bumper in the framework of 
topology optimisation designs. 
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