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ON THE KOSTANT CONJECTURE FOR CLIFFORD ALGEBRAS
ANTON ALEKSEEV AND ANNE MOREAU
Abstract. Let g be a complex simple Lie algebra, and h ⊂ g be a Cartan subalgebra. In
the end of 1990s, B. Kostant defined two filtrations on h, one using the Clifford algebras
and the odd analogue of the Harish-Chandra projection hcodd : Cl(g) → Cl(h), and the
other one using the canonical isomorphism hˇ = h∗ (here hˇ is the Cartan subalgebra in
the simple Lie algebra gˇ corresponding to the dual root system) and the adjoint action
of the principal sl2-triple sˇ ⊂ gˇ. Kostant conjectured that the two filtrations coincide.
The two filtrations arise in very different contexts, and comparing them proved to be a
difficult task. Y. Bazlov settled the conjecture for g of type An using explicit expressions
for primitive invariants in the exterior algebra ∧g. Up to now this approach did not lead
to a proof for all simple Lie algebras.
Recently, A. Joseph proved that the second Kostant filtration coincides with the
filtration on h induced by the generalized Harish-Chandra projection (Ug⊗g)g → Sh⊗h
and the evaluation at ρ ∈ h∗. In this note, we prove that Joseph’s result is equivalent
to the Kostant Conjecture. We also show that the standard Harish-Chandra projection
Ug→ Sh composed with evaluation at ρ induces the same filtration on h.
1. Introduction
Our starting point in this work is the fundamental paper by Kostant [K97] on the
structure of Clifford algebras over complex simple Lie algebras. Let G be a complex simple
Lie group of rank r and g be the corresponding Lie algebra. The cohomology ring of G
(over C) is isomorphic to the ring of bi-invariant differential forms, H(G) ∼= (∧g∗)g. By the
Hopf-Koszul-Samelson theorem, (∧g∗)g is isomorphic to the exterior algebra ∧P , where P
is a graded vector space with generators in degrees 2mi +1 defined by the exponents of g,
m1, . . . ,mr. For all g simple, m1 = 1 and the corresponding bi-invariant differential form
is the Cartan 3-form
η(x, y, z) = Bg(x, [y, z]),
where x, y, z ∈ g and Bg is the unique (up to multiple) invariant scalar product on g.
The scalar product Bg defines a structure of a Clifford algebra Cl(g) = Tg/〈x ⊗ x −
Bg(x, x)〉, where Tg is the tensor algebra of g. One of the main results of [K97] is the
theorem stating that the adjoint invariant part of the Clifford algebra Cl(g)g ∼= Cl(P ) is
isomorphic to the Clifford algebra over P (with the scalar product BP induced by Bg).
Under this isomorphism, the Cartan 3-form defines a canonical cubic element ηˆ ∈ Cl(g).
This element plays an important role in the theory of Kostant’s cubic Dirac operator (see
[K03] and [AM00]), in the theory of group valued moment maps [AMW00], and recently
in the Chern-Simons theory in dimension one [AM11].
Let g = n+ ⊕ h ⊕ n− be a triangular decomposition of g, and let θ : g → Cl(g) be the
canonical injection of g as the generating set of Cl(g). Consider the direct sum decompo-
sition of the Clifford algebra
Cl(g) = Cl(h)⊕
(
θ(n−)Cl(g) + Cl(g)θ(n+)
)
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and the odd Harish-Chandra projection hcodd : Cl(g)→ Cl(h). The map hcodd is important
in various applications (e.g. in the localization formulas of [AMW00]). In particular, the
image of the canonical cubic element ηˆ is given by formula,
hcodd(ηˆ) = B
♯
g(ρ),
where ρ ∈ h∗ is the half-sum of positive roots, and B♯g : h
∗ → h is the isomorphism
induced by the scalar product Bg. In this context, the natural question is to evaluate the
images of higher degree generators of P under the map hcodd. It is convenient to state
this question in terms of the natural filtration of P by degree (in contrast to grading, the
filtration survives the passage to the Clifford algebra). A non-trivial result of Bazlov [B2]
and Kostant (private communications) is hcodd(P ) = θ(h) ⊂ Cl(h). Hence, hcodd(P
(k))
defines a filtration on the Cartan subalgebra h.
Let gˇ be the Lie algebra defined by the dual root system, and hˇ ⊂ gˇ the corresponding
Cartan subalgebra. Note that there is a canonical isomorphism h∗ ∼= hˇ. The key observa-
tion of Kostant is that ρ ∈ h∗ viewed as an element of hˇ coincides with the Cartan element
hˇ of the principal sl2-triple (eˇ, hˇ, fˇ) ⊂ gˇ. The action of this sl2-triple induces a natural
filtration of hˇ,
F (m)hˇ = {x ∈ hˇ, adm+1eˇ x = 0}.
Since [eˇ, [eˇ, hˇ]] = 0 , we have ρ = hˇ ∈ F (1)hˇ. Kostant suggested the following conjecture:
Kostant Conjecture. The following two filtrations on h coincide:
hcodd(P
(2m+1)) = θ
(
B♯g(F
(m)hˇ)
)
.
The two filtrations of the Kostant Conjecture arise in very different contexts, and com-
paring them proved to be a difficult task. In [B], Bazlov settled the Kostant conjecture for
g of type An using explicit expressions for higher generators of P . The text [B2] claims to
prove the conjecture for all simple Lie algebras g, but there is a gap in the argument (to
be more precise, in Lemma 4.4).
The link between the two filtrations in the Kostant Conjecture can be established in
two steps. The decisive step has been recently made by Joseph in [J]. He proved that
filtration B♯g(F
(m)hˇ) arises in the context of generalized Harish-Chandra projections re-
cently introduced in [KNV11]. In more detail, the generalized Harish-Chandra projection
hcg : (Ug ⊗ g)
g → Sh ⊗ h composed with evρ : Sh → C, the evaluation at ρ, has the
following property:
Joseph’s Theorem.
(evρ ⊗ 1) ◦ hcg(U
(m)g⊗ g)g = B♯g(F
(m)hˇ).
Here U (m)g is the natural filtration of the universal enveloping algebra by degree (where
all elements of g ⊂ Ug are assigned degree one).
Our first result in this note is the equivalence of the Kostant Conjecture and Joseph’s
theorem. In more detail, we prove that
θ
(
(evρ ⊗ 1) ◦ hcg(U
(m)g⊗ g)g
)
= hcodd(P
(2m+1)).
This results settles the Kostant Conjecture for all g simple. Our proof is a combination of
elementary Clifford calculus and of deep results of [K97].
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Our second result is a variation of the same theme. For the standard Harish-Chandra
projection hc : Ug→ Sh, we prove that
θ
(
(evρ ◦ hc⊗ 1)(U
(m)g⊗ g)g
)
= hcodd(P
(2m+1)).
While this paper was in preparation, A. Joseph informed us that he proved the following
theorem [J2]:
(evρ ◦ hc⊗ 1)(U
(m)g⊗ g)g = B♯g(F
(m)hˇ)
Together with our result, it gives an alternative proof of the Kostant Conjecture.
Acknowledgments. We are indebted to B. Kostant for introducing us to the subject,
and to E. Meinrenken for useful discussions and encouragement. We would like to thank
A. Joseph for sharing with us the results of his paper [J2]. Our work was supported in part
by the grants 200020-126817 and 200020-126909 of the Swiss National Science Foundation.
2. Principal filtrations on h
Let g be a complex finite dimensional simple Lie algebra of rank r and
g = n− ⊕ h⊕ n+
a triangular decomposition of g. Let ∆ ⊂ h∗ be the root system of (g, h), Π the system of
simple roots with respect to the Borel subalgebra h ⊕ n+ and ∆
+ the corresponding set
of positive roots. For any α ∈ ∆, we denote by αˇ ∈ h its coroot. Choose for each α ∈ ∆
a nonzero element eα in the α-root space so that {βˇ, eα ; β ∈ Π, α ∈ ∆} is a Chevalley
basis of g.
Let e =
∑
β∈Π eβ ∈ n+ be the principal nilpotent element. By Jocobson-Morosov
theorem, one can form an sl2-triple (e, h, f) with h ∈ h and f ∈ n−. The triple (e, h, f)
spans the principal sl2 Lie subalgebra s ⊂ g. Using the adjoint action of s on g, one can
define a filtration of h,
F (m)h = {x ∈ h, adm+1e x = 0}.
The dimension of the vector space F (m)h jumps at the values m = m1, . . . ,mr, the expo-
nents of g. This follows from the Kostant’s theorem [K59] which shows that g is a direct
sum of r irreducible ads-modules of dimensions 2mi + 1. In most cases, the exponents
m1, . . . ,mr are all distinct. The exception is the case of the Dn series, for even n and
n > 4, when there are two coincident exponents (equal to n− 1).
The filtration F (m)h is induced by a grading. In more detail, let Bg be a unique (up
to multiple) invariant scalar product on g. It restricts to a scalar product on h. The
orthogonal complements F (m)h⊥ form a new filtration. Define Fmh = F
(m)h ∩F (m−1)h⊥.
Note that Fmh are non-empty only form = mi (and in most cases these are complex lines).
Then, F (m)h = ⊕k6mFkh.
Let gˇ be the simple Lie algebra corresponding to the dual root system ∆ˇ of ∆. The
Cartan subalgebra hˇ (with respect to ∆ˇ) of gˇ is canonically isomorphic to h∗. As a con-
sequence, we can identify hˇ to h∗. Let eˇ =
∑
β∈Π eˇβˇ be the principal nilpotent element of
gˇ (here {β, eˇαˇ ; β ∈ Π, α ∈ ∆} is a Chevalley basis of gˇ). Since hˇ
∗ and h are canonically
isomorphic, the co-adjoint action of eˇ induces another filtration on h,
Fˇ (m)h = {x ∈ h,
(
ad∗eˇ
)m+1
x = 0}.
The restriction of Bgˇ to hˇ is nondegenerate, hence it induces an isomorphism, B
♭
gˇ, between
hˇ and hˇ∗ and a nondegenerate bilinear form on hˇ∗ ∼= h. Observe that Fˇ (m)h = B♭gˇ(Fˇ
(m)hˇ)
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where Fˇ (m)hˇ = {x ∈ hˇ, adm+1eˇ x = 0}. Similarly to F
(m)h, the filtration Fˇ (m)h is induced
by a grading, Fˇ (m)h = ⊕k6mFˇkh, with Fˇmh = Fˇ
(m)h ∩ Fˇ (m−1)h⊥.
Remark 2.1. The bilinear forms Bgˇ|h×h and Bg|h×h do not coincide in general but they
are proportional to each other. Hence, the orthogonal complements are defined relative to
Bgˇ|h×h or, equivalently, to Bg|h×h.
3. Clifford algebra and odd Harish-Chandra projection
Let Cl(g) = Cl(g, Bg) be the Clifford algebra defined by the scalar product Bg. Recall
that Cl(g) is the quotient of the tensor algebra Tg by the ideal generated by elements
x ⊗ x − Bg(x, x), x ∈ g. Denote by xy the product in Cl(g), for x, y ∈ Cl(g), and by
θ : g→ Cl(g) the canonical injection of g as a generating subspace of Cl(g).
As a vector space, Cl(g) is isomorphic to the exterior algebra ∧g, with an explicit adg-
equivariant isomorphism given by the anti-symmetrization map
q : ∧g→ Cl(g).
Note that q maps the natural filtration on ∧g (with all x ∈ g of degree one) to the
natural filtration on Cl(g). Set Cl0(g) = q
(∑
k ∧
2kg
)
and Cl1(g) = q
(∑
k ∧
2k+1g
)
. Then
Cli(g)Clj(g) ⊂ Cli+j(g) for i, j ∈ {0, 1}, where we set Cl2(g) = Cl0(g). Hence, Cl(g)
inherits the structure of a super associative algebra and so has the structure of a super Lie
algebra, [ , ], defined by:
[u, v] = uv − (−1)ijvu, u ∈ Cli(g), v ∈ Clj(g).
Note that for x, y ∈ g, we have [θ(x), θ(y)] = θ(x)θ(y) + θ(x)θ(y) = 2Bg(x, y). To avoid
confusion, we will denote by [ , ]g the usual Lie bracket on g.
The scalar product Bg extends to a scalar product on ∧g, again denoted by Bg, in
the standard way. Let P ⊂ (∧g)g be the set of primitive element which is the Bg-
orthocomplement to (∧g)g+ ∧ (∧g)
g
+ in (∧g)
g
+ where (∧g)
g
+ is the augmentation ideal of
(∧g)g. Let α be the unique anti-automorphism of ∧g which is equal to identity on g, and
let BP be the bilinear form defined on P × P by BP (u, v) = Bg(αu, v).
The set P is a graded vector space of dimension r with generators in degrees 2mi + 1,
i = 1, . . . , r, see [K97, §4.3]. We will be using the natural filtration
P (k) = {v ∈ P, deg(v) 6 k}, k ∈ N.
Again, one can introduce the grading with P (k) = ⊕l6kPl and Pk = P
(k) ∩ (P (k−1))⊥. The
graded components Pk are nonvanishing for k = 2mi + 1, i = 1, . . . , r. Set P = q(P ) and
define the filtration
P(k) = {v ∈ P, deg(v) 6 k}, k ∈ N.
Obviously, q(P (k)) = P(k).
One can easily show that there is the following decomposition
Cl(g) = Cl(h)⊕
(
θ(n−)Cl(g) + Cl(g)θ(n+)
)
,
where Cl(h) ⊂ Cl(g) is the subalgebra spanned by θ(h). The projection hcodd : Cl(g) →
Cl(h) with respect to this decomposition is called the odd Harish-Chandra projection.
When restricted to adg-invariant elements, the map hcodd ◦ q is an isomorphism, see [B2,
Theorem 4.1]. Bazlov ([B2, Proposition 4.5]) and Kostant (private communications) proved
the following non-trivial property of the map hcodd:
Theorem 3.1 (Bazlov-Kostant). We have: hcodd ◦ q(P ) = θ(h).
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The following conjecture is due to Kostant (see also [B2, §5.6]):
Conjecture 3.2 (Kostant). For any k ∈ N, we have: hcodd(P
(2k+1)) = θ
(
Fˇ (k)h
)
.
Remark 3.3. In fact, the original formulation of Kostant’s conjecture is more precise. It
states that hcodd
(
q(P2k+1)
)
= θ
(
Fˇkh
)
. However, it is sufficient to prove the statement
about filtrations as we explain below.
The map hcodd ◦ q : P → θ(h) is an isomorphism of vector spaces, and the scalar
product BP is mapped to Bg in the following sense: Let v1, v2 ∈ P and x1, x2 ∈ h such
that hcodd(q(v1)) = θ(x1) and hcodd(q(v2)) = θ(x2) (see Theorem 3.1). Theorem B in [K97]
states that Cl(g)g ∼= Cl(P,BP ) with isomorphism induced by the injection q : P → Cl(g)
g.
As a consequence, we have [q(v1), q(v1)] = 2BP (v1, v2). Since in addition the restriction of
hcodd ◦ q to adg-invariant elements is an isomorphism, we get
2B(x1, x2) = [θ(x1), θ(x2)] = [hcodd(q(v1)),hcodd(q(v2))]
= hcodd
(
[q(v1), q(v2)]
)
= 2BP (v1, v2).
Hence, hcodd(q(P
(2k+1))) = θ(Fˇ (k)h) implies hcodd(q(P
(2k+1))⊥) = θ(Fˇ (k)h⊥). Note
that P (2k) = P (2k−1). Indeed, remember that the graded components Pk are nonvanishing
for k = 2mi + 1, i = 1, . . . , r. So,
hcodd(q(P2k+1)) = hcodd(q(P
(2k+1) ∩ (P (2k))⊥))
= hcodd(q(P
(2k+1) ∩ (P (2k−1))⊥)) = θ(Fˇ (k)h ∩ Fˇ (k−1)h⊥) = θ(Fˇkh).
4. Joseph’s theorem implies the Kostant conjecture
Recall that Ug admits a decomposition,
Ug = Sh⊕
(
n− Ug+ Ug n+).
It induces the Harish-Chandra projection hc : Ug→ Sh. By the Harish-Chandra theorem,
the center of the universal enveloping algebra is isomorphic (under the map hc) to the ring
(Sh)·W where the Weyl group W acts on h∗ by the shifted action,
λ 7→ w · λ = (λ+ ρ)w − ρ, w ∈W,
where λ 7→ λw stands for the usual W -action. Recently, generalized Harish-Chandra
projections were introduced in [KNV11]. Let V be a finite-dimensional g-module, and
denote by σ the algebra homomorphism σ : Ug→ End(V ). The space Ug⊗ V carries two
commuting g-actions,
ρL(x) : a⊗ b→ xa⊗ b , ρR(x) : a⊗ b→ −ax⊗ b+ a⊗ σ(x)b.
Using these two actions, one defines a direct sum decomposition,
Ug⊗ V = Sh⊗ V ⊕
(
ρL(n−)(Ug ⊗ V ) + ρR(n+)(Ug ⊗ V )
)
,
see the equality (4) in [KNV11] which refers to [KO08, Proposition 3.3]. This decomposition
defines the generalized Harish-Chandra projection,
hcV : Ug⊗ V → Sh⊗ V.
For V the trivial module, hcV coincides with the standard Harish-Chandra projection hc.
Under the generalized Harish-Chandra projection, the invariant subspace (Ug⊗V )g for
the diagonal action ρ(x) = ρL(x)+ ρR(x) injects into Sh⊗V [0] (here V [0] ⊂ V is the zero
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weight subspace relative to the action of h); see for instance [KNV11, §3]. In particular,
for V = g equipped with the adjoint action, one gets an injection
hcg : (Ug⊗ g)
g →֒ Sh⊗ h.
For every element λ ∈ h∗, one can introduce an evaluation map, evλ : Sh → C, associ-
ating to a polynomial p ∈ Sh ∼= C[h∗] its value at λ, evλ(p) = p(λ). In particular, we will
be interested in the evaluation at ρ, the half-sum of positive roots. Recently, Joseph [J]
proved the following theorem:
Theorem 4.1 (Joseph). For any m ∈ N, we have:
(evρ ⊗ 1) ◦ hcg
(
(U (m)g⊗ g)g
)
= Fˇ (2m+1)h.
Here U (m)g is the natural filtration of Ug induced by assigning degree one to all elements
of g ⊂ Ug. The proof of Joseph’s theorem involves the technique of Zhelobenko and
Bernshtein-Gelfand-Gelfand operators.
Our first result in this note is the following theorem:
Theorem 4.2. Joseph’s Theorem is equivalent to the Kostant conjecture.
The rest of this section is devoted to the proof of Theorem 4.2. To advance, we formulate
several key propositions. Let
τ : Ug→ Cl(g)
be the unique algebra homomorphism defined by the properties [τ(x), θ(y)] = θ([x, y]g)
and deg(τ(x)) = 2, for x, y ∈ g. Let
mCl : Cl(g)⊗ g→ Cl(g), a⊗ b→ aθ(b)
be the product map in the Clifford algebra, and
µ = mCl ◦ (τ ⊗ 1) : Ug⊗ g→ Cl(g).
Since τ has degree two, note that µ maps U (m)g⊗ g to Cl(2m+1)(g). Our first proposition
is the following:
Proposition 4.3. The subspaces µ
(
ρL(n−)(Ug⊗g)
)
and µ
(
ρR(n+)(Ug⊗g)
)
are contained
in the kernel of the odd Harish-Chandra projection hcodd.
Proof. To start with, observe that τ(n−) ⊂ θ(n−)Cl(g) and τ(n+) ⊂ Cl(g)θ(n+). Indeed,
elements of τ(n−) (resp. τ(n+)) are of negative (resp. positive) weight under the adjoint
h-action.
For the first subspace, we have
µ
(
ρL(n−)(Ug⊗ g)
)
⊂ mCl
(
τ(n−)τ(Ug)⊗ g
)
⊂ τ(n−)Cl(g) ⊂ θ(n−)Cl(g).
For the second subspace, a more detailed analysis is needed: For a ∈ Ug and x, b ∈ g, one
has,
µ
(
ρR(x)(a⊗ b)
)
= mCl ◦ (τ ⊗ 1)
(
− ax⊗ b+ a⊗ [x, b]g
)
= −τ(a)τ(x)θ(b) + τ(a)θ([x, b]g) = − τ(a)θ(b)τ(x).
Hence,
µ
(
ρR(n+)(Ug⊗ g)
)
⊂ Cl(g)τ(n+) ⊂ Cl(g)θ(n+).
By definition, both θ(n−)Cl(g) and Cl(g)θ(n+) are contained in the kernel of hcodd and
the proposition follows.

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The next fact is proved for instance in Lemma 4.2 of [B2]. For convenience, we recall
the proof.
Proposition 4.4. For any p ∈ Sh, one has hcodd(τ(p)) = evρ(p). In particular, hcodd ◦ τ
maps Sh ⊂ Ug to C.
Proof. For x ∈ h, we have
τ(x) =
1
4
∑
α∈∆+
θ(eα)θ([e−α, x]g) + θ(e−α)θ([eα, x]g) =
1
4
∑
α∈∆+
α(x)(2 − 2e−αeα).
As a result,
hcodd(τ(x)) =
1
2
∑
α∈∆+
α(x) = ρ(x).
Since hcodd is an algebra homomorpism on adh-invariant elements ([B2, Lemma 2.4]), it
follows that hcodd(τ(p)) = evρ(p) for any p ∈ Sh, as required.

Define two maps µi : (Ug⊗ g)
g → Cl(h), for i = 1, 2, as follows. The first map,
µ1 : (Ug⊗ g)
g → Sh⊗ h→ h→ Cl(h),
is the composition θ ◦ (evρ ⊗ 1) ◦ hcg. The second map,
µ2 : (Ug ⊗ g)
g → Cl(g)g → Cl(h),
is the composition of µ : Ug ⊗ g → Cl(g) and of the odd Harish-Chandra projection
hcodd : Cl(g)
g → Cl(h).
Proposition 4.5. The maps µ1 and µ2 are equal to each other.
Proof. By Proposition 4.3, µ2(α) = µ2(hcg(α)) for α ∈ (Ug⊗ g)
g (here we view Sh⊗ h as
a subspace of Ug ⊗ g). Furthermore, writing hcg(α) =
∑
k ak ⊗ xk with ak ∈ Sh, xk ∈ h,
one has
µ2(α) =
∑
k
µ2(ak ⊗ xk) =
∑
k
hcodd ◦mCl ◦ (τ ⊗ 1)(ak ⊗ xk) =
∑
k
hcodd(τ(ak)θ(xk)).
Recall that hcodd is an algebra homomorphism on adh-invariant elements. Hence, by
Proposition 4.4, we get:
µ2(α) =
∑
k
hcodd(τ(ak))hcodd(θ(xk)) =
∑
k
evρ(ak)θ(xk) = (evρ ⊗ θ)(hcg(α)) = µ1(α).

Our last proposition is essentially due to Kostant [K97].
Proposition 4.6. For any m ∈ N, we have µ
(
(U (m)g⊗ g)g
)
= P(2m+1).
Proof. By Theorem D of [K97], Cl(g) is a free module over the subalgebra Cl(g)g. Namely,
Cl(g) = τ(Ug)⊗ Cl(g)g.
Furthermore, τ maps the center Z(Ug) of Ug to C (see also [K97, Corollary 36]). Corollary
80 and Theorem 89 of [K97] give an explicit expression for the elements in P(2mi+1),
i = 1, . . . , r: For any p ∈ P(2mi+1), we have
p =
∑
k
τ(ak)θ(bk),
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where
∑
k ak ⊗ bk is in (U
(mi)g⊗ g)g.
As a consequence, we obtain inclusions, P ⊂ µ
(
(Ug⊗ g)g
)
and P(2mi+1) ⊂ µ
(
(U (mi)g⊗
g)g
)
. The vector space P has dimension r and (Ug ⊗ g)g is a free module of rank r
over Z(Ug). Then we deduce from the equality τ
(
Z(Ug)
)
= C that µ
(
(Ug ⊗ g)g
)
= P.
Moreover, since deg(τ(x)) = 2 and deg(θ(x)) = 1 for x ∈ g, we get
µ
(
(U (m)g⊗ g)g
)
⊂ P(2m+1).
Hence, µ
(
(U (m)g⊗ g)g
)
= P(2m+1).

We are now in the position to prove Theorem 4.2:
Proof of Theorem 4.2. Joseph’s theorem (Theorem 4.1) states that
µ1
(
(U (m)g⊗ g)g
)
= θ(Fˇ (m)h).
We have to show that the above equality implies the Kostant conjecture (Conjecture 4.2).
In other words, we have to show that µ1
(
(U (m)g⊗ g)g
)
= hcodd(P
(2m+1)). But by Propo-
sition 4.5 and Proposition 4.6, we have
µ1
(
(U (m)g⊗ g)g
)
= µ2
(
(U (m)g⊗ g)g
)
= hcodd(P
(2m+1)).

5. More on Harish-Chandra projections
The standard Harish-Chandra projection hc : Ug→ Sh is equivariant under the adjoint
action of h. Hence, the image of (Ug⊗ g)g under hc⊗ 1 lands in Sh⊗ h. Our second result
is the following equality of filtrations on h:
Theorem 5.1.
(evρ ◦ hc⊗ 1)(U
(m)g⊗ g) = hcodd(P
(2m+1)).
We first state an auxiliary statement preparing the proof of this Theorem:
Proposition 5.2. The image of the map hc − 1 : Ug → Ug is contained in the kernel of
hcodd ◦ τ : Ug→ Cl(h).
Proof. The image of the map hc− 1 is the space n− Ug+Ug n+ ⊂ Ug. For the first term,
we have
τ
(
n− Ug
)
= τ(n−)τ(Ug) ⊂ θ(n−)Cl(g) ⊂ ker(hcodd).
Indeed, as already observed, we have τ(n−) ⊂ θ(n−)Cl(g) (see the proof of Proposition
4.3). Similarly, for the second term,
τ
(
Ug n+
)
= τ(Ug)τ(n+) ⊂ Cl(g)θ(n+) ⊂ ker(hcodd).

Now we are ready to present the proof of Theorem 5.1.
Proof of Theorem 5.1. By Proposition 5.2, the following maps from Ug to Cl(h) coincide:
hcodd ◦ τ = hcodd ◦ τ ◦ hc.
In turn, by Proposition 4.4, hcodd ◦ τ = evρ on the image of the Harish-Chandra map
hc : Ug→ Sh. Hence, we obtain an equality of maps:
hcodd ◦ τ = evρ ◦ hc.
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This observation shows that the image of both maps is in fact equal to C ⊂ Cl(h).
For x ∈ g define a linear form, βx : g → C, given by βx(y) = Bg(x, y). Then, for all
x ∈ h and α ∈ (Ug⊗ g)g, we have
(hcodd ◦ τ ⊗ βx)(α) = (evρ ◦ hc⊗ βx)(α).
For x ∈ h, v ∈ P, consider the expression
[θ(x),hcodd(v)] = hcodd([θ(x), v]).
By Theorem 3.1, hcodd(v) ∈ θ(h) and the above expression is equal to Bg(x, y), where
hcodd(v) = θ(y). Assume that it vanishes for all v ∈ P
(2m+1). By definition, it is equivalent
to x ∈ hcodd(P
(2m+1))⊥.
By Theorem F (equality (n)) and Corollary 80 (equality (302)) in [K97], for any v ∈
P(2m+1) there is an element α ∈ (U (m)g⊗g)g such that [θ(x), v] = (τ⊗βx)(α). Furthermore,
the space (U (m) ⊗ g)g surjects on [θ(x),P(2m+1)] under the map τ ⊗ βx : Ug⊗ g → Cl(g)
for m ∈ N. Then,
hcodd([θ(x), v]) = (hcodd ◦ τ ⊗ βx)(α) = (evρ ◦ hc⊗ βx)(α) = B(x, (evρ ◦ hc⊗ 1)(α)).
Vanishing of this expression for any α ∈ (U (m)g ⊗ g)g is equivalent to x ∈
(
(evρ ◦ hc ⊗
1)(U (m)g⊗ g)g
)⊥
.
We have shown that the orthogonal complements of the two filtrations coincide. Hence,
so do the filtrations in question.

Remark 5.3. While this paper was in preparation, Joseph informed us that he proved
[J2] (using Zhelobenko invariants) the following equality of filtrations:
(evρ ◦ hc⊗ 1)(U
(m)g⊗ g) = Fˇ (m)h.
Together with Theorem 5.1, this gives an alternative proof of the Kostant Conjecture.
Joseph’s result resembles of an earlier result by Rohr [R10] who showed that the fil-
trations Fˇ (m)h coincides with the filtration (evρ ◦ Φ ⊗ 1)((S
(m)g ⊗ g)g), where Φ is the
projection map onto Sh with respect to the decomposition,
Sg = Sh⊕ Sg
(
n− ⊕ n+
)
.
In fact, Rohr’s result is an essential step in the proof of Joseph’s theorem.
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