We present a method for studying penetrative convection within the anelastic approximation. This method is then applied to two-dimensional numerical simulations of a convective region bounded below by a stable (radiative) region. Descending plumes penetrate into the stable layer, exciting gravity waves with a spectrum of frequencies limited by the ''Brunt-Väisäla'' frequency. The depth of penetration depends sensitively on the ''stiffness'' of the boundary between the unstable and stable layers (quantified by S ) and on the vigor of convection. We find scaling relations between the penetrative depth (Á) and S, spanning 3 orders of magnitude in S. The reference state in these models is allowed to evolve; the convective region tends toward adiabaticity, and for low values of S, the stable region can be altered considerably (an extended superadiabatic region is developed).
INTRODUCTION
One of the main issues in the theory of convection is what happens at the convective-radiative boundary. The depth that convective plumes penetrate into a stable layer can affect many aspects of stellar theory and evolution, from the Li depletion in stars to dredge-up in the late stages of stellar evolution and the nucleosynthesis in classical novae. Of great interest is the structure of the tachocline at the base of the solar convection zone. This shallow shear layer between the solid-body rotation of the interior radiative zone and the differential rotation of the convection zone in the Sun is poorly understood. The tachocline's structure is not well determined observationally or theoretically. Helioseismology is unable to determine with precision the vertical extent of the tachocline (Brown et al. 1989; Goode et al. 1991; Charbonneau et al. 1999) , although the upper limit on its extent at the equator is 0:039 AE 0:013 R (Charbonneau et al. 1999) . Different theories have been proposed to explain the mechanism that maintains the tachocline as shallow as it appears to be (Gough & McIntyre 1998; Spiegel & Zahn 1992 ). This shallow shear layer is an important ingredient for the solar dynamo, as it is believed that this is where the poloidal field is stretched into the toroidal field. While the tachocline is not identical to the overshoot region, the two likely overlap at some level. Therefore, understanding convective penetration below a convection zone, particularly in the case of the Sun, is of fundamental importance. Overshoot and mixing of species below the traditional convection zone is important for models of stellar evolution. As such, a standard relation between overshoot and model parameters is commonly sought as a shortcut to treating the convection directly. While standard mixing length theory (MLT) is unable to address convective overshoot, attempts to treat it have been made with nonlocal MLTs (Shaviv & Salpeter 1973) . The penetration depth determined by these models depends sensitively on the assumptions of the models, with penetration depths varying from several pressure scale heights to a fraction of a scale height. Various problems and inconsistencies in these models have been elucidated (Renzini 1987) .
Analytic studies by Schmitt et al. (1985) and Zahn (1991) estimate the convective pentration depth, Á, given the velocity of the plumes, W, as they enter the stable layer. Schmitt et al. (1985) find that Á varies as W 3=2 f 1=2 , where f represents the filling factor of the plumes. Zahn (1991) gets a similar scaling relation. These studies predict penetration depths for the Sun as fairly large fractions of a pressure scale height.
Numerical models using a single mode in the horizontal (modal studies) were used to study convective overshoot in a density-stratified fluid (Massaguer et al. 1984) . It was found that a density stratification produces an asymmetry between upflows and downflows that causes downwelling plumes to penetrate farther into an underlying stable layer than upflows penetrate into an overlying layer. It was also found that penetration in these density-stratified models was significantly greater than in their constant density (Boussinesq) counterparts.
Penetrative convection has been studied extensively in fully compressible two-dimensional numerical simulations by Hurlburt et al. (1986 Hurlburt et al. ( , 1994 and more recently in fully compressible three-dimensional box simulations by Brummell et al. (2002) and with magnetic fields in Tobias et al. (2001) . These studies also found that penetration into stable layers below the convection zone is more extensive than into overlying stable layers and that the depth of penetration depends sensitively on the stiffness of the interface between them.
Instead of using fully compressible convection, models of deep solar convection in stars can often employ the anelastic approximation (Gough 1969) , in which sound waves are filtered out. By filtering sound waves, the numerical time step is no longer Courant (CFL) limited (by the sound speed). Instead, larger time steps are allowed, limited by the much smaller convective velocity. This approximation has been used extensively in atmospheric science and solar physics. Threedimensional anelastic convection in spherical shells has been modeled with adjacent stable layers by Glatzmaier (1985) and more recently by Miesch et al. (2000) . However, these layers were too shallow and not stable enough to simulate the effects of convective overshoot into a strongly stable region.
In this paper we present a new method for modeling penetrative convection within the anelastic approximation, and we describe the results of our two-dimensional study. While lower values of the stiffness parameter S (1-30) have been studied previously, we concentrate here on higher, more solar-like values of S, ranging up to 10 4 . We present our numerical model in x 2 and describe our two-dimensional results as a function of S and Ra in x 3. Gravity wave generation is analyzed in x 4. We conclude in x 5.
NUMERICAL MODEL

Equations
We solve the compressible equations for nonlinear convection within the anelastic approximation for an ideal gas. This approximation is valid for subsonic fluid flow with small thermodynamic perturbations to the mean (reference) state. The z-dependent reference state (denoted by an overbar) is hydrostatic; however, unlike previous formulations (e.g., Rogers et al. 2003) , here our reference state temperature gradient, @T =@z is not adiabatic, and we choose to use the temperature perturbation, T, instead of the specific entropy perturbation, S. The benefit of using the temperature, instead of the specific entropy, is that the thermal diffusion is everywhere outward, even in the subadiabatic region. When using entropy, the gradient is positive in the stable region, giving an inwarddirected (turbulent) heat flux. To produce a net outward flux, an additional radiative heat flux based on the temperature gradient must be added. Of course, the disadvantage is that we cannot afford the spatial resolution required to use the actual radiative diffusivity and may eventually need to add a thermal eddy diffusivity or use a SGS method in the convection zone.
We solve the following anelastic equations for the perturbations to the reference state:
Equation (1) represents the continuity equation in the anelastic approximation, where is the reference state density and v is the fluid velocity. Equation (2) is the momentum equation, assuming a constant dynamic viscosity, (). The gravitational acceleration, Àgẑ, is constant in this model. The reduced pressure (Braginsky & Roberts 1995) is
where p is the pressure perturbation and U is the gravitational potential perturbation. The codensity perturbation is defined as
This is modified from the form in Braginsky & Roberts (1995) to allow for a nonvanishing reference state entropy gradient @S=@z. Equation (3) is derived from
where the thermodynamic variables are the full variables (reference state plus perturbation) and an ideal gas is assumed. The thermal expansion coefficient ¼ 1=T , ¼ c p =c v , and is the thermal diffusivity. The variables are then taken to be the sum of a reference state and a perturbation and the anelastic approximation is made:
The first term on the right-hand side of equation (3) can also be written as
which illustrates how this term depends on the local difference between the nonadiabatic reference state and an adiabatic state. The last two terms in equation (3), i.e., the reference state thermal diffusion term and Q, are only functions of the reference state and sum to zero at the beginning of our simulations. That is, Q is the heating rate that maintains the reference state temperature profile in the absence of perturbations. As the solution evolves, we periodically update T and by adding to these the horizontal means of T and , respectively. Consequently, the sum of these last two terms (in eq. [3] ) slowly converges to a nonzero, z-dependent source term. We neglect viscous heating for these low-viscosity simulations, and the solutions are constrained to be two-dimensional, i.e., no gradients or flow in the third dimension.
The horizontal boundary conditions are periodic. The bottom and top boundary conditions are isothermal, stress-free, and impermeable.
Numerical Technique
For numerical simplicity we take the curl of the momentum equation, leaving us with a vorticity equation
where w ¼ : < v in theŷ direction. We have neglected viscous terms involving d =dz. We calculate the horizontal pressure gradient in equation (10) using the horizontal component of the momentum equation (2) at the previous time step
where v x and v z represent the horizontal and vertical velocity components, respectively. We neglect the perturbation of the gravitational potential term in equation (11). These equations are solved using a Fourier spectral transform in the horizontal (x) direction and a finite difference scheme on a nonuniform grid in the vertical (z) direction. Time integration is done using the explicit Adams-Bashforth method for the nonlinear terms and an implicit Crank-Nicolson scheme for the linear terms. The aspect ratio of the computational domain for all cases considered here is 4=3 with the convective region occupying the upper $1/5 of the depth. In these models the radiative layer is large in order to allow for deeply penetrating plumes and propagating gravity waves.
We specify our initial reference state with a constant superadiabatic temperature gradient, (dT =dz) sup , in the unstable zone and a constant subadiabatic temperature gradient, (dT =dz) sub , in the stable region. The temperature gradient in the transition region (which occupies %2.5% of the total depth) is then determined by quadratic interpolation. From this specified temperature gradient and the temperature at the base of the convection zone, the reference state temperature and density profiles are determined while enforcing ideal gas and hydrostatic equilibrium. We define a stiffness parameter, S as
where the subadiabaticity is
the superadiabaticity is
and the adiabatic temperature gradient is
This is equivalent to the stiffness parameter introduced by Hurlburt et al. (1994) for their special case of two polytropes. The thermal diffusivity in the stable region is determined by specifying a constant radiative heat flux (F r ) in the vertical and equating this with the reference state thermal diffusive flux:
In the convection zone, is set to a constant such that the reference state thermal diffusive flux is less than F r , forcing convection to carry the remaining heat flux. For simplicity, the viscous diffusivity, , is everywhere set equal to the thermal diffusivity in the convection zone. Therefore, both and are constant in the convection zone. The inconsistency introduced by assuming is constant (rather than ¼ const) is expected Note.-The penetrative depth is scaled by the depth of the convection zone, Á9T is scaled by (T bcz À T tcz )=D cz where T tcz is the temperature at the top of the convection zone, and the Brunt-Väisälä frequency, N, is scaled by ( g=2D sub ) 1=2 , the inverse of the free-fall time across the stable region. to be small at these high Ra numbers. The Rayleigh (Ra) number is defined as
where D cz is the depth of the convection zone and T bcz is the temperature at the base of the convection zone. The various models and their parameters are given in Table 1 . Figure 1 illustrates the reference state thermodynamic variables for our model 8b. This represents an extremely stiff model, with S ¼ 510. For perspective, using the most extreme values of sub-and superadiabaticities, the value of S in the Sun is about 10 5 ; however, the transition from superadiabaticity to subadiabaticity in the Sun is much more gradual than that shown in Figure 1 . To get a better understanding of penetration at these high S-values, we calculate a model with S ¼ 10 4 . The penetration depth of this high S-model is listed in Table 1 , but it is not used in the scaling law calculation because its superadiabaticity is lower than the other models.
Here we wish to extend the previous studies by Hurlburt and determine how the penetration depth varies at much higher values of S and Ra. To investigate how the penetration depth varies with S, we fix the superadiabaticity of the models and vary the subadiabaticity resulting in values of S ranging from 1 to 510. To study the effect of the Ra on the penetration depth, we fix the value of S (at 3 and 510) and vary the Ra between 10 7 and 10 9 .
3. RESULTS
Conv vection Bounded by a Stable layer
In Figure 2 we show snapshots of the vorticity and temperature for both models 2b and 8b. These images represent the substantial differences between low S (i.e., a pliable interface) and high S (i.e., a stiff interface). As expected, the low S-model has significantly more overshoot. In addition, the gravity waves excited in the stable region differ: the more stable (higher S), the shorter the wavelengths. Also apparent in Figure 2 is the more wavelike structure of the dynamics within the stable region for higher S.
It is interesting to also compare the high S-model 8b with the infinite S-model 10, which has the same depth and resolution as the convection zone of model 8b, the same density, temperature, temperature gradient profile, and the same Ra, but has an impenetrable boundary at the base of the convection zone. Figure 3 shows the time-averaged kinetic energy for model 10 and for the convection zone of 8b. In model 10 (hardwall) downwelling plumes are completely diverted by the impermeable boundary, so that vertical velocity is simply converted into horizontal velocity, with kinetic energy remaining virtually intact ( Fig. 3) . In model 8b, downwelling plumes are also decelerated before the transition layer, and some of their kinetic energy is transferred to the stable region exciting gravity waves. In addition, the large kinetic energy at the top and bottom of model 10 is due to a strong mean horizontal flow along stress-free boundaries, which does not develop in model 8b.
Penetration Depth v versus Stiffness Parameter
The extent to which heat and species can be mixed below the convection zone proper is crucial in stellar evolution. Current methods for treating this overshoot in one-dimensional stellar evolution models are quite crude. Some models prescribe the extent of overshoot as a fraction (typically 0.2) of a pressure scale, some mix it with a specified diffusion coefficient, and some neglect overshoot completely. In this paper we find a relation between the penetration depth and the stiffness parameter, S. The penetration depth thus determined could provide a better estimate for the depth to which species and heat are mixed by convective overshoot below the convection zone proper.
As mentioned in previous works (Hurlburt et al. 1994; Brummell et al. 2002) , there are many ways to define the penetration depth. Hurlburt et al. (1994) use the position of the first zero of the kinetic flux [v z Ã(kinetic energy)] as the penetration depth, whereas Brummell et al. (2002) define the penetration depth as the point where the kinetic flux reaches 1% of its maximum value. Here we define the penetration depth as the distance between the point where the kinetic energy density reaches 5% of its maximum value and the base of the convection zone defined by the original background state variables (i.e., before updating the background state). As pointed out in Brummell et al. (2002) , the penetration depth found using the kinetic energy density and the kinetic flux give similar results. Of course, this choice does not affect the scaling exponent obtained. The penetration depth, Á, thus determined is given as a fraction of the depth of the convection zone.
In the two-dimensional studies by Hurlburt et al. (1994) a relation was found between the penetration depth and the ''stiffness'' of the stable-unstable interface. For values of S between 1 and 15 they find that the penetration depth Á varies as
At low values of S (<5), the penetration depth is dominated by an extended adiabatic region, and this gives the Á / S À1 scaling relation. However, at higher S-values an extended adiabatic region is not formed, and the penetration depth is dominated by a thermal adjustment layer. It is this thermal adjustment layer that gives the Á / S À1=4 scaling relation. Brummell et al. (2002) studied the same problem in a threedimensional box. They examined values of S ranging from 1 to 30 and a model with S ¼ 1 (i.e., a solid wall). The authors found that Á / S À1=4 for all values of S. This difference is attributed to the fact that in three dimensions the filling factor of the penetrating plumes is decreased; therefore, the downwelling plumes are unable to create an extended adiabatic region. Therefore, in three dimensions, no Á / S À1 scaling relation was found.
Here we examine two models at low S (=1, 3), three models at moderate S (=10, 30, 46), three models at high S (=145, 300, 510), and one very high S (10 4 ) case (with a different superadiabaticity). We find a significant break in scaling laws for the low S (=1, 3) models (in which and extended adiabatic region develops) and the remaining models. For S ¼ 1, 3, we find that Á / S À1:03 , in good agreement with earlier studies. These two low S-models also produce an extended adiabatic region into what was originally the top of the subadiabatic region (see x 3.4, Fig. 7) . Therefore, it is not surprising that these models would exhibit a different scaling dependence than those models that do not significantly alter their original mean thermal stratification. For moderate and high values of S (>3) we find that the scaling relation becomes much more shallow with Á / S À0:04 (Fig. 4) . That is, for very stiff interfaces the penetration depth decreases relatively little as S increases; hence the shallow scaling law. We should note that the penetration depths as well as the scaling relation are sensitive to the thermal boundary conditions. In simulations in which a constant heat flux boundary condition is used at the top, the scaling relation at moderate S-values is not as shallow.
The penetration depths determined here at high S are smaller than those predicted analytically. Analytic theories tend to predict a good fraction of a pressure scale height for the penetration depth in the Sun. The penetration depth for model 8b (S ¼ 510, much lower than that of the Sun) is 0.138 of the convection zone depth or 0.057 pressure scale heights below the convection zone. This is probably due to the fact that the assumptions of, for example, Zahn (1991) are most applicable at low S. One of the major assumptions in the derivation of penetration depth in this analytic work is that convection is efficient enough to establish an extended adiabatic region below the convection zone proper. As will be seen in x 3.4, this is clearly not the case at higher values of S. If the stable layer is considerably subadiabatic, it is unlikely that the temperature stratification could change enough to extend the adiabatic region. Another assumption is that downwelling Fig. 3 .-Kinetic energy density normalized to unity for models 8b (convection zone only) and 10. This demonstrates the marked difference in energetics between models with an impermeable bottom boundary and those with a large (but not infinite) value for S. Note that the minimum values in each plot do not actually go to zero but to a small fraction (10 À3 ) of the maximum kinetic energy.
plumes are not decelerated until they reach the stable layer. Again, this is not true at high values of S; downwelling plumes effectively ''feel'' the boundary well before reaching it and start decelerating within the convection zone. Figure 5 shows a time and horizontal average of the vertical velocity (of downwelling plumes) as a function of height. The vertical velocity peaks within the convection zone at a height of approximately half-way through the unstable layer. For the high S case the downwelling plumes are significantly decelerated just after this peak (in the convection zone), and their vertical velocities are decreased to near zero just below the convection zone. On the other hand, in the low S-model, the vertical velocity peaks as in the high S-case, but the plumes are decelerated relatively little before reaching the stable layer, where most of the deceleration occurs. For these reasons, previous analytic theory probably does not apply at these high S-cases.
Penetration Depth v versus Rayleig gh Number
The penetration depth also depends on the vigor of the convection (i.e., the Ra). For models 2 and 8 we increased the Ra from 10 7 to 10 9 by lowering both the viscous and thermal diffusivities. Theory suggests that the penetration depth should increase with increasing plume exit velocity (L p / W 3=2 ; Schmitt et al. 1985) . We find that the penetration depth increases with Ra only in the lower S (=3) case. At low Ra the upflows and downflows align into a smaller number of plume structures, which result in larger plume velocities. The penetration depth as a function of Ra is plotted in Figure 6 for the two cases, one at low S (=3) and one at high S (=510).
Ev volv ving g the Reference State
After the models have run nearly a thermal diffusion time (based on the depth of the unstable layer) the reference state thermodynamic variables are allowed to evolve. We take the horizontal average of the temperature perturbation (i.e., the m ¼ 0 mode of the Fourier expansion) and add it to the reference state temperature. We then update the entire reference state by numerical integration, enforcing ideal gas and hydrostatic equilibrium. The reference state is evolved until the mean temperature perturbation is no more than 0.1% of the reference state temperature. During this procedure the thermal and viscous diffusivities are held constant; therefore, the radiative heat flux varies while the reference state evolves, forcing the convective heat flux to change so that the total heat flux remains constant.
This procedure allows us to determine whether an extended adiabatic region is developed and to what extent overshoot can alter the reference state for various models. Figure 7 shows the evolution of the reference state temperature gradient for several models. It is clearly seen that at lower S (=1, 3, 10) values the reference state is altered considerably in both the convective and radiative layers. An ''extended adiabatic'' region is developed (actually slightly superadiabatic). However, for high S-values the reference state is altered only in the convection zone (evolves toward the adiabatic state while remaining slightly superadiabatic), and the subadiabatic region is left essentially unchanged. This supports the above assertion that an extended adiabatic region is not always developed, even in two-dimensional models.
The choices of thermal and velocity boundary conditions significantly influence the evolution of the background state as well as the penetration depth. For example, when a constant heat flux boundary condition is used at the top boundary (instead of the constant temperature condition used here), the background state becomes slightly subadiabatic in most of the convection zone while remaining superadiabatic only at the top boundary and base of the convection zone. Another example is the difference between an impermeable bottom boundary and a stiff but permeable bottom interface. Impermeable boundaries usually result in strongly superadiabatic boundary layers with a slightly subadiabatic temperature gradient throughout the bulk of the convection zone. Although our penetrative models evolve toward an adiabatic state, even the largest S-cases remain superadiabatic throughout the convection zone. A slightly subadiabatic mean temperature gradient Fig. 7. -Temperature gradient as a function of depth. The dashed line represents the adiabatic gradient (in these models equal to À1). The rigid lines represent the initial reference state temperature gradient with constant sub-and superadiabaticities. The figure shows a clear difference between the high and low S-models. At very high S the reference temperature gradient is effectively unaltered in the radiation zone, while the convection zone is driven toward adiabaticity. At very low S an extended adiabatic region is developed, and the convection zone is altered considerably.
in the bulk of the convection zone is usually the result of rapidly rising hot fluid heating the upper region and rapidly sinking cold fluid cooling the lower region. These thermal plumes are driven by large superadiabatic gradients that develop in the shallow thermal boundary layers because of the fixed thermal boundary conditions. We find, however, for a convection zone with a constant temperature top boundary and a bottom interface that is permeable with an unconstrained temperature, that cold sinking plumes also cool the top of the subadiabatic region. This keeps the temperature gradient only slightly superadiabatic at the bottom interface and throughout the bulk of the convection zone.
GRAVITY WAVES
Convective motions impinging on a stable layer generate internal gravity waves. This excitation of waves could be crucial in the dynamics of stable regions in stars. It has been postulated that gravity waves are responsible for maintaining the uniform rotation of the radiation zone in the Sun (Kumar & Quataert 1997; Zahn et al. 1997; Talon & Zahn 1998) , inferred from helioseismology. Therefore, understanding the excitation of gravity waves, their effect on the rotation profile of a stable layer, and their interaction with the convection zone is important to understanding fundamental properties of stellar interior dynamics.
The gravity waves studied here are excited by an overlying turbulent ( but two-dimensional) convection zone. A snapshot of this gravity wave excitation is depicted in Figure 8 as an image of the temperature perturbation for model 5. The frequency of a gravity wave produced in isolation is limited by the ''Brunt-Väisälä'' frequency, related to the subadiabaticity of the stable layer in the following way:
The values for the Brunt-Väisälä frequencies for the stable regions of the various models are given in Table 1 . Note that although the subadiabaticity in these simplified models is constant with height in the region, the reference state temperature is not; therefore, the Brunt-Väisälä frequency for a given model depends on height, with levels closer to the convection zone (lower T ) having slightly higher frequencies. The values listed in Table 1 for the Brunt-Väisälä frequency are those 3/4 through the stable layer from the bottom boundary.
Although an isolated gravity wave has a distinct frequency determined by the Brunt-Väisälä frequency and its angle of propagation, turbulent convection generates a time-dependent spectrum of frequencies. Quantitatively estimating the frequencies of the waves generated in these simulations is difficult for a several reasons. First, the multiple penetrating plumes are both time and spatially dependent sources. Second, our boundary conditions at the bottom of the stable layer are reflecting, and therefore any frequency measured could be a superposition of primary and reflected gravity waves. Figure 9 shows temperature fluctuations during a time scaled to 50 s and equivalent to 100 free-fall times across the stable layer, at a location approximately 3/4 through the stable Since the lowest S-case of these is only mildly subadiabatic, convective penetration alters the reference state considerably, reducing the subadiabaticity below the interface (Fig. 7) . Therefore, motions in this region are a combination of wave and convective motions, yielding an aperiodic signal. For the high S-models the measured frequencies agree quite well with that predicted by the Brunt-Väisälä relation.
The propagation of the gravity waves in time can be seen in Figure 10 . For a given x-position, the temperature perturbation is plotted as a function of time and height in the stable layer. The contour plot therefore portrays the propagation of the crests and troughs (phase velocity) of the gravity waves in time. In an animation of the temperature perturbation one sees that this phase velocity moves upward at an angle, indicating that the group velocity, and hence the energy, is propagated downward at an angle (perpendicular to the phase velocity). The phase velocity from this contour plot measures approximately 40% of the maximum fluid velocity in this region. The Froude number is the ratio of the fluid velocity to the phase velocity and measures the degree of nonlinearity in the waves; linear waves have Froude number T1. For models with lower values of S the Froude number is larger, even greater than 1. Therefore, as S decreases, nonlinear effects (wave-wave interactions) become increasingly important and linear theory may not be a good approximation.
CONCLUSIONS
We have developed a method for treating penetrative convection (overshoot) within the anelastic approximation. Our method departs from standard anelastic implementations in that the reference state temperature profile is determined by specifying super-and subadiabatic temperature gradients in their respective zones and using temperature (instead of entropy) as our working thermodynamic variable. We find that the penetration depth varies as S À0:04 for higher values (S ! 10) of the stiffness parameter S and as S À1:03 for very low values. An extended adiabatic region below the initial stable/ unstable interface only develops for small values of S. A convection zone that has a penetrative bottom boundary, however stiff, is dynamically and energetically different than one with an impermeable bottom boundary, which has been traditionally employed.
Whereas the Sun and other stars have large values of S when using the extremes of sub-and superadiabaticities, it is not clear that their penetration depths will be consistent with those determined here for high S-values. The simple models described here have high S-values but have constant sub-and superadiabaticities with rapid transition between them; in real stars the super-and subadiabaticities vary more slowly with height. For example, in the Sun, the depth-dependent S-value right at the transition is 1 but increases to 10 5 well into the radiative region.
Gravity waves are excited at the interface by penetrating convective plumes. The wave crests and troughs propagate upward toward the interface at an angle, and therefore the group velocity is downward, as expected. However, since these gravity waves have multiple, time-dependent sources, there is a large amount of interference. 
