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ON GRAPH PRODUCTS OF MULTIPLIERS AND THE
HAAGERUP PROPERTY FOR C∗-DYNAMICAL SYSTEMS
SCOTT ATKINSON
Abstract. We consider the notion of the graph product of actions of groups
{Gv} on a C∗-algebra A and show that under suitable commutativity condi-
tions the graph product action ⋆Γαv : ⋆ΓGv y A has the Haagerup property
if each action αv : Gv y A possesses the Haagerup property. This generalizes
the known results on graph products of groups with the Haagerup property.
To accomplish this, we introduce the graph product of multipliers associated
to the actions and show that the graph product of positive definite multi-
pliers is positive definite. These results have impacts on left transformation
groupoids and give an alternative proof of a known result for coarse embed-
dability. We also record a cohomological characterization of the Haagerup
property for group actions.
1. Introduction
The Haagerup property is an important approximation property for groups and
has been the subject of intense study since its appearance in Haagerup’s article
[22]. The Haagerup property was first imported into operator algebras by Choda
in [12] for the setting of II1-factors. Dong introduced the Haagerup property for
C∗-algebras much later in [16]. More recently, Dong-Ruan introduced the Haagerup
property in the context of Hilbert C∗-modules in [17]. In the same article, Dong-
Ruan defined the Haagerup property for the action of a discrete group G on a unital
C∗-algebra A. Since the trivial action of a group has the Haagerup property if and
only if the group has the Haagerup property, this treatment for group actions
generalizes the classical notion of the Haagerup property for groups–see [10] for
a survey on the group setting. Be´dos-Conti further considered the group action
context in [5]. The definition of the Haagerup property for C∗-dynamical systems
involves the notion of positive definite multipliers for the group action: Z(A)-
valued maps on G that satisfy a positivity condition involving the group action–see
Definition 2.2. Such multipliers were first introduced by Anantharaman-Delaroche
in [1] in consideration of amenable group actions.
Graph products unify the notions of free products and direct/tensor products.
In particular, given a simplicial graph Γ = (V,E) assign an object (e.g. group, ring,
algebra, etc.) to each vertex. If there is an edge between two vertices then the two
corresponding objects commute with each other in the graph product; if there is no
edge between two vertices then the two corresponding objects have no relations with
each other within the graph product. Such products initially appeared in the group
theory context, and the most well-known examples are right-angled Artin groups
(graph products of Z) and right-angled Coxeter groups (graph products of Z/2Z).
See the following (woefully incomplete) list of references. [4, 11, 20, 19, 18, 21, 9, 29].
The author received partial support from NSF Grant # DMS-1362138.
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Whenever a certain property is preserved under taking both free and direct/tensor
products, it is of interest to ask if that property is also preserved under taking graph
products. In many cases, the answer is affirmative–see [28, 2, 8, 25, 3]. The purpose
of this article is to consider graph products of group actions and graph products of
multipliers associated with those actions and to show that the Haagerup property
for group actions is stable under graph products. The notion of the Haagerup prop-
erty for group actions is relatively new, and at the writing of this article there is
neither a free nor a direct product version of this result. Thus, the main results of
this paper are instances of the generality of graph products in simultaneously estab-
lishing the results for free and direct products of group actions with the Haagerup
property.
Readers familiar with Dong-Ruan’s article [17], graph products, or both will
quickly observe the potential for alternatives to or generalizations of the combina-
torial proof strategy (cf. §7) of this paper. Such readers are directed to §6 for a
discussion on the obstructions to such approaches.
The paper is organized as follows. In §2, we recall the construction of the reduced
crossed product C∗-algebra associated to the action of a group on a C∗-algebra and
give the relevant background on Dong-Ruan’s definition for the Haagerup property
for group actions. In §3 we provide a characterization of the Haagerup property
for group actions in terms of 1-cocycles. In §4 we consider graph products of group
actions and their corresponding multipliers. The graph product of group actions
is natural enough to define, but to define the graph product of the corresponding
multipliers care must be taken to ensure the appropriate commuting relations are
satisfied–see Definitions 4.6 and 4.9. In §5, we give the main results of the pa-
per. The graph product of appropriately commuting positive definite multipliers
is again positive definite (Theorem 5.1). We also establish the analogous result for
graph products of positive definite functions on left transformation groupoids. Then
we apply Theorem 5.1 to prove that the graph product of actions possessing the
Haagerup property (and whose multipliers suitably commute) has the Haagerup
property (Theorem 5.3). This immediately implies that coarse embeddability of
discrete groups into a Hilbert space is stable under graph products (a result origi-
nally appearing in [15] for general amalgamated free products). In §6, we discuss
obstructions to more general or alternative approaches. §7 is devoted to the proof
of Theorem 5.1. To do this, we establish several results for the kernel of a graph
product of multipliers. These results utilize combinatorics for graph products orig-
inally studied by the author in [3], and thus the arguments are adapted versions of
the arguments in [3], initially inspired by those in [6].
Unless otherwise indicated, all groups in this article are discrete, and all C∗-
algebras are unital.
2. The Haagerup property for group actions
In this section, we first recall some fundamental constructions and facts regarding
crossed product C∗-algebras; then we will review the Haagerup property for group
actions as discussed in [17]. Let G be a group, and let A be a unital C∗-algebra. A
group action α : Gy A is a group homomorphism from G into the automorphism
group of A. Given an action α : G y A, we can form the reduced crossed product
C∗-algebra G⋊α,r A as follows. Let π : A → B(H) be a faithful representation of
A, and let λ : G→ B(ℓ2(G)) denote the left-regular representation. We can extend
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π and λ to representations π˜ and λ˜ (respectively) on the Hilbert space ℓ2 ⊗ B(H)
by putting
λ˜ := λ⊗ 1H
and
π˜(a)(δs ⊗ ξ) := δs ⊗ π(αs(a))ξ.
This gives us a covariant representation (π˜, λ˜) of the C∗-dynamical system (A, G, α)
on ℓ2(G)⊗H; that is,
π˜(αs(a)) = λ˜sπ˜(a)λ˜
∗
s .
When there is no risk of confusion, we will suppress the π˜ notation and will write
λs for λ˜s.
Definition 2.1. The reduced crossed product C∗-algebra G⋊α,r A is given by the
norm-closure of
Cc(G,A) :=
{∑
s∈G
λsas : finitely many non-zero terms
}
in B(ℓ2 ⊗H).
The C∗-algebra A naturally sits inside G ⋊α,r A as a unital subalgebra (elements
with all non-identity terms equal to zero), and there exists a faithful conditional
expectation onto this copy of A given by∑
s∈G
λsas 7→ ae.
Group actions are often accompanied by multipliers. A positive definite multi-
plier is defined as follows.
Definition 2.2 ([1, 17]). A map h : G → Z(A) is a positive definite multiplier
if for every n ∈ N and x1, . . . , xn ∈ G we have that the matrix [αxj (hx−1
i
xj
)]ij is
positive in Mn(A). Such a map is called unital if he = 1A.
Remark 2.3. When comparing the definitions of the above concept in [1] and [17],
one will notice a discrepancy. The former demands the positivity of [αxi(hx−1
i
xj
)]ij ,
and the latter requires the positivity of [αxj (hx−1i xj
)]ij . Be assured that this is only
a difference in convention. Indeed, given a positive definite multiplier h of one
type, one obtains a positive definite multiplier h˜ of the other type by considering
h˜s = h
∗
s−1
. Unless otherwise indicated, we will follow the convention of Definition
2.2.
Proposition 2.4. Let α : Gy A be a group action. If h : G→ Z(A) is a positive
definite multiplier with respect to α, then h∗
a−1
= αa(ha) for every a ∈ G.
Definition 2.5. A function h : G→ A vanishes at infinity if for any ε > 0, there
is a finite subset F ⊂ G so that ||hs|| < ε for every s ∈ G \ F . The set of all such
functions will be denoted C0(G,A).
Definition 2.6 ([17]). A group action α : G y A has the Haagerup property if
there exists a sequence of positive definite multipliers {hn} in C0(G,A) such that
for every s ∈ G, hn,s → 1 as n→∞. That is, hn → 1A pointwise.
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Proposition 2.7. If α : G y A has the Haagerup property, then there exists
a sequence of positive definite multipliers in C0(G,A) converging to 1A pointwise
satisfying the following properties.
(1) h is unital;
(2) ||hs|| ≤
1
2
for every s ∈ G \ {e}.
Proof. Let h : G → Z(A) be a positive definite multiplier in C0(G,A). Since
||hs|| ≤ ||he|| for every s ∈ G, we may assume without loss of generality that
||hs|| ≤
1
2
for every s ∈ G. Define h˜ : G→ Z(A) as follows.
h˜s :=
{
hs if s 6= e
1A if s = e
Let x1 · · ·xn be a sequence of elements in G. We have that
[αxj (h˜x−1
i
xj
)]ij = [αxj (hx−1
i
xj
)]ij + [Aij ]ij
where
Aij =
{
0 if xi 6= xj
αxi(1− he) if xi = xj .
We have that 0 ≤ he ≤ 1A, and so it is a direct computation to see that [Aij ]ij is
positive. Then given a sequence {hn} ⊂ C0(G,A) of positive definite multipliers
converging to 1 pointwise, we have that
{
h˜n
}
⊂ C0(G,A) is a sequence of positive
definite multipliers with the desired properties converging to 1 pointwise. 
3. Cohomological characterization
In this section, we record a cohomological characterization of the Haagerup prop-
erty for a group action. Experts will observe that this result can be deduced directly
from the approach using so-called α-negative definite functions in Be´dos-Conti’s pa-
per [5]. In order to illustrate the analogy between positive definite functions for
groups and positive definite multipliers for group actions we present this character-
ization with an approach using positive definite multipliers.
Let G be a group, A a C∗-algebra, α : G y A an action, and h : G → Z(A)
a corresponding unital positive definite multiplier. Only in this subsection will we
follow the convention in [1] for positive definite multipliers; that is, [αxi(hx−1
i
xj
)]ij ≥
0. Due to Remark 2.3, there is no loss of generality. Let X denote a Hilbert A-
module, and let I(X) denote the group of bijective C-linear isometries u : X → X .
Definition 3.1 ([13, 1, 5]). An α-equivariant action u of G on X is a map u : G→
I(X) satisfying the following conditions.
(1) αs(〈x|y〉) = 〈usx|usy〉 for every s ∈ G, x, y ∈ X
(2) us(x · a) = (usx) · αs(a) for every s ∈ G, x ∈ X, a ∈ A
Definition 3.2 ([1, 5]). Given an α-equivariant action u : G → I(X), a map
b : G→ X is called a 1-cocycle with respect to u if
b(st) = b(s) + us(b(h))
for every s, t ∈ G. A 1-cocycle is called central if 〈b(s)|b(s)〉 ∈ Z(A) for every s ∈ G.
Note that this differs from the notion of 1-cocycles for group actions considered in
[14, 24].
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Proposition 3.3 ([1]). With G,A, α, h as above, there exist an α-equivariant action
u on a Hilbert A-module X and a vector ξ such that h(s) = 〈utξ|ξ〉. Thus, we obtain
a central 1-cocycle with respect to u given as b : s 7→ ξ − usξ.
Such a Hilbert A-module and α-equivariant action is obtained in a GNS fashion.
In particular we consider the following A-valued positive semi-definite sesquilinear
form on Cc(G,A) induced by h:
〈f |g〉h =
∑
s,t∈G
g(s)∗αs(hs−1t)f(t),
and form the corresponding Hilbert A-module.
Definition 3.4 ([5]). A function c : G→ A+ is spectrally proper if for every s ∈ G,
s 7→ inf(σ(c(s))) is proper where σ(T ) denotes the spectrum of T . That is, for
any R > 0, the set {s ∈ G : inf(σ(c(s))) ≤ R} is finite. A 1-cocycle b : G → X is
spectrally proper if s 7→ 〈b(s)|b(s)〉 is spectrally proper.
We now give the following necessary condition for an action to have the Haagerup
property. The argument is parallel to the argument for the group case in Theorem
12.2.4 in [7]; for the sake of completeness we include the proof.
Proposition 3.5. If an action α : Gy A has the Haagerup property then it admits
a central spectrally proper 1-cocycle.
Proof. Let hn be a sequence of unital positive definite multipliers in C0(G,A) con-
verging to 1A pointwise. By Lemma 2.6 of [5], we may assume that hn,s ≥ 0
for every s ∈ G. Enumerate G = {sk}. Suppose that for every k ∈ N, we have
||1 − hn,sk || < 2
−n for every n ≥ k. For each n, by Proposition 3.3 there is an
α-equivariant action un on a Hilbert A-module Xn and a vector ξn ∈ Xn such that
hn,s = 〈un,sξn|ξn〉. Let X = ⊕Xn and u = ⊕un. Then u is an α-equivariant action
and we obtain a central 1-cocycle b : G→ X given by b(s) = (ξn − un,sξn)n, s ∈ G.
Then we have
〈b(s)|b(s)〉 =
∞∑
n=1
〈ξn − un,sξn|ξn − un,sξn〉 =
∞∑
n=1
2(1− hn,s),
and thus b is spectrally proper. Indeed, since 〈b(s)|b(s)〉 ∈ Z(A)+, if for some
s ∈ G,
inf(σ(〈b(s)|b(s)〉)) ≤ N,(3.1)
then ||hn,s|| ≥
1
2 for some n ∈ {1, . . . , N}; otherwise, 〈b(s)|b(s)〉 > N1A, contra-
dicting (3.1). So if b is not spectrally proper (i.e. (3.1) occurs for some N ∈ N and
infinitely many s ∈ G), then it follows that for some n ∈ {1, . . . , N}, hn /∈ C0(G,A)–
absurd! 
The following is a consequence of Be´dos-Conti’s C∗-dynamical version of Schoen-
berg’s theorem obtained in [5].
Proposition 3.6 ([5]). If b : G→ X is a 1-cocycle with respect to an α-equivariant
action u such that 〈b(s)|b(s)〉 ∈ Z(A) for every s ∈ G, then s 7→ exp(−t〈b(s)|b(s)〉2)
is a positive definite multiplier with respect to α for every t > 0.
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Definition 3.7 ([5]). A function ψ : G→ A is α-negative definite if
αs(ψ(s
−1)) = ψ(s)∗
for every s ∈ G, and for any n ∈ N, s1, . . . , sn ∈ G, and b1, . . . , bn ∈ A with∑n
i=1 bi = 0, we have
n∑
i,j=1
b∗iαgi(ψ(g
−1
i gj))bj ≤ 0.
We say ψ is normalized if ψ(e) = 0.
We can now characterize the Haagerup property for a group action α : G y A
as follows.
Theorem 3.8. Let α : Gy A be an action. The following are equivalent.
(1) The action α : Gy A has the Haagerup property;
(2) ([5]) The action α : G y A admits a spectrally proper Z(A)+-valued nor-
malized α-negative definite function on G.
(3) The action α : Gy A admits a spectrally proper 1-cocycle.
Proof. It remains to show (3)⇒ (1). By Proposition 3.6, if b : G→ X is a spectrally
proper 1-cocycle, then
hn : s 7→ exp
(
−
〈b(s)|b(s)〉2
n
)
is a sequence of positive definite multipliers in C0(G,A) converging to 1A pointwise.

4. Graph products of group actions and multipliers
In this section, we discuss some preliminaries regarding graph products. We then
consider graph products of group actions and graph products of the corresponding
multipliers.
Fix a simplicial (i.e. undirected, no single-vertex loops, at most one edge between
vertices) graph Γ = (V,E), where V denotes the set of vertices of Γ and E ⊂ V ×V
denotes the set of edges of Γ. Given discrete groups {Gv}v∈V one can define the
graph product of the Gv’s as follows.
Definition 4.1 ([21, 8]). The graph product ⋆ΓGv is given by the free product
∗Gv modulo the relations [g, h] = 1 whenever g ∈ Gv, h ∈ Gw and (v, w) ∈ E.
Example 4.2 (Complete multipartite graphs). Let n1, . . . , nk ∈ N, and let
Kn1,...,nk denote the complete k-partite graph with nj vertices in the j
th indepen-
dent set. For instance, the following is the graph K1,2,3.
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Let
V = {v1,1, . . . , v1,n1 , . . . , vi,1, . . . , vi,ni , . . . , vk,1, . . . , vk,nk}
be the vertex set of Kn1,...,nk . For 1 ≤ i ≤ k and 1 ≤ j ≤ ni, let Gvi,j be a group.
Then
⋆Kn1,...,nk
Gvi,j
∼=
k∏
i=1
(∗nij=1Gvi,j ).
When working with graph products, the bookkeeping can be done by considering
words with letters from the vertex set V . Such words are given by finite sequences
of elements from V and will be denoted with bold letters. In order to encode the
commuting relations given by Γ, we consider the equivalence relation generated by
the following relations.
(v1, . . . , vi, vi+1, . . . , vn) ∼ (v1, . . . , vi, vi+2, . . . , vn) if vi = vi+1
(v1, . . . , vi, vi+1, . . . , vn) ∼ (v1, . . . , vi+1, vi, . . . , vn) if (i, i+ 1) ∈ E.
The concept of a reduced word is central to the theory of graph products. The fol-
lowing definition is Definition 3.2 of [23] in graph language; the equivalent definition
in [8] appears differently.
Definition 4.3. A word v = (v1, . . . , vn) is reduced if whenever vk = vl, k < l,
then there exists a p with k < p < l such that (vk, vp) /∈ E. Let Wred denote the
set of all reduced words. We take the convention that the empty word is reduced.
Proposition 4.4 ([21, 8]).
(1) Every word v is equivalent to a reduced word w = (w1, . . . , wn). (We let
|w| = n denote the length of the reduced word.)
(2) If v ∼ w ∼ w′ with both w and w′ reduced, then the lengths of w and w′
are equal and w′ = (wσ(1), . . . , wσ(n)) is a permutation of w. Furthermore,
this permutation σ is unique if we insist that whenever wk = wl, k < l then
σ(k) < σ(l).
Definition 4.5. A reduced word x ∈ ⋆ΓGv is an element of the form x =
x1 · · ·xm where xk ∈ Gvk and (v1, . . . , vm) ∈ Wred. In such an instance we write
(v1, . . . , vm) = vx and say |x| = m–denoting the length of x (well-defined by Propo-
sition 4.4). Accepting the common risks of abusing notation, we letWred also denote
the set of reduced words in ⋆ΓGv. We will take the convention that the identity
element of ⋆ΓGv is reduced and has length zero.
Fix a simplicial graph Γ = (V,E) and a unital separable C∗-algebra A. For
each v ∈ V , let Gv be a discrete group with action αv : Gv y A. We can view
each group action as a group homomorphism into the automorphism group of A;
i.e. αv : Gv → Aut(A). If whenever (v, w) ∈ E we have αv(g)αw(h) = αw(h)αv(g)
in Aut(A) for g ∈ Gv, h ∈ Gw, then by the universal property of graph products
of groups, we can form the graph product of the actions αv : Gv y A, denoted
⋆Γαv : ⋆ΓGv y A. When the actions {αv} satisfy the commuting condition
above, we will say that they commute according to Γ.
It is clear enough to describe commuting group actions, in order to define the
graph product of the corresponding multipliers, we need to know what it means for
two multipliers to commute.
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Definition 4.6. Let G1, G2 be two discrete groups and A be a unital C
∗-algebra.
Let αi : Gi y A, i = 1, 2 be commuting actions, and let hi : Gi → Z(A), i = 1, 2
be unital positive definite multipliers with respect to αi, i = 1, 2 respectively. We
say that h1 and h2 commute if
αi,a(hj,b) = hj,b
for a ∈ Gi, b ∈ Gj , i, j ∈ {1, 2} , i 6= j. Given a simplicial graph Γ = (V,E),
groups {Gv}v∈V , actions {αv : Gv y A}v∈V that commute according to Γ, and
respective unital positive definite multipliers {hv : Gv → Z(A)}v∈V , we say that
the multipliers commute according to Γ if hv and hw commute whenever (v, w) ∈ E.
Example 4.7. Let G1, G2 be two discrete groups and A1,A2 be two unital C
∗-
algebras. Let αi : Gi y Ai, i = 1, 2 be actions, and let hi : Gi → Z(Ai), i = 1, 2 be
unital positive definite multipliers with respect to αi, i = 1, 2 respectively. Consider
the actions α1 ⊗ id : G1 y A1 ⊗ A2 and id ⊗ α2 : G2 y A1 ⊗ A2 (for whichever
tensor closure). Then the multipliers h1 ⊗ 1 and 1⊗ h2 commute.
The next example shows that given commuting amenable actions with (not nec-
essarily commuting) positive definite multipliers, one can construct commuting ac-
tions with commuting multipliers. Some preliminaries are in order before presenting
the example. Recall that an action α of a group G on a compact Hausdorff space
X is amenable if there exists a sequence (all groups are countable discrete) of con-
tinuous maps mi : X → Prob(G) such that for each g ∈ G, lim
i→∞
(
sup
x∈X
||g.mxi −
m
αg(x)
i ||1
)
= 0 where g.mxi (h) = m
x
i (g
−1h) and Prob(G) ⊂ ℓ1(G) denotes the
space of probability measures on G (cf. [7]). It is well-known that there is a 1-1
correspondence between actions of a group G on a compact Hausdorff space X and
the actions of G on C(X). Given α : G y X we obtain αˆ : G y C(X) by setting
αˆs(f)(x) = f(αs−1(x)) for every f ∈ C(X), x ∈ X . Lastly, we recall ultraproduct
constructions for C∗-algebras. Let I be an indexing set and let U be an ultrafilter on
I (see Appendix A of [7]). For each i ∈ I, let Ai be a unital C
∗-algebra. Let
∏
I Ai
denote the ℓ∞-direct sum of the Ai’s and let NU =
{
(ai) ∈
∏
I
Ai| lim
i→U
||ai|| = 0
}
.
Then the ultraproduct C∗-algebra
∏
U Ai is given by∏
U
Ai = (
∏
I
Ai)/NU .
If Ai = A for every i ∈ I, we write
∏
U A = AU and call it the ultrapower of A.
Example 4.8. Let G,G′ be two discrete groups acting on a compact Hausdorff
space X via amenable actions α and α′ respectively. Let h : G → C(X) and h′ :
G′ → C(X) be positive definite multipliers with respect to the respective induced
actions on C(X). Since α is amenable, there exists a sequence of continuous maps
mi : X → Prob(G) such that for every g ∈ G, lim
i→∞
(
sup
x∈X
||g.mxi −m
αg(x)
i ||1
)
= 0.
Consider the positive definite multiplier on h′i : G
′ → C(X) given by
(h′i)s(x) =
∑
g∈G
mxi (g)h
′
s(αg−1 (x))
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for s ∈ G′. Let U be a free ultrafilter on N and consider (h′i)U : G
′ → C(X)U given
by ((h′i)U )s = ((h
′
i)s)U . Clearly (h
′
i)U is a positive definite multiplier with respect
to the “diagonal”action αˆ′U given by αˆ
′
U((fi)U ) = (αˆ
′(fi))U . We claim that (h
′
i)U is
invariant under the similarly defined diagonal action αˆU . Fix a ∈ G, s ∈ G
′, x ∈ X,
and i ∈ N. Then we have∣∣∣αˆa(h′i)s(x) − (h′i)s(x)∣∣∣
=
∣∣∣(h′i)s(αa−1(x)) − (h′i)s(x)∣∣∣
=
∣∣∣∑
g∈G
m
α
a−1(x)
i (g)h
′
s(αg−1 (αa−1(x))) −
∑
g∈G
mxi (g)h
′
s(αg−1(x))
∣∣∣
=
∣∣∣∑
g∈G
m
α
a−1(x)
i (g)h
′
s(αg−1a−1(x)) −
∑
g∈G
mxi (ag)h
′
s(αg−1a−1(x))
∣∣∣
=
∣∣∣∑
g∈G
m
α
a−1(x)
i (g)h
′
s(αg−1a−1(x)) −
∑
g∈G
(a−1).mxi (g)h
′
s(αg−1a−1(x))
∣∣∣
=
∣∣∣∑
g∈G
(m
α
a−1 (x)
i (g)− (a
−1).mxi (g))h
′
s(αg−1a−1(x))
∣∣∣
≤
∑
g∈G
∣∣∣mαa−1(x)i (g)− (a−1).mxi (g)∣∣∣ · ||h′s||
≤
(
sup
x∈X
∣∣∣∣∣∣mαa−1 (x)i (g)− (a−1).mxi (g)∣∣∣∣∣∣
1
)
· ||h′s||
Therefore, ((αˆ)U )a(((h
′
i)U )s) = ((h
′
i)U )s for every a ∈ G, s ∈ G
′. By a symmetric
argument we get that (hi)U is invariant under the diagonal action αˆ
′
U . Thus, the
actions αˆU and αˆ
′
U commute and the corresponding positive definite multipliers
(hi)U and (h
′
i)U commute.
Note that in the crossed product algebra (⋆ΓGv)⋊r,⋆ΓαvA, if {hv : Gv → Z(A)}v∈V
is a collection of unital positive definite multipliers that commute according to Γ,
then whenever (v, w) ∈ E and a ∈ Gv, b ∈ Gw, we have
λv,ahw,b = hw,bλv,a.
We are now ready to define the graph product of positive definite multipliers.
Definition 4.9. LetA be a unital C∗-algebra, and fix a simplicial graph Γ = (V,E).
For each v ∈ V , let Gv be a group, and let αv : Gv y A be an action. For each
v ∈ V , let hv : Gv → Z(A) be a unital positive definite multiplier with respect to
the action αv : Gv y A. Suppose that the actions {αv}v∈V and positive definite
multipliers {hv}v∈V commute according to Γ. Let ⋆Γhv : ⋆ΓGv → Z(A) denote
the graph product of the positive definite multipliers defined as follows. Given a
reduced word s = s1 · · · sn ∈⋆ΓGv with sj ∈ Gvj for 1 ≤ j ≤ n, put
(⋆Γhv)s = (⋆Γhv)s1···sn = α
−1
p1
(hv1,s1) · · ·α
−1
pn−1
(hvn−1,sn−1)hvn,sn
where pj = sj+1 · · · sn for 1 ≤ j ≤ n − 1 and α denotes the graph product action
⋆Γαv.
Example 4.10. To illustrate where this definition comes from, consider the free
product case (i.e. Γ has no edges). For each v ∈ V, the multiplier hv corresponds
with a bounded A-bimodule map Φv : Gv ⋉α,r A → Gv ⋉α,r A such that Φv(λs) =
10 SCOTT ATKINSON
λshv(s) for s ∈ Gv. Thus, the free product multiplier ∗hv should correspond
with the amalgamated free product A-bimodule map ∗AΦv : (∗Gv) ⋉∗αv ,r A →
(∗Gv)⋉∗αv,r A so that, for 1 ≤ i ≤ n, si ∈ Gvi , vi 6= vi+1,
∗AΦv(λs1···sn) = ∗AΦv(λs1 · · ·λsn)
= Φv1(λs1 ) · · ·Φvn(λsn)
= λs1hv1,s1 · · ·λsnhvn,sn
= λs1 · · ·λsnα
−1
p1
(hv1,s1) · · ·α
−1
pn−1
(hvn−1,sn−1)hvn,sn
where pj = sj+1 · · · sn for 1 ≤ j ≤ n− 1.
To justify the presence of the commuting condition for multipliers in the above
construction, consider the following example.
Example 4.11.
(1) Let G1, G2 be two discrete groups, and let A be a unital C
∗-algebra on
which G1 and G2 act via αi : Gi y A, i = 1, 2. Suppose that α1 and α2
commute as described above. Let hi : Gi → Z(A) be a unital positive
definite multiplier for i = 1, 2 where h2(g) = 1A for every g ∈ G2. We
wish to form a positive definite multiplier on G1 ×G2 from the component
multipliers h1 and h2. Following the example of the free product, for gi ∈
Gi, i = 1, 2 we consider the following definition.
(h1 × h2)(g1,g2) := α
−1
2,g2
(h1,g1)1A
But since (g1, e) and (e, g2) commute, the necessity of a well-defined direct
product of multipliers demands that simultaneously, we have
(h1 × h2)(g1,g2) := α
−1
1,g1
(1A)h1,g1 = h1,g1 .
Thus, from this perspective we must have that α2,g2(h1,g1) = h1,g1 for all
gi ∈ Gi, i = 1, 2.
(2) Taking an alternative approach, we might consider simply taking a point-
wise product of multipliers (cf. Lemma 2.6 of [5]) with no regard for the
actions. Consider the same groups G1, G2, C
∗-algebra A, actions α1, α2,
and multipliers h1, h2 ≡ 1A as in part (1) of this example. If we define the
direct product of multipliers (h1 × h2) as
(h1 × h2)(g1,g2) := h1,g1h2,g2 ,
then there is the expectation that the matrix[
1A α2,g2(h1,g−1
1
)
α1,g1(h1,g1) 1A
]
is positive. Thus it is necessary that α2,g2(h1,g−1
1
) = α1,g1(h
∗
1,g1) = h1,g−1
1
,
and once again we are required to assume that α2,g2(h1,g1) = h1,g1 for all
gi ∈ Gi, i = 1, 2. Once this assumption is in place, the pointwise product
of the two (commuting) multipliers is exactly the product described in
Definition 4.9 for this case.
Remark 4.12. Suppose {αv : Gv y A} and {hv : Gv → Z(A)} are actions and uni-
tal positive definite multipliers (respectively) that commute according to the sim-
plicial graph Γ = (V,E). We see that if (w,w′) ∈ E and a ∈ Gw, b ∈ Gw′ , then we
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have
(⋆Γhv)ab = hw,ahw′,b = hw′,bhw,a = (⋆Γhv)ba.
So by applying this reasoning to a direct inductive argument, we obtain the follow-
ing fact.
Proposition 4.13. The map ⋆Γhv is well-defined.
5. Results
The first theorem of this section is a C∗-dynamical system version of the main
result of [3]. The proof here proceeds mostly mutatis mutandis to the argument
in [3]. For the sake of exposition and completeness, we have included the proof of
Theorem 5.1 in §7.
Theorem 5.1. Fix a simplicial graph Γ = (V,E) and a unital C∗-algebra A. For
each v ∈ V , let Gv be a group, αv : Gv y A be an action, and hv : Gv → Z(A)
be a corresponding unital positive definite multiplier. Suppose that {αv}v∈V and
{hv}v∈V commute with respect to Γ. Then ⋆Γhv is a positive definite multiplier
for the action ⋆Γαv :⋆ΓGv y A.
In §4 of [17], Dong-Ruan discuss the Haagerup property for left transformation
groupoids. In particular, given a group G, a compact Hausdorff space X , and
an action α : G y X , one can form the left transformation groupoid G ⋊ X
(cf. [17]). There is a 1-1 correspondence between positive definite multipliers
h : G → C(X) and positive definite functions h˜ : G ⋊ X → C (cf. [27]) given
by h˜(s, x) = hs(x), s ∈ G, x ∈ X . Given a compact Hausdorff space X , groups
{Gv}v∈V , and actions {αv : Gv y X}v∈V (or equivalently αv : G y C(X)) that
commute according to the simplicial graph Γ = (V,E), then we can form the graph
product transformation groupoid (⋆ΓGv)⋊X . We say that the collection of unital
positive definite functions
{
h˜ : Gv ⋊X → C
}
v∈V
commute according to Γ if the
corresponding unital positive definite multipliers {hv : Gv → C(X)}v∈V commute
according to Γ. In case {αv}v∈V and
{
h˜v
}
v∈V
commute according to Γ, we can
define ⋆Γh˜v : ⋆ΓGv ⋊X → C by
(⋆Γh˜v)(s, x) = (⋆Γhv)s(x)
for s ∈ ⋆ΓGv and x ∈ X . In this setting, we have the following corollary to
Theorem 5.1.
Corollary 5.2. Fix a simplicial graph Γ = (V,E) and a compact Hausdorff space
X. For each v ∈ V , let Gv be a group, αv : Gv y X be an action, and h˜v :
Gv ⋊ X → C be a corresponding unital positive definite function. Suppose that
{αv}v∈V and
{
h˜v
}
v∈V
commute with respect to Γ. Then ⋆Γh˜v is positive definite.
We now apply Theorem 5.1 to prove the following theorem.
Theorem 5.3. For each v ∈ V , let Gv be a discrete group with action αv : Gv y A
such that the actions {αv} commute according to Γ. If αv has the Haagerup property
for each v ∈ V and the witnessing multipliers commute according to Γ then ⋆Γαv
has the Haagerup property.
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Proof. It suffices to show this for |V | <∞. For each v ∈ V , let {hv,n} ∈ C0(Gv,A)
be a sequence of unital positive definite multipliers such that ||hv,s|| ≤
1
2
for s ∈
Gv \ {e} (cf. Proposition 2.7). We claim that hn :=⋆Γhv,n vanishes at infinity for
each n ∈ N. Let ε > 0 be given. For each v ∈ V let Fv ⊂ Gv be a finite subset
for which ||hv,n,s|| < ε for every s ∈ Gv \ Fv (so e ∈ Fv). Let K ∈ N be such that
2−K ≤ ε. Put
F =
{
s = s1 · · · sm ∈ ⋆ΓGv reduced: m ≤ K, sj ∈ Fvj
}
∪ {e} .
Then F ⊂ ⋆ΓGv is finite with ||hn,s|| < ε for every s ∈ ⋆ΓGv \ F . Thus, hn ∈
C0(⋆ΓGv,A) for every n and hn → 1A pointwise. 
If each Gv has the classical Haagerup property, then we can take A = C and all
actions to be trivial. All requisite commuting relations are trivially satisfied, and so
Theorem 5.3 is a generalization of the main result of [2]: the Haagerup property for
groups is stable under taking graph products. It should be noted that the stability
of the Haagerup property for groups under graph products can also be deduced
directly from Corollary 2.33 of [8] or Theorem 4.4 of [3].
We again consider the notion of amenable group actions. In addition to the
definition given in Example 4.8, recall that the amenability of a group action α :
Gy A can also be characterized by the existence of a sequence of finitely supported
positive definite multipliers hn : G → Z(A) converging pointwise to 1A (cf. [1,
7, 17]). Thus amenable actions have the Haagerup property, and Theorem 5.3
immediately yields the following corollary.
Corollary 5.4. For each v ∈ V , let Gv be a discrete group with action αv : Gv y A
such that the actions {αv} commute according to Γ. If αv is amenable for each
v ∈ V and the witnessing multipliers commute according to Γ then ⋆Γαv has the
Haagerup property.
Continuing the discussion on left transformation groupoids, the corresponding
analog for Theorem 5.3 is as follows.
Corollary 5.5. If for each v ∈ V , the left transformation groupoid Gv ⋊ X has
the Haagerup property and the corresponding actions and positive definite functions
commute according to Γ, then (⋆ΓGv)⋊X also has the Haagerup property.
Moreover, due to Theorem 4.2 of [17], we immediately see that Theorem 5.3 implies
the following corollary.
Corollary 5.6 ([15]). Coarse embeddability of a group into a Hilbert space is stable
under graph products.
We have attributed Corollary 5.6 to [15] because graph products can be perceived
as amalgamated free products, and Dadarlat-Guentner showed in Theorem 5.1 of
[15] that coarse embeddability is preserved under amalgamated free products.
6. Obstructions to alternative and generalized approaches
6.1. Graph products as amalgams. As mentioned above, it is well known that
graph products can be expressed as amalgamated free products–see Lemma 3.20 of
[21] or the “unscrewing technique”in [8]; so in situations in which the direct product
and amalgamated free product cases are known, one can take care to arrange an
argument in conjunction with this decomposition to prove the corresponding graph
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products version. For example, the main result of [3] (graph products of unital
completely positive maps are completely positive) can be obtained in this manner.
Since the Haagerup property is not preserved under taking amalgamated free prod-
ucts in general, we have reason to avoid perceiving graph products as amalgams in
this article (save for attributing Corollary 5.6 to [15]).
6.2. Generalization to Hilbert A-modules. In [17], the Haagerup property for
group actions is considered as an instance of the more general Hilbert A-module
Haagerup property. Thus, it is natural to ask if our treatment of graph products
can be generalized to the context of Hilbert A-modules. The setting is as follows.
Let A be a unital C∗-subalgebra of a unital C∗-algebra B such that there exists
a faithful conditional expectation E : B → A. The conditional expectation E gives
rise to an A-valued inner product 〈x|y〉E = E(y
∗x) on B, and thus we may consider
B as a Hilbert A-module.
Definition 6.1 ([17]). In the setting above, B has the Hilbert A-module Haagerup
property with respect to E if there exists a sequence of completely positive A-
bimodule maps {Φn} on B such that
• E ◦ Φn ≤ E ;
• each Φn defines a compact A-module map Φ˜n on HA–the appropriate com-
pletion of A under the inner product 〈·|·〉E ;
• ||Φ˜n(x)− x||E → 0 for all x ∈ B.
As discussed in Example 4.10, the definition of graph products of multipliers
(Definition 4.9) is inspired by the free case. Using amalgamated free products of
completely positive maps, one can expect that the Hilbert A-module Haagerup
property is preserved under taking free products. Unfortunately, this approach
breaks down when commuting relations are introduced in the general graph product
setting.
For the sake of illustration, let us return to the reduced crossed product setting.
Given a group G acting on a C∗-algebra A with action α : G y A and corre-
sponding positive definite multiplier h : G → Z(A), one can obtain a completely
positive A-bimodule map Φh : G⋊α,r A → G⋊α,r A associated with h by putting
Φh(λs) = λshs for every s ∈ G and extending A-linearly. This connection be-
tween h and Φh provides the dictionary between the Haagerup property for group
actions and the Hilbert A-module Haagerup property. Now fix a simplicial graph
Γ = (V,E). If we have groups {Gv}v∈V with actions {αv : Gv y A}v∈V and corre-
sponding unital positive definite multipliers {hv : Gv → Z(A)}v∈V that both com-
mute according to Γ, then by Theorem 5.1, we can form the unital positive definite
graph product multiplier ⋆Γhv :⋆ΓGv → Z(A) which gives rise to the associated
unital completely positive map Φ⋆Γhv :⋆ΓGv⋊⋆Γαv,rA →⋆ΓGv⋊⋆Γαv ,rA. One
is tempted to view this map as a graph product of the component maps (cf. [3]),
evidenced by the following. Given si ∈ Gvi for 1 ≤ i ≤ n with s1 · · · sn ∈ ⋆ΓGv
reduced, we have
Φ⋆Γhv(λs1 · · ·λsn) = Φ⋆Γhv(λs1···sn)
= λs1···sn(⋆Γhv)s1···sn
= Φhv1 (λs1) · · ·Φhvn (λsn).
A counterpoint to this line of reasoning is that this construction heavily depends
on the structure of reduced crossed products. In particular, the definition of Φh
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utilizes the fact that the elements in the dense subalgebra Cc(G,A) can be uniquely
expressed as
∑
λsas so that merely defining Φh on the λs elements and extendingA-
linearly is enough to give a well-defined map. Furthermore, the requisite commuting
relations to even define the graph product of multipliers also depends on this unique
decomposition. The condition that the multipliers hv commute according to Γ only
ensures that Φhv(λs)Φhw(λt) = Φhw(λt)Φhv (λs) whenever s ∈ Gv, t ∈ Gw and
(v, w) ∈ E. Evidently, given s ∈ Gv, t ∈ Gw with (v, w) ∈ E and a, b ∈ A,
Φv(λsa)Φw(λtb) = λshv,saλthw,tb
= λsthv,shw,tα
−1
t (a)b
= λst(⋆Γhv)stα
−1
t (a)b,
and
Φw(λtb)Φv(λsa) = λthw,tbλshv,sa
= λtshw,thv,sα
−1
s (b)a
= λst(⋆Γhv)stα
−1
s (b)a.
Thus Φv(λsa) and Φw(λtb) do not commute–not even if A is commutative. In fact,
λsa and λtb do not commute within (⋆ΓGv)⋊⋆Γαv,rA. So neither the map Φ⋆Γhv
nor the algebra (⋆ΓGv)⋊⋆Γαv ,rA should be construed as a(n amalgamated) graph
product.
When we strip away the crossed product structure and consider the general
Hilbert A-module setting, we lose access to a reliable unique decomposition on
which we would determine the commuting relations and the behavior of the com-
ponent unital completely positive A-bimodule maps Φv : Bv → Bv rendering a
graph product of such maps unavailable.
7. Proof of Theorem 5.1
Given a group G, a C∗-algebra A, an action α : G y A, and an associated
completely bounded multiplier h : G→ Z(A), we can form the kernel K : G×G→
Z(A) given by
K(x, y) = αy(hx−1y).
Clearly, we see that h is a positive definite multiplier if and only if for any n ∈ N
and x1, . . . , xn ∈ G the matrix
[K(xi, xj)]i,j
is positive. In this section, we prove several technical results for the kernel asso-
ciated to the graph product of unital positive definite multipliers with the goal of
proving Theorem 5.1. These results are similar to and inspired by the results of
§§3.1 and §§3.2 in [3] and therefore those of [6].
Fix a simplicial graph Γ = (V,E) and a unital C∗-algebra A. For each v ∈ V , let
Gv be a group, αv : Gv y A be an action, and hv : Gv → Z(A) be a corresponding
unital positive definite multiplier. Suppose that {αv}v∈V and {hv}v∈V commute
with respect to Γ. To simplify notation, put
α :=⋆Γαv
and
h :=⋆Γhv.
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Let K : ⋆ΓGv ×⋆ΓGv → Z(A) denote the kernel given by K(x, y) = αy(hx−1y).
At the end of this section, we prove that h is positive definite. First, some definitions
are in order.
Definition 7.1 ([6, 3]). A finite subset X ⊂ Wred is complete if 1 ∈ X and
whenever x1 · · ·xm ∈ X we have xσ(2) · · ·xσ(m) ∈ X and xσ(1) · · ·xσ(m−1) ∈ X for
every permutation σ ∈ Sm such that x1 · · ·xm = xσ(1) · · ·xσ(m). In other words X
is complete if it contains the unit and is closed under left and right truncations of
any equivalent rearrangements. Let vX := {v ∈ Wred|v = vx for some x ∈ X}.
We can place a partial order  on Wred ∪ {1} with respect to truncation as
follows. For every x ∈ Wred, 1  x; and given x, y ∈ Wred, y  x if either x = y or
x truncates (as in Definition 7.1) to y. This order also applies to the words in V .
Let Y ⊂ Wred ∪ {1} be any finite nonempty subset. Put
Y  := {x ∈ Wred ∪ {1} |∃y ∈ Y : x  y} .
Clearly, Y  is complete.
Definition 7.2 ([3]). Fix v0 ∈ V . Let v = (v1, . . . , vn, v0) be reduced. We let ..
..v...
.
v0
denote the (right-hand) non-commutative length of v with respect to v0, given by
...
.
v...
.
v0 := Card
(
{i|1 ≤ i ≤ n, (vi, v0) /∈ E}
)
.
Note that this counts when v0 is repeated. If v cannot be written with v0 at the
right-hand end, put ...
.
v...
.
v0 = −1. If w ∈ ⋆ΓAv is reduced, let ..
..w...
.
v0 = ..
..vw ..
..
v0 . Given
a finite set X of reduced words (of vertices or algebra elements), we define the
(right-hand) non-commutative length of X with respect to v0, denoted ..
..X...
.
v0 to be
given by
...
.
X...
.
v0 := max
w∈X
...
.
w...
.
v0 .
Definition 7.3 ([3]). Fix v0 ∈ V . Let x ∈ Wred be such that v0 ∈ x. Suppose
y, c,b ∈ Wred, satisfy the following properties.
• x = yc(v0)b;
• b is the word of smallest length so that yc(v0)  x and ..
..yc(v0)..
..
v0 =
...
.
{x}

...
.
v0 ;
• y is the word of smallest length so that y(v0)  x and ..
..y(v0)..
..
v0 = ..
.. {x}

...
.
v0 .
Then we say that x = yc(v0)b is in standard form with respect to v0. We extend
this definition to reduced words of algebra elements.
Proposition 7.4 ([3]). If x = yc(v0)b is in standard form with respect to v0, then
the words y, c, and b are unique.
Next, we establish some intermediate results for the kernel K.
Lemma 7.5. (1) If x = x1 · · ·xm ∈⋆ΓGv is reduced, then
hx = hx1···xm = αx−1m ···x−12
(hx1)hx2···xm .
(2) If x = x1 · · ·xm, y = y1 · · · yn ∈ ⋆ΓGv are reduced words such that x
−1y is
reduced then
K(x1 · · ·xm, y1 · · · yn) = K(x1 · · ·xm, x1 · · ·xm−1)K(x1 · · ·xm−1, y1 · · · yn).
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Proof. (1) follows from a direct inductive argument.
To prove (2), we observe that
K(x1 · · ·xm, y1 · · · ym) = αy1···yn(hx−1m ···x−11 y1···yn
)
= αy1···yn(αy−1n ···y−11 x1···xm−1
(hx−1m )hx−1m−1···x
−1
1
y1···yn
)
= αx1···xm−1(hx−1m )αy1···yn(hx−1m−1···x
−1
1
y1···yn
)
= K(x1 · · ·xm, x1 · · ·xm−1)K(x1 · · ·xm−1, y1 · · · yn). 
Proposition 7.6. The kernel K is ∗-symmetric. That is, for every x, y ∈⋆ΓGv,
K(x, y) = K(y, x)∗.
Proof. We proceed by induction on |x−1y|.
• |x−1y| = 0: trivial.
• |x−1y| = m: Let x−1y = z1 · · · zm be an expression of x
−1y as a reduced
word. Then we have
K(x, y) = αy(hx−1y)
= αy(hz1···zm)
= αy(α(z2···zm)−1(hz1)hz2···zm)
= αy(αy−1xz1(hz1))αy(hz−1
1
x−1y)
= αxz1(hz1)K(xz1, y)
= αx(h
∗
z
−1
1
)K(y, xz1)
∗(7.1)
= αx(h
∗
z
−1
1
)αxz1(h
∗
y−1xz1
)
= αx(h
∗
z
−1
1
)αxz1(h
∗
z
−1
m ···z
−1
2
)
= αx(h
∗
z
−1
1
)αxz1(αz2···zm−1(h
∗
z
−1
m
) · · ·αz2(h
∗
z
−1
3
)h∗
z
−1
2
)
= αx(αz1···zm−1(h
∗
z
−1
m
) · · ·αz1(h
∗
z
−1
2
)h∗
z
−1
1
)
= αx(h
∗
z
−1
m ···z
−1
1
)
= αx(h
∗
y−1x)
= K(y, x)∗
where (7.1) follows from the inductive hypothesis. 
We can improve Lemma 7.5 as follows (cf. Lemmas 3.9 and 3.10 of [3]).
Lemma 7.7. Fix v0 ∈ V and let x ∈ ⋆ΓGv be a reduced word. Suppose x = ycab
is in standard form with respect to v0 with a ∈ Gv0 . Then
K(ycab, z) = K(ycab, yc)K(yc, z)
whenever z satisfies either of the following conditions.
(1) ...
.
{z}

...
.
v0 < ..
.. {x}

...
.
v0
(2) ...
.
{z}

...
.
v0 = ..
.. {x}

...
.
v0 but vy 6= vy′ where z = y
′c′a′b′ is in standard form
with respect to v0.
Proof. Proof of (1): We proceed by induction on ...
.
{x}

...
.
v0 .
• ...
.
{x}

...
.
v0 = 0: We proceed by further induction on |z|.
•• |z| = 0: z = 1, and the statement is true due to (2) of Lemma 7.5.
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•• |z| = k > 0: if b−1a−1c−1y−1z is reduced then the equality holds
thanks to (2) of Lemma 7.5. Suppose b−1a−1c−1y−1x′ is not reduced.
In this case y = e. Let c = c1 · · · cm and z = z1 · · · zk. By the definition
of standard form, we have that we can rearrange the ci’s and zi’s so
that vc1 = vz1 . That is, none of the b terms can cross past a; otherwise
the minimality of |b| would be contradicted. If c1 6= z1, we have
K(ycab, z)
= αz1···zk(hb−1a−1c−1m ···c−12 (c
−1
1
z1)z2···zk
)
= αz1(αz2···zk(hb−1a−1c−1m ···c−12 (c
−1
1
z1)z2···zk
))
= αz1(K((z
−1
1 c1)c2 · · · cmab, z2 · · · zk))
= αz1(K((z
−1
1 c1)c2 · · · cmab, (z
−1
1 c1)c2 · · · cm)K((z
−1
1 c1)c2 · · · cm, z2 · · · zk))(7.2)
= K(c1c2 · · · cmab, c1c2 · · · cm)K(c1c2 · · · cm, z1 · · · zk)
where (7.2) follows from both the fact that
...
.
{z2 · · · zk}
 ...
.
v0 < ..
..{(z−11 c1)c2 · · · cmab} ....v0
and the inductive hypothesis. The case where c1 = z1 follows from
applying the inductive hypothesis to the fact that ...
.
{z2 · · · zk}

...
.
v0 <
...
.
{c2 · · · cmab}

...
.
v0 .
• ...
.
{x}

...
.
v0 > 0: Again we induct further on |z|.
•• |z| = 0: Again, this follows from (2) of Lemma 7.5.
•• |x′| = k > 0: If b−1a−1c−1y−1z is reduced then the equality holds
thanks to Lemma 7.5. Suppose b−1a−1c−1y−1 is not reduced, and let
cy = w1 · · ·wm and z = z1 · · · zk. As before, we can rearrange the
wi’s and zi’s so that vw1 = vz1 . If (vw1 , v0) ∈ E then the argument
in the ...
.
{x}

...
.
v0 = 0 case holds. Assume that (vw1 , v0) /∈ E. Then
...
.
w2 · · ·wma..
..
v0 = ..
..yca...
.
v0 − 1 ≥ 0. It is a quick check to see that
if ...
.
{z}

...
.
v0 6= −1 then deleting z1 from the left decreases the non-
commutative length by one, and if ...
.
{z}

...
.
v0 = −1, then deleting z1
leaves the non-commutative length alone. In either case, the inductive
hypothesis applies, yielding the equality as illustrated above.
Proof of (2): Let yc = w1 · · ·wm and y
′c′ = w′1 · · ·w
′
m′ . We proceed by induction
on ...
.
{x}

...
.
v0 .
• ...
.
{x} ...
.
v0 = 1: We induct further on m+m
′.
•• m+m′ = 2: Since vy 6= vy′ , we immediately get that b
−1a−1w−11 w
′
1a
′b′
is reduced. So the equality follows from Lemma 7.5.
•• m + m′ > 2: If b−1a−1c−1y−1y′c′a′b′ is reduced then we are done.
Suppose b−1a−1c−1y−1y′c′a′b′ is not reduced. Then we can rearrange
the w and w′ terms so that vw1 = vw′1 . Then we have
K(w1 · · ·wmab, w
′
1 · · ·w
′
m′a
′b′)
= αw′
1
···w′
m′
ab(hb−1a−1w−1m ···w−12 (w
−1
1
w′
1
)w′
2
···w′
m′
ab)
= αw′
1
(αw′
2
···w′
m′
ab(hb−1a−1w−1m ···w−12 (w
−1
1
w′
1
)w′
2
···w′
m′
ab))
= αw′
1
(K((w′1
−1
w1)w2 · · ·wmab, w
′
2 · · ·w
′
m′ab)(7.3)
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Since y 6= y′ we have that (vw1 , v0) ∈ E. The inductive hypothesis on
m+m′ applies, yielding the desired equality.
• ...
.
{x}

...
.
v0 > 1: Again, induct further on m+m
′.
•• m + m′ = 2...
.
{x} ...
.
v0 : Suppose b
−1a−1c−1y−1y′c′a′b′ is not reduced
and that vw1 = vw′1 . Then we obtain the same decomposition as in
(7.3). Then by applying part (1) to the case where w1 6= w
′
1 and
the inductive hypothesis to the w1 = w
′
1 case, we obtain the desired
equality.
•• m+m′ > 2...
.
{x}

...
.
v0 : Suppose b
−1a−1c−1y−1y′c′a′b′ is not reduced and
that vw1 = vw′1 ; consider the decomposition from (7.3). If (vw1 , v0) /∈
E, then as in the m + m′ = 2...
.
{x}

...
.
v0 case, apply part (1) to the
w1 6= w
′
1 case and the inductive hypothesis to the w1 = w
′
1 case. If
(vw1 , v0) ∈ E, apply the inductive hypothesis on m+m
′. 
As in [6, 3], we consider A to be a unital C∗-subalgebra of B(H) for a Hilbert
space H. It will suffice to show that for any finite subset X ⊂ ⋆ΓGv and any
function ξ : X → H, we have∑
x,y∈X
〈K(x, y)ξ(y)|ξ(x)〉 ≥ 0.(7.4)
Since every finite set is contained in a finite complete set, it suffices to show (7.4)
for every complete set X and function ξ : X → H.
We will make use of a Stinespring construction for the present context. Let
X ⊂⋆ΓGv be a complete set and consider C
|X| with standard basis {ex}x∈X . The
inequality (7.4) implies that we can define a positive semi-definite sesquilinear form
on H⊗ C|X| given by
〈ξ ⊗ ey|η ⊗ ex〉 = 〈K(x, y)ξ|η〉.
By standard arguments this yields a Hilbert space that we will denote byH⊗KC
|X|.
For each x ∈ X let Vx : H → H⊗K C
|X| be given by Vx(ξ) = ξ ⊗Θ ex. Because h
is unital, one sees immediately that Vx is an isometry for any x ∈ X .
Given x ∈ X with |x| = 1, we define the left-concatenation operator Lx : H ⊗Θ
C|X| → H⊗Θ C
|X| as follows.
Lx(ξ ⊗Θ ey) =


0 if xy /∈ X
ξ ⊗Θ exy if xy ∈ X
Observe that Lx is bounded:
||Lx(ξ ⊗ ey)||
2
H⊗KC|X|
≤ 〈ξ ⊗K exy|ξ ⊗K exy〉
= 〈K(xy, xy)ξ|ξ〉
= ||ξ||2H.
As in [3], we have a version of the Schwarz inequality for our situation.
Proposition 7.8. Let X ⊂ Wred be a complete set, and assume that for every
function ξ : X → H, (7.4) holds. For 1 ≤ i ≤ N , let ci, bi, cibi ∈ X. If additionally
we have K(cibi, cj) = K(cibi, ci)K(ci, cj) for every 1 ≤ i, j ≤ N , then we have the
following matrix inequality.
[K(cibi, cjbj)]ij ≥ [K(cibi, ci)K(ci, cj)K(cj , cjbj)]ij
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Proof. Given x, y ∈ X,
K(x, y) = V ∗e L
∗
xLyVe.
Our goal is to show[
V ∗e L
∗
bi
L∗ciLcjLbjVe
]
ij
≥
[
V ∗e L
∗
bi
L∗ciLciVeV
∗
e L
∗
ci
LcjVeV
∗
e L
∗
cj
LcjLbjVe
]
ij
,
or equivalently
N∑
i,j=1
〈(V ∗e L
∗
bi
L∗ciLcjLbjVe − V
∗
e L
∗
bi
L∗ciLciVeV
∗
e L
∗
ci
LcjVeV
∗
e L
∗
cj
LcjLbjVe)ξj |ξi〉 ≥ 0
for any ξ1, . . . , ξN ∈ H. First, for any 1 ≤ i, j ≤ N , consider the following equality.
〈L∗ciLcjVeV
∗
e L
∗
cj
Lcj (ξj ⊗K ebj )|(I − VeV
∗
e L
∗
ci
Lci)(ξi ⊗K ebi)〉
= 〈(K(cj , cjbj)ξj)⊗K ecj |ξi ⊗K ecibi〉
− 〈(K(cj , cjbj)ξj)⊗K ecj |(K(ci, cibi)ξi)⊗K eci〉
= 〈K(cibi, cj)K(cj , cjbj)ξj |ξi〉 − 〈K(ci, cj)K(cj , cjbj)ξj |K(ci, cibi)ξi〉
= 〈K(cibi, cj)K(cj , cjbj)ξj |ξi〉 − 〈K(cibi, ci)K(ci, cj)K(cj , cjbj)ξj |ξi〉
= 0
Thus we have
N∑
i,j=1
〈(V ∗e L
∗
bi
L∗ciLcjLbjVe − V
∗
e L
∗
bi
L∗ciLciVeV
∗
e L
∗
ci
LcjVeV
∗
e L
∗
cj
LcjLbjVe)ξj |ξi〉
=
N∑
i,j=1
(
〈L∗ciLcj(ξj ⊗K ebj )|ξi ⊗K ebi〉
− 〈L∗ciLcjVeV
∗
e L
∗
cj
Lcj(ξj ⊗K ebj )|VeV
∗
e L
∗
ci
Lci(ξi ⊗K ebi)〉
)
=
N∑
i,j=1
〈L∗ciLcj (I − VeV
∗
e L
∗
cj
Lcj)(ξj ⊗K ebj )|(I − VeV
∗
e L
∗
ci
Lci)(ξi ⊗K ebi)〉
+ 2Re〈L∗ciLcjVeV
∗
e L
∗
cj
Lcj (ξj ⊗K ebj )|(I − VeV
∗
e L
∗
ci
Lci)(ξi ⊗K ebi)〉
=
N∑
i,j=1
〈Lcj (I − VeV
∗
e L
∗
cj
Lcj )(ξj ⊗K ebj )|Lci(I − VeV
∗
e L
∗
ci
Lci)(ξi ⊗K ebi)〉
≥ 0. 
This implies the positive definite multiplier analog of Schwarz’s inequality: for any
sequence a1, . . . an ∈ Gv0 ,[
αaj (ha−1
i
aj
)
]
ij
= [K(ai, aj)]ij ≥ [K(ai, e)K(e, aj)]ij =
[
ha−1
i
αaj (haj )
]
ij
.
Lemma 7.9. Let {xi}
N
i=1 ∈ (Wred)
N be a finite sequence such that for every 1 ≤
i ≤ N, we have v0 ∈ vxi . For each 1 ≤ i ≤ N , let xi = yiciaibi be in standard form
with respect to v0 (ai ∈ Gv0). Assume the following.
(1) For every 1 ≤ i, j ≤ N,vyi = vyj ;
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(2) For every complete set X ( ({xi}
N
i=1)
 and any function ξ : X → H, (7.4)
holds.
Then
[K(xi, xj)]ij ≥ [K(yiciaibi, yici)K(yici, yjcj)K(yjcj , yjcjajbj)]ij .
Proof.
• First suppose ...
.
({xi}
N
i=1)
...
.
v0 = 0. Then for every 1 ≤ i ≤ N, yi = e. So
xi = ciaibi. Standard form implies that for each 1 ≤ i ≤ N, ci commutes
with ai. Note that
K(ciaibi, cjajbj) = αcjajbj (hb−1
i
a
−1
i
c
−1
i
cjajbj
)
= αcjajbj (hb−1
i
(a−1
i
aj)c
−1
i
cjbj
)
= αcjajbj (αb−1
j
c
−1
j
ci
(hb−1
i
(a−1
i
aj)
)hc−1
i
cjbj
)(7.5)
= αcjajbj (αb−1
j
c
−1
j
ci
(αa−1
j
ai
(hb−1
i
)ha−1
i
aj
)αb−1
j
(hc−1
i
cj
)hbj )(7.6)
= αciai(hb−1
i
)αciaj (ha−1
i
aj
)αcjaj (hc−1
i
cj
)αcjajbj (hbj )
= K(ciaibi, ciai)K(ciai, ciaj)K(ciaj , cjaj)K(cjaj , cjajbj)
where (7.5) and (7.6) follow from Lemma 7.7. Also by Lemma 7.7, we have
K(ciaibi, ci)K(ci, cj)K(cj, cjajbj)
= K(ciaibi, ciai)K(ciai, ci)K(ci, cj)K(cj , cjaj)K(cjaj , cjajbj).
Thus it suffices to show
[K(ciai, ciaj)K(ciaj , cjaj)]ij ≥ [K(ciai, ci)K(ci, cj)K(cj , cjaj)]ij .
If we take hv,s ∈ Z(A)
+ for v ∈ V and s ∈ Gv, then the first condition
for commuting multipliers implies that αa(hb) = hb for any a ∈ Gv and
b ∈ Gw with (v, w) ∈ E. Then we have
[K(ciai, ciaj)K(ciaj , cjaj)]ij =
[
αciaj (ha−1
i
aj
)αcjaj (hc−1
i
cj
)
]
ij
=
[
αaj (ha−1
i
aj
)αcj (hc−1
i
cj
)
]
ij
≥
[
ha−1
i
αcj (hc−1
i
cj
)αaj (haj )
]
ij
(7.7)
=
[
αc−1
i
(ha−1
i
)αcj (hc−1
i
cj
)αcjaj (haj )
]
ij
= [K(ciai, ci)K(ci, cj)K(cj , cjaj)]ij
where (7.7) follows from Schwarz’s inequality for positive definite multipli-
ers and Lemma IV.4.24 in [26].
GRAPH PRODUCTS OF MULTIPLIERS 21
• Now suppose that ...
.
({xi}
N
i=1)
...
.
v0 > 0. Say that yi = y1(i) · · · ym(i). If
y1(i) 6= y1(j), observe that
K(yiciaibi, yjcjajbj)
= αyjcjajbj (hb−1
i
a
−1
i
c
−1
i
y
−1
i
yjcjajbj
)
= αyjcjajbj (hb−1
i
a
−1
i
c
−1
i
ym(i)−1···y2(i)−1(y1(i)−1y1(j))y2(j)···ym(j)cjajbj
)
= αyjcjajbj (αb−1
j
a−1
j
c−1
j
y−1
j
yici
(hb−1
i
a−1
i
)hc−1
i
y−1
i
yjcjajbj
)(7.8)
= αyici(hb−1
i
a
−1
i
)αyjcjajbj (αb−1
j
a
−1
j
(hc−1
i
y
−1
i
yjcj
)hajbj )(7.9)
= αyici(hb−1
i
a−1
i
)αyjcj (hc−1
i
y−1
i
yjcj
)αyjcjajbj (hajbj )
= K(yiciaibi, yici)K(yici, yjcj)K(yjcj , yjcjajbj)
where (7.8) and (7.9) follow from Lemma 7.7. In case y1(i) = y1(j), we
note that by Lemma 7.7,
K(y2(i) · · · ym(i)ciaibi, y2(j) · · · ym(j)cj)
= K(y2(i) · · · ym(i)ciaibi, y2(i) · · · ym(i)ci)K(y2(i) · · · ym(i)ci, y2(j) · · · ym(j)cj).
So, since ({y2(i) · · · ym(i)ciaibi}
N
i=1)
 is a strictly smaller complete set,
then assumption (2) combined with Proposition 7.8 in conjunction with
the y1(i) 6= y1(j) case gives the desired inequality. 
Proof of Theorem 5.1. We wish to show that for every complete set X and function
ξ : X → H, (7.4) holds. We proceed by induction on |X |.
• |X | = 1: Trivial.
• |X | ≥ 2: Let (v0) ∈ vX . Put
X1 :=
{
x ∈ X
∣∣∣.... {x} ....v0 = ....X....v0} ,
and let x0 ∈ X1 be an element of longest length in X1. Say that x0 =
y0c0a0b0 is in standard form with respect to v0 (and so a0 ∈ Gv0). Define
Y1 :=
{
x ∈ X1
∣∣ in standard form x = ycab (a ∈ Gv0),vy = vy0} .
Note the following decomposition.∑
x,y∈X
〈K(x, y)ξ(y)|ξ(x)〉
=
∑
w,z∈X\Y1
〈K(w, z)ξ(z)|ξ(w)〉
+
∑
x,x′∈Y1
〈K(x, x′)ξ(x′)|ξ(x)〉
+
∑
x∈Y1,z∈X\Y1
2Re〈K(x, z)ξ(z)|ξ(x)〉.
Consider X \ Y1 ⊂ (X \ Y1)
. By our choice of x0, we have that x0 /∈
(X \Y1)
, so the inductive hypothesis on |X | applies to the strictly smaller
complete set (X \Y1)
. By the discussion above, there is a Hilbert space K
and operators Vw ∈ B(H,K) for every w ∈ X\Y1 such that V
∗
wVz = K(w, z)
for every w, z ∈ X \ Y1.
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For x, x′ ∈ Y1, let x = ycab and x
′ = y′c′a′b′ be their standard forms
with respect to v0. By Lemma 7.7, we have that∑
x∈Y1,z∈X\Y1
2Re〈K(x, z)ξ(z)|ξ(x)〉
=
∑
ycab∈Y1,z∈X\Y1
2Re〈K(ycab, yc)K(yc, z)ξ(z)|ξ(ycab)〉
=
∑
ycab∈Y1,z∈X\Y1
2Re〈Vzξ(z)|VycK(yc, ycab)ξ(ycab)〉.
By Lemma 7.9, we have that∑
x,x′∈Y1
〈K(x, x′)ξ(x′)|ξ(x)〉
≥
∑
x=ycab,x′=y′c′a′b′∈Y1
〈K(ycab, yc)K(yc, y′c′)K(y′c′, y′c′a′b′)ξ(y′c′a′b′)|ξ(ycab)〉
=
∑
ycab,y′c′a′b′∈Y1
〈Vy′c′K(y
′c′, y′c′a′b′)ξ(y′c′a′b′)|VycK(yc, ycab)ξ(ycab)〉
=
∣∣∣∣∣∣ ∑
ycab∈Y1
VycK(yc, ycab)ξ(ycab)
∣∣∣∣∣∣2.
We also have∑
w,z∈X\Y1
〈K(w, z)ξ(z)|ξ(w)〉 =
∑
w,z∈X\Y1
〈V ∗wVzξ(z)|ξ(w)〉
=
∑
w,z∈X\Y1
〈Vzξ(z)|Vwξ(w)〉
=
∣∣∣∣∣∣ ∑
w∈X\Y1
Vwξ(w)
∣∣∣∣∣∣2
Thus we have∑
x,y∈X
〈K(x, y)ξ(y)|ξ(x)〉
=
∑
w,z∈X\Y1
〈K(w, z)ξ(z)|ξ(w)〉 +
∑
x,x′∈Y1
〈K(x, x′)ξ(x′)|ξ(x)〉
+
∑
x∈Y1,z∈X\Y1
2Re〈K(x, z)ξ(z)|ξ(x)〉
≥
∣∣∣∣∣∣ ∑
w∈X\Y1
Vwξ(w)
∣∣∣∣∣∣2 + ∣∣∣∣∣∣ ∑
x=ycab∈Y1
VycK(yc, ycab)ξ(ycab)
∣∣∣∣∣∣2
+
∑
x=ycab∈Y1,z∈X\Y1
2Re〈Vzξ(z)|VycK(yc, ycab)ξ(ycab)〉
=
∣∣∣∣∣∣ ∑
w∈X\Y1
Vwξ(w) +
∑
x=ycab∈Y1
VycK(yc, ycab)ξ(ycab)
∣∣∣∣∣∣2
≥ 0. 
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