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Abstract
The Harnack metric is a conformally invariant metric defined in quite general domains that coin-
cides with the hyperbolic metric in the disk. We prove that the Harnack distance is never greater than
the hyperbolic distance and if the two distances agree for one pair of distinct points, then either the
domain is simply connected or it is conformally equivalent to the punctured disk.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
The hyperbolic metric and the Harnack metric are natural conformally invariant metrics
defined on very general domains in the plane. They coincide on simply connected proper
subsets of the plane but, as we will show, they are different on all other domains.
The Harnack metric can be defined on any domain in the plane which supports enough
positive harmonic functions to separate points. This requires the complement to be large in
a certain sense that will be discussed in Section 2; for now we just mention that it is defined
on all bounded domains. The Harnack metric is defined on a domain G as follows:
dG(z,w) = sup
{∣∣logu(z) − logu(w)∣∣: u is positive and harmonic on G}.
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H.S. Bear, W. Smith / J. Math. Anal. Appl. 318 (2006) 498–506 499Harnack distance has the property of conformal invariance: If ϕ :G1 → G2 is one-to-one,
onto, and analytic, then
dG1(z,w) = dG2
(
ϕ(z),ϕ(w)
)
.
This follows from the observation that composition with ϕ gives a bijection between the
family of positive harmonic functions on G1 and that on G2.
On the right half-plane H = {z: Re z > 0} the hyperbolic metric is given
dρH(z) = |dz|Re z .
The hyperbolic distance ρH(z1, z2) between points in H is then defined by taking the infi-
mum of the integral of dρH over curves from z1 to z2. A universal covering map π from H
to any domain G covered by H is used to define the hyperbolic distance on G. More
background on the hyperbolic distance, including conformal invariance, will be given in
Section 2.
It is known that on the half-plane H, the hyperbolic and Harnack distances are the same:
ρH(w1,w2) = dH(w1,w2), w1,w2 ∈ H.
By conformal invariance of the distances, H can be replaced by any simply connected
proper subset of the plane. Our main result is that in general dG(w1,w2)  ρG(w1,w2),
with equality possible for some pair of distinct points in G only when G is simply con-
nected or in one other very special case. Specifically, we will prove the following theorem,
in which we use the notation D = {z: |z| < 1}.
1.1. Theorem. Let G be a domain with the Harnack metric defined on G, and let
w1,w2 ∈ G. Then
dG(w1,w2) ρG(w1,w2).
If there exist distinct points w1,w2 ∈ G such that dG(w1,w2) = ρG(w1,w2), then either
(i) G is simply connected and dG = ρG, or
(ii) G is conformally equivalent to the punctured disk D \ {0} and if ϕ :G → D \ {0} is a
conformal map, then ϕ(w1) and ϕ(w2) lie on the same radius of D.
Background, examples, and some preliminary results will be given in Section 2. In
Section 3 we first prove that if an analytic function from H into a domain G preserves the
Harnack distance between a pair of distinct points, then G must be conformally equivalent
to either H or to D \ {0}. This is then used to prove Theorem 1.1.
2. Background and examples
2.1. Hyperbolic distance. Hyperbolic distance on the half-plane H is defined by integra-
tion of dρH(z) = |dz|/Re z:
ρH(z1, z2) = inf
{∫
dρH(z)
}
,γ
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The hyperbolic metric in a general domain G is defined in terms of a universal covering
map of G. Every plane domain whose complement has at least two points has a universal
covering map π :H → G, where π is an analytic map of H onto G and every point of G has
a neighborhood U such that π maps each component of π−1(U) conformally onto U ; see
[1] or [7, §16.5]. The hyperbolic distance ρG(z1, z2) in G is the minimum of the hyperbolic
distances between points in H which map onto z1 and z2, respectively. The following
lemma is now immediate; see [8, p. 685].
2.2. Lemma. Let π :H → G be a universal covering map of a domain G and let z1, z2 ∈ H.
Then
ρG
(
π(z1),π(z2)
)
 ρH(z1, z2).
Moreover, if w1,w2 ∈ G, then there exist z1, z2 ∈ H such that π(z1) = w1, π(z2) = w2,
and
ρG(w1,w2) = ρH(z1, z2).
It is a well-known consequence of an invariant formulation of the Schwarz lemma due
to Pick that if ϕ :H → H is analytic then
ρH
(
ϕ(z),ϕ(w)
)
 ρH(z,w), z,w ∈ H, (1)
and if equality holds for one pair of distinct points z,w ∈ H, then ϕ is a conformal au-
tomorphism of H and equality holds for all pairs of points. The next lemma is a version
of this for general domains; a reference is [6, Theorem I.4.1]. We note that conformal in-
variance is an immediate consequence: If ϕ :G1 → G2 is one-to-one, onto, and analytic,
then
ρG1(z,w) = ρG2
(
ϕ(z),ϕ(w)
)
.
2.3. Lemma. If ϕ :G1 → G2 is analytic, then
ρG2
(
ϕ(w1), ϕ(w2)
)
 ρG1(w1,w2), w1,w2 ∈ G1. (2)
If equality holds for one pair of distinct points w1,w2 ∈ G1, then there is an automor-
phism Φ of H so that ϕ ◦π1 = π2 ◦Φ , where π1 :H → G1 and π2 :H → G2 are universal
covering maps.
2.4. Harnack distance. The Harnack distance can be defined on any domain in the plane
in which the positive harmonic functions separate points. Domains such as C \ {0} must be
excluded, as it is well known that the only positive harmonic functions on this domain are
constant functions; see [3, Corollary 3.3]. The condition on G that assures there are suffi-
ciently many positive harmonic functions is that its complement has positive logarithmic
capacity; see [11, Chapter 3]. Technical aspects of this condition will not be important in
this paper; not much will be lost if the reader simply assumes that G is bounded or con-
formally equivalent to a bounded domain. We will simply say that the Harnack distance is
defined on the domain, and we make the standing assumption that this is the case for every
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these domains have universal covering maps from the half-plane H. Hence if the Harnack
distance is defined on a domain, then so is the hyperbolic distance.
The definition of Harnack distance on a domain G was given in the Introduction:
dG(z,w) = sup
{∣∣logu(z) − logu(w)∣∣: u is positive and harmonic on G}. (3)
It is clear that this defines a distance function, provided only that the family of positive
harmonic functions on G separates points. Also recall from the Introduction that conformal
invariance of the Harnack distance is an immediate consequence of the definition.
The “sup” in (3) is actually a “max,” since the positive harmonic functions on G, nor-
malized at a point by u(w0) = 1, are a compact set in the topology of uniform convergence
on compact sets. The functions u which maximize a given ratio u(w1)/u(w2) must lie on
an extreme ray of the cone of positive harmonic functions. If the positive harmonic func-
tions are normalized by u(w0) = 1, then the set is convex and compact (u.c.c. topology),
and the function u which maximizes u(w1)/u(w2) is an extreme point. The functions on
extreme rays are the minimal positive harmonic functions of R.S. Martin [10]. These are
the functions u such that if v is harmonic and 0 < v  u, then v = cu for a positive con-
stant c.
It is easy to see that the hyperbolic and Harnack distances are the same on H:
2.5. Lemma. If z,w ∈ H, then
ρH(z,w) = dH(z,w).
This is proved by verifying that ρH(1, x) = logx = dH(1, x) when x > 1, and then using
conformal invariance. A reference is [5, Corollary 1], where the result is stated for the unit
disk.
The Harnack metric first arose as a metric on the Gleason parts of a function algebra [4],
where it was called the part metric. The appropriate name “Harnack metric” was apparently
introduced by König [9]. The relationship between the hyperbolic and Harnack metrics in
D is treated in detail in [5].
The fact that Harnack distance is always given by a minimal positive harmonic function
allows an easy calculation of Harnack distance in the domain D \ {0}.
2.6. Proposition. Let z,w ∈ D \ {0}. Then
dD\{0}(z,w) = max
{
dD(z,w),
∣∣log log(1/|z|)− log log(1/|w|)∣∣}.
Proof. For z,w ∈ D \ {0}, let u be a positive harmonic function on D \ {0} which maxi-
mizes the ratio u(z)/u(w). From Bôcher’s theorem (see [3, Theorem 3.9]), every positive
harmonic function on D\ {0} has the representation v(z)+b log(1/|z|), where v is positive
and harmonic on D and b 0 is a constant. Since the function u which determines Harnack
distance must be minimal, either u(z) = v(z) or u(z) = b log(1/|z|). In the first case, u is
also a minimal positive harmonic function on D and dD\{0}(z,w) = | logu(z)− logu(w)| =
dD(z,w), while the second case gives dD\{0}(z,w) = | log log(1/|z|)− log log(1/|w|)|. 
We next show that analytic maps decrease Harnack distances.
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dG2
(
g(z), g(w)
)
 dG1(z,w).
Proof. If u is harmonic on G2, then u ◦ g is harmonic on G1. There are generally more
harmonic functions on G1 than the functions u ◦ g, so
dG1(z,w) = max
v>0
∣∣log[v(z)/v(w)]∣∣max
u>0
∣∣log[u ◦ g(z)/u ◦ g(w)]∣∣
= dG2
(
g(z), g(w)
)
. 
We now present the key example that leads to main theorem.
2.8. Proposition. Let π :H → D \ {0} be the mapping π(z) = exp(−z) and let w1,w2
be distinct points in D \ {0}. Then there are points z1, z2 ∈ H such that π(z1) = w1,
π(z2) = w2, and dH(z1, z2) = dD\{0}(w1,w2) if and only if w1 and w2 lie on the same
radius of D.
Proof. First consider the case that w1 and w2 lie on the same radius of D. Since a rotation
about the origin is a conformal map of D\ {0} and so preserves Harnack distances, we may
assume that w1,w2 ∈ (0,1). Define z1 = log(1/w1) and z2 = log(1/w2), so that π(z1) =
w1 and π(z2) = w2 and z1, z2 lie on the real line in H. Thus, as is well known, ρH(z1, z2) =
| log(z2/z1)|. By Lemma 2.5 this is equal to dH(z1, z2), and so u(z) = Re z is extremal for
the Harnack distance between z1 and z2. Hence
dH(z1, z2) =
∣∣logu(z1) − logu(z2)∣∣ = ∣∣log log(1/π(z1))− log log(1/π(z2))∣∣.
Also, we have from Lemma 2.7 and Proposition 2.6 that
dH(z1, z2) dD\{0}
(
π(z1),π(z2)
)

∣∣log log(1/π(z1))− log log(1/π(z2))∣∣,
and so
dH(z1, z2) = dD\{0}
(
π(z1),π(z2)
) = dD\{0}(w1,w2).
Next, consider the case that w1 and w2 do not lie on the same radius of D and z1, z2 ∈ H
satisfy π(z1) = w1 and π(z2) = w2. Using conformal invariance, we may assume that
w1 ∈ (0,1) and z1 = log(1/w1) ∈ R. Then w2 /∈ (0,1) and so Im z2 = 0. Now, log(1/|w2|)
is the unique point of the vertical line {z ∈ H: |π(z)| = |w2|} that is closest to z1 in the
hyperbolic distance. Also, z2 = log(1/|w2|) since Im z2 = 0. Hence∣∣log log(1/w1) − log log(1/|w2|)∣∣ = dH(z1, log(1/|w2|))< dH(z1, z2).
On the other hand, viewing π as a map of H into D, it is not a Riemann map, and so it
strictly decreases all hyperbolic distances. Hence
dD(w1,w2) = ρD
(
π(z1),π(z2)
)
< ρH(z1, z2) = dH(z1, z2).
From Proposition 2.6, we know that dD\{0}(w1,w2) is either equal to dD(w1,w2) or
equal to | log log(1/|w1|)− log log(1/|w2|)|. The last two displays show that in either case
Harnack distance is strictly decreased by π when w1 and w2 do not lie on the same radius
of D. This completes the proof. 
H.S. Bear, W. Smith / J. Math. Anal. Appl. 318 (2006) 498–506 503We conclude this section with a simple example to illustrate these ideas and motivate
Theorem 3.2 in the next section.
2.9. Example. Let w1,w2 ∈ (0,1), viewed as points of the domain D \ {0}. From the
proof of Proposition 2.8, we have dD\{0}(w1,w2) = dH(z1, z2), where z1 = log(1/w1) and
z2 = log(1/w2). Hence the map π : H → D \ {0} defined by π(z) = e−z preserves the
Harnack distance between z1 and z2. We will show in the next section that except for com-
position with a conformal map of D\{0}, the only other functions with domain H that have
this property are conformal maps; see Theorem 3.2. However, there are other examples of
analytic maps which preserve distance of a pair of points but are not automorphisms of the
domain. Such maps necessarily have domains which are not simply connected. To get an
example, observe that
dH(z1, z2) = dD\{0}(w1,w2) ρD\{0}(w1,w2) ρH(z1, z2) = dH(z1, z2),
where Theorem 1.1 was used for the first inequality and Lemma 2.3 with the map π was
used for the second. Hence we get equality across the display, and Proposition 2.6 gives
ρD\{0}(w1,w2) = dD\{0}(w1,w2) =
∣∣log log(1/w1) − log log(1/w2)∣∣, (4)
for all w1,w2 ∈ (0,1).
Now consider the map ϕn :D \ {0} → D \ {0} defined by ϕn(w) = wn, where n 2 is an
integer. From (4) we see that ϕn preserves the Harnack distances between points on (0,1)
and hence gives the promised example where the domain is not simply connected. We
also see from (4) that ϕn preserves the hyperbolic distances between points on (0,1), and
hence provides an illustration of the equality case of Lemma 2.3. Here the automorphism
Φ(z) = nz of H satisfies π ◦ Φ = ϕn ◦ π .
3. Proof of the main theorem
Before proving the main theorem, we show that up to conformal equivalence there are
only two domains G for which there is some analytic map from H into G that preserves
the Harnack distance between a pair of distinct points. We begin with a simple lemma.
3.1. Lemma. Suppose g :H → G is analytic and a and b are distinct points in H such that
dH(a, b) = dG(g(a), g(b)). Then g is a universal covering map.
Proof. Let π be a universal covering map of G by H and let gˆ :H → H be a lift of g,
so that π ◦ gˆ = g; for the existence of a lift see, for example, [7, Theorem 16.1.3]. Two
applications of Lemma 2.7 now show that
dH(a, b) dH
(
gˆ(a), gˆ(b)
)
 dG
(
π ◦ gˆ(a),π ◦ gˆ(b)) = dG(g(a), g(b)).
By assumption dH(a, b) = dG(g(a), g(b)), and so we get equality across the display above.
Using Lemma 2.5, it follows that
ρH(a, b) = dH(a, b) = dH
(
gˆ(a), gˆ(b)
) = ρH(gˆ(a), gˆ(b)).
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g = π ◦ gˆ is a universal covering map. 
3.2. Theorem. Suppose g :H → G is analytic and a and b are distinct points in H such
that dH(a, b) = dG(g(a), g(b)). Then there are two cases:
(i) G is conformally equivalent to H, g is a conformal map of H onto G, and g preserves
all distances; or
(ii) G is conformally equivalent to the punctured disk D\{0} and g is a universal covering
map of G by H.
Proof. Assume that g :H → G is analytic and g preserves the Harnack distance between
one pair of distinct points of H. Thus we see from Lemma 3.1 that g is a universal cov-
ering map and so is onto. We first consider the case that g is one-to-one. This assumption
means that g induces a conformal equivalence between H and G, and hence preserves all
distances. This establishes case (i) of the theorem.
We now consider the case that g is not one-to-one. By conformal invariance, we may
assume that a = 1 and b = x0 > 1. That is, we assume
dH(1, x0) = dG
(
g(1), g(x0)
)
.
Let u be a positive harmonic function on G such that
dG
(
g(1), g(x0)
) = ∣∣logu(g(1))− logu(g(x0))∣∣.
Then u◦g is a positive harmonic function on H which gives dH(1, x0). We saw in the proof
of Lemma 2.5 that Re z is such an extremal function, as it maximizes the ratio v(x0)/v(1).
Since extremal functions are minimal positive harmonic functions, except for constant mul-
tiples the only other extremal function is Re(1/z), which maximizes the ratio v(1)/v(x0).
We assume that u ◦ g(z) = Re z; the proof is similar for u ◦ g(z) = Re(1/z).
We have assumed that g is not one-to-one, and so there exist distinct z1, z2 ∈ H such that
g(z1) = g(z2) = w0 ∈ G. Since u ◦ g(z) = Re z, Re z1 = Re z2, and hence z1 − z2 is purely
imaginary. Since g is a universal covering map of G, there is a small disk ∆(w0) with
center w0 and ∆(w0) ⊂ G such that g conformally maps each component of g−1{∆(w0)}
onto ∆(w0). Let U1 and U2 be the components with z1 ∈ U1 and z2 ∈ U2. Denote by u˜ the
conjugate harmonic function of u on ∆(w0) such that u˜(w0) = Im z1. Then f = u + iu˜ is
analytic on ∆(w0) and satisfies f ◦ g(z) = z for z ∈ U1. Hence
g(z) = f −1(z), z ∈ U1. (5)
Let ∆(z1) be a small disk with center z1 and such that ∆(z1) ⊂ U1and ∆(z2) = ∆(z1) +
(z2 −z1) ⊂ U2. Now, for z ∈ ∆(z2) we have Ref ◦g(z) = u◦g(z) = Re z and so f ◦g(z) =
z + c where c is a purely imaginary constant. Evaluating at z = z2 shows c = z1 − z2, so
f ◦ g(z) = z + (z1 − z2), z ∈ ∆(z2). (6)
If z ∈ ∆(z2), then z + (z1 − z2) ∈ ∆(z1) ⊂ U1, and so combining (5) and (6) we get
g
(
z + (z1 − z2)
) = f −1(z + (z1 − z2)) = g(z), z ∈ ∆(z2).
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since they agree on a non-empty open set it follows that
g(z) = g(z + (z1 − z2)), z ∈ H.
Thus g is a periodic function with a purely imaginary period which we denote by ω. By
replacing ω by −ω if necessary, we may assume that Imω > 0. It follows that there is a
function F that is analytic on D \ {0} and such that
g(z) = F (e−2πiz/ω);
see, for example, [2, pp. 263–264 ]. The argument in the preceding paragraph shows that
if g(a) = g(b), then a − b is an integer multiple of ω. Hence g is one-to-one on the set
{z ∈ H: 0 Im z < Imω}, and so F is one-to-one on D \ {0}. Since
G = g(H) = F (D \ {0}),
this shows G is conformally equivalent to D \ {0} and completes the proof. 
We are now ready to prove our main theorem, which we re-state for convenience:
3.3. Theorem. Let G be a domain and let w1,w2 ∈ G. Then
dG(w1,w2) ρG(w1,w2).
If there exist distinct points w1,w2 ∈ G such that dG(w1,w2) = ρG(w1,w2), then either
(i) G is simply connected and dG = ρG, or
(ii) G is conformally equivalent to the punctured disk D \ {0} and if ϕ :G → D \ {0} is a
conformal map, then ϕ(w1) and ϕ(w2) lie on the same radius of D.
Proof. Let w1 and w2 be distinct points in G and let π :H → G be a universal covering
map. We may choose z1, z2 ∈ H such that π(z1) = w1, π(z2) = w2, and
ρH(z1, z2) = ρG(w1,w2).
We know from Lemma 2.7 that analytic maps decrease Harnack distances, so
dG(w1,w2) = dG
(
π(z1),π(z2)
)
 dH(z1, z2).
Since the hyperbolic and Harnack distances agree on H, we may combine the last two
displays to get that
dG(w1,w2) dH(z1, z2) = ρH(z1, z2) = ρG(w1,w2), (7)
which proves the first part of the theorem.
If we suppose in addition that dG(w1,w2) = ρG(w1,w2), then from (7) we get that
dG(w1,w2) = dG
(
π(z1),π(z2)
) = dH(z1, z2).
Thus the hypotheses of Theorem 3.2 are met, and we have two possible conclusions. The
first case is that G is simply connected and π is a conformal map of H onto G. Then
dG = ρG, from Lemma 2.5 and conformal invariance.
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π is a universal covering map. Let ϕ :G → D \ {0} be a conformal map. Then ϕ ◦π :H →
D \ {0} is a universal covering map and since e−z is another universal covering map, there
is an automorphism ψ of H such that ϕ ◦ π = e−ψ . Using conformal invariance, we then
get
dH
(
ψ(z1),ψ(z2)
) = dH(z1, z2) = dG(w1,w2) = dD\{0}(ϕ(w1), ϕ(w2)).
Since e−ψ(z1) = ϕ(w1) and e−ψ(z2) = ϕ(w2), we get from Proposition 2.8 that ϕ(w1) and
ϕ(w2) lie on the same radius of D. The proof is complete. 
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