Nonlinear Dose Response Meta-Analysis Case
Study Dopamine D 2 receptor is linked to psychopathology of many diseases including schizophrenia. A dose-response relationship on the occupancy of the D 2 receptor can help clinicians to select an appropriate dose for schizophrenic patients. Studies suggest that effective relief of psychotic symptoms is associated with the blockade of at least 65% of the striatal dopamine D 2 receptor (Lako et al., 2013) . Furthermore, the dose-response curves for different antipsychotic medications make it possible to discuss dose equivalents between these medications. Therefore, an individual participant data meta-analysis was conducted on eight antipsychotic medications by Lako et al. (2013) to study the relationship between the prescribed dose and the response. Critical to the evaluation of a meta-analysis is the variation around the curves and whether this variation is due to factors within studies (e.g., patient characteristics) or factors between studies (e.g., measurement systems). An intraclass correlation coefficient (ICC) can determine which source is dominating, but only if we would have a narrow and appropriate confidence interval on the ICC. Therefore, our article focuses on estimating the ICC, with accompanying confidence intervals.
The response O ij in the meta-analysis is dopamine occupancy on patient j = 1, . . . , n i in study i = 1, . . . , I. The total number of observations is n = I i=1 n i . The occupancy O ij of a patient is expressed as percentage and it is calculated with respect to an average occupancy of a healthy control group (Lako et al., 2013) .
We transformed the occupancy by y ij = ln(1 − O ij ) for every antipsychotic separately. The transformation makes the measurement of a patient and the average measurements on the healthy control group additive, as described by Lako et al. (2013) . Assuming Michaelis-Menten curve (Michaelis and Menten, 1913) for the relationship between the dose and original occupancy together with our proposed transformation leads to a nonlinear mixed effects model of the form:
with mean vector μ(x; β) = (μ(x i1 ; β), . . . , μ(x in i ; β)) given by:
where x ij ≥ 0 is the administered dose, β = (β 1 , β 2 ) unknown parameters with β 1 ∈ (0, 1] the maximum occupancy for the population of patients (Emax) and β 2 > 0 the dose that is associated with 50% occupancy (EC 50 ); u i is the additive random effect of unexplained between-study variation, and ij is the unexplained within-study (interindividual) variation. The u i and ij are assumed mutually independent and have dis-
and σ 2 P are the variance components for the study and patient, respectively. More details on the interpretation of Emax and EC 50 can be found for example in Goutelle et al. (2008) . The ICC is the correlation coefficient on repeated measurements (individuals in the same study i), that is, ICC = corr(Y ij 1 , Y ij 2 ). It can be interpreted as the proportion of variation unrelated to individuals in the total amount of variation, as shown below:
Our data on eight antipsychotic medications consisted of 74 studies with 638 patients in total. Each study contributed a different number of patients. A detailed overview of the sample sizes are listed in Table 1 . We fitted model (1) with relationship (2) to the occupancy data per medication separately. Estimates of σ 2 S , σ 2 P , ICC, and standard errors for the estimated ICC (see Section 3) are shown for three medications in Table 2 . The results are produced using four estimation procedures: (1) maximum likelihood (ML), (2) second-order generalized estimating equations (GEE2), (3) a two-step iterative estimation procedure which is based on restricted profile likelihood and implemented in macro %NLINMIX by Vonesh (2012) ; (4) a two-step estimation procedure which is based on a subsequent application of the nonlinear least square (NLS) and the restricted maximum likelihood (REML) estimation methods. The third and fourth method produce the estimates of regression parameters β and variance components θ = (σ 2 S , σ 2 P ) in separate steps, while the first two approaches produce estimates of all parameters γ = (β, θ) jointly. More details on estimation is given in the Section 3. For illustrative purposes, we present the fitted Michaelis-Menten curves in Figures 1 and 2 for haloperidol and risperidone using the fourth estimation procedure. All results were produced with SAS (version 9.2).
Background and Relevance
Nonlinear random and mixed effects models have been employed in the literature to describe the dose-response relationship in a meta-analysis, see Rota et al. (2010) , Aune et al. (2011) , Rui et al. (2012) , Qu et al. (2013) . It is crucial to quantify the heterogeneity between studies and possibly investigate its source. Assessing the heterogeneity is important in order to interpret the results of the overall dose-response relationship appropriately. The typical measure that is used for nonlinear dose-response meta-analysis is (Higgins and Thompson, 2002) which coincides with our ICC in (3). Recently, two generic approaches for constructing the confidence intervals for ICCs of the form (3) have been published by Demetrashvili, Wit, and Van den Heuvel (2014) . These confidence intervals for ICCs have been constructed for balanced and unbalanced linear random and mixed effects models which are estimated with REML. To the best of our knowledge, there is no such approach available for constructing the confidence intervals for ICCs in nonlinear mixed effects models. The only suitable methods that can be given considera- tion are the bootstrap (Efron, 1979) and large sample normal approximation (delta method) which uses the first-order Taylor series approximation. The goal of this work is to apply the generic beta-approach of Demetrashvili et al. (2014) to nonlinear mixed effects models of the form (1) using different estimation methods and compare it with the delta method and bootstrap. Application of several estimation methods was motivated by the fact that the REML (which is known to be less biased than ML in linear mixed effects models) is not well defined in nonlinear mixed effects models. The accuracy of the beta-approach depends on accuracy of both, the estimated variance components and their variance-covariances. Our focus is on settings with small sample sizes (e.g., ≤10 studies, patients). In Section 3, we describe the estimation procedures and briefly outline the beta-approach along with the generic alternative approaches: the delta method and the bootstrap. In Section 4, we present the simulation study results. In Section 5, we provide the results for our case study. 
Methods

Estimation
We briefly describe the four estimation methods. One of them is the ML (Davidian and Giltinan, 1995; Vonesh, 2012) . Considering (1) with relationship (2), the marginal distribution of response is
) is a n i × 1 mean vector;
i (θ) is the n i × n i compound symmetry covariance matrix with (σ 2 S + σ 2 P ) on the diagonal and σ 2 P at the off-diagonal. The log-likelihood over all I studies is:
where T denotes the transpose. Note, that using the ML all parameter estimates are obtained jointly. No closed-form solution exists for parameters γ, but they can be obtained numerically (e.g., optimization algorithm of Nelder and Mead in optim function in R). We carried out ML estimation using the procedure NLMIXED of SAS (NLMIXED, 2008) . Standard errors of the estimates are based on the inverse Hessian matrix −1 (γ), where is defined as the negative of the second derivative matrix of log-likelihood function (4). Using quasiNewton optimization technique (TECHNIQUE=QUANEW) of SAS, the second-order derivatives are approximated.
The second estimation procedure is GEE2, developed by Prentice and Zhao (1991) . Underlined models do not require specification of the entire distribution of response, but only the first two moments of the response. Namely, under specification E(y i ) = μ i , Var(y i ) = i (β, θ), the GEE2 and ML estimatesγ of parameter γ are the same. The difference between ML and GEE2 estimation is in the variancecovariance of the estimate, var(γ) = (γ). In ML the modelbased covariance (γ) is used while in GEE2 an empirical sandwich estimator R (γ) is used. The later is known as the robust estimator and it is estimated as:
is the log-likelihood score function. The s i and μ i (γ) are given by: 
,
. GEE2 estimation can be conducted using NLMIXED procedure of SAS (NLMIXED, 2008) , specifying the EMPIRICAL option (Vonesh, 2012) .
The third estimation technique is an iterative two-step procedure developed by Vonesh and implemented in macro %NLINMIX (details are given by Vonesh (2012), pp. 28-33, 158-159) . In short, step one starts with initialβ = (β 1 ,β 2 ) for β = (β 1 , β 2 ) and calculates the pseudo-response vector as follows:ỹ
In a second step the following pseudo-marginal linear model is formed:
for which it is assumed that the residual has distribution e i ∼ N(0, i (β, θ)). Then, the maximization of the restricted profile log-likelihood REPL (θ,ỹ i ) is carried out with respect to θ:
where p is the rank ofX i (here p = 2) andr i =ỹ i −X iβ are the pseudo-residuals. Maximization of (5) results in estimatê θ REPL (β). Then the estimated generalized least square estimator is computed as:
The observed estimates in step two are then used in step one to create iteratively new estimates. This continues until convergence is achieved, namely the difference between successive estimates becomes less than the pre-defined tolerance level. The asymptotic variance-covariance of the estimates of variance components is based on an inverse Hessian matrix eval-
is the Hessian matrix. The Hessian matrix is the negative of the second derivatives of the log-likelihood with respect to the variance components θ. Technically, the third estimation procedure is carried out using NLIN and MIXED procedures of SAS (MIXED, 2008) . The fourth method of estimation applies standard analysis techniques in two steps. First, the parameters β and σ . Technically, at a first step the NLS estimates of regression parameters β (Seber and Wild, 2003) are obtained using NLIN procedure and then the residuals r ij are computed. At a second step, these residuals are fitted to one-way random effects model using MIXED procedure (method = REML) to obtainσ 2 S andσ 2 P . In fact, this step is based not on classical REML, but rather REML version of pseudolikelihood (Davidian and Giltinan, 1995) . Regarding asymptotic variance-covariance of variance components, they are based on an inverse Hessian matrix. Brief information about this was already given in a third estimation method whenˆ (θ REPL ) was introduced.
Confidence Interval for ICC: Beta-Approach
The distribution of the ICC estimator is approximated with a beta distribution, IĈC ∼ Beta(a, b) with parameters a > 0 and b > 0. If IĈC is an estimate of the mean andτ 2 IĈC is an estimate of the variance of IĈC, the method of moment estimates for a and b become: Demetrashvili et al. (2014) proposes the use of first-order Taylor expansion for the variance of IĈC: The approximate 100%(1 − α) confidence interval on the ICC in (3) using the beta distribution is now given by the lower and upper confidence limits:
(q) the qth-quantile of the Beta(a, b) distribution.
Note that the parameter estimatesâ andb are somewhat altered when the ICC is estimated by zero (see details in Demetrashvili et al., 2014) .
Confidence Interval for Transformed ICC: Delta
Method The large sample approximation or the delta method can be considered as an alternative approach to our beta-approach. Since the distribution of the IĈC is known to be skewed, we conducted the delta method on a transformed ICC, namely η = ln(σ (7) combined with a t-value with (I − 1) degrees of freedom to construct the approximate 100%(1 − α) confidence interval on η. For an ICC estimate equal to zero, no confidence interval is calculated.
Confidence Interval for ICC: Bootstrap Method
We employed the nonparametric percentile bootstrap as another alternative to our beta-approach. We investigated the coverages of bootstrap confidence intervals under three resampling strategies. Namely, we (1) resampled entire studies by maintaining the subjects within studies, (2) resampled all observations by ignoring the grouping structure of the studies, (3) resampled entire studies and then resampled subjects within the studies (two-stage resampling). In all three strategies the resampling was done with replacement and with equal probability from the study data set to create a bootstrap data set of the same size.
Simulation Study
Settings
The simulation study reports three parts. In a first part, we investigate the bias in estimating the ICCs. In a second part, we examine the coverage probabilities (CP) of the proposed betaapproach for the four estimation methods. In a third part, we investigate the coverages of the alternative approaches. All parts are conducted for the same sets of variance components and sample sizes.
For variance components the following parameters are specified: the variance component for study is set at σ bution, x ∼ Uniform(1,maxd), where maxd is the maximum dose and it is set equal to 21. We set the maximum occupancy equal to β 1 = 0.8 and the dose for half-maximum occupancy ED 50 equal to β 2 = 16. We simulated the data according to nonlinear mixed effects model using the formula: y ij = (β 1 x ij )/(β 2 + x ij ) + σ S z i + σ P z ij with z i and z ij mutually independently distributed from a standard normal distribution, ignoring the log-transformation from our case study. Below we only show the results for the set of pairs with small sample sizes.
Results: Bias
Biases of ICC using four estimation methods are depicted in Figure 3 . Note that the ML and GEE2 differ only in the calculation of the standard errors and do not differ in parameter estimates. Results show that in most cases the estimates of ICC are biased downwards using all estimation procedures. The bias is generally larger using ML/GEE2 procedure than using two-step procedures. The bias is smallest using two-step iterative estimation method of Vonesh. Differences between the biases of estimators are more prominent for small sample sizes (e.g., (5, 6), (5, 8) , (8, 5)).
Results: Coverages of Beta-Approach
With all estimation approaches the number of simulations is 10,000 except when we implemented %NLINMIX. With %NLINMIX we carried out 1000 simulations (due to capacity of our computer). The marginal CPs for the two-sided 95% confidence intervals using the beta-approach are presented in Table 3 . Results show that ML, and particularly GEE2 lead to poor coverages. In contrast, both two-step procedures lead Table 3 Marginal coverage probabilities for two-sided 95% confidence intervals using beta-approach 
Results: Coverages of Bootstrap and Delta Method
To compare the coverages demonstrated by the beta-approach to the ones produced by the bootstrap and the delta method, we conducted the simulation studies using the settings described in Section 4.1. We conducted B = 999 bootstrap replications for 100 simulations and applied only the two-step NLS&REML estimation method (due to its speed and accuracy). The CPs for two-sided 95% confidence intervals on ICCs using nonparametric percentile bootstrap are presented in Table 4 . Clearly, the two single-stage resampling strategies lead to liberal CPs, and the two-stage resampling strategy leads to conservative CPs. Consequently, none of the resampling strategies in combination with the percentile method work satisfactorily to obtain accurate confidence intervals under the investigated settings. In Table 4 , we also present the coverages from 10,000 simulations for two-sided 95% confidence intervals on η using the delta method. For the delta method we present the marginal and conditional CP on η in Table 4 . Conditional coverages exclude all those simulations in which the η was undefined. The marginal coverages contain all simulations counting the undefined estimates for η as being non-covered. Results show that the delta method produces poor coverages for the investigated small sample sizes. They are conservative for the conditional coverages and liberal for the marginal coverages. Only for pairs (10,10) did the conditional coverages start to approach the nominal 95%. We also observe that for this pair the conditional CPs approach the marginal CPs for higher ICCs. Clearly, the number of simulations with a zero ICC estimate vanishes with an increase in ICC and sample size. With higher numbers of studies and patients (≥30), the results using the delta method with ML estimation method become more accurate (not shown here).
Case Study (continued)
Recall that in Section 1, for every antipsychotic we assessed the heterogeneity of multiple studies involved. In this section, we provide and interpret the confidence intervals for ICCs produced using the beta-approach with the best two estimation methods. The confidence intervals along with their widths are presented in Table 5 . Results show that these two estimation methods lead to almost identical confidence limits.
The heterogeneity for haloperidol is substantial. This implies that one group of patients from one study have a tendency to fall on one side of the estimated curve and another group on the other side. For a clinician it becomes more complicated to select the correct dose, since the clinician would either over-dose or under-dose the patients. For clozapine, the heterogeneity is very small, which means that the curve would indicate the correct dose on average. For amisulpride this is still unknown due to moderate ICC and large confidence interval.
Discussion
To quantify the impact of heterogeneity and its extent on the meta-analysis, it is important to have an accurate estimate of ICC and its confidence interval. In this article, we applied the generic beta-approach to construct a confidence interval of ICC for nonlinear mixed effects models with an additive random effects structure. We examined the coverages of the betaapproach using four estimation methods: ML, GEE2, NLS in combination with REML (in iterative and non-iterative way). We also studied the biases of ICC estimators with these four methods. We compared the beta-approach with two alternative generic approaches used for the construction of confidence intervals: the delta method and bootstrapping.
The most accurate estimation method in terms of bias in the ICC is the two-step iterative approach. The largest bias is demonstrated by ML/GEE2 in most cases. Concerning the coverages of the confidence intervals using the beta-approach, both two-step approaches (iterative and non-iterative) provide equally accurate results. The semi-parametric method of moments (GEE2) provides highly inaccurate coverages. Even though the ML provides better coverages than GEE2 overall, it is still quite unsatisfactory in combination with the betaapproach. To summarize the results of the alternative methods, neither bootstrap with any of the resampling strategies nor the delta method is recommended for computation of confidence intervals of ICCs, in particular for small sample sizes.
Limitations of our beta-approach is that it is intended for ICCs of the form, . Concerning the estimation methods, an iterative two-step estimation method is computationally expensive. In contrast, the noniterative estimation method is fast but the properties of the estimators are unknown. A strength of the beta-approach is that it can be applied to any additive variance components model with balanced and unbalanced designs for linear models (Demetrashvili et al., 2014) , and now also for nonlinear mixed effects regression models. Another strength is the existence of a closed-form expression, which makes sample size calculation feasible when a certain length for the confidence interval on ICC is required. Furthermore, it works particularly well for grouped (or dependent) data when the number of groups and the number of subjects per group is limited. Finally, the beta-approach also provides the confidence intervals for zero ICC estimates, which is not provided by the delta method.
The percentile bootstrap method with three resampling strategies did not work appropriately in our case. However, there are more options that could have been explored, either with respect to resampling strategies for clustered data or the computation of bootstrap confidence intervals. Some of these alternative options are described for instance in Ukoumunne et al. (2003) and Field and Welsh (2007) . We did not examine widely used, but computationally expensive bias-corrected accelerated percentile method proposed by Efron (1987) either. It is not obvious whether these alternative bootstrap methods would perform better uniformly since bootstrapping the repeated measures is not straightforward (see Davison and Hinkley (1997) on pp. 100-102 and the discussion of Demetrashvili et al. (2014) ). Given these points, more research should be conducted on bootstrap methods for grouped data.
In our work, we applied the delta method to only one particular form of transformation, namely η = ln σ 2 S − ln σ 2 P . However, there are other alternatives, like the well-known Fisher's Z-transformation. It is expected though that Fisher's normalizing transformation may lead to conservative coverages since this was demonstrated for ICC's in one-way balanced and unbalanced random effects models with small and moderate sample sizes (see Donner and Wells, 1986; Demetrashvili et al., 2014) .
In conclusion, the beta-approach in combination with either two-step estimation methods is recommended for the computation of a confidence interval for ICC in a nonlinear mixed effects model, particularly for the mix of small sample sizes.
