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Abstract
In this thesis we investigate certain types of monomial ideals of polynomial
rings over fields. We are interested in minimal free resolutions of the ideals
(or equivalently the quotients of the polynomial ring by the ideals) considered
as modules over the polynomial ring. There is no simple method of finding
such resolutions but there are formulae for finding the Betti numbers (part of
the information which comprises a minimal free resolution) of certain types
of monomial ideals.
Even with these formulae it is not in general possible to find especially explicit
or useful descriptions of the Betti numbers. However we restrict our attention
to those ideals which are generated by square free monomials of degree 2.
The purpose of this is to associate these ideals with graphs. This provides
a link between algebraic objects, the monomial modules, and combinatorial
objects, the graphs. From this correspondence we define as new numerical
invariants of graphs Betti numbers and projective dimension. This allows
us to find results about the Betti numbers and projective dimensions of
monomial modules by using combinatorial properties of graphs.
We find explicit descriptions of the Betti numbers of particular families of
monomial modules by using this link to such families of graphs as complete,
complete bipartite graphs and cycles and the combinatorics of these graphs.
We also draw conclusions about the projective dimensions of certain graph
ideals (such as lower bounds) using this correspondence. We also look briefly
at an alternative approach to finding free resolutions using cellular resolu-
tions.
In the case of tree ideals we find a method of describing the Betti numbers in
terms of the Betti numbers of ideals associated to subtrees. This also leads
vto a description of the projective dimension of a tree ideal in terms of the
projective dimensions of these subtree ideals.
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Introduction
1.1 Introduction
In this thesis we will study graphs in association with algebraic objects. For
any (finite, simple) graph we will define a module over a polynomial ring.
The intention is to find information about combinatorial objects, i.e., graphs,
by studying the corresponding algebraic objects and vice versa.
We do this by considering minimal free resolutions of modules. In general
finding such resolutions may not be practical. However it will be useful to
examine segments of the information which constitutes minimal free resolu-
tions, namely Betti numbers and projective dimensions.
In the first chapter we will describe precisely the objects we will be using
and some of the machinery we will be requiring. In the second chapter we
investigate the projective dimension of a graph. This is a numerical invariant
of a graph defined via the associated module. We then go on to show that
the Betti numbers of certain families of graphs, complete, complete bipartite
1
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and cycles can be computed explicitly. Finally we examine the Betti numbers
of trees and find a recursive formula for their calculation.
1.2 Graphs and Graph Ideals
(1.2.1) Definition: A graph G is a collection of vertices, which we will
often write as x1, . . . , xn (or sometimes for simplicity as just 1, . . . , n) and
say G has vertex set V (G) = {x1, . . . , xn} (or {1, . . . , n}) along with a set
of edges E(G) ⊆ V (G) × V (G). If {xi, xj} ∈ E(G) we will say xi and xj
are joined by an edge. Graphs will be represented pictorially in the obvious
way. For example, let G be the graph with vertices x1, x2, x3, x4 and edges
{x1, x2}, {x1, x4}, {x2, x3}, {x3, x4}, {x2, x4}.
x4 x3
x2x1
(1.2.2) Definitions:
(i) We will say that two vertices in a graph are neighbours if and only if
they are joined by an edge.
(ii) A graph in which no vertex is joined to itself by an edge is said to be
simple.
(iii) A finite graph is one with finitely many vertices and finitely many edges.
(iv) The degree of a vertex is the number of edges to which it is joined.
(v) The degree of a graph is the maximum of the degrees of its vertices.
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(vi) A terminal vertex is a vertex which is connected to at most one other
vertex.
(vii) A subgraph G′ of the graph G is a graph such that V (G′) ⊆ V (G) and
E(G′) ⊆ E(G).
(viii) Let G be a graph with the vertex set V = {x1, . . . , xn}. For W ⊆ V
we define the induced subgraph of G with vertex set W to be the graph
with vertex set W which has an edge between any two vertices if and
only if there is an edge between them in G.
For example, if G is as in definition (1.2.1) and W = {x1, x2, x4} then
the induced subgraph of G with vertex set W is
x4
x2x1
(ix) A path from a vertex x1 to a vertex xn is a sequence of edges,
{x1, x2}, {x2, x3}, . . . {xn−1, xn}.
Such a path is a cycle if x1, x2, . . . , xn−1 are distinct and x1 = xn.
(x) A graph will be said to be connected if any two of its vertices are joined
by a path of edges. A connected component is a maximal connected
subgraph.
(xi) If a ∈ V (G) then G \ {a} will denote the subgraph of G which has
vertex set V (G) \ {a} and all the edges of G which do not feature a.
(xii) If e = {x, y} ∈ E(G) then G \ e will denote the graph with the same
vertex set as G and edges E(G) \ e.
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(xiii) A tree is a connected graph with no cycles.
(xiv) A forest is a graph whose connected components are all trees.
Henceforth we will simply say ‘graph’ to mean a simple, finite graph with at
most one edge between any two edges, as all graphs discussed in this thesis
will be of this type.
Given any graph we will associate with it a polynomial ring and a monomial
ideal (that is an ideal generated by monomials) of that ring as follows:
(1.2.3) Definition: For a graph G on vertices x1, . . . , xn and a field k we
define Rk(G) to be the polynomial ring over k in the in n indeterminants
which we will also call x1, . . . , xn, i.e., Rk(G) = k[x1, . . . , xn], where k is any
field, and we define I(G) to be the monomial ideal of Rk(G) generated by
{xixj | {xi, xj} is an edge of G}. We call I(G) the graph ideal of G.
(1.2.4) Remark: Every monomial ideal of Rk = k[x1, . . . , xn] which is
generated by square free monomials of degree 2 may be interpreted as a
graph ideal. If I = 〈xi1xj1 , . . . , xisxjs〉 ⊆ Rk then I = I(G) where G is the
graph with vertices x1, . . . , xn and edges {xi1 , xj1}, . . . , {xis, xjs}. Note that
not all of the vertices necessarily feature in any edge, i.e., G may have some
isolated vertices.
(1.2.5) Definition: Let V = {v1, . . . , vn} be a finite set. A simplicial
complex Γ on V is a set of subsets of V such that {v1}, . . . , {vn} ∈ Γ and if
F ∈ Γ and G ⊆ F then G ∈ Γ. The elements of Γ are called faces and a
face F has dimension dimF = |F | − 1 and the dimension of Γ, dimΓ, is the
maximum of the dimensions of its faces.
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(1.2.6) Definition: Let Γ be a simplicial complex with vertex set {x1, . . . , xn}.
Let R(Γ) = k[x1, . . . , xn], for a field, k. The Stanley-Reisner ideal of Γ,
denoted by I(Γ), is the ideal of R(Γ) generated by all squarefree monomi-
als xi1 . . . xij such that there is no face of Γ with vertices xi1 , . . . , xij . The
Stanley-Reisner Ring (or face ring) of Γ is defined to be the quotient ring
k[Γ] = R(Γ)/I(Γ).
(1.2.7) Remark: Note that I(G) = I(∆(G)), the Stanley-Reisner ideal of
the simplicial complex ∆(G) which has faces
{
{xi1 , . . . , xil} | no {xij , xik} is an edge of G
}
.
Consequently graph ideals are a special case of Stanley-Reisner ideals and we
will henceforth write k[∆(G)] for Rk(G)/I(G). We attempt to use the combi-
natorial properties of graphs to understand some of the algebraic properties
of the associated ideals and vice versa.
1.3 Minimal Free Resolutions
We now define resolutions of modules and in particular minimal free reso-
lutions. For a graph G we will be interested in resolutions of k[∆(G)] con-
sidered as an Rk(G)-module. These resolutions and parts of the information
they contain, such as Betti numbers and projective dimensions, will be of
significant importance in what follows.
(1.3.8) Definition: A free resolution of an R- module M is a complex of
free modules
F : . . .
ϕn−1
−−−→ Fn
ϕn
−→ . . .
ϕ2
−→ F1
ϕ1
−→ F0
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which is exact and is such that cokerϕ1 = M . It is also a graded free
resolution if R is a graded ring, the Fi are graded free modules and the maps
are homogeneous of degree 0. A finite free resolution of length n is one in
which Fi = 0 for all i > n+ 1 but F0, . . . , Fn are all non zero. If
F : . . .
ϕn−1
−−−→ Fn
ϕn
−→ . . .
ϕ2
−→ F1
ϕ1
−→ F0
and
G : . . .
ψn−1
−−−→ Gn
ψn
−→ . . .
ψ2
−→ G1
ψ1
−→ G0
are free resolutions of M such that for all n there exists an isomorphism of
modules, θn : Fn → Gn, and for all n we have θn−1ϕn = ψnθn then F and G
will be said to be isomorphic resolutions.
(1.3.9) Remark: We will sometimes describe a free resolution ofM slightly
differently from the above and say that an exact sequence with free modules
F0, . . . , Fn, . . . ,
F : . . .
ϕn−1
−−−→ Fn
ϕn
−→ . . .
ϕ2
−→ F1
ϕ1
−→ F0
ϕ0
−→M → 0
is a free resolution of M .
We shall focus our attention on minimal free resolutions.
(1.3.10) Definition: A minimal finite free resolution of an R-module M is
one with the smallest possible length and smallest possible rank for each of
the free modules. Minimal resolutions are unique up to isomorphism. The
rank of the ith free module in a minimal resolution is called the ith Betti
number of M .
The following theorem guarantees the existence of graded finite resolutions
of the types of modules in which we are interested.
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(1.3.11) Theorem: (Hilbert Syzygy Theorem) Let R = k[x1, . . . , xn].
Every finitely generated graded R-module has a graded finite free resolution,
of length no more than n, by finitely generated free modules.
We can use this idea of minimal free resolutions to define new numerical
invariants of graphs, using Betti numbers and also projective dimension.
(1.3.12) Definition: The projective dimension of a module M , pd(M), is
the length of its minimal resolution (or ∞ if it has no finite resolution). We
define the projective dimension of a graph G to be the projective dimension
of the Rk(G)-module k[∆(G)], and we will write pd
k(G) = pd(k[∆(G)]).
The projective dimension of a graph will in general be dependent on the
characteristic of our choice of the field k. However in many cases we will see
that it is independent. If this is the case we will simply write the projective
dimension of G as pd(G). Results about the projective dimension of a graph
are examined in chapter 2.
(1.3.13) Remark: When we are investigating minimal free resolutions of
graph ideals it does not matter which of the Rk(G)-modules I(G) and k[∆(G)]
we consider. This is because there is a bijective correspondence between min-
imal free resolutions of I(G) and minimal free resolutions of k[∆(G)]. That
is to say
F · · · → Fn → · · · → F1
is a minimal free resolution of I(G) if and only if
F′ · · · → Fn → · · · → F1 → R
is a minimal free resolution of k[∆(G)]. Note that this implies pd(k[∆(G)]) =
pd(I(G)) + 1.
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1.4 Graded Betti Numbers
Now we examine more closely Betti numbers by considering N-graded and
Nn-graded Betti numbers. We may also describe Betti numbers in terms
of Tor. For an Nn-graded module M over R = k[x1, . . . , xn] , tensoring a
minimal free resolution of M ,
0→ Rβh → · · · → Rβ1,
with k (considered as an R-module via k ∼= R/〈x1, . . . , xn〉) produces a com-
plex
0→ kβh → · · · → kβ1
where all the maps are zero. Taking ith homology of this complex we obtain
βi(M) = β
k
i (M) = dimk Tor
R
i (k,M).
For a (simple, finite) graph G we may write the minimal free resolution of
k[∆(G)] as
0→ Rβh → · · · → Rβ1 → Rβ0
where R = Rk(G), βi(k[∆(G)]) = dimk(Tor
R
i (k[∆(G)], k)) and βh 6= 0. Note
that β0(k[∆(G)]) = 1. Observe that here we have pd
k(G) = pd(k[∆(G)]) =
h (and so pdk(I(G)) = h − 1). Note also that TorRi (k[∆(G)], k) inherits
the Nn- grading. For a ∈ Nn let (TorRi (k[∆(G)], k))a denote the a graded
component. This allows us to define Nn-graded Betti numbers and N-graded
Betti numbers which will in some circumstances be easier to handle than the
total Betti numbers.
(1.4.14) Definition: For a ∈ Nn the ith Betti number of degree a of R/I
is
βki,a = dimk(Tor
R
i (R/I, k))a.
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For d ∈ N the ith Betti number of degree d of R/I is
βki,d =
∑
|a|=d
dimk(Tor
R
i (R/I, k))a =
∑
|a|=d
βki,a
where, for a = (a1, . . . , an) ∈ Nn, |a| = a1 + · · ·+ an.
It will often be convenient to consider these graded Betti numbers and recover
the (total) Betti numbers by noting that
βki =
∑
d∈N
βki,d =
∑
a∈Nn
βki,a.
(1.4.15) Definition: We will write βki (G) = β
k
i (k[∆(G)]) and say this is
the ith Betti number of the graph G. We will use similar terminology for N-
and Nn- graded numbers of k[∆(G)].
(1.4.16) Remark: The Betti numbers are in general going to be dependent
on the characteristic of the field k. However we shall see later that for
many of the families of graphs we deal with (cycles, complete graphs and
trees, for example) the Rk(G)-module k[∆(G)] has Betti numbers which are
independent of the choice of k. When this is this case we will simply write
βi(G), βi,d(G) and βi,a(G) for the ith Betti numbers of G (where d ∈ N and
a ∈ Nn).
1.5 Hochster’s Formula
We now present a result of Hochster’s which relates the Betti numbers of
the Stanley-Reisner ring k[∆] (considered as a module over k[x1, . . . , xn]) to
the simplicial homology of ∆. This will be of much use when calculating
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the Betti numbers of graph ideals. More extensive details may be found in
[BCP] or [MS]. We first introduce the following simplicial complex.
(1.5.17) Definition: Let I be a monomial ideal of R = k[x1, . . . , xn]. For
b ∈ Nn, define
Kb(I) = {F ⊆ {1, . . . , n} | x
b−F ∈ I}.
Each face F ∈ Kb(I) is identified with its characteristic vector in {0, 1}
n,
i.e., F is identified with the element of {0, 1}n which has jth component 1 if
and only if j ∈ F for j = 1, . . . , n. Therefore if b = (b1, . . . , bn) then the jth
component of b− F is bj − 1 if j ∈ F and bj if j /∈ F .
The Betti numbers of I can be found from Kb(I) as follows.
(1.5.18) Theorem: [BCP] The Nn-graded Betti numbers of I are
βi,b(I) = dimk H˜i−1(Kb(I); k).
Proof: We use the Koszul complex K• which is a minimal free resolution
of the R-module k ∼= R/〈x1, . . . , xn〉.
K• : 0→ ∧
nV → · · · → ∧1V → ∧0V → 0,
where V = {λ1x1 + · · · + λnxn | λ1, . . . , λn ∈ k}. The Betti number βi,b =
dimk(Tor
R
i (I, k))b may be found by taking the ith homology of the degree b
part of the complex
I ⊗K• : 0→ I ⊗ ∧
nV → · · · → I ⊗∧1V → I ⊗∧0V → 0.
There is a basis of (I ⊗ ∧iV )b which consists of all the elements
xb/xj1 · · ·xji ⊗ xj1 ∧ · · · ∧ xji
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such that xb/xj1 · · ·xji ∈ I. There is a one to one correspondence between
these expressions and the (i − 1)-faces {j1, . . . , ji} of Kb(I). We see that
(I⊗K•)b is the augmented chain complex of Kb(I) and hence that βi,b(I) =
dimk H˜i−1(Kb(I); k). 
We now introduce the Alexander dual of a simplicial complex.
(1.5.19) Definition: Let ∆ be a simplicial complex with vertex set [n] =
{1, . . . , n}. The Alexander Dual, ∆∗, is defined to be the simplicial complex
with faces
{F ⊆ {1, . . . , n} | {1, . . . , n} \F is not a face of ∆} .
(1.5.20) Definition: Let ∆ be a simplicial complex with vertex set {1, . . . , n}
and let V ⊆ {1, . . . , n}. The restriction of ∆ to V is the subcomplex of ∆
∆V = {F ∈ ∆ | F ⊆ V }.
If b ∈ {0, 1}n then the restriction of ∆ to b is ∆b = ∆V where V is the
subset of {1, . . . , n} identified with b, i.e., if b = (b1, . . . , bn) then j ∈ V if
and only if bj = 1.
When I is a squarefree monomial ideal, i.e., when R/I = k[∆] for some
simplicial complex ∆ theorem (1.5.18) may be reformulated as follows.
(1.5.21) Theorem: [H](Hochster’s Formula) Let k[∆] = R(∆)/I(∆) be
the Stanley-Reisner ring of the simplicial complex ∆. The non-zero Betti
numbers of k[∆] are only in squarefree degrees b and may be expressed as
βi,b(k[∆]) = dimk H˜|b|−i−1(∆b; k).
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Hence the ith total Betti number may be expressed as
βi(k[∆]) =
∑
V⊆{1,...,n}
dimk H˜|V |−i−1(∆V ; k).
Proof: Let b = (b1, . . . , bn). If bj > 1 for some j then Kb(I) is a cone
over j and therefore βi,b(k[∆]) = βi−1,b(I) = dimk H˜i−2(Kb(I); k) = 0 by
Theorem (1.5.18). If b ∈ {0, 1}n and V is the subset of {1, . . . , n} identified
with b (i.e., if b = (b1, . . . , bn) then j ∈ V if and only if bj = 1) then ∆b
is the Alexander dual of Kb(I). i.e., F ∈ Kb(I) ⇐⇒ x
b−F ∈ I ⇐⇒
F ⊆ V and V \ F /∈ ∆ ⇐⇒ F ∈ (∆b)
∗. We now use the fact that,
for any simplicial complex X with m vertices H˜i(X; k) ∼= H˜m−i−3(X
∗; k)
along with Theorem (1.5.18) to obtain βi,b(k[∆]) = dimk H˜i−2(Kb(I); k) =
dimk H˜|b|−i−1(∆b; k). The total Betti number is found by summing over all
squarefree vectors, noting there is a one to one correspondence between these
vectors and subsets of {1, . . . , n}. 
Hochster’s formula can be used to find explicit descriptions of the Betti num-
bers of k[∆(G)] when the simplicial complex ∆(G) has reduced homology
which is easily understood. In chapter 5 will we see this is the case for
complete and complete bipartite graphs. For other types of graphs it will
be necessary to use Theorem (1.5.23). This is a reformulation of Theorem
(1.5.21) (see [ER] for further details) in terms of reduced homology of new
simplicial complexes arising from ∆.
(1.5.22) Definition: The link of a face F of ∆, Link∆F , is the simplicial
complex consisting of all faces, G, which satisfy
(i) G ∈ ∆;
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(ii) G ∪ F ∈ ∆;
(iii) G ∩ F = ∅.
(1.5.23) Theorem: [ER] The N-graded Betti numbers of k[∆] may be ex-
pressed by
βi,d(k[∆]) =
∑
F∈∆∗,|F |=n−d
dimk H˜i−2(Link∆∗F ; k),
and the total Betti numbers by
βi(k[∆]) =
∑
F∈∆∗
dimk H˜i−2(Link∆∗F ; k).
Proof: We use Hochster’s formula (1.5.21),
βi,d(k[∆]) =
∑
|b|=d
dimk H˜|b|−i−1(∆b; k).
For b appearing in this sum, with b corresponding to τ ⊆ {1, . . . , n}, let
F = {1, . . . , n}\τ (so |F | = n−d). If τ is a face of ∆ then ∆τ is a simplex and
will have no reduced homology. Hence it may be assumed that τ is not a face
of ∆. From the definition (1.5.19) we see that F is a face of ∆∗. It is there-
fore enough to show that H˜i−2(Link∆∗F ; k) ∼= H˜|τ |−i−1(∆τ ; k). This follows
as the complexes Link∆∗F and (∆τ )
∗ are isomorphic and H˜i−2((∆τ )
∗; k) ∼=
H˜|τ |−i−1(∆τ ; k). The total Betti number is found by summing all graded
Betti numbers. 
The above theorem finds Betti numbers from the reduced homology modules
of links of faces of the Alexander Dual. For graph ideals we will see later (in
chapter 6) how we can find a correspondence between the subgraphs and the
links of faces of the Alexander dual.
Chapter 2
Projective Dimension
2.1 Projective Dimensions of Subgraphs
In this chapter we look at various properties of the projective dimension of
graphs, as defined in (1.3.12).
(2.1.1) Remark: It is worth noting that there really are graphs whose
Betti numbers (and so projective dimension) depend on the characteristic of
the choice of field.
(2.1.2) Definition: Let Γ be a simplicial complex. The barycentric subdi-
vision of Γ is a simplicial complex which has as vertices the non-empty faces
of Γ and faces {{f1, . . . , fr}|f1, . . . , fr ∈ Γ and f1 ⊂ f2 ⊂ · · · ⊂ fr}.
(2.1.3) Example: We show here how to construct a graph with Betti
numbers dependent on char k. Let Γ be the simplicial complex shown in
figure 2.1, see [BH] p.236. This is a triangulation of the real projective plane
14
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P2. The 1st reduced homology module of this is
H˜1(P
2; k) =

 k if char k = 20 if char k 6= 2.
We now form a new simplicial complex ∆ by taking the barycentric subdi-
x1 x2
x3 x3
x2 x1
x4 x5
x6
Figure 2.1: Γ
vision of Γ. We may write ∆ = ∆(G) where G is the graph with the same
vertices as ∆, that is the faces of Γ, and edges {f, g} where f, g ∈ Γ with
f * g and g * f . This Graph has 31 vertices. We now consider the 29th Betti
number of degree 31 using the formula of (1.5.21). Let [31] = {1, . . . , 31} and
note that ∆[31] = ∆.
βk29,31(G) =
∑
V⊆[31], |V |=31
dimk H˜|V |−29−1(∆V ; k)
= dimk H˜31−29−1(∆[31]; k)
= dimk H˜1(∆; k)
= dimk H˜1(P
2; k)
=

 1 if char k = 20 if char k 6= 2.
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We now investigate how the projective dimension of a graph is affected by
some simple transformations of the graph, such as deleting an edge. In what
follows G is a graph on n vertices and Rk(G) = k[x1, . . . , xn].
(2.1.4) Proposition: Let G be a graph with an edge e = {a, b} such that b
is a terminal vertex. Then pdk(G \ {b}) 6 pdk(G).
Proof: First note that V (G) ⊇ V (G \ {b}) = V (G) \ {b}. Let p = pdk(G \
{b}). We now use Theorem (1.5.21) to see that
βp(G) =
∑
W⊆V (G)
dimk H˜|W |−p−1(∆W ; k)
>
∑
W⊆V (G)\{b}
dimk H˜|W |−p−1(∆W ; k)
= βp(G \ {b}) 6= 0.
Therefore we may conclude that pdk(G) > pdk(G \ {b}). 
Here we supply an example to show that with the situation as above it is
possible either to have pd(G\{b}) < pd(G) or to have pd(G\{b}) = pd(G).
(2.1.5) Example: Let G1, G2 and G3 be the following graphs
x1 x2 x3
G1
x1 x2 x3 x4
G2
x1 x2 x3 x4 x5
G3
These graphs are all trees and we shall see later that they therefore have
projective dimension independent of the characteristic of our choice of field.
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The projective dimensions, which can be found from Corollary (7.7.35), are
pd(G1) = 2, pd(G2) = 2 and pd(G3) = 3. So we have pd(G3\{x5}) < pd(G3)
and pd(G2 \ {x4}) = pd(G2).
(2.1.6) Remark: The above example raises further questions about the
effect that adding or deleting edges has on the projective dimension of a
graph. For instance, what happens if an edge is subdivided? By this we
mean placing a new vertex in the middle of an edge thereby replacing a
single edge with two edges. Whenever a new graph is produced in this way
is its projective dimension necessarily at least as big as that of the initial
graph? This has not be proved nor has a counter example been produced.
We now provide an example to show that this operation of subdividing an
edge can cause an arbitrarily large increase in projective dimension.
(2.1.7) Example: For r, s > 1 let G be the graph shown in figure 2.2.
We will use some facts which will be proved in chapters 5 and 9 to find the
projective dimension of G. First we note that G is a tree and so by Theorem
(9.3.15) its projective dimension is independent of the field k. We now use
Theorem (9.4.17) to obtain
pdG = max{pd(G \ {xr}), pd(G \ {x1, . . . , xr, a, b}) + (r + 1)}
= max{pd(G \ {xr}), r + 1}
(as G \ {x1, . . . , xr, a, b} is a graph with no edges)
= max{pd(G \ {xr, xr−1}), r, r + 1}
. . .
= max{pd(G \ {x1, . . . , xr}), r + 1}
= max{s+ 1, r + 1}
(by Proposition (5.4.11) as G \ {x1, . . . , xr} is the star graph Ss+1).
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a b
x1
xr
y1
ys
Figure 2.2: G
a b
x1
xr
y1
ys
c
Figure 2.3: H
Now we calculate the projective dimension of the graph formed by subdivision
of the edge {a, b}. Let H be the graph pictured in figure 2.3.
Again we note this is a tree and so has projective dimension independent of
our choice of base field for the polynomial ring R(H). By Theorem (9.4.17)
pdH = max{pd(H \ {xr}), pd(H \ {x1, . . . , xr, a, c}) + (r + 1)}
= max{pd(H \ {xr}), s+ r + 1}
(using Proposition (5.4.11) as H \ {x1, . . . , xr, a, c} is the star graph Ss)
= max{pd(H \ {xr, xr−1}), s+ r, s+ r + 1}
. . .
= max{pd(H \ {x1, . . . , xr}), s+ r + 1}.
From the first part of this example we see that pd(H \ {x1, . . . , xr}) =
max{s+ 1, 1 + 1} = s+ 1. Hence pdH = max{s+ 1, s+ r + 1} = s+ r+ 1.
CHAPTER 2. PROJECTIVE DIMENSION 19
This demonstrates that subdividing an edge can lead to a large growth in
projective dimension. In this example if we have r = s then the subdivision
of {a, b} (almost) doubles the projective dimension.
2.2 Projective Dimension of Unions of Graphs
We will now see that the projective dimension of a graph is the sum of the
projective dimensions of its connected components.
(2.2.8) Proposition: If G is the disjoint union of the two graphs G1 and
G2 then pdG = pdG1 + pdG2.
Proof: Suppose thatG1 has vertices x1, . . . , xa andG2 has vertices y1, . . . , yb.
Let
R1 = R(G1) = k[x1, . . . , xa] and I1 = I(G1) ⊆ R1,
R2 = R(G2) = k[y1, . . . , yb] and I2 = I(G2) ⊆ R2,
R = Rk(G) = k[x1, . . . , xa, y1, . . . , yb].
We now select a maximal homogeneous regular sequence, f1, . . . , fr, on R1/I1
and a maximal homogeneous regular sequence, g1, . . . , gs, on R2/I2. We now
show that the images of f1, . . . , fr, g1, . . . , gs in R form a maximal regular
sequence on the R-module R1/I1 ⊗k R2/I2. We first note that there is an
injection
R1
I(G1) + 〈f1, . . . fi−1〉
fi
−→
R1
I(G1) + 〈f1, . . . , fi−1〉
which is multiplication by fi for i = 1, . . . , r. Tensoring with the k-vector
space R2/I2 will preserve this injection as R2/I2 is a free and therefore a flat
k-module. Hence the images of f1, . . . , fr in R (in the obvious order) are a
regular sequence on R1/I1 ⊗k R2/I2. Similarly we have an injection
R2
I(G2) + 〈g1, . . . gi−1〉
gi
−→
R2
I(G2) + 〈g1, . . . , gi−1〉
.
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This injection is preserved when we tensor over k with R1/(I1+ 〈f1, . . . , fr〉).
Therefore the images in R of f1, . . . , fr, g1, . . . gs form a regular sequence on
R1/I1 ⊗k R2/I2.
We claim that this is a maximal regular sequence. Let
T1 = R1/(I1 + 〈f1, . . . , fr〉), T2 = R2/(I2 + 〈g1, . . . , gs〉)
and T = T1 ⊗k T2. As f1, . . . , fr is a maximal regular sequence on R1/I1
we have depthm1 T1 = 0 where m1 = 〈x1, . . . , xa〉 ⊆ R1. Hence m1 ⊆
ZdvR1(T1) =
⋃
P∈Ass(T1)
P. By prime avoidance and maximality of m1 we
conclude that m1 is an associated prime of T1. So there must be some non-
zero α ∈ T1 such that AnnR1α = m1. Similarly there is a non-zero β ∈ T2
such that AnnR2β = m2, where m2 = 〈y1, . . . , yb〉 ⊆ R2. We now consider
α ⊗ β ∈ T , which must be non-zero. To see this, suppose that {vi}i∈I is
a basis for the k vector space T1 and that {wj}j∈J is a basis of T2 so that
{vi ⊗wj}(i,j)∈I×J is a basis of T . We can write α⊗ β =
∑
i aivi ⊗
∑
j bjwj =∑
(i,j)(aibj)(vi ⊗ wj) 6= 0. We note that the ideal m = 〈x1, . . . , xa, y1, . . . , yb〉
of R is contained in the annihilator of α⊗β. Also AnnR(α⊗β) 6= R because
α ⊗ β 6= 0. As m is maximal we deduce that m = AnnR(α ⊗ β) and is an
associated prime of T . This is equivalent to the statement depthm T = 0 and
so we conclude that f1, . . . , fr, g1, . . . , gs is a maximal regular sequence on T .
Now we note that R1/I1 ⊗k R2/I2 ∼= R/(I1R + I2R) = k[∆(G)] and use the
formula pdM +depthM = depthS, (see [BH]), for a polynomial ring S and
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a finitely generated S-module M . We now deduce
pdk(G) = pd(R/I)
= depthR− depth(R/I)
= depthR− (depth(R1/I1) + depth(R2/I2))
= depthR− (depthR1 − pd(R1/I1) + depthR2 − pd(R2/I2))
= r + s− (r − pd(R1/I1) + s− pd(R2/I2))
= pd(R1/I1) + pd(R2/I2)
= pdk(G1) + pd
k(G2).

(2.2.9) Corollary: Let G be a graph whose connected components are
G1, . . . , Gm. The projective dimension of G is the sum of the projective di-
mensions of G1, . . . , Gm, i.e., pd(G) =
∑m
j=1 pd(Gj).
Proof: This follows from Proposition (2.2.8). We can write G as the disjoint
union of the two graphs G1 and (G2∪· · ·∪Gm) to see that pd(G) = pd(G1)+
pd(G2 ∪ · · · ∪Gm). Carry on in this way to obtain pd(G) = pd(G1) + · · ·+
pd(Gm). 
The Hilbert Syzygy Theorem (1.3.11) provides a useful bound for the pro-
jective dimension of the modules in which we shall be interested. The ideal
I(G) is homogeneous with respect to the Nn-grading on Rk(G). (i.e. xi has
degree ei, the ith standard basis vector of Zn). This grading is inherited
by the Rk(G)-module k[∆(G)]. The Hilbert Syzygy Theorem guarantees the
existence of finite free resolutions of k[∆(G)]. In particular it guarantees
the existence of finite free resolutions of length no larger then the number
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of vertices of G and so the projective dimension can be no larger than the
number of vertices of G. i.e., it ensures that pdk(G) 6 |V (G)|.
Chapter 3
Cellular Resolutions
In this chapter we consider cellular resolutions of monomial ideals. Typically
these are far from minimal. We show that even for some apparently simple
graph ideals there may be no minimal cellular resolution.
We now briefly describe this construction. For a more detailed account see
[BS] and [BPS].
3.1 Definition of Cellular Resolutions
Let R = k[x1, . . . , xn] and let M be a monomial ideal over R with generating
set {mj = x
aj | j ∈ J}, for some index set J .
Let X be a simplicial complex with vertex set J and an incidence function
ε(F, F ′) on pairs of faces. The function ε takes values in {0, 1,−1}, is such
that ε(F, F ′) = 0 except when F ′ is a facet of F , ε({j}, ∅) = 1 for all j ∈ J ,
and
ε(F, F1)ε(F1, F
′) + ε(F, F2)ε(F2, F
′) = 0
23
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for any codimension 2 face F ′ of F and F1 and F2 are the facets of F which
contain F ′. The cellular complex FX is the R-module ⊕F∈X,F 6=∅RF where
RF is the free R-module with one generator F in degree aF with differential
∂F =
∑
F ′∈X,F ′ 6=∅
ε(F, F ′)
mF
mF ′
F ′.
(3.1.1) Definition: The degree of a face F of the complexX is the exponent
vector of the monomial mF := lcm{mj | j ∈ F}. Let  be the partial
order on Zn where (α1, . . . , αn)  (β1, . . . , βn) if and only if αi 6 βi for all
i = 1, . . . , n. We define Xα to be the subcomplex of X on the vertices of
degree  α.
(3.1.2) Proposition: [BS] The complex FX is a free resolution of M if and
only if Xb is acyclic over k in all degrees b. If this is the case then FX is
called a cellular resolution of M .
Typically we may find many possible cellular resolutions for graphs ideals.
Unfortunately there may be no cellular resolution for a graph ideal which is
also a minimal resolution, as the following example demonstrates.
3.2 A Graph with no Minimal Cellular
Resolution
(3.2.3) Example: We consider the cycle on four vertices C4.
Let R = R(C4). The R-module I(C4) has minimal free resolution 0→ R→
R4 → R4. We now show that there can be no simplicial complex which
provides us with a cellular resolution the same as this minimal resolution.
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4
1 2
3
Figure 3.1: C4.
a c
b
d
Figure 3.2: X.
Suppose that X is a simplicial complex which does this. As we are assuming
this gives a cellular resolution which coincides with the minimal resolution
we can see how many faces of each dimension X must have. Hence X has
four vertices, four edges and one 2-dimensional face. Therefore X must be
as shown in figure 3.2. Each vertex of X will have degree corresponding to
one of the minimal generators of I(Cn). For example suppose a has degree
(0, 1, 1, 0) (corresponding to x2x3), b has degree (1, 1, 0, 0) (corresponding
to x1x2), c has degree (0, 0, 1, 1) (corresponding to x3x4) and d has degree
(1, 0, 0, 1) (corresponding to x1x4). In this case X(1,1,0,1) is not acyclic, it is
the two disjoint vertices b and d. We will have a similar result whichever way
we assign degrees to the vertices of X. So by Theorem (3.1.2) there is no
simplicial complex which gives a cellular resolution which is also a minimal
resolution in this case.
This example suggests that the problem of finding minimal free resolutions of
graph ideals is more difficult than the problem of finding their Betti numbers.
However we may use a cellular resolution to make the following statement
about Betti numbers of a monomial ideal.
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3.3 Results about Betti Numbers Using
Cellular Resolutions
(3.3.4) Theorem: Let I be an ideal of R = k[x1, . . . , xn] which is generated
by squarefree monomials all of which have degree not exceeding d ∈ N. Then
βi,j = 0 whenever j > di.
Proof: We use Taylor’s resolution (see [BPS])). This is the cellular reso-
lution FX of I where X is the full simplex with vertex set a minimal set of
generators of I. By Proposition (3.1.2) this is a free resolution of I because
Xb is acyclic for all degrees b as X is a simplex.
We consider the N-graded degree j part of FX at the ith position. This is the
direct sum of the free R-modules generated by the (i − 1)-faces of X which
have degree j. The rank of this free module must be at least βi,j(I). Note
that a face of X has N-graded degree j if and only if it has Nn-graded degree
a = (a1, . . . , an) such that a1 + · · · + an = j. Suppose that G ∈ X is such
a face. The Nn degree of G is an element of {0, 1}n, the exponent vector of
the lowest common multiple of its vertices. At most di of the coordinates of
this vector are 1 (this is when the vertices of G are all of degree d and are
pairwise coprime). Hence the N-graded degree is at most di and so βi,j = 0
for all j > di. 
We can express the ith Betti number of degree 2i in terms of graph theoretical
properties as follows.
(3.3.5) Theorem: For i > 1 and G any graph βi,2i is the number of induced
subgraphs of G which are i disjoint edges.
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Proof: As above we let FX be Taylor’s resolution of I
FX : · · · → Fi+1
∂i+i
−−→ Fi
∂i−→ Fi−1 → · · ·
We can define the differential ∂i by
∂i{ej1, . . . , eji} =
∑i
k=1(−1)
k lcm{ej1 ,...,eji}
lcm{ej1 ,...ejk−1 ,ejk+1 ,...,eji}
{ej1, . . . ejk−1, ejk+1, . . . , eji}.
So the differential ∂i in FX ⊗R R/M , where M = 〈x1, . . . , xn〉, is defined by
∂i{ej1, . . . , eji} =
∑
(−1)k{ej1, . . . ejk−1, ejk+1, . . . , eji},
where the sum is over all edges ejk such that the vertices of ejk are in
ej1 , . . . ejk−1, ejk+1, . . . , eji. The generators of Fi in degree 2i are the sets of
i edges of G which feature 2i vertices, i.e., sets of i disjoint edges of G. The
image of such a generator in FX ⊗R R/M will be in the kernel of ∂i. If the
disjoint edges {ej1 , . . . , eji} do not form an induced subgraph of G, i.e., if
there is another edge e whose vertices are in {ej1, . . . , eji}, then it is in the
image of ∂i+1 as
∂i+1{ej1, . . . , eji, e} = {ej1, . . . , eji}.
If the disjoint edges {ej1, . . . , eji} form an induced subgraph ofG then {ej1, . . . , eji}
cannot be in the image of ∂i+1. If {ej1 , . . . , eji} were in the image of ∂i+1
then we would have ∂i+1{ej1, . . . , eji, e} = {ej1, . . . , eji} for some e which
has at least one vertex not in {ej1 , . . . , eji} since these edges form an in-
duced subgraph of G. However this implies that
lcm{ej1 ,...,eji ,e}
lcm{ej1 ,...e,...,eji}
∈ M and so
∂i+1{ej1, . . . , eji, e} is zero. Now we see that βi,2i = dimkHi(FX ⊗R/M)2i is
the number of induced subgraphs of G which are i disjoint edges.

Chapter 4
Hochster’s Theorem
In this chapter we look at some results about Betti numbers and projective
dimensions of graph ideals which are consequences of Hochster’s Theorem
(1.5.21).
4.1 Betti Numbers of Induced Subgraphs
We now see that the ith Betti number of an induced subgraph cannot exceed
the ith Betti number of the larger graph for all i.
(4.1.1) Proposition: If H is an induced subgraph of G on a subset of the
vertices of G then
βki,d(H) 6 β
k
i,d(G)
for all i.
28
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Proof: Suppose that W is the vertex set of G. The vertex set of H is W \S
for some S ⊆W . Every subset of W \ S is also a subset of W . Hence
βki,d(H) =
∑
V⊆(W \ S),|V |=d
dimkH˜|V |−i−1(∆V ; k)
6
∑
V⊆W,|V |=d
dimkH˜|V |−i−1(∆V ; k)
= βki,d(G).

(4.1.2) Corollary: If H is an induced subgraph of G then the total Betti
numbers of H do not exceed those of G.
Proof: This follows from Proposition (4.1.1) as
βki (H) =
∑
d∈N
βki,d(H) 6
∑
d∈N
βki,d(G) = β
k
i (G).

(4.1.3) Corollary: If H is an induced subgraph of G the pdk(H) 6 pdk(G).
Proof: This follows from Proposition (4.1.1) as βkp (G) > β
k
p (H) > 0 where
p = pdk(H). 
4.2 A Lower Bound for Projective Dimension
Here we find a lower bound for the projective dimensions of graphs which
depends on certain types of induced subgraph.
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(4.2.4) Definition: For a graph G let Gc denote the (simple, finite) graph
on the same vertices as G with any two vertices joined by an edge if and only
if they are not joined by an edge in G.
For example, ifG is the graph on vertices {x1, x2, x3, x4} with edges {x1, x2}, {x1, x3}
and {x3, x4} thenG
c is the graph on the same vertices with edges {x1, x4}, {x2, x3}
and {x2, x4}.
x4 x3
x2x1
x4 x3
x2x1
Figure 4.1: G and Gc
(4.2.5) Theorem: If H is an induced subgraph of G such that Hc is discon-
nected then
pdk(G) > |V (H)| − 1.
Proof: As Hc is disconnected we can choose a vertex, x1 say, in one con-
nected component of Hc and another vertex, xn say, in a different connected
component of Hc. Now suppose that ∆V (H) is connected. There must be a
path of edges of ∆V (H) from x1 to xn, i.e., there must be a sequence of edges
{x1, x2}, {x2, x3}, . . . , {xn−2, xn−1}, {xn−1, xn}
in ∆V (H). This implies that none of {x1, x2}, {x2, x3}, . . . , {xn−1, xn} are
edges of H and so they must all be edges of Hc. However this implies that x1
and xn are in the same connected component of H
c, a contradiction. Hence
∆V (H) is not connected.
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From Theorem (1.5.21)
βi(G) =
∑
W⊆V (G)
dimkH˜|W |−i−1(∆W ; k)
> dimkH˜|V (H)|−i−1(∆V (H); k)
as V (H) ⊆ V (G). When i = |V (H)| − 1 this becomes
β|V (H)|−1(G) > dimkH˜0(∆V (H); k) > 0
because ∆V (H) is disconnected. As the (|V (H)| − 1)th Betti number is non-
zero we must have
pd(G) > |V (H)| − 1.

(4.2.6) Theorem: If G is a graph such that Gc is disconnected then
pdk(G) = |V (G)| − 1.
Proof: Let p = pd(G) and let n = |V (G)|. By Theorem (4.2.5) p > n−1, as
G is certainly an induced subgraph of itself. We may use the Hilbert syzygy
Theorem (1.3.11) to see that p 6 n, as k[∆(G)] is a finitely generated graded
Rk(G)-module. Therefore the only possible values p may take are n or n−1.
Suppose it is the case that p = n and hence that βp(G) 6= 0 . Using (1.5.21)
we see that
βp(G) =
∑
V⊆[n]
dimkH˜|V |−p−1(∆V ; k).
For any V ⊆ [n] appearing in the above sum we must have |V | 6 n. If |V | < n
then |V | − p− 1 = |V | − n− 1 < −1. This implies that H˜|V |−p−1(∆V ; k) = 0.
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If, on the other hand, |V | = n (and hence ∆V = ∆(G)) then |V | − p − 1 =
|V | −n− 1 = −1. The reduced homology group H˜−1(∆; k) 6= 0 if and only if
∆(G) = ∅. However, the graph which is such that ∆(G) = ∅ is the graph with
no vertices which we do not allow. Because all the summands in the above
formula are zero we must have βp = 0, a contradiction. Hence p = n− 1.

(4.2.7) Definition:
(i) The Complete Graph, Kn, (for n > 2) is the graph on the n vertices
x1, . . . , xn which has edges {xi, xj} for all i and j such that 1 6 i <
j 6 n.
(ii) The Complete Bipartite graph, Kn,m, (n,m > 1)is the graph which
consists of vertices x1, . . . , xn, y1, . . . , ym and the edges {xi, yj} for all i
and j such that 1 6 i 6 n and 1 6 j 6 m.
(4.2.8) Corollary: Let G and H be graphs. Let Kn denote the complete
graph on n vertices and let Kn,m denote the complete bipartite graph on n+m
vertices.
(i) If Kn is an induced subgraph of G then pd(G) > n− 1.
(ii) If Kn,m is an induced subgraph of H then pd(H) > n+m− 1.
Proof: (i) The graph Kcn is disconnected (it is comprised of n isolated
vertices) so the result follows from (4.2.5).
(ii) The graphKn,m is also disconnected (it is the graph with two components,
Kn and Km) so again the result follows from (4.2.5) 
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(4.2.9) Corollary:
(i) For the complete graph on n vertices, Kn, we have pd(Kn) = n− 1.
(ii) For the complete bipartite graph on n + m vertices, Kn+m, we have
pd(Kn,m) = n +m− 1.
Proof: As we observed above Kcn and K
c
n,m are disconnected. The results
follow from (4.2.6). 
Notice that the projective dimensions of Kn and Kn,m are independent of
our choice of field. We shall see that the Betti numbers of the complete
and complete bipartite graphs are also independent of the field in the next
chapter.
Chapter 5
Complete and Bipartite Graphs
In this chapter we find explicit descriptions of the Betti numbers of com-
plete graphs, complete bipartite graphs and some related families of graphs.
In each of these cases we will see that the Betti numbers (and therefore
the projective dimensions) do not depend on our choice of base field of the
polynomial ring Rk(G).
5.1 Betti Numbers of Complete Graphs
x4
x1
x2
x3x4
x5
x3
x2
x1 x1
x2
x3
x4
x5
x6
Figure 5.1: K4, K5 and K6
The complete graph Kn is defined in (4.2.7). For a field k let R = Rk(Kn) =
34
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k[x1, . . . , xn] and
I = I(Kn) = 〈xixj | 1 6 i < j 6 n〉.
By noting that ∆(Kn) = {{1} , . . . , {n}}, the simplicial complex which is
just n isolated zero dimensional faces, and applying Theorem (1.5.21) we can
describe the Betti numbers of Kn.
(5.1.1) Theorem: The N-graded Betti numbers of the complete graph with
n vertices are independent of the characteristic of k and may be written
βi,d(Kn) =

 i
(
n
i+1
)
if d = i+ 1
0 if d 6= i+ 1.
Proof: From Theorem (1.5.21) we have
βi,d(Kn) =
∑
V⊆X,|V |=d
dimkH˜|V |−i−1(∆V ; k),
where X = {x1, . . . , xn} and ∆ = ∆(Kn) = {{x1} , . . . , {xn}}. For any
V ⊆ X, such that V 6= ∅, ∆V is a simplicial complex which comprises of iso-
lated zero dimensional faces. The only possibly non-zero reduced homology
groups for such simplicial complexes are those in the 0th position, H˜0(∆V ; k).
Because, regardless of our choice of the field k, dimkH˜0(∆V ; k) is one less
than the number of connected components of ∆ we obtain dimkH˜0(∆V ; k) =
|V | − 1. So the only contribution to βi,d(Kn) is of |V | − 1 = d − 1 whenever
d− i−1 = 0, i.e., when d = i+1. There are
(
n
d
)
=
(
n
i+1
)
choices for subsets of
X of size d, each contributing d− 1 = i to βi,d(Kn). Hence βi,d(Kn) = i
(
n
i+1
)
when d = i+ 1 and βi,d(Kn) is zero otherwise.

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(5.1.2) Corollary: The total Betti numbers of the complete graph are
βi(Kn) = i
(
n
i+ 1
)
.
Proof: This follows from (5.1.1) by summing all the N-graded ith Betti
numbers. 
(5.1.3) Remark: Note that (4.2.9) part (i) is corollary of this theorem as
βn−1(Kn) = (n− 1)
(
n
n
)
= n− 1 6= 0 but βn(Kn) = n
(
n
n+1
)
= 0.
5.2 Betti Numbers of Complete Bipartite Graphs
We now consider the complete bipartite graphs, as defined in (4.2.7).
x2
x1
y3
y2
y1
x1
x3
x2
y4
y3
y2
y1
Figure 5.2: K2,3 and K3,4
For a field k let Rk(Kn,m) = k[x1, . . . , xn, y1, . . . , ym] and
I = I(Kn,m) = 〈xiyj | 1 6 i 6 n, 1 6 j 6 m〉.
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The simplicial complex ∆(Kn,m) is the disjoint union of two simplices, one
of dimension n − 1, the other of dimension m − 1. As in the case of the
complete graph we use this simple description of the associated simplicial
complex with (1.5.21) to find the Betti numbers.
(5.2.4) Theorem: The N-graded Betti numbers of the complete bipartite
graph with n+m vertices are independent of the characteristic of k and may
be written
βi,d(Kn,m) =


∑
j+l=i+1, j,l>1
(
n
j
)(
m
l
)
if d = i+ 1
0 if d 6= i+ 1.
Proof:
Again we use Theorem (1.5.21) to see that
βi,d(Kn,m) =
∑
V⊆X∪Y, |V |=d
dimkH˜|V |−i−1(∆V ; k)
where X = {x1, . . . , xn}, Y = {y1, . . . , ym} and ∆ = ∆(Kn,m), the disjoint
union of an (n−1)-dimensional simplex and an (m−1)-dimensional simplex.
Suppose V 6= ∅. If V ⊆ X or V ⊆ Y then ∆V is a simplex and hence
has zero reduced homology everywhere. Consequently we may suppose that
V ∩ X 6= ∅ and V ∩ Y 6= ∅ and therefore ∆V is the disjoint union of two
simplices. This implies that
H˜j(∆V ; k) =

 k if j = 00 if j 6= 0.
So we will have a contribution (of 1) to βi,d(Kn,m) if and only if |V |− i−1 =
d − i − 1, i.e., if d = i + 1. Therefore the only non-zero N-graded Betti
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numbers are of the form βi,i+1 and to find their value we must count the
subsets of X ∪Y , which are disjoint from neither X nor Y , and contain i+1
elements. We obtain a suitable subset by choosing 1 element from X and i
from Y . There are
(
n
1
)(
m
i
)
subsets of this type. Similarly we may choose 2
from X and i− 1 from Y , providing a further
(
n
2
)(
m
i−1
)
, and so on to obtain
(
n
1
)(
m
i
)
+
(
n
2
)(
m
i− 1
)
+ · · ·+
(
n
i
)(
m
1
)
=
∑
j+l=i+1, j,l>1
(
n
j
)(
m
l
)
.

(5.2.5) Corollary: The total Betti numbers of the complete bipartite graph
are independent of choice of field and are
βi(Kn,m) =
∑
j+l=i+1, j,l>1
(
n
j
)(
m
l
)
.
Proof: This follows from Theorem (5.2.4) by summing the graded Betti
numbers. 
(5.2.6) Remark: Similar to the case for complete graphs, we see that
(4.2.9) part (ii) is a corollary of the above; βn+m−1(Kn,m) =
(
n
n
)(
m
m
)
= 1 and
βn+m(Kn,m) = 0.
5.3 Betti Numbers of Complete Multipartite
Graphs
We may generalize the concept of complete bipartite graphs to complete mul-
tipartite graphs and use similar methods to determine their Betti numbers.
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(5.3.7) Definition: We define the complete multipartite graph, Kn1,...,nt,
as follows. The vertices of Kn1,...,nt are x
(i)
j for 1 6 i 6 t and 1 6 j 6 ni. The
edges of Kn1,...,nt are {x
(i)
j , x
(k)
l } for all i, j, k, l such that i 6= k.
z2
z1
x2
x1
y3
y2
y1
Figure 5.3: K2,2,3
We have R = R(Kn1,...,nt) = k[x
(i)
j | i = 1, . . . , t , j = 1, . . . , ni] and
I = I(Kn1,...,nt) = 〈x
(i)
j x
(k)
l | i 6= k〉.
The simplicial complex ∆(Kn1,...,nt) is defined by its maximal faces which are{
x
(1)
1 , . . . , x
(1)
n1
}
, . . . ,
{
x
(t)
1 , . . . x
(t)
nt
}
.
i.e., ∆(Kn1,...,nt) is the disjoint union of t simplices of dimensions
n1 − 1, . . . , nt − 1.
(5.3.8) Theorem: The N-graded Betti numbers of the complete multipartite
graph Kn1,...,nt are independent of the characteristic of k and may be written
βi,i+1(Kn1,...,nt) =
t∑
l=2
(l − 1)
∑
α1+···+αl=i+1, j1<···<jl,α1,...,αl>1
(
nj1
α1
)
. . .
(
njl
αl
)
.
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and βi,d(Kn1,...,nt) = 0 for d 6= i+ 1.
Proof: Let X(i) =
{
x
(i)
j | j = 1, . . . , ni
}
for i = 1, . . . t and let X =⋃t
i=1X
(i). For ∅ 6= V ⊆ X the simplicial complex ∆V is the disjoint union of
at most t simplices. So, as in the case for bipartite graphs, the only homology
module which may possibly be non-zero is the 0th one.
dimkH˜j(∆V ; k) =

 (no. of connected components of ∆V)− 1 if j = 00 if j 6= 0.
Using Theorem (1.5.21) we see that the only possibly non-zero Betti numbers
are those of the form βi,i+1(Kn1,...,nt). We consider the contribution from
those choices of V ⊆ X for which ∆V has l connected components. The
i+ 1 elements of V must be chosen from precisely l of the sets X(1), . . .X(t).
Counting all the possibilities we obtain
∑
α1+···+αl=i+1, j1<···<jl
(
nj1
α1
)
. . .
(
njl
αl
)
such subsets of X. Each of these contribute (l−1) to βi(Kn1,...,nt). Summing
from l = 2 to t provides the result.

(5.3.9) Corollary: The total Betti numbers of the complete bipartite graph
are independent of choice of field and are
βi(Kn1,...,nt) =
t∑
l=2
(l − 1)
∑
α1+···+αl=i+1, j1<···<jl
(
nj1
α1
)
. . .
(
njl
αl
)
.
Proof: This follows from (5.3.8) by summing the graded Betti numbers. 
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5.4 Betti Numbers of Star Graphs
(5.4.10) Definition: The Star Graph, Sn, is the graph with the n + 1
vertices x, y1, . . . , yn and the n edges {x, y1}, . . . , {x, yn}.
x4
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Figure 5.4: S4, S5 and S6
Let R = k[x, y1, . . . , yn] and let I = I(Sn) = 〈xy1, . . . , xyn〉.
(5.4.11) Theorem: The Betti numbers for the star graph with n vertices,
Sn, are independent of k and may be expressed as
βi(Sn) =
(
n
i
)
.
It follows that pd(Sn) = n.
Proof: The star graph, Sn, is in fact just the complete bipartite graph K1,n.
By Theorem 5.2.4
βi(Sn) = βi(K1,n) =
∑
j+l=i+1, j>1, l>1
(
1
j
)(
n
l
)
=
(
1
1
)(
n
i
)
=
(
n
i
)

The formula of Hochster, (1.5.21), has given explicit descriptions of Betti
numbers of these particular families of graphs. This is because the simplicial
complexes associated with these graphs have had reduced homology which is
easy to understand and calculate. Typically this is not the case for a general
graph.
Chapter 6
Links of Subgraphs
In this chapter we will reinterpret Theorem (1.5.23) for graph ideals which
will make use of the structure of graphs. We first need a useful way to
describe the links of faces of the Alexander Dual. This will be achieved by
establishing a correspondence between induced subgraphs of a graph and the
faces of the Alexander Dual.
6.1 Links and Induced Subgraphs
(6.1.1) Definition: Let a1, . . . , as be subsets of the finite set V . Define
ε(a1, . . . , as;V ) to be the simplicial complex which has vertex set
⋃s
i=1(V \ai)
and maximal faces V \ a1, . . . , V \ as.
Notice that, with the above notation, the simplicial complex ε({1, 2}; {1, 2})
has no vertices and is in fact the complex which has only one face, namely
the empty set (we write this simplicial complex simply as ∅).
42
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In what follows I = I(G) will be a graph ideal (for some graph G) of the poly-
nomial ring Rk(G) = k[x1, . . . , xn], ∆ = ∆(I), the Stanley Reisner complex
of I. The field k will remain unspecified throughout this chapter. Although
as noted before Betti numbers will in general be dependent on the charac-
teristic of k, this will not affect the results which follow.
(6.1.2) Remark: We will sometimes write ∆(G) for ∆(I(G)) and ∆∗(G)
for (∆(G))∗ = (∆(I(G)))∗.
(6.1.3) Definition: For a face, F , of the simplicial complex Γ we write
Γ\F to denote the subcomplex of Γ which comprises all the faces of Γ which
do not intersect F . Note that V (Γ\F ) = V (Γ)\F (where V (−) denotes the
vertex set of a simplicial complex).
(6.1.4) Lemma: Let G be a graph with vertex set V and let ∆ = ∆(G). For
a subset F of V we have F ∈ ∆∗ if and only if V \F contains an edge of G.
Proof: This follows from the definition of ∆(G) (1.2.7) and the definition
of the Alexander Dual ∆∗(G) (1.5.19). We see that F is a face of ∆∗ if and
only if V \ F is not a face of ∆ which is in turn true if and only if V \ F
contains an edge of G. 
(6.1.5) Proposition: Let F ∈ ∆∗ = ∆∗(G). Suppose that e1, . . . , er are all
the edges of G which are disjoint from F . Then Link∆∗F = ε(e1, . . . , er;W )
where W = V (G) \ F .
Proof: We first show that the set (V (G) \ F ) \ ei is a face of Link∆∗F for
i = 1, . . . , r, using Lemma (6.1.4).
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(i) (V (G)\F )\ ei ∈ ∆
∗ because V (G)\ ((V (G)\F )\ ei) = F ∪ei contains
the edge ei of G.
(ii) ((V (G) \F ) \ ei)∪F ∈ ∆
∗ because V (G) \ (((V (G) \F ) \ ei)∪F ) = ei
contains an edge of G.
(iii) ((V (G) \ F ) \ ei) ∩ F = ∅
By (1.5.22) (V (G) \ F ) \ ei is a face of Link∆∗F . So all the maximal faces
of ε(e1, . . . , er;V (G) \ F ) are faces of Link∆∗F . As Link∆∗F is a simplicial
complex all the faces of ε(e1, . . . , er;V (G) \ F ) must be faces of Link∆∗F .
Therefore ε(e1, . . . , er;V (G) \ F ) ⊆ Link∆∗F .
Now suppose that J ∈ Link∆∗F . Therefore V (G) \ (F ∪ J) contains an edge
of G (which is disjoint from F ), i.e., it contains ei for some i ∈ {1, . . . , r}.
Also F ∩ J = ∅, so we see that J ⊆ (V (G) \ F ) \ ei which is a face of
ε(e1, . . . , er;V (G) \ F ). Hence J ∈ ε(e1, . . . , er;V (G) \ F ) and therefore
Link∆∗F ⊆ ε(e1, . . . , er;V (G) \ F ) and we conclude
Link∆∗F = ε(e1, . . . , er;V (G) \ F ).

We now show how we may associate faces of the Alexander Dual with sub-
graphs of G.
(6.1.6) Proposition: There is a bijection between the faces of ∆∗(G) and
the set of induced subgraphs of G which have at least one edge.
F ∈ ∆∗(G)
ϕ
−→ The induced subgraph of G on vertices V (G) \ F.
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Proof: Suppose that H is an induced subgraph of G and that e is an edge
of H ( we are assuming that H has at least one edge). Let F = V (G)\V (H).
Notice that F ∈ ∆∗(G) because V (G) \ F = V (G) \ (V (G) \ V (H)) = V (H)
contains the edge e of G. Now we observe that H = ϕ(F ). Therefore ϕ is
surjective.
Now suppose that F ∈ ∆∗(G) and F ′ ∈ ∆∗ are such that ϕ(F ) = ϕ(F ′) = H .
Thus H must be the induced subgraph of G on vertices V (G)\F = V (G)\F ′.
Hence F = F ′ and ϕ is injective. 
For example, let G be the following graph,
3
21
5
4
If we now consider the face F = {3, 5} of the Alexander Dual (this is so
as {1, 2, 3, 4, 5} \ F contains an edge of G). Therefore F corresponds to the
induced subgraph of G on vertices
{1, 2, 3, 4, 5} \ {3, 5} = {1, 2, 4}.
21
4
Figure 6.1: Induced subgraph of G on vertices 1,2 and 4.
We can write the link of F as
Link∆∗(G)F = ε({1, 2}, {1, 4}, {2, 4}; {1, 2, 4})
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(this is the simplicial complex which consists of three isolated vertices).
(6.1.7) Definition: Let H be an induced subgraph of the graph G. If H is
associated to the face F of the Alexander Dual as described above we write
ε(H) for ε(e1, . . . , es;V ), where e1, . . . , es are the edges of H and V is the
vertex set of V (G) \ F (or equivalently the vertex set of H).
(6.1.8) Theorem: For a graph G the N-graded Betti numbers are
βi,d(G) =
∑
H⊂G,|V (H)|=d
dimkH˜i−2(ε(H); k)
and the total Betti numbers are
βi(G) =
∑
H⊂G
dimkH˜i−2(ε(H); k)
where the sum is over all induced subgraphs of G which contain at least one
edge.
Proof: This is just Theorem (1.5.23) with the Link∆∗F replaced by ε(H)
where H is the subgraph of G associated to the face F of ∆∗ as described
above. Note that |F | = n− d ⇐⇒ |V (H)| = n− |F | = d. 
6.2 Reduced Homology of Links
We now prove a few lemmas about the reduced homology of the type of
simplicial complexes we will use later.
(6.2.9) Lemma: Let e1, . . . , et be subsets of the finite set V . Let E =
ε(e1, . . . , et;V ). If V \
⋃t
i=1 ei 6= ∅, i.e., if there is an element of V which is
in none of e1, . . . , et, then H˜i(E) = 0 for all i.
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Proof: If V \
⋃t
i=1 ei 6= ∅ then there exists some vertex common to all
maximal faces of E, i.e., E is a cone and so has zero reduced homology
everywhere. 
(6.2.10) Corollary: Let H be a graph with at least one edge and at least
one isolated vertex. Then dimk H˜i(ε(H); k) = 0 for all i.
Proof: Let a be an isolated vertex of H and let e1, . . . , er be the edges
of H . Then ε(H) = ε(e1, . . . , er;V (H)). As a ∈ V (H) \
⋃r
j=1 ej we have
dimk H˜i(ε(H); k) = 0 for all i by Lemma (6.2.9). 
(6.2.11) Lemma: Suppose the simplicial complexes E1 and E2 are defined
as follows. Let E1 = ε(e1 . . . , et;V ) and let E2 = ε(f ;V ). The intersection
may be expressed as E1 ∩ E2 = ε(f ∪ e1, . . . , f ∪ et;V ). If f ∩
⋃t
i=1 ei = ∅
then E1 ∩E2 = ε(e1, . . . , et;V \ f).
Proof: The maximal faces of E1 ∩ E2 are the intersections of the maximal
faces of E1, that is V \ e1, . . . V \ et, with the maximal face of E2, V \ f .
These are the sets V \ (ei ∪ f) for i = 1, . . . , t. Hence we may write
E1 ∩E2 = ε(f ∪ e1, . . . , f ∪ et;V ).
If f ∩
⋃t
i=1 ei = ∅ then we have
E1 ∩ E2 = ε((e1 ∪ f) \ f, . . . , (et ∪ f) \ f ;V \ f) = ε(e1, . . . , et;V \ f).

(6.2.12) Lemma: If f ⊆ g then ε(f, g, e1, . . . , et;V ) = ε(f, e1, . . . , et;V ).
Proof: The simplicial complex ε(f, g, e1, . . . , et;V ) has faces
V \ f, V \ g, V \ e1, . . . , V \ et
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and all of their subsets. If f ⊆ g then V \ g is a subset of V \ f , as are all the
subsets of V \g, so we may write the simplicial complex as ε(f, e1, . . . , et;V ).

(6.2.13) Remark: A tool which will be of much use is the Mayer-Vietoris
sequence, see [Ha] chapter 2 or [S] chapter 4. This is the long exact sequence
of reduced homology modules
· · · → H˜i(∆1 ∩∆2; k)→ H˜i(∆1; k)⊕ H˜i(∆2; k)→ H˜i(∆; k) →
→ H˜i−1(∆1 ∩∆2; k)→ H˜i−1(∆1; k)⊕ H˜i−1(∆2; k)→ H˜i−1(∆; k)→ . . .
where the simplicial complex ∆ is the union of the subcomplexes ∆1 and ∆2.
(6.2.14) Lemma: We define the simplicial complex, E, as follows. Let
E = ε({a}, e1, . . . , et;V ) where {a}, e1, . . . , et are subsets of the set V . If
a /∈
⋃t
i=1 ei then
H˜i(E) = H˜i−1(ε(e1, . . . , et;V \ {a}))
for all i.
Proof: Let ε1 = ε({a};V ) and let ε2 = ε(e1, . . . , et;V ). It is easily seen
that E = ε1 ∪ ε2. The simplicial complex ε1 is in fact just a simplex (the
|V | − 2 dimensional simplex on the vertices V \ {a}) and so has zero reduced
homology everywhere. Also we note that a ∈ V \
⋃t
i=1 ei so by Lemma (6.2.9)
H˜i(ε2) = 0 for all i. We now make use of the Mayer-Vietoris sequence
· · · → H˜i(ε1)⊕ H˜i(ε2)→ H˜i(E)→ H˜i−1(ε1 ∩ ε2)→ . . .
which becomes
· · · → 0→ H˜i(E)→ H˜i−1(ε1 ∩ ε2)→ 0→ . . .
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and therefore we have the isomorphism of reduced homology modules H˜i(E) ∼=
H˜i−1(ε1 ∩ ε2) for all i. By Lemma (6.2.11)
ε1 ∩ ε2 = ε(e1 ∪ {a}, . . . , et ∪ {a};V ) = ε(e1, . . . , et;V \ {a})
as a /∈
⋃t
i=1 ei. Therefore we conclude that
H˜i(E) ∼= H˜i−1(ε(e1, . . . , et;V \ {a}))
for all i. 
(6.2.15) Corollary: Let a1, . . . , as be s distinct elements of V and let E =
ε({a1}, . . . , {as}, e1, . . . , et;V ). If
{a1, . . . , as} ∩
t⋃
i=1
ei = ∅
then H˜i(E) = H˜i−s(ε(e1, . . . , et;V
′)), where V ′ = V \ {a1, . . . , as}, for all i.
Proof: Because aj /∈ (
⋃s
i=j+1{ai}) ∪ (
⋃t
i=1 ei) for j = 1, . . . , s we may
repeatedly apply Lemma (6.2.14) to obtain
H˜i(E) = H˜i−1(ε({a2}, . . . , {as}, e1, . . . , et;V \ {a1}))
= H˜i−2(ε({a3}, . . . , {as}, e1, . . . , et;V \ {a1, a2}))
= . . .
= H˜i−s(ε(e1, . . . , et;V
′)).

In the chapters which follow we will make use of these facts about the reduced
homology of links to investigate Betti numbers and projective dimensions of
cycles and trees.
Chapter 7
Betti Numbers of Cycles
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Figure 7.1: C4, C5 and C6
Throughout this chapter Cn will denote the cycle graph on n vertices. We
fix a field k and let R = Rk(Cn) = k[x1, . . . , xn] and let I = I(Cn) =
〈x1x2, x2x3, . . . , xn−1xn, xnx1〉. To calculate the Betti numbers of I(Cn) we
will use the formula given in (1.5.23) in the form from (6.1.8)
βki (Cn) =
∑
H⊂Cn
dimkH˜i−2(ε(H); k).
To find a more explicit description of the Betti numbers of Cn we must
consider the induced subgraphs of Cn.
(7.0.1) Remark: The use of Theorem (1.5.21) to calculate Betti numbers
of complete, complete multipartite and star graphs relied on their associated
50
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simplicial complexes being simple enough to easily understand their reduced
homology. The simplicial complex ∆(Cn) consists of subsets of the vertices
of Cn such that no two vertices are adjacent ( 1 and n are also considered
to be adjacent). The reduced homology of this complex is not so easily
comprehended so we approach the problem using the alternative formula.
7.1 Induced Subgraphs of Cycles
(7.1.2) Definition: Let W ( V = {1, . . . , n}. The induced subgraph of
Cn on the elements of W will consist of one or more connected components
which are straight line graphs. We will call such a connected subgraph which
has m vertices a run of length m.
For example, if n = 8 and W = {1, 2, 4, 5, 6} ⊆ {1, 2, 3, 4, 5, 6, 7, 8} = V (C8),
then the induced subgraph of C8 on W consists of one run of length 2 and
one run of length 3.
6 5
1 2
4
38
7
6 5
1 2
4
Figure 7.2: C8 and an Induced Subgraph.
(7.1.3) Remark: All the proper (i.e., all the induced subgraphs except
Cn itself) induced subgraphs of Cn are composed of a collection of runs. If
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such a subgraph, H , has any isolated vertices then by (6.2.10) ε(H) has zero
homology everywhere. Hence we need only consider induced subgraphs with
at least one edge and no isolated vertices.
Suppose that two such induced subgraphs, H and G say, are both composed
of runs of length s1, . . . , sr, i.e., they are isomorphic graphs. The simplicial
complexes ε(H) and ε(G) are homeomorphic and so have the same reduced
homology. As we can write the link of any face of the Alexander Dual as ε(H)
for some induced subgraph of Cn by Proposition (6.1.5), all the information
we require about the links of faces of the Alexander dual is dependent on the
number of runs and their lengths of the associated subgraph of Cn. We may
make the following definition
(7.1.4) Definition: Suppose that the induced subgraph H of Cn, which
has edges e1, . . . , et and vertex set V , is comprised of r runs which are of
lengths s1, . . . , sr. We will write E(s1, . . . , sr) = ε(e1, . . . , et;V ). So for
any ∅ 6= F ∈ ∆∗(Cn) we may write Link∆∗(Cn)F = E(s1, . . . , sr) for some
s1, . . . , sr.
7.2 Homology of Links
In this section we show how to find the reduced homology of links associated
to subgraphs of cycles. We will see that these reduced homology modules
are a shift of the reduced homology modules of links of ‘smaller’ subgraphs
of Cn.
(7.2.5) Remark: In what follows, for a simplicial complex Γ, will we often
simply write H˜i(Γ) rather than H˜i(Γ; k). None of the results in this chapter
which follow will depend on the characteristic of k.
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(7.2.6) Theorem: For F ∈ ∆∗(Cn) , with F 6= ∅, such that Link∆∗F =
E(s1, . . . , sr) with r > 1 and sr > 5, we have the isomorphism of reduced
homology modules H˜i(E(s1, . . . , sr)) ∼= H˜i−2(E(s1, . . . , sr − 3)) for all i.
Proof: Suppose the edges of G which are disjoint from F are e1, . . . , et,
ordered such that e1, . . . , esr−1 are the edges in the run of length sr. Let
E = E(s1, . . . , sr) = ε(e1, . . . , et;V ). For convenience we label the first
five vertices in the run 1, 2, 3, 4, 5 and so write e1 = {1, 2}, e2 = {2, 3},
e3 = {3, 4} and e4 = {4, 5}. We can write E = E1 ∪E2 where E1 = ε(e1;V )
and E2 = ε(e2, . . . , et;V ). We now use the Mayer-Vietoris sequence
· · · → H˜i(E1)⊕H˜i(E2)→ H˜i(E)→ H˜i−1(E1∩E2)→ H˜i−1(E1)⊕H˜i−1(E2)→ . . .
We know that H˜i(E1) = 0 for all i because E1 is a simplex. Also because
1 ∈ V \
⋃t
i=2 ei we can use Lemma (6.2.9) to see that H˜i(E2) = 0 for all i.
Hence the Mayer-Vietoris sequence becomes
· · · → 0→ H˜i(E)→ H˜i−1(E1 ∩ E2)→ 0→ . . .
which implies H˜i(E) ∼= H˜i−1(E1∩E2) for all i. We now examine the simplicial
complex E1 ∩ E2. By Lemma (6.2.11)
E1 ∩E2 = ε(e1 ∪ e2, e1 ∪ e3, . . . , e1 ∪ et;V )
= ε({1, 2, 3} , {1, 2, 3, 4} , {1, 2, 4, 5} , . . . , {1, 2} ∪ et;V )
= ε({3} , {3, 4} , {4, 5} , . . . , et;V
′)
(using Lemma (6.2.12) as {3} ⊆ {3, 4})
= ε({3} , {4, 5} , . . . , et;V
′)
= ε({3} , e4, . . . , et;V
′)
where V ′ = V \ e1. Because 3 /∈
⋃t
i=4 ei we use Lemma (6.2.14) to see that
H˜i(ε({3} , e4, . . . , et;V
′)) = H˜i−1(ε(e4, . . . , et;V
′′)) where V ′′ = V \ {1, 2, 3}.
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Putting these results together
H˜i(E) ∼= H˜i−1(ε({3} , e4, . . . , et;V
′))
∼= H˜i−2(ε(e4, . . . , et;V
′′))
∼= H˜i−2(E(s1, . . . , sr − 3)).

(7.2.7) Remark: There is no ordering of s1, . . . , sr in E(s1, . . . , sr), i.e.,
E(s1, . . . , sr) = E(σ(s1), . . . , σ(sr))
for any permutation, σ, of {s1, . . . , sr}. So long as r > 1 and sj > 5,
with 1 6 j 6 r, then we have an isomorphism of reduced homology groups
H˜i(E(s1, . . . , sj , . . . , sr)) ∼= H˜i−2(E(s1, . . . , sj − 3, . . . , sr)) for all i.
We now consider what happens when we have runs of lengths less than 5.
(7.2.8) Proposition: Let E = E(s1, . . . , sr).
(i) If sr = 2 and r > 2 then H˜i(E(s1, . . . , sr)) = H˜i−1(E(s1, . . . , sr−1)).
(ii) If sr = 3 and r > 2 then H˜i(E(s1, . . . , sr)) = H˜i−2(E(s1, . . . , sr−1)).
(iii) If sr = 4 and r > 1 then H˜i(E(s1, . . . , sr)) = 0.
Proof:
(i) Let E = E(s1, . . . , sr−1, 2) = ε({1, 2} , e2, . . . , et;V ) for some edges e2, . . . , et
and where {1, 2} is the run of length 2. Let E1 = ε({1, 2} ;V ) and E2 =
ε(e2, . . . , et;V ) so that E = E1∪E2. We have H˜i(E1) = 0 for all i because E1
is a simplex, and H˜i(E2) = 0 for all i by Lemma (6.2.9) as 1, 2 ∈ V \
⋃t
i=2 ei.
Use of the Mayer-Vietoris sequence implies that H˜i(E) = H˜i−1(E1 ∩ E2) for
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all i. We now see that
E1 ∩E2 = ε({1, 2} ∪ e2, . . . , {1, 2} ∪ et;V )
(using Lemma (6.2.11))
= ε(e2, . . . , et;V
′)
where V ′ = V \ {1, 2}. Hence H˜i(E(s1, . . . , sr)) = H˜i−1(ε(e2, . . . , et;V
′)) for
all i. The simplicial complex ε(e2, . . . , et;V
′) = E(s1, . . . , sr−1), as this is the
complex associated with the induced subgraph of Cn which is composed of
runs of lengths s1, . . . , sr−1. Hence H˜i(E(s1, . . . , sr)) = H˜i−1(E(s1, . . . , sr−1))
for all i.
(ii) Now let E = E(s1, . . . , sr−1, 3) = ε({1, 2} , {2, 3} , e3, . . . , et;V ) where
{1, 2} , {2, 3} is a run of length 3 and so none of 1,2 or 3 is in any of e3, . . . , et.
Let E1 = ε({1, 2} ;V ) and E2 = ε({2, 3} , e3, . . . , et;V ). As before H˜i(E1) =
H˜i(E2) = 0 for all i (E1 is a simplex and 1 ∈ V \ ({2, 3}∪
⋃t
i=3 ei) so Lemma
(6.2.9) applies). The Mayer-Vietoris sequence implies H˜i(E) ∼= H˜i−1(E1 ∩
E2), for all i. We have
E1 ∩E2 = ε({1, 2, 3} , {1, 2} ∪ e3, . . . , {1, 2} ∪ et;V )
= ε({3} , e3, . . . , et;V
′)
where V ′ = V \ {1, 2} . As 3 /∈
⋃t
i=3 ei we can make use of Lemma (6.2.14)
to obtain, for all i,
H˜i(E1 ∩ E2) = H˜i(ε({3} , e3, . . . , et;V
′))
= H˜i−1(ε(e3, . . . , et;V
′′))
where V ′′ = V ′ \ {3}. We note that ε(e3, . . . , et;V
′′) = E(s1, . . . , sr−1), the
simplicial complex associated with the induced subgraph of Cn which is r−1
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runs of lengths s1, . . . , sr−1. Hence
H˜i(E(s1, . . . , sr−1, 3)) = H˜i−2(ε(e3, . . . , et;V
′′)) = H˜i−2(E(s1, . . . , sr−1)).
(iii) Finally suppose that
E = E(s1, . . . , sr−1, 4) = ε({1, 2} , {2, 3} , {3, 4} , e4, . . . , et;V ).
with {1, 2} , {2, 3} , {3, 4} being the run of length 4. Let E1 = ε({1, 2} ;V )
and E2 = ε({2, 3} , {3, 4} , e4, . . . , et;V ). For similar reasons to the previous
parts we have H˜i(E1) = H˜i(E2) = 0 for all i and so H˜i(E) = H˜i−1(E1 ∩ E2)
for all i. We see that
E1 ∩E2 = ε({1, 2, 3} , {1, 2, 3, 4} , {1, 2} ∪ e4, . . . , {1, 2} ∪ et;V )
= ε({3} , {3, 4} , e4, . . . , et;V
′)
= ε({3} , e4, . . . , et;V
′)
(using Lemma (6.2.12))
where V ′ = V \ {1, 2}. Since 4 ∈ V ′ \ ({3} ∪
⋃t
i=4 ei) we can use Lemma
(6.2.9) to see that H˜i(ε({3} , e4, . . . , et;V
′)) = 0 for all i. Therefore we also
have H˜i(E) = 0 for all i. 
We now find the reduced homology of the simplicial complexes E(2) and
E(3). All the simplicial complexes we are interested in here (those of the
form E(s1, . . . , sr)) will have reduced homology which is some shift of the
reduced homology of E(2) or E(3).
(7.2.9) Proposition: For E = E(2) we have
H˜i(E(2)) =

 k if i = −10 if i 6= −1.
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Proof: The result follows from observing that E is in fact the empty sim-
plicial complex. We may write
E = ε({1, 2}; {1, 2}) (this is the simplicial complex
with one maximal face {1, 2} \ {1, 2})
= {∅}.

(7.2.10) Proposition: For E = E(3) we have
H˜i(E) =

 k if i = 00 if i 6= 0.
Proof: We may write E in the following way
E = ε({1, 2}, {2, 3}; {1, 2, 3})
= {{3} , {1}} .
This is the simplicial complex which is made up of two disjoint 0 dimensional
faces hence the result. 
(7.2.11) Proposition: If E = E(s1, . . . , sr, 3m+ 1), for some m > 1, then
H˜i(E) = 0 for all i.
Proof: We may describe E as follows. Let
E = ε({v1, v2} , {v2, v3} , . . . , {v3m, v3m+1} , e1, . . . , et;V ).
where v1, . . . , v3m+1 is the run of length 3m + 1. We will split E into two
complexes and use the Mayer-Vietoris sequence. Let E1 = ε({v3m, v3m+1};V )
and let
E2 = ε({v1, v2} , {v2, v3} , . . . , {v3m−1, v3m} , e1, . . . , et;V ).
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We have H˜i(E1) = 0 for all i because E1 is a simplex and H˜i(E2) = 0 for all
i by Lemma (6.2.9) because v3m+1 is in every maximal face of E2. We also
have E = E1 ∪ E2 and so we may use the Mayer-Vietoris sequence
· · · → H˜i(E1)⊕ H˜i(E2)→ H˜i(E)→ H˜i−1(E1 ∩ E2)→ . . .
which becomes
· · · → 0→ H˜i(E)→ H˜i−1(E1 ∩ E2)→ 0 . . .
from which we see that H˜i(E) ∼= H˜i−1(E1 ∩E2) for all i. So we now examine
the complex E1 ∩ E2.
E1 ∩ E2 = ε({v1, v2, v3m, v3m+1}, {v2, v3, v3m, v3m+1}, . . .
. . . , {v3m−2, v3m−1, v3m, v3m+1}, {v3m−1, v3m, v3m+1}, e1, . . . , et;V )
= ε({v1, v2}, {v2, v3}, . . . , {v3m−3, v3m−2},
{v3m−2, v3m−1}, {v3m−1}, e1, . . . , et;V
′)
= ε({v1, v2}, {v2, v3}, . . . , {v3m−3, v3m−2}, {v3m−1}, e1, . . . , et;V
′)
where V ′ = V \ {v3m, v3m+1}. By Lemma (6.2.14), since
v3m−1 /∈ (
t⋃
j=1
ej) ∪ ({v1, v2} ∪ · · · ∪ {v3m−3, v3m−2}).
we deduce that, for all i,
H˜i(E) ∼= H˜i−1(E1 ∩E2)
∼= H˜i−2(ε({v1, v2}, {v2, v3}, . . . , {v3m−3, v3m−2}, e1, . . . , et;V
′ \ {v3m−1})
= H˜i−2(ε({v1, v2}, {v2, v3}, . . . , {v3(m−1), v3(m−1)+1}, e1, . . . , et;V
′ \ {v3m−1}).
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The simplicial complex
ε({v1, v2}, {v2, v3}, . . . , {v3(m−1), v3(m−1)+1}, e1, . . . , et;V
′ \ {v3m−1})
may be described as E(s1, . . . , sr, 3(m − 1) + 1). We have shown that the
reduced homology of E is a shift of the homology of
E(s1, . . . , sr, 3(m− 1) + 1),
i.e., H˜i(E(s1, . . . , sr, 3m + 1)) ∼= H˜i−2(E(s1, . . . , sr, 3(m − 1) + 1)) for all i.
We can make repeated use of the above method to obtain
H˜i(E) ∼= H˜i−2m+2(E(s1, . . . , sr, 4))
for all i. And so, by Proposition (7.2.8), we have H˜i(E) = 0 for all i. 
We have now deduced that if F is a non-empty face of ∆∗(Cn) such that
Link∆∗(Cn)F has some non-zero reduced homology modules then
Link∆∗(Cn)F = E(3p1 . . . , 3pα, 3q1 + 2, . . . , 3qβ + 2).
That is to say Link∆∗(Cn)F corresponds to a subgraph of Cn with runs only
of lengths 0 and 2 mod 3. If we use the the formula
βi(Cn) =
∑
H⊂Cn
dimkH˜i−2(ε(H))
(where the sum is over induced subgraphs of Cn which contain at least one
edge) we may exclude all the induced subgraphs of Cn with any runs of length
1 mod 3 from consideration as these will contribute 0.
We will now describe the reduced homology modules of Link∆∗(Cn)F as fol-
lows.
CHAPTER 7. BETTI NUMBERS OF CYCLES 60
(7.2.12) Lemma: Write E(3α, 2β) to denote the simplicial complex associ-
ated with the graph which is α runs of length 2 and β runs of length 3.
H˜i(E(3
α, 2β)) =

 k if i = 2α+ β − 20 if i 6= 2α+ β − 2.
Proof: We first make repeated use of (7.2.8) part (i) to see that H˜i(E(3
α, 2β)) ∼=
H˜i−β(E(3
α)) for all i. Now we use (7.2.8) part (ii) to obtain
H˜i(E(3, . . . , 3, 2 . . . , 2)) ∼= H˜i−β−2(α−1)(E(3))
=

 k if i = 2α + β − 20 if i 6= 2α + β − 2
using Lemma (7.2.10), which gives the reduced homology of E(3). 
(7.2.13) Proposition: Let E = E(3p1 . . . , 3pα, 3q1 + 2, . . . , 3qβ + 2), for
integers p1, . . . , pα, q1, . . . , qβ, and let P =
∑α
j=1 pj and Q =
∑β
j=1 qj . Then
dimk(H˜i(E)) =

 1 if i = 2(P +Q) + β − 20 if i 6= 2(P +Q) + β − 2.
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Proof: Repeatedly applying (7.2.6) we see that
H˜i(E) = H˜i−2(E(3p1 − 3, . . . , 3pα, 3q1 + 2, . . . , 3qβ + 2))
= H˜i−2(p1−1)(E(3, 3p2, . . . , 3pα, 3q1 + 2, . . . , 3qβ + 2))
(Applying (7.2.6) p1 − 1 times to the first run)
= H˜i−2(p1−1)−2(p2−1)(E(3, 3, 3p3, . . . , 3pα, 3q1 + 2, . . . , 3qβ + 2))
(Applying (7.2.6) p2 − 1 times to the second run)
= H˜i−2P+2α(E(3
α, 3q1 + 2, . . . , 3qβ + 2))
= H˜i−2P+2α−2(E(3
α, 3(q1 − 1) + 2, . . . , 3qβ + 2))
(Applying (7.2.6) to the next run)
= H˜i−2P+2α−2q1(E(3
α, 2, . . . , 3qβ + 2))
= H˜i−2(P+Q)+2α(E(3
α, 2β)).
We now use this together with Lemma (7.2.12), which shows us that H˜i(E(3
α, 2β)) =
k if and only if i = 2α + β − 2 (and is zero otherwise), to conclude that
H˜i(E)) =

 k if i− 2(P +Q) + 2α = 2α+ β − 20 if i− 2(P +Q) + 2α 6= 2α + β − 2
=

 k if i = 2(P +Q) + β − 20 if i 6= 2(P +Q) + β − 2.
and the result is proved. 
7.3 Betti Numbers from Counting Induced
Subgraphs
To find the Betti numbers of Cn we use the formula
βi(Cn) =
∑
F∈∆∗(Cn)
dimk H˜i−2(Link∆∗(Cn)F ; k)
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from (1.5.23). Along with the above result this shows that βi(Cn) is equal to
the number of faces of ∆∗(Cn) such that dimk H˜i−2(Link∆∗(Cn)F ) = 1. This
is the number of faces of ∆∗(Cn) with link of the form
E(3p1 . . . , 3pα, 3q1 + 2, . . . , 3qβ + 2)
such that i = 2(P +Q) + β., where P =
∑α
j=1 pj and Q =
∑β
j=1 qj.
It is now convenient to consider the N-graded Betti numbers of Cn separately.
This is because when using the formula of (6.1.8) the sum which gives βi,d is
taken over all induced subgraphs which have precisely d vertices.
(7.3.14) Remark: We will use Theorem (6.1.8). The ith N-graded Betti
number of degree d of I is
βi,d(Cn) =
∑
F∈∆∗(Cn): |V (Cn)\F |=d
dimkH˜i−2(Link∆∗(Cn)F ; k)
=
∑
H⊂Cn,|V (H)|=d
dimkH˜i−2(ε(H))
Note that
βi(Cn) =
∑
d∈N
βi,d(Cn)
(7.3.15) Lemma: The ith Betti number of degree d, βi,d, may be obtained
by counting the number of faces of ∆∗(Cn) which have link of the form
E(3p1 . . . , 3pα, 3q1 + 2, . . . , 3qβ + 2),
for integers p1, . . . , pα, q1, . . . , qβ, such that
(i) i = 2(P +Q) + β
(ii) d = 3(P +Q) + 2β
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(where P =
∑α
j=1 pj and Q =
∑β
j=1 qj). Equivalently, βi,d is the number of
induced subgraphs of Cn which are composed of runs of lengths
3p1, . . . , 3pα, 3q1 + 2, . . . , 3qβ + 2
satisfying the above two conditions.
Proof: As previously noted the only links of faces of ∆∗(Cn) which may have
non-zero reduced homology are of the form E(3p1 . . . , 3pα, 3q1+2, . . . , 3qβ+2)
which corresponds to a subgraph of Cn which has runs of lengths
3p1, . . . , 3pα, 3q1 + 2, . . . , 3qβ + 2.
Such a subgraph has d vertices, i.e., d = 3p1+· · ·+3pα+3q1+2+· · ·+3qβ+2 =
3(P +Q)+2β, which provides the condition (ii). By Proposition (7.2.13) the
reduced homology module, H˜i−2(E(3p1 . . . , 3pα, 3q1+2, . . . , 3qβ+2)), is non-
zero (and 1-dimensional) if and only if i = 2(P +Q) + β, which is condition
(i). Therefore each such induced subgraph of Cn contributes ‘1’ to βi,d in the
formula βi,d =
∑
H⊂Cn,|V (H)|=d
dimkH˜i−2(ε(H)). 
(7.3.16) Proposition: If d > 2i then βi,d(Cn) = 0.
Proof: This is a consequence of Theorem (3.3.4) as I(Cn) is generated by
monomials of degree 2. 
(7.3.17) Proposition: The ith Betti number of degree d = 2i, βi,2i(Cn),
is the number of induced subgraphs of Cn which are comprised of i runs of
length 2.
Proof: We consider when a face of ∆∗(Cn) will contribute ‘1’ to βi,2i in the
sum from (6.1.8). From Lemma (7.3.15) the face F of ∆∗(Cn) will contribute
to βi,2i(Cn) if and only if Link∆∗(Cn)F = E(3p1 . . . , 3pα, 3q1+ 2, . . . , 3qβ +2),
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for some integers p1, . . . , pα, q1, . . . , qβ such that i = 2(P + Q) + β and 2i =
3(P + Q) + 2β where P =
∑α
j=1 pj , Q =
∑β
j=1 qj. These conditions imply
that 2(P +Q) + β = i = 2i− i = P +Q+ β. As all these numbers are non-
negative integers, this is only possible if P = Q = 0 which in turn implies that
p1 = · · · = pα = q1 = · · · = qβ = 0 and i = β. Hence Link∆∗(Cn)F = E(2
i).
The ith Betti number of degree 2i is thus obtained by counting all the induced
subgraphs of Cn which correspond to the links of such faces. These are the
subgraphs which are i runs of length 2. 
7.4 Counting Runs
As shown above calculating Betti numbers of cycles is equivalent to counting
particular types of induced subgraphs. Here we demonstrate how this may
be done.
(7.4.18) Definition: (i) Define B(n, l,m) to be the number of ways of choos-
ing an induced subgraph of Cn which consists of m runs of length l.
(ii) Define C(n, l,m) to be the number of such subgraphs in which neither 1
nor n feature in a run.
(7.4.19) Lemma: The number of choices of m runs of length l in Cn such
that neither 1 nor n are featured in any run is
C(n, l,m) =
(
n− lm− 1
m
)
.
Proof: We can find C(n, l,m) by considering the number of ways of sepa-
rating the vertices which are not in any run by the m runs. There are n− lm
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vertices (including the vertices 1 and n) which cannot be in any runs. We
can construct all the appropriate subgraphs by placing the m runs of length l
in the spaces between the adjacent vertices which are not in any run (except
between 1 and n). There are n − lm − 1 spaces into each we can choose to
place, or not place, a run. There are
(
n−lm−1
m
)
ways of doing this. 
(7.4.20) Lemma: The number of choices of m runs of length l in Cn is
B(n, l,m) =
(
n− lm
m
)
+ l
(
n− lm− 1
m− 1
)
.
Proof: We first count those subgraphs which have at least one of 1 and n
in a run. There are l + 1 possible runs of length l which contain 1 or n (or
both). The other m− 1 runs are selected from the remaining n− l vertices.
Since the vertices adjacent to the run containing 1 or n cannot be included
we have C(n− l, l,m− 1) choices. Hence
B(n, l,m) = C(n, l,m) + (l + 1)C(n− l, l,m− 1)
=
(
n− lm− 1
m
)
+ (l + 1)
(
n− lm− 1
m− 1
)
=
(
n− lm
m
)
+ l
(
n− lm− 1
m− 1
)
.

(7.4.21) Corollary: The ith Betti number of degree 2i of Cn is
βi,2i(Cn) =
(
n− 2i
i
)
+ 2
(
n− 2i− 1
i− 1
)
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Proof: By (7.3.17) βi,2i(Cn) is the number of subgraphs of Cn which are i
runs of length 2. That is, βi,2i(Cn) = B(n, 2, i). Using (7.4.20)
βi,2i(Cn) = B(n, 2, i) =
(
n− 2i
i
)
+ 2
(
n− 2i− 1
i− 1
)
.

(7.4.22) Lemma: Let A be an induced subgraph of Cn composed of i runs
of length 2 and let j 6 i. Select j of the vertices of Cn which are adjacent
to, and clockwise from, the runs of A. Let A′ be the induced subgraph of Cn
which has the j vertices selected together with the vertices of A. The graph
A′ is comprised of runs of lengths 0 mod 3 and 2 mod 3 only.
Proof: A run of A′ will be of one of the following forms.
(i) It was constructed from a string of r runs of length 2 of A which were
separated by single vertices. The new run includes these formerly separating
vertices along with all the vertices of the r runs of length 2. It will have
length 2r + (r − 1) = 3r − 1 ≡ 2 mod 3.
(ii) It was constructed as in part (i) but also includes the vertex immediately
clockwise of the clockwise most of the r runs. In this case the new run will
be of length 2r + r = 3r ≡ 0 mod 3.
Note the case r = 1 in the above gives a run of length 2 or 3. 
(7.4.23) Proposition: For 2i+ j 6= n
βi+j,2i+j(Cn) =
(
i
j
)
βi,2i
=
(
i
j
){(
n− 2i
i
)
+ 2
(
n− 2i− 1
i− 1
)}
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Proof: First observe that any N-graded Betti number can be written in the
above way since βl,d = βi+j,2i+j where i = d − l and j = 2l − d. By Lemma
(7.3.15) βi+j,2i+j is the number of faces of ∆
∗(Cn) which have link of the form
E(3p1, . . . , 3pα, 3q1 + 2, . . . , 3qβ + 2), for some integers p1, . . . , pα, q1, . . . , qβ,
such that 
 i+ j = 2(P +Q) + β2i+ j = 3(P +Q) + 2β
where P =
∑α
j=1 pj and Q =
∑β
j=1 qj . This is equivalent to counting the
induced subgraphs of Cn which consist of runs of lengths 3p1, . . . , 3pα, 3q1 +
2, . . . , 3qβ +2, for some p1, . . . , pα, q1, . . . , qβ, satisfying the above conditions.
We can construct any such subgraph starting from a subgraph of i runs of
length 2 in Cn. Let A ⊂ Cn denote a subgraph which consists of i runs of
length 2.
There are i vertices of Cn which are adjacent to, and clockwise from, the
runs of A. Select any j of these vertices and add them to the run (or runs)
to which they are adjacent. By Lemma (7.4.22) the new subgraph of Cn
which this defines, A′, say, will be comprised of runs of lengths 0 mod 3 and
2 mod 3 only.
Say the runs are of lengths 3p1, . . . , 3pα, 3q1 + 2, . . . , 3qβ + 2. The number
of vertices in A′ is clearly 2i + j = 3P + 3Q + 2β where P =
∑α
i=1 pi and
Q =
∑β
i=1 qi. To show A
′ is a subgraph of the type contributing to βi+j,2i+j
it remains to demonstrate that i+ j = 2(P +Q) + β.
When j = 0 we see that P +Q = 0 as we have only runs of length 2. In this
case i+ j = i = β = 2(P +Q) + β. Now suppose that j > 0. Each selection
of one of the j vertices either forms a run of length 3 or else increases a run
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by 3. Whichever of these happens P +Q increases by one. Adding j vertices
will increase P + Q by j. Because P + Q = 0 when j = 0 this implies that
j = P +Q. Hence
2i = 3P + 3Q+ 2β − j
= 3P + 3Q+ 2β − P −Q
= 2P + 2Q+ 2β.
And so i = P +Q+ β. Therefore we have i+ j = 2(P +Q) + β as required.
We now show that every subgraph of Cn which contributes to βi+j,2i+j can
be constructed in this way. Suppose that
E = E(3p1, . . . , 3pα, 3q1 + 2, . . . , 3qβ + 2)
is the link of a face of ∆∗(Cn) satisfying the above conditions. Consider the
associated subgraph of Cn, which is comprised of runs of lengths
3p1, . . . , 3pα, 3q1 + 2, . . . , 3qβ + 2.
For a run of length l ≡ 0 mod 3 with vertices a1, a2, . . . , al remove the
vertices a3, a6, . . . , al. Repeat this with every run of length 0 mod 3. For a
run of length m ≡ 2 mod 3 with vertices b1, b2, . . . , bm remove the vertices
b3, b6, b9, . . . , bm−2. This leaves a graph of i runs of length 2 from which our
earlier construction gives the graph associated with E.
We count the graphs we can construct in this way. For any graph which
is i runs of length 2 we are choosing j of the i vertices which are adjacent
and clockwise to the runs. So we have
(
i
j
)
graphs constructed for each ar-
rangement of i runs of length 2, of which there are βi,2i(Cn), by Proposition
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(7.3.17). Hence
βi+j,2i+j(Cn) =
(
i
j
)
βi,2i(Cn)
=
(
i
j
){(
n− 2i
i
)
+ 2
(
n− 2i− 1
i− 1
)}
.

7.5 Betti Numbers of Degree n
It only remains to calculate the reduced homology of Link∆∗(Cn)∅. It can be
easily seen from definition (1.5.22) that Link∆∗(Cn)∅ = ∆
∗(Cn). Note that,
using the correspondence between faces of ∆∗(Cn) and induced subgraphs
of Cn, the face ∅ is associated with Cn. This is the only subgraph of Cn
which cannot be thought of as a collection of runs and so must be considered
separately.
(7.5.24) Notation: For any positive integer m we will write
[m] = {1, 2, . . . , m}.
(7.5.25) Lemma: Define the simplicial complex Γ as follows
Γ = ε({1, 2} , {2, 3} , . . . , {m− 1, m} , {m+ 1} , {m+ 2} ; [m+ 2])
Then Γ has reduced homology which is a shift of the reduced homology of
E(m), the simplicial complex associated with the graph which is a single run
of length m, as follows
H˜i(Γ) = H˜i−2(ε({1, 2} , {2, 3} , . . . , {m− 1, m} ; [m])
= H˜i−2(E(m)).
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Proof: This is just Lemma (6.2.14) used twice. Note that the vertex m+2
is in none of the sets {1, 2}, {2, 3}, . . . , {m−1, m}, {m+1} so Lemma (6.2.14)
implies
H˜i(Γ) = H˜i(ε({1, 2} , {2, 3} , . . . , {m− 1, m} , {m+ 1} , {m+ 2} ; [m+ 2])
= H˜i−1(ε({1, 2} , {2, 3} , . . . , {m− 1, m} , {m+ 1} ; [m+ 1])
for all i. Now we note that the vertex m + 1 is not in any of the sets
{1, 2}, {2, 3}, . . . , {m − 1, m} and we apply Lemma (6.2.14) once more to
obtain
H˜i(Γ) = H˜i−1(ε({1, 2} , {2, 3} , . . . , {m− 1, m} , {m+ 1} ; [m+ 1])
= H˜i−2(ε({1, 2} , {2, 3} , . . . , {m− 1, m} ; [m])
= H˜i−2(E(m)).
for all i.

(7.5.26) Lemma: The ith Betti number of degree n is
βi,n(Cn) = dimkH˜i−2(∆
∗(Cn); k)
= dimkH˜i−2(ε(Cn); k).
Proof: Using the formula from (1.5.23) we have
βi,n(Cn) =
∑
F∈∆∗(Cn):|V (Cn)\F |=n
dimkH˜i−2(Link∆∗(Cn)F ; k) =
∑
H⊂Cn
dimkH˜i−2(ε(H); k).
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The only face of ∆∗(Cn) which is such that its complement is of size n
is the empty set ∅. Also Link∆∗(Cn)∅ = ∆
∗(Cn) so we have βi,n(Cn) =
dimkH˜i−2(∆
∗(Cn)). We can also write ∆
∗(Cn) as ε(Cn). 
(7.5.27) Proposition: The non-zero Betti numbers of Cn of degree n are
as follows:
(i) If n ≡ 1 mod 3, β 2n+1
3
,n(Cn) = 1
(ii) If n ≡ 2 mod 3, β 2n−1
3
,n(Cn) = 1
(iii) If n ≡ 0 mod 3, β 2n
3
,n(Cn) = 2.
Proof: As commented above Link∆∗(Cn)∅ = ∆
∗(Cn). We can write the
Alexander dual as
∆∗(Cn) = ε({1, 2} , {2, 3} , . . . , {n− 1, n} , {n, 1} ; [n])
= E1 ∪ E2
where E1 = ε({1, 2} , {2, 3} , . . . , {n− 1, n} ; [n]) and E2 = ε({n, 1} ; [n]). The
intersection of these simplicial complexes is
E1 ∩ E2 = ε({1, 2, n} , {1, 2, 3, n} , {3, 4, 1, n}, . . .
. . . , {n− 3, n− 2, 1, n} , {n− 2, n− 1, n, 1} {n− 1, n, 1} ; [n])
= ε({2} , {3, 4} , . . . , {n− 3, n− 2} , {n− 1} ; [n] \ {1, n})
(Using Lemmas (6.2.11) and (6.2.12)).
By Lemma (7.5.25) H˜i(E1 ∩ E2) = H˜i−2(E(n− 4)).
(i) We now consider the first of these cases. Here we have n = 3m+1 for some
m. By Proposition (7.2.11) H˜i(E1) = 0 for all i. We also have H˜i(E2) = 0
for all i since E2 is a simplex. Hence we can use the Mayer-Vietoris sequence
· · · → H˜i(E1)⊕H˜i(E2)→ H˜i(∆
∗)→ H˜i−1(E1∩E2)→ H˜i−1(E1)⊕H˜i−1(E2)→ . . .
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to see that
H˜i(∆
∗(Cn)) = H˜i−1(E1 ∩E2))
= H˜i−3(E(n− 4))
= H˜i−3(E(3(m− 1))).
By Proposition (7.2.13)
H˜i(∆
∗(Cn)) = H˜i−3(E(3(m− 1)))
=

 k if i− 3 = 2(m− 1)− 20 otherwise
=

 k if i = 2m− 10 otherwise.
We used this along with Lemma (7.5.26) to find βi,n(Cn):
βi,n(Cn) = dimk H˜i−2(Link∆∗(Cn)∅)
= dimk H˜i−2(∆
∗(Cn))
=

 1 if i = 2m+ 10 if i 6= 2m+ 1.
(ii) In this case n = 3m + 2 for some m. Lemma (7.5.25) and Proposition
(7.2.11) imply
H˜i(E1 ∩ E2) = H˜i−2(E(n− 4))
= H˜i−2(E(3(m− 1) + 1))
= 0
for all i. The Mayer-Vietoris sequence
· · · → H˜i(E1)⊕H˜i(E2)→ H˜i(∆
∗)→ H˜i−1(E1∩E2)→ H˜i−1(E1)⊕H˜i−1(E2)→ . . .
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becomes
· · · → 0→ H˜i(E1)⊕ H˜i(E2)→ H˜i(∆
∗(Cn))→ 0→ . . .
and so we obtain
H˜i(E1)⊕ H˜i(E2) = H˜i(E1)
(as E2 is a simplex )
= H˜i(∆
∗(Cn)).
By Proposition (7.2.13)
H˜i(∆
∗(Cn)) = H˜i(E1)
=

 k if i = 2m− 10 if i 6= 2m− 1.
As in the previous case
βi,n = dimk H˜i−2(∆
∗(Cn))
=

 1 if i = 2m+ 10 if i 6= 2m+ 1.
(iii) Finally we have the case where n = 3m for some m. We now use the
Mayer-Vietoris sequence
· · · → H˜i(E1 ∩E2)→ H˜i(E1)⊕ H˜i(E2)→ H˜i(∆
∗)→ . . .
As before H˜i(E2) = 0 for all i and H˜i(E1 ∩ E2) = H˜i−2(E(n − 4)) =
H˜i−2(E(3m− 4) for all i. So the sequence becomes
· · · → H˜i−2(E(3m− 4))→ H˜i(E(3m))→ H˜i(∆
∗)→ . . .
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From Theorem (7.2.6) we obtain
H˜i(E(3m)) = H˜i−2(m−1)(E(3))
=

 k if i− 2(m− 1) = 00 if i− 2(m− 1) 6= 0
=

 k if i = 2m− 20 if i 6= 2m− 2
and also using (7.2.6)
H˜i(E(3m− 4)) = H˜i(E(3(m− 2) + 2))
= H˜i−2(m−2)(E(2))
=

 k if i− 2(m− 2) = −10 if i− 2(m− 2) 6= −1
=

 k if i = 2m− 50 if i 6= 2m− 5.
If we now look at the appropriate part of the Mayer-Vietoris sequence we
find
· · · → H˜2m−4(E(3m− 4))→ H˜2m−2(E(3m))→ H˜2m−2(∆
∗(Cn))→
→ H˜2m−5(E(3m− 4))→ H˜2m−3(E(3m))→ . . .
From the above comments about the reduced homology of E(3m) and E(3m−
4) we convert this into a short exact sequence of k vector spaces
0→ k → H˜2m−2(∆
∗(Cn))→ k → 0
So we must have H˜2m−2(∆
∗(Cn)) = k
2. We also have that H˜i(∆
∗) = 0 for all
i 6= 2m− 2 because the Mayer-Vietoris sequence is
· · · → 0→ H˜i(∆
∗(Cn))→ 0→ . . .
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wherever i 6= 2m− 2. Hence the ith Betti number of degree n is
βi,n(Cn) = dimkH˜i−2(Link∆∗(Cn)∅; k)
= dimkH˜i−2(∆
∗(Cn))
=

 2 if i = 2m0 if i 6= 2m.

7.6 Betti numbers of Cycles
We now combine these results to obtain
(7.6.28) Theorem: The non-zero N-graded Betti numbers of Cn are all in
degree less than or equal to n and for 2i+ j < n
βi+j,2i+j(Cn) =
(
i
j
)
βi,2i
=
(
i
j
){(
n− 2i
i
)
+ 2
(
n− 2i− 1
i− 1
)}
=
n
n− 2i
(
i
j
)(
n− 2i
i
)
Equivalently, for d < n and 2l > d,
βl,d(Cn) =
n
n− 2(d− l)
(
d− l
2l − d
)(
n− 2(d− l)
d− l
)
and
β2m+1,n(Cn) = 1 if n = 3m+ 1
β2m+1,n(Cn) = 1 if n = 3m+ 2
β2m,n(Cn) = 2 if n = 3m.
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Proof: This is a combination of Propositions (7.4.23) and (7.5.27) together
with i = d− l and j = 2l − d. 
(7.6.29) Remark: Notice that the Betti numbers of cycles do not depend
on our choice of field.
(7.6.30) Corollary: The projective dimension of the cycle graph is inde-
pendent of the characteristic of the chosen field and is
pd(Cn) =


2n
3
if n ≡ 0 mod 3
2n+1
3
if n ≡ 1 mod 3
2n−1
3
if n ≡ 2 mod 3.
Proof: The expression given in (7.6.28),
n
n− 2(d− l)
(
d− l
2l − d
)(
n− 2(d− l)
d− l
)
,
is non-zero only if d− l > 2l − d ,i.e., if 2d > 3l.
We first consider the case n = 3m for some integer m. By Theorem (7.6.28)
β2m(Cn) 6= 0 and so pd(Cn) > 2m. Suppose that l > 2m + 1. Assume
that βl,d(Cn) 6= 0. We have 2d > 3l > 3(2m + 1) = 6m + 3. Therefore
d > 3m+ 3
2
> n which is not possible. Hence βl,d(Cn) = 0 and so pd(Cn) =
2m = 2n
3
.
Now suppose that n = 3m+ 1 for some integer m. Theorem (7.6.28) shows
that β2m+1(Cn) 6= 0 and so pd(Cn) > 2m + 1. Suppose that l > 2m + 2.
Assume that βl,d(Cn) 6= 0. This implies that 2d > 3l > 6m + 6 and so d >
3m+3 > n, a contradiction. Hence βl,d(Cn) = 0 and pd(Cn) = 2m+1 =
2n+1
3
.
Finally we consider the case n = 3m + 2 for some m. Theorem (7.6.28)
shows that β2m+1(Cn) 6= 0 and so pd(Cn) > 2m + 1. Now suppose that
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l > 2m+2 and that βl,d(Cn) 6= 0. This implies that 2d > 3l > 6m+6 and so
d > 3m+3 > n, a contradiction. Hence βl,d(Cn) = 0 and pd(Cn) = 2m+1 =
2n−1
3
. 
7.7 Betti Numbers of Lines
We conclude this chapter by calculating the Betti numbers of a family of
graphs related to the cycles using similar methods.
(7.7.31) Definition: For n > 2, we let Ln denote the line graph on n
vertices. This is the graph with vertices 1, 2, . . . , n and edges {j, j + 1} for
all j = 1, 2, . . . , n−1. Hence, for some field k, we have R(Ln) = k[x1, . . . , xn]
and I(Ln) = 〈x1x2, x2x3, . . . , xn−1xn〉.
(7.7.32) Remark: As with cycles, the field k will play no role in calculating
the Betti numbers of lines.
1 2 3
L3
1 2 3 4
L4
1 2 3 4 5
L5
Figure 7.3: Line Graphs
These graphs are very similar to the cycles.i.e., Ln is the subgraph of Cn
which has all the vertices of Cn and all edges except {1, n}. This allows us
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to apply much of what we have deduced about the Betti numbers of cycles
to find those of Lines.
We use the formula from Theorem (6.1.8)
βi(Ln) =
∑
H⊂G
dimkH˜i−2(ε(H); k)
where the sum is over all induced subgraphs of Ln which contain at least one
edge. All of the induced subgraphs of Ln (including Ln itself) are collections
of runs, much as in the case for cycles.
(7.7.33) Proposition: The value of βi,2i(Ln) is the number of induced
subgraphs of Ln which are i runs of length 2. It follows that
βi,2i(Ln) =
(
n− 2i+ 1
i
)
.
Proof: Exactly the same reasoning for cycles from Proposition (7.3.17)
shows the first part. Using the notation of definition (7.4.18) the number
of induced subgraphs which are i runs of length 2 is C(n + 2, 2, i) and by
Lemma (7.4.19) this is
(
n−2i+1
i
)
. 
(7.7.34) Theorem: The non-zero Betti numbers of the line on n vertices
are, for i > j,
βi+j,2i+j(Ln) =
(
i
j
)(
n− 2i
i
)
+
(
i− 1
j
)(
n− 2i
i− 1
)
.
Or equivalently for 2d > l
βl,d(Ln) =
(
d− l
2l − d
)(
n− 2d+ 2l
d− l
)
+
(
d− l − 1
2l − d
)(
n− 2d+ 2l
d− l − 1
)
.
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Proof: This is similar to Proposition (7.4.23). As in the case of cycles
we need to count the number of induced subgraphs of Ln which are runs of
lengths 0 and 2 mod 3, i.e., made of runs of lengths
3p1, . . . , 3pα, 3q1 + 2, . . . , 3qβ + 2
such that 
 i+ j = 2(P +Q) + β2i+ j = 3(P +Q) + 2β
with P =
∑α
k=1 pk and Q =
∑β
k=1 qk.
We may construct any induced subgraph of Ln starting from an induced
subgraph which is i runs of length 2. Suppose that A is such a subgraph of
Ln comprised of i runs of length 2 which does not feature the vertex 1. We
can select any j of the i vertices which are adjacent to, and left of, the runs
to construct a new induced subgraph of Ln. This implies there are(
i
j
)
C(n+ 1, 2, i) =
(
i
j
)(
n− 2i
i
)
subgraphs of this type contributing to βi+j,2i+j(Ln). The remaining sub-
graphs to count are those which contain vertices 1 and 2 but do not contain
the vertex 3. The number of such subgraphs which are i runs of length 2 is
C(n− 1, 2, i− 1) =
(
n−2i
i−1
)
. We can select any j of the i− 1 vertices adjacent
and left of the i− 1 runs of length 2 (which don’t include the run on vertices
1 and 2) to get
(
i−1
j
)(
n−2i
i−1
)
possible induced subgraphs.
Altogether we obtain
βi+j,2i+j(Ln) =
(
i
j
)(
n− 2i
i
)
+
(
i− 1
j
)(
n− 2i
i− 1
)
.
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We can find βl,d(Ln) as given in the statement of the theorem by setting
i = d− l and j = 2l − d. 
(7.7.35) Corollary: The projective dimension of the line graph is indepen-
dent of the characteristic of the chosen field and is
pd(Ln) =


2n
3
if n ≡ 0 mod 3
2n−2
3
if n ≡ 1 mod 3
2n−1
3
if n ≡ 2 mod 3.
Proof: We first consider the case n = 3m for some m. From Theorem
(7.7.34) the 2mth Betti number of degree 3m is
β2m,3m(L3m) =
(
m
m
)(
m
m
)
+
(
m− 1
m
)(
m
m− 1
)
= 1.
Hence pd(Ln) > 2m. Suppose now that l > 2m If βl,d(Ln) 6= 0 then Theorem
(7.7.34) implies that d− l > 2l − d , i.e., that 2d > 3l. As we are supposing
that l > 2m this implies d > 3m = n which is not possible. Therefore
βl,d(Ln) = 0 for all l > 2m and so pd(L3m) = 2m =
2n
3
.
Now suppose that n = 3m+1 for some m. From Theorem (7.7.34) the 2mth
Betti number of degree 3m is
β2m,3m(L3m+1) =
(
m
m
)(
m+ 1
m
)
+
(
m− 1
m
)(
m+ 1
m− 1
)
= m+ 1
6= 0.
Hence pd(Ln) > 2m. We now suppose that l > 2m. If βl,d(Ln) 6= 0 then
Theorem (7.7.34) implies that d − l > 2l − d , i.e., that 2d > 3l. We are
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assuming that l > 2m+ 1 which implies that 2d > 3l > 3(2m+ 1) = 6m+ 3
and so d > 3m + 3
2
. Because d is an integer this would mean that d >
3m + 2 > n which is not possible. Therefore βl,d(Ln) = 0 for all l > 2m so
pd(Ln) = 2m =
2n−2
3
.
Finally we suppose that n = 3m + 2 for some integer m. From Theorem
(7.7.34) the (2m+ 1)th Betti number of degree 3m+ 2 is
β2m+1,3m+2(L3m+2) =
(
m+ 1
m
)(
m
m+ 1
)
+
(
m
m
)(
m
m
)
= 1.
Hence pd(Ln) > 2m+ 1. Suppose now that l > 2m+ 2. If βl,d(Ln) 6= 0 then
we must have d − l > 2l − d, i.e., 2d > 3l > 3(2m + 2) = 6m + 6. This
implies that d > 3m + 3 > n. which is not possible. Hence βl,d(Ln) = 0 for
all l > 2m+ 1 and so pd(Ln) = 2m+ 1 =
2n−1
3
.

Chapter 8
Betti Numbers of Graphs of
Degree 2
We have found the Betti numbers of cycles and lines and that they are
independent of our choice of field. We now show that the Betti numbers of
any graph which has vertices only of degree at most 2 are independent of the
field.
To show this we use Theorem (6.1.8) which gives the Betti numbers in terms
of induced subgraphs
βi,d(G) =
∑
H⊂G,|V (H)|=d
dimkH˜i−2(ε(H); k),
where the sum is over all induced subgraphs of G which contain at least one
edge. If a graph is such that dimk H˜i(ε(H); k) does not depend on k for all i
and all induced subgraphs which contain an edge H then the Betti numbers
must also be independent of k. If a graph is such that all its vertices have
degree at most 2 then this condition is also true of all its induced subgraphs.
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Therefore we need to show that the dimension of H˜i(ε(G); k) is independent
of k for all i and all graphs which only have vertices of degree 2 or less.
Such a graph must be the disjoint union of cycles, lines and isolated vertices.
If the graph features any isolated vertices then H˜i(ε(G); k) = 0 for all i and so
has dimension which is independent of k. Therefore we may assume that the
graph is a disjoint union of cycles and lines. To prove such a graph has Betti
numbers independent of choice of field we require the following sequence of
lemmas.
8.1 Reduced Homology of Unions of Lines
Throughout this chapter Ln will denote the line graph on n vertices where
n > 2. If G and H are graphs we will denote their disjoint union by G ∪H .
(8.1.1) Lemma: For a graph G and n > 5 there is an isomorphism of
reduced homology modules
H˜i(ε(Ln ∪G); k) ∼= H˜i−2(ε(Ln−3 ∪G); k)
Proof: Let E = ε(Ln ∪ G) = ε({1, 2}, {2, 3}, . . . .{n − 1, n}, e1, . . . , er;V )
where V = V (Ln ∪ G) and e1, . . . , er are the edges of G. We can write E =
E1∪E2 where E1 = ε({1, 2};V ) and E2 = ε({2, 3}, . . . .{n−1, n}, e1, . . . , er;V ).
We now use the Mayer-Vietoris sequence
· · · → H˜i(E1; k)⊕ H˜i(E2; k)→ H˜i(E; k) → H˜i−1(E1 ∩E2; k)→
→ H˜i−1(E1; k)⊕ H˜i−1(E2; k)→ · · ·
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We have H˜i(E1; k) = 0 for all i because E1 is a simplex and H˜i(E2; k) = 0
for all i by Lemma (6.2.9) because 1 ∈ V \ ({2, . . . , n} ∪
⋃r
i=2 er). Hence we
obtain from the above sequence H˜i(E; k) ∼= H˜i−1(E1 ∩ E2; k) for all i. We
now examine E1 ∩ E2. By Lemma (6.2.11)
E1 ∩E2 = ε({1, 2} ∪ {2, 3}, {1, 2} ∪ {3, 4}, . . .
. . . {1, 2} ∪ {n− 1, n}, {1, 2} ∪ e1, . . . , {1, 2} ∪ er;V )
= ε({1, 2, 3} , {1, 2, 3, 4} , {1, 2, 4, 5} , . . .
. . . {1, 2, n− 1, n}, {1, 2} ∪ e1, . . . , {1, 2} ∪ er;V )
= ε({3} , {3, 4} , {4, 5} , . . . , {n− 1, n}, e1, . . . , er;V
′)
(using Lemma (6.2.12) as {3} ⊆ {3, 4})
= ε({3} , {4, 5} , . . . , {n− 1, n}, e1, . . . , er;V
′)
where V ′ = V \{1, 2}. Because 3 /∈ ({4, 5, . . . , n−1, n}∪
⋃r
i=1 er) we can use
Lemma (6.2.14) to see that H˜i(ε({3} , {4, 5} , . . . , {n−1, n}, e1, . . . , er;V
′); k) =
H˜i−1(ε({4, 5} , . . . , {n − 1, n}, e1, . . . , er;V
′′); k) where V ′′ = V \ {1, 2, 3}.
Putting these results together
H˜i(E; k) ∼= H˜i−1(ε({3} , {4, 5} , . . . , {n− 1, n}, e1, . . . , er;V
′); k)
∼= H˜i−2(ε({4, 5} , . . . , {n− 1, n}, e1, . . . , er;V
′′); k)
∼= H˜i−2(ε(Ln−3 ∪G); k).

(8.1.2) Lemma: There are isomorphisms of reduced homology modules
(i) H˜i(ε(L2 ∪G); k) ∼= H˜i−1(ε(G); k),
(ii) H˜i(ε(L3 ∪G); k) ∼= H˜i−2(ε(G); k),
(iii) H˜i(ε(L4 ∪G); k) ∼= 0.
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Proof: (i). Let E = ε(L2 ∪ G) = E1 ∪ E2 where E1 = ε({1, 2};V ),
E2 = ε(e1, . . . , er;V ), e1, . . . , er are the edges of G and V = V (L2∪G). Note
that H˜i(E1; k) = 0 for all i as E1 is a simplex and H˜i(E2; k) = 0 for all i by
(6.2.9) as 1 ∈ V \
⋃r
i=1 ei. The Mayer-Vietoris sequence,
· · · → H˜i(E1; k)⊕ H˜i(E2; k)→ H˜i(E; k) → H˜i−1(E1 ∩E2; k)→
→ H˜i−1(E1; k)⊕ H˜i−1(E2; k)→ · · ·
thus provides the isomorphism H˜i(E; k) ∼= H˜i−1(E1 ∩ E2; k) for all i. By
Lemma (6.2.11) we can write
E1 ∩ E2 = ε({1, 2} ∪ e1, . . . , {1, 2} ∪ er;V )
= ε(e1, . . . , er;V \ {1, 2})
= ε(G)
from which we conclude H˜i(ε(L2 ∪G); k) = H˜i−1(ε(G); k) for all i.
(ii) Now we let E = ε(L3 ∪G) = E1 ∪ E2 where E1 = ε({1, 2};V ),
E2 = ε({2, 3}, e1, . . . , er;V ), e1, . . . , er are the edges of G and V = V (L3∪G).
Again we have H˜i(E1; k) = H˜i(E2; k) = 0 for all i, so the Mayer-Vietoris
sequence implies there is an isomorphism H˜i(E; k) ∼= H˜i−1(E1 ∩ E2; k). By
Lemma (6.2.11) we write the simplicial complex E1 ∩ E2 as
E1 ∩ E2 = ε({1, 2, 3}, {1, 2} ∪ e1, . . . , {1, 2} ∪ er;V )
= ε({3}, e1, . . . , er;V \ {1, 2})
By Lemma (6.2.14)
H˜i(E1 ∩ E2; k) = H˜i−1(ε(e1, . . . , er;V \ {1, 2, 3}; k)
= H˜i−1(ε(G); k)
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Hence H˜i(E; k) = H˜i−1(E1 ∩ E2; k) = H˜i−2(ε(G); k).
(iii) Suppose that
E = ε(L4 ∪G) = ε({1, 2} , {2, 3} , {3, 4} , e1, . . . , er;V ).
where e1, . . . , er are the edges of G and V = V (L4 ∪G).
Let E1 = ε({1, 2} ;V ) and E2 = ε({2, 3} , {3, 4} , e1, . . . , er;V ). For similar
reasons to the previous parts we have H˜i(E1; k) = H˜i(E2; k) = 0 for all i and
so H˜i(E; k) = H˜i−1(E1 ∩E2; k) for all i. Using Lemma (6.2.11) we see that
E1 ∩E2 = ε({1, 2, 3} , {1, 2, 3, 4} , {1, 2} ∪ e1, . . . , {1, 2} ∪ er;V )
= ε({3} , {3, 4} , e1, . . . , er;V
′)
= ε({3} , e1, . . . , er;V
′)
(using Lemma (6.2.12))
where V ′ = V \ {1, 2}. Since 4 ∈ V ′ \ ({3} ∪
⋃r
i=1 ei) we can use Lemma
(6.2.9) to see that H˜i(ε({3} , e4, . . . , et;V
′); k) = 0 for all i. Therefore we
also have H˜i(E; k) = 0 for all i.

(8.1.3) Lemma: The reduced homology of the disjoint union of the line Ln
and any graph G may be expressed
H˜i(ε(Ln ∪G); k) =


H˜i− 2n
3
(ε(G); k) if n ≡ 0 mod 3
0 if n ≡ 1 mod 3
H˜i− 2n−1
3
(ε(G); k) if n ≡ 2 mod 3
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Proof: First we suppose that n = 3m for some integer m. By Lemma
(8.1.1)
H˜i(ε(Ln ∪G); k) = H˜i−2(ε(Ln−3 ∪G); k)
= H˜i−2(m−1)(ε(L3 ∪G); k)
= H˜i−2m(ε(G); k)
(By Lemma (8.1.2))
= H˜i− 2n
3
(ε(G); k).
Now suppose that n = 3m+ 1. By Lemma (8.1.1)
H˜i(ε(Ln ∪G); k) = H˜i−2(ε(Ln−3 ∪G); k)
= H˜i−2(m−1)(ε(L4 ∪G); k)
= 0
(By lemma (8.1.2))
Finally we have the case n = 3m+ 2. By Lemma (8.1.1)
H˜i(ε(Ln ∪G); k) = H˜i−2(ε(Ln−3 ∪G); k)
= H˜i−2(m)(ε(L2 ∪G); k)
= H˜i−(2m+1)(ε(G); k)
(By Lemma (8.1.2))
= H˜i− 2n−1
3
(ε(G); k)

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(8.1.4) Corollary: If, for a graph H, dimk H˜i(ε(H); k) is independent of k
for all i then so is dimk H˜i(ε(H ∪ Ln); k). Hence dimk(H˜i(ε(H ∪ Ln1 ∪ · · · ∪
Lns); k) is also independent of k.
Proof: This follows from Lemma (8.1.3) as H˜i(ε(H ∪ Ln); k) is either 0 or
a shift of H˜i(ε(H); k). 
(8.1.5) Corollary: If G is the disjoint union of lines then the dimension
of the vector space H˜i(ε(G); k) is independent of k.
Proof: This is Corollary (8.1.4) whenH is a line. We know that dimk(H˜i(Ln); k)
is independent of k from Theorem (7.7.34). 
8.2 Reduced Homology of Unions of Cycles
(8.2.6) Lemma: Let H be any graph and let G = Cn ∪H. There is a long
exact sequence
· · · → H˜i(ε(Ln ∪H); k)→ H˜i(ε(G); k)→ H˜i−3(ε(Ln−4 ∪H); k)→
→ H˜i−1(ε(Ln ∪H); k)→ H˜i−1(ε(G); k)→ H˜i−4(ε(Ln−4 ∪H); k)→ · · ·
Proof: Let the vertex set of Cn be {1, . . . , n} and let the edges be
{1, 2}, {2, 3}, . . . , {n− 1, n}, {1, n},
Suppose the edges of H are e1, . . . , er. We may write ε(G) = ε1 ∪ ε2 where
ε1 = ε({1, n};V (G)) and
ε2 = ε({1, 2}, . . . , {n− 1, n}, e1, . . . , er;V (G)) ≃ ε(Ln ∪H).
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Note that H˜i(ε1; k) = 0 for all i as ε1 is a simplex. Using Lemmas (6.2.11)
and (6.2.12) we see that the intersection of ε1 and ε2 is
ε1 ∩ ε2 = ε({2}, {3, 4}, . . . , {n− 3, n− 2}, {n− 1}, e1, . . . , er;V (G) \ {1, n}).
By Corollary (6.2.15)
H˜i(ε1 ∩ ε2) = H˜i−2(ε({3, 4}, . . . , {n− 3, n− 2}, e1, . . . , er;V
′); k)
= H˜i−2(ε(Ln−4 ∪H); k),
where V ′ = V (G) \ {1, 2, n− 1, n}. Now we use the Mayer-Vietoris sequence
· · · → H˜i(ε1; k)⊕ H˜i(ε2; k)→ H˜i(ε(G); k)→ H˜i−1(ε1 ∩ ε2); k)→
→ H˜i−1(ε1; k)⊕ H˜i−1(ε2; k)→ H˜i−1(ε(G); k)→ H˜i−2(ε1 ∩ ε2); k)→ · · ·
which becomes
· · · → H˜i(ε(Ln ∪H); k)→ H˜i(ε(G); k)→ H˜i−3(ε(Ln−4 ∪H); k)→
→ H˜i−1(ε(Ln ∪H); k)→ H˜i−1(ε(G); k)→ H˜i−4(ε(Ln−4 ∪H); k)→ · · ·

(8.2.7) Lemma: Let H be a graph and let G = Cn ∪H.
H˜i(ε(G); k) =

 H˜i− 2n+13 (ε(H); k) if n ≡ 1 mod 3H˜i− 2n−1
3
(ε(H); k) if n ≡ 2 mod 3
Proof: (i) Suppose that n ≡ 1 mod 3. From Lemma (8.2.6) we have the
long exact sequence
· · · → H˜i(ε(Ln ∪H); k)→ H˜i(ε(G); k)→ H˜i−3(ε(Ln−4 ∪H); k)→ · · ·
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We use Lemma (8.1.3) to obtain H˜i(ε(Ln∪H); k) = 0 for all i and H˜i−3(ε(Ln−4∪
H); k) = H˜i− 2n+1
3
(ε(H); k) for all i. Hence the sequence tells us that H˜i(ε(G); k) =
H˜i− 2n+1
3
(ε(H); k) for all i.
(ii) Now suppose that n ≡ 2 mod 3. In this case Lemma (8.1.3) is used
to obtain H˜i(ε(Ln ∪ H); k) = H˜i− 2n−1
3
(ε(H); k) for all i and H˜i−3(ε(Ln−4 ∪
H); k) = 0 for all i. From the exact sequence we deduce that H˜i(ε(G); k) =
H˜i− 2n−1
3
(ε(H); k). 
(8.2.8) Corollary: Let H be a graph and let G = Cn ∪H. If n ≡ 1 mod 3
or n ≡ 2 mod 3 and dimk H˜i(ε(H); k) is independent of k for all i then
dimk H˜i(ε(G); k) is also independent of k for all i.
Furthermore, if G = Cn1∪· · ·∪Cns∪H, where none of n1, . . . , ns are divisible
by 3, and dimk H˜i(ε(H); k) is independent of k for all i then dimk H˜i(ε(G); k)
is also independent of k for all i.
Proof: This follows from Lemma (8.2.7) as dimk H˜i(ε(G); k) is a shift of
dimk H˜i(ε(H); k) in both cases. 
(8.2.9) Corollary: If G is the disjoint union of cycles, each with number of
vertices not divisible by 3, then dimk(H˜i(ε(G); k)) is independent of k.
Proof: This is Corollary (8.2.8) when H is a cycle. By Theorem (7.6.28)
dimk(H˜i(ε(Cn); k) is independent of k. 
(8.2.10) Corollary: If G is the disjoint union of lines and cycles (which all
have number of vertices not divisible by 3) then dimk H˜i(ε(G); k)) is indepen-
dent of k.
Proof: This is Corollary (8.2.8) when H is a union of lines. By Corollary
(8.1.5) dimk H˜i(ε(H); k) is independent of k. 
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Let G be any graph which is the disjoint union of lines and cycles. Let
G = H∪Ln1∪· · ·∪Lns , whereH is a disjoint union of cycles, then by Corollary
(8.1.4) if dimk H˜i(ε(H); k) is independent of k then so is dimk H˜i(ε(G); k).
Suppose that H = J ∪Cm1∪· · ·∪Cmt , where none of m1, . . . , mt are divisible
by 3 and J is the disjoint union of cycles each with number of vertices divisible
by 3. By Corollary (8.2.8) if dimk H˜i(ε(J); k) is independent of k then so is
dimk H˜i(ε(H); k). If we show that dimk H˜i(ε(J); k) is independent of k it will
follow that dimk H˜i(ε(G); k) is independent of k. Therefore the remaining
case to consider is when G is the union of cycles all of which have number of
vertices divisible by 3.
We first consider the union of two such cycles.
(8.2.11) Lemma: Let G = Cn ∪ Cm where n = 3p and m = 3q for p and
q integers. Then
H˜i(ε(Cn ∪ Cm); k) =

 k
4 if i = 2(p+ q − 1)
0 if i 6= 2(p+ q − 1).
Proof: The exact sequence of Lemma (8.2.6)
· · · → H˜i(ε(Ln ∪ Cm); k)→ H˜i(ε(G); k)→ H˜i−3(ε(Ln−4 ∪ Cm); k)→ · · ·
when used in conjunction with Lemma (8.1.3) becomes
· · · → H˜i−2p(ε(Cm); k)→ H˜i(ε(G); k)→ H˜i−2p(ε(Cm); k)→ · · ·
From the proof of Proposition (7.5.27) we know that
H˜i(ε(Cm; k)) =

 k
2 if i = 2q − 2
0 if i 6= 2q − 2.
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So the above exact sequence becomes zero everywhere except for the section
· · · → 0→ k2 → H˜2p+2q−2(ε(G); k)→ k
2 → 0→ · · ·
from which the result follows. 
(8.2.12) Lemma: Let n = 3p for some integer p. Suppose that r > 0 and
H is a graph such that
dimk H˜j(ε(H); k) =

 r if j = i− 2p0 if j 6= i− 2p.
Then
dimk H˜j(ε(Cn ∪H); k) =

 2r if j = i0 if j 6= i.
Proof: Again we use the exact sequence of Lemma (8.2.6)
· · · → H˜i(ε(Ln ∪H); k)→ H˜i(ε(Cn ∪H); k)→ H˜i−3(ε(Ln−4 ∪H); k)→ · · ·
Using Lemma (8.1.3) this becomes
· · · → H˜i−2p(ε(H); k)→ H˜i(ε(Cn ∪H); k)→ H˜i−2p(ε(H); k)→ · · ·
The facts about the reduced homology of ε(H) in the statement of the Lemma
mean that the sequence is zero everywhere except for the section
· · · → 0→ kr → H˜i(ε(Cn ∪H); k)→ k
r → 0→ · · ·
from which the result follows. 
(8.2.13) Corollary: Let G = C3p1 ∪ · · · ∪C3pr for integers p1, . . . , pr. Then
dimk H˜i(ε(G); k) =

 2
r if i = 2(p1 + · · ·+ pr)− 2
0 if i 6= 2(p1 + · · ·+ pr)− 2.
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Consequently dimk H˜i(ε(G); k) is independent of k.
Proof: This follows from repeated application of Lemma (8.2.12) and the
fact that, for an integer q,
dimk H˜i(ε(C3q; k)) =

 2 if i = 2q − 20 if i 6= 2q − 2.
from the proof of Proposition (7.5.27). 
8.3 Betti Numbers of Graphs of Degree 2
The above lemmas allow us to conclude the following.
(8.3.14) Theorem: The Betti numbers of graphs which only have vertices
of degree 2 or less are independent of choice of field.
Proof: To show that
βi,d(G) =
∑
H⊂G,|V (H)|=d
dimkH˜i−2(ε(H); k)
is independent of k for all i for this family of graphs we need to show that
dimkH˜i(ε(G); k) is independent of k for all graphs which are disjoint unions
of cycles and lines. By Corollary (8.2.10) this is proven whenever none of
the cycles have number of vertices divisible by 3 and by Corollary (8.2.13)
whenever the graphs are unions only of cycles all of which have number of
vertices divisible by 3. Otherwise we use Corollary (8.1.4) to show that we
only need prove the result for unions of cycles which we do by using Corollary
(8.2.8) when H is the subgraph which features all the cycles with number of
vertices divisible by 3. 
Chapter 9
Betti Numbers of Forests
In this chapter we are concerned with the Betti numbers and projective
dimensions of forests. In some sense forests have less rigid structure in general
than the other families of graphs, such as cycles and complete graphs, we have
studied. Because of this we cannot find an explicit formula for Betti numbers
of forests in the way we have for other families. Instead we find a way of
finding the Betti numbers of a forest in terms of the Betti numbers of some
of its subgraphs (which must always be forests too). This provides us with
an algorithm for finding the Betti numbers by repeated application of the
formula to successively smaller subgraphs. This will also allow us to make
statements about the projective dimension of forests.
9.1 Trees and Forests
Trees and forests were defined in (1.2.2). Note that as forests have no cycles
they must have terminal vertices.
(9.1.1) Proposition: Every forest has a vertex, v, such that either
94
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(i) all but perhaps one of its neighbours have degree 1
(ii) if v is of degree 1 then its unique neighbour is also of degree 1.
Proof: Let T be a forest. We use induction on the number of vertices
of T . If T has one vertex then the statement is true as this vertex has no
neighbours. Assume the statement of the proposition is true for any forest
with m vertices. Now suppose that |V (T )| = m+ 1.
If T has an isolated vertex then we are done. Otherwise take a connected
component of T . This must be a tree and so will have a vertex of degree 1.
Call this vertex w and let H = T \ {w}. As H is a forest with m vertices
we can select a vertex, u say, which has neighbours u1, . . . , un such that
deg u1 = · · · = deg un−1 = 1 (and if n = 1 then deg u1 = 1).
In T we must have one of the following
(i) w has one of u1, . . . , un−1 as its unique neighbour,
(ii) one of the edges of T is {u, w},
(iii) w is not a neighbour of any of u, u1, . . . , un−1.
In case (i) w has unique neighbour ui, for some ui ∈ {u1, . . . , un−1}. Therefore
all but at most one of the neighbours of ui has degree 1. This is because ui
has two neighbours, w which has degree 1 and u. So the statement is proved
in this case.
For case (ii) {u, w} ∈ E(T ) and all but at most one of the neighbours of u
have degree 1.
In case (iii) w is not a neighbour of any of u, u1, . . . , un−1 and so all but
perhaps one of the neighbours of u have degree 1. 
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v vn
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H
Figure 9.1
(9.1.2) Notation: Throughout this chapter v will denote a vertex of T
which has all but at most one of its neighbours of degree 1 (and if it has ex-
actly one neighbour then that neighbour also has degree 1). The neighbours
of v will be denoted v1, . . . , vn such that v1, . . . , vn−1 all have degree 1. Also
the neighbours of vn other than v will be denoted by w1, . . . , wm. This is
illustrated in Figure 9.1.
In this chapter let T denote a forest and let T ′ denote the subgraph of T which
is obtained by deleting the vertex v1 and let T
′′ denote the subgraph of T
which is obtained by deleting the vertices v, v1, . . . , vn. That is, T
′ = T \{v1}
and T ′′ = T \ {v, v1, . . . , vn}. Note that T
′ and T ′′ must both be forests.
To find the N-graded Betti numbers, in terms of the N-graded Betti numbers
of subgraphs of T , we will again use the formula of (1.5.23).
9.2 N-graded Betti numbers of Forests
We will use the formula
βi,d(T ) =
∑
F∈∆∗(T ): |V (T )\F |=d
dimk H˜i−2(Link∆∗F ; k).
It will be convenient to split this sum into several cases for faces of the
Alexander dual.
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(9.2.3) Definition: Let
β
(1)
i,d =
∑
F∈∆∗(T ): |V (T )\F |=d, v1∈F
dimk H˜i−2(Link∆∗(T )F ; k).
β
(2)
i,d =
∑
F∈∆∗(T ): |V (T )\F |=d, v1 /∈F, v∈F
dimk H˜i−2(Link∆∗(T )F ; k).
β
(3)
i,d =
∑
F∈∆∗(T ): |V (T )\F |=d, v,v1 /∈F, vn∈F
dimk H˜i−2(Link∆∗(T )F ; k).
β
(4)
i,d =
∑
F∈∆∗(T ): |V (T )\F |=d, v,v1,vn /∈F
dimk H˜i−2(Link∆∗(T )F ; k).
Hence βi,d(T ) =
∑4
j=1 β
(j)
i,d .
(9.2.4) Lemma: The contribution to βi,d from those faces of ∆
∗(T ) which
contain v1 is the ith Betti number of degree d of T
′, i.e.,
β
(1)
i,d =
∑
F∈∆∗(T ): |V (T )\F |=d, v1∈F
dimk H˜i−2(Link∆∗(T )F ; k) = βi,d(T
′).
Proof: The faces of ∆∗(T ) which contribute to β
(1)
i,d are those which include
the vertex v1. These are exactly the faces of ∆
∗(T ) which have link excluding
v1. If F ∈ ∆
∗(T ) does not include v1 then it has the same link as the face
F \ {v1} of ∆
∗(T \ {v1}) = ∆
∗(T ′). Hence
β
(1)
i,d =
∑
F∈∆∗(T ): |V (T )\F |=d, v1∈F
dimk H˜i−2(Link∆∗(T )F ; k)
=
∑
F∈∆∗(T ′): |V (T ′)\F |=d
dimk H˜i−2(Link∆∗(T ′)F ; k)
= βi,d(T
′)
for all i. 
(9.2.5) Lemma: The faces of ∆∗(T ) which contain v but not v1 contribute
nothing to βi,d(T ), i.e.,
β
(2)
i,d =
∑
F∈∆∗(T ): |V (T )\F |=d,v1 /∈F,v∈F
dimk H˜i−2(Link∆∗(T )F ; k) = 0.
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Proof: Using Proposition (6.1.5) we write Link∆∗(T )F = ε(e1, . . . er;V ) for
F ∈ ∆∗(T ), where e1, . . . , er are the edges of T which are disjoint from F
and V = V (T ) \ F . The faces of ∆∗(T ) in the sum β
(2)
i,d include v but not
v1. Fix an F ∈ ∆
∗(T ). The vertex v does not belong to any of the edges
e1, . . . , er. Neither does v1 belong to any of e1, . . . , er since the only edge in
T which includes v1 is {v, v1}. Because v1 is an element of the set V but not
an element of e1 ∪ · · · ∪ er it is in every maximal face of Link∆∗(T )F . Hence
Link∆∗(T )F has zero reduced homology everywhere. 
We need now to calculate the contribution to βi,d(T ) from the faces of ∆
∗(T )
which contain neither v nor v1. First we suppose that F is such a face of
∆∗(T ) and that vn ∈ F .
We can write Link∆∗(T )F = ε({v, v1} , {v, vi1} , . . . ,
{
v, vij
}
, e1, . . . , er;V ) where
1 < i1, · · · < ij < n and j > 0 ( and vl /∈ em for all l,m).
(9.2.6) Lemma: Suppose that F ∈ ∆∗(T ) with v, v1 /∈ F , vn ∈ F . Let
E = Link∆∗(T )F = ε({v, v1} , {v, vi1} , . . . ,
{
v, vij
}
, e1, . . . , er;V ). We have
an isomorphism of reduced homology modules
H˜i(E) ∼= H˜i−(j+1)(ε(e1, . . . , er;V
′))
where V ′ = V \
{
v, v1, vi1 , . . . , vij
}
.
Proof: We write the simplicial complex E as the union of two simplicial
complexes which can be seen to have zero reduced homology everywhere and
then use the Mayer-Vietoris sequence. Let ε1 = ε({v, v1} ;V ) and
ε2 = ε({v, vi1} , . . . ,
{
v, vij
}
, e1, . . . , er;V ).
Clearly E = ε1 ∪ ε2. The reduced homology of ε1 is zero as this is just a
simplex. The vertex v1 belongs to every maximal face of ε2 and therefore
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ε2 has zero reduced homology everywhere. We now use the Mayer-Vietoris
sequence
· · · → H˜i(ε1 ∩ ε2)→ H˜i(ε1)⊕ H˜i(ε2)→ H˜i(E)→
→ H˜i−1(ε1 ∩ ε2)→ H˜i−1(ε1)⊕ H˜i−1(ε2)→ H˜i−1(E)→ . . .
which becomes
· · · → H˜i(ε1 ∩ ε2)→ 0→ H˜i(E)→ H˜i−1(ε1 ∩ ε2)→ 0→ H˜i−1(E)→ . . .
to see that H˜i(E) ∼= H˜i−1(ε1 ∩ ε2) for all i. The intersection of the simplicial
complexes ε1 and ε2 can, by Lemma (6.2.11), be written
ε1 ∩ ε2 = ε({vi1} , . . . ,
{
vij
}
, e1, . . . , er;V \ {v, v1}).
None of the vertices vi1 , . . . , vij can belong to any of the edges e1, . . . , er and
so by Corollary (6.2.15)
H˜i(ε1 ∩ ε2) ∼= H˜i−j(ε(e1, . . . , er;V \
{
v, v1, vi1 , . . . , vij
}
)
for all i. Putting these together we obtain
H˜i(E) = H˜i−1(ε1 ∩ ε2) = H˜i−(j+1)(ε(e1, . . . , er;V \ {v, v1, vi1, . . . , vij})).

(9.2.7) Lemma: The contribution to βi,d(T ) from the faces of ∆
∗(T ) which
include vn but exclude v and v1 may be expressed in terms of N-graded Betti
numbers of T ′′ as follows.
β
(3)
i,d =
∑
F∈∆∗(T ): |V (T )\F |=d,v,v1 /∈F,vn∈F
dimk H˜i−2(Link∆∗(T )F ; k)
=
n−2∑
j=0
(
n− 2
j
)
βi−(j+1),d−(j+2)(T
′′).
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Proof: If F is a face of the Alexander dual, ∆∗(T ), which includes vn but
neither v nor v1 then we may write
Link∆∗(T )F = ε({v, v1} , {v, vi1} , . . . ,
{
v, vij
}
, e1, . . . , er;V )
where {vi1 , . . . , vij} ⊆ {v2, . . . , vn−1}, e1, . . . , er are the edges which do not
feature any of v, v1, . . . , vn and V = V (T ) \ F . By (9.2.6)
H˜i(Link∆∗(T )F ) ∼= H˜i−(j+1)(ε(e1, . . . , er;V
′))
for all i where V ′ = V \
{
v, v1, vi1, . . . , vij
}
. We may consider ε(e1, . . . , er;V
′)
to be the link of a face of ∆∗(T \ {v, v1, v2, . . . , vn}) = ∆
∗(T ′′), i.e.,
ε(e1, . . . , er;V
′) = Link∆∗(T ′′)F
′
where F ′ = F ∩∆∗(T ′′). For a fixed choice of vi1 , . . . , vij we consider all the
possible choices for F . The edges e1, . . . , er can be any selection of the edges
of T \ {v, v1, . . . , vn−1, vn} = T
′′ such that |
⋃r
i=1 ei| = d− (j + 2). Therefore
we have a contribution to β
(3)
i,d of βi−(j+1),d−(j+2)(T
′′). For a fixed j we have(
n−2
j
)
choices for the vertices vi1 , . . . , vij . Summing over the values of j from
0 to n− 2 we have β
(3)
i,d =
∑n−2
j=0
(
n−2
j
)
βi−(j+1),d−(j+2)(T
′′).

The final case to consider is when F ∈ ∆∗(T ) is such that v, v1, vn /∈ F . For
such a face of the Alexander Dual we may write
E : = Link∆∗(T )F
= ε({v, v1} , {v, vn} , {v, vi1} , . . . ,
{
v, vij
}
,
{vn, wk1} , . . . , {vn, wkl} , e1, . . . , et;V )
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for some choices 2 6 i1 < i2 < · · · < ij 6 n − 1 and {wk1, . . . , wkl} ⊆
{w1, . . . , wm} and where e1, . . . , et are edges that do not feature any of
{v, v1, . . . , vn}.
(9.2.8) Lemma: Let V = V (G) \ F , and let
E = ε({v, v1} , {v, vn} , {v, vi1} , . . . ,
{
v, vij
}
, {vn, wk1} , . . . , {vn, wkl} , e1, . . . , et;V ),
as above. We have an isomorphism of reduced homology modules
H˜i(E) ∼= H˜i−(j+2)(ε(e1, . . . , et;V \
{
v, v1, vn, vi1, . . . , vij
}
)).
Proof: Let ε1 = ε({v, v1};V ) and let
ε2 = ε({v, vn} , {v, vi1} , . . . ,
{
v, vij
}
, {vn, wk1} , . . . , {vn, wkl} , e1, . . . , et;V ).
The union of ε1 and ε2 is E. The reduced homology of ε1 is zero everywhere
as this is just a simplex. Also ε2 has zero reduced homology everywhere as
v1 is in every maximal face. From the Mayer-Vietoris sequence we deduce
that H˜i(E) = H˜i−1(ε1 ∩ ε2) for all i. Now we examine ε1 ∩ ε2:
ε1 ∩ ε2 = ε({v, v1, vn}, {v, v1, vi1}, . . . , {v, v1, vij}, {v, v1, vn, wk1}, . . .
. . . , {v, v1, vn, wkl}, {v, v1} ∪ e1, . . . , {v, v1} ∪ et;V )
= ε({vn}, {vi1}, . . . , {vij}, {vn, wk1}, . . . , {vn, wkl}, e1, . . . , et;V \ {v, v1})
(Using Proposition (6.2.11))
= ε({vn}, {vi1}, . . . , {vij}, e1, . . . , et;V \ {v, v1})
(Using Proposition (6.2.12)).
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As {vn, vi1, . . . , vij} ∩
⋃t
i=1 ei = ∅ we may use Corollary (6.2.15) to conclude
H˜i(E) = H˜i−1(ε1 ∩ ε2) = H˜i−(j+2)(ε(e1, . . . , et;V
′)) where
V ′ = V \ {v, v1, vn, vi1 , . . . , vij}.

(9.2.9) Lemma: Let E be as above. If {wk1, . . . , wkl} *
⋃t
i=1 ei then
H˜i(E) = 0 for all i.
Proof: Assume that {wk1, . . . , wkl} *
⋃t
i=1 ei. We may select w ∈ {wk1 , . . . , wkl}
which is such that w /∈
⋃t
i=1 ei. By Lemma (9.2.8)
H˜i(E) = H˜i−(j+2)(ε(e1, . . . , et;V
′))
for all i, where V ′ = V \ {v, v1, vn, vi1 , . . . , vij}. We now note that w ∈
V ′ \
⋃t
i=1 ei so by lemma (6.2.9) H˜i(E) = 0 for all i. 
(9.2.10) Definition: LetW = {wk1, . . . , wkl}, a subset of Ω = {w1, . . . wm}
and Γ = ∆∗(T ′′ \W ), where W = Ω \W .
By Lemma (9.2.9) we may assume that for F ∈ ∆∗(T ) such that v, v1, vn /∈ F
with
Link∆∗(T )F = ε({v, v1} , {v, vn} , {v, vi1} , . . .
. . . ,
{
v, vij
}
, {vn, wk1} , . . . , {vn, wkl} , e1, . . . , et;V ),
with V = V (T ) \ F , then {wk1, . . . , wkl} ⊆
⋃t
i=1 ei, where e1, . . . , et are
edges that do not feature any of v, v1, v2, . . . , vn, for otherwise F will give no
contribution to βi,d(T ). By lemma (9.2.8)
H˜i(Link∆∗(T )F ) = H˜i−(j+2)(ε(e1, . . . , et;V \
{
v, v1, vn, vi1 , . . . , vij
}
)).
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We may consider ε(e1, . . . , et;V
′), where V ′ = V \
{
v, v1, vn, vi1, . . . vij
}
, to
be the link of a face, G say, of Γ. Hence we may write H˜i(Link∆∗(T )F ) =
H˜i−(j+2)(LinkΓG). Note that wk1, . . . , wkl /∈ G and |Γ \G| = d− (j + 3).
(9.2.11) Lemma: Let Y (W, j) denote the contribution to βi,d from the faces
of ∆∗(T ) which contain W , do not contain any of wk1, . . . , wkl and contain
exactly (n − 2) − j of the vertices v2, . . . , vn−1. Let x = x(j) = i − (j + 2)
and y = y(j) = d− (j + 3).
Y (W, j) = βx,y(T
′′ \W )−
∑
U⊆W,|U |=1
βx,y(T
′′ \ (U ∪W ))
+
∑
U⊆W,|U |=2
βx,y(T
′′ \ (U ∪W ))
− · · ·+ (−1)lβx,y(T
′′ \ {w1, . . . , wm}).
Proof: As stated above any face, F say, of ∆∗(T ) of this type which makes
a non-zero contribution to βi,d has link which we may write as Link∆∗F =
ε({v, v1} , {v, vn} , {v, vi1} , . . . ,
{
v, vij
}
, {vn, wk1} , . . . , {vn, wkl} , e1, . . . , et;V )
where V = V (G) \ F , e1, . . . , et are edges which do not feature any of
v, v1, . . . , vn and {wk1, . . . , wkl} ⊆
⋃t
i=1 ei. Let E1 = ε({v, v1};V ) and let
E2 = ε({v, vn} , {v, vi1} , . . . ,
{
v, vij
}
, {vn, wk1} , . . . , {vn, wkl} , e1, . . . , et;V ).
Clearly E = E1∪E2. Because E1 is a simplex we have H˜i(E1) = 0 for all i and
because v1 ∈ V \ ({v, vn, vi1 , . . . , vij , wk1, . . . , wkl} ∪
⋃t
i=1 ei) Lemma (6.2.9)
implies H˜i(E2) = 0 for all i. From the Mayer-Vietoris sequence we obtain the
isomorphism of reduced homology modules H˜i(E) ∼= H˜i−1(E1 ∩ E2). Using
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Lemmas (6.2.11) and (6.2.12) we may write
E1 ∩E2 = ε({v, v1, vn}, {v, v1, vi1}, . . . , {v, v1, vij}, {v, v1, vn, wk1}, . . .
. . . , {v, v1, vn, wkl}, {v, v1} ∪ e1, . . . , {v, v1} ∪ et;V )
= ε({vn}, {vi1}, . . . , {vij}, e1, . . . , et;V \ {v, v1}).
We now use Corollary (6.2.15) to see that
H˜i(ε({vn}, {vi1}, . . . , {vij}, e1, . . . , et;V \{v, v1})
∼= H˜i−(j+1)(ε(e1, . . . , et;V
′)),
where V ′ = V \ {v, v1, vn, vi1, . . . , vij}. Hence we obtain
H˜i(E) ∼= H˜i−(j+2)(ε(e1, . . . , et;V
′))
for all i. We consider the contribution to βi,d from all faces of ∆
∗ of this
form for a fixed W and a fixed j. This will be
∑
H dimkH˜i−2(ε(H)) where
the sum is over all induced subgraphs, H , of T ′′ \W which feature all of the
vertices {wk1, . . . , wkl}. We use an inclusion / exclusion principle to obtain
the conclusion of the statement of the lemma. First we take βx,y(T
′′ \W )
which also includes the contribution from the subgraphs of T ′′ \W which do
not contain all of the vertices of W = {wk1, . . . , wkl}. We then subtract all
the Betti numbers βx,y(T
′′ \ (U ∪W )) for subsets U , of W which contain a
single element, add those for which |U | = 2 and so on to conclude
Y (W, j) = βx,y(T
′′ \W )−
∑
U⊆W,|U |=1
βx,y(T
′′ \ (U ∪W ))
+
∑
U⊆W,|U |=2
βx,y(T
′′ \ (U ∪W ))− · · ·+ (−1)lβx,y(T
′′ \ {w1, . . . , wm}).

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(9.2.12) Proposition: The contribution to the ith Betti number of degree d
from faces of ∆∗(T ) which do not feature v, v1 or vn is
β
(4)
i,d =
∑
W⊆Ω
n−2∑
j=0
(
n− 2
j
)
Y (W, j).
Proof: From definition (9.2.3)
β
(4)
i,d =
∑
F∈∆∗(T ): |V (T )\F |=d, v,v1,vn /∈F
dimk H˜i−2(Link∆∗(T )F ; k).
For a fixed W and a fixed j we get a contribution of
(
n−2
j
)
Y (W, j). We sum
this over all W such that W ⊆ Ω and all j from 0 to n − 2 to obtain the
result. 
9.3 Betti Numbers in terms of Betti
Numbers of Subgraphs
In this section we use the above results to write the graded Betti numbers of
a forest in terms of Betti numbers of some of its subgraphs. We show how
we can greatly simplify our initial formula, which is given in the following
proposition. Let the notation be as in sections 9.1 and 9.2.
(9.3.13) Proposition: Summing all the cases, we obtain
βi,d(T ) = βi,d(T
′) +
n−2∑
j=0
(
n− 2
j
)
βi−(j+1),d−(j+2)(T
′′)
+
∑
W⊆Ω
n−2∑
j=0
(
n− 2
j
)
Y (W, j).
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Proof: We use Lemmas (9.2.4), (9.2.5), (9.2.7) and (9.2.12) to obtain this
result. 
The above formula may be simplified by considering the contribution to βi,d
from βi−(j+2),d−(j+3)(T
′′ \X) for each X ⊆ Ω.
(9.3.14) Proposition: The contribution to βi,d from βi−(j+2),d−(j+3)(T
′′ \X)
is zero for each X ⊂ Ω, with X 6= Ω.
Proof: We let Λ = βx,y(T
′′\X) where x = x(j) = i−(j+2) and y = y(j) =
d− (j+3) and consider how many times the formula given in (9.3.13) counts
Λ. These all come from the summand
∑
W⊆Ω
∑n−2
j=0
(
n−2
j
)
Y (W, j). We now
consider how many contributions of Λ we acquire from Y (W, j) for various
W . From Lemma (9.2.11)
Y (W, j) = βx,y(T
′′ \W )−
∑
U⊆W,|U |=1
βx,y(T
′′ \ (U ∪W ))
+
∑
U⊆W,|U |=2
βx,y(T
′′ \ (U ∪W ))
− · · ·+ (−1)lβx,y(T
′′ \ {w1, . . . , wm}).
So we need only consider W such that W ⊆ X. Suppose X = {wa1, . . . , wap}
and for a fixed such W let |W | = y. We obtain contributions of Λ from the
summand of Y (W, j) which sums to (−1)p−y
∑
U⊆W,|U |=p−y βx,y(T
′′ \ (U ∪W )
whenever U ∪W = X. Hence we count how many such subsets, U , there
are. We must have |U | = p−y, so we have
(
p
p−y
)
=
(
p
y
)
choices. Therefore we
obtain (−1)p−y
(
p
y
)(
n−2
j
)
Λ for y = 0, 1, . . . , p. We sum these over these values
of y to find
Λ
(
n− 2
j
){
(−1)p
(
p
0
)
+ (−1)p−1
(
p
1
)
+ · · · −
(
p
p− 1
)
+
(
p
p
)}
.
We complete the proof by noting that
(−1)p
(
p
0
)
+ (−1)p−1
(
p
1
)
+ · · · −
(
p
p− 1
)
+
(
p
p
)
= 0.
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
(9.3.15) Theorem: The ith Betti number of degree d of the forest T may be
expressed in terms of Betti numbers of the subgraphs T ′ and T ′′ as follows,
βi,d(T ) = βi,d(T
′) +
n−1∑
j=0
(
n− 1
j
)
βi−(j+1),d−(j+2)(T
′′).
Proof: We use Lemma (9.3.14) to rewrite the formula of Lemma (9.3.13)
as
βi,d(T ) = βi,d(T
′) +
n−2∑
j=0
(
n− 2
j
)
βi−(j+1),d−(j+2)(T
′′)
+
n−2∑
j=0
(
n− 2
j
)
βi−(j+1),d−(j+3)(T
′′).
We collect together the terms in Betti numbers of T ′′ to obtain
n−2∑
j=0
(
n− 2
j
)
βi−(j+1),d−(j+2)(T
′′) +
n−2∑
j=0
(
n− 2
j
)
βi−(j+1),d−(j+3)(T
′′)
=
(
n− 2
0
)
βi−1,d−2(T
′′) +
{(
n− 2
1
)
+
(
n− 2
0
)}
βi−2,d−3(T
′′) + . . .
+
{(
n− 2
n− 2
)
+
(
n− 2
n− 3
)}
βi−(n−1),d−n(T
′′) +
(
n− 2
n− 2
)
βi−n,d−(n+1)(T
′′)
=
n∑
j=1
{(
n− 2
j − 1
)
+
(
n− 2
j − 2
)}
βi−j,d−(j+1)(T
′′)
=
n−1∑
j=0
(
n− 1
j
)
βi−(j+1),d−(j+2)(T
′′).

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9.4 Projective Dimension of Forests
We can use our results about the Betti numbers of forests to say something
about the projective dimension. The projective dimension of T can be found
from the projective dimensions of the subforests T ′ and T ′′.
(9.4.16) Remark: Note that the projective dimension of any forest is
independent of the characteristic of the field k. This follows from the fact
that the Betti numbers are independent of k.
(9.4.17) Theorem: Let p = pd(T ),p′ = pd(T ′) and p′′ = pd(T ′′). The
projective dimension of the forest T is
p = max {p′, p′′ + n} .
Proof: To determine p we must find the largest i ∈ N such that βi(T ) 6= 0.
Using Theorem (9.3.15) we see that
βi(T ) =
∑
d∈N
(βi,d(T ))
=
∑
d∈N
(βi,d(T
′)) +
∑
d∈N
(
n−1∑
j=0
(
n− 1
j
)
βi−(j+1),d−(j+2)(T
′′)).
This implies that βi(T ) = 0 if and only if βi(T
′) = 0 and
βi−1(T
′′), βi−2(T
′′), . . . , βi−n(T
′′)
are all zero. If βi−n(T
′′) = 0 then βi−n+1(T
′′), . . . , βi−1(T
′′) are all zero too.
Hence βi(T ) = 0 if and only if βi(T
′) = 0 and βi−n(T
′′) = 0. Therefore i > p
if and only if i > p′ and i− n > p′′. Hence p = max{p′, p′′ + n}.

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(9.4.18) Remark: This enables us to find the projective dimension of a
forest by recursively applying the above theorem. We can find the projective
dimension, an algebraic invariant, by using an algorithm on a forest, a com-
binatorial object. We can keep finding the projective dimension of the forest
in terms of the projective dimensions of smaller forests until we arrive at a
star graph, whose projective dimension we know from Proposition (5.4.11).
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