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Abstract
A large number of mathematical studies on the Boltzmann equation are based on the Grad’s angular
cutoff assumption. However, for particle interaction with inverse power law potentials, the associated cross-
sections have a non-integrable singularity corresponding to the grazing collisions. Smoothing properties of
solutions are then expected. On the other hand, the uncertainty principle, established by Heisenberg in 1927,
has been developed so far in various situations, and it has been applied to the study of the existence and
smoothness of solutions to partial differential equations. This paper is the first one to apply this celebrated
principle to the study of the singularity in the cross-sections for kinetic equations. Precisely, we will first
prove a generalized version of the uncertainty principle and then apply it to justify rigorously the smoothing
properties of solutions to some kinetic equations. In particular, we give some estimates on the regularity
of solutions in Sobolev spaces w.r.t. all variables for both linearized and nonlinear space inhomogeneous
Boltzmann equations without angular cutoff, as well as the linearized space inhomogeneous Landau equa-
tion.
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1. Introduction
There have been extensive mathematical studies on kinetic equations, especially on the Boltz-
mann equation, one of the most fundamental equations in Statistical Physics. However, most of
the works are based on the Grad’s angular cutoff assumption which removes the singularity in
cross-section around the zero interaction angle, corresponding to the grazing collisions, cf. [18].
Recently, a lot of works have been done on the smoothing effect on solutions due to this kind
of singularity. Most of them deal with the special case of space homogeneous equations, for
which there is a satisfactory theory in the non-cutoff case, cf. [4,6,8,14,15,28,30], etc. In fact, for
the non-cutoff potentials of inverse power laws, in some sense, the Boltzmann operator behaves
like a singular integral operator with leading order as a fractional Laplace operator, see [3]. This
was formulated explicitly by P.-L. Lions in the beginning of 1990s by using the compactness
of solutions in this setting. In the middle of 1990s, Desvillettes managed to prove regularity
of solutions to some simplified models for the space homogeneous problems. Around 2000s,
the regularity induced by the grazing collisions through the entropy production was developed
by Alexandre, P.-L. Lions, Villani and others. Some elegant formulations were obtained in the
work by Alexandre, Desvillettes, Villani, Wennberg so that the space homogeneous problem
was solved satisfactorily. However, there is still no general theory for the space inhomogeneous
equations except some discussions in [1,5], see also [29].
On the other hand, the uncertainty principle which was introduced by Heisenberg in 1927
states that there is a lower bound on the product of the standard deviations of position and
momentum for a system in quantum physics. This principle has been extended to various for-
mulations and situations, cf. [17]. In particular, it now provides a useful tool for studying
the existence and smoothing properties of solutions to partial differential equations, including
Schrödinger type equations, cf. [16,22–25,27].
The main concern in this paper is to apply the uncertainty principle to the study of smoothing
effects arising from the non-cutoff cross-sections for the space inhomogeneous kinetic equations.
For this purpose, the main difficulty is to take care of the interplay between the transport
operator, i.e. ∂t + v · ∇x with v being the microscopic velocity, and the collision operator acting
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reduced to a version of the uncertainty principle from the viewpoint of Fefferman [16]. However,
the fact that the Fourier transform of the above transport operator in t and x variables vanishes on
the hyperplane τ +v ·η = 0, τ and η being the Fourier variables w.r.t. t and x, requires new ideas
for generalizing the conditions to get some coercivity estimates in the framework of uncertainty
principle.
This will be the subject of the first part of the paper. To our knowledge, this is the first time that
this principle is applied in the context of kinetic equations, while we shall also make systematic
use of harmonic analysis together with pseudo-differential operator theory.
Based on this generalized version of the uncertainty principle, we will prove a result on the
smoothing effect on solutions to the kinetic equations by analyzing the interaction between the
transport operator and the regularity assumption in the microscopic velocity, together with a
mild regularity assumption on the source term. This kind of regularity assumptions are justified
for the case of the Boltzmann equation, both in linearized and nonlinear contexts, and also for its
grazing limit, the Landau equation. For the linearized space inhomogeneous Boltzmann equation,
we obtain the H+∞ regularity on the solution for initial data in some weighted L2 space. For the
nonlinear counterpart, some partial regularity on the solution in both the space and time variables
is also obtained.
Let us now present the theorems to be proven in this paper.
Firstly, the generalized version of the uncertainty principle can be stated as follows. From
now on, the variable v ∈ Rn corresponds to the microscopic velocity in the context of kinetic
equations. Let a+ and a− be two non-negative functions of variable v ∈ Rn, with a− ∈ L∞(Rn).
Set as(Dv) = |Dv|2s for 0 < s < 1, and as,log(Dv) = (log〈Dv〉)2s for s > 1/2. Having in
mind Fefferman’s uncertainty principle, cf. [16,22–24], our aim is to prove the following type
coercivity estimate under some reasonable conditions on the functions a+ and a−. That is, there
exists a constant c > 0 such that
Re
((
a(Dv)+ a+
)
f,f
)
L2(Rn)  c(a
−f,f )L2(Rn) for all f ∈ S
(
R
n
)
, (1.1)
where a(Dv) can be either as(Dv) or as,log(Dv).
For this purpose, we need to introduce some notations. For the variable r > 0, we set
a˜(r) = r−2s if a = as, and a˜(r) = | ˜log r|2s−1 if a = as,log,
where ˜log r = log r for 0 < r  1, and ˜log r = 0, otherwise.
For a given cube Q in Rn, we denote its side length by l(Q). Let Q∗ be any cube such
that Q ⊂ Q∗ with l(Q∗) = 2l(Q). For each pair of such cubes Q and Q∗ in Rn, we define the
following subset
E(Q,Q∗) = {v ∈ Q∗; a+(v) ‖a−‖L∞(Q) − a˜(l(Q))}. (1.2)
The main assumption on the functions a+ and a− is that there exists a uniform constant κ > 0
such that
(H0) inf
{ |E(Q,Q∗)|
∗ ; all cubes Q ⊂ Q∗ with 2l(Q) = l(Q∗)
}
 κ,|Q |
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pairs of cubes Q and Q∗ in Rn satisfying the above property.
With these notations, the generalized uncertainty principle can be stated as follows.
Theorem 1.1 (Uncertainty principle). Let a− ∈ L∞(Rn) and a+, a−  0. If condition (H0) holds
for some κ > 0, then there exists a constant C > 0 depending only on κ and n such that∫
Rn
a−(v)
∣∣f (v)∣∣2 dv  C ∫
Rn
(∣∣a 12s (Dv)f (v)∣∣2 + a+(v)∣∣f (v)∣∣2)dv, (1.3)
for any f ∈ S(Rn). The same coercivity estimate holds also when a
1
2
s ≡ |Dv|s is replaced by
a
1
2
s,log ≡ (log〈Dv〉)s with s > 12 .
Remark 1.1. Both the power type pseudo-differential operator as(Dv) and the logarithmic
pseudo-differential operator as,log(Dv) appear naturally in the context of the Boltzmann equation
with grazing collisions. For example, if the interaction of particles satisfies the inverse power law,
then as(Dv) appears because of the singularity in the interaction angle as a power function in the
cross-sections; while as,log(Dv) appears when we consider the Debye–Yukawa potential. As for
the uncertainty principle in the above formulation, a more precise result was proved for the case
s = 1 in [24].
The first application of the above generalized uncertainty principle is concerned with some
hypoelliptic estimates on solutions of kinetic equations.
Consider a transport equation in the form of
ft + v · ∇xf = g ∈ D′
(
R
2n+1), (1.4)
where (t, x, v) ∈ R1+n+n = R2n+1. The induced regularity w.r.t. the space and time variables
arising from the transport operator and the regularity w.r.t. the microscopic velocity variable can
be stated as follows.
Theorem 1.2 (Regularity for transport equations). Assume that g ∈ H−s′(R2n+1), for some 0
s′ < 1. Let f ∈ L2(R2n+1) be a weak solution of the kinetic equation (1.4) such that a
1
2
s (Dv)f ∈
L2(R2n+1) for some 0 < s  1. Then it follows that
Λ
s(1−s′)/(s+1)
x f
(1 + |v|2)ss′/2(s+1) ,
Λ
s(1−s′)/(s+1)
t f
(1 + |v|2)s/2(s+1) ∈ L
2(
R
2n+1).
Similarly, if g ∈ H−s′(R2n+1), for some 0  s′ < 1, and a
1
2
s,log(Dv)f ∈ L2(R2n+1) for some
s > 1/2, it follows that
(logΛx)s−1/2f
(1 + |v|2)s′/2 ,
(logΛt)s−1/2f
(1 + |v|2)1/2 ∈ L
2(
R
2n+1),
where Λ• = (1 + |D•|2)1/2.
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a±(v) and show that they satisfy condition (H0) with the Fourier variables τ and η being pa-
rameters. The different weights in the variable v for the differentiations w.r.t. the time and space
respectively arise naturally from the form of the transport operator. Similar results were obtained
through different methods by Bouchut in [9], that is, by using Fourier transform, Hörmander’s
type commutators and velocity averaging techniques from [10]. In particular, we refer to [9, The-
orem 1.5]. However, notice that the results in [9] do not include the above general Theorem 1.2
because in particular the differentiation of integer order w.r.t. the variable v is required in [9]. Al-
though it might be possible to adapt the analytic techniques in [9] to the problem in Theorem 1.2,
here we proceed in a different way. In particular, we avoid using the velocity averaging argument
but rely on a newly proved generalized uncertainty principle Theorem 1.1.
It is worth pointing out that for the Boltzmann equation, g stands for the bilinear collision
operator which is usually not well defined only in L2 space.
We then consider the space inhomogeneous Boltzmann equation,
ft + v · ∇xf = Q(f,f ).
The regularity w.r.t. the microscopic velocity will be shown by using the singularity of the cross-
section while the mild regularity of the source term, now the collision operator was obtained
in [2] by using Littlewood–Paley decomposition.
More precisely, we will first consider the linearized Boltzmann equation around a global
Maxwellian. Roughly speaking, it will be shown that the solution to the linearized Boltzmann
equation exists uniquely if the initial data and all its moments are bounded in L2. And for any
time t positive, the solution becomes H+∞ in all variables.
As for the nonlinear Boltzmann equation, a weaker result is obtained and it gives some partial
regularity of the solution w.r.t. the variables t , x and v. Let us note that the existence of classical
solutions to the Boltzmann equation in this setting is still not known except an existence theorem
proved in [1] with some partial regularity estimates. However, the result in [1] excludes the
Maxwellian case.
By appropriately choosing a Galilean frame and normalizing the density and temperature, we
linearize the Boltzmann equation around the normalized Maxwellian distribution
μ(v) = (2π)− 32 e− |v|
2
2 ,
where we have restricted ourselves to the physical case when the space (velocity) dimension
equals to 3, although it is straightforward to extend the argument to any dimension greater than 2.
Then, the Boltzmann bilinear operator Q(g,f ) is given by
Q(g,f ) =
∫
R3
∫
S2
B(v − v∗, σ )
{
g
(
v′∗
)
f (v′)− g(v∗)f (v)
}
dσ dv∗,
where B(v − v∗, σ ) may have a non-integrable singularity when no cutoff assumption is im-
posed. For convenience, we choose the σ -representation to describe the post- and pre-collisional
velocities, that is, for σ ∈ S2,
v′ = v + v∗ + |v − v∗|σ, v′∗ =
v + v∗ − |v − v∗|σ. (1.5)2 2 2 2
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product 〈 z|z| , σ 〉. In most cases, the collision kernel B cannot be expressed explicitly, but to
capture its main feature, it can be assumed to be of the form
B
(|v − v∗|, cos θ)= Φ(|v − v∗|)b(cos θ), cos θ = 〈 v − v∗|v − v∗| , σ
〉
, 0 θ  π
2
.
To concentrate on the singularity arising from the grazing collisions and to avoid the difficulty
coming from the relative velocity in the cross-section, we will only consider the Maxwellian
molecule type case, corresponding to the interaction inverse power law when the power equals
to 4. That is, we take Φ = 1 and
B = b(cos θ) ≈ Kθ−2−2s , when θ → 0+. (1.6)
Usually, the parameter s varies in the interval (0,1). In this paper, we will also restrict to the case
when 0 < s < 12 . Notice that s = 14 for the Maxwellian molecule.
By using the renormalization ideas from [5] (see also [3]), together with the arguments in [6],
we note that the singularity of the collision kernel (1.6) implies the following subelliptic estimate.
Let g  0, g ≡ 0, g ∈ L12 ∩ L logL(R3v), where L12 = {〈v〉lf ∈ L1(R3v)}. Then there exists
a constant Cg > 0 depending only on the values of ‖g‖L12 and ‖g‖L logL such that for any smooth
function f ∈ Hs(R3v), we have
C−1g
∥∥Λsvf ∥∥2L2(R3v)  (−Q(g,f ), f )L2(R3v) +C‖g‖L1(R3v)‖f ‖2L2(R3v). (1.7)
This subelliptic estimate, which was proven in [6] in a L logL setting, was crucially used in
the proof of the regularizing effect on the solutions to the Cauchy problem for the spatially ho-
mogeneous Boltzmann equation and the existence of the renormalized solution, see [4,12,14,28],
etc. In this work, we shall apply it to the spatially inhomogeneous problem through the use of the
uncertainty principle.
Since μ is the global equilibrium state satisfying Q(μ,μ) = 0, the bilinearity of Q(g,f )
yields
Q(μ+ g,μ+ g) = Q(μ,g)+Q(g,μ)+Q(g,g).
Thus, the linearized Boltzmann operator takes the form
Lf = Q(μ,f )+Q(f,μ). (1.8)
Consider the following Cauchy problem for the linearized Boltzmann equation
ft + v · ∇xf = Lf, x, v ∈ R3, t > 0; f |t=0 = f0. (1.9)
The following theorem gives the existence of weak solution under the assumption that the initial
data is in a suitable weighted L2 space.
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〈v〉lf0 ∈ L2
(
R
3 ×R3), for any l ∈ N.
Then there exists a unique weak solution f of the linearized Boltzmann equation (1.9) such that
〈v〉lf ∈ L∞ ∩L2(]0, T [ ×R6), for any l ∈ N and for any T > 0.
The assumption that all the moments of the initial data are bounded in L2(R6) is in fact
not necessary for the existence. We can only assume that the initial moments of order L with
any L  3 are bounded in L2(R6). Then, there exists a unique weak solution to the linearized
Boltzmann equation with moments up to the same order bounded for any positive time (see
Proposition 4.1 and its proof). Here, we require that all the moments are bounded in L2(R6) just
to ensure that the solution becomes H+∞ w.r.t. all variables for any positive time, and also to
simplify the exposition of the proof.
Theorem 1.4 (Full regularity for linearized Boltzmann equation). Assume that f is a weak solu-
tion of the linearized Boltzmann equation such that
〈v〉lf ∈ L2(]0, T [ ×R6), for all l ∈ N.
Then, for any l ∈ N and for any 0 < δ < T ′ < T , we have
〈v〉lf ∈ H+∞(]δ, T ′[ ×R6).
Remark 1.2. As mentioned after the existence Theorem 1.3, if one assumes that moments up
to L  3 are bounded in L2(R6), then the regularity in Hσ(L)(R6) up to some order σ(L) > 0
w.r.t. both the time and space variables with some weights in v can be obtained. Here, the func-
tion σ(L) can be explicitly defined which can be checked in the proof. We do not go into details
here in order to give a simpler presentation of the regularizing effects on solutions coming from
the non-cutoff cross-sections.
Next, we consider the full nonlinear space inhomogeneous Boltzmann equation,
ft + v · ∇xf = Q(f,f ), x, v ∈ R3, t > 0; f |t=0 = f0. (1.10)
We shall assume that f0  0 and
f0 ∈ L1 ∩L∞
(
R
6), ∫
R6
f0(x, v)
{
1 + |v|2 + |x|2 + ∣∣logf0(x, v)∣∣}dx dv < +∞.
Note the L∞ bound is assumed on the initial data. Let us recall that, in general, the Boltzmann
equation may not be well defined in this space. However, here we will not consider the exis-
tence of solutions. That is, we shall assume that there exists a solution f  0 of the Boltzmann
equation (1.10) such that
f ∈ L∞(]0, T [ ×R3x ×R3v) and f ∈ L2(]0, T [ ×R3x;L1 ∩L logL(R3v)). (1.11)1
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is still an open problem whether this kind of solutions exist.
The definition of weak solutions uses standard formulation by the duality of the collision
operator, see for instance [2,5,31]. Though it is not included in this definition, we shall also
assume that we may control the entropy dissipation rate, that is
D(f ) < +∞, (1.12)
where
D(f ) ≡
T∫
0
∫
R6
dt dx dv
∫
R
3∗
∫
S2
b
(
f ′∗f ′ − ff∗
)
log
f ′f ′∗
ff∗
dv∗ dσ.
In fact, note that this assumption is about a very natural a priori bound on weak solutions.
These two assumptions are not enough for obtaining the regularity estimate rigorously. We
shall need a more precise lower bound: for any R > 0,
inf
0tT , |x|R
∥∥f (t, x, ·)∥∥
L1(R3v)
> 0. (1.13)
Note that this assumption is on the macroscopic density associated with f . Thus, it is accordance
with most works on fluid mechanics, where it is assumed that the solution is away from the
vacuum.
Then the partial regularity of solutions to the nonlinear Boltzmann equation is given as fol-
lows.
Theorem 1.5 (Regularity for nonlinear Boltzmann equation). Let f be a weak solution to the
nonlinear space inhomogeneous Boltzmann equation (1.10). Let the assumptions (1.11)–(1.13)
hold. Then, it follows that
f ∈ H
s(1−s)
1+s
loc
(
R
7).
Note that the above result only gives some partial regularity. The full regularity, as for the
nonlinear Landau case of [11], will be detailed in a forthcoming paper [7].
Let us note that a more precise weighted estimate will be given in the proof of Theorem 1.5,
see Section 7. We refer also to the remarks therein, where another method of proof is given by
using some slightly different assumptions on the solution f .
As another application of the uncertainty principle, in the end of this paper, we will consider
the Landau equation which is also a well-known kinetic equation naturally associated with the
Boltzmann equation.
The (full) spatially inhomogeneous Landau equation reads
ft + v · ∇xf = ∇v
(
a¯(f ) · ∇vf − b¯(f )f
)≡ Q(f,f ), (1.14)
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a¯ij (f ) = aij  f, b¯j (f ) =
3∑
i=1
(∂vi aij )  f, i, j = 1,2,3,
with
aij (v) =
(
δij − vivj|v|2
)
|v|γ+2, γ ∈ [−3,1].
Again, we consider here only the Maxwellian molecule case which corresponds to γ = 0. Let us
note the existence results of [19,20] together with the regularity results of [11], in the context of
solutions close to a global Maxwellian.
For the Landau equation, we consider it here only in the linearized framework. Thus, we
linearize the Landau equation (1.14) around the normalized Maxwellian distribution μ(v). Since
μ is the equilibrium state which implies that Q(μ,μ) = 0, the linearized Landau operator takes
the form
Lf = Q(μ,f )+Q(f,μ) = ∇v
(
a¯(μ) · ∇vf − b¯(μ)f
)+ ∇v(a¯(f ) · ∇vμ− b¯(f )μ). (1.15)
We then consider the following Cauchy problem:
ft + v · ∇xf = Lf, x, v ∈ R3, t > 0; f |t=0 = f0. (1.16)
The definition of weak solution in the function space L2(]0, T [ × R3;L12(R3v)) for the Cauchy
problem is standard in the distribution sense which will be recalled in Section 8.
Theorem 1.6 (Existence for linearized Landau equation). Assume that
〈v〉lf0 ∈ L2
(
R
3 ×R3), for any l ∈ N.
Then there exists a unique weak solution f of the linearized Landau equation (1.16) such that
〈v〉lf, 〈v〉l∇vf ∈ L∞ ∩L2
(]0, T [;L2(R6)),
for any l ∈ N and for any T > 0.
Theorem 1.7 (Regularity for linearized Landau equation). Assume that f is a weak solution of
the linearized Landau equation such that
〈v〉lf ∈ L2(]0, T [ ×R6), for any l ∈ N.
Then, for any l ∈ N and for any 0 < δ < T ′ < T , we have
〈v〉lf ∈ H+∞(]δ, T ′[ ×R6).
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ized uncertainty principle. The regularity of solutions to the transport equation will be given in
Section 3. The proof for the existence of weak solutions is sketched in Section 4, while Sec-
tion 5 deals with the subelliptic estimates and the uniqueness of weak solutions for the linearized
equation. The full regularity of solutions to the linearized Boltzmann equation will be proved in
Section 6. Section 7 deals with the nonlinear Boltzmann equation where some partial regularity
of solutions is obtained. Finally, Section 8 is devoted to the linearized Landau equation on the
existence, uniqueness and full regularity. Finally, some logarithm differential estimate will be
given in Appendix A.
2. Generalized uncertainty principle
2.1. Adapted dyadic covering
For k ∈ Z, we consider the lattice Λk = 2−kZn formed by the points in Rn whose coordinates
are multiples of 2−k . Let Dk be the collection of cubes with side length 2−k and vertices located
at the points in Λk . The cubes belonging to D = ⋃∞−∞ Dk are called dyadic cubes. If a cube
Q ∈ D is obtained by dividing of a bigger dyadic cube Q′ with double side length, we call Q′ the
mother cube of Q. To be deterministic, if Q is given by Q = [2−k j ;2−k( j + 1)[, where j ∈ Zn,
1 = (1, . . . ,1), then the mother cube is given by Q′ = [2−k+1 Int(2−1 j);2−k+1(Int(2−1 j)+ 1)[.
Definition 2.1. For a constant A > 0 and a function 0  a−(v) ∈ L∞(Rn), a cube Q satisfies
property F(A,a−) if
‖a−‖L∞(Q) Aa˜
(
l(Q)
)
.
Furthermore, we denote by M(A,a−) the set of dyadic cubes Q ∈ D satisfying F(A,a−) but
not their mother cubes.
The following lemma follows directly from the definition and the fact that a˜ is decreasing.
Lemma 2.1. If a cube Q′ satisfies F(A,a−), then so does any cube Q ⊂ Q′.
Since a− ∈ L∞, all dyadic cubes in Dk with k large enough satisfy F(A,a−). Moreover, the
collection of cubes in M(A,a−) is a non-overlapping covering on Rn, that is
R
n =
⋃
Q∈M(A,a−)
Q, |Qk ∩Qj | = 0, Qk,Qj ∈ M(A,a−), k = j. (2.1)
For the non-overlapping covering M(A,a−), we now construct another locally uniform finite
covering M˜(A,a−) on Rn by taking into account hypothesis (H0).
Proposition 2.1. Under the hypothesis of Theorem 1.1, there exists a constant As depending
only on s, such that for all AAs , and any cube Qj ∈ M(A,a−), there exists another cube Q˜j
satisfying the following conditions:
(1) Qj ⊂ Q˜j ⊂ Q′ , where Q′ denotes the mother cube of Qj .j j
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setting Ej = Q˜j ∩E(Q,Q∗), one has
|Ej | κ2 |Qj |, (2.2)
and
a+(v) C1a˜
(
l(Qj )
)
 C2‖a−‖L∞(Qj ), for any v ∈ Ej . (2.3)
(3) The collection {Q˜j } = M˜(A,a−) is a locally finite covering of Rn, and the number of over-
lapping is order O(κ−n) which is uniform in Rn.
Proof. Firstly, note that if Qj ∈ M(A,a−) belongs to Dk , then there is a unique mother cube
Q′j ∈ Dk−1. For the constant κ > 0 in condition (H0), we choose an integer N > 0 satisfying
κ
4
<
n
2N
 κ
2
.
Then we only need to consider the following two distinct cases:
Case 1. Q′j does not contain any cube belonging to M(A,a−) with side length smaller than
l(Qj )/2N . In this case, we choose Q˜j = Q′j .
Case 2. There is at least one dyadic cube belonging to M(A,a−) in Q′j whose side length is
smaller than 2−Nl(Qj ). We then choose one of such cubes denoted by Qk(j) such that Q′k(j) is
closest to Qj . Note that this choice is not necessarily unique. Here, the distance between two
points v = (v1, . . . , vn) and w = (w1, . . . ,wn) is defined by ‖v −w‖∞ ≡ maxj |vj −wj |. Then,
we define Q˜j as the unique largest cube which satisfies Qj ⊂ Q˜j ⊂ Q′j and does not intersect
the interior of Q′k(j).
With the above choice of Q˜j , let us check the statement of Proposition 2.1.
We start with Case 2. In this case, first note that for any cube Q containing Q′k(j), we have,
by Lemma 2.1,
‖a−‖L∞(Q) > Aa˜
(
l(Q)
)
. (2.4)
Now, take a cube Q with side length l(Qj )/2, such that Q′k(j) ⊂ Q ⊂ Q′j , with maximum value
of |Q ∩ Q˜j |. Then choose a cube Q∗ ⊃ Q with l(Q∗) = 2l(Q) = l(Qj ) and with maximum
value of |Q∗ ∩ Q˜j |. Note that the choice of Q˜j implies |Q∗ ∩ Q˜cj |  n2−N |Q∗|. From the
condition (H0), for the subset Ej = Q˜j ∩E(Q,Q∗), we have
|Ej |
(
κ − n2−N )|Q∗| κ |Qj |,2
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a+(v) (A− 1)a˜(l(Q)) (A− 1)a˜(l(Qj )) (A− 1)
A
‖a−‖L∞(Qj )
holds because of (2.4) and the fact that Qj ∈ M(A,a−). If we choose A bigger than 1, it follows
that there exists a constant C > 0 such that
a+(v) Ca˜
(
l(Qj )
)
 C
A
‖a−‖L∞(Qj ), ∀v ∈ Ej , (2.5)
and Ej ⊂ Q˜j satisfying
|Ej | κ2n+1 |Q˜j |. (2.6)
We now turn to consider Case 1. In this case, since Q˜j = Q′j /∈ M(A,a−), we have
‖a−‖L∞(Q′j ) > Aa˜
(
l
(
Q′j
))
.
Let us choose a dyadic cube Qm(j) ⊂ Q′j with the same side length as Qj , and satisfying
‖a−‖L∞(Qm(j)) = ‖a−‖L∞(Q′j ). Since there exists a (explicitly depending on s) constant c0 > 0
such that
a˜(2r) c0a˜(r), if 0 < r < 1/2,
we have
‖a−‖L∞(Qm(j)) > Ac0a˜
(
l(Qm(j))
)
.
By choosing Q = Qm(j), for property (2) of the proposition, we get
a+(v) (Ac0 − 1)a˜
(
l(Qj )
)
 Ac0 − 1
A
‖a−‖L∞(Qj ), ∀v ∈ Ej ,
and also Ej ⊂ Q˜j with |Ej | κ|Q˜j |. Then it is sufficient to take a larger constant A if needed
such that Ac0 > 1. Since Q˜j meets only those cubes Q˜k contained in Q′j whose side lengths are
bigger than 2−N−1l(Q˜j ), the covering {Q˜j } is locally finite, and the number of overlapping esti-
mated above is bounded by O(2nN) = O(κ−n). This completes the proof of Proposition 2.1. 
2.2. Estimation of integration over the cubes
Except for the case s = 1, it follows from Propositions A.1 and A.2 given in Appendix A, that
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Rnv
∣∣a 12s (Dv)f (v)∣∣2 dv  c1 ∫ ∫
Rnv×Rnw
|f (v)− f (w)|2a˜(|v −w|)
|v −w|n dv dw
 c2
∫ ∫
∑
j Q˜j×
∑
k Q˜k
|f (v)− f (w)|2a˜(|v −w|)
|v −w|n dv dw
 c2
∑
j
a˜(l(Q˜j ))
|Q˜j |
∫ ∫
Q˜j×Q˜j
∣∣f (v)− f (w)∣∣2 dv dw,
where c1, c2 are positive constants depending only on κ , n and s. In the case s = 1, the above
inequality also holds because for any cube Q, we have
∫ ∫
Q×Q
∣∣f (v)− f (w)∣∣2 dv dw  ∫ ∫
Q×Q
|v −w|2
1∫
0
∣∣∇u(v + θ(w − v))∣∣2 dθ
 l(Q)2
∫
Q
1/2∫
0
dθ
(∫
Q
∣∣∇f (v + θ(w − v))∣∣2 dv)dw
+ l(Q)2
∫
Q
1∫
1/2
dθ
(∫
Q
∣∣∇f (v + θ(w − v))∣∣2 dw)dv.
By the change of variables z = v + θ(w − v) (v → z, w → z, respectively), the last two terms
can be estimated by 2nl(Q)2|Q| ∫
Q
|∇f (z)|2 dz.
It follows from Proposition 2.1 that
a˜(l(Q˜j ))
|Q˜j |
∫ ∫
Q˜j×Q˜j
∣∣f (v)− f (w)∣∣2 dv dw
 c0a˜(l(Qj ))|Q˜j |
∫ ∫
Q˜j×Ej
∣∣f (v)− f (w)∣∣2 dv dw
 c0a˜(l(Qj ))|Q˜j |
∫ ∫
Q˜j×Ej
(
1
2
∣∣f (v)∣∣2 − ∣∣f (w)∣∣2)dv dw
 c0a˜(l(Qj ))|Ej |
2|Q˜j |
∫
Q˜j
∣∣f (v)∣∣2 dv − c0a˜(l(Qj )) ∫
Ej
∣∣f (w)∣∣2 dw
 c0κ
2n+2
∫
Q
a−(v)
∣∣f (v)∣∣2 dv − c0
C
∫
E
a+(w)
∣∣f (w)∣∣2 dw,j j
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Theorem 1.1.
3. Hypoellipticity of transport equation
In this section, we consider the hypoellipticity of solutions to a transport equation with mild
regularity assumption on the source term. The main idea is to apply the generalized uncertainty
principle proved in the previous section to obtain some coercivity estimate which leads to the
regularity of the solution in all variables as stated in Theorem 1.2. In fact, this theorem can be
proven once the following estimate is obtained
∥∥A(v,Dt ,Dx)f ∥∥2L2(R2n+1)
 C
{∥∥a 12s (Dv)f ∥∥2L2(R2n+1) + ‖X0f ‖2H−s′ (R2n+1) + ‖f ‖2L2(R2n+1)}, (3.1)
for all f ∈ S(R2n+1), where X0 ≡ (∂t + v · ∇x) and
A(v,Dt ,Dx)f = 〈Dx〉
s(1−s′)/(s+1)f
(1 + |v|2)ss′/2(s+1) +
〈Dt 〉s(1−s′)/(s+1)f
(1 + |v|2)s/2(s+1) .
We denote by τ , η and ξ the dual (Fourier) variables corresponding to t , x and v, respectively.
Furthermore, we use standard notations from the pseudo-differential operator theory.
Choose χ(τ, η, ξ) ∈ S0, such that χ = 1 on Γ = {(τ, η, ξ) ∈ R1+2nτ,η,ξ ; |τ |2 +|η|2  1+|ξ |2/2},
and χ = 0 outside of Γ˜ = {|τ |2 + |η|2  1 + |ξ |2}. Denote by χ(D) the pseudo-differential
operator with symbol χ . We have∥∥A(v,Dt ,Dx)f ∥∥L2(R2n+1)  ∥∥A(v,Dt ,Dx)χ(D)f ∥∥L2(R2n+1)
+ ∥∥A(v,Dt ,Dx)(1 − χ(D))f ∥∥L2(R2n+1),
and it is straightforward to check that∥∥A(v,Dt ,Dx)(1 − χ(D))f ∥∥L2(R2n+1)

∥∥a 12s (Dt )(1 − χ(D))f ∥∥L2(R2n+1) + ∥∥a 12s (Dx)(1 − χ(D))f ∥∥L2(R2n+1)
 2
∥∥a 12s (Dv)(1 − χ(D))f ∥∥L2(R2n+1)
 C
(∥∥a 12s (Dv)f ∥∥L2(R2n+1) + ‖f ‖L2(R2n+1)).
Since ∥∥[〈D〉−s′X0, χ(D)]f ∥∥L2(R2n+1)  C‖f ‖L2(R2n+1),
it is therefore enough to prove that
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 C
{∥∥a 12s (Dv)χ(D)f ∥∥2L2(R2n+1) + ∥∥X0χ(D)f ∥∥2H−s′ (R2n+1) + ‖f ‖2L2(R2n+1)}. (3.2)
As suppFt,x,v(χ(D)f ) ⊂ Γ˜ , we deduce that∫
Rnv
(∫ ∫
R
n+1
τ,η
|τ + v · η|2
(1 + τ 2 + |η|2)s′
∣∣Ft,x(χ(D)f )(v, τ, η)∣∣2 dτ dη)dv  ∥∥X0χ(D)f ∥∥2H−s′ (R2n+1),
where F• denotes the Fourier transform with respect to the variable •.
Since the operator a1/2s (Dv) is independent of t and x variables, (3.2) will follow if we can
prove that
c
(
a−(v, τ, η)u,u
)
L2(Rn)  Re
((
a(Dv)+ a+(v, τ, η)
)
u,u
)
L2(Rn), u ∈ S
(
R
n
)
, (3.3)
for any (τ, η) ∈ R1+n when |τ |, |η|R0 for some large constant R0 > 0. Here,
a−(v, τ, η) = c0 |τ |
2s(1−s′)/(s+1)
(1 + |v|2)s/(s+1) + c0
|η|2s(1−s′)/(s+1)
(1 + |v|2)ss′/(s+1) = a
−
1 (v, τ )+ a−2 (v, η),
for some constant c0 > 0, and
a+(v, τ, η) = 1 + |τ + v · η|
2
(1 + τ 2 + |η|2)s′ .
We check the condition (H0) for the uncertainty principle given in (3.3) when (τ, η) ∈ R1+n
is considered as some parameter such that |τ |, |η|R0, for some large constant R0 > 0.
Let τ/|η| = p ∈ R \ {0} and η/|η| = ω ∈ Sn−1. We consider Rn in the two regions:
Ω = {|τ | 2(1 + |v|2)1/2|η|}= {|p| 2(1 + |v|2)1/2}
and Ωc = {|p| 2(1 + |v|2)1/2}. Obviously, there exists a constant c > 0 such that
|τ + v · η|2
(1 + τ 2 + |η|2)s′ 
{ |τ |2(1−s′)  c(1 + |v|2)(1−s′)|η|2(1−s′), in Ω,
c
(τ/|η|+v·η/|η|)2
(1+|v|2)s′ |η|2(1−s
′), in Ωc.
(3.4)
We now check the condition (H0) for the functions a+(v, τ, η), a−1 (v, τ ) and a
−
2 (v, η). For given
p ∈ R, ω ∈ Sn−1, introduce the hyperplane in Rnv , Pp,ω = {v ∈ Rn: p + v ·ω = 0}.
Consider a dual pair of cubes Q ⊂ Q∗ ⊂ Rnv with l(Q) = 2l(Q∗).
Case A. We assume that Q∗ ⊂ Ω . We have by (3.4) that
a+(v, τ, η) |τ |2(1−s′)  c(1 + |v|2)(1−s′)|η|2(1−s′), if v ∈ Q∗ ⊂ Ω. (3.5)
In this case, we have E(Q,Q∗) = Q∗ if we choose c0 = 1.
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a+(τ, η, v) c |η|
2(1−s′)
(1 + |v|2)s′ (p + v ·ω)
2 + 1, if v ∈ Q∗.
Then for any Q∗ and Pp,ω, we have
|E∗| =
∣∣∣∣{v ∈ Q∗; |p + v ·ω| 12 l(Q)
}∣∣∣∣ (14
)n
|Q∗|, (3.6)
and thus, for v ∈ E∗,
|η|2(1−s′)
(1 + |v|2)s′ (p + v ·ω)
2  |η|
2(1−s′)
(1 + |v|2)s′
(
1
2
l(Q)
)2
.
Now if l(Q) (1 + |v|2)s′/2(s+1)|η|(s′−1)/(s+1), we have
|η|2(1−s′)
(1 + |v|2)s′
(
l(Q)
)2  |η|2s(1−s′)/(s+1)
(1 + |v|2)ss′/(s+1) ,
and if l(Q) (1 + |v|2)s′/2(s+1)|η|(s′−1)/(s+1), we have
|η|2s(1−s′)/(s+1)
(1 + |v|2)ss′/(s+1) 
(
l(Q)
)−2s = a˜s(l(Q)).
Thus, it follows that E∗ ⊂ E(Q,Q∗) for a+ and a−2 .
The cases when Q∗ ∩Ω = ∅ and Q∗ ∩Ωc = ∅ is just a combination of the above two cases,
so that we have checked the condition (H0) by using (3.6) with κ = 4−n for some small constant
c0 > 0 depending only on s, s′.
To check condition (H0) for a−1 , we use the same argument and the fact that
a+(v, τ, η) c |τ |
2(1−s′)
1 + |v|2 (p + v ·ω)
2 + 1, if v ∈ Ωc.
Finally, we have obtained∥∥a1/2s (Dv)(χ(D)f )∥∥2L2(R2n+1) + ∥∥X0(χ(D)f )∥∥2H−s′ (R2n+1)
 c
∫
Rnv
(∫ ∫
Rn
|τ |2s(1−s′)/(s+1)
(1 + |v|2)s/(s+1)
∣∣Ft,x(χ(D)f )(v, τ, η)∣∣2 dτ dη
+ c
∫ ∫
Rn
|η|2s(1−s′)/(s+1)
(1 + |v|2)ss′/(s+1)
∣∣Ft,x(χ(D)f )(v, τ, η)∣∣2 dτ dη)dv,
and this completes the first part of Theorem 1.2.
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a−(v, τ, η) = c1 (
˜log(|τ |))2s−1
(1 + |v|2) + c2
( ˜log(|η|))2s−1
(1 + |v|2)s′ = a
−
1 (v, τ )+ a−2 (v, η),
and take the same function a+(v) as defined above. Then, we introduce the set
E˜∗ = {v ∈ Q∗; min(1, (p + v ·ω)2)|η|2(1−s′)  cs′ ∣∣ ˜log(|η|)∣∣2s−1 − ∣∣ ˜log(l(Q))∣∣2s−1}.
By considering the cases l(Q) |η|(s′−1)| ˜log(|η|)|s−1/2 and l(Q) |η|(s′−1)| ˜log(|η|)|s−1/2, re-
spectively, we get |E˜∗| ν|Q∗| for some positive constant ν, which verifies condition (H0) for
a+(v, τ, η) and a−2 (v, η). The same method also works for a
−
1 (v, τ ). Therefore, the proof of
Theorem 1.2 is completed.
For the applications we have in mind, we shall also need the following result involving mo-
ment weights.
Corollary 3.1. Let l ∈ N and δ > 0 such that 1 − s′ − δ > 0. Then, for any value M(δ, l) 
(l + δ)(1 − s′)/δ, one has
∥∥A˜(v,Dt ,Dx)〈v〉lf ∥∥2L2(R2n+1)
 C
{∥∥a 12s (Dv)〈v〉lf ∥∥2L2(R2n+1) + ‖X0f ‖2H−s′ (R2n+1) + ∥∥〈v〉M(δ,l)f ∥∥2L2(R2n+1)}, (3.7)
for any f ∈ S(R2n+1), where 〈v〉 = (1 + |v|2)1/2,X0 ≡ (∂t + v · ∇x) and
A˜(v,Dt ,Dx) = 〈Dx〉
s(1−s′−δ)/(s+1)
(1 + |v|2)ss′/2(s+1) +
〈Dt 〉s(1−s′−δ)/(s+1)
(1 + |v|2)s/2(s+1) .
For the proof of this corollary, we replace the previous function a+(v, τ, η) by
a˜+(v, τ, η) = c |η|
2(1−s′−δ)
(1 + |v|2)s′
{(
1 + |v|2)1Ω + (p + v ·ω)21Ωc}+ 1.
It follows that, for f˜ = χ(D)f and fˇ (v, τ, η) = Ft,x(f˜ )(v, τ, η),
∫ ∫
R
n+1
τ,η
( ∫
Rnv
∣∣a 12s (Dv)〈v〉l fˇ (v, τ, η)∣∣2 + a˜+(v)∣∣〈v〉l fˇ (v, τ, η)∣∣2 dv
)
dτ dη

∥∥a 12s (Dv)〈v〉l f˜ ∥∥2L2(R2n+1) + ‖X0f˜ ‖2H−s′ (R2n+1) + ∥∥〈v〉M(δ,l)f˜ ∥∥2L2(R2n+1).
If we decompose Rn into Ωη = {|η|δ  〈v〉l} and Ωc, then we havev η
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R
n+1
τ,η
( ∫
Rnv
a˜+(v)
∣∣〈v〉l fˇ ∣∣2 dv)dτ dη

∫ ∫
R
n+1
τ,η
( ∫
Ωη
a+(v)|fˇ |2 dv
)
dτ dη +
∫ ∫
R
n+1
τ,η
( ∫
Ωcη
∣∣〈v〉M(δ,l)fˇ ∣∣2 dv)dτ dη + ∥∥〈v〉l f˜ ∥∥2
L2(R2n+1)
with M(δ, l) (l + δ)(1 − s′)/δ. Then, by setting
a˜−(v) = c |η|
2s(1−s′−δ)/(s+1)
(1 + |v|2)ss′/(s+1) ,
and by a similar argument used for Theorem 1.2, we can estimate
∫ ∫
R
n+1
τ,η
( ∫
Rnv
a˜−(v)
∣∣〈v〉l fˇ ∣∣2 dv)dτ dη,
by replacing |η| by |η|(1−s′−δ)/(1−s′) and replacing fˇ by 〈v〉l fˇ .
Remark 3.1. We shall apply the above result by choosing δ = 12 (1 − s′) in the corollary. On the
other hand, we can also choose a−2 as
a−2 (v, η) = c
(
1 + |v|2)s(l−s′)/(s+1)|η|2s(1−s′)/(s+1).
In this way, we keep the same order of differentiation as the one in Theorem 1.2, but some weight
in v is lost.
4. Existence of weak solution
We now come to the existence of weak solution to the Cauchy problem for the linearized
Boltzmann equation:
∂f
∂t
+ v · ∂xf = Lf, x, v ∈ R3, t > 0; f |t=0 = f0, (4.1)
under the non-angular cutoff assumption (1.6).
Denote
L
p
l
(
R
3
v
)= {〈v〉lf ∈ Lp(R3v)}.
The definition of weak solution is similar to the one for the nonlinear Boltzmann equation.
Definition 4.1. With an initial datum f0(x, v) ∈ L2(R3x;L11(R3v)), f (t, x, v) is called a weak
solution of the Cauchy problem (4.1) if it satisfies:
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f (0, x, v) = f0(x, v);∫
R6
f (t, x, v)ϕ(t, x, v) dx dv −
∫
R6
f0(x, v)ϕ(0, x, v) dx dv
−
t∫
0
dτ
∫
R6
f (τ, x, v)(∂τ + v · ∂x)ϕ(τ, x, v) dx dv
=
t∫
0
dτ
∫
R6
f (τ, x, v)L∗(ϕ)(τ, x, v) dx dv,
for any test function ϕ(t, x, v) ∈ C1(R+;C∞0 (R6)). Here, L∗ is the (formal) adjoint operator
of L given by
L∗(ϕ) =
∫
R3
∫
S2
B(v − v∗, σ )μ(v∗)
{
ϕ(v′)+ ϕ(v′∗)− ϕ(v)− ϕ(v∗)}dσ dv∗.
Note that the above definition also makes sense for any test function ϕ ∈ L∞([0, T0];W 2,∞(R6)).
The existence of such a weak solution is given by
Proposition 4.1. Suppose that the collision kernel B satisfies (1.6) with 0 < s < 12 , and that for
some l > 52 , f0 ∈ L2(R3x,L2l (R3v)). Then, for any T > 0, there exists a weak solution f of the
Cauchy problem (4.1) such that
f ∈ L∞ ∩L2(]0, T [;L2(R3x,L2l (R3v))), f ∈ C0([0, T ];D′(R6)).
The weak solution will be constructed as a limit of a sequence of solutions through the angular
cutoff approximations. For this purpose, let δ > 0 and R > 0 be two small and large constants,
respectively. Define an operator Lδ by replacing the cross-section in L by a cutoff kernel given
by
bδ(cos θ) = χ
(|θ | > δ)b(cos θ).
Here, χ(A) is the standard characteristic function of a set A. Since Lδ is not a bounded operator
on L2(R3), we define an operator LR,δ = IRLδIR where IR is a smooth cutoff function such
that
IR ∈ C∞0
(
R
3), 0 IR(x) 1, IR(v) = {1 (|v|R),0 (|v|R + 1).
Then, LR,δ is bounded on L2(R3). Now consider the following problem with angular cutoff,
∂thR,δ = IR ◦ (−v.∇x + Lδ) ◦ IRhR,δ, hR,δ(0) = g0. (4.2)
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The proof of Proposition 4.1 relies on the following two lemmas.
Lemma 4.1. Let l ∈ N and g0 ∈ L2(R3x,L2l (R3v)) with ωR(v) · ∇xg0 ∈ L2(R3x,L2l (R3v)) where
ωR(v) = IR(v)v. Then, for each R,δ > 0, there exists a unique strong solution of the prob-
lem (4.2) such that
hR,δ ∈ C1
([0,+∞[;L2(R3x,L2l (R3v))), ωR(v) · ∇xhR,δ ∈ C0([0,+∞[;L2(R3x,L2l (R3v))).
Lemma 4.2. For the collision kernel given by (1.6), assume that 0 < s < 12 . Then, for each l ∈ N,
l  3, it holds that
(LR,δg, g)L2(R3x ,L2l (R3v))  C‖g‖L2(R3x ,L2l (R3v))
(‖g‖L2(R3x ,L11(R3v)) + ‖g‖L2(R3x ,L2l (R3v))),
for some constant C > 0 which is independent of g ∈ L2(R3x,L2l (R3v)) and R,δ > 0.
In fact, Lemma 4.2 follows from Proposition 4.1 of [28] where only functions in L2l (R3v) are
considered. It is straightforward to see that it holds also in the function space L2(R3x,L2l (R3v))
by integration over the variable x ∈ R3. For the completeness and the proof of the uniqueness of
weak solutions, this lemma will be proved in Section 5 in a rather general setting, see Lemma 5.1.
Now, we give the
Proof of Lemma 4.1. Firstly, for any l ∈ N, the free transport operator
AR = IR ◦ (−v · ∇x) ◦ IR = −ωR(v) · ∇x
endowed with the domain of definition
DR =
{
g, ωR(v) · ∇xg ∈ L2
}
,
is a skew-adjoint operator in the space L2(R3x,L2l (R3v)). Hence, it generates a C0 semi-group
(actually unitary group) etAR .
Next, consider the operator BR,δ = AR + LR,δ endowed with the same domain of defini-
tion DR . Since LR,δ is a bounded operator on L2(R3x,L2l (R3v)), BR,δ is a bounded perturbation
of the C0 semi-group generator AR . Thus, it is also a C0 semi-group generator (see e.g. [21]).
Put
hR,δ = etBR,δ g0.
Then, it follows from the C0 semi-group theory that if g0 ∈ DR ,
hR,δ ∈ C1
([0,∞[;L2(R3x,L2l (R3v)))∩C0([0,∞[;DR),
and it satisfies (4.2) strongly in L2(R3,L2(R3)). This completes the proof of Lemma 4.1. x l v
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given in Lemma 4.1. Then, since (4.2) holds strongly in L2(R3x,L2l (R3v)), by virtue of the skew-
adjointness of AR , we have,
1
2
d
dt
∥∥hR,δ(t)∥∥2L2(R3x ,L2l (R3v)) = (BR,δhR,δ, hR,δ)L2(R3x ,L2l (R3v))
= (ARhR,δ, hR,δ)L2(R3x ,L2l (R3v)) + (LR,δhR,δ, hR,δ)L2(R3x ,L2l (R3v))
= (LR,δhR,δ, hR,δ)L2(R3x ,L2l (R3v)).
Owing to Lemma 4.2, the last term in the above equation is bounded by
C‖hR,δ‖L2(R3x ,L2l (R3v))
(‖hR,δ‖L2(R3x ,L11(R3v)) + ‖hR,δ‖L2(R3x ,L2l (R3v))).
Since l  3, we get L2(R3x,L2l (R3v)) ⊂ L2(R3x,L11(R3v)). Then, we have the desired uniform
estimate ∥∥hR,δ(t)∥∥L2(R3x ,L2l (R3v))  eCt‖g0‖L2(R3x ,L2l (R3v)), (4.3)
for some constant C > 0 which is independent of t,R, δ > 0 and g0 ∈ L2(R3x,L2l (R3v)).
To simplify the notations, set
Xl = L∞
(]0, T [;L2(R3x,L2l (R3v))), Yl = L2(]0, T [;L2(R3x,L2l (R3v))).
It follows from (4.3) that
hR,δ ∈ Xl ∩ Yl,
‖hR,δ‖Xl  eCT ‖g0‖L2(R3x ,L2l (R3v)), ‖hR,δ‖Yl  T
1/2eCT ‖g0‖L2(R3x ,L2l (R3v)), (4.4)
for any T > 0.
Consider the weak formulation of (4.2):
−(g0, φ(0))− T∫
0
(
hR,δ(τ ),φτ (τ )
)
dτ +
T∫
0
(
hR,δ(τ ),ARφ(τ)
)
dτ
=
T∫
0
(
hR,δ(τ ),IRL∗δIRφ(t)
)
dτ, (4.5)
where ( , ) is the inner product of L2(R6) and φ is any test function in C∞0 ([0, T ] × R6) subject
to the condition φ(T ) = 0, while L∗δ is the adjoint operator of Lδ .
So far, we have assumed that g0 ∈ DR . However, since the estimate (4.4) involves only
L2(R3x,L
2
l (R
3
v)) norm of g0 and DR is dense in L2(R3x,L2l (R3v)), we can conclude
Lemma 4.3. For any g0 ∈ L2(R3x,L2l (R3v)), there exists a weak solution hR,δ of problem (4.2)
satisfying (4.4) and (4.5).
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follows, cf. [28].
First, fix δ > 0 and let R → ∞. It is clear from (4.4) that there exist a function hδ and a
subsequence {hR,δ} (with some abuse of notations) such that for any T > 0,
hδ ∈ Xl ∩ Yl, ‖hδ‖Xl  eCT ‖g0‖L2(R3x ,L2l (R3v)), ‖hδ‖Yl  T
1
2 eCT ‖g0‖L2(R3x ,L2l (R3v)),
hR,δ → hδ weakly∗ in Xl and weakly in Yl.
Take the limit of (4.5) as R → ∞. Clearly,
W−1l IRL∗δIRφ → W−1l L∗δφ strongly in Y0.
Here and after, we use the notation
Wl = 〈v〉l .
Thus, we have
−(g0, φ(0))− T∫
0
(
hδ(τ ),φτ (τ )
)
dτ +
T∫
0
(
hδ(τ ),Aφ(τ)
)
dτ
=
T∫
0
(
Wlhδ(τ ),W
−1
l L∗δφ(τ )
)
dτ. (4.6)
Here, A = −v · ∇x and we have used the fact that ARφ = Aφ holds for any test function φ if R
is sufficiently large.
Next, let δ → 0. Then, there exist a function g and a subsequence {hδ} (again with abuse of
notations) such that
g ∈ Xl ∩ Yl, ‖g‖Xl  eCT ‖g0‖L2(R3x ,L2l (R3v)), ‖g‖Yl  T
1
2 eCT ‖g0‖L2(R3x ,L2l (R3v)),
hδ → g weakly∗ in Xl and weakly in Yl.
We claim that this function g is the desired weak solution. Indeed, note that
W−1l L∗δφ → W−1l L∗φ strongly in Y0.
By taking the limit δ → 0 in (4.6), we deduce that
−(g0, φ(0))− T∫ (g(τ),φτ (τ ))dτ − T∫ (g(τ),Aφ(τ))dτ = T∫ (Wlg(τ),W−1l L∗φ(τ))dτ.
0 0 0
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φ(t, x, v) =
T∫
t
η(s) ds ψ(t, x, v), η ∈ C∞([0, T ]), ψ ∈ C∞0 ([0, T ] ×R6),
we get
T∫
0
η(t)
{(
g(t),ψ(t)
)− (g0,ψ(0))− t∫
0
(
g(τ),ψτ (τ )
)
dτ
−
t∫
0
(
g(τ),Aφ(τ)
)
dτ −
t∫
0
(
Wlg(τ),W
−1
l L∗ψ(τ)
)
dτ
}
dt = 0,
which implies
(
g(t),ψ(t)
)− (g0,ψ(0))− t∫
0
(
g(τ),ψτ (τ )
)
dτ
−
t∫
0
(
g(τ),Aφ(τ)
)
dτ −
t∫
0
(
Wlg(τ),W
−1
l L∗ψ(τ)
)
dτ, a.a. t ∈ ]0, T [.
Thus, this gives that for any test function of the form ψ(t, x, v) = ψ¯(x, v) ∈ C∞0 (R6),
(
g(t), ψ¯
)= (g0, ψ¯)+ t∫
0
w(τ)dτ,
where w(t) = (g(t),Aψ(t))+ (Wlg(t),W−1l L∗ψ¯) ∈ L1(0, T ). Therefore, g ∈ C(R+,D′).
The proof of Theorem 1.3 for the existence of weak solution to the linearized Boltzmann
equation is then completed.
The uniqueness of weak solution does not follow directly from the uniform estimate (4.3)
because the convergence of hR,δ to g is only in the weak sense. We will prove the uniqueness of
weak solution in the next section.
5. Subelliptic estimates and uniqueness of weak solution
Let 0 < δ < 1 and N0 ∈ N such that N0 > 92 . Set
Mδ(Dx,Dv) =
(
1 + δ(|Dx |2 + |Dv|2))−N0 .
Firstly, the commutator of the pseudo-differential operator Mδ and the collision operator Q(μ, ·)
is estimated by the following lemma.
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we have ∣∣(MδQ(μ,g)−Q(μ,Mδg),Mδg)L2(R6)∣∣ C‖Mδg‖2L2(R6). (5.1)
Proof. Since Mδg ∈ H 2(R6), we have
−(Q(μ,Mδg),Mδg)L2(R6)
= −
∫
R3x
∫
R6v∗,v
∫
S2
bμ(v∗)Mδg(x, v)
(
Mδg(x, v
′)−Mδg(x, v)
)
dσ dv∗ dv dx
= 1
2
∫
R3x
∫
R6v∗,v
∫
S2
bμ(v∗)
(
Mδg(x, v
′)−Mδg(x, v)
)2
dσ dv∗ dv dx
− 1
2
∫
R3x
∫
R6v∗,v
∫
S2
bμ(v∗)
((
Mδg(x, v
′)
)2 − (Mδg(x, v))2)dσ dv∗ dv dx.
According to the cancellation lemma (Corollary 2 of [6]), we have∣∣∣∣∣
∫
R9x,v∗,v
∫
S2
bμ(v∗)
((
Mδg(x, v
′)
)2 − (Mδg(x, v))2)dσ dv∗ dv dx
∣∣∣∣∣ C‖μ‖L1(R3)‖Mδg‖2L2(R6).
By taking the partial Fourier transform Fv w.r.t. the variable v with the dual variable denoted
by ξ , the Bobylev identity (see [6, Appendix]) gives
1
2
∫
R3x
∫
R6v∗,v
∫
S2
bμ(v∗)
(
Mδg(x, v
′)−Mδg(x, v)
)2
dσ dv∗ dv dx
= 1
2(2π)3
∫
R3x
∫
R
3
ξ
∫
S2
b
(
ξ
|ξ | · σ
){
μˆ(0)
∣∣Mδ(Dx, ξ)Fvg(x, ξ)∣∣2
+ μˆ(0)∣∣Mδ(Dx, ξ+)Fvg(x, ξ+)∣∣2
− 2 Re μˆ(ξ−)(Mδ(Dx, ξ+)Fvg)(x, ξ+)(Mδ(Dx, ξ+)Fvg)(x, ξ+)}dσ dξ dx.
On the other hand, Bobylev identity again also gives
(
Q(μ,g),M2δ g
)
L2(R6)
=
∫
3
∫
6
∫
2
bμ(v∗)g(x, v)
(
M2δ g(x, v
′)−M2δ g(x, v)
)
dv∗ dσ dv dxR R S
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(2π)3
∫
R3x
∫
R
3
ξ
∫
S2
b
{
μˆ(ξ−)Fvg
(
x, ξ+
)− μˆ(0)Fvg(x, ξ)}M2δ (Dx, ξ)Fvg(x, ξ) dσ dξ dx.
Thus,(
Q(μ,g),M2δ g
)
L2(R6)
= (Q(μ,Mδg),Mδg)L2(R6) +O(‖Mδg‖2L2)
+ 1
2(2π)3
∫
R3x
∫
R
3
ξ
∫
S2
bμˆ(0)
{∣∣Mδ(Dx, ξ+)Fvg(x, ξ+)∣∣2
− ∣∣Mδ(Dx, ξ)Fvg(x, ξ)∣∣2}dσ dξ dx
+ 1
(2π)3
Re
∫
R3x
∫
R
3
ξ
∫
S2
bμˆ(ξ−)
{
Mδ(Dx, ξ)Fvg
(
x, ξ+
)−Mδ(Dx, ξ+)Fg(x, ξ+)}
×Mδ(Dx, ξ)Fvg(x, ξ) dσ dξ dx = (A)+ (B),
where we have used the fact that M∗δ (Dx, ξ) = Mδ(Dx, ξ) in L2(R3x). Now, since
π/2∫
−π/2
sin θb(cos θ)
[
1
cos3(θ/2)
− 1
]
dθ  C < +∞,
one has
∣∣(A)∣∣= ∣∣∣∣∣
∫
R6
∫
S2
b
{∣∣Mδ(Dx, ξ+)Fvg(x, ξ+)∣∣2 − ∣∣Mδ(Dx, ξ)Fvg(x, ξ)∣∣2}dσ dξ dx
∣∣∣∣∣
 C‖Mδg‖2L2(R6).
For the term (B), by taking the Fourier transformation w.r.t. the variable x, we have
∣∣(B)∣∣= 1
2(2π)6
∣∣∣∣∣
∫
R6
∫
S2
bμˆ(ξ−)
{
Mδ(η, ξ)−Mδ
(
η, ξ+
)}Fx,v(g)(η, ξ+)
×Mδ(η, ξ)Fx,vg(η, ξ) dσ dξ dη
∣∣∣∣∣.
By using ∣∣Mδ(η, ξ+)−Mδ(η, ξ)∣∣ CN0 sin2 θ2Mδ(η, ξ+)
in the above estimate, we complete the proof of Lemma 5.1. 
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and N0 ∈ N such that N0 > 92 . Set
Wl,δ1 = Wle−δ1
|v|2
2 , Mδ2(Dx,Dv) =
(
1 + δ2
(|Dx |2 + |Dv|2))−N0 .
If f ∈ L∞([0, T ];L2(R3x;L2l (R3v))), then
Wl,δ1M
2
δ2(Dx,Dv)Wl,δ1f ∈ L∞
(]0, T [;W 2,∞(R6)).
Similarly to Lemma 4.1, we have the following estimate.
Lemma 5.2. For the collision kernel (1.6), assume 0 < s < 12 . Then, for each l ∈ N with l  3, itfollows that
(Lf,Wl,δ1M2δ2(Dx,Dv)Wl,δ1f )L2(R6) + ∥∥ΛsvMδ2Wl,δ1f (t)∥∥2L2(R6)
 C
∥∥Mδ2(Dx,Dv)Wl,δ1f ∥∥L2(R6)(‖f ‖L2(R3x ,L11(R3v)) + ‖Wlf ‖L2(R6) + ‖f ‖L2(R3x ,L22(R3v))),
for some constant C > 0 which is independent of f ∈ L2(R3x,L2l (R3v)) and δ1, δ2 > 0.
Proof. Write (Lf,Wl,δ1M2δ2Wl,δ1f )L2(R6) = I1 + I2 + I3,
where
I1 ≡
(
Q(μ,Mδ2Wl,δ1f ),Mδ2Wl,δ1f
)
L2(R6), I2 ≡
(
Q(f,μ),Wl.δ1M
2
δ2Wl,δ1f
)
L2(R6),
and
I3 ≡
(
Mδ2Wl,δ1Q(μ,f )−Q(μ,Mδ2Wl,δ1f ),Mδ2Wl,δ1f
)
L2(R6).
Now, by using the coercivity estimate (1.7), I1 is estimated by
C−1μ
∥∥ΛsvMδ2Wl,δ1f (t)∥∥2L2(R6) −I1 +Cμ∥∥Mδ2Wl,δ1f (t)∥∥2L2(R6). (5.2)
For I2, we split it into two parts as follows,
I2 =
∫
b
(
f ′∗μ′ − f∗μ
)
WlM
2
δ2Wl,δ1f =
∫
bf∗μ
{
W ′l,δ1
(
M2δ2Wl,δ1f
)′ −Wl,δ1M2δ2Wl,δ1f }
=
∫
bf∗(Wl,δ1μ)
{(
M2δ2Wl,δ1f
)′ −M2δ2Wl,δ1f }+ ∫ bf∗μ((Wl,δ1)′ −Wl,δ1)(M2δ2Wl,δ1f )′
= I2,a + I2,b.
By using the estimates with ρ = 1 in Lemma 6.1 given in the next section, we have
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∣∣(Q(f,Wl,δ1μ),M2δ2Wl,δ1f )∣∣

∫
R3x
∥∥Q(f,Wl,δ1μ)∥∥L2(R3v)∥∥M2δ2Wl,δ1f ∥∥L2(R3v) dx
 C
∫
R3x
‖f ‖L11(R3v)‖Wl+1,δ1μ‖H 1(R3v)‖Mδ2Wl,δ1f ‖L2(R3v) dx
 C‖f ‖L2(R3x ;L11(R3v))‖Mδ2Wl,δ1f ‖L2(R6x,v),
where C is a generic positive constant, and we have used 0 < s < 1/2 and the fact that
‖Wl+1,δ1μ‖H 1(R3v)  Cl,
for some positive constant Cl independent of δ1 > 0.
For I2,b , note that
μ
∣∣(Wl,δ1)′ −Wl,δ1 ∣∣ μ(∣∣W ′l −Wl∣∣+Wl∣∣e−δ1 |v′|22 − e−δ1 |v|22 ∣∣)
 Cμ
(|v′ − v|{|v′ − v|l−1 +Wl−1}+Wl√δ1|v′ − v|)
 Cμ1/2
(
θ lWl(v∗)+ θW1(v∗)
)
,
where we have used
|v′ − v|2 = 1
2
|v − v∗|2(1 − cos θ) C
(|v|2 + |v∗|2)θ2.
Noting that −1 + 2s + l − 2 > −1, we have, by the similar argument as in [28, (4.24)],
|I2,b| C‖Mδ2Wl,δ1f ‖L2(R6)‖Wlf ‖L2(R6).
Hence,
|I2| C
(‖f ‖L2(R3x ;L11(R3v)) + ‖Wlf ‖L2)‖Mδ2Wl,δ1f ‖L2 . (5.3)
Next, we write I3 = I3,a + I3,b , where
I3,a =
(
Wl,δ1Q(μ,f )−Q(μ,Wl,δ1f ),M2δ2Wl,δ1f
)= ∫ bμ∗f ((Wl,δ1)′ −Wl,δ1)(M2δ2Wl,δ1f )′.
Since
μ∗
∣∣(Wl,δ1)′ −Wl,δ1 ∣∣
 μ∗
∣∣W ′l −Wl∣∣+μ∗W ′l ∣∣e−δ1 |v′|22 − e−δ1 |v|22 ∣∣
 Cθμ1/2∗
(
1 + |v|)(Wl−1 +W ′ )+μ∗W ′(e−δ1 |v′ |22 + e−δ1 |v|22 )δ1∣∣|v′|2 − |v|2∣∣l−1 l
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{
1 + W
′
l
Wl
δ1
(
1 + |v|2)(e−δ1 |v′|22 + e−δ1 |v|22 )}
 Cθμ1/4∗ Wl
{
1 + W
′
l−2
Wl−2
δ1
(
1 + |v′|2)e−δ1 |v′ |22 + W ′l
Wl
δ1
(
1 + |v|2)e−δ1 |v|22 }
 Cθμ1/8∗ Wl,
and using the change of variables v → v′ in [6], we have
|I3,a | C‖Wlf ‖L2
∥∥M2δ2Wl,δ1f ∥∥L2  C‖Wlf ‖L2‖Mδ2Wl,δ1f ‖L2 .
The readers are also referred to the remark made in Section 6 on the above change of variables.
Finally, since
I3,b =
(
Mδ2Q(μ,Wl,δ1f )−Q(μ,Mδ2Wl,δ1f ),Mδ2Wl,δ1f
)
L2(R6),
by applying Lemma 5.1 with g = Wl,δ1f ∈3 (R6), we get
|I3,b| C‖Mδ2Wl,δ1f ‖2L2(R6).
Therefore, the proof for Lemma 5.2 is completed. 
The uniqueness of weak solution to the Cauchy problem (4.1) then follows from the following
proposition.
Proposition 5.1. Assume that f0 ∈ L2l , for some l ∈ N with l  3. For some T > 0, let f ∈
L∞(]0, T [;L2l ) be a weak solution of the Cauchy problem (4.1). Then
Λsv(Wlf ) ∈ L2
(]0, T [;L2(R6)),
and there exist C1,C2 > 0 which are independent of f such that for any t ∈ ]0, T [,
∥∥f (t)∥∥2
L2l
+C1
t∫
0
∥∥ΛsvWlf (τ)∥∥2L2(R6) dτ  C2
t∫
0
∥∥f (τ)∥∥2
L2l
dτ + ‖f0‖2L2l . (5.4)
Proof. By using the notations in the previous lemma, if f ∈ L∞([0, T ];L2(R3x;L2l (R3v))) is
a weak solution to the Cauchy problem (4.1), then
Wl,δ1M
2
δ2(Dx,Dv)Wl,δ1f ∈ L∞
(]0, T [;W 2,∞(R6)).
We can then use this function as a test function (with some mollification in order to take care of
the regularity w.r.t. the variable t) in Definition 4.1 of weak solution. Then it follows that
d
dt
∥∥Mδ2Wl,δ1f (t)∥∥2L2(R6) + 2([v,Mδ2 ]∂xWl,δ1f,Mδ2Wl,δ1f )L2(R6)
= 2(Lf,WlM2Wl,δ f ) 2 6 .δ 1 L (R )
R. Alexandre et al. / Journal of Functional Analysis 255 (2008) 2013–2066 2041A direct computation gives
[v,Mδ2] · ∂x = −N0
(
1 + δ2
(|Dx |2 + |Dv|2))−N0−1δ2∂v · ∂x.
Thus
∣∣([v,Mδ2] · ∂xWl,δ1f,Mδ2Wl,δ1f )L2(R6)∣∣
 CN0‖Mδ2Wl,δ1f ‖2L2(R6) +C‖Wl,δ1f ‖2L2(R6). (5.5)
By using Lemma 5.2 for l > 52 , we then have
d
dt
‖Mδ2Wl,δ1f ‖2L2 +C1
∥∥ΛsvMδ2Wl,δ1f ∥∥2L2  C{‖Mδ2Wl,δ1f ‖2L2 + ‖Wlf ‖2L2}.
Thus
∥∥Mδ2Wl,δ1f (t)∥∥2L2(R6) +C1
t∫
0
∥∥ΛsvMδ2Wl,δ1f (τ)∥∥2L2 dτ  C2
t∫
0
‖Wlf ‖2L2 + ‖Wlf0‖2L2 .
By letting δ1, δ2 tend to 0, we get
∥∥Wlf (t)∥∥2L2 +C1
t∫
0
∥∥ΛsvWlf (τ)∥∥2L2 dτ  C2
t∫
0
∥∥Wlf (τ)∥∥2L2 dτ + ‖Wlf0‖2L2 .
The proof of the proposition is then completed. 
Remark 5.1. Of course, the subelliptic estimate (5.4) implies some weighted partial regularity
w.r.t. the variable v.
Furthermore, by applying the estimate (5.4) to the case when f0 = 0, if f ∈ L∞(]0, T [;L2l )
with l  3 is a weak solution of the Cauchy problem (4.1), then f ≡ 0. That is, we have the
uniqueness of weak solution for the Cauchy problem (4.1) in L∞(]0, T [;L2l ) for any l  3 which
yields Theorem 1.3.
6. High order regularity
We now turn to the interior regularity of the weak solution. Let us note that more precise esti-
mates than those given below can be obtained w.r.t. the initial data by using the same argument.
However, we will not go into details for the simplicity of the presentation.
Let f be a weak solution of the Cauchy problem (1.9), and φ = φ(t) ∈ C∞0 (]0, T [) be
a smooth cutoff function. Then
∂(φ(t)f ) + v · ∂x
(
φ(t)f
)= L(φ(t)f )+ φtf, (t, x, v) ∈ R7. (6.1)
∂t
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Mδ(Dt ,Dx,Dv) =
(
1 + δ(|Dt |2 + |Dx |2 + |Dv|2))−N0,
with N0 > 112 , we have firstly
Proposition 6.1. Assume that f is a weak solution of Eq. (1.9), such that
Wlf ∈ L2
(]0, T [ ×R6), ∀l ∈ N.
Then, for any l ∈ N and any cutoff function φ ∈ C∞c (]0, T [), we have∥∥ΛsvWl(φ(t)f )∥∥2L2(R7)  C‖Wlf ‖2L2(]0,T [×R6).
We now consider the regularity of the right-hand side of Eq. (6.1), that is, the collision opera-
tor. In [2], by using the Littlewood–Paley decomposition, a general estimate in the Besov space
on the collision operator was proved by the first author. Some of the estimates and ideas from [2]
will be used in the discussion on the nonlinear Boltzmann equation.
Here, by using only the Fourier transformation, we can obtain a weaker estimate on the colli-
sion operator which is not optimal w.r.t. either the weight or the Sobolev index for the Maxwellian
type cross-section in a straightforward way. The reason that we include it here instead of applying
the estimate directly from [2] because the proof for this simpler estimate is illustrative without
using the technique of Littlewood–Paley decomposition. And it gives a clear picture to the read-
ers why the collision operator is bounded in the Sobolev space if we have some boundedness on
the involved functions in some weighted Sobolev space.
Lemma 6.1. Let 0 < s < 1/2. Then for any ρ ∈ R,∥∥Q(g,f )∥∥
Hρ−1(R3v)
 C‖g‖L11(R3v)‖W1f ‖Hρ(R3v). (6.2)
Proof. By using the Bobylev identity, we have
∣∣Fv(Q(g,f ))(ξ)∣∣=
∣∣∣∣∣
∫
S2
b
(
gˆ(ξ−)fˆ
(
ξ+
)− gˆ(0)fˆ (ξ))dσ ∣∣∣∣∣

∣∣∣∣∣
∫
S2
b
(
gˆ(ξ−)− gˆ(0))fˆ (ξ+)dσ ∣∣∣∣∣+
∣∣∣∣∣
∫
S2
bgˆ(0)
(
fˆ
(
ξ+
)− fˆ (ξ))dσ ∣∣∣∣∣

∫
S2
1∫
0
b|ξ−|∣∣(∇gˆ)(τξ−)∣∣∣∣fˆ (ξ+)∣∣dτ dσ
+
∫
2
1∫
b|ξ−|∣∣gˆ(0)∣∣∣∣(∇fˆ )(ξ + τ(ξ+ − ξ))∣∣dτ dσ.S 0
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|ξ−| = |ξ | sin θ
2
 C|ξ |θ, |ξ |
2

∣∣ξ+∣∣ |ξ |, 0 θ  π
2
,
and that for 0 < s < 1/2,
∫
S2
bθ dσ  C
π/2∫
0
θ−2s dθ < +∞.
By Schwarz, we then get∫
R
3
ξ
〈ξ 〉2ρ∣∣Fv(Q(g,f ))(ξ)∣∣2 dξ
 C‖gˆ‖2L∞
∫
R
3
ξ
∫
S2
〈ξ 〉2ρ+2θ−1−2s∣∣fˆ (ξ+)∣∣2 dσ dξ
+C∣∣gˆ(0)∣∣2 ∫
R
3
ξ
∫
S2
1∫
0
〈ξ 〉2ρ+2θ−1−2s∣∣(∇fˆ )(ξ + τ(ξ+ − ξ))∣∣2 dτ dσ dξ
= C(‖gˆ‖2L∞J1 + ∣∣gˆ(0)∣∣2J2).
The estimate of the integral J1 is done by the help of the change of variables ξ → ξ+. The
Jacobian is computed, with k = ξ/|ξ |, as∣∣∣∣∂(ξ+)∂(ξ)
∣∣∣∣= ∣∣∣∣12I + 12σ ⊗ k
∣∣∣∣= 18 (1 + k · σ) = 14 cos2 θ2 .
Here, we shall notice that after this change of variable, θ plays no longer the role of the polar
angle because the “pole” k now moves with σ and hence the measure dσ is no longer given by
sin θ dθ dφ. However, the situation is rather good because if we take k+ = ξ+/|ξ+| as a new pole
which is independent of σ , then the new polar angle ψ defined by cosψ = k+ · σ satisfies
ψ = θ
2
, dσ = sinψ dψ dφ, ψ ∈
[
0,
π
4
]
,
and thus θ works almost as the polar angle, giving
J1  C
∫
R
3
ξ+
D0
(
ξ+
)∣∣fˆ (ξ+)∣∣2 dξ+
with
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(
ξ+
)= ∫
S2
〈ξ 〉2ρ+2θ−1−2s dσ
 C
〈
ξ+
〉2ρ+2 π/4∫
0
ψ−1−2s sinψ dψ  C
〈
ξ+
〉2ρ+2
which implies
J1  C‖f ‖2Hρ+1 .
In order to estimate J2, first, put
ξτ = ξ + τ
(
ξ+ − ξ)
and notice that for any τ ∈ [0,1] and θ ∈ [0,π/2],
√
2
2
|ξ | |ξτ | 3√
2
|ξ |
and ∣∣∣∣∂(ξτ )∂(ξ)
∣∣∣∣= ∣∣((2 − τ)/2)I + (τ/2)σ ⊗ k∣∣
= ((2 − τ)/2)3 + ((2 − τ)/2)2(τ/2)k · σ,
so that the Jacobian of the change of variables
ξτ → ξ
is uniformly bounded away from zero for any τ ∈ [0,1] and θ ∈ [0, π2 ]. Here, the same remark
follows for the pole and polar angle. In this case, the new pole is kτ = ξτ /|ξτ | for which the polar
angle defined by cosψ = kτ · σ is easily seen to satisfy
θ
2
ψ  θ, dσ = sinψ dψ dφ.
Hence, we get
J2  C
1∫
0
∫
R
3
ξτ
D1(ξτ , τ )
∣∣∇fˆ (ξτ )∣∣2 dξτ dτ
with
R. Alexandre et al. / Journal of Functional Analysis 255 (2008) 2013–2066 2045D1(ξτ , τ ) =
∫
S2
〈ξ 〉2ρ+2θ−1−2s dσ
 C〈ξτ 〉2ρ+2
π/4∫
0
ψ−1−2s sinψ dψ  C〈ξτ 〉2ρ+2
which implies
J2  C
1∫
0
‖W1f ‖2Hρ+1 dτ = C‖W1f ‖2Hρ+1,
and this completes the proof of the lemma. 
We now apply the uncertainty principle to the transport equation (6.1).
Proposition 6.2. Assume that f is a weak solution of Eq. (6.1) such that Wlf ∈ L2(]0, T [ ×R6)
for any l ∈ N with l  3. Then, we have
Λ
ks1
t,xWl(f˜ ) ∈ L2
(
R
7), ∀k, l  3, (6.3)
where s1 = s22(s+1) > 0, f˜ = φ(t)f .
For the proof, let us first recall that if f is a weak solution of the linearized Boltzmann equa-
tion, one has, by Proposition 6.1
ΛsvWl(f˜ ) ∈ L2
(
R
7).
An application of Lemma 6.1 with ρ = s, l > 5/2, gives∥∥Λs−1v {L(f˜ )+ φtf }∥∥L2(R7)  C(∥∥ΛsvW1(f˜ )∥∥L2(R7) + ‖Wlf ‖L2([0,T ]×R6)).
We then apply Corollary 3.1 of the uncertainty principle with s′ = 1 − s, δ = s/2, to get∥∥Wl−1Λs1t,x f˜ ∥∥2L2(R7)  C{∥∥ΛsvWlf˜ ∥∥2L2(R7) + ∥∥Λs−1v (Lf˜ )∥∥2L2(R7) + ‖Wl(s)f ‖2L2(]0,T [×R6)}.
Thus, it follows that
WlΛ
s1
t,xφ(t)f ∈ L2
(
R
7),
for all l ∈ N and any cutoff function φ ∈ C∞(]0, T [).
Next, by setting f1 = Λs1t,x f˜ , we see that
Wlf1,Λ
s1
t,xφtf ∈ L2
(
R
7), ∀l ∈ N,
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∂f1
∂t
+ v · ∂xf1 = Lf1 +Λs1t,xφtf. (6.4)
Thus, by applying again Proposition 6.1, we have
ΛsvWl(f1) ∈ L2
(
R
7),
and by Lemma 6.1 with ρ = s, l  3, we have∥∥Λs−1v {L(f1)+Λs1t,xφtf }∥∥L2(R7)  C(∥∥ΛsvW1(f1)∥∥L2(R7) + ‖Wl(s)f ‖L2([0,T ]×R6)).
It follows from the same argument as for f˜ that
WlΛ
2s1
t,x
(
φ(t)f
)= WlΛs1t,x(f1) ∈ L2(R7),
for any l ∈ N and any cutoff function φ ∈ C∞0 (]0, T [). By induction, we get
WlΛ
ks1
t,x
(
φ(t)f
) ∈ L2(R7), ∀k, l  3, (6.5)
and thus Proposition 6.2 is proved.
Completion of the proof for Theorem 1.4. Now, fix p, l ∈ N, and set
f2 = Λpt,x
(
φ(t)f
)
and Λmδ =
(
1 + |Dv|2
)m
2
(
1 + δ|Dv|2
)−N0,
for 0 < δ < 1, m ∈ R+ with a large constant N0 > 7/2 +m. Then we have from (6.5),
Wlf2 and WlΛpx (φtf ) ∈ L2
(
R
7), ∀l ∈ N.
By taking
Λmδ W
2
l Λ
m
δ f2 ∈ H 2
(
R
7)
as a test function in the weak formulation of the following equation
∂f2
∂t
+ v · ∂x(f2) = L(f2)+ g, (6.6)
where g = Λpt,x(φtf ), one has, with ( , ) being the inner product of L2(R7),(
Wl
[
v,Λmδ
]
∂xf2,WlΛ
m
δ f2
)= (WlΛmδ Lf2,WlΛmδ f2)+ (g,Λmδ W 2l Λmδ f2)
= (A)+ (B)+ (C), (6.7)
where
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(B) = (Λmδ Lf2 − L(Λmδ f2),W 2l Λmδ f2),
and
∣∣(C)∣∣≡ ∣∣(g,Λmδ W 2l Λmδ f2)∣∣ C∥∥WlΛmδ f2∥∥L2(R7)∥∥WlΛmδ g∥∥L2(R7).
For the terms (A) and (B), one can proceed as in the proof of Proposition 6.1 to get
C−1
∥∥ΛsvWlΛmδ f2∥∥2L2(R7)
−(A)+C∥∥WlΛmδ f2∥∥L2(R7)(∥∥Λmδ f2∥∥L2(R4t,x ,L11(R3v)) + ∥∥WlΛmδ f2∥∥L2(R7))
and
|B| C(∥∥Λmδ f2∥∥L2(R7)∥∥W 2l Λmδ f2∥∥L2(R4t,x ,L11(R3v)) + ∥∥W 2l Λmδ f2∥∥2L2(R7)).
For the commutator, a direct computation gives
[
v,Λmδ
] · ∂x = −N0Λmδ (1 + δ|Dv|2)−1δ∂v · ∂x +mΛm−2δ ∂v · ∂x.
Thus,
∣∣(Wl[v,Λmδ ]∂xf2,WlΛmδ f2)∣∣ C{√δ∥∥WlΛmδ Λxf2∥∥L2(R7)
+ |m|∥∥WlΛm−1δ Λxf2∥∥L2(R7)}∥∥WlΛmδ f2∥∥L2(R7).
By combining the above estimates, (6.7) implies that for any l  3,
∥∥ΛsvWlΛmδ f2∥∥2L2(R7)  C{∥∥W 2l Λmδ f2∥∥2L2(R7) + ∥∥WlΛmδ g∥∥2L2(R7) + ∥∥WlΛm−1δ Λxf2∥∥2L2(R7)},
where the constant C > 0 is independent of δ. Note that the function g is like f2 but with different
cutoff function because φt ∈ C∞0 (]0, T [). By setting m = ks, k ∈ N, by using induction on k  0,
we can prove
WlΛ
ks
v Λ
p
t,x
(
φ(t)f
) ∈ L2(R7), (6.8)
for any p ∈ N and any cutoff function φ ∈ C∞0 (]0, T [).
This completes the proof for regularity stated in Theorem 1.4. 
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In this section, we consider the nonlinear Boltzmann equation. Let us recall that we have
assumed that the global (w.r.t. variables (t, x, v)) entropy dissipation rate is bounded, see as-
sumption (1.12).
Since we are going to use some results from [6], let us first introduce, for fixed (t, x), the local
entropy dissipation rate
D˜(f ) ≡
∫
R3
dv
∫
R
3∗
∫
S2
b
(
f ′∗f ′ − ff∗
)
log
f ′f ′∗
ff∗
dv∗ dσ,
which is finite for almost every (t, x).
From (19), (20) in [6], one has∫
R3
∫
R
3∗
∫
S2
bf∗(
√
f ′ −√f )2  D˜(f )+C‖f ‖2
L1 .
Here, the functions are considered only in the variable v. For the Maxwellian molecule type
cross-sections, there is no weight in v needed at this stage.
Let M = ‖f ‖L∞(R7), i.e. the L∞-norm of f in all variables. Then the above inequality implies
that ∫
R3
∫
R
3∗
∫
S2
bf∗(f ′ − f )2  CM
{
D˜(f )+ ‖f ‖2
L1
}
.
Now by the assumption (1.13), it follows from [6] that (the parameter ν in [6] is ν = 2s with the
notation s in (1.6))
C
(‖f ‖L11,‖f ‖L1 logL1)‖f ‖2Hs(R3v)  CM{D˜(f )+ ‖f ‖2L1},
where the constant C(‖f ‖L11,‖f ‖L1 logL1) > 0 depends almost linearly on the corresponding
variables, cf. [6] for more details.
By integrating w.r.t. variables (t, x) of the last inequality over |x| R, the assumption (1.13)
implies that there exists a constant CR > 0 such that
‖f ‖2
L2((0,T )×{|x|R};Hs(R3v))  CR‖f ‖L∞((0,T )×R6)
{
D(f )+ ‖f ‖2
L2((0,T )×R3;L1(R3v))
}
.
Thus, we have obtained some regularity of f w.r.t. the variable v.
We now analyze the collision operator Q(f,f ) by using this partial regularity. Again, we first
consider the collision operator in the v variable. For this, two arguments are possible. One of
them which will be explained in Remark 7.1 is more direct but it requires some slightly different
assumption on the solution f . Another one uses the estimate on the collision operator obtained
in [2] will be given as follows.
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〈
pkQ(f,f );φ
〉= ∫
R3
∫
R3
dv∗ dv f (v∗) ˜˜pkf (v)τ−v∗ ◦ T 1,k ◦ τv∗ p˜kφ(v).
Here k is an integer, corresponding to the adapted Littlewood–Paley projections pk , p˜k and˜˜pk , φ is a test function in the variable v, and τv∗ denotes the usual translation operator in the
variable v with a shift v∗. The operator T 1,k is defined in [2], and here, we only emphasize that
T 1,k :L2ν → L2 is bounded, cf. [2, Proposition 1.11]. It follows that∥∥pkQ(f,f )∥∥L2−ν  C2kν‖f ‖L1ν‖ ˜˜pkf ‖L2,
for some positive constant C. Thus, we have∥∥W−2sQ(f,f )∥∥H−s (R3v)  C‖f ‖L12s (R3v)‖f ‖Hs(R3v),
also for some positive constant C. Now, by integrating the above inequality w.r.t. the variables t
and x, we get by using the partial regularity in v variable through the entropy dissipation that∥∥W−2sQ(f,f )∥∥2L2((0,T )×{|x|R};H−s (R3v))
 C‖f ‖2
L∞((0,T )×R3x ;L12s (R3v))
‖f ‖L∞((0,T )×R6)
{
D(f )+ ‖f ‖2
L2((0,T )×R3;L1(R3v))
}
, (7.1)
for some positive constant C.
Next, we take any smooth cutoff function h ∈ C∞0 (]0, T [ ×R6x,v), and consider
∂t (hW−2sf )+ v · ∇x(hW−2sf ) = F,
where F = hW−2sQ(f,f )− v(∇xh)W−2sf − (∂th)W−2sf .
Clearly, in view of (7.1), F ∈ H−s(R7). On the other hand, the partial regularity obtained
above gives also hW−2sf ∈ L2(R4;Hs(R3v)), that is, a
1
2
s (Dv)[hW−2sf ] ∈ L2(R7).
This fits in the framework of Theorem 1.2, with s = s′. Therefore, we have the conclusion
that
Λ
s(1−s)/(s+1)
x [W−s2/(s+1)−2shf ] and Λs(1−s)/(s+1)t [W−s/(s+1)−2shf ] ∈ L2
(
R
7).
In particular, we get the conclusion of Theorem 1.5.
Remark 7.1. First of all, it is possible to deal with the non-Maxwellian molecules by using the
results from [2]. But we will not pursue this point here.
On the other hand, there is another way to estimate the collision operator. It has the advantage
to be quite direct and it is also applicable to the non-Maxwellian molecules. Furthermore, it
does not require the use of the Littlewood–Paley decomposition as in [2]. However, we need
different assumptions on the weak solution f , in particular, some stronger weighted estimates.
More precisely, the additional assumption on the solution is that for a small ε > 0, we have
f ∈ L∞([0, T ] ×Rnx;L∞ (Rnv)∩L1 (R3v)).2s+3+ε 2s+ε
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L2(]0,T [×R3x ;H−s−/2(R3v))  CεD(f )‖f ‖
2
L∞([0,T ]×Rnx ;L∞2s+3+ε(Rnv)∩L12s+ε(R3v))
, (7.2)
where Cε > 0 is a constant depending only on ε.
The proof below can also be modified to take care of the non-Maxwellian case, B(z, cos θ) =
|z|γ b(cos θ) by replacing 2s + ε by γ + 2s + ε.
For the proof of (7.2), as in [3, Remark 11.1.2], for any h ∈ L2((0, T ) × Rnx;C∞0 (R3v)) we
have
∣∣〈Q(f,f ),h〉∣∣= T∫
0
∫
R6x,v
∫
R3v∗
∫
S2
B
{
f ′f ′∗ − ff∗
}{h′ − h}dt dx dv dv∗ dσ
=
T∫
0
∫
R6x,v
∫
R3v∗
∫
S2
B
{√
f ′f ′∗ −
√
ff∗
}[{√
f ′f ′∗ +
√
ff∗
}{h′ − h}]dv dv∗ dσ

(∫
B
∣∣√f ′f ′∗ −√ff∗∣∣2)1/2(∫ Bff∗|h′ − h|2)1/2
 1
4
D(f )1/2
(∫
Bff∗|h′ − h|2
)1/2
,
where we have used 4(
√
x − √y )2  (x − y) log(x/y). Write∫
R3v×R3v∗
∫
S2
Bff∗|h′ − h|2 dv dv∗ dσ =
∫
{|v−v′|1}
. . . dv dv∗ dσ +
∫
{|v−v′|1}
. . . dv dv∗ dσ
:= I + II.
Since |v′ − v| = |v∗ − v| sin θ2 and by (1.6), we have
I 
∫
R6v,v∗×S2σ
b(cos θ)
∣∣f (v)∣∣∣∣f (v∗)∣∣(|v∗ − v| sin θ2
)3+2s+ε |h(v′)− h(v)|2
|v′ − v|3+2s+ε dv dv∗ dσ
 C‖f ‖L∞(R3v)
∥∥〈v〉3+2s+εf ∥∥
L∞(R3v)
∫
R6v,v∗×S2σ
θ−2−2s+3+2s+ε |h(v
′)− h(v)|2
|v′ − v|3+2s+ε dv dv∗ dσ.
Now we shall use the “singular” change of variables v∗ → v′ whose Jacobian is inversely propo-
sitional to sin2(θ/2) [28]. This gives rise to an additional singularity. Actually, the situation is
much worse. k = (v − v∗)/|v − v∗| depends on v, v′, and σ , so that θ plays no longer the role of
polar angle because the pole “k” moves with σ , and therefore the measure dσ is no longer given
by sin θ dθ dφ. Thus, we need a new pole which is independent of σ in order to carry out the
integration in σ .
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defined by cosψ = k′ · σ , we have (cf. [6, Fig. 1])
ψ = (π − θ)/2, dσ = sinψ dψ dφ, ψ ∈ [π/4,π/2],
which shows that sinψ does not kill the singularity of B . Nevertheless, we can have∫
R6v,v∗×S2σ
θ1+ε |h(v
′)− h(v)|2
|v′ − v|3+2s+ε dv dv∗ dσ
 C
π/2∫
π/4
(π/2 −ψ)−1+ε dψ
∫
R
6
v,v′
|h(v′)− h(v)|2
|v′ − v|3+2s+ε dv dv
′
 C
∥∥|Dv|s+ε/2h∥∥2L2
whence follows that
I  C‖f ‖2
L∞3+2s+ε(R3v)
∥∥|Dv|s+ε/2h∥∥2L2 .
In the above, we consider the case of Maxwellian molecule, that is B = b(cos θ). For the
non-Maxwellian case when B = |v − v∗|γ v(cos θ), we have
I  C‖f ‖2
L∞γ+2s+3+ε(R3v)
∥∥|Dv|s+ε/2h∥∥2L2(R3v)
by the same calculation.
On the other hand,
II  C
∫
R6v,v∗×S2
θ−2−2s |v′ − v|2s+ε∣∣f (v)∣∣∣∣f (v∗)∣∣(h(v′)2 + h(v)2)dv dv∗ dσ
 C
∫
R6v,v∗×S2
θ−2+ε
(|v|2s+ε + |v∗|2s+ε)∣∣f (v)∣∣∣∣f (v∗)∣∣(h(v′)2 + h(v)2)dv dv∗ dσ
 C
(
‖f ‖L∞(R3v)
∫
R3v
|v|2s+εf (v) dv
∫
R
3
v′
h(v′)2 dv′
+ ∥∥〈v〉2s+εf ∥∥
L∞(R3v)
∫
R3v∗
〈v∗〉2s+εf (v∗) dv∗
∫
R3v
h(v)2 dv
)
.
The integral containing the term h(v′)2 was evaluated using the change of variables v → v′
whose Jacobian is bounded [6]. Again θ is no longer legitimate polar angle because the pole “k”
moves with σ , but unlike the integral I in the above, no additional singularity appears if we
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defined by cosψ = k′′ · σ satisfies (cf. [6, Fig. 1]),
ψ = θ/2, dσ = sinψ dψ dφ, ψ ∈ [0,π/4].
Hence the measure dσ kills the singularity of B as in the case with θ and
∫
θ−2+ε dσ  C
π/4∫
0
ψ−2+ε sinψ dψ < +∞ (v, v′ ∈ R3),
which justifies the above computation on II.
Summarizing, we obtained
II  C‖f ‖L∞2s+ε(R3v)‖f ‖L12s+ε(R3v)‖h‖
2
L2(R3v)
in the Maxwellian case. If B = |v − v∗|γ v(cos θ), then we have
II  C‖f ‖L∞γ+2s+ε(R3v)‖f ‖L1γ+2s+ε(R3v)‖h‖
2
L2(R3v)
.
Finally, by taking the integration w.r.t. the variables t, x, we obtain
∣∣〈Q(f,f ),h〉∣∣ CεD(f )1/2‖f ‖L∞([0,T ]×Rnx ;L∞2s+3+ε(Rnv)∩L12s+ε(R3v))‖h‖L2(]0,T [×R3x ;Hs+ε/2(R3v)),
and this gives (7.2).
Let us note that the additional assumption f ∈ L∞([0, T ] × Rnx;L∞2s+3+ε(Rnv)) may be too
strong for existence. However, this method is applicable not only to the strong singular case
when 12 < s < 1, but also to the non-Maxwellian case under the assumption
f ∈ L∞([0, T ] ×Rnx;L∞γ+2s+3+ε(Rnv)∩L1γ+2s+ε(R3v)).
8. Linearized Landau equation
In this section, we will study the regularity of solutions to the Landau equation as another
application of the generalized uncertainty principle. To be precise, we will consider the linearized
Landau equation around a global Maxwellian and show that if the initial data and all its moments
are bounded in L2 space, then for any positive time, the unique weak solution will become H+∞
in all variables. We can compare this to the regularity obtained for the solutions to the linearized
Boltzmann equation in Section 5. In some sense, this reveals that the Boltzmann equation and
the Landau equation which can be viewed as the grazing limit of the Boltzmann equation share
the same regularity property in the linear level.
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Firstly, notice that the coefficients of the linearized Landau operator can be expressed as fol-
lows (see also [13]) by recalling that convolution is w.r.t. the variable v
a¯ij (μ) = aij  μ = δij
(|v|2 + 1)− vivj ,
b¯j (μ) =
3∑
i=1
(∂vi aij )  μ = −vj , j = 1,2,3,
a¯ij (f ) = aij  f = δij |v|2
∫
R3v
f (v∗) dv∗ − 2δij
3∑
k
vk
∫
R3v
f (v∗)v∗k dv∗
+ δij
∫
R3v
f (v∗)|v∗|2 dv∗ − vivj
∫
R3v
f (v∗) dv∗ + vi
∫
R3v
f (v∗)v∗j dv∗
+ vj
∫
R3v
f (v∗)v∗i dv∗ −
∫
R3v
f (v∗)v∗iv∗j dv∗,
b¯j (f ) = −vj
∫
R3v
f (v∗) dv∗ +
∫
R3v
f (v∗)v∗j dv∗.
In particular, it follows that
3∑
ij=1
a¯ij (μ)ξiξj  |ξ |2, for all ξ ∈ R3, (8.1)
∣∣a¯ij (f )(t, x, v)∣∣ C(1 + |v|2)‖f ‖L12(R3v)(t, x), (8.2)∣∣b¯j (f )(t, x, v)∣∣ C(1 + |v|)‖f ‖L11(R3v)(t, x). (8.3)
Let us introduce the operators
L0f = ∇v
(
a¯(μ) · ∇vf − b¯(μ)f
)
, G(f ) = ∇v
(
a¯(f ) · ∇vμ− b¯(f )μ
)
.
In particular, L0 is a second order partial differential operator, while G is a convolution type
operator. It is straightforward to show that for any l ∈ N, there exists Cl > 0 such that∥∥WlG(f )∥∥2L2(]0,T [×R6)  Cl‖Wlf ‖2L2(]0,T [×R6), (8.4)
where again Wl = 〈v〉l = (1 + |v|2)l/2.
By introducing the operator
P = ∂t + v · ∂x − L0,
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P(f ) = G(f ), x, v ∈ R3, t > 0, f |t=0 = f0. (8.5)
We have firstly
Proposition 8.1. For any u0 ∈ L2(R6), F ∈ L2(]0, T [ ×R6), the Cauchy problem
P(u) = F, x, v ∈ R3, t > 0, u|t=0 = u0, (8.6)
admits a unique weak solution satisfying
u ∈ L∞ ∩L2(]0, T [;L2(R6)), ∇vu ∈ L2(]0, T [;L2(R6)). (8.7)
Furthermore, for any l ∈ N, there exist C1,C2 > 0 such that,
∥∥Wlu(t)∥∥2L2(R6) +
t∫
0
∥∥∇vWlu(s)∥∥2L2(R6) ds  C1‖Wlu0‖2L2(R6) +C2‖WlF‖2L2(]0,t[×R6), (8.8)
if the right-hand side of the above inequality is bounded.
Proof. The weak solution for the Cauchy problem (8.6) is defined as follows. For any ϕ ∈
C1([0, T [;C∞0 (R6)) and any 0 < t < T ,
∫
R6
u(t, x, v)ϕ(t, x, v) dx dv −
∫
R6
u0(x, v)ϕ(0, x, v) dx dv +
t∫
0
∫
R6
uP ∗ϕ =
t∫
0
∫
R6
Fϕ,
where
P ∗ = −∂t − v · ∂x − ∇va¯(μ) · ∇v − b¯(μ)∇v.
Of course, one can allow the test function to be in the functional space C1([0, T [;H 1(R6)).
From (8.1) and the fact that ∇v · b¯(μ) = −3, one has the following energy estimate. For any
ψ ∈ C∞0 (]0, T ] ×R6) and 0 < t < T ,
∥∥ψ(t)∥∥2
L2(R6) +
T∫
t
∥∥∇vψ(s)∥∥2L2(R6) ds  C1∥∥ψ(T )∥∥2L2(R6) +C2‖P ∗ψ‖2L2(]0,T [×R6).
Then the existence of weak solution for the Cauchy problem (8.6) follows from the standard
application of the Hahn–Banach theorem.
To get the weighted estimate (8.8) for the weak solution u, by setting, for 0 < δ < 1,
Wl,δ =
(
1 + δ|v|2)l/2, Λx,δ = (1 − δx)1/2,
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ϕ = (Λ−1x,δW−1l,δ Wl)2u ∈ L∞ ∩L2(]0, T [;H 1(R6)).
As in [28] concerning the regularity of ϕ w.r.t. the variable t , we can use ϕ as a test function in
the definition of weak solution to obtain∫
R6
∣∣Λ−1x,δW−1l,δ Wlu(t, x, v)∣∣2 dx dv − ∫
R6
∣∣Λ−1x,δW−1l,δ Wlu0(x, v)∣∣2 dx dv
+
t∫
0
∫
R6
uP ∗
((
Λ−1x,δW
−1
l,δ Wl
)2
u
)= t∫
0
∫
R6
F
(
Λ−1x,δW
−1
l,δ Wl
)2
u. (8.9)
Firstly,
−Re
t∫
0
∫
R6
u∂t
((
Λ−1x,δW
−1
l,δ Wl
)2
u
)= −1
2
∫
R6
∣∣Λ−1x,δW−1l,δ Wlu(t, x, v)∣∣2 dx dv
+ 1
2
∫
R6
∣∣Λ−1x,δW−1l,δ Wlu0(x, v)∣∣2 dx dv.
For the second term involving P ∗ in (8.9), we have
−Re
t∫
0
∫
R6
u(v · ∂x)
((
Λ−1x,δW
−1
l,δ Wl
)2
u
)= 0,
and for the third term in (8.9), (8.1) implies that
−Re
t∫
0
∫
R6
u∇va¯(μ) · ∇v
((
Λ−1x,δW
−1
l,δ Wl
)2
u
)
= Re
t∫
0
∫
R6
(
a¯(μ) · ∇v
((
Λ−1x,δW
−1
l,δ Wl
)
u
)
,∇v
((
Λ−1x,δW
−1
l,δ Wl
)
u
))
− Re
t∫
0
∫
R6
(
a¯(μ) · ∇v
((
Λ−1x,δW
−1
l,δ Wl
)
u
)
,
[∇v, (Λ−1x,δW−1l,δ Wl)]u)

t∫ ∫
6
∣∣∇v((Λ−1x,δW−1l,δ Wl)u)∣∣2 − (I ).
0 R
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and ∣∣∇v((W−12 v −W−12,δ δv)a¯(μ))∣∣ C,
we have
∣∣(I )∣∣= ∣∣∣∣∣Re
t∫
0
∫
R6
(
a¯(μ) · ∇v
((
Λ−1x,δW
−1
l,δ Wl
)
u
)
,
[∇v, (Λ−1x,δW−1l,δ Wl)]u)
∣∣∣∣∣
= l
2
∣∣∣∣∣
t∫
0
∫
R6
((∇v(w−12 v −W−12,δ δv)a¯(μ))((Λ−1x,δW−1l,δ Wl)u), (Λ−1x,δW−1l,δ Wl)u)
∣∣∣∣∣
 Cl
t∫
0
∫
R6
∣∣(Λ−1x,δW−1l,δ Wl)u∣∣2.
Finally, for the last term involving P ∗ in (8.9), one has[
b¯(μ)∇v,
(
Λ−1x,δW
−1
l,δ Wl
)]= lb˜δ(v)(Λ−1x,δW−1l,δ Wl)
and ∣∣b˜δ(v)∣∣ C, ∣∣∇vb˜δ(v)b¯(μ)∣∣ C.
Therefore, ∣∣∣∣∣Re
t∫
0
∫
R6
ub¯(μ)∇v
((
w−12 v −W−12,δ
)2
v
)∣∣∣∣∣ Cl
t∫
0
∫
R6
∣∣(Λ−1x,δW−1l,δ Wl)u∣∣2,
and, for 0 < t < T ,
1
2
∥∥(Λ−1x,δW−1l,δ Wl)u(t)∥∥2L2(R6) +
t∫
0
∥∥∇v(Λ−1x,δW−1l,δ Wl)u(s)∥∥2L2(R6) ds
 1
2
∥∥(Λ−1x,δW−1l,δ Wl)u0∥∥2L2(R6) +Cl
t∫
0
∥∥(Λ−1x,δW−1l,δ Wl)u(s)∥∥2L2(R6) ds
+
t∫ ∥∥(Λ−1x,δW−1l,δ Wl)F(s)∥∥2L2(R6) ds.
0
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estimate (8.8). This completes the proof of the proposition. 
The existence of weak solution for the Cauchy problem (8.5) can now be completed by using
the following approximation scheme:⎧⎪⎨⎪⎩
f 0 = f0,
Pf n+1 = G(f n),
f n+1|t=0 = f0.
(8.10)
By using the definition of G(f ), we note that, for any l > 72 , there exists Cl > 0 such that
∥∥WlG(f n)∥∥2L2(]0,T [×R6)  Cl
T∫
0
∫
R3x
∥∥f n(t, x, ·)∥∥2
L12(R
3
v)
dt dx  Cl
∥∥W4f n∥∥2L2(]0,T [×R6)
 ClT
∥∥W4f n∥∥2L∞(]0,T [;L2(R6)). (8.11)
Then Proposition 8.1 implies that the sequence {f n;n ∈ N} is well defined. Furthermore, we
have
Proposition 8.2. For any l > 72 , there exist 0 < T1  T and a constant B > 0 such that for any
n 1 ∥∥Wlf n∥∥2L∞(]0,T1[;L2(R6)) + ∥∥∇v(Wlf n)∥∥2L2(]0,T1[;L2(R6))  B, (8.12)
and∥∥Wl(f n+1 − f n)∥∥2L∞(]0,T1[;L2(R6)) + ∥∥∇v(Wl(f n+1 − f n))∥∥2L2(]0,T1[;L2(R6))  B2−n. (8.13)
Proof. We prove firstly (8.12) by induction for l  4 for simplicity of presentation. For n = 1,
(8.8) and (8.11) imply
∥∥Wlf 1(t)∥∥2L2(R6) +
t∫
0
∥∥∇vWlf 1(s)∥∥2L2(R6) ds
 C1‖Wlf0‖2L2(R6) +C2
∥∥WlG(f0)∥∥2L2(]0,t[×R6)
 C1‖Wlf0‖2L2(R6) +C2t‖W4f0‖2L2(R6)
 (C1 +C2t)‖Wlf0‖2L2(R6).
By taking 0 < T1  T such that C2T1 min(1/2,C1), we get (8.12) for n = 1 with
B = 2C1‖Wlf0‖2 2 6 .L (R )
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∥∥Wlf n+1(t)∥∥2L2(R6) +
t∫
0
∥∥∇vWlf n+1(s)∥∥2L2(R6) ds
 C1‖Wlf0‖2L2(R6) +C2
∥∥WlG(f n)∥∥2L2(]0,t[×R6)
 C1‖Wlf0‖2L2(R6) +C2T1
∥∥W4f n∥∥2L∞(]0,T1[;L2(R6))
 C1‖Wlf0‖2L2(R6) +C2T1B  B,
which implies (8.12).
By linearity, in order to get the estimate (8.13), note that for 0 < t  T1, we have
∥∥Wl(f n+1 − f n)(t)∥∥2L2(R6) +
t∫
0
∥∥∇vWl(f n+1 − f n)(s)∥∥2L2(R6) ds
 C2
∥∥WlG(f n − f n−1)∥∥2L2(]0,t[×R6)  C2t∥∥W4(f n − f n−1)∥∥2L∞(]0,T1[;L2(R6))
 C2tB2−n+1  B2−n.
Thus (8.13) follows. Notice that T1 depends only on C2 but not on the initial data. 
We can now complete the proof for Theorem 1.6 by taking
f = f 1 +
∞∑
n=1
(
f n+1 − f n),
as solution of the Cauchy problem (8.5) on ]0, T1[. We can also continue to construct the solution
by using f (T1) as the initial data so that by iteration, we have the existence of weak solution for
the Cauchy problem (8.5) on ]0, T [ for any T > 0. The argument for the uniqueness is similar
to the one for the linear Boltzmann equation after getting the (full) regularity of weak solution
which will be presented in the following.
8.2. High order regularity
We will first give the following hypoelliptic estimate of the operator P . Denote by X0 =
∂t + v · ∂x the kinetic part of P , and let Λ = (1 −t,x,v)1/2 be a regularizing operator.
Proposition 8.3. For any l  1, there exists constant Cl > 0 such that, for any u ∈ C∞0 (R7), we
have
‖Wl∇vu‖L2(R7)  Cl
{∣∣Re(Pu,W2lu)∣∣+ ‖Wl+1u‖2 2 7 }, (8.14)L (R )
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‖X0u‖H−1/3(R7)  C
{ 2∑
j=1
∣∣Re(Pu,Aju)∣∣+ ‖W5u‖2L2(R7)
}
, (8.15)
where A1 = W4A˜1, A2 = W2A˜2Λ−1/3X0 with A˜1, A˜2 ∈ Op(S01,0(R7)).
Proof. Even though the proof is similar to the corresponding one in [26], we give the main
estimates in the following to make this paper to be self-contained.
For u ∈ C∞0 (R7), integration by parts gives
‖∇vu‖2L2(R7)  Re(Pu,u) = Re
(
a¯(μ)∇vu,∇vu
)
,
and
‖Wl∇vu‖2L2(R7)  ‖∇vWlu‖2L2(R7) +C‖Wl−1u‖2L2(R7)
= Re(a¯(μ)∇v(Wlu),∇v(Wlu))= Re(P(Wlu), (Wlu))
= Re(Pu, (W2lu))+ Re([P,Wl]u, (Wlu)).
By direct calculation, (8.2) gives
[P,Wl]u = W˜l+1∇vu+ W˜l, u
with |W˜l+1| CWl+1 and |W˜l | CWl . Thus (8.14) is proved.
By letting w = Λ−2/3X0u, we have∥∥Λ−1/3X0u∥∥2L2 = Re(Pu,w)− Re(a¯(μ)∇vu,∇vw).
Since (a¯(μ)∇v·,∇v·) is a positive operator on L2, it follows that
2
∣∣Re(a¯(μ)∇vu,∇vw)∣∣ Re(a¯(μ)∇vu,∇vu)+ Re(a¯(μ)∇vw,∇vw),
and ∥∥Λ−1/3X0u∥∥2L2  ∣∣Re(Pu,w)∣∣+ ∣∣Re(Pu,u)∣∣+ ∣∣Re(Pw,w)∣∣. (8.16)
We note that
Re(Pw,w) = Re(Pu,X0Λ−4/3X0u)+ Re([Λ−2/3, v] · ∂x(∂t + v · ∂x)u,w)
+ Re([∇va¯(μ) · ∇v,Λ−2/3X0]u,w).
Since [
Λ−2/3, v
]= −2Λ−2/3−2∂v,3
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and
‖w‖2
L2 =
(
(∂t + v · ∇x)u,Λ−4/3X0u
)

∣∣Re(Pu,Λ−4/3X0u)∣∣+ ∣∣(∇va¯(μ) · ∇vu,Λ−4/3X0u)∣∣

∣∣Re(Pu,Λ−4/3X0u)∣∣+C∥∥a¯(μ) · ∇vu∥∥2L2 + 116∥∥Λ−1/3X0u∥∥2L2 .
By using (8.1) and (8.14), we have
∥∥a¯(μ) · ∇vu∥∥2L2  ‖W2∇vu‖L2(R7)  C{∣∣Re(Pu,W4u)∣∣+ ‖W5u‖2L2(R7)}.
For the other commutator terms, since a¯ij (μ) is a polynomial of order 2, one has[∇va¯(μ) · ∇v,Λ−2/3X0]= Λ˜1/3W˜1 + Λ˜1/3W˜2∇v. (8.17)
Then ∣∣Re([∇va¯(μ) · ∇v,Λ−2/3X0]u,w)∣∣ C(‖W1u‖L2 + ‖W2∇vu‖L2)∥∥Λ−1/3X0u∥∥L2 ,
which gives (8.15) and this completes the proof of the proposition. 
Remark 8.1. Proposition 8.3 is also true for any u ∈ H 2(R7) such that W2lu ∈ H 2(R7), l > 2.
We now proceed to study the interior regularity of the weak solution f to the Cauchy prob-
lem (8.5). Let φ = φ(t) ∈ C∞0 (]0, T [) be a smooth cutoff function. Then φ(t)f satisfies
P
(
φ(t)f
)= G(φ(t)f )− φtf, (t, x, v) ∈ R7. (8.18)
For any l ∈ N, Theorem 1.6 implies the following partial regularity estimate
∥∥∇vWl(f˜ )∥∥2L2(R7)  C‖Wlf ‖2L2(]0,T [×R6) < +∞, (8.19)
where f˜ = φ(t)f .
For the higher order regularity, we firstly have the following subelliptic estimate.
Proposition 8.4. If f is a weak solution of Eq. (8.5), then∥∥(∂t + v · ∂x)(f˜ )∥∥H−1/3(R7)  C‖W5f ‖L2(]0,T [×R6). (8.20)
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Mδ(Dt ,Dx,Dv) =
(
1 + δ(|Dt |2 + |Dx |2 + |Dv|2))−1,
one has
uδ = Mδ(Dt ,Dx,Dv)f˜ ∈ H 2
(
R
7),
and also Wluδ ∈ H 2(R7) for any l ∈ N. Applying (8.15) yields
‖X0uδ‖H−1/3(R7)  C
{ 2∑
j=1
∣∣Re(Puδ,Ajuδ)∣∣+ ‖W5f˜ ‖2L2(R7)
}
. (8.21)
Since [
P,Mδ(Dt ,Dx,Dv)
]= Λ˜0δMδ(Dt ,Dx,Dv)+ [∇va¯(μ)∇v,Mδ(Dt ,Dx,Dv)],
the same calculation as the one for (8.17) gives
[∇va¯(μ) · ∇v,Mδ(Dt ,Dx,Dv)]= Λ˜0δW˜1 + Λ˜0δW˜2∇v,
where Λ˜0δ is uniformly bounded on L2. Then Eq. (8.18) and the estimate (8.4) imply
‖X0uδ‖H−1/3(R7)  C
{∥∥W2P(f˜ )∥∥2L2 + ‖W5f˜ ‖2L2(R7)}
 C
{∥∥W2G(f˜ )∥∥2L2 + ‖W5f ‖2L2(]0,T [×R6)}
 C‖W5f ‖2L2(]0,T [×R6).
Proposition 8.4 is then obtained by letting δ → 0. 
The next step, that is the regularity w.r.t. other variables, can be obtained from the uncertainty
principle.
Proposition 8.5. Assume that f is a weak solution of Eq. (8.5), such that Wlf ∈ L2(]0, T [×R6)
for any l ∈ N. Then, we have
Λ
k/4
t,x Wl(f˜ ) ∈ L2
(
R
7), ∀k, l > 11
2
. (8.22)
Proof. Since we already know that ∇vWl(f˜ ), Λ−1/3X0(f˜ ) ∈ L2(R7), the Corollary 3.1 of the
uncertainty principle with s = 1, s′ = 1/3, δ = 1/6, yields, for any l > 11/2,
Λ
1/4
t,x Wl(f˜ ) ∈ L2
(
R
7).
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Wlf1,Λ
1/4
t,x Wl(φtf ) ∈ L2
(
R
7), ∀l > 5,
and it is a solution (in the weak sense) of the following linearized Landau type equation,
∂f1
∂t
+ v · ∂xf1 = Lf1 −Λ1/4t,x (φtf ). (8.23)
Therefore, by iterating the above argument, we can prove Proposition 8.5.
Completion of the proof for Theorem 1.7. By fixing p, l ∈ N, let
f2 = Λpt,x
(
φ(t)f
)
and Λmδ =
(
1 + |Dv|2
)m
2
(
1 + δ|Dv|2
)−N0,
for 0 < δ < 1, m ∈ R+ with a large number N0 > 7/2 +m. Then
Wlf2 and WlΛpx (φtf ) ∈ L2
(
R
7), ∀l ∈ N.
Taking Λmδ W
2
l Λ
m
δ f2 ∈ H 2(R7) as the test function in the weak formulation of the following
equation:
∂f2
∂t
+ v · ∂x(f2) = L(f2)− g,
where g = Λpt,x(φtf ), one has
(
Wl
[
v,Λmδ
]
∂xf2,WlΛ
m
δ f2
)= (WlΛmδ L0f2,WlΛmδ f2)+ (G(f2)− g,Λmδ W 2l Λmδ f2).
As above, we find that for any l > 7/2,
∥∥ΛvWlΛmδ f2∥∥2L2  C{∥∥Wl+2Λmδ f2∥∥2L2 + ∥∥WlΛmδ g∥∥2L2 + ∥∥WlΛm−1δ Λxf2∥∥2L2},
where the constant C > 0 is independent of δ. Since the function g plays the same role as f2
only with a different cutoff function because φt ∈ C∞0 (]0, T [), by using an induction argument
on m ∈ N, it follows that
WlΛ
m
v Λ
p
t,x
(
φ(t)f
) ∈ L2(R7),
for any p,m ∈ N and any cutoff function φ ∈ C∞0 (]0, T [). This completes the proof of Theo-
rem 1.7. 
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Appendix A
In this section, we will derive the logarithm estimate. Firstly, recall the following classical
estimate.
Proposition A.1. For 0 < α < 1, we have
∥∥|Dx |α∥∥2L2(Rn) = c ∫ ∫ |u(x)− u(y)|2|x − y|n+2α dx dy, u ∈ S(Rn),
where c depends only on α and n.
For the logarithmic Sobolev norm we have the following proposition.
Proposition A.2. Recall ˜log r = log r for 0 < r  1 and ˜log r = 0, otherwise. If s > 1/2, then the
norm ‖(log〈D〉)su‖2
L2(Rn)
is equivalent to
∫ ∫ |u(x)− u(y)|2| ˜log|x − y||2s−1
|x − y|n dx dy + O
(‖u‖2
L2(Rn)
)
.
Proof. It follows from the change of variables, Plancherel theorem and Fubini theorem that
∫ ∫ |u(x)− u(y)|2| ˜log|x − y||2s−1
|x − y|n dx dy
=
∫ ∫ |u(x)− u(x + z)|2| ˜log|z||2s−1
|z|n dx dz
=
∫ | ˜log|z||2s−1
|z|n
(∫ ∣∣eiz·ξ − 1∣∣2∣∣uˆ(ξ)∣∣2 dξ)dz = ∫ I (ξ)∣∣uˆ(ξ)∣∣2 dξ,
where
I (ξ) =
∫ |eiz·ξ − 1|2|log|z||2s−1
|z|n dz.
{|z|1}
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C−1I (ξ)
∣∣log〈ξ 〉∣∣2s  C(I (ξ)+ O(1)).
When |ξ | 1, we have by the Taylor’s expansion that |eiz·ξ − 1|2  |z|2. Thus,
∣∣I (ξ)∣∣ ∫
{|z|1}
|log|z||2s−1
|z|n−2 dz = cn−1
1∫
0
ρ
(|logρ|)2s−1 dρ = O(1),
where cn−1 is the area of the unit sphere in Rn. When |ξ | 1, by the change of variables z|ξ | = y,
by denoting ω = ξ/|ξ |, we have
I (ξ) =
∫
{|y||ξ |}
|eiy·ω − 1|2|log|y|/|ξ ||2s−1
|y|n dy
=
|ξ |∫
0
|logρ/|ξ ||2s−1
ρ
( ∫
Sn−1
∣∣eiρ(ϑ ·ω) − 1∣∣2 dϑ)dρ
=
1∫
0
. . . dρ +
|ξ |∫
1
. . . dρ := I1(ξ)+ I2(ξ),
where we have used the polar coordinate (ρ,ϑ). Since I (ξ) is rotationally invariant, we can
simply take ω = (1,0, . . . ,0) so that
∫
Sn−1
∣∣eiρ(ϑ ·ω) − 1∣∣2 dϑ = cn−2 π∫
0
∣∣eiρ cos θ − 1∣∣2 sinn−1 θ dθ
 2cn−2
2(n−2)/2
π/2∫
π/4
∣∣eiρ cos θ − 1∣∣2 sin θ dθ
= 2cn−2
2(n−2)/2ρ
ρ/
√
2∫
0
∣∣eit − 1∣∣2 dt,
where cn−2 denotes the area of the unit sphere in Rn−1. Set
c1 =
1/
√
2∫ ∣∣eit − 1∣∣2 dt > 0.0
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c1cn−2
20 · 2(n−2)/2  c1cn−2
[ρ/(2√2π)]
2(n−2)/2ρ

∫
Sn−1
∣∣eiρ(ϑ ·ω) − 1∣∣2 dϑ  4cn−1,
where cn−1 denotes the area of the unit sphere in Rn. Therefore, I2(ξ) is bounded above and
below by some uniform constants times
|ξ |∫
1
|logρ/|ξ ||2s−1
ρ
dρ =
log|ξ |∫
0
τ 2s−1 dτ = (log |ξ |)2s/(2s),
where we have used the change of variables τ = log |ξ |/ρ. If ρ  1, then the Taylor expansion
implies ∣∣∣∣∣
∫
Sn−1
∣∣eiρ(ϑ ·ω) − 1∣∣2 dϑ∣∣∣∣∣ cn−1ρ2.
Since |logρ/|ξ || = |logρ| + |log|ξ || when ρ  1 and |ξ | 1, we have
∣∣I1(ξ)∣∣ cn−1 1∫
0
ρ
(|logρ| + ∣∣log |ξ |∣∣)2s−1 dρ = O((log〈ξ 〉)2s−1).
Combining all the above estimates completes the proof of the proposition. 
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