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Abstrat: We study Proessor-Sharing queueing model with the hyper-exponential ser-
vie time distribution and Poisson bath arrival proess. One of the main goals to study
Bath Proessor-Sharing (BPS) is the possibility of its appliation to size-based sheduling,
whih is used in dierentiation between short and long ows in the Internet. In the ase
of hyper-exponential servie time distribution we nd an analytial expression for the ex-
peted onditional response time for the BPS queue. We show that the expeted onditional
response time is a onave funtion of the servie time. We apply the obtained results to
the Two Level Proessor-Sharing (TLPS) model with the hyper-exponential servie time
distribution and nd an expression of the expeted response time for the TLPS model. The
TLPS sheduling disipline an be applied to size-based dierentiation in TCP/IP networks
and Web server request handling.
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La File d'Attente Ave Servie à Temps Partagé Ave
Arrivées en Rafale
Résumé : Nous étudions la le d'attente ave servie à temps partagé ave arrivées en
rafale, BPS (Bath Proessor Sharing), lorsque les temps de servie ont une distribution
hyper-exponentielle et que le proessus d'arrivée des rafales est Poisson. Une des motivations
de ette étude est que la le BPS apparaît naturellement lorsque l'on étudie les proédures
d'ordonnanement favorisant les onnexions ourtes sur un réseau internet. Dans le as
d'une distribution hyper-exponentielle des temps de servie nous trouvons une expression
analytique pour le temps de réponse moyen onditionné sur le temps de servie pour une
le d'attente BPS. Nous montrons que e temps de réponse moyen onditionné est une fon-
tion onave du temps de servie. Nous appliquons les résultats obtenus à la le d'attente
munie d'une politique à Temps Partagées ave Deux-Niveaux Two Level Proessor Sha-
ring (TLPS) ave distribution hyper-exponentielle des temps de servie. Nous trouvons
l'expression du temps de réponse moyen pour la le TLPS. La disipline de servie TLPS
peut être utilisée pour ordonner l'aès aux ressoures en fontion de la taille dans un réseau
TCP/IP ou sur un serveur Web.
Mots-lés : La le d'attente ave servie à temps partagé ave arrivées en rafale, la le
d'attente munie d'une politique à Temps Partagées ave Deux-Niveaux, réseau TCP/IP,
distribution hyper-exponentielle, Laplae transforment, Matries de Cauhy.
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1 Introdution
The Proessor-Sharing (PS) queueing systems are now often used to model ommuniation
and omputer systems. The PS systems were rst introdued by Kleinrok (see [6℄ and
referenes therein). Under the PS poliy eah job reeives an equal share of the proessor.
PS with bath arrivals (BPS) is not yet haraterized fully. Kleinrok et al. [5℄ rst studied
BPS. They found that the derivative of the expeted response time satises the integral
equation and found the analytial solution in the ase when the job size (servie time) dis-
tribution funtion has the form F (x) = 1− p(x)e−µx where p(x) is a polynomial.
Bansal [4℄, using Kleinrok's integral equation, obtained the solution for the Laplae trans-
form of the expeted onditional servie time as a solution of the system of linear equations,
when the job size distribution is a hyper-exponential distribution. Also he onsiders distri-
butions with a rational Laplae transform. Rege and Sengupta [12℄ obtained the expression
for the response time in ondition upon the number of ustomers in the system. Feng and
Mishra [8℄ provided bounds for the expeted onditional response time, the bounds depend
on the seond moment of the servie time distribution. Avrahenkov et al. [2℄ proved ex-
istene and uniqueness of the solution of the Kleinrok's integral equation and provided
asymptoti analysis and bounds on the expeted onditional response time.
We study the BPS model with the hyper-exponential servie time distribution. For this
distribution we provide the solution of the Kleinrok's integral equation aording to the
derivative of the expeted onditional response time. We prove the onavity of the expeted
onditional sojourn time funtion for the BPS model with the hyper-exponential job size
distribution funtion. We note that the onavity of the expeted onditional sojourn time
for the BPS with the hyper-exponential job size distribution was proven by another method
in [10℄.
One of the main goals to study BPS is the possibility of its appliation to age-based shedul-
ing and the possibility to take into aount the burstiness of the arrival proess. Bursty
arrivals often our in suh modern systems as web server. Age-based sheduling is used
in dierentiation of short and long ows in the Internet. A quite general set of age-based
sheduling mehanisms was introdued by Kleinrok and termed as Multy-Level PS (MLPS).
In MLPS jobs are lassied into dierent lasses depending on their attained amount of
servie. Jobs within the same lass are served aording to FCFS (First Come First Serve),
PS (Proessor Sharing) or FB (Foreground Bakground) poliy. The lasses themselves are
served aording to the FB poliy, so that the priority is given to the jobs with small sizes.
We study the partiular ase of MLPS, Two-Level PS (TLPS) sheduling mehanism. It
is based on the dierentiation of jobs aording to some threshold and gives priority to jobs
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with small sizes. The TLPS sheduling mehanism ould be used to model suh appliations
as size based dierentiation in TCP/IP networks and Web server request dierentiation.
It was shown in [1℄ that when a job size distribution has a dereasing hazard rate, then
with the seletion of the threshold the expeted sojourn time of the TLPS system ould be
redued in omparison to standard PS system.
The distribution of le sizes in the Internet has a dereasing hazard rate and often modelled
with heavy-tailed distributions. In [9℄ it is shown that heavy-tailed distributions suh as
Pareto distribution ould be approximated with the hyper-exponential distributions with a
signiant number of phases.
Therefore, we study the TLPS model with the hyper-exponential servie time distribution.
We apply the results of the BPS queueing model to the TLPS model and nd an expression
of expeted onditional sojourn time for the TLPS model.
The paper is organized as follows. In Setion 2 the BPS sheduling mehanism is onsidered
in the ase when the job servie time distribution is the hyper-exponential distribution. For
this ase we provide the solution of the Kleinrok's integral equation. In Setion 3 the results
obtained for the BPS model are applied to the TLPS model, where the job size distribution
is also hyper-exponential. An analytial expression of the expeted sojourn time is found.
We put some tehnial proofs in the Appendix.
INRIA
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2 The Analysis of the Bath Arrival Proessor Sharing
Queue
2.1 Main denitions
Let us onsider an M/G/1 system with bath arrivals and Proessor-Sharing (PS) queueing
disipline. The bathes arrive aording to a Poisson proess with arrival rate λ. Let n > 0
be the average size of a bath. Let b > 0 be the average number of jobs that arrive with
(and in addition to) the tagged job.
Let B(x) be the required job size (servie time) distribution and B(x) = 1 − B(x) be
its omplementary distribution funtion.
The load is given by ρ = λnm, with m =
∫∞
0
xdB(x). We onsider that the system is
stable, ρ < 1.
Let α(x) be the expeted onditional response time for a job with servie time x and α′(x)
be its derivative. Kleinrok showed in [6℄ that α′(x) satises the following integro-dierential
equation
α′(x) = λn
∫ ∞
0
α′(y)B(x + y)dy + λn
∫ x
0
α′(y)B(x− y)dy + bB(x) + 1. (1)
We are interested in the ase when the job size distribution is a hyper-exponential funtion
B(x) = 1−
N∑
i=1
pi e
−µi x,
∑
i
pi = 1, pi > 0, µi > 0, i = 1, ..., N, 1 < N ≤ ∞.(2)
By
∑
i and
∏
i we mean
∑N
i=1 and
∏N
i=1. By
∑
i6=j or
∏
i6=j we mean
∑
i=1,...,N, i6=j and∏
i=1,...,N, i6=j . By ∀i we mean i = 1, ..., N .
Without loss of generality, we an assume that
0 < µN < µN−1 < ... < µ2 < µ1 <∞. (3)
2.2 The expeted onditional sojourn time for the BPS model
Let us rst prove additional Lemma.
Lemma 1. The zeros bi of the rational funtion
Ψ(s) =def 1− λn
∑
i
pi
s+ µi
=
∏
i(s+ bi)∏
i(s+ µi)
(4)
RR n° 6180
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are all real, distint, positive and satisfy the following inequalities:
0 < bN < µN , µi+1 < bi < µi, i = 1, ..., N − 1. (5)
Proof. Let us study the following equation
Ψ(s) = 0.
Following the approah of [7℄ we get that it has N1 roots −bi, i = 1, ..., N1, where N1 is the
number of distint elements within µi. As µi, i = 1, ..., N are all dierent, µi 6= µj , i 6= j,
then N1 = N and there are N dierent roots −bi. All −bi are real, distint, negative, satisfy
the following inequalities: 0 > −bN > −µN , −µi+1 > −bi > −µi, i = 1, ..., N − 1. With
this we prove the statement of Lemma 1. So, then it is possible to present Ψ(s) in the
following form:
Ψ(s) =
∏
i(s+ bi)∏
i(s+ µi)
,
and from here we have (4).
Before presenting our main result let us prove an auxiliary Lemma.
Lemma 2. The solution of the following system of linear equations:∑
j
xj
µ2q − b
2
j
= 1, q = 1, ..., N,
(6)
is given by
xk =
∏
q=1,...,N
(µ2q − b
2
k)∏
q 6=k
(b2q − b
2
k)
, k = 1, ..., N. (7)
Proof. The proof is given in the appendix.
Corollary 3. The solution of equation (6) is positive. Namely, xk > 0 for k = 1, ..., N .
Proof. As (3) and (5), then the statement of the Corollary holds.
Now we an prove our main result.
Theorem 4. The expeted onditional response time for BPS queue with hyper-exponential
job size distribution funtion as in (2) is given by:
α(x) = c0x−
∑
k
ck
bk
e−bkx +
∑
k
ck
bk
, α(0) = 0, (8)
INRIA
Bath Proessor Sharing with Hyper-Exponential Servie Time 7
where
c0 =
1
1− ρ
,
ck =
b
2λn

∏
q
(µ2q − b
2
k)
bk
∏
q 6=k
(b2q − b
2
k)
 ,
and where bk are the solutions of the following equation:
1− λn
∑
i
pi
s+ µi
= 0,
and are all positive, distint, real, satisfy the following inequalities
0 < bN < µN , µi+1 < bi < µi, i = 1, ..., N − 1.
Proof. We an rewrite integral equation (1) in the following way:
α′(x) = λn
∫ ∞
0
α′(y)
∑
i
pie
−µi(x+y)dy + λn
∫ x
0
α′(y)B(x− y)dy + bB(x) + 1,
α′(x) = λn
∑
i
pie
−µix
∫ ∞
0
α′(y)e−µiydy + λn
∫ x
0
α′(y)B(x− y)dy + bB(x) + 1.
We note that in the latter equation
∫∞
0 α
′(y)e−µiydy, i = 1, ..., N are the Laplae trans-
forms of α′(y) evaluated at µi, i = 1, ..., N . Denote
Li =
∫ ∞
0
α′(y)e−µiydy, i = 1, ..., N.
Then, we have
α′(x) = λn
∑
i
piLie
−µix + λn
∫ x
0
α′(y)B(x− y)dy + bB(x) + 1.
Now taking the Laplae transform of the above equation and using the onvolution property,
we get the following equation. Here we denote Lα′(s) the Laplae transform of α
′(x).
Lα′(s) = λn
∑
i
piLi
s+ µi
+ λn
∑
i
piLα′(s)
s+ µi
+ b
∑
i
pi
s+ µi
+
1
s
,
=⇒ Lα′(s)
(
1− λn
∑
i
pi
s+ µi
)
= λn
∑
i
piLi
s+ µi
+ b
∑
i
pi
s+ µi
+
1
s
.
RR n° 6180
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Let us note that Lα′(µi) = Li, i = 1, ..., N . Aording to Lemma 1 and (4), the following
equation holds:
Lα′(s)
∏
i(s+ bi)∏
i(s+ µi)
= λn
∑
i
piLi
s+ µi
+ b
∑
i
pi
s+ µi
+
1
s
, (9)
=⇒ Lα′(s) = λn
∑
i
piLi
∏
k 6=i(s+ µk)∏
i(s+ bi)
+ b
∑
i
pi
∏
k 6=i(s+ µk)∏
i(s+ bi)
+
1
s
∏
i(s+ µi)∏
i(s+ bi)
.(10)
From here we see that there exist suh ck that:
Lα′(s) =
c0
s
+
∑
k
ck
s+ bk
. (11)
Then, taking the inversion of the Laplae transform, we have the expression for α′(x):
α′(x) = c0 +
∑
k
cke
−bkx.
and as α(0) = 0, then for α(x) we have
α(x) = c0x−
∑
k
ck
bk
e−bkx +
∑
k
ck
bk
, α(0) = 0.
Now let us nd ck. To nd c0 let us multiply both parts of the equation (11) by s and nd
the value at the point s = 0. Then, we have that
c0 = Lα′(s)s|s=0 =
∏
i µi∏
i bi
. (12)
From (4) we have the following:∏
i bi∏
i µi
= Ψ(s)|s=0 = 1− λn
∑
i
pi
µi
= 1− λnm = 1− ρ.
So, then
c0 =
1
1− ρ
.
Let us nd the other oeients ci. We denote:
L∗α′(s) =
∑
i
ci
s+ bi
,
=⇒ Lα′(s) =
c0
s
+
∑
i
ci
s+ bi
=
c0
s
+ L∗α′(s).
INRIA
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Aording to the system (9), (10) we have the following:
L∗j =
∑
i
ci
µj + bi
, j = 1, ..., N,
(9) =⇒ L∗α′(s)
∏
i(s+ bi)∏
i(s+ µi)
= λn
∑
i
piL
∗
i
s+ µi
+ b
∑
i
pi
s+ µi
,
=⇒ L∗α′(s)
∏
i(s+ bi)∏
i(s+ µi)
(s+ µq)|s=−µq = λn
∑
i
piL
∗
i
s+ µi
(s+ µq)|s=−µq +
+b
∑
i
pi
s+ µi
(s+ µq)|s=−µq , q = 1, ..., N,
=⇒
∑
j
cj
bj − µq
∏
i(bi − µq)∏
i6=q(µi − µq)
= λnpqL
∗
q + bpq, q = 1, ..., N,
=⇒
∑
j
cj
bj − µq
∏
i(bi − µq)∏
i6=q(µi − µq)
= λnpq
∑
j
cj
bj + µq
+ bpq, q = 1, ..., N.
Let us notie that from (4) we have the following:∏
i(bi − µq)∏
i6=q(µi − µq)
=
∏
i(s+ bi)∏
i(s+ µi)
(s+ µq)|s=−µq = Ψ(s)(s+ µq)|s=−µq =
=
(
1− λn
∑
i
pi
s+ µi
)
(s+ µq)|s=−µq = −λn pq, q = 1, ..., N,
then
=⇒
∑
j
cj
bj − µq
(−λn pq) = λn pq
∑
j
cj
bj + µq
+ bpq, q = 1, ..., N,
=⇒
∑
j
cj
µq − bj
−
∑
j
cj
µq + bj
=
b
λn
, q = 1, ..., N,
=⇒
∑
j
cjbj
µ2q − b
2
j
=
b
2λn
, q = 1, ..., N.
So, cj are solutions of the following linear system:∑
j
cjbj
µ2q − b
2
j
=
b
2λn
, q = 1, ..., N.
(13)
If we denote
xk =
ckbk
b
2λn
, k = 1, ..., N,
RR n° 6180
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the system (13) will take the form (6) and by Lemma 2 for cj the nal result is as follows:
ck =
b
2λn
(
xk
bk
)
=
b
2λn

∏
q
(µ2q − b
2
k)
bk
∏
q 6=k
(b2q − b
2
k)
 , k = 1, ..., N.
This ompletes the proof of Theorem 4.
Corollary 5. The expeted onditional sojourn time funtion in the BPS system with hyper-
exponential job size distribution as in (2) is a stritly onave funtion with respet to job
sizes.
Proof. The funtion
α(x) = c0x−
∑
k
ck
bk
e−bkx +
∑
k
ck
bk
, α(0) = 0
is a stritly onave funtion if α′′(x) < 0.
α′′(x) = −
∑
k
ckbke
−bkx < 0
as ck > 0, bk > 0, k = 1, ..., N , whih follows from b > 0, n > 0, Corollary 3 and Lemma 1.
Corollary 6. The expeted sojourn time in the BPS system with hyper-exponential job size
distribution as in (2) is given by
T
BPS
=
m
1− ρ
+
∑
i,j
picj
µi + bj
. (14)
Proof. As the expeted sojourn time T
BPS
is given by
T
BPS
=
∫ ∞
0
α′(x)B(x)dx,
then using (8) we reeive the statement of the Corollary.
INRIA
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3 The Analysis of the Two Level Proessor Sharing Model
3.1 Main denitions
We study the Two Level Proessor Sharing (TLPS) sheduling disipline with the hyper-
exponential job size distribution. The model desription is as follows.
Jobs arrive to the system aording to a Poisson proess with rate λ. Let θ be a given
threshold. The jobs in the system that attained a servie less than θ are assigned to the
high priority queue. If in addition there are jobs with attained servie greater than θ, suh
a job is separated into two parts. The rst part of size θ is assigned to the high priority
queue and the seond part of size x− θ waits in the lower priority queue. The low priority
queue is served when the high priority queue is empty. Both queues are served aording to
the Proessor Sharing (PS) disipline.
Let us denote the job size distribution by F (x). By F (x) = 1− F (x) we denote the om-
plementary distribution funtion. We onsider the ase, when F (x) is a hyper-exponential
distribution funtion, namely
F (x) = 1−
N∑
i=1
p˜ie
−µix,
∑
i
p˜i = 1, p˜i > 0, µi > 0, i = 1, ..., N, 1 < N ≤ ∞. (15)
The mean job size is given by m =
∫∞
0 xdF (x) and the system load is ρ = λm. We assume
that the system is stable (ρ < 1) and is in steady state.
3.2 The expeted onditional sojourn time for the TLPS model
Let us denote by T
TLPS
(x) the expeted onditional sojourn time in the TLPS system for
a job of size x and by T (θ) the expeted sojourn time of the system.
Aording to [6℄ the expeted onditional sojourn time of the system is given by:
T
TLPS
(x) =

x
1− ρθ
, x ∈ [0, θ],
W (θ) + θ + α(x − θ)
1− ρθ
, x ∈ (θ,∞),
where ρθ is the utilization fator for the trunated distribution ρθ = λX1θ , the n-th moment
of the distribution trunated at θ is
Xnθ =
∫ θ
0
nyn−1F (y)dy,
RR n° 6180
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(W (θ) + θ)/(1 − ρθ) expresses the time needed to reah the low priority queue. This time
onsists of the time θ/(1− ρθ) spent in the high priority queue, where the ow is served up
to the threshold θ, plus the time W (θ)/(1− ρθ) whih is spent waiting for the high priority
queue to empty. Here W (θ) =
λX2
θ
2(1−ρθ)
. The remaining term α(x − θ)/(1− ρθ) is the time
spent in the low priority queue.
To nd α(x) we use the interpretation of the lower priority queue as a PS system with
bath arrivals.
Let us denote
F iθ = p˜ie
−µiθ, i = 1, ..., N,
and prove the following Theorem:
Theorem 7. In TLPS priority queue with the hyper-exponential job size distribution as in
(15):
α(x) = c0(θ)x −
∑
k
ck(θ)
bk(θ)
e−bk(θ)x +
∑
k
ck(θ)
bk(θ)
, α(0) = 0,
where
c0(θ) =
1− ρθ
1− ρ
,
ck(θ) =
b
2λn

∏
q=1,...,N
(µ2q − b
2
k(θ))
bk(θ)
∏
q 6=k
(b2q(θ)− b
2
k(θ))
 , k = 1, ..., N,
and bi(θ) are roots of
1−
λ
1− ρθ
∑
i
F iθ
s+ µi
= 0,
and satisfy the following inequalities:
0 < bN(θ) < µN , µi+1 < bi(θ) < µi, i = 1, ..., N − 1.
Proof. As was shown in [6℄, α′(x) = dα/dx is the solution of the integral equation we looked
at in Setion 2
α′(x) = λn
∫ ∞
0
α′(y)B(x + y)dy + λn
∫ x
0
α′(y)B(x− y)dy + bB(x) + 1.
INRIA
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Here the average bath size is given by n = 1−F (θ)1−ρθ and the average number of jobs that arrive
to the low priority queue in addition to the tagged job is given by b =
2λ (1−F (θ))(W (θ)+θ)
(1−ρθ)
.
The omplementary trunated distribution is B(x) = 1−F (x+θ)1−F (θ) , then:
B(x) =
F (x+ θ)
F (θ)
=
1
F (θ)
∑
i
p˜ie
−µi(x+θ) =
∑
i
p˜ie
−µiθ
F (θ)
e−µix =
∑
i
pie
−µix,
pi =
1
F (θ)
p˜ie
−µiθ =
1
F (θ)
F iθ , i = 1, ..., N.
We apply the results of Theorem 4 for the TLPS model. To alulate c0 we use (12) and
(4) and get the following
1
c0(θ)
=
∏
i bi(θ)∏
i µi
= Ψ(s)|s=0 = 1− λn
∑
i
pi
µi
= 1−
λ
1− ρθ
∑
i
F iθ
µi
= 1−
λ(m−X1θ )
1− ρθ
=
1− ρ
1− ρθ
.
So, then
c0(θ) =
1− ρθ
1− ρ
.
For ck(θ), bk(θ) we use the results of Theorem 4 and get the statement of Theorem 7.
Corollary 8. The oeients ck(θ) > 0, k = 1, ..., N if θ > 0.
Proof. As (3), 0 < bN(θ) < µN , µi+1 < bi(θ) < µi, i = 1, ..., N − 1 and b > 0, n > 0 when
θ > 0, then the statement of Corollary holds.
Corollary 9. For the TLPS queue with hyper-exponential job size distribution as in (15)
the funtion α(x) is a stritly onave funtion with respet to job sizes with positive values
of θ.
Proof. The funtion
α(x) = c0(θ)x −
∑
k
ck(θ)
bk(θ)
e−bk(θ)x +
∑
k
ck(θ)
bk(θ)
, α(0) = 0
is a stritly onave funtion if α′′(x) < 0.
α′′(x) = −
∑
k
ck(θ)bk(θ)e
−bk(θ)x < 0
as ck(θ) > 0, bk(θ) > 0, k = 1, ..., N, if θ > 0 as it follows from Corollary 8 and Theorem 7.
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Corollary 10. The expeted onditional sojourn time for the TLPS queue with hyper-
exponential job size distribution as in (15) is not a onave funtion with respet to job
sizes.
Proof. The funtion T
TLPS
(x) is a onave funtion, when
T
TLPS ′(x)|x=θ−0 ≥ T
TLPS ′(x)|x=θ+0
1
1− ρθ
|x=θ−0 ≥
α′(x− θ)
1− ρθ
|x=θ+0
1 ≥ α′(0+).
As shown in [2℄,
α(x) ≥
x
1− ρ
,
α′(x) ≥
1
1− ρ
> 1.
Then, it follows that T
TLPS
(x) is not a onave funtion.
3.3 The expeted sojourn time for the TLPS model
Theorem 11. The expeted sojourn time in the TLPS system with hyper-exponential dis-
tribution funtion (15) is given by the following equation:
T (θ) =
X1θ +W (θ)F (θ)
1− ρθ
+
(m−X1θ )
1− ρ
+
(W (θ) + θ)
1− ρθ
∑
i,j
F iθ
bj(θ)(µi + bj(θ))
∏
q
(µ2q − b
2
j(θ))∏
q 6=j
(b2q(θ)− b
2
j(θ))
,
where bi(θ) are dened as in Theorem 7.
Proof. Aording to [6℄ and Theorem 7 we have the following:
T (θ) =
X1θ +W (θ)F (θ)
1− ρθ
+
1
1− ρθ
T
BPS
(θ),
T
BPS
(θ) =
∫ ∞
θ
α(x− θ)dF (x) =
∫ ∞
0
α′(x)F (x + θ)dx,
(Theorem 7) =⇒ T
BPS
(θ) = c0(θ)(m−X1θ ) +
∑
i,j
F iθcj(θ)
µi + bj(θ)
,
INRIA
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then
T (θ) =
X1θ +W (θ)F (θ)
1− ρθ
+
(m−X1θ )
1− ρ
+
(W (θ) + θ)
1− ρθ
∑
i,j
F iθ
bj(θ)(µi + bj(θ))
∏
q
(µ2q − b
2
j(θ))∏
q 6=j
(b2q(θ)− b
2
j(θ))
.
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4 Conlusion
We study the BPS queueing model, when the job size distribution is hyper-exponential,
and we nd an analytial expression of the expeted onditional response time and for the
expeted sojourn time. We show that the funtion of the expeted onditional sojourn time
in the BPS system with hyper-exponential job size distribution is a onave funtion with
respet to job sizes. We apply the results obtained for the BPS model to the TLPS sheduling
mehanism with the hyper-exponential job size distribution and we nd the expressions of
the expeted onditional response time and expeted response time for the TLPS model.
Aknowledgment
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5 Appendix
Lemma 2. The solution of the following system of linear equations∑
j
xj
µ2q − b
2
j
= 1, q = 1, ..., N,
(16)
is given by:
xk =
∏
q=1,...,N
(µ2q − b
2
k)∏
q 6=k
(b2q − b
2
k)
. (17)
Proof. Let
x = [x1, x2, ..., xN ]
T ,
1 = [1, 1, ..., 1]T |1×N
be two vetors of size N ,
D =

1
µ2
1
−b2
1
1
µ2
1
−b2
2
... 1
µ2
1
−b2
N
1
µ2
2
−b2
1
1
µ2
2
−b2
2
... 1
µ2
2
−b2
N
.....
1
µ2
N
−b2
1
1
µ2
N
−b2
2
... 1
µ2
N
−b2
N

n×N
be the matrix of size N ×N . Then equation (16) ould be rewritten as
Dx = 1.
Applying the Cramer formulas [11℄ we obtain:
xk =
detDk
detD
=
det [D[1], ...D[k−1], 1, D[k+1], ...D[N ]]
detD
, k = 1, ..., N, (18)
Dk = [D[1], ...D[k−1], 1, D[k+1], ...D[N ]].
Sine D is a Cauhy matrix, its determinant is known [11℄:
detD =
∏
1≤j<k≤N
(µ2j − µ
2
k)(b
2
k − b
2
j)∏
j,k=1,...,N
(µ2j − b
2
k)
. (19)
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As 0 < bN < µN < ... < µi+1 < bi < µi < ... < b1 < µ1 , then detD > 0 and we an use
Cramer formulas to alulate xk. Let us nd detDk = det [D[1], ...D[k−1], 1, D[k+1], ...D[N ]].
Dk =

1
µ2
1
−b2
1
... 1
µ2
1
−b2
k−1
1 1
µ2
1
−b2
k+1
... 1
µ2
1
−b2
N
1
µ2
2
−b2
1
... 1
µ2
2
−b2
k−1
1 1
µ2
2
−b2
k+1
... 1
µ2
2
−b2
N
.....
1
µ2
N
−b2
1
... 1
µ2
N
−b2
k−1
1 1
µ2
N
−b2
k+1
... 1
µ2
N
−b2
N

N×N
detDk =
∣∣∣∣∣∣∣∣∣
1
µ2
1
−b2
1
... 1
µ2
1
−b2
k−1
1 1
µ2
1
−b2
k+1
... 1
µ2
1
−b2
N
1
µ2
2
−b2
1
... 1
µ2
2
−b2
k−1
1 1
µ2
2
−b2
k+1
... 1
µ2
2
−b2
N
.....
1
µ2
N
−b2
1
... 1
µ2
N
−b2
k−1
1 1
µ2
N
−b2
k+1
... 1
µ2
N
−b2
N
∣∣∣∣∣∣∣∣∣
N×N
= (−1)k−1
∣∣∣∣∣∣∣∣∣
1 1
µ2
1
−b2
1
... 1
µ2
1
−b2
k−1
1
µ2
1
−b2
k+1
... 1
µ2
1
−b2
N
1 1
µ2
2
−b2
1
... 1
µ2
2
−b2
k−1
1
µ2
2
−b2
k+1
... 1
µ2
2
−b2
N
.....
1 1
µ2
N
−b2
1
... 1
µ2
N
−b2
k−1
1
µ2
N
−b2
k+1
... 1
µ2
N
−b2
N
∣∣∣∣∣∣∣∣∣
N×N
To simplify the following omputations let us introdue the following notations:
βi = −b
2
i−1, i = 2, ..., k,
βi = −b
2
i , i = k + 1, ..., N.
Then, we have
detDk = (−1)
k−1
∣∣∣∣∣∣∣∣∣
1 1
µ2
1
+β2
... 1
µ2
1
+βk
1
µ2
1
+βk+1
... 1
µ2
1
+βN
1 1
µ2
2
+β2
... 1
µ2
2
+βk
1
µ2
2
+βk+1
... 1
µ2
2
+βN
.....
1 1
µ2
N
+β2
2
... 1
µ2
N
+βk
1
µ2
N
+βk+1
... 1
µ2
N
+βN
∣∣∣∣∣∣∣∣∣
N×N
detDk = (−1)
k−1
∣∣∣∣∣∣∣∣∣∣
1 1
µ2
1
+β2
... 1
µ2
1
+βk
... 1
µ2
1
+βN
0
µ21−µ
2
2
(µ2
2
+β2)(µ21+β2)
...
µ21−µ
2
2
(µ2
2
+βk)(µ21+βk)
...
µ21−µ
2
2
(µ2
2
+βN )(µ21+βN )
.....
0
µ21−µ
2
N
(µ2
N
+β2)(µ21+β2)
...
µ21−µ
2
N
(µ2
N
+βk)(µ21+βk)
...
µ21−µ
2
N
(µ2
N
+βN )(µ21+βN )
∣∣∣∣∣∣∣∣∣∣
N×N
= (−1)k−1
(µ21 − µ
2
2)...(µ
2
1 − µ
2
N )
(µ21 + β2)...(µ
2
1 + βN )
∣∣∣∣∣∣∣
1
µ2
2
+β2
... 1
µ2
2
+βk
1
µ2
2
+βk+1
... 1
µ2
2
+βN
.....
1
µ2
N
+β2
2
... 1
µ2
N
+βk
1
µ2
N
+βk+1
... 1
µ2
N
+βN
∣∣∣∣∣∣∣
(N−1)×(N−1)
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So, as the above matrix under the sign of determinant is a Cauhy matrix of size N − 1, the
following equation holds:
detDk = (−1)
k−1 (µ
2
1 − µ
2
2)...(µ
2
1 − µ
2
N )
(µ21 + β2)...(µ
2
1 + βN )
∏
2≤j<q≤N
(µ2j − µ
2
q)(βj − βq)∏
j,q=2,...,N
(µ2j + βq)
.
Let us reall that βi = −b
2
i−1 i = 2, k, βi = −b
2
i i = k + 1, ..., N , then
detDk = (−1)
k−1
∏
q=2,...,N
(µ21 − µ
2
q)∏
q=2,...,N
(µ21 + βq)
∏
2≤j<q≤N
(µ2j − µ
2
q)(βj − βq)∏
j,q=2,...,N
(µ2j + βq)
= (−1)k−1
∏
1≤j<q≤N
(µ2j − µ
2
q)
∏
2≤j<q≤N
(βj − βq)∏
j=1,...,N,q=2,...,N
(µ2j + βq)
= (−1)k−1
∏
1≤j<q≤N
(µ2j − µ
2
q)
∏
1≤j<q≤N, j,q 6=k
(b2q − b
2
j)∏
j,q=1,...,N,q 6=k
(µ2j − b
2
q)
= (−1)k−1
∏
1≤j<q≤N
(µ2j − µ
2
q)
∏
1≤j<q≤N
(b2q − b
2
j)∏
j,q=1,...,N,q 6=k
(µ2j − b
2
q)(−1)
k−1
∏
q=1,...,N, q 6=k
(b2q − b
2
k)
=
∏
1≤j<q≤N
(µ2j − µ
2
q)(b
2
q − b
2
j)
∏
j=1,...,N
(µ2j − b
2
k)∏
j,q=1,...,N
(µ2j − b
2
q)
∏
q=1,...,N, q 6=k
(b2q − b
2
k)
.
Then, from (18) and (19), we have the following expressions for xk:
xk =
∏
q=1,...,N
(µ2q − b
2
k)∏
q=1,...,N, q 6=k
(b2q − b
2
k)
,
what proves Lemma 2.
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