Character-based translation has several appealing advantages, but its performance is in general worse than a carefully tuned BPE baseline. In this paper we study the impact of character-based input and output with the Transformer architecture. In particular, our experiments on EN-DE show that character-based Transformer models are more robust than their BPE counterpart, both when translating noisy text, and when translating text from a different domain. To obtain comparable BLEU scores in clean, in-domain data and close the gap with BPE-based models we use known techniques to train deeper Transformer models.
Introduction
Character-level NMT models have some compelling characteristics. They do not suffer from out-of-vocabulary problem and avoid tedious and language-specific pre-processing that adds yet another hyper-parameter to tune. In addition, they have been reported to be more robust when translating noisy text [1] and -when using the same architecture -are more compact to store. Those two characteristics are particularly important for translating user-generated content or spoken language, which is often noisy due to transcription errors. On the drawbacks, they tend to perform worse in translation quality than using words or Byte-Pair Encoding (BPE) [2, 3] segmentations. In this paper we perform extensive experiments to measure the possibilities of character-based Transformer models in such scenarios.
For LSTM-based architectures, [4] showed that it was possible to obtain similar performance at the cost of training deeper networks. The current state-of-the-art model for NMT (and NLP in general) however is Transformer [5] and to our knowledge no equivalent study has been reported for that architecture. In this paper, we analyze the impact of character-level Transformer models versus BPE-based and evaluate them on four axes:
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• training in low and high-resource conditions,
• impact of different network depths.
Our experiments are for EN-DE, on news (WMT) and TED talks (IWSLT). The results show that:
• it is possible to narrow the gap between BPE and character-level models with deeper encoders
• character-level models are more robust to lexicographical noise than BPE models out of the box
• character-level models cope better with test data that is far apart from the training data set
Related Work
Input representations For deciding what should be the atomic input symbols, the most intuitive way seems to be to use words as tokens. Continous word representation [6, 7] have shown tremendous impact in NLP application [8, 9, 10, 11] . While some of those representations exploit morphological features [12] , such representation still face challenges due to the large vocabulary needed and to out of vocabulary words. To circumvent these issues, some works learn language representations directly at the character level and disregard any notion of word segmentation. This approach is attractive due to its simplicity and ability to adapt to different languages. It has been used in a wide range of NLP tasks such as language modeling [13, 14] , question answering [15] and parsing [16] . For translation, character level models in NMT initially showed unsatisfactory performance [17, 18] . The two earliest models with positive results were [19] and [20] . They compose word representations from their constituent characters and as such require an offline segmentation step to be performed beforehand. [21] was able to obviate this step by composing representations of "pseudo" words from characters using convolutional filters and highway layers [22] . The previous methods introduce special modifications to the NMT architecture in order to work at the character level. [4] , on the other hand, uses a vanilla (LSTM based) NMT system to achieve superior results at the character level. In a different direction, [23] proposes to dynamically learn segmentation informed by the NMT objective. The authors discovered that their model prefers to operate on (almost) character level, providing support for purely character-based NMT.
A common approach for dealing with the open vocabulary issue is to break up rare words into sub-word units [24, 25] . BPE [24] is the standard technique in NMT and has been applied to great success to many systems [26, 27] . BPE has one hyperparameter: number of merge operations n. The optimal n depends on many factors including NMT architecture, language characteristics and size of training dataset. [26] explored several hyperparameter settings, including number of BPE merge operations, to establish strong baselines for NMT in LSTM-based architectures. They recommended "32K as a generally effective vocabulary size and 16K as a contrastive condition when building systems on less than 1 million parallel sentences". [28] does a thorough study on the impact of n for both LSTM and Transformer architectures. The authors conclude that there is in fact no optimal n for LSTM; it can be very different depending on the dataset and language pair. However, for the Transformer, the best BPE size is between character level and 10k.
Deep models Until recently it was very hard to train very deep models with the standard Transformer architecture. The training dynamics tended to be unstable with degradation of performance for deeper models. [29] argued that the main culprit was the then in vogue non-linearity function: sigmoid. It saturates for deep models, blocking gradient information from flowing backward. Consequently, [30] proposed the ReLU non-linearity, which is the de facto standard today. Though this simple technique allows one to train deeper models than before, it is not sufficient for very deep models with more than 30 layers. Residual connections [31] were formulated so that the consequent layers have direct access to the layer inputs in addition to the usual forward functions. This simple tweak makes it possible to train models of up to 1 000 layers, achieving SOTA on an image classification benchmark. [32] find it hard to train the Transformer with more than 10 encoder layers. It proposes transparent attention, wherein encoder-decoder attention is computed over a linear combination of the outputs of all encoder layers. This alleviates the gradient vanishing or exploding problem and is sufficient to train Transformer with an encoder of 24 layers. [33] extends [32] and achieves slight but robust improvements.
Robustness Machine learning systems can be brittle. Small changes to the input can lead to dramatic failures of deep learning models [34, 35] . For NMT, [36] studied robustness to lexicographical errors. They found both character and BPE to be very sensitive to such errors with severe degradation in performance (out-of-the-box robustness of character models was however slightly better than the one of BPE models). They proposed two techniques to improve robustness of NMT models: structure-invariant word representations and training on noisy texts. These techniques are sufficient to make a character based model simultaneously robust to multiple kinds of noise. [37] and [38] also report similar findings, namely that training on a balanced diet of synthetic noise can dramatically improve robustness on syn-thetic noise. While [38] leverage the noise distribution in the test set, [37] does not. Dealing with noisy data for NMT can also be seen as a domain adaptation problem [39] . The main discrepancy is between the distribution of the training data and test data, also known as domain shift [40] . Many different approaches have been studied to train with multiple domains: [41] and [42] include data from the target domain into the training set directly without any modifications, [43] introduce domain tags to differentiate between different domain, and finally, [44] and [45] use a topic model to add topic information about the domain during training. [46] describes the winning entry to the WMT'19 robustness challenge.
Representation units for Transformer

Character vs BPE models
We experimented on two language directions, namely, German-English (DE-EN) and English-German (EN-DE). For DE-EN, we consider two settings: high resource and low resource. For high resource, we concatenate the commoncrawl [47] and Europarl [48] corpora. We used the WMT 2015 news translation test set as our validation set and WMT 2016 as the test set. For the low resource setting, we used the IWSLT 2014 corpus [49] , consisting of transcriptions and translations of TED Talks. 1 We used the official train, valid and test splits. In EN-DE, we used the same setup as the low resource setting of DE-EN in the opposite direction. The IWSLT14 dataset is much smaller than the WMT corpus used originally by [5] . Therefore, for the low resource setting we use a modified version of the Transformer base architecture with approximately 50M parameters as compared to 65M for Transformer base. For the high resource setting we use the unmodified Transformer base architecture.
The training details for the low resource setting are as follows. Training is done on 4 GPUs with a max batch size of 4 000 tokens (per GPU). We train for 150 and 60 epochs in the low and high resource settings respectively, while saving a checkpoint after every epoch and average the 3 best checkpoints according to their perplexity on a validation set. In the low resource setting, we test all 6 combinations of dropout in [0.3, 0.4, 0.5] and learning rate in [5, 10] × 10 −4 . Using the best dropout and learning rate combination, 5 models (with different random seeds) are trained. Whereas for the high resource setting, we tune dropout in [0.1, 0.2, 0.3] and set the max learning rate to be 5 × 10 −4 . Due to the significantly larger computational requirements for this dataset, we only train one model.
The average performance and standard deviation (over 5 models) on test set are shown setting, the effect of vocabulary size is minimal over a large range.
2.
Optimal BPE is small for low resource. The optimal vocabulary size is either 5 000 for DE-EN or 10 000 for EN-DE. In the high resource setting, 30K is optimal and we corroborate the standard choice.
3. Character level models are competitive. Though the character-level models are not able to beat the best BPE models, they are surprisingly competitive without any modifications to the architecture.
Noisy vs clean
We introduce the following four different types of character level synthetic noise with an associated noise probability p. We respect word boundaries by only applying noise within the word. 1. delete. Randomly delete a character except for punctuation or space.
2. insert. Insert a random character.
3. replace. Replace the current character, 4. switch. Switch the position of two consecutive characters. We do not apply this for first and last character of a word.
5.
all. With a probability of p/4, introduce one of the noises listed above.
For DE-EN, we also experiment with natural noise. We follow [36] and use their dataset of naturally occurring noise in German. 2 It combines two projects: RWSE Wikipedia Revision Dataset [50] and the MERLIN corpus of language learners [51]. These corpora were created to measure spelling difficulty and consist of word lists, wherein a correct German word has associated with it a list of common mistakes. For example word "Familie" can be replaced in our natural test set by "Famielie", "Fammilie", etc. For each noise type, we create ten different noisy versions of the test set with different noise probabilities. For synthetic noise, noise proportions were p = 1, 2, . . . , 10%, whereas for natural noise, noise proportions were p = 10, 20, . . . , 100%. Note that the 100% natural noise test set does not have all its tokens transformed. A majority of words have no naturally occurring spelling error in [36] 's dataset. We then compute the BLEU test score on that noisy test data, for each p and for models trained with different vocabulary sizes. A representative such plot can be seen in Fig. 1 , for the case of using insertion and where each line corresponds to one vocabulary size.
We calculate the BLEU scores on noisy test sets with different noise probabilities and for each data series, we compute a linear regression:
where p is the noise probability, the slope β is the "sensitivity" of the NMT system to that type of noise and α is the intercept. Closer to 0 means that the system is more robust to that kind of noise, and a value of −100 indicates that for each additional percentage point of noise the system loses 1 BLEU point. Those values can be seen in Fig. 2 where we plot the values of β vs the vocabulary size. We conclude from that:
1. Degradation with noise. Out of the box, both BPE and character level models are very sensitive to lexicographic noise. BPE models lose as much as 2 BLEU Figure 2 : Noise sensitivity vs vocab size for models trained on clean data. Character-level models are shown with zero vocabulary size. Sensitivity values closer to zero mean that the model is more robust to that kind of noise.
points for each percentage increase in noise, whereas character level models lose as much as 1.5 BLEU.
2.
Behaviour of different noises. BPE models are roughly equally sensitive to all kinds of synthetic noise. Character level models are more sensitive to certain kinds of noises than other. They are relatively very robust to switch, approximately equally robust to delete and insert and least robust to replace. We hypothesize that this could be due to switch only changing the positional encodings locally. The content embeddings remain intact. In contrast, replace preserves positional encodings but changes the content embeddings. Sensitivity to natural noise is much smaller than to synthetic noise overall, probably due to the fact that increasing the noise level does not have any effect on words that are not listed in the [36] dataset.
3.
Character level models are more robust. For each kind of noise, character level models are less sensitive than all of the BPE models. They are particularly robust to switch, where they are more than twice as robust as the best performing BPE models. Though character level models start out at a worse footing than the best BPE models, after applying only 1-2 % (for synthetic noise) of noise in the test set, character level models perform better.
We also experiment with a simple method to robustify models to the noise. We introduce the aforementioned noises into the training data as well. Thereafter, we test on both clean and noisy data. In consideration for time and computational resources, we choose two representational BPE vocabularies -5 000 for small vocab size and 30 000 for large vocab size. We also train character level models with noisy data. We only consider synthetic character level noises with noisy probability set to 5% in the low resource setting. The results are shown in Fig. 3 and 4 for DE-EN and EN-DE respectively. Each group of two represents training on clean/matched noise; for 3 different vocabulary sizes and 6 different types of noise. The full results of these sets of experiments are in Appendix B. The following conclusions are apparent.
1. Adding noise helps. Training on similar type of noisy data improves performance for all vocabularies. 3 Figure 3 : BLEU scores for DE-EN models trained and tested on different noise conditions. The first (orange) column refers to training on clean data and testing on noised data; the second (blue) trained and tested on matched noise (which is the same for the clean group) 
In-domain vs out-of-domain
We test the low and high resource models on the following in and out of domain datasets: 1. newstest 2016. News text from WMT 2016 news translation task 2. WMT Biomedical. Medline abstracts from WMT 2018 biomedical translation task.
3. WMT-IT. Hardware and software troubleshooting answers from WMT 2016 IT domain translation task.
4.
Europarl. The first 3 000 sentences from Europarl corpus [48] . Proceedings of the European Parliament.
5. commoncrawl. The first 3 000 sentences from commoncrawl parallel text corpus [47] . We provide two similarity metrics between the training and test sets in Tables 2. "% Unseen" is the percentage of words in the test set that are not present in the training corpus. "PPL" is the perplexity measure of the test set using a language model trained on the training data. We used the kenlm 4 toolkit with Kneser-Ney smoothing [52] and context size of 4.
We show results in Figure 5 and conclude the following: 3. EN-DE low resource. We see similar performance for in and out of domain data. Good BPE models on indomain test set are still better on out-of-domain test sets. A possible explanation is the lower proportion of unseen words as compared to German and seeing the words more frequently in the training corpus.
Deeper character-based Transformers
For other architectures, training deeper models had a very positive impact on character-based translations [4] , however similar studies have not been reported using the Transformer. Due to computational constraints, we experiment only on DE-EN language pair in the low and high resource settings and train only one model for each configuration.
Low resource
We train models from 6 to 16 encoder layers for character level and BPE 5 000, the best performing vocabulary size in our preliminary experiments. We fix learning rate to 5 × 10 −4 and tune dropout in [0.3, 0.4, 0.5]. First, we do not perform any modifications to the Transformer architecture.
In particular, this means that layer normalization takes place after each sub layer. To train deeper models, following [33] , we place the layer normalization step before each layer, and also experiment with transparent attention [32] . In contrast to [4] , we see a degradation of performance with increasing depth for post-normalization ( Figure 6 illustrates this with the standard Transformer architecture when going from 10 to 12 layers), but the simple trick of switching the sequence of performing layer normalization is sufficient to train models with up to 32 layers in the encoder. We therefore report only results using pre-normalization in Table 3 . While adding transparent attention is beneficial for almost all depths in the character level models, it gives mixed results for the BPE 5 000 model. Hence, we see that by training deeper models we are able to marginally improve performance for both vocabularies. For character level models we improve by 1 BLEU points (from 33.7 to 34.7). For 5 000, the gain is a more modest 0.4 BLEU points (from 35 to 35.4). We are able to narrow but not close the gap between character and BPE.
High resource
In light of aforementioned experiments, we no longer train models with post layer normalization and restrict ourselves to pre layer normalization and transparent attention. Here, we also experiment with the BPE 30 000 vocabulary. The results are shown in Table 4 . Here again we see an improvement in BLEU scores with increasing depth of 1-2 points when going beyond 6 encoder layers. Transparent attention seems to help consistently for character level models but barely does Table 3 : Results for the low resource setting. "PreN + T" refers to an architecture with layer normalization before each sub-layer and transparent attention. Best results for each layer depth are shown in bold.
anything for the two BPE models. Further, with increased depth, BPE 5 000 and 30 000 perform similarly in contrast to shallow models where there is a 1 BLEU difference. However, character level models are still slightly worse than the BPE models with a max score of 37.7 rather than 38 for the BPE models.
Discussion and recommendations
Vocabulary Size. We observed that in the low resource setting, BPE vocab size can be a very important parameter to tune, having a large impact on BLEU. However, the effect vanishes for the high resource setting, where performance is 2018), we see a degradation of performance with increasing depth without any modification of the Transformer architecture. We can train deeper and more efficient character-based Transformers by switching the sequence of performing layer normalization. Doing so, we can train models with up to 32 layers in the encoder. We are able to narrow but not close the gap between character and BPE. These tricks may also hold for other use cases where longer input sequences are needed (for instance: document level NMT).
Conclusion
In this work, we have studied the characteristics of different representation units in NMT including character-level models and BPE models with different vocabulary sizes. We observed that different representations can have very different behaviours with distinct advantages and disadvantages. In the future, we would like to investigate methods to combine different representations in order to get the best of all worlds.
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A. Training Details
The 
B. Robustness to Noise
We include here the full tables of training and testing on clean and noised datasets. A summary of those tables can be found in Figure 3 and 4 in the main part of the paper. 
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