ABSTRACT With the increasing use of media in communications, the content security of digital images attracts much attention in both the academia and the industry. Meanwhile, for the symmetric cryptosystem, the key transmission and management is burden on users. This paper proposes an asymmetric image encryption algorithm based on an elliptic curve cryptosystem (ECC). The sender and the recipient agree on an elliptic curve point based on the Diffie-Hellman public key sharing technique. First, to reduce the encryption times, the sender groups pixel values together and converts them into big integers. Second, the sender encrypts big integers with ECC and the chaotic system. Finally, the encrypted image is obtained from encrypted big integers. The proposed algorithm makes the key transmission and management relatively simple and secure. Simulation data show that the proposed algorithm exhibits both the strong security and the high efficiency.
I. INTRODUCTION
The digital image is an important means to deliver information in Internet, which is widely used in almost every field. Most of digital images involve business secrets and even national security. Internet development and multimedia easy distribution make the content security of images become an important issue for scientists and engineers.
The chaotic system is widely used in the field of image encryption for its extreme sensitivity to initial values and parameters, ergodicity, pseudo randomness, etc [1] . Many image encryption algorithms have been proposed based on chaotic system recently [2] - [7] . However, the low-dimensional chaotic sequences have the problems of short code period and low accuracy, which cannot guarantee the algorithm security. Researchers pay more attention to the high-dimensional chaotic encryption algorithms [8] - [13] .
Elliptic Curve Cryptosystem (ECC) is an excellent asymmetric encryption algorithm, which depends on the difficulty of the Elliptic Curve Discrete Logarithm Problem (ECDLP). To encrypt the color image, Manish et al. proposed an image encryption algorithm based on DNA encoding and ECC [14] . The plain image is encoded using DNA encoding theory, and then the image encryption operation is performed by ECC. The encryption algorithm works well, but it can be improved. When all the pixels are black (pixel value 0), the corresponding encrypted image is itself. Generally speaking, a desirable image encryption algorithm should generate an unintelligible cipher image for any plain image. Wu et al. [15] proposed a color image encryption algorithm based on 4-dimensional cat map and ECC. The decrypted image of this algorithm is lossy for the compression technology used during the encryption process. Toughi et al. [16] proposed a color image encryption algorithm based on ECC and Advanced Encryption System. In their algorithm, ECC is used to generate the random sequence. Zhao and Zhang [17] proposed a color image encryption algorithm based on ECC and DNA encoding. In their algorithm, ECC is just used to encrypt the key information during the encryption process, not the pixel values of the plain image. Singh and Singh [18] proposed an image encryption algorithm based on ECC. In their algorithm, authors group the pixel values into some big integers to reduce the cryptographic operations, and then encrypt them with ECC. However, the quantity of cryptographic operations is also very large. Laiphrakpam and Khumanthem [19] proposed an image encryption algorithm based on ECC and chaotic system. In their algorithm, ECC is used to generate the random sequence to diffuse the plain image. Zhu and Zhang [20] proposed a mixed image element encryption algorithm based on ECC. In their algorithm, ECC is used to encrypt the filenames of mixed image elements. In total, most of these algorithms can be improved in terms of the security or efficiency.
To protect the content of digital images, this paper proposes an asymmetric image encryption algorithm based on ECC and chaotic system. Experimental results and algorithm analyses display that the proposed algorithm is desirable in terms of the security and efficiency.
The content structure of this paper is: Section II introduces ECC, chaotic system and secure hash algorithm in brief. A novel image encryption algorithm is designed with ECC in Section III. Three similar algorithms are described in Section IV. Experiments are carried out in Section V. Algorithm analyses are made in Section VI. Section VII makes the conclusions.
II. THEORETICAL PRINCIPLE A. ECC
On the basis of the ECDLP, Koblitz and Miller proposed ECC in 1985. ECC provides a small and fast public key cryptosystem. As compared to the RSA cryptosystem, ECC provides the same level of security with smaller key size. An elliptic curve is the set of solutions (x, y) to
together with an extra point O, which is called the point at infinity [20] . In Eq.
(1), a, b belong to the finite field F p = {0, 1, · · · , p − 1} and satisfy 4a 3 + 27b 2 mod p = 0, where p is a prime and more than 3.
To realize the ECC, two mathematical operations are described here, i.e., the point addition and point multiplication. In the ECC, these two operations are performed on the coordinate points of an elliptic curve.
(1) The point addition: to perform the addition of two coordinate points P(x 1 , y 1 ) and Q(x 2 , y 2 ) on an elliptic curve E, the following calculation is used,
where
The point multiplication: for any coordinate point P(x 1 , y 1 ) on an elliptic curve E, the point multiplication is defined by repeatedly performing n − 1 times of the point addition operation for P(x 1 , y 1 ), i.e.,
where ''+'' denotes the point addition operation. Many algorithms have been developed to perform the point multiplication swiftly [21] .
B. CHAOTIC SYSTEM
The Piece-Wise Linear Chaotic Map (PWLCM) can be described by
where x i ∈ [0, 1) and control parameter q ∈ (0, 0.5) [22] . The PWLCM system has uniform invariant distribution and very excellent ergodicity, confusion and determinacy, so it can provide excellent random sequence to encrypt images.
C. SECURE HASH ALGORITHM
Secure Hash Algorithms (SHA) are a kind of hash functions, which is released by the National Institute of Standards and Technology. SHA is mainly applied to the integrity security services [23] . SHA-256 is a popular SHA, which outputs the message digest with the length of 256 bits. The proposed algorithm uses SHA-256 to generate the initial value and control parameter of PWLCM. For the plain image, the proposed algorithm adopts SHA-256 to generate its 256-bit hash value K , which is divided into 8-bit blocks, i.e.,
The initial value x 0 ∈ [0, 1) and control parameter q ∈ (0, 0.5) of PWLCM can be calculated by
where ⊕ denotes the exclusive OR (XOR) operation in the binary system.
III. PROPOSED IMAGE ENCRYPTION ALGORITHM
For easy description, the sender and recipient are Alice and Bob respectively. The following subsections describe the core technology of the proposed algorithm.
A. BOB'S KEY GENERATION
Bob generates his public key Q and private key d to encrypt the plain image and decrypt the encrypted image. The detailed steps are described as follows.
Step 1: choosing an elliptic curve Bob chooses an elliptic curve E(F p ) with the l-bit key length by setting the values of the parameters a, b and p. He selects a point N on E(F p ) as the base point, whose order is T .
Step 2: generating the private and public keys Bob randomly selects an integer d in [1, T − 1] as the private key and calculates the public key Q = dN .
Step 3: publishing the public key and chosen elliptic curve Bob publishes the public key Q, the base point N , the order T and the parameters a, b and p of the chosen elliptic curve.
B. ALICE'S ENCRYPTION PROCESS
The image encryption flowchart of the proposed algorithm is shown in Fig. 1 . Specific encryption steps are described as follows. Step 1: chaotic sequence generation Let the plain image be I with the size m × n. The initial value x 0 and control parameter q of PWLCM can be generated with the method described in Subsection II.C. Alice iterates Eq. (4) m × n times with x 0 and q, and obtains a chaotic sequence X = {x i } m×n .
Step 2: chaotic image generation If the computing precision of the computer is 10 16 , Alice computes
where mod(•) denotes the modulus after division, and y i ∈ Y m×n . According to the element positions, Alice converts Y into a chaotic image C with the size m × n.
Step 3: grouping pixels For the gray image, the pixel value can be expressed with 8 bits in binary form. The key length of E(F p ) is l bits. Therefore, Alice groups l/8 − 1 pixel values together to form a big integer with the l − 8 bit length. E.g., l = 512 bits, Alice groups 512/8 − 1 = 63 pixel values together. The first big integer b 1 with the 504 bit length is
where 
. b 1 is viewed as a big integer in the binary form, and its value in the decimal form can be calculated by 0 × 2 503
in total. If mn isn't the multiple of 63, Alice can add several pixel values to meet this requirement. Similarly, for the chaotic image C, Alice can also obtain the chaotic big integers r 1 , r 2 , · · · , r (m×n)/63 .
Step 4: ECC encryption After Alice receives Bob's public key Q, the base point N and the order T , she calculates the points C 1 (x 1 , y 1 ) = uN and C 2 (x 2 , y 2 ) = uQ, where the integer u randomly selects in [1, T − 1]. She calculates
where c i is the encrypted big integer.
If the computing precision of the computer is 10 16 , Alice groups the initial value x 0 and control parameter q of PWLCM together to form a big integer t 1 by
Meanwhile, she calculates the ciphertext e 2 of t 1 by
Step 5 Step 6: sending the ciphertext Alice sends the encrypted image E, C 1 and e 2 to Bob.
C. BOB'S DECRYPTION PROCESS
Bob performs the following steps after he receives Alice's ciphertext E, C 1 and e 2 . The image decryption flowchart of the proposed algorithm is shown in Fig. 3 .
Step 1: chaotic sequence generation Bob calculates the point C 2 (x 2 , y 2 ) = dC 1 with his private key d. After that he calculates 
where floor (•) is a function of round toward negative infinity. After that, he iterates Eq. (4) m × n times with x 0 and q, and obtains a chaotic sequence X = {x i } m×n .
Step 2: chaotic image generation Bob can get Y = {y i } m×n with Eq. (8) . According to the element positions, he converts Y into a chaotic image C with the size m × n.
Step 3: grouping pixels Bob groups l/8 − 1 pixel values together to form a big integer number with the l − 8 bit length. For the encrypted image E, Bob can obtain (m × n) /63 encrypted big integers c 1 , c 2 , · · · , c (m×n)/63 . For the chaotic image C, Alice can also obtain the chaotic big integers r 1 , r 2 , · · · , r (m×n)/63 .
Step 4: ECC decryption Bob computes
where d i is the decrypted big integer, and x −1 2 is the inverse element of x 2 .
Step 5: recovering pixels If l = 512, Bob divides d i , i = 1, 2, · · · , (m × n) /63 into 63 parts, and converts them into pixel values. According to the pixel positions, he rebuilds these pixel values into a decrypted image D with the size m × n.
IV. EXISTING SIMILAR ALGORITHMS A. SINGH'S ALGORITHM
Singh and Singh [18] proposed an image encryption algorithm based on ECC (short for Singh's algorithm), the corresponding encryption flowchart is shown in Fig. 4 . The main encryption steps are described as follows. Step 1: Alice groups the pixels of the plain image into the plain big integers, and saves them as P m .
Step 2: Alice selects a random k and compute kN , kP b , where P b is the Bob's public key and N is the base point.
Step 3: Alice encrypts each value of P m with kP b , and stores the result as the cipher text P c .
Step 4: Alice converts each value of P c to values ranging from 0 to 255, and groups them according to the size of the plain image. In this way, the encrypted image can be obtained.
B. LAIPHRAKPAM'S ALGORITHM
Laiphrakpam and Khumanthem [19] proposed an image encryption algorithm based on ECC and chaotic system (short for Laiphrakpam's algorithm). The main encryption steps are described as follows.
Step 1: Alice generates the parameters x 0 , µ of Logistic map with the shared key kN : (x, y), where k is the hash value obtained by SHA-512 on the plain image, and N is the base point.
Step 2: for the plain image I m×n , Alice generates a chaotic sequence CS [i] , i = 1, 2, · · · , mn/128.
Step 3: Alice converts
Step 4:
, where • is the point multiplication.
Step 5: Alice converts PM [i], i = 1, 2, · · · , mn/128 into 128-byte values with the given method of base conversion. After that, she can obtain a random sequence
Step 6: Alice scrambles the pixel position for r rounds with Arnold's transformation, where r is calculated by kG : (x, y).
Step 7: Alice diffuses the plain image by
where SI [i] and CI [i] are the pixel values of the scrambled and encrypted images respectively.
C. ZHU'S ALGORITHM
Zhu and Zhang [20] proposed an image encryption algorithm based on ECC (short for Zhu's algorithm). The main encryption steps are described as follows.
Step 1: Alice segments the plain image and K − 1, K ≥ 2 camouflaged images into m K × n K image blocks. Here the sizes of these images are m × n.
Step 2: Alice randomly chooses (K × m × n)/(m K × n K ) unique big integers in [0, p − 1] as the filenames of mixed image elements.
Step 3: Alice computes C 1 (x 1 , y 1 ) = uN and C 2 (x 2 , y 2 ) = uQ, where u is a random big integer in [1, T − 1], T is the period of the base point N , and Q is Bob's public key.
Step 4: Alice computes c 1 = (a ij × x 2 ) mod p and c 2 = (a i,j+1 × y 2 ) mod p, where a ij and a i,j+1 are the filenames of mixed image elements.
Step 5: Alice sends C 1 , c 1 , c 2 and the set of mixed image elements to Bob.
V. EXPERIMENTS
The first elliptic curve in our experiments is the 256-bit standard elliptic curve given by ECC Brainpool (short for ECC-256), where the parameters p, a and b are listed in Tab. 1. The base point N , its period T , Bob's private key d and his public key Q are listed in Tab. 1 too. The second elliptic curve in our experiments is the 512-bit standard elliptic curve given by ECC Brainpool (short for ECC-512) [18] , where the parameters p, a and b are listed in Tab. 2. The base point N , its period T , Bob's private key d and his public key Q are listed in Tab. 2 too. For ECC-256 and ECC-512, their key lengths are 256 and 512 bits respectively. We grouped 31 and 63 pixel values together to form a big integer respectively in our experiments. The experimental purpose is to encrypt the plain image ''Airfield'' with the size 512 × 512 in Fig. 5 with the proposed algorithm. The computer configuration used in our experiments is: M-5Y71 CPU, 1.20 GHz processor, 8GB RAM, and Eclipse version 4.7.3a. For the plain image, its 256-bit hash value is K =0xb40608c3183bc9e3d9933de 8b4db1366fa970574cd8c12d8d9ad0e7dcf37c0fe. Therefore, the initial value and control parameter of PWLCM are x 0 =0.960784313725490 and q=0.150980392156863. 
where x, y denote the pixel values of the plain and decrypted images respectively, E (•) is the expectation function and D (•) is the variance function. The Peak Signal-to-Noise Ratio (PSNR) between the plain and decrypted images is defined by
where I , D denote the plain and decrypted images with the size m × n respectively. Because the proposed algorithm is lossless, the values of the correlation coefficient and PSNR are 1 and ∞ respectively. Experimental results show that the encrypted images of the proposed, Singh's and Laiphrakpam's algorithms appear to be really noisy so that people cannot obtain any information from them. Therefore, the proposed algorithm has excellent encryption effect.
VI. ALGORITHM ANALYSES
For an excellent image encryption algorithm, it can resist several commonly used attacks, such as the brute-force attack and differential attack. This paper analyzes the performance of the proposed algorithm in terms of the key space, histogram, correlation, differential attack, information entropy, encryption speed, and known plaintext attack.
A. KEY SPACE ANALYSIS
For a desirable encryption algorithm, its key space should be large enough to resist the brute-force attack. The keys of the proposed algorithm is the public key and private key of ECC. The public key can be published, but the private key should be protected secretly. The algorithm security depends a lot on the size of the key used. The bigger the key size, the more it is difficult to perform the brute-force attack. In theory, the security of ECC depends on the ECDLP difficulty. The ECDLP is one of the most difficult problems in mathematics, and there isn't an effectively deciphered method at present.
For the proposed and Singh's algorithms, they are designed with ECC and big integers. Singh's algorithm used ECC-512 in their experiments, so its key spaces are 2 512 . In our experiments, we used both ECC-256 and ECC-512. Therefore, their key spaces are 2 256 or 2 512 , which are large enough to resist the brute-force attack. However, the key space for ECC-256 is obviously smaller than the key space for ECC-512. For Laiphrakpam's algorithm, it is designed with Logistic map, Arnold's transformation and ECC. Authors used ECC-512 in their experiments, so its key space is 2 512 , which are large enough to resist the brute-force attack. For Zhu's algorithm, it is designed with both ECC and mixed image elememts. They used an 8-bit elliptic curve in their experiment just for verifying their algorithm. However, according to the security requirements, users can choose the suitable elliptic curve in practice.
B. HISTOGRAM ANALYSIS
The histogram can reflect the statistical feature of pixel value distribution in the image. For a desirable encryption algorithm, the histogram of the encryption image is always uniform [24] . uniformly distributed for the proposed, Singh's and Laiphrakpam's algorithms, which are totally different from the histogram of the plain image.
C. CORRELATION ANALYSIS
To evaluate the performance of pixel correlation, we carry out some simulations. The correlation coefficient of adjacent VOLUME 6, 2018 pixels is calculated by Eqs. (20)- (22), where x, y denote the adjacent pixels respectively.
For the proposed algorithm, 5,000 pairs of adjacent pixels are randomly chosen from Figs. 5 and 7(a). Fig. 16 reflects their horizontal, vertical and diagonal relevance for adjacent pixels respectively. For the Singh's and Laiphrakpam's algorithms, 5,000 pairs of adjacent pixels are also randomly chosen from Figs. 8(a) and (b) . The values of correlation coefficients are listed in Tab. 3. Experimental results show that the correlation coefficients of the plain image are close to 1, while the correlation coefficients of encrypted images for the proposed, Singh's and Laiphrakpam's algorithms are close to 0. Therefore, the proposed algorithm can destroy the correlation between adjacent pixels well and protect the content of the plain image.
D. DIFFERENTIAL ATTACK ANALYSIS
The differential attack is used to check the plaintext sensitivity for an image encryption algorithm [25] . Therefore, if we make a slight change to the plain image, a desirable image encryption algorithm can spread this influence over the whole encryption process. To evaluate the ability to resist the differential attack, the Number of Pixels Change Rate (NPCR) and Unified Average Changing Intensity (UACI) are defined by
where I (i, j) is the encryption image for the plain image, I (i, j) is the encryption image for the modified image, and
In the experiment, the original pixel value of I (1, 1) in the plain image is 212. To test the ability to resist the differential attack, this pixel value is changed to 200. that for the proposed algorithm and Laiphrakpam's algorithm, a slight change to the plain image will result in a great change in the encrypted image. However, both NPCR and UACI are 0 for Singh's algorithm. Therefore, the proposed algorithm has an excellent ability to resist the differential attack.
E. INFORMATION ENTROPY ANALYSIS
Information entropy can reflect the indeterminacy of image information. For an ideal encryption image, its information entropy is close to 8 [26] . For the gray image, the information entropy is defined by
where m i is the ith gray level for the digital image with 256 gray levels, and P (m i ) is the emergence probability of m i . For the plain image, its entropy value is 7.1206. For the encrypted images, the entropy values for the proposed, Singh's and Laiphrakpam's algorithms are given in Tab. 5. From Tab. 5, we can conclude that the entropy values of encrypted images for the proposed, Singh's and Laiphrakpam's algorithms are close to 8. Therefore, the proposed algorithm can effectively resist the statistical attack. 
F. ENCRYPTION SPEED ANALYSIS
For the image encryption algorithm based on ECC, the main time-consuming operation is the point multiplication. The XOR operation is very fast, so we omit it here. In our experiments, the size of the plain image is 512 × 512. To encrypt a number with ECC, we need to performing twice point multiplication operations to get the values of C 1 and C 2 .
For the proposed algorithm, there are twice point multiplication operations to get the encrypted big integer c 1 from the plain big integer b 1 . For Singh's algorithm, it encrypts all the plain big integers with ECC, so its point multiplication operations is 8192 times. For Laiphrakpam's algorithm, Alice performs the point multipication operation mn/128 = 2048 times in Step 4. For Zhu's algorithm, we added three camouflaged images in our experiments. If the size of image blocks is 32 × 32, then there are 1024 mixed image elements in total. This algorithm should encrypt the filenames of these mixed image elements, so its point multipication operation is 2048 times. Finally, for the proposed, Singh's, Laiphrakpam's and Zhu's algorithms, the times of the point multipication operation for these algorithms are given in Tab. 6. The unit is times. Therefore, the quantity of the point multipication operation reduces obviously for the proposed algorithm in theory.
The execution time of encryption and decryption depends on various factor like programming skills, algorithm, hardware where the program is implemented, size of the image, etc. For the proposed, Singh's, Laiphrakpam's and Zhu's algorithms, the encryption time is given in Tab. 6 too. The unit is minute. The proposed algorithm runs the fastest of all these four algorithms. Although the times of the point multiplication times for both Laiphrakpam's and Zhu's algorithms are the same, i.e., 2048 times, their encryption time is obviously different. The reason is that L[i] is a very small big integer in Laiphrakpam's algorithm, which is less than 10 32 . Therefore, the proposed algorithm is efficient, which can be suitable for ecrypting images in practice.
G. KNOWN PLAINTEXT ATTACK ANALYSIS
Even if two images are very similar, such as only one-bit difference, their hash values of SHA-256 are completely different [24] . The proposed algorithm adopts SHA-256 on the plain image to generate 256-bit hash value K , which is used to generate the initial value x 0 and control parameter q of PWLCM. These values are very sensitive to the plain image. The detailed description are given in Subsection II.C. Therefore, the encryption process has a strong relationship with plain image in the proposed algorithm. So, the proposed algorithm can resist the known plaintext attack.
VII. CONCLUSIONS
To protect the content of the digital image, this paper presents an asymmetric image encryption algorithm based on ECC and chaotic system. The proposed algorithm makes the key transmission and management relatively simple and secure. Experimental results and algorithm analyses show that the proposed algorithm is secure enough to resist the bruteforce attack, differential attack, the known plaintext attack, and statistical attack. Comparing with three existing similar algorithms, the proposed algorithm is the fastest in terms of the encryption speed.
