Abstract-We present a sample-based Learning Model Predictive Controller (LMPC) for constrained uncertain linear systems subject to bounded additive disturbances. The proposed controller builds on earlier work on LMPC for deterministic systems. First, we introduce the design of the safe set and value function used to guarantee safety and performance improvement. Afterwards, we show how these quantities can be approximated using noisy historical data. The effectiveness of the proposed approach is demonstrated through a numerical example. We show that the LMPC is able to safely explore the state space and to iteratively improve the worst-case closedloop performance, while robustly satisfying state and input constraints.
I. INTRODUCTION
Exploiting historical data in order to iteratively improve the performance of Model Predictive Controllers (MPC) has been an active theme of research in the past few decades [1] - [6] . The key idea is to use stored state-input pairs in order to compute at least one of the following components used in the control design: i) a safe set of states (and an associated control policy π(·)) from which the control task can be safely completed and ii) a value function which represents the cumulative closed-loop cost from a given point of the safe set when the policy π(·) is used. In this work, we present a strategy to build safe sets and value functions by exploiting historical noisy closed-loop trajectories.
Policy evaluation strategies used to estimate value functions from historical data are studied in Approximate Dynamic Programming (ADP) and Reinforcement Learning (RL) [7] - [9] . For instance, direct strategies compute the estimate value function which best fits the closed-loop cost data over the stored states. On the other hand, in indirect strategies the estimate value function is computed by iteratively minimizing the temporal difference [10] , [11] . A survey on policy evaluation strategies goes beyond the scope of this work, we refer the reader to [7] , [8] for a comprehensive review on this topic.
Data-based strategies to construct safe sets have been investigated in [1] - [6] . The authors in [1] proposed a linear model predictive safety certification framework, where safe sets are computed exploiting closed-loop data generated by a robust controller. In [4] , [5] the authors computed safe sets combining stored trajectories with polyhedron and ellipsoidal invariant sets. Another approach is proposed in [6] where the stored trajectories are mirrored to construct invariant sets. In [2] , [3] we showed that data from a deterministic system U. Rosolia and F. Borrelli are with the Department of Mechanical Engineering, University of California at Berkeley , Berkeley, CA 94701, USA {ugo.rosolia, fborrelli}@berkeley.edu can be trivially used to compute safe sets. However, these strategies cannot be used to compute safe sets for uncertain system.
In this work we present a sample-based Learning Model Predictive Controller (LMPC) for linear systems subject to bounded additive uncertanty. We refer to a control task execution as "iteration" and we iteratively update the LMPC policy. At iteration j − 1, we show how to construct a robust safe set and value function, which are used to synthesize the LMPC policy at next jth iteration. We show that the proposed strategy guarantees that: i) state and input constraints are robustly satisfied, ii) the closed-loop system converges asymptotically to a neighborhood of the origin, iii) the worstcase performance of the jth LMPC policy is non-increasing with the iteration index, and iv) the domain of the LMPC policy is not shrinking at each jth iteration. The proposed control strategy is computationally intensive. Therefore, we propose a practical algorithm that exploits simulations of the closed-loop system, which are associated with unknown sampled disturbance realizations. These closed-loop simulations, referred to as "roll-outs", are used to approximate the safe set and the value function used in the LMPC design. This paper is organized as follows: in Section II we introduce the problem set-up. Section III describes the controller design. The properties of the proposed strategy are illustrated in Section VI. In Section VII we propose a practical implementation which exploits historical data. Finally, in Section VIII we show the effectiveness of the proposed design an a double integrator system subject to bounded additive uncertainty. An extended version of this paper can be found at https://arxiv.org/abs/1904.06432.
II. PROBLEM DEFINITION
We consider the following linear time invariant system
where at time t of the jth iteration the disturbance w j k ∈ W, the state x k ∈ R n and input u j k ∈ R d . Furthermore, the system is subject to the following convex polytopic state and input constraints, for all k ≥ 0 x k ∈ X and π j (x j k ) ∈ U. At each jth iteration, we define the worst-case iteration cost associated with the control policy π j (·) as the solution to the Bellman equation The goal of the control design is to solve the following infinite time robust optimal control problem,
We present a strategy to iteratively design a feedback policy
which is a feasible solution to Problem (3) for x j 0 ∈ F j . In particular the proposed strategy guarantees: i) convergence of the closed-loop system (1) and (4) to a neighborhood of the origin O, ii) safety, state and input constraints are robustly satisfied, iii) performance improvement, if the controller performs the same task repeatedly (i.e.
, and iv) exploration, the domain of the policy (4) is not shrinking with the iteration index (i.e.
. Throughout this paper we use the standard function classes K, K ∞ and KL notation (see [12] ) and we define the distance from a point x ∈ R n to a set O ⊆ R n as
Furthermore, we make the following assumptions. Assumption 1: The set O ⊂ R n is a robust positive invariant set for the autonomous system x k+1 = (A+BK)x k +w k ,
Assumption 2: The continuous stage cost h(·, ·) is jointly convex in its arguments. Furthermore, we assume that ∀x ∈
Notice that the above assumptions imply that the optimal policy from (3) robustly steers system (1) to the goal set O.
III. LEARNING MODEL PREDICTIVE CONTROL
In this section we illustrate the control design strategy. We show how to construct a safe set of states, from which the control policy π j (·) can successfully complete the control task. Afterward, we define a value function which approximates the cost-to-go associated with the control policy π j (·). Finally, we exploit the safe set and the value function to synthesize the control policy π j+1 (·) at the next iteration j + 1.
A. Safe Set
In this section we show how to iteratively construct a set of states from which the control task can be safely executed. First, we recall the definition of robust reachable set [13] for the closed-loop system (1) and (4),
collects that states which may be reached in N -steps by the closed-loop system (1) and (4) . Now, we define the safe set at the jth iteration as
The above safe set SS j contains the state evolution of the closed-loop system (1) and (4) at the jth iteration.
Remark 1: In practical applications each iteration has a finite-time duration. It is common in the literature to adopt an infinite time formulation at each iteration for the sake of simplicity. We follow such an approach in this paper. Our choice does not affect the practicality of the proposed method. In Section IV-A, we show that if the jth iteration is completed in finite time (i.e. x j T j ∈ O, T j < ∞), then the safe set SS j can be approximated using historical data. Finally, we define the convex safe set CS j as the convex hull of the safe sets SS k for iterations k ∈ {0, . . . , j},
Notice that, if the control policies π k (·) for k ∈ {0, . . . , j} safely steer the system to the neighborhood of the origin O. Then, CS j is a robust control invariant set as stated by the following proposition.
Proposition 1: For j ≥ 0, let π j (·) : F j → U be a control policy defined over F j ⊆ X . Consider system (1) in closed-loop with π j (·) and assume that ∀x j 0 ∈ F j we have x j k ∈ X and lim t→∞ x j t ∈ O, ∀w k ∈ W, k ≥ 0. Then, the convex safe set CS j ⊆ X is a robust control invariant set for system (1), i.e.
∀x ∈ CS
. . , j} in closed-loop with (1) robustly satisfies and input constraints. By definition (6) , SS k is a robust control invariant set for k ∈ {0, . . . , j}. Therefore, by linearity of system (1), CS j ⊆ X is a robust control invariant set.
B. Q-function
In this section we define the value function Q j (·) : CS j → R, which approximates the cost-to-go from any state x ∈ CS j . Recall that the iteration cost (2) for the control policy π j (·) is given by the solution to following Bellman equation
and it represents the worst-case cost-to-go from any point in the state space. The solution to the above Bellman equation is hard to compute [7] and closed-form exists just for few problems [13] . For a survey on strategies to approximate the solution to Bellman equation we refer to [7] , [8] . Now, we define the worst-case cost-to-go over the safe set as
Notice that, for all x ∈ SS j , the above function coincides with the Bellman equation (8) . The difference between J j π j (·) and L j π j (·) is that the domain of the latter is the safe set SS j from (6). The solution equation (9) is still hard to compute, however it may be approximated using sampled closed-loop trajectories from SS j , as shown in Section IV-B. Finally, for all x ∈ CS j we define the function
which interpolates the worst-case cost-to-go functions
. . , j} safely steer the system to the neighborhood of the origin O, then the approximated value function Q j (·) is a robust control Lyapunov function over the convex safe set CS j for system (1), as shown by the following proposition.
Proposition 2: For j ≥ 0, let π j (·) : F j → U be a control policy defined over F j ⊆ X . Consider system (1) in closedloop with π j (·) and assume that ∀x
for all x ∈ CS j . Proof: By the assumptions on π k (·) for k ∈ {0, . . . , j} and definitions (9) and (10), we have that ∀x
. From (10) we have that if x ∈ CS j , then we can find some multiplies λ k ≥ 0 for k ∈ {0, . . . , j} such that
. Now, we notice that by the Assumption 2 and (11) we have that ∀x ∈ CS
C. Controller Design
In this section we illustrate the controller design which exploits the convex safe set (7) and the approximated value function (10) . At each time t of the jth iteration, we solve the following finite time optimal control problem 
be the optimal feedback policy to Problem (12). Then we apply to system (1)
The finite time optimal control problem (12) is solved at time t + 1, based on the new state x j t+1|t+1 = x j t+1 , yielding a moving or receding horizon control strategy.
Furthermore, we define the domain of the LMPC policy (14) , which is given by
(15) The set F j , which collects the feasible initial conditions to Problem (12) , is used to compute the initial state x j 0 of the jth iteration. In particular, the initial condition at the jth iteration is computed solving the following convex optimization problem,
where the user-defined row vector a ∈ R n represents the direction in which the LMPC explores the state space, and a ⊥ ∈ R n is a row vector perpendicular to a. It is well-known that the solution to Problem (12) can be computed enumerating the vertices of the disturbance over the prediction horizon [14] . Therefore, the computational complexity of Problem (12) explodes with the horizon length N . For this reason, it is important to construct a terminal set and terminal cost, which allow to guarantee safety and performance improvement independently on the prediction horizon length. In the result section, we show that the proposed controller is able to safely explore the state space and to improve its performance, even with a short prediction horizon.
D. Properties
As discussed in Propositions 1-2, for every point in CS j there exists a control policy which safely steers the system to the terminal goal set. The properties of CS j and Q j (·) allow us to guarantee that the proposed strategy meets the requirements from Section II. The following theorem shows that the LMPC (12) and (14) satisfies state and input constraints while steering the system to the neighborhood of the origin O.
Theorem 1: Consider system (1) in closed-loop with the LMPC (12) and (14) . Let Assumptions 1-2 hold, initialize (12) and (14) is feasible for all t ≥ 0 and iteration j ≥ 1. Furthermore, the closed-loop system asymptotically converges to O, regardless of the disturbance realization.
Proof: The proof can be found in the extended version of this paper available at https://arxiv.org/abs/ 1904.06432.
Next, we discuss the performance improvement properties. In particular, we show that if the initial condition of two subsequent iterations does not change (i.e. Finally, we show that the domain of the LMPC (12) and (14) does not shrink at each iteration.
Theorem 3: Consider system (1) in closed-loop with the LMPC (12) and (14) . Let Assumptions 1-2 hold, and initial-
Then, the domain of which the LMPC defined in (15) does not shrink at each iteration, i.e.
The proof follows from the definition of the convex safe set. Notice that by definition (7) we have that CS i ⊆ CS j , ∀j ≥ i. Therefore, the terminal set in (15) is not shrinking at each iteration and F i ⊆ F j , ∀j ≥ i.
IV. PRACTICAL IMPLEMENTATION
In this section we show how the closed-loop trajectories associated with unknown sampled disturbance sequences can be used to approximate the convex safe set CS j and the value function Q j (·). At each jth iteration we collect R simulations of the closed-loop systems, also referred to as "roll-outs". Afterwards, we exploit these R roll-outs to approximate the robust reachable sets (5) and the worst-case cost-to-go (9).
A. Sample-Based Convex Safe Set
In this section we show how the data from the closedloop system (1) and (4) can be used to approximate the convex safe set CS j . At each jth iteration we assume that i = {1, . . . , R} roll-outs of the closed-loop system are given. We define the ith disturbance realization sequence w 
where T j is the time at which the terminal goal set O is reached. The above notation emphasizes that the realized state
). Therefore, we approximate the k-steps robust reachable set R k (x j 0 ) using R roll-outs. In particular, for i ∈ {1, . . . , R} sampled disturbance sequences w j i we define the approximated ksteps robust reachable set
Finally, we define the approximated safe set
which is used to construct the approximated convex safe set,
It is important to underline that the above approximated convex safe setCS j is not invariant, as the approximated reachable sets are an inner approximation of the exact reachable sets. Indeed, it may exist a disturbance realization which can steer the closed-loop system (1) and (14) outsidẽ CS j . In particular, given x ∈CS j there is a probability > 0 that the closed-loop system evolves outsideCS
In the result section, we show that the above probability is a function of the number of roll-outs used to constructCS j . In particular as more roll-outs are collected,CS j from (19) better approximates the convex safe set CS j from (7).
B. Sample-Based Q-function
In this section we show how the closed-loop trajectories may be used to approximate the cost-to-go function L j π j (·) in (9) . First, we define the realized cost-to-go associated with the stored state
where
. The realized cost (21), associated with the realized trajectory (17), is used to approximate the worst-case cost-to-go function L j π j (·). We compute an hyperplane which upperbounds the realized costJ
). In particular, for time k of the jth iteration we define the hyperplane a
∀i ∈ {0, . . . , R}. (9) as follows,
The resulting approximated value function is defined as
Finally, we underline that the above approximated value function is not a control Lyapunov function for system (1) . Indeed, there is a probability γ > 0 that Equation (11) does not hold andQ j (·) is not decreasing along the closed-loop trajectory,
In the result section, we show that above probability is inversely proportional to the number R of roll-outs used to constructL j π j (·) in (23).
V. RESULTS
For a more detailed result section please refer to the extended version of this paper available at https:// arxiv.org/abs/1904.06432. We test the proposed control strategy on the following double integrator system
where the the random disturbance w k is uniformly distributed on the set W = {w ∈ R 2 : ||w k || ∞ ≤ 0.1}. The system is subjected to the following state and input constraints, x k ∈ X = {x ∈ R 2 : ||x|| ∞ ≤ 10} and u k ∈ U = {u ∈ R 2 : ||u|| ∞ ≤ 1}, for all k ≥ 0. Furthermore, we compute the minimal robust positive invariant set O for the autonomous system x k+1 = (A + BK)x k + w k where −K is the LQR gain for Q = 1 and R = 1. Finally, we define the stage cost h(x, u) = |x| O + |u| KO which satisfies Assumption 2.
The convex safe set CS j and value function Q j (·), used in the LMPC (12) and (14) , are approximated as described in Section IV. In particular at each iteration j, we use R rollouts to compute the approximated safe setCS j and value functionQ j (·). In order to initialize the LMPC we set N = 3,CS 0 = O andQ 0 (·) = 0. Finally at each jth iteration, the initial state x j 0 is computed as the furthest point along the negative x-axis which belongs to F j . Basically, we set a = [−1, 0] in (16).
A. Convex Safe Set and Value Function Approximation
In this section, we constructCS 1 andQ 1 (·) using R = 100 and R = 1000 roll-outs. Furthermore, we perform 1000 Monte-Carlo simulations for the closed-loop system (1) and (14) , in order to estimate the properties ofCS 1 andQ 1 (·). Fig. 1 . The approximated robust reachable setsR k (18) used to construct CS 1 with R = 100 and R = 1000 roll-outs. Notice that the approximated convex safe setCS 1 constructed using 1000 roll-outs contains the one constructed using 100. Figure 1 shows the terminal set O and the approximated robust reachable setsR k (x 1 0 ), which are used to construct the approximated convex safe setCS j with R = 100 and R = 1000 roll-outs. As expected, the approximated convex safe setCS j constructed using 1000 trajectories contains the one constructed using 100 trajectories. As mentioned in Section IV-A (Eq. (20)), the approximated convex safe set is not invariant. Indeed, there is a probability > 0 that, given a state x ∈CS 1 , the closed-loop system evolves outsidẽ CS
1
. In order to estimate the probability , we perform 1000 Monte-Carlo simulations for the closed-loop system (1) and (14) and we compute the percentage of realized states which evolved outsideCS j . As expected the probability decreases as more roll-outs are used to constructCS 1 . In particular, we have that ∼ 3.6% and ∼ 0.3% for R = 100 and R = 1000, respectively.
Finally, we analyze how the number of roll-outs affects the approximated value functionQ 1 (·). We recall from Equation (25) thatQ 1 (·) is not a robust control Lyapunov function. Indeed, there is a probability γ > 0 thatQ 1 (·) is not decreasing along the realized closed-loop trajectory. In order to estimate the probability γ, we performed 1000 Monte Carlo simulations. As expected, the probability γ decreases as more closed-loop trajectories are used to constructQ 1 (·). In particular, we have γ ∼ 10.1% and γ ∼ 4.3% for R = 100 and R = 1000, respectively.
B. Iterative Policy Update
In this section we run the LMPC for 10 iterations. In particular, at each jth iteration we collect R = 1000 rollouts which are used to compute the approximated convex safe setCS j and the approximated value functionQ j (·). We show that the LMPC is able to explore the state space while safely steering the system to the terminal set O. As stated in Section V, at each jth iteration we compute the initial condition x j 0 as the furthest point along the negative x-axis such that Problem (12) is feasible. Notice that by Theorem 3, the domain of the LMPC policy F j is enlarged at each iteration (i.e. F k ⊆ F j for all k ∈ {1, . . . , j}). As a result, the region of the state space from which the controller is able to safely complete the control task grows at each iteration. This fact is highlighted by Figure 2 , where we show 1000 realized trajectories for the 2nd, 4th and 8th iterations. We notice that at each iteration the LMPC safely operates the system over progressively larger regions of the state space, until the closed-loop trajectory is close to saturate the state constraints.
Finally, in Figure 3 we report the approximated value functionQ j (·) for the 2nd, 4th and 8th iterations. We recall that the domain ofQ j (·) is the approximated convex safe setCS j , which is enlarged at each iteration. Therefore, as more iterations of the control task are executed,Q j (·) approximates the value function over larger regions of the state space, as shown in Figure 3 . VI. ACKNOWLEDGMENT
