A general methodology allowing to solve the Skorokhod stopping problem for positive functionals of Brownian excursions, with the help of Brownian local time, is developed. The stopping times we consider have the following form:
F µ (Lt)}. As an application, the Skorokhod embedding problem for a number of functionals (Ft : t ≥ 0), including the age (length) and the maximum (height) of excursions, is solved. Explicit formulae for the corresponding stopping times Tµ, such that FT µ ∼ µ, are given. It is shown that the function ϕ 
Introduction
In the vast literature concerned with the Skorokhod embedding problem explicit solutions of embeddings were given only for continuous processes. However, as pointed out by Rost [22] , the continuity of sample paths is not essential for the existence of solutions to the embedding problem and there are several important discontinuous processes in the theory of stochastic calculus. One of them is the first Azéma martingale -the projection of Brownian motion on the filtration generated by its signs, preciselyαt = sgn(Bt) p π 2 (t − gt), where gt = sup{s ≤ t : Bs = 0}. A crucial ingredient for the understanding of this martingale is the lifetime of Brownian excursions.
In this paper, we develop explicit solutions to the Skorokhod embedding problem for a number of different functionals of Brownian excursions, including the age and the height of excursions. We also give an embedding for the Azéma martingale. Our methodology is similar to that of the Azéma-Yor solution [5] to the classical embedding problem for Brownian motion. Their solution has a simple and explicit form, namely TAY = inf{t ≥ 0 : St ≥ Ψµ(Bt)}, where S is the supremum process of a Brownian motion B and Ψµ is the barycentre function of the target measure µ. We show how to generalize the method to the case of any positive functional of Brownian excursions. Namely, for a given positive, non-decreasing, continuous functional F of Brownian excursions, we show how to construct a function ϕ We show that the function ϕ F µ depends on F only through the measure nF , the image of the Itô measure under F . In particular, as the scaled ageÃt = p π 2 (t − gt) and the maximum Mt = sup gt≤s≤t |Bs| functionals have the same measure nF (dx) = dx x 2 , they also have the same "associated" function ϕ dµ(y). We study also explicit formulae for such functionals as F β ( )(t) = R t∧V ( ) 0 | s| β ds, or F ( )(t) = V ( )(t) sup s≤t | s|, or more generally functionals with a scaling property. ForÃ the scaled age (length) of excursions, we characterize the joint law of Tµ, gT µ and LT µ -our stopping time, the last zero of B before Tµ and the local time at zero stopped in Tµ.
The structure of the article is as follows. We start with a preliminary section introducing notation and recalling some facts about Brownian excursions, filtrations associated with zeros of Brownian motion, Azéma martingale and projections of Brownian martingales on smaller filtrations. We also recall the formulation and some basic facts about the Skorokhod embedding problem.
Then, in Section 3, we state the two most important embeddings: in Theorem 3.1 for the scaled age process and in Theorem 3.2 for the height process.
Next a general methodology, which allows (given that we are able to carry out calculations) to obtain explicitly a solution to the embedding problem for any positive functional of Brownian excursions, is developed. It is then used in Section 5, to investigate the solution for the age (length) of excursions. Theorem 3.1 is proved in Sections 5.1 and 5.2. The law of (Tµ, LT µ ) is described, via its Laplace transform, in Section 5.4. Although we use excursion theory we underline that the martingale theory could be used as well. Sketches of proofs via martingale theory, for the embedding and the law of Tµ are given in Sections 5.3 and 5.5 respectively.
We then turn our attention to other functionals and deduce from the general methodology that the exact same embedding as in Theorem 3.1 can be used for functional with the same excursions measure. This is used to prove Theorem 3.2, of which yet another, martingale based, proof is given in Section 6.2.
Finally we develop a solution to the Skorokhod problem for the Azéma martingaleα. This is done in Section 7, first for symmetric laws and then for arbitrary laws. The stopping rule obtained for the latter is randomized.
Preliminaries
Throughout this paper, B = (Bt : t ≥ 0) denotes a real valued Brownian motion, starting from 0 defined on a probability space (Ω, F , P ), and (Ft : t ≥ 0) denotes its natural filtration. St = sup u≤t Bu is the onesided maximum of B, and Lt = lim →0 1 2 R t 0 ds1 |Bs|≤ is its local time at 0. The inverse processes of S and L are denoted respectively by Ta = inf{t ≥ 0 : St > a}, a ≥ 0, and τ l = inf{t ≥ 0 : Lt > l}, l ≥ 0,. They are both Lévy processes, and more precisely stable (1/2) subordinators, i.e.
. The last zero before time t, and the first zero after time t are denoted respectively by gt = sup{u ≤ t : Bu = 0}, and dt = inf{u > t : Bu = 0}. For any given random time T , such that BT = 0 a.s., the process (u − gT : gT ≤ u ≤ dT ) is the age of the excursion of Brownian motion B, which straddles time T , and by a slight abuse of language, the process (At = t − gt, t ≥ 0) is known as the age process of Brownian excursions. It will be very convenient to use a scaled version of this process:
Finally, the sgn function is defined through sgn(x) = 1 if x > 0 and sgn(x) = −1 if x ≤ 0.
Brownian excursions
Itô's celebrated global description of all Brownian excursions, may be summarized as follows: let (e l : l ≥ 0) be the process of Brownian excur-
Poisson point process, taking values in the canonical space U of "generic excursions," i.e.: functions : R+ → R, such that (0) = 0 and if V ( ) = inf{t > 0 : (t) = 0} then 0 < V ( ) < ∞ and (t) = 0 for all t ≥ V ( ). The quantity V ( ) is called the lifetime of the excursion . Obviously, U decomposes into U = U+ ∪ U−, where U+ and U− denote respectively positive and negative excursions (i.e.
∈ U+ iff ∀ 0 < t < V ( ), (t) > 0). U is endowed with the σ-field U generated by the coordinate variables ( (t)) t≥0 . The characteristic measure of (e l : l ≥ 0), n(d ), is called Itô measure. If F : U → R, is a U -measurable function, we denote by nF the image of n by F . The two most important functions are the lifetime V ( ) and the maximum M ( ) = sup t≤V ( ) | (t)|. As a consequence of Itô's and Williams' discussions of Brownian excursions, we know that nV (dv) = dv √ 2πv 3 and nM (dm) = dm m 2 . We refer to [19] , Chapter XII, for proofs and further details.
Several filtrations related to the zeros of B and the Brownian meander
Different filtrations play important roles in this paper. Along with the natural filtration of B, denoted (Ft : t ≥ 0) we introduce four smaller filtrations:
• Zt = σ(gs : s ≤ t) may be called the filtration of the zeros of Brownian motion,
is the filtration of the signs of Brownian motion,
• (Fg t : t ≥ 0) is the filtration of Brownian motion up to the last zero before t. For every t, Fg t = σ(Hg t : (Hu) a (Fu)−predictable process).
• Gt = Fg t ∨ sgn(Bt). Note that we have Gs ⊂ Gt for any s ≤ t. Indeed, Fg t increases with t and sgn(Bs) = sgn(Bs)1 s≤gt + sgn(Bt)1 gt≤s , which shows that sgn(Bs) is Gt-measurable. It is not hard to show that Gt = σ(Kg t : (Ku) a (Fu) − progressively measurable process).
We have the following inclusions: Zt St, Zt Fg t Gt, where the symbol " " denotes "strong inclusion," that is set inclusion and every martingale in the smaller filtration is also a martingale in the bigger one. We refer to Azéma-Rainer [3] , Azéma-Yor [2] , Hu [15] and Yor [27] for further details.
It is clearly wrong that (Gt) is "strongly included" in (Ft). Indeed, we have set inclusion, but every (Gt)-martingale is purely discontinuous, whereas every (Ft)-martingale is continuous. In the next section we will describe the projections of some (Ft)-martingales on the filtration (Gt). For this purpose, results about the so called Brownian meander are essential, so we recall (cf. Biane-Yor [10] , Azéma-Yor [2] ) that, for any t > 0, the variable sgn(Bt), the σ-field Fg t , and the Brownian meander (m (t) u , u ≤ 1) are independent, where m
that by scaling, the law of (m (t) u : u ≤ 1) does not depend on t. We shall also use the fact that m
, where e denotes a standard exponential variable, or equivalently: P(m
2 /2 dx. Finally we point out the obvious
Some simple yet remarkable martingales
We present here briefly some results concerning projections of (Ft)-martingales on the smaller filtration (Gt) and in particular the famous first Azéma martingale. For a complete discussion we refer again to Azéma-Yor [2] and Yor [27] . Clearly, the projection of a (Ft)-martingale on the smaller filtration (Gt) is a (Gt)-martingale. We start with B itself. We can write Bt as:
Naturally, gt and sgn(Bt) are both Gt-measurable, while m
1 is independent from Gt. We have therefore
We conclude that αt = sgn(Bt)
Ãt are (Gt)-martingales (note that they are also (St)-martingales). It was first observed by Azéma in [1] and α is often called the "Azéma martingale." It has some remarkable properties as, for example, the chaotic representation. Its quadratic compensator is given by < α, α >t= . This can be seen writing E[B 2 t − t|Gt] = 2α 2 t − t = 2At − t, which then is a (Gt)-martingale. We obtain also that 2 P s≤t (∆αs) 2 − t is a (Gt)-martingale. Observe finally that ∆αs = −αs−1α s=0 .
The explicit solution to Skorokhod embedding problem, as obtained in Azéma-Yor [5] , may be deduced entirely from the fact that for f : R+ → R, bounded, Borel, and
is a martingale relative to (Ft). A closely related fact, obtained via Lévy's representation of reflecting Brownian motion, is that "
is also a (Ft)-martingale. Both (2.4) and (2.5) may be obtained as consequences of Itô's formula, but also as particular cases of the "balayage formula" (see Yor [26] , RevuzYor [19] , Chapter VI), of which we give the following samples: for every bounded, (Fu) predictable process (ku : u ≥ 0),
|ks|dLs is the local time at 0 of (kg t Bt); (2.7)
Recall, that the local time Lt is Gt-measurable. We deduce from the above that the projections of the martingales in (2.5) and (2.8) on (Gt) are given respectively by "
which are therefore (Gt)-martingales. As a conclusion of this section we will show how such martingales can be used to calculate some dual predictable projections. We want to calculate I : s ≥ 0) the dual predictable projection of (Is = 1 g T ≤s : s ≥ 0) with respect to the filtration (Ft), is
Proof. We apply the optional stopping theorem to the martingale in (2.10):
which holds by Beppo-Lévi for any (ku : u ≥ 0) positive, (Fu)-predictable process. Thus, replacing ku by ku/ϕ(Lu), we obtain 12) which yields the result in (2.11).
The Skorokhod embedding problem
The so called Skorokhod embedding (or stopping) problem was posed and solved by Skorokhod in [24] . It has since received much attention in the literature. Numerous generalizations and solutions have been presented. The essence of the problem is as follows. Given a Markov process (Xt) and some probability measure µ on the state space of X find a reasonably small (for example integrable, if possible) stopping time T , such that XT ∼ µ. The problem was first treated for Brownian motion and several solutions to this problem are well-known (Root [21] , Chacon-Walsh [7] , Azéma-Yor [5] ). Some solutions made an extensive use of the local time (Vallois [25] , Bertoin-Le Jan [8] ), which is equally important to us. The problem was then generalized (Rost [22] , Roynette-Vallois-Yor [23] , Cox-Hobson [13] , to mention just a few). An accessible and complete, we hope, survey of the subject is found in a work by the first author [17] .
In this paper we consider the stopping problem for the height and the age of Brownian excursions. Precisely, given a probability measure µ on R+ we provide in Theorem 3.1 an explicit formula for a stopping time Tµ (relative to the filtration (Gt)), such thatÃT µ ∼ µ and E Tµ < ∞ whenever a stopping time T withÃT ∼ µ and E T < ∞ exists. We deduce easily a solution to the Skorokhod problem for (αt) -the Azéma martingale (Proposition 7.1).
Accordingly, a stopping time Rµ is obtained, such that |BR µ | ∼ µ. The formula for Rµ is very similar to the one for Tµ (cf. Theorem 3.2). We explain this fact developing first a general methodology, which allows to obtain explicit formulas for embedding for any functional of Brownian excursions. It is seen, that what determines the explicit form of such a stopping time is the measure nF , which happens to be the same for the scaled square root of age (Ã) and the height of excursions.
We use µ for the target probability measures which we want to embed. It will be defined, depending on the context, on R+ or on R. We write µ(x) = µ([x, +∞)) for the tail of µ and aµ = sup{x ≥ 0 : µ(x) = 1}, and bµ = inf{x ≥ 0 : µ(x) = 0}, −∞ ≤ aµ ≤ bm ≤ ∞, respectively for the lower and upper bound of the support of µ.
Among the solutions to the Skorokhod problem in the standard Brownian setup, the solution that we refer to in particular, is the one by Azéma and Yor. We use a very similar methodology as in [5] and the definitions of stopping times are quite similar. Suppose that µ is a centered probability measure on R with R R |x|dµ(x) < ∞ and associate with µ the Hardy-Littlewood function:
(2.13) Theorem 2.2 (Azéma-Yor [5] ). In the above setup, the stopping time
is a.s. finite and embeds µ, i.e. B T µ AY ∼ µ.
To prove this result one uses the martingales given in (2.4). Assuming it is legitimate to apply the optional stopping theorem, one gets
This equation determines the law of S T µ AY
, and hence of B T µ AY , uniquely. When no confusion about the measure being embedded is possible we shall skip the superscript µ and write just TAY .
We want to investigate if the above gives also an explicit embedding for |Bt|. If we write Φµ = Id − Ψ −1 µ and use Lévy theorem we can rewrite
. This is not yet a solution to the embedding problem for the height of excursions, since the embedding is realized not for |Bt| but rather for
In order to have an embedding rule for |B|, for a given probability measure ν on R+, one would need to construct a probability measure µν on R such that
∼ ν, and this law has no simple description in terms of µν , so that we are not able to construct µν explicitly. We do not even know if the map ν → µν is well defined. Thus we are not able to use the Azéma-Yor solution to obtain an explicit solution to the Skorokhod problem for |Bt|. However, this solution inspired us giving the form of a stopping time, which is found below in (4.1).
Main results
Introduce the "dual" Hardy-Littlewood function ψµ :
ψµ(x) = 0 for 0 ≤ x < a and ψµ(x) = ∞ for x ≥ b. The function ψµ is right-continuous, non-decreasing and ψµ(x) < ∞ for all x < b. We can then define its right inverse
which again is a right-continuous, non-decreasing function. The two theorems that follow are the main results of this paper.
Theorem 3.1. Let µ be a probability measure on R+ with µ({0}) = 0, and ϕµ defined through (3.2). The stopping time
is finite a.s. and solves the Skorokhod embedding problem for
Strictly speaking, we solve therefore the Skorokhod's embedding problem for the square root of the age process, but this is equivalent to solving it for the age process itself. In Section 5.7 we show how to obtain an explicit embedding not only for the age process itself but also for some of its functionals.
The restriction that µ has no atom at zero is necessary. Indeed, if we want ϕµ to be increasing, then we need to have ϕµ = 0 on [0, δ), but then trivially Tµ = 0 a.s. However, this restriction can easily be overcome, through a standard reasoning, if we allow randomized stopping rules. Proof and properties of this embedding are presented in Section 5.
The embedding for the height of excursions is obtained in a very similar way. We will see in Section 6.1 that it is no coincidence. Theorem 3.2. Let µ be any probability measure on R+ with µ({0}) = 0, and let ϕµ be defined through (3.2). The stopping time
is finite a.s. and solves the Skorokhod embedding problem for |Bt|, i.e. |BR µ | ∼ µ.
It will be shown in Section 6.2, that the above is actually an explicit form of the solution developed by Vallois [25] . We provide however, an independent, simplified proof.
We point out that the above is a solution to the Skorokhod embedding for the height of excursions. Indeed, if Mt = sup gt≤u≤t |Bu|, then BR µ = MR µ ∼ µ as is easily seen.
Methodology for general functionals
Among functionals of excursions two are of special interest: the maximum (height) and the age (length). Both are studied in this paper and explicit solutions to the Skorokhod embedding are obtained above in Theorem 3.1 for the age process, and in Theorem 3.2 for the maximum process. Still, sometimes it maybe of some interest to consider different functionals and we want to present a general methodology that allows to construct a solution to the Skorokhod problem for such functionals. We will see, that actually it is of great interest. It allows one to understand well the mechanism of embeddings studied here and obtain numerous, new embeddings as simple corollaries of the main ones, as is done in Section 6.1. We only sketch the general method, as explicit formulae require detailed calculations, for which the functional must be given. Also, the method presented here works well given the fact that the calculation, and in particular the quantity (4.4) below, can be written in an accessible form. This might not be true for some complicated functionals.
Recall, that µ is a probability measure on R. Consider some positive, continuous, non-decreasing functional F :
or some more complex functionals using previous ones, as G(
We want to find a stopping time T
We will look for T F µ in the following form:
where ϕ F µ is a non-decreasing function, which depends both on F and µ and which we search to specify. We shall sometimes write, according to the situation and dependence we want to stress, T We choose to take stopping times in this form inspired by the Azéma-Yor solution to the Skorokhod problem. Indeed, recall from Section 2.4 that T AY = inf{t ≥ 0 : |Bt| ≥ Φµ(Lt)} = inf{t ≥ 0 : M (eL t )(t) ≥ Φµ(Lt)} which is in the form of (4.1) but with the function Φµ, which is not always increasing.
Since the formula (4.1) might seem a little abstract we say a few words about it: eL t denotes the Brownian excursion between times gt and dt,
We shall write ϕ instead of ϕ F µ when ϕ is arbitrary and equally T F ϕ instead of T F µ when the dependence on the function ϕ is to be stressed. In order to solve the Skorokhod problem for F (e) one first finds the law of L T F ϕ . Let us write below F ( ) for F ( )(V ( )), for ease of notation. Take u > 0, then
on the time interval [0, τu] for every excursion es, s ≤ u, the value of the functional F did not exceed ϕ(s)
where the random variable Nu = P s≤u 1 F (es)≥ϕ(s) is a Poisson variable with parameter
Thus, we obtain
One first supposes that ϕ is strictly increasing, which allows to calculate the law of F stopped at T F ϕ , as P(F (eL
, which is given by (4.4). On the other hand we want to have F (eL
in terms of ϕ (or its inverse) and obtains the desired function ϕµ, which yields the appropriate stopping rule. Finally, one generalizes the expression for ϕµ for the case of µ with atoms. This is a simple and effective method given one condition -that one is able to solve (4.5) explicitly, which in turn requires an accessible, in terms of ϕ, form of (4.3). This is the case when we have an explicit form of nF . Of course we gave only the general scheme of the method, leaving some details apart. A reader who found the above discussion too abstract will see a direct application, as we turn to our main interest in this paper, namely the application of the above methodology to the functional A, the length of a generic excursion.
Embedding for the age of excursion
In this section we apply the methodology presented above to prove Theorem 3.1. We then characterize the law of (gT µ , Tµ, LT µ ) and describe some similar embeddings obtained through a change of variables, in particular one for the age At = t − gt.
The law of L T -a computation using excursion theory
Recall that (Lt) is the local time at zero and (τ l ) is its right inverse. The excursion process is noted (es) s≥0 , the lifetime of an excursion is V ( ) and the Itô measure is n. The scaled age process is defined viã At = p π 2 (t − gt). Let ϕ : R+ → R+ be some non-decreasing, right continuous function and define a (Gt)-stopping time as in (4.1) We follow step by step the reasoning presented in Section 4. We first investigate the law of LT and to this end we need to calculate the expression (4.3):
Using this in (4.4) we obtain:
Note thatÃT = ϕ(LT ), even though the processÃt is discontinuous. This comes from the fact that the discontinuities ofÃt are jumps to zero, which at the same time contain the support of dLt.
We point out also that the law of LT (in particular that of LT µ ) is absolutely continuous with respect to the Lebesgue measure, so the distribution ofÃT µ would not change if we decided to take ϕµ left-continuous instead of right-continuous.
Proof of the embedding of Theorem 3.1
We now come to the second part of the general methodology described in Section 4. Recall that ψµ and ϕµ are given respectively by (3.1) and (3.2). We first point out that the stopping time Tµ defined through (3.3) satisfies P(0 < Tµ < ∞) = 1. This is easily deduced from (5.1). Indeed, note that the condition µ({0}) = 0 implies that ϕµ(x) > 0 for any x > 0. We have
dµ(s) ≤ − log`µ(ϕµ(x)+)´, and therefore (5.2)
This yields P(LT µ = 0) = 0 and P(LT µ < ∞) = 1. Furthermore, we have equalities instead of inequalities in (5.2), if ψµ and ϕµ are continuous. Suppose that ϕµ is strictly increasing (equivalently: µ has no atoms). We can then deduce the law ofÃT = ϕµ(LT ). Indeed, if we denote νϕ µ the law ofÃT and νϕ µ its tail, then
(5.4) To prove the embedding for µ we need to verify that for all y ∈ [aµ, bµ], νϕ µ (y) = µ(y). Note however that it suffices to verify this equality for all y of the form y = ϕµ(x), as both functions are decreasing and constant on the discontinuities of the range of ϕµ. For νϕ µ it is obvious asÃT µ = ϕµ(LT µ ) and therefore νϕ µ is concentrated on the range of ϕµ. For µ it is also straightforward as the discontinuities of the range of ϕµ correspond to the intervals on which ψµ is constant, which are in turn the intervals not charged by µ.
Therefore, if we verify that for all x ≥ 0, µ(ϕµ(x)) = exp
we will prove the embedding for µ.
Define η(x) = exp
. It is a decreasing, continuous function with η(0) = 1. Note that η(x) > 0, for ϕµ(x) < bµ, as R x 0 ds ϕµ(s) = − log(µ(ϕµ(x))) < ∞. We can differentiate and obtain
This differential equation admits a unique continuous solution with η(0) = 1. Therefore, all we have to prove is that µ(ϕµ(x)) satisfies the same differential equation (note that µ(ϕµ(0)) = µ(aµ) = 1). According to our assumptions, ψµ is a continuous, non-decreasing function given by (3.1). We have
and therefore
Taking y = ϕµ(x) and using the fact that ψµ(ϕµ(x)) = x we obtain 8) which is exactly the equation (5.5).
The case of measures that may have atoms can be treated in a very similar way and we discuss it briefly. There is in fact only one complication, namely
where ξ(x) = ψµ(ϕ(x)−) is a non-decreasing, left-continuous function, which is either constant or coincides with the identity function. The differential equations will therefore change slightly, as we will have dξ(x+) in place of dx, but the reasoning remains valid, taking into account that ϕ(x) = ϕ(ξ(x)). This ends the proof of the embedding part of Theorem 3.1. We want to point out that one could also extend the smooth case to the general one through a reasoning similar to the proof of standard Azéma-Yor embedding in [18] or [19] . One just needs to approximate any measure µ on R+ by a sequence (µn) of measures with no atoms in such a way that ψµ n ψµ.
Martingale arguments
We have just provided a formal proof of the embedding part of Theorem 3.1 using the excursion theory and following the arguments presented in Section 4. In this section we use martingales and the optimal stopping theorem to calculate E Tµ. We will also point out that these tools might be used, similarly to Azéma-Yor [5] reasoning, to prove the embedding.
For ease of notation, in this section, we will write T instead of Tµ.
Recall from Section 2.3, that αt is the Azéma martingale and that < α, α >t=
: t ≥ 0) is again a martingale, which in turn implies that (Ã 
To investigate the uniform integrability of (αt∧T ) observe that from the definition of T and the fact that Lt is increasing we have that |αt∧T | ≤ AT . This shows that (αt∧T ) is uniformly integrable if and only ifÃT is integrable, that is if and only if R ∞ 0 xdµ(x) < ∞. Of course α is uniformly integrable if and only ifα is. This completes the proof of Theorem 3.1. 2
As an immediate consequence we observe that, since
2 dµ(x) < ∞, the expectation of gT is equal to:
so that E T = 2 E gT .
Let us now describe the law of BT µ . We have:
Observe that the process (mu) 0≤u≤1 , mu
nian meander, which is independent from Fg T , while both T and gT , and therefore AT , are Fg T measurable. Finally, sgn(BT ) is independent both from Fg T and the meander (mu) u≤1 . Recall from Section 2.3 that m1 ∼ √ 2e, where e is exponentially distributed with parameter 1. We have therefore, as AT = 2 πÃ 2 ,
which agrees with our earlier calculations. We close this section with a sketch of the reasoning allowing to recover the formula (3.1) through martingale arguments. Let f be a bounded,
f (y)dy, and recall from (2.9) that
is then a (Gt)-martingale. Let γ be the law of LT µ and suppose we can apply the stopping theorem
Using integration by parts formula we find that dγ(
dx. We want to have ϕµ(LT µ ) =ÃT ∼ µ, and therefore
where we supposed that ϕµ is strictly increasing. Taking x = ψµ(y) we find µ(y) = γ(ψµ(y)) and finally we obtain the following equation for ψµ dψµ(y) = y µ(y) dµ(y), (5.13) which yields (3.1).
5.4
The law of (g Tµ , T µ , L Tµ ).
In this section we describe the joint law of (gT µ , Tµ, LT µ ), which yields in particular the law of (Tµ, LT µ ). As an introduction, note that the law of LT µ is particularly simple when ϕµ and ψµ are continuous, as we have equalities in (5.2) and using (5.1) we obtain P(LT µ ≥ x) = µ(ϕµ(x)).
Theorem 5.1. Let µ be a probability measure on R+ with µ({0}) = 0 and Tµ the stopping time defined in (3.3). Let λ, γ > 0 and v be a Borel, bounded function. Define κ λ through 14) where N is the standard Gaussian distribution function. Then the regular conditional distribution of Tµ given LT µ is described by
and we have that
In particular, the Laplace transform of Tµ is given by
The rest of this section is devoted to the proof of the above statement. We write simply T instead of Tµ, for ease of notation. We can rewrite our stopping time as
where
is the dual predictable projection of Is = 1 g T ≤s , which was given in Lemma 2.1. Now, if we use (2.11) in (5.18) we obtain that
All we have to do then, is to calculate the quantity θ(u) = E h e −λτu 1L T >u i = E h e −λτu 1T >τu i . Decomposing along the jumps of (τs) and using the compensation formula we derive an integral equation satisfied by θ. Recall the inhomogeneous Poisson process (Nu) defined in (4.2), with the general functional F being the scaled age of excursion. N satisfies 1T >τs = 1N s=0 and note that
" , which coincides with the formula in (5.14) in the Theorem. Thus
We point out that both θ and κ depend on λ and so we will write below θ λ and κ λ to stress it. 4 We conclude finally, using (5.19) and (5.20) , that
which yields the desired expression
In particular for v ≡ 1, γ = 0 we obtain the Laplace transform of T .
On the other hand we have obviously that
4 It seems also worthwhile to note that this method allows for some more general calculations. Indeed, if we take k : R + × R + → R + some bounded, Borel function and put
Comparing the above with (5.21) and taking into account that P(LT ∈ du) =
)du, as given by (5.1), we conclude that
the last equality following from the comparison with (5.19) . Finally note that we can use (5.21) with γ = 0, v(u) = e −ρu to obtain the joint Laplace transform of T and LT
This ends the proof of Theorem 5.1. It gives a complete characterization of the law of T but in a form that does not yield itself to explicit calculations, which is similar to the case of Azéma-Yor solution [5] , [16] . Although we used the excursion theory for our calculations, we did it in a manner different from the one used by Rogers [20] for Azéma-Yor stopping time. We stress however that Rogers' method could also be applied, only one would need to use the characterization of excursions given their lifetime as Bessel bridges instead of the Williams' characterization.
A Martingale computation of the law of T µ
We have chosen to present in this paper detailed arguments using the excursion theory but we try to underline that it is merely a choice of methodology and that parallel arguments, using the martingale theory, are possible as well. We pictured it in Section 5.3 when the proof of embedding (3.3) was concerned. Here we want to outline briefly how the law of Tµ may be obtained, again following the arguments of Azéma-Yor [5] .
Recall the Kennedy martingale Mt = h(|Bt|)e −αLt−λt , for α ≥ 0, λ = . We may apply the optional stopping theorem to obtain:
where e is an independent exponentially distributed variable (recall characterization of |BT µ | given by (5.11)). Calculating the expectation involving h and using the description of ρ in (5.1), we find
Taking α = 0 and simplifying we obtain:
We see easily that F λ given by (5.24) satisfies this equation as then the integral on right can rewritten as
as θ λ (x) → 0 with x → ∞. One needs however still to argue the uniqueness of F λ which satisfies (5.26), which should be possible along lines of the similar proof in [5] .
Examples
We now develop some examples. We recall that the stopping times specified below yield appropriate laws for theÃt process.
which can be inverted to give
The stopping time takes the following form:
Weibull's law. Take a, b > 0 and let
so that the tail is equal to µ(x) = e −ax b . Simple calculations show that
This yields the following stopping time:
Uniform law. Let µ be the uniform law on [a, b]. We have
for a ≤ x < b and we put ψ(x) = 0 for x ∈ [0, a) and
The inverse function is not given by any explicit formula, as it would be equivalent to solving x = 1 − ce −x , where c is a certain constant. However we can still write the stopping time:
only now it's formulated in terms of the function ψµ and not ϕµ.
In particular, for µ uniform on [0, 1] we get
Geometric law. Let µ be a probability measure on N with µ({k})
We have as always
More generally, for any discrete probability measure we have ϕµ(
, where a k = ψµ(k).
FromÃ to A and more
Theorem 3.1 gives an explicit embedding for the scaled age processÃt = p π 2 (t − gt). In this small section we want to point out that through a trivial change of variables this gives us an explicit embedding for images of A under some nice functions. We have the following Corollary:
Corollary 5.2. Let µ be a probability measure on R+ with µ({0}) = 0, and ζ : R+ → R+ a strictly increasing, continuous function. Denote ζ −1 its inverse. Definē , and allows to calculate the function ψν displayed in (3.1).
6 Embeddings for some other functionals 6.1 Functionals with the same measure n F Let recall from Section 4 that F is a general functional of Brownian excursion and we search to specify the function ϕ F µ such that the stopping time T F µ defined through (4.1) satisfies F (eL
By a slight abuse, the function → F ( )(V ( )) is also denoted F , but it is clear from the context if we mean by F the functional or its terminal value. The measure nF associated with this function is denoted nF , and it is also called the measure associated with the functional F .
A carefully reading of the general methodology (Section 4) reveals that the only thing that determines the function ϕ F µ is actually the measure nF . This is not surprising, when two functionals F1 and F2 yield the same image of the excursion measure nF 1 = nF 2 , they yield the same law of the stopped local time
, where the stopping times are defined via (4.1) with ϕ
µ . And it is exactly the law of the stopped local time that serves to determine the appropriate function ϕµ.
Let us then investigate the image of the excursion measure n given by the functionalÃ = p π
2
V . This is easy, since we know that nV (dv) = dv √ 2πv 3 (see Section 2.1). A change of variables yields nÃ(dv) = dv v 2 . We recognize immediately the measure nM of the height of a Brownian excursion. More generally we deduce the following Corollary.
Corollary 6.1. Let µ be a probability measure on R+ with µ({0}) = 0 and F a positive, continuous, non-decreasing functional of Brownian excursions with nF (dx) = dx x 2 . Let ϕµ be defined through (3.2). Then the stopping time
solves the Skorokhod embedding problem for F , i.e. F (eL
We give some examples.
• Observe that inf{t > 0 : |Bt| ≥ ϕµ(Lt)} = inf{t > 0 : M (eL t )(t − gt) ≥ ϕµ(Lt)}, so in fact Theorem 3.2 is just a special case of the above Corollary. Still we will present yet another proof of this theorem below in Section 6.2.
•
Using the scaling for B and τ it is straightforward to see that (H l : l ≥ 0) is a stable subordinator with index . Using the exponential formula, we obtain
which yields nG β (dx) = c β x
2+β dx, where c β is a constant. For β > −1, define
then a change of variables gives, that nF β (dx) = dx x 2 and so the Corollary provides a solution to the Skorokhod embedding problem for F β , for any β > −1 (note that for β = 0 we find the scaled age: F0 =Ã).
• We want to consider the product M ( )V ( ). We will use scaling property of Brownian motion and Bessel bridges. Let (r(u) : u ≤ 1) be an independent Bessel (3) bridge and σ = sup u≤1 r(u). For f any positive, bounded, Borel function we have
. A change of variables shows that the Corollary gives an embedding for the functional
We saw that the scaling property was essential to establish the above results. In general one should be able to obtain similar explicit results for homogenous functionals (see Carmona-Petit-Pitman-Yor [11] ) based on some functional of which the excursion measure is known. An easy example would be to take functionals F β ( )V ( ), where F β is given by (6.3) (see also Biane-Yor [9] ). However, our aim here was mainly to show the method and its capacity, while specific calculations should be carried out depending on applications.
Embedding for heights
We try to point out in this paper a certain duality of arguments that can be used to prove Skorokhod embeddings. We develop proofs using the Brownian excursion theory, but in the same time we show how the martingale theory could be used to do the same job. Here, we want to sketch a martingale proof of Theorem 3.2 and show also that the explicit solution developed here is actually a special, symmetric case of the solution obtained by Vallois [25] . A possible proof of the embedding in Theorem 3.2 would imitate Azéma-Yor [5] only starting with the martingale (2.5) instead of (2.4). We choose however yet another line of argumentation, based mainly on the Dubins-Schwarz Theorem.
Let h : R+ → R+ a strictly decreasing, continuous function and define R h = inf{t ≥ 0 : h(Lt)|Bt| = 1}. We want to investigate the law of |BR h |. Since (Mt = h(Lt)|Bt| : t ≥ 0) is a local martingale with local time at zero: H(Lt) = R t 0 h(Ls)dLs, we can write 6) where (Wu : u ≥ 0) is a Brownian motion starting from zero and (lu : u ≥ 0) its local time at zero. Then, from (6.5) we get < M >R h = inf{u : |Wu| = 1}, and from (6.6): H(LR h ) = l inf{u:|Wu|=1} ∼ e, where e is a standard exponentially distributed random variable. Thus LR h ∼ H −1 (e) and finally
(6.7)
Now we have to solve the converse problem, that is given a probability measure µ on R+ we have to find h such that |BR h | ∼ µ. For simplicity we assume that µ is such that ϕµ displayed in (3.2) is strictly increasing (that is µ has no atoms). From (6.7) we deduce
Thus, we have
dµ(x) = ψµ(y) (cf. (3.1) ) and R h = inf{t ≥ 0 : Lt = k(|Bt|)}. We have therefore obtained the desired formula for a "gentle" class of probability measures. It is quite easy to extend this to any measure on R+. One just needs to define the stopping time in terms of the inverse of k to account for the atoms. We can replace the equality by an inequality as the support of d`k −1 (Lt)´is contained in zeros of |B|. We obtain thus the formula displayed in (3.4) .
The arguments presented above allow us to recover yet another solution to the Skorokhod problem for |B|. Indeed, if at the beginning, we had supposed h strictly increasing, instead of decreasing, then (6.8) would have equaled µ(y) = µ((−∞, y]) instead of µ(y) and (6.9) would read
We have therefore the following Corollary 6.2. Let µ be a probability measure on R+ and define ψ µ (y) = R (y,∞)
dµ(x) and ϕ µ (x) = inf{y ≥ 0 : ψ µ (y) > x}, x < bµ and ∀ x ≥ bµ, ϕ µ (x) = 0, its right inverse, then the stopping time
embeds µ, i.e. |B Rµ | ∼ µ.
Note that again, as the law of L Rµ is absolutely continuous with respect to the Lebesgue measure, we can take ϕ µ either left or right continuous with no effect on the stopping rule. The repartition function µ(·) however has to be taken right-continuous to guarantee that the expressions above are well defined, just as we had to take µ left-continuous 6 . Note also, that thanks to Lévy's identity in law (St, St−Bt) ∼ (Lt, |Bt|), we obtain in the similar manner two solutions to the embedding problem for the process (St − Bt : t ≥ 0).
We want to point out that the proof of Theorem 3.2 presented above is not standard. So far two methods were widely used to prove Azéma-Yor type embeddings, based on martingale arguments or the excursions theory. Here, we use time changes and the Dubins-Schwarz theorem (time changes were also used by Bass [6] but he didn't have any explicit formulae). Even though, the classical Azéma-Yor solution does not yield itself directly to such calculations, as the function x →
, where Ψµ is given by (2.13), does not need to be monotone, we think this approach should prove fruitful and allow us to understand better the embedding problems.
According to our best knowledge, (6.11) is a new formula. The previous formula (3.4), on the other hand, is not new. We end this section with a remark that if we take for ν a symmetric probability measure on R such that ν(Γ) = 1 2 µ(Γ ∩ R+), and define a stopping rule TV as in Vallois [25] , then of course |BT V | ∼ µ and moreover this stopping rule coincides with ours: TV = Rµ. In particular BR µ ∼ ν.
Let us place ourselves again in the case of a smooth measure. Consider Theorem 3.1, page 229 in [25] for the measure ν and the notation used therein. Then TV = inf{t ≥ 0 : kV (|Bt|) = Lt}, where the function kV (y) = F (ρ(y)) satisfies dkV (y) = F (ρ(y))dρ(y) = 2 λ(ρ(y)) ydµ(y) and it suffices to see that λ(ρ(y)) = µ(y). Since dρ(y) = ydν(y), we have λ(ρ(y)) = 1 − 2 R ρ(y)
, which shows that kV = ψµ. The conditions imposed on kV are verified as is displayed in (5.3). Finally, we point out that in his work Vallois, described a solution based on the stopping times studied by Jeulin-Yor [16] and we can easily verify our embedding directly through their formula for the law of Rµ (cf. (2.4), page 228, in [25] ).
Examples
We want to discuss briefly the formulae (3.4) and (6.11) for simple laws. Namely consider µ(dx) = 5.6 we saw that
It yields
which is not particularly simple. Let us turn our attention to Rµ. The calculations are much simpler: ψ µ (x) = (b − x) and therefore Rµ = inf{t > 0 : Lt + |Bt| ≥ b}, (6.13) and the result is well understood from Pitman's theorem on BES(3) as L + |B|. We can easily generalize this. Take
and Rµ = inf n t > 0 :
We saw that Rµ can yield significantly simpler expressions then Rµ. The converse is also true. For example if we consider the exponential distribution µ(dx) = λe −λx 1 [0,∞) (x)dx, λ > 0, then as in Section 5.6, we have Rµ = inf{t > 0 :
Lt}, while the expression for Rµ involves infinite series.
Embedding for the Azéma martingale
In this section we want to develop the embedding for the Azéma martingale αt = sgn(Bt) √ At, or more precisely for its scaled versionαt = sgn(Bt)Ãt. For fixed t, the components sgn(Bt) andÃt are independent so we will be able to apply the results described in the previous section.
Symmetric laws
The case of a symmetric probability measure is very simple to deal with. In fact we don't really need to change the stopping rule (3.3) at all. Indeed, let µ be a probability measure on R with µ(Γ) = µ(−Γ) for any Γ ∈ B(R) and µ({0}) = 0. Define Tν through (3.3) with dν(x) = 21 [0,∞) (x)dµ(x). Then
and thereforeαT ν ∼ µ.
Arbitrary laws
We now generalize to the case of an arbitrary probability measure on R. The solution presented is very simple, yet not completely satisfactory as it requires an external randomization.
Let µ be any probability measure on R and write r− = µ((−∞, 0)), r0 = µ({0}) and r+ = µ((0, ∞)). Define following probability measures: µ−(Γ) = We have the following Proposition 7.1. Let µ be a probability on R and T− and T+ defined by (7.1) and (7.2) respectively. Let R be a random variable, independent of B with P(R = −1) = r−, P(R = 0) = r0 and P(R = 1) = r+, r− + r0 + r+ = 1. Then the following stopping time
3)
is finite a.s. and it embeds µ inα, that isαρ µ ∼ µ.
Proof. The proof is straightforward. The stopping times T− and T+ are actually just the ones used in the previous section for embedding inÃt but rescaled respectively to negative and positive excursions (we have to use therefore half of the local time as we are looking just at the "half" of the excursions). We haveÃT − ∼ µ− andÃT + ∼ µ+. External randomization is used to choose, with appropriate probabilities, which of the two measure µ− and µ+ is to be embedded. Note that this time we allowed measures µ with an atom in zero as ρµ = 0 with probability r0.
This solution is however not quite satisfactory, due to the necessity of introducing an independent random variable. Let us then try to overcome this difficulty. Imitating (3.3), for some non-negative, non-decreasing functions ϕ− and ϕ+, define the following stopping time S = inf˘t > 0 : (Ãt ≥ ϕ+(Lt), Bt > 0) or (Ãt ≥ ϕ−(Lt), Bt < 0)¯. On the other hand we wantαS ∼ µ so that the above is equal to R R f (u)dµ(u) and this for any function f . We believe one should be able to recover from this explicit formulas for ϕ− and ϕ+, but we have nor pursued this.
Conclusions
The original motivation for this paper was to solve the Skorokhod embedding problem for the age of excursions. While doing this, we realized that our method is actually quite general and we decided to describe it in a general setup, which is done in Section 4. We showed how to apply it not only to the lengths and heights of Brownian excursions but also to some considerably more complicated functionals. We feel therefore that the paper develops in a coherent and quite complete manner the Skorokhod embedding problem for positive functionals of Brownian excursions. Furthermore, what can be done quite easily is to apply this methodology for other processes than Brownian motion. In particular, one should be able to obtain similar (although more complicated) formulas for stopping problems for heights and lengths of Bes(3) excursions away from y > 0.
On the other hand, we are not quite satisfied with the randomized solution to the Skorokhod embedding problem for Azéma martingale that we presented in Section 7.2. We suggested a way to develop a non-randomized solution but we did not obtain explicit formulas. Developing the explicit solution would yield probably a number of embeddings for still more general, real and not only positive, functionals of Brownian excursions. In particular, as in (6.3) for F β , an embedding for the principal values of Brownian motion should be possible to deduce (see Biane-Yor [9] ). Our randomized solution has however one advantage: it is quite simple. As a matter of fact it is just as simple as the one for the age of excursions. If one succeeds in obtaining explicit formulae for ϕ− and ϕ+ they will be probably considerably more complicated than (3.2).
Finally, we want to point out two more possible continuations of the work presented here, that we hope to devote a future paper to. Firstly, we believe that, again in parallel with Azéma-Yor [4] , our stopping times have some optimal/extremal properties. Such properties might be used for example in applications to financial mathematics, to price American options in discontinuous markets modeled with the Azéma martingale (cf. Dritschel and Protter [14] , Cetin-Jarrow-Protter-Yildirim [12] ).
Secondly, so far two methods of proving Azéma-Yor type of embeddings were studied extensively: through martingale arguments or through excursion theory. Our proof of Theorem 3.2 presented in Section 6.2, uses another approach based on time-changes and Dubins-Schwarz theorem. We think, as pointed out in the same section, that this method might yield some new, interesting observations.
