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El objetivo de la generacio´n automa´tica de resu´me-
nes es reducir la dimensio´n de un texto y a su vez
mantener la informacio´n relevante del mismo. En es-
te art´ıculo se analiza y aplica la te´cnica de Ana´li-
sis de Componentes Principales, que es independiente
del idioma, para la generacio´n de resu´menes extrac-
tivos mono-documento y multilingu¨es. Dicha te´cnica
se estudiara´ con el objetivo de poder evaluar su fun-
cionamiento cuando se incorpora (o no) conocimiento
le´xico-sema´ntico, a partir del uso de recursos y herra-
mientas dependientes del idioma. La experimentacio´n
propuesta se ha realizado en base a dos corpus de di-
ferente naturaleza: noticias period´ısticas y art´ıculos
de la Wikipedia en tres idiomas (alema´n, espan˜ol e
ingle´s) para verificar el uso de esta te´cnica en varios
escenarios. Los enfoques propuestos presentan resulta-
dos muy competitivos comparados con generadores de
resu´menes multilingu¨es existentes, lo que indica que,
aunque exista un claro margen de mejora respecto a
la te´cnica y el tipo de conocimiento incorporado, e´sta
tiene una gran potencial para ser aplicada en otros
contextos e idiomas.
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Abstract
The objective of automatic text summarization is
to reduce the dimension of a text keeping the relevant
information. In this paper we analyse and apply the
language-independent Principal Component Analysis
technique for generating extractive single-document
multilingual summaries. This technique will be stu-
died to evaluate its performance with and without
adding lexical-semantic knowledge through language-
dependent resources and tools. Experiments were con-
ducted using two di↵erent corpora: newswire and Wi-
kipedia articles in three languages (English, German
and Spanish) to validate the use of this technique in
several scenarios. The proposed approaches show very
competitive results compared to multilingual availa-
ble systems, indicating that, although there is still
room for improvement with respect to the technique
and the type of knowledge to be taken into conside-
ration, this has great potential for being applied in
other contexts and for other languages.
Keywords
PCA, Principal Component Analysis, automatic sum-
marization, multilingu¨al summarization, extractive
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1 Introduccio´n
Actualmente, el tratamiento y gestio´n de la in-
formacio´n es una tarea dif´ıcil de abordar para
el ser humano. En un contexto donde cada vez la
cantidad de informacio´n y la heterogeneidad de la
misma aumentan a un ritmo considerable, cobran
una mayor importancia las te´cnicas automa´ticas
de ana´lisis y reduccio´n de volumen para la detec-
cio´n y extraccio´n de la informacio´n relevante.
Adema´s, se dispone de una gran cantidad de
informacio´n por lo que se hace necesario el desa-
rrollo de te´cnicas de Procesamiento de Lengua-
je Natural (PLN) para poder procesar, clasifi-
car, extraer y resumir la informacio´n del texto.
Respecto a la tarea de generacio´n de resu´menes,
cuyo objetivo es obtener una versio´n reducida
del documento o documentos fuentes, reducien-
do su contenido pero sin perder informacio´n cla-
ve (Spa¨rck Jones, 2007), no siempre resulta sen-
cillo determinar que´ informacio´n es la ma´s rele-
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vante, debido a la variedad de factores que po-
demos tener en cuenta (por ejemplo, preferen-
cias del usuario, necesidades de informacio´n, fi-
nalidad del resumen, etc.). As´ı, se han estable-
cido diferentes tipolog´ıas de resu´menes (Mani &
Maybury, 1999; Spa¨rck Jones, 2007). Entre los
tipos ma´s comunes se encuentra la distincio´n en-
tre resu´menes mono-documento (el resumen se
genera a partir de un u´nico documento de en-
trada) vs. multi-documento (varios documentos
de entrada); extractivos (el resumen simplemen-
te se limita a realizar una seleccio´n de las frases
ma´s relevantes) vs. abstractivos (el resumen con-
tiene informacio´n expresada de distinta manera
con respecto al documento fuente); gene´ricos vs.
centrados en un tema concreto; as´ı como tambie´n
monolingu¨es vs. multilingu¨es, si el resumidor fun-
ciona u´nicamente para un idioma o para varios.
Para abordar la generacio´n automa´tica de
los distintos tipos de resu´menes anteriormen-
te comentados se han utilizado distintas te´cni-
cas (Nenkova & McKeown, 2011): desde te´cnicas
superficiales que determinan la relevancia de in-
formacio´n segu´n el peso de las unidades que for-
man las frases, como por ejemplo la frecuencia de
palabras y aproximaciones derivadas (McCargar,
2005), hasta enfoques que se basan en el uso de
te´cnicas de ana´lisis del discurso, que implican un
procesamiento ma´s profundo del texto. En este
u´ltimo caso encontramos como ejemplo, la te´cni-
ca de las cadenas le´xicas (Barzilay & Elhadad,
1999), o la te´cnica de la estructura reto´rica del
discurso (RST) (Uzeˆda et al., 2010).
En el contexto actual, donde no solamente hay
grandes cantidades de informacio´n y el ritmo de
crecimiento de la misma es exponencial, sino que
dicha informacio´n esta´ disponible en una gran
variedad de idiomas, es necesario investigar en
te´cnicas de generacio´n de resu´menes multilingu¨es
que consigan determinar la informacio´n clave sea
cua´l sea el idioma en el que se haya escrito. Para
ello, es necesario o bien recurrir a te´cnicas to-
talmente independientes del idioma como la fre-
cuencia de te´rminos (Teng et al., 2008), o bien
que la te´cnica o el conocimiento aplicado este´n
disponibles para varios idiomas. Una te´cnica in-
dependiente del idioma es el Ana´lisis de Compo-
nentes Principales (Principal Component Analy-
sis, PCA), que se puede aplicar a la deteccio´n y
extraccio´n de palabras clave en un texto. Dada
la naturaleza de la misma, esta te´cnica puede ser
adecuada para la generacio´n de resu´menes multi-
lingu¨es, y por tanto, sera´ la que estudiaremos en
este trabajo.
Por consiguiente, el principal objetivo de es-
te articulo es analizar la te´cnica PCA para
la generacio´n de resu´menes extractivos mono-
documento y multilingu¨es. Esta te´cnica se ana-
lizara´ y evaluara´ por un lado de forma indepen-
diente (te´cnica base), y por otro con el enriqueci-
miento mediante la incorporacio´n de conocimien-
to le´xico-sema´ntico, obtenido a partir del recono-
cimiento de entidades nombradas (Named Entity
Recognition, NER) y la identificacio´n de concep-
tos sino´nimos, con el fin de medir la influencia
de estas te´cnicas sobre la te´cnica base, y deter-
minar si pueden ser beneficiosas en el proceso de
generacio´n de resu´menes multilingu¨es disen˜ado.
Adema´s, una vez obtenidas las palabras clave a
partir del uso de la te´cnica PCA en sus diversas
variantes, se proponen y analizan cuatro heur´ısti-
cas para la seleccio´n de las frases relevantes del
documento fuente, dando lugar a distintos tipos
de resu´menes extractivos.
El art´ıculo se estructura del siguiente modo: la
seccio´n 2 recoge los trabajos realizados hasta el
momento acerca de resu´menes multilingu¨es y del
uso de la te´cnica PCA para resumir textos. En la
seccio´n 3 se explica el me´todo implementado pa-
ra la generacio´n de resu´menes mono-documento
y multilingu¨es con PCA. La seccio´n 4 alberga la
informacio´n de los corpus empleados para la ex-
perimentacio´n y de las medidas de evaluacio´n que
se utilizara´n en la seccio´n 5. En la seccio´n 6 se
recogen y analizan los resultados que sera´n com-
parados con sistemas previos en la seccio´n 7. Fi-
nalmente, se exponen las conclusiones obtenidas
en la seccio´n 8.
2 Estado de la cuestio´n
La generacio´n de resu´menes multilingu¨es es una
tarea au´n en desarrollo dada la dificultad de po-
der abarcar las caracter´ısticas particulares de ca-
da idioma.
En (Gupta & Lehal, 2010) se recoge una se-
rie de enfoques en relacio´n a la tarea de resu´me-
nes multilingu¨es entre los que se incluye (Cowie
et al., 1998), quienes parece que iniciaron la in-
vestigacio´n en esta tema´tica cuando presentaron
MINDS, un sistema que incluye soporte para la
creacio´n de resu´menes de documentos en ingle´s,
espan˜ol, ruso y japone´s. El nu´cleo del sistema
se genero´ empleando te´cnicas como ana´lisis es-
tad´ıstico, sinta´ctico y de estructura de documen-
tos. Ma´s tarde, Hovy y Lin (1997) se adentra-
ron en la materia con SUMMARIST, un sistema
que permite la generacio´n de resu´menes tanto
abstractivos como extractivos en distintos idio-
mas, empleando te´cnicas de procesamiento del
lenguaje natural, junto con bases de conocimien-
to. En (Patel et al., 2007) se propuso tambie´n
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un me´todo, independiente del idioma, para resu-
mir textos de distintos idiomas. Estaba basado
en factores estad´ısticos y de estructura del docu-
mento, tales como posicio´n en el texto o identifi-
cacio´n de nombres comunes y propios. No obstan-
te, utilizaba el lexema de las palabras y filtraba
el documento para eliminar las palabras carecien-
tes de contenido le´xico-sema´ntico (stopwords). El
sistema se testo´ con documentos en ingle´s, hin-
di, gujarati y urdu. En (Lloret & Palomar, 2011)
se analizaron tres enfoques distintos, empleando:
1) te´cnicas independientes del idioma; 2) te´cni-
cas espec´ıficas de cada idioma; y 3) aplicando
traduccio´n automa´tica a resu´menes monolingu¨es.
Dichos enfoques se orientaron a la produccio´n de
resu´menes extractivos en cuatro idiomas diferen-
tes (espan˜ol, ingle´s, alema´n y frances).
La competicio´n bienal MultiLing1 se creo´ en
2011 con motivo de fomentar el trabajo sobre la
generacio´n de resu´menes multilingu¨es. Se presen-
tan enfoques de distintos equipos de investigacio´n
para mostrar el estado del arte en la materia y en-
focar las investigaciones futuras (Giannakopoulos
et al., 2011; Kubina et al., 2013). En uno de los
trabajos de esta competicio´n se presento´ el siste-
ma MUSE (Litvak & Last, 2013). Para el desa-
rrollo de este sistema emplearon un algoritmo
gene´tico para la optimizacio´n lineal de diversas
medidas de clasificacio´n de frases. Otro enfoque
fue presentado en (Conroy et al., 2013), donde
se describ´ıa el uso del Ana´lisis de la Sema´nti-
ca Latente (Latent Semantic Analysys, LSA) pa-
ra la generacio´n de resu´menes multi-documento
para 10 idiomas distintos. Cabe destacar como
en la u´ltima edicio´n de MultiLing (Multiling
2013), algunos de los sistemas participantes al-
canzaron unos resultados similares a los obteni-
dos con resu´menes manuales (Giannakopoulos,
2013). Concretamente, el sistema WBU (Stein-
berger, 2013) fue el que mejor resultados consi-
guio´, basa´ndose en la te´cnica LSA. Este sistema
fue probado en 10 idiomas, y en los que en 5 de
ellos quedo´ en primera posicio´n.
La te´cnica PCA, al igual que la te´cnica LSA,
se encuentra englobada dentro de las te´cnicas de
miner´ıa de datos, pero se diferencian en la mane-
ra de calcular la matriz, teniendo menos disper-
sio´n en el caso de la te´cnica PCA. Esta te´cnica
se ha utilizado con anterioridad para la tarea de
resumir texto en Lee, Kim y Park (2003), don-
de se propuso un sistema para la extraccio´n de
frases de un texto que representen la informa-
cio´n relevante, y se empleo´ la te´cnica PCA para
extraer las palabras clave del documento, selec-
cionando las frases segu´n la cantidad de palabras
1http://multiling.iit.demokritos.gr/
clave que inclu´ıan, siendo la ma´s relevante aque-
lla que albergara mayor cantidad de palabras cla-
ve. Obtuvieron buenos resultados (medida F =
0.416) para textos en coreano. Vikas et al., (2008)
desarrollaron otro enfoque en donde se expone un
sistema para resumir textos mono-documento y
multi-documento, utilizando un Modelo Espacial
de Vectores Sema´nticos (Semantic Vector Space
Model, SVSM) para modelar el conjunto de docu-
mentos. La te´cnica PCA se empleo´ para extraer
caracter´ısticas referentes al tema del documento
sobre un conjunto de textos de distinta tema´tica
en ingle´s. Ma´s recientemente, la te´cnica PCA se
ha aplicado con e´xito a la generacio´n automa´tica
de hashtags, en la que se logran unos resultados
cercanos al 60% (Estelle´s Arolas et al., 2010).
Los hashtags de un tuit se pueden equiparar a
las palabras clave que pueden resumir el texto
expresado en un tuit, y por tanto, se demues-
tra la utilidad de la te´cnica PCA para los nuevos
ge´neros textuales surgidos con la Web 2.0.
Revisados los trabajos previos en e´ste a´mbito,
la te´cnica PCA no ha sido investigada con ante-
rioridad para generar resu´menes multilingu¨es, a
pesar de ser una te´cnica independiente del idio-
ma, ni tampoco se ha analizado la influencia de
incorporar informacio´n le´xico-sema´ntica al pro-
ceso. En base a esto, nuestra contribucio´n en
este art´ıculo es el estudio de dicha te´cnica pa-
ra la produccio´n de resu´menes extractivos mono-
documento y multilingu¨es, as´ı como el ana´lisis de
la influencia de incorporar conocimiento le´xico-
sema´ntico, dependiente del idioma, a la te´cnica
base. En nuestra propuesta, la te´cnica PCA se
utilizara´ para extraer las palabras clave de los
textos, que sera´n posteriormente empleadas para
escoger las frases mas relevantes que conformara´n
el cuerpo del resumen final.
3 Aplicacio´n de la te´cnica PCA para la
generacio´n de resu´menes multilingu¨es
Los procesos de generacio´n de resu´menes au-
toma´ticos se han caracterizado por seguir un flujo
gene´rico que engloba tres fases claramente dife-
renciadas (Sparck-Jones, 1999): i) interpretacio´n;
ii) transformacio´n; y iii) generacio´n de resu´me-
nes.
Partiendo de esa base se ha formulado una
propuesta de me´todo para la generacio´n de
resu´menes aplicando la te´cnica PCA para textos
multilingu¨es, reflejado en la Figura 1. Como se
puede observar, la fase de interpretacio´n (seccio´n
3.1) sera´ en la cual se realice un preprocesado
para obtener la informacio´n de intere´s y prepa-
rarla para la siguiente fase. En la fase de trans-
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Figura 1: Flujo de accio´n de nuestro me´todo de generacio´n de resu´menes basado en la te´cnica PCA.
formacio´n (seccio´n 3.2) sera´ en donde se aplique
la te´cnica PCA para obtener las palabras clave
del documento mediante el procesamiento de la
informacio´n del texto. Finalmente, en la fase de
generacio´n de resu´menes (seccio´n 3.3) se definen
una serie de heur´ısticas para la seleccio´n y ex-
traccio´n de las frases ma´s relevantes y formar el
resumen final.
3.1 Interpretacio´n
El me´todo desarrollado tiene como entrada un
texto al cual se le aplica el siguiente pre-
procesamiento lingu¨´ıstico: i) segmentacio´n en fra-
ses (OpenNLP2); ii) tokenizacio´n; iii) eliminacio´n
de palabras carecientes de contenido sema´ntico
(stopwords). Se incluye la opcio´n de an˜adir co-
nocimiento le´xico-sema´ntico mediante la identifi-
cacio´n de entidades nombradas, explicado en la
seccio´n 3.1.1, y/o la identificacio´n de conceptos,
posteriormente explicado en la seccio´n 3.1.2.
3.1.1 Reconocimiento de Entidades Nombradas
El Reconocimento de Entidades Nombradas (Na-
med Entity Recognition, NER) consiste en eti-
quetar el texto de entrada para reconocer se-
cuencias de palabras que sean nombres de per-
sonas, organizaciones y lugares, llamadas entida-
des (Tjong et al., 2003).
Para nuestro enfoque utilizamos como recono-
cedor de entidades la herramienta Stanford Na-
med Entity Recognizer3 que funciona para varios




3.1.2 Identificacio´n de conceptos
La identificacio´n de conceptos en nuestro enfoque
se basa en la deteccio´n de sino´nimos, consideran-
do cada conjunto de sino´nimos como un u´nico
concepto y agrupando sus apariciones a lo largo
del texto. Para ello, se ha utilizadoWordNet (Mi-
ller, 1995) y EuroWordnet (Vossen, 2004) ya
que estos recursos recogen conocimiento le´xico-
sema´ntico para distintos idiomas - Wordnet para
ingle´s, y EuroWordnet para un conjunto de idio-
mas europeos (entre ellos, el espan˜ol y el alema´n)
- agrupando las palabras por conjuntos de sino´ni-
mos y almacenando las relaciones entre los mis-
mos. La razo´n por la que se utilizo´ EuroWord-
net frente a recursos que pudieran estar ma´s ac-
tualizados para cada idioma, como Mutlilingual
Central Repository4 para el castellano o el Ger-
maNet5 fue para validar en una primera versio´n
de la investigacio´n realizada si el uso de este tipo
de conocimiento integrado en la te´cnica PCA era
apropiado o no.
Para identificar los conceptos, nos basa-
mos en el sentido ma´s frecuente como algorit-
mo de desambiguacio´n6, puesto que la relacio´n
resultados-coste computacional es aceptable en
el estado de la cuestio´n (los resultados de es-
ta aproximacio´n esta´n alrededor del 50% (Mc-
Carthy, 2011)). Por tanto, en esta fase, se utiliza
esta aproximacio´n para buscar el primer synset
de cada palabra en el documento. Wordnet y Eu-




6La tarea de desambiguacio´n del sentido de las palabras
no es objeto de este art´ıculo.
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palabra el significado ma´s frecuente de la mis-
ma y por tanto, el ma´s probable. Si dos palabras
tienen el mismo primer synset, sera´n considera-
das como sino´nimos y sus apariciones en el texto
sera´n sumadas. Por ejemplo, los te´rminos “devas-
tar” y “destrozar”, aunque distintos en su mor-
folog´ıa, se considerar´ıan englobados en el mismo
concepto, puesto que el primer synset de ambas
palabras es el “00260311”.
3.2 Transformacio´n: la te´cnica PCA para
la deteccio´n de palabras clave
la te´cnica PCA se basa en un algoritmo ma-
tema´tico que reduce la dimensionalidad de los
datos conservando la mayor parte de la variacio´n
en el conjunto de datos (Ringne´r, 2008). Ante un
gran volumen de datos con distintas variables, el
objetivo de este algoritmo es encontrar una se-
rie de patrones o tendencias dentro del conjunto
de datos de entrada y transformar linealmente
el conjunto de variables original en un conjunto
considerablemente menor de variables incorrela-
das (Dunteman, 1989).
3.2.1 Generacio´n de la matriz de componentes
principales
A partir de la informacio´n obtenida en la eta-
pa anterior, en primer lugar se genera la matriz
de palabras/conceptos-frases, en la que para ca-
da palabra/concepto se recoge el nu´mero de ocu-
rrencias de esa palabra/concepto en el texto. A
partir de esta matriz, se genera la matriz de co-
varianza para descifrar las relaciones existentes
entre las palabras/conceptos del texto. Esta ma-
triz sera´ utilizada para obtener las componentes
principales (eigenvectores) y su correspondiente
valor propio (eigenvalue) mediante la aplicacio´n
de la te´cnica PCA, utilizando la librer´ıa de Java
PCA transform7.
La aplicacio´n de la te´cnica PCA devuelve una
matriz en la cual las columnas son los eigen-
vectores (ordenados en orden descendiente de-
terminado por el eigenvalue asociado) y las filas
ser´ıan las variables (que este caso ser´ıan las pa-
labras/conceptos del texto). Cada eigenvector se
conforma con la contribucio´n de cada variable,
que determina la importancia de dicha variable
en el eigenvector. De cada eigenvector extraemos
la palabra(s) o concepto(s) que presente mayor
contribucio´n, considera´ndolas como palabras cla-
ve del texto, que posteriormente sera´n empleadas
con el fin de seleccionar las frases ma´s relevantes,
explicado en la seccio´n 3.3.
7https://github.com/mkobos/pca_transform
3.3 Generacio´n de resu´menes
En esta fase se define la estrategia para escoger
las frases en funcio´n de los valores obtenidos de
la te´cnica PCA. Con las palabras clave extra´ıdas,
se plantean diferentes heur´ısticas para la extrac-
cio´n de las frases ma´s relevantes del texto para la
realizacio´n del resumen automa´tico:
H1: Se selecciona, por orden de aparicio´n en el
texto, la frase que contiene el te´rmino ex-
tra´ıdo del eigenvector, realiza´ndose este pro-
ceso para todas las palabras clave determi-
nadas por la te´cnica PCA. En el caso de que
la frase ya este´ seleccionada, se escoger´ıa la
siguiente frase donde aparece.
H2: Se selecciona, por orden de aparicio´n en el
texto, so´lo la primera frase que contiene el
te´rmino extra´ıdo del eigenvector, prosiguien-
do para todas las palabras clave. En el caso
de que la frase ya este´ seleccionada se pasar´ıa
al siguiente te´rmino. Aunque esta heur´ıstica
es similar a la anterior, la principal diferen-
cia entre ambas radica en el nu´mero de frases
que se pueden incluir para cada te´rmino ex-
tra´ıdo y el tratamiento de las frases que ya
han sido incluidas anteriormente para for-
mar parte del resumen. Mientras que en H1
se puede seleccionar ma´s de una frase que
contenga el te´rmino, si la frase que se va a
seleccionar ya se ha incluido en el resumen
anteriormente, segu´n la estrategia definida
para H2, so´lo seleccionamos la primera frase
que contiene el te´rmino y cuando nos encon-
tramos con una frase que ya ha sido inclui-
da, se finaliza con ese te´rmino y se pasa al
siguiente para seguir con el proceso de selec-
cio´n de frases.
H3: Se seleccionan todas las frases donde apare-
cen las palabras clave extra´ıdas, siguiendo el
orden determinado por la te´cnica PCA.
H4: Se buscan las frases en las que aparecen las
palabras clave y se escogen aquellas frases en
las que haya incluidos al menos dos te´rminos.
Sera´n ordenadas en el resumen segu´n la im-
portancia de dichas palabras clave incluidas.
Las frases seleccionadas para cada heur´ısti-
ca sera´n las conformantes del resumen final, eli-
minando previamente las frases repetidas. Cabe
mencionar que si existen dos o ma´s palabras con
el mismo valor ma´ximo dentro de un mismo ei-
genvector, se extraer´ıa las frases correspondien-
tes para cada palabra. Del mismo modo y en el
caso de utilizarse conocimiento le´xico-sema´ntico,
cuando un concepto esta´ representado por varios
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sino´nimos, se extraer´ıa las frases correspondien-
tes para cada sino´nimo.
4 Entorno de evaluacio´n
En esta seccio´n se explican los corpus que sera´n
utilizados para testar el funcionamiento del sis-
tema (seccio´n 4.1). Adema´s, los resu´menes gene-
rados sera´n evaluados mediante las medidas de-
terminadas en la seccio´n 4.2.
4.1 Corpus
Para probar el funcionamiento de la te´cnica desa-
rrollada se han empleado dos corpus multilingu¨es
de distinta naturaleza: corpus JRC y corpus de
entrenamiento de MultiLing 2015 y concretamen-
te, nos vamos a centrar en 3 idiomas: ingle´s, es-
pan˜ol y alema´n.
4.1.1 Corpus JRC
El corpus JRC8 dispone de un conjunto de noti-
cias period´ısticas en 7 idiomas, donde para cada
idioma hay 20 documentos agrupados en 4 temas:
gene´tica; conflicto Israel-Palestina; malaria; cien-
cia y sociedad. As´ı mismo, proporciona un con-
junto de resu´menes humanos que se empleara´n
como modelos para la evaluacio´n, contando con
4 resu´menes modelo extractivos para cada uno
de los documentos. Los documentos en ingle´s, es-
pan˜ol y alema´n tienen de media 820, 927 y 836
palabras, respectivamente.
4.1.2 Corpus de entrenamiento de MultiLing
2015
El corpus de entrenamiento de MultiLing 20159
esta´ formado por art´ıculos extra´ıdos de la Wiki-
pedia, donde para cada idioma hay 30 documen-
tos. Se cuenta tambie´n con un resumen modelo
abstractivo para cada documento, que puede ser
empleado para realizar una evaluacio´n automa´ti-
ca. Los documentos en ingle´s, espan˜ol y alema´n
tienen de media 3973, 6311 y 4248 palabras, res-
pectivamente.
4.2 Medidas de evaluacio´n
La evaluacio´n de los resu´menes se realiza de for-





el contenido de los resumenes generados, y pa-
ra ellos utilizamos la herramienta ROUGE (Lin,
2004), por ser una de las ma´s utilizadas en es-
te campo. Esta herramienta permite la evalua-
cio´n automa´tica de resu´menes mediante la com-
paracio´n del nu´mero de n-gramas coincidentes de
dichos resu´menes con respecto a unos resu´me-
nes modelo. Partiendo de esta premisa, ROU-
GE implementa diferentes me´tricas, teniendo en
cuenta: la similitud de unigramas (ROUGE-1);
la similitud de bigramas (ROUGE-2); la secuen-
cia comu´n ma´s larga (ROUGE-L) y la similitud
de bigramas evitando unigramas (ROUGE-SU4).
Adema´s, para cada uno de los indicadores an-
tes mencionados, ROUGE devuelve las siguientes
medidas: Precisio´n, Recall y medida F.
5 Experimentacio´n
En esta seccio´n se describen los experimentos rea-
lizados sobre el me´todo propuesto para compro-
bar y analizar su funcionamiento. Nuestro ob-
jetivo es determinar la idoneidad de la te´cnica
PCA aplicada a resu´menes multilingu¨es y ana-
lizar la influencia de la incorporacio´n de cono-
cimiento le´xico-sema´ntico de forma gradual. La
experimentacio´n se va a realizar para tres idio-
mas (ingle´s, espan˜ol y alema´n), puesto que exis-
ten recursos que nos permiten obtener el tipo de
informacio´n le´xico-sema´ntica que necesitamos.
Para cada una de las cuatro heur´ısticas formu-
ladas, se plantean los siguientes enfoques para la
incorporacio´n de conocimiento le´xico-sema´ntico
de forma gradual:
(a) PCA base: no se utiliza conocimiento le´xico-
sema´ntico y se incluyen en la matriz obteni-
da a partir de la te´cnica PCA todas las pa-
labras del documento (excepto stopwords).
(b) PCA base+CPT : se incorpora al me´todo ba-
se la identificacio´n de conceptos, de tal ma-
nera que se incluyen en la matriz obtenida a
partir de la te´cnica PCA todas las palabras
y los conceptos (excepto stopwords).
(c) PCA base+CPT+NER: se enriquece el
me´todo anterior con un proceso de NER, y
por tanto, se incluyen en la matriz obtenida
a partir de la te´cnica PCA todas las pala-
bras, los conceptos y las NER identificadas
(excepto stopwords).
6 Resultados y discusio´n
Los resultados de los experimentos realizados se
muestran en la Tabla 1 y la Tabla 2, correspon-
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(a) PCA base (b) PCA base+CPT (c) PCA base+CPT+NER




H1 0.54200 0.33613 0.51832 0.36249 0.54576 0.33841 0.52220 0.36528 0.56159 0.36577 0.53736 0.39008
H2 0.53714 0.32581 0.51184 0.35312 0.54101 0.32523 0.51509 0.35496 0.54760 0.34377 0.52402 0.36977
H3 0.57797 0.39244 0.55502 0.41626 0.53348 0.33485 0.50800 0.36249 0.56370 0.37574 0.53888 0.40023





H1 0.58221 0.37045 0.55315 0.39808 0.59845 0.39288 0.57178 0.41868 0.59827 0.39197 0.57054 0.41400
H2 0.58105 0.36419 0.55157 0.39277 0.59449 0.38367 0.56499 0.41041 0.59878 0.39173 0.57024 0.41580
H3 0.58786 0.38836 0.56577 0.41942 0.58710 0.38716 0.56487 0.41842 0.57595 0.37670 0.55273 0.40714





H1 0.52992 0.35991 0.50932 0.36927 0.52527 0.35010 0.50142 0.36028 0.52156 0.35081 0.49985 0.35968
H2 0.53300 0.36391 0.51279 0.37096 0.53364 0.36400 0.50996 0.37128 0.54070 0.37632 0.51825 0.38161
H3 0.49642 0.32025 0.47508 0.33613 0.50753 0.33865 0.48716 0.35300 0.51446 0.34086 0.49254 0.35533
H4 0.49835 0.32219 0.47705 0.33787 0.50750 0.33725 0.48654 0.35138 0.52221 0.35199 0.50156 0.36509
Tabla 1: Resultados ROUGE corpus JRC (Medida F)
(a) PCA base (b) PCA base+CPT (c) PCA base+CPT+NER




H1 0.43991 0.11488 0.34974 0.16889 0.43633 0.11173 0.34399 0.16504 0.43255 0.10784 0.34147 0.16328
H2 0.43812 0.11062 0.34873 0.16589 0.43785 0.11116 0.34496 0.16552 0.43633 0.11044 0.34607 0.16603
H3 0.41745 0.09944 0.33273 0.15724 0.41749 0.10070 0.33370 0.15799 0.40548 0.09234 0.32157 0.14997





H1 0.43477 0.12031 0.35097 0.17376 0.43940 0.11739 0.35430 0.17348 0.43491 0.11601 0.34709 0.17016
H2 0.44031 0.11863 0.35482 0.17461 0.44024 0.11617 0.35614 0.17259 0.44125 0.12012 0.35578 0.17509
H3 0.41901 0.10849 0.33738 0.16820 0.41978 0.10963 0.33900 0.16925 0.41949 0.10567 0.33620 0.16499





H1 0.26939 0.04422 0.19030 0.07323 0.27202 0.04266 0.19197 0.07352 0.26873 0.04078 0.19231 0.07103
H2 0.26782 0.04403 0.19020 0.07242 0.26662 0.04111 0.18846 0.07135 0.25946 0.04116 0.18835 0.06889
H3 0.25689 0.03099 0.18424 0.06621 0.25689 0.03099 0.18424 0.06621 0.25641 0.03017 0.18391 0.06576
H4 0.25780 0.03099 0.18462 0.06638 0.25684 0.03100 0.18414 0.06622 0.25636 0.02996 0.18380 0.06553
Tabla 2: Resultados ROUGE corpus de entrenamiento de MultiLing 2015 (Medida F)
dientes al corpus JRC y corpus de entrenamien-
to de MultiLing 2015 respectivamente. Resulta
lo´gico que los resultados del corpus JRC sean no-
tablemente superiores a los del corpus MultiLing
2105, debido a la naturaleza distinta de cada cor-
pus y a los resu´menes utilizados como modelo pa-
ra la evaluacio´n, dado que los del corpus JRC son
de tipo extractivo, mientras que los del MultiLing
2015 son abstractivos.
La aportacio´n de conocimiento le´xico-
sema´ntico es muy dependiente de los propios
textos, de la cantidad de entidades y de los
sino´nimos que alberguen. Es por ello que se han
estudiado los dos corpus para ver las caracter´ısti-
cas de los documentos (nu´mero de palabras por
documento (sin stopwords); nu´mero de NER
identificadas; y nu´mero de conceptos sino´nimos
identificados).
Estas caracter´ısticas, reflejadas en la Tabla 3,
nos pueden servir para sacar conclusiones de la
relevancia de la adicio´n de conocimiento le´xico-
sema´ntico al proceso. Cabe destacar la escasa
identificacio´n de conceptos sino´nimos en los cor-
pus, siendo los documentos de entrenamiento del
Multiling en espan˜ol en los que ma´s sino´nimos se
han identificado (1.76%). A partir de un ana´li-
sis ma´s en profundidad de los corpus utilizados,
se ha comprobado que efectivamente no abunda
el uso de conceptos sino´nimos y por el contrario,
predominan ma´s las referencias a entidades nom-
bradas, sobre todo a entidades de tipo lugar (In-
glaterra, Egipto, Japo´n, Estados Unidos, Europa,
entre otras) y de tipo persona (Jane Austen, Ha-
rris Bigg-Wither, Thomas Blanchard, Woo-Suk
Hwang, Presidente Bush, entre otras).
Conceptos




Ingle´s 372.10 3.52% 0.48%
Espan˜ol 454.15 3.33% 0.40%






g Ingle´s 1979.46 4.36% 1.27%
Espan˜ol 3054.90 6.38% 1.76%
Alema´n 1999.76 3.84% 0.43%
Tabla 3: Valores medios de las estad´ısticas de los
documentos. PPD: Palabras por documento (sin
stopwords)
Como se puede apreciar, no existe una te´cni-
ca concreta que represente los mejores resultados
para los tres idiomas, por lo que es dif´ıcil genera-
lizar y determinar el mejor enfoque. No obstan-
te, se destaca el enfoque sin ana´lisis sema´ntico
(PCA base) ya que presenta muy buenos resul-
tados, siendo muy interesante dado que es total-
mente independiente del idioma, al contrario que
los me´todos con conocimiento le´xico-sema´ntico,
en los que hay que disponer de sistemas de reco-
nocimiento de entidades y recursos para identifi-
car conceptos espec´ıficos para cada idioma, cuya
repercusio´n y correcto funcionamiento condicio-
nan en gran medida los resultados obtenidos.
Por otro lado, los resultados (ROUGE-1) para
el idioma espan˜ol son interesantes ya que ofrece
su mejor valor con H2 cuando incorporamos co-
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nocimiento le´xico-sema´ntico para ambos corpus,
obteniendo los mejores resultados en compara-
cio´n con el resto de idiomas.
En general, la aportacio´n de conocimiento
le´xico-sema´ntico en ambos corpus es mı´nima,
dando lugar a que su contribucio´n no sea excesi-
vamente notable. En el caso del corpus MultiLing
2015 aunque en porcentaje la aportacio´n de NER
es mayor que para el corpus JRC, ese porcentaje
tiene menor efecto dada la extensio´n total de los
documentos a resumir. Es por ello que el enfoque
que incluye NER mejora en algunos casos para el
corpus JRC (sobre todo para las heur´ısticas H1
y H2), pero no para el corpus MultiLing 2015.
En comparacio´n con el enfoque independiente
del idioma, las mejorar con la incorporacio´n de
conocimiento le´xico-sema´ntico no son las espera-
das. Esto puede deberse, en parte, a que el uso de
recursos y herramientas externas para identificar
tanto NERs como conceptos sino´nimos pueda dar
lugar a la presencia de errores cometidos por las
propias herramientas, o factores como la no co-
rrecta asignacio´n de un sentido a una palabra, ya
que se realiza el tipo de desambiguacio´n ma´s ba´si-
ca. Por ello, de los resultados obtenidos, as´ı co-
mo del ana´lisis en detalle de algunos resumenes
generados se han identificado una serie de limita-
ciones no contempladas inicialmente en nuestro
enfoque, y que podr´ıan afectar negativamente a
la calidad de los resu´menes. La primera de ellas
es el uso de conocimiento sema´ntico sin ninguna
te´cnica de desambiguacio´n. Debido a que la ta-
rea de desambiguacio´n es muy compleja y que no
era el objetivo principal de este trabajo, optamos
por realizar la identificacio´n de conceptos segu´n
su sentido ma´s frecuente, y por lo tanto, no te-
niendo en cuenta el contexto en el que se esta´ uti-
lizando el te´rmino en cuestio´n. A pesar de que los
resultados para el sentido ma´s frecuente giran en
torno al 50% (McCarthy, 2011), esto puede dar
lugar a que: i) no se este´n identificando correcta-
mente algunos conceptos; y ii) se cometan errores
en la agrupacio´n de los conceptos. Te´cnicas ma´s
recientes y precisas en la tarea de desambigua-
cio´n (Agirre et al., 2014), as´ı como el uso de re-
cursos ma´s actualizados y con mayor cobertura,
como Multilingual Central Repository o Germa-
Net podr´ıan contribuir a mejorar los resultados.
Por otro lado, una vez calculada la matriz ob-
tenida a partir de la te´cnica PCA, estamos te-
niendo en cuenta todas las palabras que integran
cada uno de los conceptos identificados para reali-
zar la seleccio´n de las frases hasta que se alcanza
una determinada longitud. Hubiera sido intere-
sante analizar y aplicar alguna te´cnica para reali-
zar una segunda seleccio´n de entre todas esas fra-
ses para que los resu´menes generados recogieran
una mayor variedad de conceptos, ya que debido
a la longitud impuesta por los resu´menes modelo,
e´stos se generaron con el taman˜o especificado.
Tal y como se comenta en la seccio´n 8, se plan-
tea abordar estos y otros aspectos en los trabajos
futuros para determinar si solventando estas li-
mitaciones, la aportacio´n de conocimiento le´xico-
sema´ntico tiene una influencia positiva mayor en
la te´cnica PCA o, si por el contrario, la influencia
es ngativa.
7 Comparativa con respecto a sistemas
existentes
Una vez analizados los resultados, en esta seccio´n
vamos a realizar una comparativa de los mejores
resultados de nuestros me´todos con respecto a
algunos sistemas de resu´menes multilingu¨es exis-
tentes. Los sistemas utilizados se han selecciona-
do dada su disponibilidad y accesibilidad para la
generacio´n de resu´menes multilingu¨es con ambos
corpus. En concreto, dichos sistemas son:
Open Text Summarizer (OTS)10. El enfo-
que implementado en este sistema identifi-
ca las palabras clave mediante la ocurrencia
de las palabras. Emplea algunos recursos es-
pec´ıficos por idioma tales como analizadores
lingu¨´ısticos y listas de stopwords para ma´s
de 25 idiomas.
Resumidor integrado en Microsoft Word
2007 (MS Word)11. Dado que es un sistema
comercial, los detalles de implementacio´n no
son pu´blicos.
Essential Summarizer (Essential)12. Este sis-
tema es una versio´n comercial del presenta-
do por (Lehmam, 2010). Se basa en te´cnicas
lingu¨´ısticas para realizar ana´lisis sema´ntico,
teniendo en cuenta los elementos discursivos
del texto.
Adema´s, dado que el corpus JRC fue previa-
mente utilizado por (Lloret & Palomar, 2011), se
incluye en la comparativa sus mejores resultados
obtenidos por el enfoque dependiente del idioma
(LS), que emplea recursos espec´ıficos para cada
idioma (etiquetador gramatical, NER e identi-
ficacio´n de conceptos), siendo similar a nuestro
me´todo (c) PCA base+CPT+NER. La Tabla 4
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Mejor (a) 0.57797 0.58786 0.53300
Mejor (b) 0.54576 0.59845 0.53364
Mejor (c) 0.56614 0.59878 0.54070
LS 0.56530 0.62351 0.52614
OTS 0.55732 0.60591 0.53451
MS Word 0.53591 0.57396 0.48427







Mejor (a) 0.43991 0.44031 0.26939
Mejor (b) 0.43785 0.44024 0.27202
Mejor (c) 0.43633 0.44125 0.26873
OTS 0.43090 0.41345 0.26293
MS Word 0.43382 0.40501 0.27096
Essential 0.41382 0.39131 0.24127
Tabla 4: Comparativa (R-1, medida F)
con diferentes enfoques - (a)PCA base;
(b)PCA base+CPT ; (c)PCA base+CPT+NER.
Como se puede observar, nuestros enfoques
presentan los mejores resultados para el corpus
de entrenamiento MultiLing 2015, supera´ndolos
para todos los idiomas. Con respecto al corpus
JRC, nuestros enfoques mejoran los resultados
para alema´n e ingle´s pero no consiguen superar a
los de OTS y LS para el idioma espan˜ol, a pesar
de quedarse muy cercanos. La razo´n por la que
nuestro me´todo no haya sido capaz de obtener
mejores resultados que el me´todo LS de (Lloret
& Palomar, 2011) puede deberse a que en nues-
tro enfoque no se utiliza ningu´n me´todo para la
desambiguacio´n del sentido de las palabras, mien-
tras que en el trabajo de referencia analizan los
documentos en espan˜ol mediante el analizador
Freeling (Padro´ & Stanilovsky, 2012), que pro-
cesa y anota sema´nticamente un texto utilizando
algoritmos de desambiguacio´n como UKB (Agi-
rre & Soroa, 2009), que han demostrado superar
a la aproximacio´n del sentido ma´s frecuente. Ca-
be destacar el enfoque (c) ya que la adicio´n de
conocimiento le´xico-sema´ntico se hace de mane-
ra similar a LS, consiguie´ndose mejorar los resul-
tados para el ingle´s y alema´n. El enfoque base
(a) presenta buenos resultados y puede ser gene-
ralizable para cualquier idioma dado que su eje-
cucio´n es invariante del idioma. Por lo tanto, se
puede concluir que los me´todos propuestos pre-
sentan resultados muy competitivos comparados
con sistemas comerciales.
8 Conclusiones y trabajos futuros
En este art´ıculo se ha realizado un estudio de
la te´cnica PCA para la generacio´n de resu´menes
extractivos mono-documento y multilingu¨es, ana-
lizando la influencia de introducir conocimien-
to le´xico-sema´ntico a la te´cnica base (reconoci-
miento de entidades e identificacio´n de conceptos
sino´nimos) e investigando cuatro heur´ısticas di-
ferentes para seleccionar la frase a partir de las
palabras clave determinadas con la te´cnica PCA.
Para la experimentacio´n se utilizaron dos cor-
pus de diferente naturaleza (noticias period´ısti-
cas y art´ıculos de la Wikipedia) y se generaron
resu´menes automa´ticos para tres idiomas (ingle´s,
espan˜ol y alema´n), evaluando la relevancia de la
informacio´n seleccionada con respecto a resu´me-
nes modelos utilizando la herramienta ROUGE.
Como conclusio´n general, la calidad de los
resu´menes con conocimiento le´xico-sema´ntico es
muy dependiente de las caracter´ısticas de los tex-
tos que hay que resumir dado que la cantidad de
entidades y conceptos que posean afecta en gran
medida a los resultados. Los resu´menes generados
con la te´cnica sin ningu´n tipo de conocimiento
(PCA base) presentan muy buenos resultados en
comparacio´n con otros sistemas existentes, sien-
do un enfoque atractivo dada su independencia
del idioma con que se trabaje.
Para futuros trabajos, se propone mejorar el
enfoque propuesto incluyendo el etiquetado gra-
matical, que podr´ıa mejorar notablemente el ren-
dimiento de la etapa de identificacio´n de concep-
tos, y replicar la experimentacio´n utilizando re-
cursos le´xico-sema´nticos ma´s actualizados, como
el recurso Multilingual Central Repository pa-
ra el castellano y el recurso GermaNet para el
alema´n. Tambie´n planteamos redefinir la estrate-
gia de seleccio´n de palabras clave, para realizar
un filtrado intermedio de palabras clave relevan-
tes y evitar as´ı considerar todas las palabras de la
matriz obtenida con la te´cnica PCA. Finalmente,
ser´ıa interesante analizar los textos de los corpus
para poder realizar y orientar el resumen que ma´s
se pueda adecuar, dado que cada heur´ıstica da lu-
gar a un tipo de resumen diferente.
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