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Program dela
V magistrskem delu opišite problem usmerjanja vozil, katerega cilj je poiskati opti-
malno/najcenejšo pot enega ali več vozil med skladiščem in strankami, ki jih morajo
vozila obiskati in jim dostaviti določeno količino blaga, pri čemer je kapaciteta vozil
omejena. Osredotočite se na reševanje opisanega problema z genetskim algoritmom
(GA) ter predstavite različne vrste selekcij, križanj in mutacij primernih za permuta-
cijsko kodiranje. Razvijte tudi aplikacijo, ki bo s pomočjo GA izračunala optimalne
poti vozil ob podanih koordinatah mest ter povpraševanju strank.
Osnovna literatura
[25] P. Toth in D. Vigo, Vehicle Routing: Problems, Methods, and Applications,
SIAM, Filadelfija, druga izd., 2014
Podpis mentorja:
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Reševanje problema usmerjanja vozil z genetskim algoritmom
Povzetek
Zaradi večanja logističnih dejavnosti po vsem svetu je problem usmerjanja vozil
eden izmed bolj znanih kombinatoričnih problemov. Splošni problem usmerjanja
vozil se ukvarja z dostavo blaga strankam, za katere imamo dano njihovo povpraše-
vanje. Rešitev predstavlja optimalna pot s čim manjšimi stroški, pri čemer moramo
vse stranke obiskati natanko enkrat. Na voljo imamo več vozil, ki se začnejo in
končajo v skladišču. Z večanjem velikosti problema se eksponentno povečuje kom-
pleksnost reševanja. Zaradi tega spada problem usmerjanja vozil med NP-težke
probleme, ki jih je mogoče rešiti z metahevrističnimi metodami, med katere uvr-
ščamo tudi genetski algoritem.
Magistrsko delo ima dva glavna cilja. Prvi je temeljita predstavitev problema
usmerjanja vozil in genetskega algoritma. Genetski algoritem je ena izmed pomemb-
nih tehnik za iskanje globalnega ekstrema, ki se pogosto uporablja za probleme
kombinatoričnega tipa in temelji na posnemanju procesov, ki jih opazimo med na-
ravno evolucijo. Selekcija, križanje in mutacija so glavni genetski operatorji. Drugi
cilj magistrskega dela je razvoj aplikacije, ki uporabnikom omogoča rešiti problem
usmerjanja vozil s pomočjo genetskega algoritma. Poleg teh dveh ciljev se v delu
osredotočimo tudi na nekaj praktičnih primerov.
Solving vehicle routing problem using genetic algorithm
Abstract
The vehicle routing problem is one of the most known combinatorial problems
due to an increase in logistics worldwide activities. The general problem is described
as the delivery of goods to customers for whom their demand is given. The solution
represents the optimal route with minimal transportation cost, where each customer
is visited only once, by only one vehicle. Each vehicle starts and ends at the depot.
The complexity of the problem increases exponentially with the size. Because of this
property, the vehicle routing problem belongs to the class of NP-hard combinatorial
problems that can be solved with metaheuristic methods, among which is also a
genetic algorithm.
This thesis has two main goals. The first is a thorough presentation of vehicle
routing problem and genetic algorithm. Genetic algorithm is one of the most im-
portant global search methods commonly used for solving combinatorial problems
and is based on mimicking the processes observed during natural evolution. Selec-
tion, crossover and mutation are three main genetic operators. The second goal of
the master’s thesis is to develop an application that allows users to solve the vehicle
routing problem using a genetic algorithm. In addition to these two goals, the thesis
also focuses on some practical examples.
Math. Subj. Class. (2010): 90C27, 90B06
Ključne besede: problem usmerjanja vozil, genetski algoritem, križanje, mutacija
Keywords: vehicle routing problem, genetic algorithm, crossover, mutation
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1 Uvod
Na prvi pogled se zdi, da je problem iskanja najkrajše poti zelo preprost, saj na-
prave za sistem globalnega pozicioniranja (angl. Global Positioning System (GPS))
in številni drugi sistemi najdejo najkrajšo pot med dvema lokacijama relativno hitro.
Vendar pa se sodobni sistemi ukvarjajo s precej širšimi nalogami načrtovanja poti,
kot je na primer problem usmerjanja vozil (angl. Vehicle Routing Problem (VRP)).
Pri problemu usmerjanja vozil je dana množica vozil in množica strank, ki jih je
potrebno obiskati. Za vozila se pogosto domneva, da imajo skupno skladišče. Po-
iskati je potrebno pot za vsako vozilo, ki se začne in konča v skladišču, tako da je
vsaka stranka obiskana natanko enkrat, in da je skupni strošek poti čim manjši.
Običajno zastavljeni problem obravnava tudi nekatere druge omejitve, kot na pri-
mer zmogljivost oziroma kapaciteto vozil ali želeni čas obiska pri stranki. VRP je
v realnem svetu v veliki meri odvisen od cestnega omrežja. V najpreprostejšem
primeru se lahko razdalja med dvema krajema izračuna glede na njune koordinate,
vendar pa je za majhne razdalje razlika med dejansko najkrajšo potjo in daljico med
krajema lahko pomembna. To je na primer pomembno predvsem v mestih z veliko
enosmernimi cestami, saj je dejanska najkrajša pot lahko precej daljša kot v primeru
dvosmernih cest. Ali pa, če dva kraja ločuje reka, v tem primeru se bo najkrajša
pot povečala glede na pozicijo najbližjega mostu. Ta problem lahko postane še bolj
zapleten, če upoštevamo dodatne informacije, na primer največjo dovoljeno maso
mostu in parametre vozila ali celo dinamične informacije, kot so prometni zastoji.
Skoraj 70 let je preteklo, odkar sta leta 1959 Dantzig in Ramser ([6]) prvič
uvedla problem usmerjanja vozil za dostavo bencina na bencinske črpalke (tedaj
se je imenoval problem odpreme tovornjaka (angl. truck dispatching problem)). V
tem delu sta avtorja predlagala prvo matematično programsko formulacijo in algo-
ritem za problem usmerjanja vozil. Zadnja leta se temu problemu posveča veliko
pozornosti predvsem zaradi njegove uporabe v logistiki in transportu. Vedno več
logističnih podjetij poskuša izboljšati organizacijo dostave blaga svojim strankam
in s tem zmanjšati stroške prevoza. Boljša organizacija na različnih področjih, kot
je na primer dostava pošte, blaga, ljudi, goriva do bencinskih črpalk itd., prihrani
gorivo, denar in čas, ki se lahko uporabi za nove stranke. Poleg tega pa lahko vpliva
tudi na zmanjšanje onesnaženosti zraka, ki je dandanes pomembna težava.
Osnovni problem usmerjanja vozil in njegove različice, kljub navidezni enostav-
nosti, po računski kompleksnosti spadajo med NP-težke probleme. V praksi to
pomeni, da ni mogoče zagotoviti (matematično) optimalne rešitve oziroma, da pro-
blema ni mogoče rešiti v omejenem številu korakov. Reševanje takšnih problemov bi
ob uporabi eksaktnih metod (nekatere izmed teh so na primer Brunch-and-Bound,
Brunch-and-Cut, dinamično programiranje itd.) vzelo ogromno časa ([19]). Ravno
zaradi narave problema je namesto standardnih optimizacijskih metod priporočljivo
uporabiti hevristični oziroma metahevristični pristop. Le-ta zagotavlja skoraj opti-
malne rešitve v krajšem računskem času za srednje velike in velike probleme z bolj
zapletenimi omejitvami. Najbolj znane metahevristične metode so na primer tabu
iskanje, simulirano ohlajanje, optimizacija s kolonijo mravelj in evolucijski algoritem.
Med slednji algoritem spada genetski algoritem, ki je ena izmed učinkovitih metahe-
vristik za reševanje mnogih kombinatoričnih problemov. Velja za eno izmed najbolj
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razširjenih in zmogljivih optimizacijskih metod, ki temelji na procesu naravne selek-
cije in evolucije. Glavno načelo genetskega algoritma je, da preživijo le najmočnejši
posamezniki. Algoritem se začne z naključnim ustvarjanjem posameznikov, ki jim
pravimo populacija. Vsak posameznik iz populacije predstavlja rešitev problema, ki
jo lahko ocenimo s pomočjo kriterijske funkcije. Operator selekcije nato iz popula-
cije izbere najboljše posameznike (oziroma rešitve), ki jih v nadaljevanju uporabimo
v procesu križanja in mutacije. Operatorja križanja in mutacije imata pomembno
vlogo, saj se uporabljata pri ustvarjanju novih boljših posameznikov. Postopek se
nato iterativno ponavlja, dokler ne dosežemo zaustavitvenega kriterija. Algoritem
se v tem primeru konča in vrne najboljšo rešitev v trenutni populaciji.
Magistrska naloga je razdeljena na 6 poglavij. V drugem poglavju je podrobneje
predstavljen problem usmerjanja vozil, ki je sestavljen iz dveh znanih optimizacijskih
problemov: problem trgovskega potnika in problem pakiranja. Predstavljene so
različne vrste problemov, kjer je poudarek predvsem na problemu usmerjanja vozil
pri omejenih zmogljivostih. Cilj problema je zmanjšati celotno razdaljo poti, tako
da skupno povpraševanje strank na katerikoli poti ne presega zmogljivosti vozila.
Pri tem se morajo vse poti začeti in končati v skladišču ter vsaka stranka mora
biti obiskana natanko enkrat z enim od vozil. V tem poglavju si pogledamo tudi
matematično formulacijo problema in metode za reševanje. Na primeru si pogledamo
učinkovito požrešno hevristiko za približno rešitev problema usmerjanja vozil pri
omejenih zmogljivostih, ki sta jo leta 1964 predlagala Clarke in Wright ([5]).
Kot omenjeno, problem usmerjanja vozil spada med NP-težke probleme, za re-
ševanje katerih je priporočljivo uporabiti metahevristične metode, ki so opisane v
tretjem poglavju. Tu se osredotočimo na evolucijski algoritem, zlasti genetski algo-
ritem, ki temelji na načelu »preživetje najmočnejših«. To načelo je prvi razvil biolog
Charles Darwin leta 1859, kasneje pa ga je za razvoj genetskega algoritma upora-
bil John Holland leta 1975 v knjigi Prilagajanje v naravnih in umetnih sistemih
([10]). Skozi zgodovino razvoja algoritmov, ki temeljijo na genetskih operatorjih,
se je izkazalo, da se genetski algoritmi najbolje izkažejo pri reševanju zahtevnih
kombinatoričnih problemov, predvsem zaradi svoje robustnosti in prilagodljivosti
([2]).
Pomembni del genetskega algoritma predstavljajo genetski operatorji, ki so po-
drobneje opisani v četrtem poglavju. Evolucijski algoritmi uporabljajo le operator
selekcije in mutacije, medtem ko genetski algoritmi uporabljajo tudi operator kri-
žanja. Vsi našteti operatorji imajo pomembno vlogo v genetskih algoritmih, saj iz
obstoječih rešitev ustvarjajo boljše. Operator selekcije poskrbi za to, da so iz tre-
nutne populacije izbrani najboljši posamezniki, iz katerih se kasneje ustvari boljše
potomce s pomočjo operatorja križanja. Operator mutacije se uporablja predvsem
zato, da se ne ujamemo v lokalni ekstrem, hkrati pa poveča verjetnost, da bi našli
globalni ekstrem.
V petem poglavju je opisan problem usmerjanja vozil pri omejenih zmogljivostih z
genetskim algoritmom. Na začetku poglavja se osredotočimo na primerno kodiranje,
ki se uporablja za predstavitev posameznikov in na graditev začetne populacije.
Predstavljena je kriterijska funkcija, ki je pomembna za vrednotenje posameznih
rešitev. V tem poglavju so prav tako opisani genetski operatorji, ki so najprimernejši
za iskanje rešitve problema usmerjanja vozil.
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Zadnje poglavje predstavi aplikacijo, ki reši problem usmerjanja vozil s pomo-
čjo genetskega algoritma. Izdelana je v računalniškem orodju Shiny, ki omogoča
enostavno gradnjo interaktivnih spletnih aplikacij neposredno iz kode zapisane v
programu R. Toth in Vigo ([24]) ocenjujeta, da uporaba računalniško podprtih al-
goritmov lahko zmanjša stroške prevoza od 5% do 20%, zato se preučevanje teh
postopkov zagotovo zdi vredno.
2 Problem usmerjanja vozil
Drugo poglavje opisuje dobro znan kombinatorični problem, ki dandanes še vedno
močno privlači raziskovalce, da z uporabo obstoječih in na novo ustvarjenih optimi-
zacijskih algoritmov izboljšajo njegove rešitve.
2.1 Predstavitev problema
Problem usmerjanja vozil (VRP) je splošno ime za skupino problemov, pri katerih
množica vozil servira množico strank. Leta 1959 sta Dantzig in Ramser predlagala
prvo matematično formulacijo in algoritem za problem usmerjanja vozil ([6]). Prva
sta opisala problem odpreme tovornjaka, ki govori o problemu usmerjanja vozil za
dostavo bencina na bencinske črpalke.
Ponavadi je VRP opisan kot problem z enim ali več skladišči, množico strank,
množico vozil in s ciljem zmanjšanja skupnih stroškov. Dano imamo množico strank,
ki jih moramo obiskati ter njihovo povpraševanje. Določiti je potrebno, katera vozila
skrbijo za katere stranke in v kakšnem vrstnem redu, da so stroški čim manjši.
Vsa vozila začnejo in končajo v skladišču. Če torej povzamemo, je cilj tipičnega
VRP poiskati rešitev, ki zmanjša skupno število potrebnih vozil in dolžino celotne
potovalne poti ([25]).
VRP lahko predstavimo kot dva ločena optimizacijska problema: problem pa-
kiranja (angl. bin packing problem) in problem potujočega trgovca (angl. travelling
salesman problem). Izkaže se, da sta oba problema NP-težka, kar pomeni, da ju ni
mogoče da rešiti v polinomskem času.
2.1.1 Problem pakiranja
Leta 1979 sta Garey in Johnson ([7]) problem pakiranja (BPP) opredelila na nasle-
dnji način. Dane imamo predmete različnih velikosti in C naj bo kapaciteta škatel.
Rešitev problema nam pove najmanjše število škatel, ki jih potrebujemo, da pospra-
vimo vse predmete. Paziti moramo, da je vsak predmet v natanko eni škatli in da
predmeti ne presegajo njene kapacitete C.
Primer 2.1. Recimo, da imamo 6 predmetov, katerih teža je podana z vektorjem
w = (4, 8, 1, 4, 2, 1). Te predmete moramo razvrstiti v škatle s kapaciteto C = 10.
Za rešitev tega problema potrebujemo minimalno dve škatli. Predmete bi lahko
razvrstili tako, da prva škatla vsebuje predmete 1, 4 in 5, torej w1 + w4 + w5 =
4 + 4 + 2 = 10 ≤ C, medtem ko druga škatla vsebuje predmete 2, 3 in 6, torej
w2 + w3 + w6 = 8 + 1 + 1 = 10 ≤ C.
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V problemu usmerjanja vozil si lahko ta problem predstavljamo nekako tako: Za
vsako stranko i naj bo dano njeno povpraševanje qi in naj bo Q kapaciteta vozil.
Katera vozila naj obiščejo katere stranke, brez da bi kršili kapacitetne omejitve?
2.1.2 Problem trgovskega potnika
Problem trgovskega potnika (TSP) opisuje pot trgovca, ki želi obiskati vse stranke
največ enkrat in se vrniti nazaj v izhodišče. Pri tem želi, da je pot čim krajša. Naj-
boljšo možno rešitev dobimo tako, da pogledamo vse možne permutacije in izberemo
tisto, ki je najkrajša. Vendar pa ima ta postopek eksponentno časovno zahtevnost
in se izkaže za neučinkovitega že pri problemih z več kot dvajsetimi strankami. Za
reševanje problema trgovskega potnika so veliko bolj primerne hevristične metode
([11]).
Primer 2.2. Problem trgovskega potnika lahko predstavimo tudi grafično (slika 1);
stranke predstavljajo vozlišča, pot med dvema strankama predstavlja povezava med
vozliščema in strošek poti predstavlja utež na povezavi.
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Slika 1: Problem trgovskega potnika.
Pri problemu Hamiltonovega cikla je potrebno ugotoviti, ali obstaja pot, ki obi-
šče vsako mesto natanko enkrat. Ker je grah poln, Hamiltonov cikel obstaja in
minimalni Hamiltonov cikel predstavlja rešitev problema trgovskega potnika, kar za
zgornji primer predstavlja pot 1 - 2 - 4 - 3 - 1.
Znani algoritmi za reševanje takšnih problemov imajo eksponentno časovno zahtev-
nost, kar pomeni, da čas izračuna znatno narašča z večanjem problema.
Definicija 2.3. Problem usmerjanja vozil je NP-težek (non-determinisitic polyno-
mial-time hard), kar pomeni, da ga algoritmi ne morejo rešiti v polinomskem času.
Obstajajo številne eksaktne in hevristične metode za reševanje NP-težkih problemov,
ki so podrobneje opisane v nadaljevanju.
Problem usmerjanja vozil lahko predstavimo kot poln graf G = (V,E) in množico
homogenih vozil K = 1, . . . , |K|. Graf G je sestavljen iz vozlišč V = {0, 1, . . . , n},
kjer z vozliščem 0 označimo skladišče in N = V/{0} predstavlja n strank, ki jih
je potrebno obiskati. Množica E = {eij = (i, j); i ̸= j, 0 ≤ i ≤ n, 0 ≤ j ≤ n} je
množica povezav v grafu.
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Slika 2: Grafični prikaz problema usmerjanja vozil.
Definicija 2.4. Naj bo E množica povezav in V množica vozlišč v grafu G. Za
množico E definiramo nenegativno matriko stroškov C = [cij]ni,j=0, kjer cii = 0
in element cij predstavlja razdaljo, čas potovanja ali strošek potovanja (odvisno od
zastavljenega problema) med vozliščema i, j ∈ V .
V realnem svetu je matrika stroškov nesimetrična in jo je potrebno izračunati iz
geografskih podatkov z uporabo algoritmov najkrajših poti.
Definicija 2.5. Komplet vozil |K| je homogen, če imajo vsa vozila enako kapaci-
teto Q > 0 in obratujejo z enakimi stroški.
Če komplet vozil ni homogen, se lahko zgodi, da so kakšne ceste prepovedane za
določena vozila in dovoljene za druge. Za različen tip vozila lahko obstaja različna
najkrajša pot, zato je v primeru nehomogenosti potrebno za vsak tip vozila posebej
izračunati matriko stroškov.
2.2 Vrste problemov usmerjanja vozil
Problemu usmerjanja vozil se lahko dodajo omejitve, ki se običajno nanašajo na
realne življenjske razmere. Najbolj preučevane so na primer:
• kapaciteta vozil,
• časovni okvir, v katerem moramo oskrbeti stranko,
• število skladišč, iz katerih moramo dostaviti blago.
Tudi zaradi napredka na področju informacijske tehnologije in nenehnega razvoja
infrastrukture nastaja vedno več različic, da bi zadovoljili rastoče povpraševanje po
svetu.
Zaradi različnih omejitev torej obstaja več vrst VRP, ki jih je mogoče umestiti
v različne kategorije glede na njihovo naravo in kompleksnost. V literaturi najdemo
različne vrste problemov usmerjanja vozil in najbolj znani so opisani v sledečih
podpoglavjih.
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2.2.1 Problem usmerjanja vozil pri omejenih zmogljivostih
Problem usmerjanja vozil pri omejenih zmogljivostih (angl. capacitated VRP) je
osnovna različica problema usmerjanja vozil, ki skuša najti številne poti za homo-
gena vozila z zmogljivostjo Q, pri čemer želi zmanjšati stroške prevoza, obenem pa
zadostiti povpraševanje strank. Vsaka pot se začne in se konča v istem skladišču in
vsak posameznik je obiskan natanko enkrat z določenim vozilom. Kot že omenjeno,
je problem usmerjanja vozil pri omejenih zmogljivostih običajno omejen z enakimi
kapacitetami za vsa vozila, vendar pa v realnem svetu to ponavadi ne drži. Problem
je podrobneje opisan v nadaljevanju.
2.2.2 Problem usmerjanja vozil s časovnimi okni
Problem, ki se ukvarja s časovnimi omejitvami, imenujemo problem usmerjanja vozil
s časovnimi okni (angl. VRP with time windows). Časovna okna določajo časovne
omejitve, v katerih moramo oskrbeti stranko. Primeri časovnih intervalov so sledeči:
1. Časovni interval [t1,∞) določa časovno omejitev, pri kateri vozilo ne sme pri-
speti prej kot pred časom t1. Če vozilo pride prezgodaj, mora počakati do časa
t1.
2. Časovni interval [0, t2] določa časovno omejitev, pri kateri mora vozilo prispeti
najkasneje do časa t2.
3. Časovni interval [t1, t2], kjer t1 ≤ t2, določa dvostransko časovno omejitev, pri
kateri mora vozilo prispeti med časoma t1 in t2.
4. Časovni interval [0, t1] ∪ [t2, t3] ∪ [t4,∞), kjer ti−1 ≤ ti, definira več časovnih
omejitev. Le-te lahko vključujejo katerokoli predhodno definirano časovno
omejitev, pri čemer mora biti ena izmed njih izpolnjena.
Ponavadi so določene enostranske in dvostranske omejitve, vendar pa lahko resnične
življenjske situacije predstavljajo zahtevnejše časovne omejitve.
Pri problemu z »mehkimi« časovnimi okni se blago lahko dostavi izven časovnega
intervala, vendar pa temu sledi kazen.
2.2.3 Problem usmerjanja vozil s prevzemom in dostavo
Problem usmerjanja vozila s prevzemom in dostavo (angl. VRP with pick-up and
deliveries) je problem, pri katerem je treba blago ne samo dostaviti stranki, temveč
ga tudi prevzeti in vrniti v skladišče ali dostaviti katerikoli drugi stranki.
Kombinacija zadnjih dveh opisanih problemov se imenuje problem prevzema in do-
stave s časovnimi okni (angl. pick-up and delivery problem with time windows).
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2.2.4 Problem usmerjanja vozil z več skladišči
V problemu usmerjanja vozil z več skladišči (angl. multi-depot VRP) nimamo samo
enega skladišča, temveč večje število skladišč na različnih lokacijah, od koder vozila
začnejo in končajo svojo pot. V odprtih problemih usmerjanja vozil (angl. Open
VRP) se vozila ne rabijo vrniti v skladišče.
2.2.5 Zelen problem usmerjanja vozil
Pri zelenem problemu usmerjanja vozil (angl. green VRP) se za prevoz običajno
uporablja električna vozila. Ravno zaradi tega se problem imenuje tudi električni
problem usmerjanja vozil (angl. electric VRP). Takšna vozila pogosto zahtevajo
oskrbo z elektriko, kar pomeni ustavljanje na primernih postajah, ki so lahko izven
načrtovane poti. Težave lahko nastanejo predvsem zaradi časa, ki ga vozilo potrebuje
za napolnitev in zaradi razpoložljivosti polnilnih postaj.
2.2.6 Bogat problem usmerjanja vozil
Problem usmerjanja vozil v realnem svetu se imenuje bogat problem usmerjanja vozil
(angl. rich VRP) in dandanes še vedno predstavlja zelo težek problem. Pri temu
problemu je potrebno upoštevati več omejitev hkrati, pri čemer so le-te odvisne od
resničnih razmer.
V nadaljevanju si bomo podrobneje ogledali problem usmerjanja vozil pri omejenih
zmogljivostih, saj je ena izmed najbolj preučenih različic.
2.3 Problem usmerjanja vozil pri omejenih zmogljivostih
Pri problemu usmerjanja vozil pri omejenih zmogljivostih (CVRP) moramo dostaviti
blago iz enega skladišča, označenega kot vozlišče 0, k vsem strankam, ki predstavljajo
ostalih n vozlišč, N = {1, 2, . . . , n}. Količino, ki jo je treba dostaviti stranki i ∈ N ,
označimo s skalarjem qi ≥ 0, npr. teža blaga za dostavo. Seveda za skladišče velja
q0 = 0. Za vsa vozila K = 1, 2, . . . , |K| se domneva, da so homogena s kapaciteto
Q > 0. Vozilo, ki oskrbuje podmnožico strank B ⊆ N začne v skladišču, obišče
vsako stranko v množici B in se na koncu tudi vrne v skladišče.
Dane informacije se lahko strukturirajo z neusmerjenim ali usmerjenim grafom.
Naj bo V = {0} ∪N = {0, 1, . . . , n} množica vozlišč. Naj bo C = [cij]ni,j=0 matrika
stroškov. Potni stroški od vozlišča i do vozlišča j so tako označeni s cij.
Poznamo simetrično in asimetrično vrsto problema:
Simetričen problem Pri simetričnem VRP je razdalja, potovalni čas ali strošek
med dvema mestoma (vozliščema) enak v obe smeri. Velja cij = cji za vsak par
vozlišč i, j ∈ V . Poln graf G = (V,E) je neusmerjen graf z množico povezav
E = {e = (i, j) = (j, i) : i, j ∈ V, i ̸= j} in potnimi stroški cij za (i, j) ∈ E.
Nesimetričen problem Pri nesimetričnem VRP je razdalja, potovalni čas ali stro-
šek v eno smer lahko drugačen kot v drugo. To se zgodi na primer zaradi
enosmernih ulic, zastojev v prometu, raznih gradbenih del in ostalih ovir na
7
cesti. Velja cij ̸= cji za vsaj en par vozlišč i, j ∈ V . Poln graf G = (V,A)
je usmerjen graf z množico povezav A = {(i, j) ∈ V × V : i ̸= j} in potnimi
stroški cij za (i, j) ∈ A.
Oba grafa vsebujeta O(n2) povezav, saj |E| = n(n+1)2 in |A| = n(n+ 1).
Naj bo C = [cij]ni,j=0 matrika stroškov in q = (qi)ni=1 vektor povpraševanja strank.
Na splošno je CVRP definiran kot utežen neusmerjen graf G = (V,E,C,q) ali utežen
usmerjen graf G = (V,A,C,q) skupaj z množico vozilK moči |K| in kapaciteto vozil
Q.
Definicija 2.6. Pot je zaporedje indeksov r = (i0, i1, i2, . . . , ib, ib+1) z i0 = ib+1 = 0,
v katerem je B = {i1, . . . , ib} ⊆ N množica obiskanih strank. Za pot r lahko stroške
definiramo kot c(r) = ∑bp=0 cip,ip+1 .
Definicija 2.7. Pot je izvedljiva, če velja q(B) = ∑i∈B qi < Q in nobena stranka
ni obiskana več kot enkrat, t.j. ij ̸= ik za vse 1 ≤ j < k ≤ b. V tem primeru lahko
rečemo tudi, da je B ⊆ N izvedljiva skupina.
Rešitev CVRP je sestavljena iz največ |K| izvedljivih poti; za vsako vozilo k ∈ K
ena pot. Poti r1, r2, . . . , r|K| in pripadajoče skupine B1, B2, . . . , B|K| zagotavljajo
izvedljivo rešitev za CVRP, če so vse poti izvedljive in skupine zajemajo vse stranke
iz množice N .
Obstajata dve hevristiki oziroma strategiji za reševanje problema usmerjanja vozil:
1. Hevristika »cluster-first route-second«:
(a) S pomočjo reševanja problema pakiranja se stranke iz množice N razdeli
v izvedljive skupine B1, . . . , B|K|, tako da vsak kupec pripada natanko
eni in da kapacitetne omejitve niso kršene.
(b) Za vsako vozilo k ∈ K je potrebno najti izvedljivo pot skozi {0} ∪ Bk s
pomočjo rešitve problema trgovskega potnika.
2. Hevristika »route-first cluster-second«:
(a) Zanemarimo kapacitetne omejitve in rešimo problem trgovskega potnika.
Rešitev problema imenujemo »velika pot« (angl. »giant tour«).
(b) To pot nato razdelimo na več poti z upoštevanjem kapacitetnih omejitev.
2.3.1 Formulacija CVRP
Problem usmerjanja vozil, v katerem so ciljna funkcija in omejitve izražene z vso-
tami, imenujemo »preprosta različica« VRP. Dane imamo naslednje parametre:
N je množica strank
V je množica vozlišč
E je množica povezav
Q je kapaciteta vozila
qi je povpraševanje stranke i
cij je strošek potovanja od vozlišča i do vozlišča j
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Edina odločitvena spremenljivka je xkij:
xkij =
⎧⎨⎩ 1, če vozilo k vozi iz vozlišča i do vozlišča j0, drugače .
Ker imajo spremenljivke tri indekse, so formulacije znane kot tri-indeksne formula-
cije. Ciljna oziroma kriterijska funkcija (angl. fitness function) je enaka
min
∑
k∈K
∑
(i,j)∈A
cijx
k
ij (2.1)
p.p.
∑
k∈K
∑
j∈V
xkij = 1, ∀i ∈N, (2.2)∑
i∈N
qi
∑
j∈V
xkij ≤ Q, ∀k ∈K, (2.3)∑
j∈N
xk0j = 1, ∀k ∈K, (2.4)∑
i∈V
xkiℓ −
∑
j∈V
xkℓj = 0, ∀ℓ ∈ N, ∀k ∈K, (2.5)
xkij ∈ {0, 1}, ∀(i, j) ∈ A, ∀k ∈K. (2.6)
Cilj kriterijske funkcije (2.1) je zmanjšanje skupnih stroškov. Omejitev (2.2)
zagotavlja, da je vsaka stranka dodeljena natanko enemu vozilu. O kapacitetnih
omejitvah govori (2.3), saj morajo biti povpraševanja vseh strank, ki pripadajo do-
ločenemu vozilu, manjša ali enaka zmogljivosti vozila Q. Omejitev (2.4) določa, da
lahko vsako vozilo zapusti skladišče le enkrat. Število vozil, ki obišče vsako stranko
ℓ, mora biti enako številu vozil, ki zapusti to stranko, o čemer govori omejitev (2.5).
Število vozil |K| ni osnovni parameter, saj nam zmanjšanje števila vozil lahko
zmanjša stroške (v enostavnejši različici bi lahko imeli konstantno število vozil).
Obstaja spodnja meja za število vozil, ki predstavlja najmanjše število vozil, ki
lahko oskrbi vse stranke z njihovim povpraševanjem qi:
|K| =
⌈∑
i∈N qi
∑
j∈V xkij
Q
⌉
.
2.3.2 Metode za reševanje CVRP
Optimizacijske metode za reševanje problema usmerjanja vozil lahko razdelimo na
eksaktne in približne, kot je prikazano na sliki 3. Za primere z malo strankami so
eksaktne metode za reševanje problema zelo primerne in lahko dajo celo najboljšo
možno rešitev. Obstajajo različne metode, kot na primer Branch-and-X (kjer X
predstavlja različne vrste algoritma) in dinamično programiranje, ki se osredotoča
na reševanje kompleksnih problemov tako, da jih razčleni na enostavnejše podpro-
bleme. Nekatere izmed teh metod, kot na primer Branch-and-Bound, Branch-and-
Cut, Branch-and-Price, Branch-and-Cut-and-Price in dinamično programiranje, so
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Slika 3: Optimizacijske metode za reševanje problema usmerjanja vozil.
zelo priljubljena izbira za reševanje osnovnega problema CVRP ([4]). Več podrob-
nosti o naštetih metodah se najde v [1]. Te metode nam sicer dajo točno rešitev,
vendar po eksponentnem številu iteracij. Zaradi narave problema usmerjanja vozil
se večina pristopov za reševanje opira na približne metode, ki pa ne zagotavljajo
optimalne rešitve. »Hevristične metode najdejo dobre rešitve za velike probleme.
Prilagojene in oblikovane so tako, da rešujejo določen problem. Metahevristike so
splošni algoritmi, ki jih lahko uporabimo za reševanje skoraj vseh optimizacijskih
problemov« ([23]).
Med hevristične algoritme spada na primer varčevalni algoritem, ki sta ga pre-
dlagala Clarke and Wright ([5]) (angl. Clarke Wright Saving (CWS) based algo-
rithm) in je verjetno ena izmed najbolj citiranih hevrističnih metod za reševanje
CVRP. V različnih literaturah lahko najdemo več različic in izboljšav CWS algo-
ritma ([9]). Prvotna različica temelji na prihrankih, ki izhajajo iz združitve poti,
t.j. si,j = ci0 + c0j − cij za enosmerne ali simetrične povezave. Za primer si sedaj
poglejmo enostavni algoritem, ki sta ga opisala Clarke in Wright.
CWS algoritem (požrešna hevristika)
Recimo, da imamo dve stranki in naj bo problem simetričen (t.j. cij = cji). Obsta-
jata dve možnosti za obisk teh dveh strank in sta prikazani na sliki 4.
1. Vsako stranko obiščemo s svojim vozilom in se vrnemo v skladišče.
Strošek 1: c01 + c10 + c02 + c20 = 2(c01 + c02).
2. Obe stranki obiščemo z enim vozilom.
Strošek 2: c01 + c12 + c20.
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Slika 4: Clark Wright varčevalni algoritem.
Če stroška poti nista enaka, potem je prihranek enak
prihranek = strošek 1 - strošek 2 = c01 + c20 − c12.
Sedaj vozlišči 1 in 2 nadomestimo z i in j ter dobimo splošno formulo za prihranek:
sij = c0i + c0j − cij (2.7)
Količine sij so znane kot prihranki, ki izhajajo iz združevanja vozlišč i in j v eno
samo pot. Večji kot je prihranek sij, bolj zaželeno je združiti vozlišči i in j. Vendar
pa i in j ni mogoče združiti, če pri tem kršimo eno ali več omejitev problema. Če
zgornja enačba (2.7) zadošča trikotniški neenakosti, potem velja sij ≥ 0.
Clark Wright algoritem poteka v naslednjih štirih korakih:
Korak 1
Za vsako povezavo (i, j) izračunamo prihranek sij.
Korak 2
Prihranke sij razvrstimo od največjega do najmanjšega. To ustvari »varčevalni
seznam«.
Korak 3
Problem začnemo reševati pri največjem prihranku sij. Obstajajo tri možnosti:
• a. Niti i niti j nista dodeljena nobeni poti. V tem primeru se ustvari
novo pot, ki vključuje vozlišči i in j.
• b. Natanko eno od vozlišč (i ali j) je že vključeno v obstoječo pot in to
vozlišče ni v notranjosti te poti. V tem primeru se povezava (i, j) doda
tej poti, če pri tem ne kršimo katere od omejitev.
• c. Obe vozlišči i in j sta že vključeni v dve različni obstoječi poti in
nobena od njiju se ne nahaja v notranjosti, ampak na robovih. V tem
primeru združimo obe poti, če pri tem ne kršimo katere od omejitev.
Če za prihranek sij ne velja nobena izmed zgoraj naštetih možnosti, potem
ga preskočimo in začnemo z obravnavo naslednjega prihranka v varčevalnem
seznamu.
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Korak 4
Algoritem se zaključi, ko je varčevalni seznam prazen.
Rešitev za VRP je sestavljena iz poti, ustvarjenih v tretjem koraku. Če katera izmed
strank ni dodeljena nobeni poti, potem ustvarimo novo pot, ki vsebuje le to stranko.
Primer 2.8. Oglejmo si primer s šestimi strankami, pri čemer z vozliščem 0 ozna-
čimo skladišče. Naj bo matrika stroškov enaka
C =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 20 18 14 16 12 19
20 0 22 18 30 26 28
18 22 0 32 20 22 21
14 18 32 0 20 22 21
16 30 20 20 0 30 22
12 26 22 22 30 0 26
19 28 21 21 22 26 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Kapaciteta vozil je enaka Q = 15 in povpraševanje strank naj bo dano kot vektor
q = (4, 6, 3, 5, 3, 6).
Za vsako vozlišče i, j ∈ N izračunamo prihranke sij = c0i + c0j − cij in jih uredimo
od največjega do najmanjšega:
povezava sij
1-2 16
1-3 16
2-6 16
2-4 14
3-6 12
1-6 11
3-4 10
2-5 8
povezava sij
1-4 6
1-5 6
5-6 5
3-5 4
4-6 3
2-3 0
4-5 -2
Tabela 1: Varčevalni seznam.
Začnemo pri največjem prihranku v varčevalnem seznamu, ki predstavlja povezavo
1 − 2. Ker obe vozlišči nista dodeljeni noben poti, lahko povezavo 1 − 2 označimo
kot prvo pot. Kapacitete omejitve pri tem niso kršene, saj q1+ q2 = 4+6 = 10 < Q.
Naslednja povezava je 1 − 3. Vozlišče 1 je že vključeno v pot, medtem ko vozlišče
3 ne pripada nobeni poti. To pomeni, da ga lahko priključimo že obstoječi poti, če
ne krši kakšno od omejitev. Preverimo q1 + q2 + q3 = 13 < Q in nova pot je sedaj
sestavljena iz vozlišč 3 − 1 − 2. Povezava 2 − 6 ima vozlišče 2 že vključeno v pot,
medtem ko vozlišče 6 ne pripada nobeni poti. Ko želimo priključiti vozlišče 6 že
obstoječi poti, naletimo na kršitev kapacitetne omejitve q1 + q2 + q3 + q6 = 19 > Q.
To pomeni da to povezavo preskočimo, prav tako 2−4, 3−6, 1−6, 3−4, 2−5, 1−4
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in 1−5. Naslednja povezava je 5−6, katere vozlišča niso vključena še v nobeni poti.
Omejitev q5+ q6 = 9 < Q ni kršena, zato lahko ustvarimo novo pot 5− 6. Povezava
3− 5 ima vozišče 3 v prvi poti in vozlišče 5 v drugi poti. Ker teh dveh poti zaradi
kapacitetne omejitve ni mogoče združiti, lahko to povezavo izpustimo. Povezavo
4 − 6 lahko vstavimo v drugo pot, saj omejitev ni kršena; q5 + q6 + q4 = 14 < Q.
Izkoristili smo vse povezave s pozitivnimi prihranki in vsa vozlišča so vključena v
obeh poteh. Pri tem smo prihranili:
povezava sij
1-2 16
1-3 16
5-6 5
4-6 3
40
Končno rešitev zapišemo kot
0− 3− 1− 2− 0; c03 + c31 + c12 + c20 = 14 + 18 + 22 + 18 = 72,
0− 5− 6− 4− 0; c05 + c56 + c64 + c40 = 12 + 26 + 32 + 16 = 86.
Ta rešitev je izvedljiva, saj ne krši nobene omejitve. Skupna razdalja obeh vozil je
158 km.
Če bi vsako vozlišče predstavljalo natanko eno pot, potem bi potrebovali
2
6∑
i=1
c0i = 2(20 + 18 + 14 + 16 + 12 + 19) = 198.
S tem smo potrdili, da prihranimo 40 km.
CWS algoritem ponavadi ponuja relativno dobre rešitve v manj kot eni sekundi,
zlasti za majhne in srednje velike težave ([4]). Ta algoritem je zelo učinkovit, vendar
zaradi svoje požrešnosti ne najboljši algoritem za reševanje problema usmerjenosti
vozil. Ena izmed omejitev CWS algoritma je ta, da je rešitev odvisna od tega, kako
izberemo vrstni red. Namesto 1− 2, bi lahko začeli s povezavo 1− 3 ali 2− 6.
Druga možnost je uporaba metahevristike, ki za reševanje težkih in kompleksnih
problemov zagotavlja sprejemljive rešitve v razumnem času. Med njih štejemo na
primer tabu iskanje (angl. tabu search), simulirano ohlajanje (angl. simulated anne-
aling), optimizacijo s kolonijami mravelj (angl. ant colony optimisation), iskanje v
veliki soseščini (angl. large neighborhood search) in evolucijski algoritem (angl. evolu-
tion algorithm). Do večje učinkovitosti nas lahko pripeljejo tudi različne kombinacije
algoritmov.
V tej magistrski nalogi se bomo osredotočili na reševanje problema usmerjanja
vozil s pomočjo metahevrističnih metod, ki so podrobneje opisane v naslednjem
poglavju.
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3 Metahevristične metode
Kot omenjeno, problem usmerjanja vozil in njegove različice spadajo v družino NP-
težkih problemov. Reševanje takšnih problemov z več kot 30 ali 40 strankami bi ob
uporabi eksaktnih metod vzelo ogromno časa. Zaradi te zapletene narave problema
bodo rešitve, ki uporabljajo metahevristiko, pridobljene v manjšem računskem času.
Trije glavni cilji metahevrističnih metod so
1. hitrejše reševanje problema,
2. reševanje velikih problemov in
3. pridobivanje robustnih algoritmov.
Metahevristične metode so v zadnjih dvajsetih letih postale zelo priljubljene, saj
se se izkazale za zelo učinkovite pri reševanju velikih in kompleksnih problemov.
Za razliko od klasičnih računskih metod, ki izvajajo programske ukaze zaporedno,
te metode izvajajo operacije nad potencialnimi rešitvami iterativno, dokler kriterij-
ska funkcija ne doseže ekstrema. Poleg tega so zelo prilagodljive ter preproste za
načrtovanje in izvajanje.
Obstajajo številne metahevristike, ki so navdihnjene po naravnih procesih. To
so na primer evolucijski algoritmi (vključno z genetskimi algoritmi) in optimizacija s
kolonijami mravelj. Slednja se zgleduje po komunikaciji in sodelovanju med pravimi
mravljami, ki jim omogoča najti najkrajše poti od mravljišča do virov hrane. Druge
metode temeljijo na uporabi pomnilnika. Tabu iskanje je lokalno iskalna metahe-
vristika, kjer je pri vsaki ponovitvi izbrana najboljša rešitev v trenutni soseski kot
nova trenutna rešitev, čeprav lahko vodi do povečanja stroškov. Drugi obetajoči
tehniki sta iskanje v veliki soseščini, kjer hkrati obravnavamo več sosesk, ter simu-
lirano ohlajanje. Le-ta temelji na fizikalnem principu ustvarjanja močne kristalne
snovi, ki uporablja postopek ogrevanja in počasnega ohlajanja. Ravno zaradi tega
je značilno, da uporabimo temperaturni parameter za nadzor procesa.
V tej magistrski nalogi bomo za reševanje problema uporabili evolucijski algori-
tem, med katerega spada genetski algoritem in je podrobneje opisan v nadaljevanju.
3.1 Evolucijski algoritem
Leta 1859 je Charles Darwin predstavil načelo evolucijskega algoritma »preživetje
najmočnejših« (angl. »Survival of the fittest«). Posamezne vrste v naravi tekmujejo
med seboj za virtualne vire, kot so na primer hrana, bivališče itd. Najboljši ozi-
roma najmočnejši posamezniki imajo večjo možnost za preživetje, medtem ko imajo
šibkejši posamezniki manjšo. Posamezniki iz iste vrste tekmujejo tudi v tem, da
bi pritegnili posameznike nasprotnega spola za razmnoževanje. Pri razmnoževanju
dobrih posameznikov pride do križanja dobrih genov, kar pomeni, da so njihovi po-
tomci še boljši. Z vsako populacijo potomci postajajo vse bolj prilagojeni njihovemu
okolju.
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Evolucijski algoritem (EA) je iterativni in stohastični proces na množici posame-
znikov, ki ji rečemo populacija. Vsak posameznik predstavlja eno potencialno rešitev
problema. Začetna populacija je ponavadi izbrana naključno. Nato iterativno po-
navljamo korake, dokler ne najdemo ustrezne rešitve. Kriterijska funkcija vsakemu
posamezniku dodeli vrednost kriterijske funkcije (angl. fitness value), glede na katero
se izbere številne posameznike kot starše. Z uporabo reprodukcijskih operatorjev se
nato iz staršev ustvarijo potomci z novimi vrednostmi kriterijske funkcije. Posame-
zniki iz stare populacije in novi potomci so izbrani, da oblikujejo novo populacijo
naslednje generacije.
Koncept evolucije se uporablja na problemih, ki vodijo k nezadovoljivim rezul-
tatom. Posledično so evolucijski algoritmi zanimivi zlasti za reševanje praktičnih
problemov. Ključna prednost evolucijskega algoritma je njegova preprostost. Slika 5
prikazuje potek evolucijskega algoritma za optimizacijske probleme.
Začetna populacija
Ocenjevanje posameznikov
Selekcija
Naključno spreminjanje posameznikov
Zaustavitveni kriterij
Rešitev
Ne
Ja
Slika 5: Potek evolucijskega algoritma.
Druga prednost je njegova široka uporabnost, saj se lahko uporablja na števil-
nih področjih, kot je na primer optimizacija, diskretna-kombinatorika, celoštevilski
problemi in tako naprej. Ena izmed prednosti je tudi ta, da se jih da kombinirati z
bolj tradicionalnimi optimizacijskimi metodami.
Med evolucijskimi tehnikami so genetski algoritmi najširša skupina metod, ki pred-
stavljajo uporabo evolucijskih orodij. Zanašajo se na uporabo operatorjev selekcije,
križanja in mutacije.
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3.2 Genetski algoritem
Genetski algoritem (GA) (angl. genetic algorithm) temelji na načelu genetike in
evolucije. Prvi ga je izumil John Holland ([10]), ki je leta 1975 v svoji knjigi »Prila-
gajanje v naravnih in umetnih sistemih« (angl. »Adaptation in natural and artificial
systems«) opisal, kako uporabiti evolucijska načela v optimizacijskih problemih. GA
je predlagal kot metahevristično metodo, ki temelji na Darwinovem načelu »preži-
vetje najmočnejših«. Njegova teorija je bila dalje razvita in sedaj GA predstavljajo
močno orodje za reševanje optimizacijskih problemov.
Osnovni koraki genetskega algoritma si sledijo v naslednjem zaporedju:
1. Kodiranje: Izbrati je potrebno vrsto kodiranja, ki je v veliki večini odvisna
od narave zastavljenega problema.
2. Začetna populacija: Generira se začetna populacija m posameznikov (v
genetiki se imenujejo kromosomi), ki predstavljajo primerne rešitve problema.
3. Ocenjevanje posameznikov: Vsakemu kromosomu dodelimo vrednost kri-
terijske funkcije.
4. Nova populacija: Graditev nove populacije s ponavljanjem naslednjih kora-
kov:
(a) Selekcija: Glede na posameznikove vrednosti kriterijske funkcije se po-
navadi izbere dva najboljša kromosoma, ki ju imenujemo starša. Večja
kot je vrednost kriterijske funkcije, večjo možnost izbire ima posameznik.
(b) Reprodukcija: Izbrana starša iz prejšnjega koraka generirata dva nova
kromosoma (potomca) z uporabo operatorja križanja in mutacije.
(c) Zamenjava: Posameznike iz prejšnje populacije se nadomesti z novimi.
5. Zaustavitveni pogoj: Ko je konvergenčni pogoj izpolnjen, se algoritem konča
in vrne najboljšo rešitev v trenutni populaciji. V nasprotnem primeru se vr-
nemo nazaj na korak 4.
Sedaj si podrobneje oglejmo potek genetskega algoritma.
3.3 Kodiranje
Klasični GA obravnava rešitve, ki jih imenujemo kromosomi. Vsak kromosom je
sestavljen iz genov, ki predstavljajo različne lastnosti posameznika. Iz biološkega
vidika je to lahko barva oči, las, itd. Pri procesu reševanja problemov z uporabo
GA je kodiranje pogosto najbolj zahtevna operacija. Potrebno je namreč najti dovolj
dobro predstavitev rešitve, ki bo v nadaljevanju uporabljena v procesu križanja. Za
različne vrste problemov so primerne različne vrste kodiranja.
Obstaja več vrst kodiranj, kot na primer:
16
• Binarno kodiranje
Binarno kodiranje je najpogosteje uporabljena vrsta kodiranja. Vsak gen v
kromosomu je predstavljen z 0 ali 1.
1 0 0 1 0 1 1
• Permutacijsko kodiranje
V permutacijskem kodiranju kromosom predstavlja niz števil, ki določa zapo-
redje. Najpogosteje se uporablja za reševanje problemov, pri katerem moramo
določiti vrstni red npr. problem trgovskega potnika.
1 3 2 5 6 4 7
• Vrednostno kodiranje
Vrednostno kodiranje se uporablja za probleme, pri katerih se soočamo z vre-
dnostmi, kot so na primer realna števila, črke, besede itd. Vsak kromosom
predstavlja niz teh vrednosti.
1,32 9,67 5,37 6,58 2,34 5,98 4,76
A H B T C E B
levo desno levo naprej nazaj levo naprej
• Kodiranje z drevesi
Kodiranje z drevesi se uporablja pri genetskem programiranju. Vsak kromosom
predstavlja drevo, ki lahko vsebuje matematične izraze ali programske ukaze.
+
A
x *
B
5 sin
3.4 Začetna populacija
Razvojni proces se začne z naključnim generiranjem začetne populacije velikosti m,
tako da lahko za iteracijski korak j = 0 začetno populacijo opišemo kot {θ(0)1 , θ(0)2 , . . . ,
θ(0)m }. Goldberg je pokazal, da je učinkovitost GA, da bi dosegli globalni ekstrem
namesto lokalni, v veliki meri odvisna od velikosti populacije ([21]). Majhno šte-
vilo posameznikov lahko privede le do lokalnega ekstrema, medtem ko večje število
posameznikov predstavlja večjo verjetnost, da bomo našli globalni ekstrem. Velika
populacija je sicer zelo uporabna, vendar pa zahteva veliko več računanja, pomnil-
nika in časa. Praktično je precej pogosto uporabljena populacija velikosti približno
30 posameznikov, vendar se ta velikost lahko spremeni v skladu s časom in pomnil-
nikom, ki ga imamo na voljo.
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Zaželeno je, da je začetna populacija kromosomov čim bolj raznolika. Pogosti
pristop je izogibanje dvojnikov v populaciji. To pomeni, da ustvarjeni potomci niso
dovoljeni v populaciji, če gre za klon že obstoječega posameznika. Raznolikost je
mogoče ohraniti s povečanjem števila populacije.
3.5 Ocenjevanje posameznikov
Posameznike v populaciji se ocenjuje s pomočjo tako imenovane kriterijske funkcije.
Kriterijska funkcija je pomemben element pri oblikovanju metahevristike, saj vodi
do iskanja »dobrih« rešitev v iskalnem prostoru. Če je nepravilno opredeljena, lahko
povzroči nesprejemljive rešitve, ne glede na to, katero metahevristiko uporabi.
Kriterijska funkcija mora imeti naslednji dve značilnosti:
• Biti mora hitro izračunljiva.
• Kvantitativno mora izmeriti, kako primerna je določena rešitev.
Po Spallu ([22]) se problem maksimiranja skalarne vrednosti kriterijske funkcije
f : S → R za posamezno populacijo lahko formalno predstavi kot
Θ∗ ≡ argmaxθi∈Θ f(θi) = {θ∗ ∈ Θ : f(θ∗) ≥ f(θi),∀θi ∈ Θ}, (3.1)
kjer i = 1, . . . ,m in Θ ⊆ S. Množica S označuje iskalni prostor (t.j. množico vseh
možnih rešitev) in množica Θ trenutno populacijo. Rešitev Θ∗, določena v (3.1), je
lahko enolična točka, števno (končna ali neskončna) množica točk, ali množica, ki
vsebuje neštevno število točk.
S pomočjo kriterijske funkcije se torej izračuna sposobnost vsakega člana popula-
cije v kateremkoli iteracijskem koraku j, f(θ(j)i ). Vsakemu posamezniku v populaciji
se lahko izračuna tudi verjetnost preživetja p(j)i , ki je običajno obratno sorazmerna
z njegovo vrednostjo kriterijske funkcije,
p
(j)
i =
1
f(θ(j)i )
.
Kromosomi z višjo vrednostjo kriterijske funkcije imajo večjo verjetnost izbire
za naslednjo populacijo, saj ponujajo večjo možnost izboljšanja trenutno najboljše
rešitve. Po nekaj generacijah se bo vrednost optimalnega kromosoma približala
določeni vrednosti, ki predstavlja najboljšo rešitev za problem.
Kriterijska funkcija je odvisna od danega problema. Enačba (3.1) se nanaša na
maksimizacijo kriterijske funkcije, vendar pa se problem lahko trivialno pretvori v
minimizacijski problem s spremembo znaka kriterijske funkcije −f(θi).
Po izboru kodiranja, začetne populacije in kriterijske funkcije se ponavljajo iteracij-
ski procesi, ki pripomorejo k razvijanju populacije. Proces iteracije se izvaja, dokler
ne dosežemo zaustavitvenega kriterija (to je lahko na primer največje število popula-
cij, časovna omejitev itd.). Vsaka ponovitev je sestavljena iz selekcije, reprodukcije
in zamenjave kromosomov.
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3.6 Selekcija
Darwinova teoriji o evoluciji pravi, da preživijo le najboljši oziroma najmočnejši
subjekti. Selekcija je proces, pri katerem se iz celotne populacije izbere najboljše
posameznike (tako imenovane starše), ki so nato uporabljeni v operatorju rekombi-
nacije. Namen selekcije je izbrati posameznike v upanju, da bodo njihovi potomci
še boljši. Kako dober je posameznik, nam pove vrednost kriterijske funkcije. Vsak
kromosom ima pripadajočo vrednost, ki ustreza vrednosti rešitve, ki jo predstavlja.
Boljša kot je vrednost rešitve, večjo verjetnost izbire ima posameznik.
V literaturi so predlagane številne različne metode selekcije, ki se razlikujejo
po kompleksnosti. Običajno večina izmed njih zagotavlja, da je vsaka populacija
enako velika kot začetna. Metode selekcije določajo, kateri in koliko staršev naj bo
izbranih, koliko potomcev naj ustvarijo in kateri posamezniki bodo preživeli v nasle-
dnji populaciji. Ena izmed možnosti ustvarjanja nove populacije je ta, da za starše
izberemo vse posameznike, kar pomeni, da se iz populacije velikosti m ustvari m po-
tomcev, ki predstavljajo novo populacijo. Torej na vsakem iteracijskem koraku se na
novo ustvari celotna populacija, saj otroci v celoti nadomestijo starše in posledično
se posamezniki lahko križajo le s posamezniki iste populacije. V nasprotju s tem, pa
je druga možnost ta, da za starše izberemo samo nekaj posameznikov iz populacije
(običajno izberemo dva starša). Novi potomci se vstavijo takoj, ko so ustvarjeni,
vendar pa to običajno zahteva odstranitev starega člana. Za posameznika, ki ga
je treba odstraniti, se ponavadi izbere najslabšega (kar privede do zelo močnega
selekcijskega pritiska), najstarejšega ali pa najbolj podobnega člana populacije.
V poglavju 4 si bomo ogledali najpogosteje uporabljene metode selekcije.
3.6.1 Selekcijski pritisk
Selekcijski pritisk (angl. selective pressure) je stopnja, do katere se daje prednost
boljšim posameznikom; večji kot je selekcijski pritisk, večjo prednost imajo boljši
posamezniki. Stopnja konvergence je v veliki meri odvisna od selekcijskega pritiska;
večji selekcijski pritisk pripelje do hitrejše konvergence in obratno. Če je selekcijski
pritisk prenizek, potem bo konvergenca počasnejša, kar pomeni, da bo GA potre-
boval več časa za iskanje optimalne rešitve. Paziti moramo, da selekcijski pritisk ni
previsok, saj to lahko povzroči predčasno približanje nepravilni rešitvi. Selekcijski
pritisk je naloga operatorja selekcije. Preveč šibki selekcijski pritisk lahko vodi do
neučinkovitega iskanja.
Dva pomembna dejavnika genetskega algoritma sta torej raznolikost populacije in
selekcijski pritisk. Ta dva dejavnika sta povezana med seboj; večji kot je selekcijski
pritisk, manjša je raznolikost populacije in obratno. Operator selekcije in drugi
operatorji vplivajo na splošno raznolikost populacije. Zaželeno je, da se raznolikost
populacije ohranja čim dlje. Če postane preveč homogena, si lahko pomagamo z
operatorjem mutacije, ki je podrobneje opisan v nadaljevanju.
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3.7 Reprodukcija
Obnašanje GA je močno odvisno od ustrezne izbire operatorjev reprodukcije. Ope-
ratorji reprodukcije se uporabljajo za izvajanje rekombinacij in mutacij na izbranih
posameznikih, ki so izbrani z operatorjem selekcije. Mešanje genskega materiala je
ena izmed najpomembnejših lastnosti GA.
Rekombinacija je ključni dejavnik naravnega razvoja. V biologiji je najpogostejša
oblika rekombinacije križanje, ki poteka tako, da na mestu križanja prepolovi dva
kromosoma, zamenja njuni drugi polovici in tako ustvari nove kromosome. Križanje
je zelo pomembno, saj omogoča, da potomci podedujejo značilnosti dveh različnih
staršev. Če imata oče in mati različne dobre lastnosti, bi pričakovali, da bodo vse
dobre lastnosti prenesene v otroka. Tako lahko otroci s kombiniranjem vseh dobrih
starševskih lastnosti presegajo svoje prednike.
Za rekombinacijo je na vrsti operator mutacije. Mutacija spremeni vrednosti
genov in omogoča, da hitro preiščemo cel iskalni prostor. Poleg tega vzdržuje gensko
raznolikost populacije in preprečuje, da bi se GA ujel v lokalni ekstrem. Dejansko
mutacije ne najdemo v naravnem razvoju.
V GA se operatorji križanja in mutacije uporabljajo z vnaprej določeno verje-
tnostjo. S pomočjo operatorjev reprodukcije se na koncu oblikuje nova populacija
{θ(j+1)1 , θ(j+1)2 , . . . , θ(j+1)m )}.
Več o genetskih operatorjih je opisano v naslednjem poglavju.
3.8 Zamenjava
Zadnji korak iteracije predstavlja zamenjava posameznikov. S pomočjo operatorja
selekcije izberemo starše, iz katerih se s pomočjo operatorja reprodukcije ustvarijo
otroci. Ker želimo ohraniti velikost populacije, se vsi ne morejo vrniti nazaj v po-
pulacijo. Določiti je potrebno, katere od sedanjih članov populacije je potrebno
nadomestiti z novimi rešitvami. Metoda, ki se uporablja za odločitev, kateri posa-
meznik ostane v populaciji, vpliva na konvergenco.
Poglejmo si nekatere možne zamenjave v primeru dveh staršev.
Naključna zamenjava
Iz celotne populacije (vključno s staršema) sta naključno izbrana dva posa-
meznika, ki ju nadomestita ustvarjena potomca. Ta metoda je primerna za
majhne populacijah, saj omogoča vključitev šibkih posameznikov.
Zamenjava šibkih staršev
Pri tej metodu se iz obeh staršev in obeh potomcev izbere dva najboljša, ki se
vstavita v novo populacijo. To seveda izboljša kriterijsko vrednost populacije.
Pomanjkljivost te metode je, da šibki posamezniki verjetno nikoli ne bodo
nadomeščeni z boljšimi, saj metoda selekcije ponavadi izbere najboljša starša
za križanje.
Zamenjava obeh staršev
Ta metoda je preprosta, saj oba potomca nadomestita svoja starša. To pomeni,
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da se vsak posameznik lahko križa samo enkrat. Posledica tega je, da se
populacija in genetski material premikajo. Tako kot v prejšnjem primeru tudi
tu pride do težav, če je v kombinaciji z metodami selekcije, ki izbirajo boljše
posameznike.
3.8.1 Elitizem
V postopku ustvarjanja nove populacije imamo veliko verjetnost, da z operatorji
križanja in mutacije izgubimo dobre posameznike. Elitizem poskrbi, da je najboljši
kromosom ali nekaj najboljših kromosomov iz stare populacije kopiranih v novo
populacijo. Ostale dobre posameznike pa se lahko odstrani, če ti niso izbrani za
razmnoževanje ali če jih križanje ali mutacija uniči. Elitizem torej ohranja najboljše
rešitve in s tem izboljša delovanje GA.
S pomočjo operatorjev selekcije in reprodukcije ter zamenjave se na koncu oblikuje
nova populacija {θ(j+1)1 , θ(j+1)2 , . . . , θ(j+1)m )}.
3.9 Zaustavitveni kriterij
Ponavadi se algoritem ustavi, ko se populacija približa optimalni rešitvi. Genetski
algoritmi pa spadajo med stohastične metode, ki lahko trajajo v nedogled, če jim
ne podamo zaustavitvenega oziroma konvergenčnega kriterija. Ko je ta izpolnjen,
se iterativni proces ustavi in algoritem poda Θ∗ ≡ argmax
θ
(j)
i ∈Θ(j)
f(θ(j)i ) kot op-
timalno rešitev. Enostavni zaustavitveni kriterij je lahko največji čas računanja,
največje število iteracij ali največje število iteracij, ki se štejejo od zadnjega uspe-
šnega izboljšanja najboljšega posameznika.
Različni pogoji zaustavljanja so navedeni kot:
Časovna omejitev - genetski algoritem se konča, ko preteče določen čas.
Omejeno število populacij - genetski algoritem se ustavi, ko se razvije določeno
število populacij.
Nespremenjena vrednost kriterijske funkcije - genetski algoritem se konča, če
po določenem številu iteracij ni nobene spremembe v najboljši vrednosti kri-
terijske funkcije.
Najboljši posameznik - genetski algoritem se ustavi, ko je največja vrednost kri-
terijske funkcije posameznika iz populacije večja od vrednosti konvergenčnega
kriterija. To prinaša iskanju hitrejši zaključek, ki zagotavlja vsaj eno dobro
rešitev.
Najslabši posameznik - genetski algoritem se konča, ko ima najslabši posameznik
v populaciji manjšo vrednost kriterijske funkcije kot je vrednost konvergenč-
nega kriterija. To zagotavlja, da je celotna populacija minimalnega standarda,
čeprav najboljši posameznik morda ni bistveno boljši od najslabšega.
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Vsota vrednosti kriterijskih funkcij - genetski algoritem se ustavi, če je vsota
vrednosti kriterijskih funkcij v celotni populaciji večja ali enaka vrednosti kon-
vergenčnega kriterija. Pri določanju kriterija je potrebno upoštevati velikost
populacije.
Srednja vrednost kriterijske funkcije - genetski algoritem se konča, če je vsaj
polovica posameznikov boljša ali enaka vrednosti konvergenčnega kriterija, kar
bi moralo omogočiti dober izbor rešitev.
4 Genetski operatorji
V tem delu si bomo podrobneje pogledali genetski operator selekcije, križanja in
mutacije. V prejšnjem poglavju smo omenili, da genetski operatorji predstavljajo
pomemben del GA.
4.1 Operator selekcije
Operator selekcije izbere starševske kromosome, ki kasneje ustvarijo nove potomce s
pomočjo operatorja reprodukcije oziroma križanja. Ponavadi se iz celotne populacije
izbere dva najboljša posameznika. Poznamo različne metode selekcije.
4.1.1 Naključna selekcija
Kot že ime pove, naključna selekcija naključno izbere starša iz celotne populacije.
Ta metoda je v povprečju nekoliko slabša od ostalih selekcij, ki so opisane v nada-
ljevanju, saj ne upošteva vrednosti kriterijske funkcije posameznikov v populaciji.
4.1.2 Turnirska selekcija
V turnirski selekciji (angl. tournament selection) sta iz celotne populacije naključno
ustvarjeni dve podskupini, ki morata vsebovati vsaj dva posameznika. Posamezniki
v podskupini so glede na vrednost kriterijske funkcije f(θi) razvrščeni od najslabšega
do najboljšega. Najboljši posameznik iz vsake podskupine je izbran za starša.
Selekcijski pritisk se enostavno prilagodi s spremembo velikosti podskupin. Večji
kot sta podskupini, manjšo možnost za izbor imajo najšibkejši posamezniki, saj so
zelo verjetno v skupini z močnejšimi posamezniki.
4.1.3 Selekcija z ruletnim kolesom
Metoda ruletnega kolesa (angl. roulette wheel selection) je ena izmed tradicionalnih
selekcijskih metod, ki se jih uporablja pri reševanju GA. Vsakemu posamezniku je
dodeljena verjetnost izbire, ki je sorazmerna z njegovo vrednostjo kriterijske funk-
cije. Vsoto vrednosti kritarijskih funkcij vseh posameznikov imenujemo kriterijska
vrednost populacije. Pričakovana verjetnost posameznika je vrednost njegove krite-
rijske funkcije deljena z dejansko kriterijsko vrednostjo populacije. Če je m število
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posameznikov v populaciji, potem velja
p(θi) =
f(θi)∑m
i=1 f(θi)
.
Vsakemu posamezniku je dodeljen del ruletnega kolesa, pri čemer boljšim posame-
znikom pripada večji del in slabšim manjši del. Kar pomeni, da imajo posamezniki
z višjo vrednostjo kriterijske funkcije večjo verjetnost, da so izbrani za reprodukcijo,
in obratno. Kolo se zavrti 2-krat in ob vsakem vrtljaju je izbran en starš.
točka
izbora
smer vrtenja
Slika 6: Selekcija z ruletnim kolesom.
Metoda ruletnega kolesa je enostavna metoda ([21]). Dobri posamezniki imajo
nekoliko večjo možnost, da so izbrani, vendar pa jim izbira ni zagotovljena.
4.1.4 Razvrstitvena selekcija
Tako kot pri turnirski selekciji so tudi pri razvrstitveni selekciji (angl. rank selection)
vsi posamezniki v populaciji razvrščeni glede na vrednost kriterijske funkcije f(θi)
od najslabšega do najboljšega. Najslabši ima vrednost enako 1, drugi najslabši 2 in
tako naprej do najboljšega z vrednostjo enako m. S tem se ohranja raznolikost, ki
vodi k uspešnemu iskanju staršev. Te lahko dobimo na naslednje tri načine:
1. Zavrtimo kolo kot pri metodi ruletnega kolesa. Verjetnost izbire posameznika
je pri tej metodi selekcije enaka
p(θi) =
i∑m
j=1 j
= 2i
m(m+ 1) ,
saj velja ∑mj=1 j = m(m+1)2 .
2. Naj bo ℓ parameter metode. Naključno se izbere dva posameznika. Generira se
naključno število L ∈ (0, 1). Če je L < ℓ potem izberemo prvega, v nasprotnem
primeru, torej če je L > ℓ, pa drugega posameznika. S ponovitvijo postopka
dobimo drugega starša.
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3. Naključno se izbere dva posameznika. Posameznik z večjo vrednostjo kriterij-
ske funkcije postane prvi starš. Drugega starša dobimo s ponovitvijo postopka.
Ta metoda povzroča počasno konvergenco, vendar hkrati preprečuje prehitro kon-
vergenco.
4.2 Operator križanja
Po operatorju selekcije iz populacije dobimo dva posameznika, iz katerih se v procesu
križanja proizvedeta dva nova potomca. Operator križanja oziroma rekombinacije
se uporablja za razmnoževanje z upanjem, da ustvari boljše potomce.
Križanje je lahko precej enostaven postopek. Najlažji primer križanja je izbor točke
križanja, nato pa dvema elementoma pri izbrani točki križanja zamenjamo gene (po-
samezne dele kodiranega niza). Tako dobimo dva nova kromosoma, ki jih vstavimo
v novo populacijo. Izbor primernega mesta križanja je precej pomemben, saj s tem
lahko dobimo boljše potomce.
V primerih bomo starše označili s P (parents) in potomce s C (children). Točko
križanja bo predstavljala dvojna črta.
Različne tehnike križanja za binarno kodiranje so opisane v sledečih podpoglavjih.
4.2.1 Eno-točkovno križanje (binarno kodiranje)
Eno-točkovno križanje je eden izmen najpreprostejših in osnovnih operatorjev kri-
žanja. Pri tej metodi je naključno izbrana ena točka križanja, ki loči starševska
kromosoma na dva dela. Vsaka točka križanja ima enako verjetnost izbire. Prvi del
prvega starša in drugi del drugega starša ustvarita prvega potomca. Drugi potomec
je ustvarjen s prvim delom drugega starša in drugim delom prvega starša.
Primer 4.1. Dana imamo naslednja starševska kromosoma:
P1: 1 0 0 1 0 0 1 0 1
P2: 1 0 1 0 1 1 0 1 1
Za točko križanja je naključno izbrano peto mesto. Križanje poteka tako, da za
točko križanja zamenjamo gene obeh staršev.
C1: 1 0 0 1 0 1 0 1 1
C2: 1 0 1 0 1 0 1 0 1
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4.2.2 Dvo ali več-točkovno križanje (binarno kodiranje)
Dvo-točkovno križanje je podobno prejšnjemu eno-točkovnemu križanju, le da sedaj
naključno izberemo dve točki križanja. Nova otroka dobimo tako, da alternativno
izmenjujemo podnize med točkama križanja.
Primer 4.2. Naj bosta starševska kromosoma enaka kot v prejšnjem primeru:
P1: 1 0 0 1 0 0 1 0 1
P2: 1 0 1 0 1 1 0 1 1
Za točki križanja sta naključno izbrani tretje in šesto mesto. Da ustvarimo nova
potomca moramo alternativno menjati podnize obeh staršev.
C1: 1 0 0 0 1 1 1 0 1
C2: 1 0 1 1 0 0 0 1 1
Na podoben način lahko opredelimo tudi več-točkovno križanje, ki omogoča podrob-
nejši pregled iskalnega prostora. Vendar pa je potrebno opozoriti, da dodajanje mest
križanj zmanjšuje učinkovitost GA.
4.2.3 Križanje treh staršev (binarno kodiranje)
Kot že ime pove, so pri tem križanju s pomočjo operatorja selekcije naključno izbrani
trije starši. Postopek križanja poteka tako, da se vsak gen prvega starša primerja
z genom drugega starša. Če sta enaka, potem na isto mesto potomca vstavimo ta
gen, v nasprotnem primeru vstavimo gen tretjega starša.
Primer 4.3. Dane imamo tri starševske kromosome:
P1: 1 0 0 1 0 0 1 0 1
P2: 1 0 1 0 1 1 0 1 1
P3: 0 1 1 0 1 1 0 0 1
Križanje se začne s primerjavo genov prvega in drugega starša. Prvi in drugi gen
obeh staršev sta enaka, kar pomeni, da bo tudi otrok vseboval ta dva elementa na
prvem in drugem mestu. Tretji gen se razlikuje, v prvem staršu je enak 0 v drugem
pa 1. To pomeni, da bo otrok na tretjem mestu podedoval gen tretjega starša, ki je
enak 1. S postopkom nadaljujemo in dobimo naslednjega potomca:
C: 1 0 1 0 1 1 0 0 1
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4.2.4 Uniformno križanje (binarno kodiranje)
Pri uniformnem križanju (angl. uniform crossover (UX)) se naključno generira bi-
narni niz (torej niz sestavljen iz 0 in 1), ki je enake dolžine kot starševska kromo-
soma. Prvega potomca dobimo tako, da na pozicije, kjer so enice v binarnem nizu,
kopiramo gene prvega starša, in kjer so ničle, kopiramo gene drugega starša. Dru-
gega potomca dobimo na podoben način; na pozicije, kjer so enice v binarnem nizu,
kopiramo gene iz drugega starša, in kjer so ničle, kopiramo gene iz prvega starša.
Potomci torej vsebujejo mešanico genov iz vsakega starša.
Primer 4.4. Naključno se generira binarni niz, ki ga označimo z BN.
BN: 0 0 1 0 1 1 1 0 1
Dana imamo naslednja starševska kromosoma:
P1: 1 0 0 1 0 0 1 0 1
P2: 1 0 1 0 1 1 0 1 1
S postopkom uniformnega križanja dobimo naslednje dva potomca.
C1: 1 0 0 0 0 0 1 1 1
C2: 1 0 1 1 1 1 0 0 1
4.2.5 Mešano križanje (binarno kodiranje)
Mešano križanje (angl. shuffle crossover (SX)) je povezano s prejšnjim križanjem.
Naključno se generira binarni niz. Geni obeh stašev se spremenijo iz 0 v 1 oziroma
obratno, če je element v binarnem nizu enak 1. Za tem se izvede eno-točkovno
križanje.
Primer 4.5. Naključno se generira binarni niz.
BN: 0 0 1 0 1 1 1 0 1
Dana imamo naslednja starševska kromosoma:
P1: 1 0 0 1 0 0 1 0 1
P2: 1 0 1 0 1 1 0 1 1
Enice v binarnem nizu predstavljajo pozicije, ki jih moramo premešati.
P1: 1 0 1 1 1 1 0 0 0
P2: 1 0 0 0 0 0 1 1 0
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Recimo, da je naključno izbrana točka križanja na četrtem mestu, kateremu sledi
eno-točkovno križanje. Potomci, ki jih dobimo:
C1: 1 0 1 1 0 0 1 1 0
C2: 1 0 0 0 1 1 0 0 0
Sedaj si poglejmo nekatere metode križanja še v primeru permutacijskega kodiranja.
4.2.6 Eno-točkovno križanje (premutacijsko kodiranje)
Kot že omenjeno, se pri eno-točkovnem križanju točka križanja izbere naključno, pri
čemer ima vsaka točka enako verjetnost izbire. S tem se v vsakem od starševskih
kromosomov ustvarita dva podniza. Prvi podniz prvega starša se vstavi v prvega
potomca. Geni drugega starša se nato po vrsti vstavijo v prvega potomca, pri čemer
izpustimo ponavljajoče se vrednosti, da se izognemo dvojnosti. Drugega potomca
dobimo tako, da zamenjamo vlogi staršev.
Primer 4.6. Dana imamo naslednja starševska kromosoma:
P1: 1 2 3 4 5 6 7 8 9
P2: 4 7 5 1 3 8 2 9 6
Naj bo točka križanja na četrtem mestu. Prvega potomca dobimo tako, da prve štiri
gene preslikamo iz prvega starša. Ostale gene vstavljamo po vrstnem redu drugega
starša, pri čemer izpustimo dvojnike.
C1: 1 2 3 4 7 5 8 9 6
Na podoben način dobimo drugega potomca.
C2: 4 7 5 1 2 3 6 8 9
4.2.7 Dvo-točkovno križanje (premutacijsko kodiranje)
Dvo-točkovno križanje je podobno eno-točkovnemu križanju. Tu sta namesto enega
naključno izbrani dve točki križanja. S tem se v obeh starših ustvarijo trije podnizi.
Drugi podniz prvega starša se kopira v prvega potomca. Iz drugega starša kopiramo
ostali gene na ista mesta, pri čemer izpustimo ponavljajoče se vrednosti. Prazna
mesta zapolnimo z geni drugega starša, pri čemer upoštevamo vrsti red po drugi
točki križanja. Drugega potomca dobimo tako, da zamenjamo vlogi staršev.
Primer 4.7. Naj bosta starševska kromosoma ista kot v prejšnjem primeru in naj
bosta točki križanja na tretjem in šestem mestu.
P1: 1 2 3 4 5 6 7 8 9
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P2: 4 7 5 1 3 8 2 9 6
Srednji podniz prvega starša (4− 5− 6) vstavimo v prvega potomca.
C1: 4 5 6
Nato iz drugega starša vstavimo elemente na ista mesta, pri čemer izpustimo tiste,
ki smo jih dodali že iz prvega starša.
C1: 7 4 5 6 2 9
Prazna mesta sedaj zapolnimo z geni drugega starša, pri čemer upoštevamo vrstni
red po drugi točki križanja. S tem dobimo prvega potomca.
C1: 1 7 3 4 5 6 2 9 8
Drugega potomca dobimo na podoben način.
C2: 4 2 5 1 3 8 7 6 9
4.2.8 Verjetnost križanja
Verjetnost križanja pc je osnovni parameter, ki določa, kako pogosto se bo izvedlo
križanje. Če je pc = 0, potem so potomci natančni izvodi staršev. Če je pc = 1, po-
tem so vsi potomci ustvarjeni s križanjem. Križanje se uporablja v upanju, da bodo
novi kromosomi vsebovali dobre gene starševskih kromosomov. Empirične raziskave
so pokazale, da se najboljši rezultati dosežejo z verjetnostjo križanja med 0, 65 in
0, 85 ([34]). To pomeni, da je verjetnost, da izbrani kromosom ostane nespremenjen
(razen sprememb, ki izhajajo iz mutacije), med 0, 15 in 0, 35.
4.3 Operator mutacije
Po križanju so posamezniki podvrženi mutaciji. Operator križanja poskuša izboljšati
trenutno rešitev, medtem ko operator mutacije pomaga pri raziskovanju celotnega
iskalnega prostora. Poleg tega preprečuje algoritmu ujetje v lokalni ekstrem in
ohranja raznolikost populacije. Mutacija igra vlogo vračanja izgubljenih genskih
materialov in naključno motečih genskih informacij.
Za različne vrste kodiranja obstaja veliko različnih oblik mutacije. Za binarno
predstavitev lahko preprosta mutacija vključuje obrnitev (spreminjanje 0 v 1 in obra-
tno) vrednosti vsakega gena z majhno verjetnostjo. V nadaljevanju so predstavljeni
primeri mutacij za permutacijsko kodiranje.
4.3.1 Mutacija z zamenjavo
Naključno izberemo dva elementa in zamenjamo njuni poziciji. Mutacija z zame-
njavo (angl. swap mutation) ohranja večino informacij o sosedstvu (ni velike spre-
membe v kromosomu).
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Primer 4.8.
1 2 3 4 5 6 7 8 9
Izberemo gena 2 in 5. Tako dobimo:
1 5 3 4 2 6 7 8 9
4.3.2 Inverzna mutacija
Pri inverzni mutaciji (angl. inversion mutation) naključno izberemo dva elementa
in obrnemo vrstni red elementov med njima.
Primer 4.9.
1 2 3 4 5 6 7 8 9
Izberemo gena 2 in 5. Tako dobimo:
1 5 4 3 2 6 7 8 9
4.3.3 Mutacija z vstavljanjem
Pri mutaciji z vstavljanjem (angl. insert mutation) naključno izberemo dva elementa
v kromosomu. Drugi element vstavimo takoj za prvi element. Tako kot pri mutaciji
z zamenjavo, tudi v tej vrsti mutacije ni velike spremembe zaporedja.
Primer 4.10.
1 2 3 4 5 6 7 8 9
Izberemo gena 2 in 5. Tako dobimo:
1 2 5 3 4 6 7 8 9
4.3.4 Mutacija s premikom
Mutacija s premikom (angl. displacement mutation) je precej podobna kot mutacija
z vstavljanjem, le da tu namesto enega elementa naključno vstavimo zaporedje večih
elementov. Naključno se izbere dva gena in vstavi elemente med njima na naključno
mesto.
Primer 4.11.
1 2 3 4 5 6 7 8 9
Izberemo gena 2 in 5. Tako dobimo:
1 6 7 2 3 4 5 8 9
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4.3.5 Mutacija z mešanjem
Pri mutaciji z mešanjem (angl. scramble mutation) se naključno izbere dva gena in
premeša elemente med njima.
Primer 4.12.
1 2 3 4 5 6 7 8 9
Izberemo gena 2 in 5. Tako dobimo:
1 3 5 4 2 6 7 8 9
Prav tako je mogoče izvajati »hill-climbing« mutacijo, kjer se mutacija izvede le
v primeru, če se izboljša kakovost rešitve. Takšen operator lahko pospeši iskanje
ekstrema. Vendar pa je potrebno paziti, saj lahko zmanjša raznolikost populacije in
pripelje do tega, da se algoritem približa lokalnemu ekstremu.
4.3.6 Verjetnost mutacije
Pomemben parameter pri mutaciji je njegova verjetnost. Verjetnost mutacije pm
določa, kako pogosto se izvaja mutacija. Če pm = 0, potem potomci nastanejo takoj
po križanju brez kakršnekoli spremembe. Če je pm = 1, potem na vsakem koraku
izvedemo mutacijo. Verjetnost se običajno vzame približno 1/L, kjer je L dolžina
kromosoma. Paziti moramo, da verjetnost ni previsoka, saj se v tem primeru GA
lahko spremeni v naključno iskanje ([21]).
5 Genetski algoritem in problem usmerjanja vozil
pri omejenih zmogljivostih
Za reševanje problema usmerjanja vozil je priporočljivo uporabiti pristop metahe-
vrističnih metod, med katere spada genetski algoritem ([25]). V tem poglavju se
osredotočimo na reševanje problema usmerjanja vozil pri omejenih zmogljivostih z
uporabo genetskega algoritma. Kot že omenjeno v tretjem poglavju, so GA razred
evolucijskih algoritmov, ki so jih John Holland in njegovi sodelavci predstavili v
sedemdesetih letih in so bili uporabljeni za iskanje natančnih ali približnih rešitev
optimizacijskih problemov. GA so se izkazali za uspešne pri reševanju številnih
kombinatoričnih problemov.
Celoten proces genetskega algoritma poteka v naslednjih korakih:
1. Ustvari se začetna populacija, kjer je vsak posameznik izražen preko definira-
nega kodiranja.
2. Začetno populacijo se oceni s pomočjo kriterijske funkcije.
3. Z operatorjem selekcije se izbere podskupina populacije (tako imenovani starši),
ki se bo uporabljala za ustvarjanje potomcev.
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4. Za ustvarjanje novih potomcev se na starših uporabi operator križanja.
5. Na izbranih posameznikih se z določeno verjetnostjo uporabi operator muta-
cije, ki algoritmu preprečuje ujetje v lokalni ekstrem in ohranja raznolikost
populacije.
6. Posameznike v trenutni populaciji zamenjamo z novo nastalimi potomci.
7. Če konvergenčni kriterij ni izpolnjen, potem se vrnemo na tretji korak.
Genetski algoritem lahko razdelimo na več pod-delov, ki so opisani v sledečih pod-
poglavjih.
5.1 Kodiranje
Problem trgovskega potnika v resnici predstavlja problem usmerjanja vozil z enim
vozilom. Rešitev problema TSP z n strankami lahko predstavimo s permutacijo veli-
kosti n. Le-ta predstavlja vrstni red, po katerem mora vozilo obiskati vse stranke, ob
predpostavki, da je vsaka stranka obiskana natanko enkrat. Vendar pa je potrebno
omeniti, da taka predstavitev nima nobenih dodatnih informacij in da kromosom v
obliki permutacije za TSP ne določa enolične rešitve za VRP.
Dejansko so TSP kromosomi preprosto zaporedja celih števil, kjer vsako število
predstavlja drugo mesto in zaporedje predstavlja čas, pri katerem je mesto obiskano.
Lahko ga obravnavamo kot permutacijo, ki zagotavlja, da so vsa mesta obiskana
natanko enkrat.
Za problem usmerjanja vozil bomo uporabili permutacijsko kodiranje. Vsaka
permutacija predstavlja eno rešitev, ki si jo lahko razlagamo kot povezane poti.
Iskalni prostor S vsebuje vse permutacije.
Primer 5.1. Recimo, da imamo 9 strank, ki jih želimo obiskati. Za TSP lahko eno
izmed rešitev predstavimo na naslednji način:
4 6 7 3 2 8 5 9 1
Ta rešitev predstavlja vrstni red, po katerem mora trgovski potnik obiskati stranke.
Za VRP lahko eno izmed rešitev predstavimo na naslednji način:
4 6 7 3 2 8 5 9 1
Ta rešitev vsebuje tri povezane poti, za vsako vozilo posebej. Pot za prvo vozilo je
enaka 4− 6− 7, za drugo vozilo 3− 2− 8 in za tretje vozilo 5− 9− 1.
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5.2 Začetna populacija
Začetna populacija m kromosomov se ponavadi generira naključno. V literaturi
([17], [13]) predlagajo, da je velikost začetne populacije približno 30 do 40.
Zgodi se lahko, da več različnih posameznikov predstavlja enako rešitev (npr.
kromosoma 123|456|789 in 456|123|789). Za večjo razpršenost rešitev in zmanjšanje
tveganja prezgodnje konvergence je priporočljivo izločiti identične rešitve oziroma
klone. Ker je zaznavanje klonov lahko precej dolgotrajno, lahko uporabimo hitrejši
postopek, pri kateri se morata stroška dveh rešitev razlikovati vsaj za konstanto
∆ > 0 (to imenujemo ∆-lastnost) [17].
5.3 Ocenjevanje posameznikov
Posamezno rešitev za dani problem usmerjanja vozil ocenimo s pomočjo kriterijske
funkcije. Kriterijska funkcija f formulira cilj, ki ga je treba doseči. Vsaki rešitvi v
iskalnem prostoru S priredi realno vrednost, ki predstavlja kakovost ali primernost
rešitve, f : S → R. Pri številnih problemih usmerjanja, kot sta TSP in VRP, je cilj
zmanjšati dolžino celotne prevožene poti.
Pri tem je potrebno omeniti, da je uporaba permutacijskega kodiranja za VRP
veliko bolj zapletena kot za TSP, saj je potrebno pred izračunom kriterijske funk-
cije rešitev razdeliti na izvedljive posamezne poti, pri čemer je potrebno upoštevati
različne omejitve zastavljenega problema.
Za delitev rešitve na izvedljive poti bomo izbrali preprost postopek, ki temelji
na pohlepnem pristopu. Postopek poteka tako, da prvo vozilo služi čim večjemu
številu strank iz začetnega dela kromosoma glede ne kapacitetno zmogljivost Q,
drugo vozilo služi čim večjemu številu strank od naslednjega dela kromosoma itd.
Ta pohlepna metoda je relativno hitra, čeprav ni nujno optimalna.
Primer 5.2. Naj bo dana kapacitetna zmogljivost vozil Q = 10 in naj bo povpra-
ševanje petih strank enako q = (2, 4, 3, 3, 5). Poleg tega naj bo ena izmed rešitev
podana kot
1 2 3 4 5 .
Za delitev rešitve na izvedljive poti bomo uporabili pohlepni algoritem. V prvo
vozilo po vrsti dodajamo stranke, kot si sledijo v kromosomu, dokler povpraševanje
strank ne preseže kapacitete vozila Q. Dobimo, da bo prvo vozilo obiskalo stranke
1, 2 in 3. Če dodamo še stranko 4, potem se krši kapacitetno omejitev, saj je
q1 + q2 + q3 + q4 = 2 + 4 + 3 + 3 = 12 > Q. Na podoben način bo drugo vozilo
obiskalo stranki 4 in 5, saj q4+q5 = 3+5 = 8 < Q. Delitev rešitve lahko predstavimo
kot
1 2 3 4 5 .
Pri tem moramo upoštevati tudi to, da mora vsako vozilo začeti in končati v skla-
dišču. Tako da, če želimo kromosom opisati kot vrstni red, potem mora izgledati
takole:
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0 1 2 3 0 4 5 0 .
Genetski algoritmi se ponavadi uporabljajo na problemih, ki maksimizirajo kriterij-
sko funkcijo. V obratnem primeru je prilagoditev precej enostavna. Izbira se lahko
prilagodi tako, da so posamezniki z nižjimi vrednostmi kriterijske funkcije boljši. Kot
vemo, je cilj problema usmerjanja vozil minimiziranje potnih stroškov, kar pomeni,
da v tem primeru minimiziramo kriterijsko funkcijo. Za minimizacijo kriterijske
fukncije lahko izberemo kar formulacijo (2.1) iz drugega poglavja. Vsakemu posa-
mezniku θi v populaciji določimo vrednost kriterijske funkcije f(θi), ki jo algoritem
uporabi za nadaljnje iskanje optimalne rešitve. Manjša vrednost kriterijske funkcije
posameznika predstavlja boljšo rešitev.
5.4 Selekcija
Iz začetne populacije je potrebno s pomočjo operatorja selekcije izbrati dva posa-
meznika (t.i. starša), iz katerih se nato s pomočjo operatorja križanja ustvari nova
potomca. Najboljša starša izberemo tako, da primerjamo vsakega posameznika v
populaciji glede na vrednost kriterijske funkcije. V primeru VRP je boljši tisti po-
sameznik, ki ima manjšo vrednost kriterijske funkcije oziroma manjše stroške. Torej
manjši kot so potni stroški, boljša je rešitev in večjo možnost ima posameznik, da
ga izberemo za starša.
V večini literature ([17], [18], [15], [2]) se avtorji odločajo za izbiro turnirske
selekcije. Pri tem operatorju selekcije se iz trenutne populacije ustvari dve naključni
podskupini. V vsaki izmed njiju se za starševski kromosom izbere najboljšega po-
sameznika, torej rešitev z najnižjo vrednostjo kriterijske funkcije.
5.5 Reprodukcija
Po operatorju selekcije sta na vrsti križanje in mutacija, ki pomagata ohranjati
raznolikost populacije. Kot omenjeno, so kromosomi za VRP predstavljeni kot per-
mutacije točk 1, 2, . . . , n. S tako predstavitvijo kromosomov je mogoče uporabiti
različne genetske operatorje, ki pretvarjajo permutacije v permutacije. GA za re-
ševanje VRP so pogosto sestavljeni iz komponent, ki so bile prvotno načrtovane za
TSP. V nadaljevanju si bomo podrobneje ogledali operatorje križanja, ki se upora-
bljajo za reševanje TSP in posledično tudi za reševanje VRP.
5.5.1 Prioritetno križanje
Pri prioritetnem križanju (angl. ordered crossover (OX)) sta naključno izbrani dve
točki križanja. Ti dve točki razdelita starševska kromosoma na tri dele; levi, srednji
in desni del. Križanje poteka na naslednji način: prvi otrok podeduje srednji del
prvega starša, ostale elemente se vstavlja po vrstnem redu drugega starša, pri čemer
izpustimo ponavljajoče se gene. Podoben postopek se uporabi za ustvarjanje drugega
potomca.
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Primer 5.3. Dana imamo dva starševska kromosoma in naj bosta točki križanja
na tretjem in šestem mestu.
P1: 1 2 3 4 5 6 7 8 9
P2: 5 7 4 8 3 1 2 9 6
Srednji del (4− 5− 6) prvega starša kopiramo v prvega potomca. Elemente levega
(1 − 2 − 3) in desnega (7 − 8 − 9) dela pa moramo vstaviti v vrstnem redu, ki ga
določa drugi starš.
C1: 7 8 3 4 5 6 1 2 9
Na podoben način dobimo drugega potomca.
C2: 2 4 5 8 3 1 6 7 9
5.5.2 Prioritetno uniformno križanje
Prioritetno uniformno križanje (angl. uniform order crossover (UOX)) oziroma tudi
križanje glede na pozicijo (angl. position-based crossover) se začne z naključno ge-
neracijo binarnega niza (torej niza enic in ničel), ki je enake dolžine kot starševska
kromosoma. Prvega potomca dobimo tako, da na mestu, kjer so 1, kopiramo ele-
mente iz prvega starša, ostale gene pa zapolnimo po vrstnem redu drugega starša, pri
čemer izpustimo ponavljajoče gene. Drugega potomca dobimo na podoben način.
Primer 5.4. Naključno se generira binarni niz:
BN: 0 1 1 0 1 0 1 0 1
Dana imamo naslednja starševska kromosoma:
P1: 1 2 3 4 5 6 7 8 9
P2: 5 7 4 8 3 1 2 9 6
Prvega potomca dobimo tako, da na mesta kjer so enice, vstavimo elemente prvega
starša. Ostale elemente prvega potomca zapolnimo z elementi drugega starša.
C1: 4 2 3 8 5 1 7 6 9
C2: 1 7 4 5 3 8 2 9 6
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5.5.3 Ciklično križanje
Osnovna ideja cikličnega križanja (angl. cycle crossover (CX)) je, da vsak element iz
dveh staršev kopiramo na njegovo osnovno pozicijo. Križanje se začne z ustvarjanjem
cikla iz elementov prvega starša:
• Začni s prvim elementom v prvem staršu.
• Najdi isti element v drugem staršu.
• Pojdi na pozicijo tega elementa v prvem staršu in dodaj ta element v cikel.
• Ponovi zgornje korake, dokler ne prideš do prvega elementa v prvem staršu.
Elemente tega cikla vstavimo v prvega potomca na iste pozicije, kot so v prvem
staršu. Naslednji cikel ustvarimo tako, da začnemo pri naslednjem prostem elementu
v prvem staršu. Elemente tega cikla kopiramo v drugega potomca. Zgornji postopek
ponavljamo, dokler ne zmanjka elementov v prvem staršu. Na prazna mesta v obeh
potomcih na iste pozicije vstavimo elemente drugega starša.
Primer 5.5. Dana imamo naslednja starševska kromosoma:
P1: 1 2 3 4 5 6 7 8 9
P2: 5 7 4 8 3 1 2 9 6
Začnemo z ustvarjanjem cikla v prvem staršu. Prvi element P1 je enak 1 in je v P2
na šestem mestu. Element v prvem staršu na šestem mestu je enak 6 in predstavlja
drugi element v ciklu: 1 − 6. Element 6 je v drugem staršu na zadnjem mestu in
na tej poziciji imamo v prvem staršu element 9. S tem dobimo tretji element cikla:
1 − 6 − 9. Nadaljujemo postopek in dobimo, da prvi cikel predstavljajo elementi
1− 6− 9− 8− 4− 3− 5. Elemente tega cikla vstavimo v prvega potomca, na iste
pozicije, kot jih imajo v P1.
C1: 1 3 4 5 6 8 9
Sedaj ustvarimo drugi cikel, tako, da začnemo pri naslednjem prostem elementu v
P1, ki je enak 2. Ta element je v P2 na sedmem mestu in na tej poziciji je v P1
element 7. Tako dobimo drugi cikel 2 − 7, katerega elementa kopiramo v drugega
potomca, na iste pozicije, kot jih imata v P1.
C2: 2 7
Porabili smo vse elemente iz P1, kar pomeni, da nam preostane samo še to, da na
prazna mesta obeh potomcev na iste pozicije vstavimo elemente drugega starša.
C1: 1 7 3 4 5 6 2 8 9
C2: 5 2 4 8 3 1 7 9 6
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5.5.4 PP križanje
Pri PP križanju (angl. precedence preservative crossover (PPX)) se naključno ustvari
niz sestavljen iz {1, 2}. Le-ta določa vrstni red, v katerem se kopirajo elementi iz
prvega in drugega starša. Začnemo s praznim potomcem, ki mu dodajamo elemente
prvega in drugega starša skladno z vrstnim redom, ki je v nizu. Če je v nizu 1,
potem vstavimo element prvega starša, če je v nizu 2, pa element drugega starša.
Izbran element, ki se doda potomcu, se nato izbriše v obeh starših. Ta postopek
ponavljamo, dokler nista oba starša prazna in potomci vsebujejo vse elemente.
Primer 5.6. Naključno se generira niz, kjer 1 predstavlja prvega starša in 2 drugega
starša.
Niz: 1 2 2 1 1 1 2 2 1
Dana imamo naslednja starševska kromosoma:
P1: 1 2 3 4 5 6 7 8 9
P2: 5 7 4 8 3 1 2 9 6
Prvi element niza je enak 1, kar pomeni, da moramo v praznega potomca vstaviti
element prvega starša, torej 1. Ta element nato izbrišemo iz obeh staršev. Drugi
element v nizu je enak 2, kar pomeni, da moramo vzeti element drugega starša, torej
5. Ta element zopet izbrišemo iz obeh staršev. Naslednji element v nizu je enak 2,
kar pomeni, da moramo vzeti naslednji element drugega starša, ki je enak 7. Tega
izbrišemo iz obeh staršev in nadaljujemo postopek, dokler nista oba starša prazna.
C1: 1 5 7 2 3 4 8 9 6
Drugega potomca dobimo tako, da zamenjamo elemente v nizu. Namesto 1 posta-
vimo 2 in obratno.
Niz: 2 1 1 2 2 2 1 1 2
C2: 5 1 2 7 4 8 3 6 9
5.5.5 Križanje z delnim ujemanjem
Križanje z delnim ujemanjem (angl. partially matched crossover (PMX)) je mogoče
uporabiti v TSP in je precej zapleten, zato bo najbolje, da si ga ogledamo na primeru.
Primer 5.7. Dana imamo naslednja starševska kromosoma in naj bosta točki kri-
žanja na drugem in šestem mestu.
P1: 1 2 3 4 5 6 7 8 9
P2: 5 7 4 8 3 1 2 9 6
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Vmesni del prvega starša kopiramo v prvega potomca.
C1: 3 4 5 6
Sedaj se osredotočimo na vmesni del drugega starša, torej (4−8−3−1). Elemente,
ki niso del potomca, označimo z i. Torej v našem primeru bo i = {8, 1}. Za vsak
element iz i poiščemo element na istem mestu v prvem staršu in ga označimo z j.
Torej 8→ 4 in 1→ 6, iz česar sledi j = {4, 6}.
Nato je potrebno elemente iz i postaviti na mesta, ki jih zavzemajo elementi iz j v
drugem staršu. Element 4 ∈ j je na tretjem mestu, element 6 ∈ j pa je v P2 na
zadnjem mestu.
Na zadnje mesto torej vstavimo 1 ∈ i.
C1: 3 4 5 6 1
Ker je na tretjem mestu potomca že element 3, tu ne moremo vstaviti elementa
iz i. Zato pogledamo na katerem mestu je element 3 v P2, in dobimo da je na
petem mestu, vendar pa je tudi to mesto v potomcu že zasedeno z elementom 5.
Nadaljujemo postopek, element 5 je v P2 na prvem mestu. To mesto v potomcu je
prazno, kar pomeni, da tja vstavimo element 8 ∈ i.
C1: 8 3 4 5 6 1
Ostala mesta v potomcu zapolnemo z elementi iz drugega starša in dobimo:
C1: 8 7 3 4 5 6 2 9 1
Analogno dobimo drugega potomca.
C2: 5 2 4 8 3 1 7 6 9
5.5.6 Križanje z rekombinacijo povezav
Križanje z rekombinacijo povezav (angl. edge recombination crossover (ERX)) inter-
pretira kromosom kot neusmerjen cikel. Ideja je, da bi moral potomec podedovati
čim več povezav iz starševskih kromosomov, pri čemer imajo skupne povezave iz
obeh staršev prednost. To križanje temelji na konceptu sosedov, torej vozliščih, ki
so v bližini obravnavanega vozlišča, bodisi znotraj prvega ali drugega starša.
Postopek se začne z izbiro poljubnega vozlišča in se nadaljuje s primerjavo nje-
govih sosedov v obeh starših. Za naslednje vozlišče se izbere sosed, čigar seznam
sosedov je najkrajši. Če je dolžina seznama sosedov enaka, potem se naslednika
izbere naključno.
Primer 5.8. Dana imamo naslednja starševska kromosoma:
P1: 1 2 3 4 5 6 7 8 9
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P2: 5 7 4 8 3 1 2 9 6
Poljubno izberemo vozlišče 1 in pogledamo njegova sosednja vozlišča v obeh starših.
Naslednje vozlišče bo torej izbrano med sosednjimi vozlišči 2, 9 in 3. Ker je povezava
1→ 2 skupna obema staršema ima vozlišče 2 prednost.
C1: 1 2
V naslednjem koraku izberemo tretji element potomca med sosedi vozlišča 2, torej
1, 3 in 9. Ker je vozlišče 1 že prisotno v potomcu, izbiro omejimo na elementa 3 in
9. Oba imata enako število sosedov, vozlišče 3 ima sosede 2, 4, 8 in 1 in vozlišče 9
ima sosede 1, 8, 2 ter 6. Ker imata oba štiri različne sosede, naključno določimo, da
bo naslednje vozlišče 9.
C1: 1 2 9
Sosedi vozlišča 9 so enaki 1, 8, 2 in 6, pri čemer vozlišči 1 in 2 lahko izključimo, saj
sta že vključeni v potomca. Vozlišče 6 ima tri sosede, medtem ko ima vozlišče 8 štiri
sosede. Izberemo tistega z manjšim številom sosedov, torej vozlišče 6.
C1: 1 2 9 6
S ponavljanjem postopka dobimo
C1: 1 2 9 6 5 4 7 8 3
Za drugega potomca si prav tako za začetno vozlišče izberemo element na prvem
mestu, ki je enak 5. S ponovitvijo zgornjega postopka dobimo
C2: 5 6 7 4 8 3 1 2 9
5.5.7 Križanje z alterniranjem povezav
V primerjavi s prejšnjim križanjem, križanje z alterniranjem povezav (angl. alter-
nating edge crossover (AEX)) interpretira kromosom kot usmerjeni cikel povezav.
Postopek se začne z naključno izbiro povezave iz prvega staša. Potomec se oblikuje
tako, da alternirajoče izmenjujemo povezave prvega in drugega starša. V primeru
neizvedljivosti je potrebno upoštevati nekatere dodatne naključne odločitve.
Primer 5.9. Dana imamo naslednja starševska kromosoma:
P1: 1 2 3 4 5 6 7 8 9
P2: 5 7 4 8 3 1 2 9 6
Postopek se začne z izbiro povezave 1→ 2 iz prvega starša. Torej potomec na prvem
koraku izgleda tako:
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C1: 1 2
Nato se doda povezava iz drugega starša, ki se začne z 2, to je 2→ 9.
C1: 1 2 9
Povezava 9→ 1 iz prvega starša ustvari cikel, zato je takšna izbira neizvedljiva. Da
bi se temu izognili, se naslednje vozlišč izbere naključno, na primer 5.
C1: 1 2 9 5
Nadaljujemo postopek, tako da izberemo povezavo 5 → 7 iz P2, nato 7 → 8 iz P1,
8→ 3 iz P2, 3→ 4 iz P1. Povezava 4→ 8 iz P2 ustvari cikel, zato dodamo preostalo
vozlišče, ki je enako 6.
C1: 1 2 9 5 7 8 3 4 6
Za drugega potomca si za začetno povezavo izberemo 5→ 7. S ponovitvijo zgornjega
postopka dobimo
C2: 5 7 8 3 4 6 1 2 9
5.5.8 Hevristično križanje
Hevristično križanje (angl. heuristic crossover - HGreX) je podobno prejšnjemu,
le da pri tem upoštevamo tudi uteži na povezavah. Te uteži predstavljajo strošek
med dvema vozliščema. Postopek križanja se začne z naključno izbiro vozlišča in
poteka tako, da se na vsakem koraku izbere povezavo z manjšimi stroški, pri če-
mer primerjamo oba starša. V primeru neizvedljivosti se izvedejo nekatere dodatne
odločitve.
Primer 5.10. Naj bosta starša enaka kot v prejšnjem primeru:
P1: 1 2 3 4 5 6 7 8 9
P2: 5 7 4 8 3 1 2 9 6
Predpostavimo, da imajo povezave med vozlišči naslednje stroške:
P1: c12 = 2, c23 = 5, c34 = 6, c45 = 8, c56 = 3, c67 = 6, c78 = 4, c89 = 4, c91 = 3
P2: c57 = 6, c74 = 4, c48 = 2, c83 = 2, c31 = 6, c12 = 2, c29 = 3, c96 = 3, c65 = 3
Postopek se začne z naključno izbiro vozlišča, na primer 1. Poglejmo si povezavi
obeh staršev, ki gredo iz vozlišča 1. Oba starša vsebujeta isto povezavo 1→ 2, kar
pomeni, da potomec izgleda tako:
C1: 1 2
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Nato pogledamo starševske povezave, ki zapuščajo vozlišče 2, to sta 2→ 3 s stroški
c23 = 5 za prvega starša in 2 → 9 s stroški c29 = 3 za drugega starša. Izberemo
povezavo 2→ 9, saj so stroški manjši.
C1: 1 2 9
Za vozlišče 9 imamo povezavo 9 → 1 in 9 → 6, obe s stroški c91 = c96 = 3. Ker bi
povezava 9→ 1 ustvarila cikel, izberemo povezavo 9→ 6.
C1: 1 2 9 6
Postopek nadaljujemo na podoben način. Za vozlišče 6 imamo povezavo 6 → 7 s
stroški c67 = 6 in 6 → 5 s stroški c65 = 5. Izberemo povezavo 6 → 5. Za vozlišče
5 imamo povezavo 5 → 6 in 5 → 7. Prva povezava je neizvedljiva, saj bi prva
ustvarila cikel, zato izberemo drugo. Za vozlišče 7 imamo povezavo 7→ 8 in 7→ 4,
obe s stroški c78 = c74 = 4. Ker imata obe povezavi iste stroške, izberemo poljubno
povezavo, recimo 7→ 4.
C1: 1 2 9 6 5 7 4
Za vozlišče 4 imamo povezavo 4 → 5 in 4 → 8. Prva je neizvedljiva, kar pomeni
da izberemo drugo. In ostane nam samo še vozlišče 3, ki predstavlja zadnji element
potomca.
C1: 1 2 9 6 5 7 4 8 3
Za drugega potomca si prav tako za začetno vozlišče izberemo element na prvem
mestu, ki je enak 5. S ponovitvijo zgornjega postopka dobimo
C2: 5 6 7 8 3 4 1 2 9
Med preproste različice hevrističnega križanja štejemo še dva operatorja, HRndX
in HProX. Vsebujeta iste korake kot HGreX, vendar z različnimi merili za izbiro
povezave. Medtem ko hevristično križanje uporablja pohlepni pristop in vedno izbere
najcenejšo povezavo, HRndX in HProX povezavo izbereta naključno. Pri čemer
HRndX izbere poljubno povezavo z enako verjetnostjo, HProX pa daje prednost
cenejši povezavi. Za iste starše P1 in P2 iz prejšnjega primera, lahko HRndX ali
HProX ustvarita drugačnega potomca kot hevristično križanje. Na primer:
C: 1 2 9 6 7 4 5 8 3
Po operatorju križanja se izvede mutacija z naključno izbiro kromosomov v novi
populaciji, katerim mutiramo posamezne gene. Pri mutaciji se iz ene same rešitve
ustvari nov potomec, ki ima spremenjene nekatere značilnosti. Z mutacijo odkrivamo
naključne možne rešitve, ki jih sicer sploh ne bi opazili.
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5.5.9 Verjetnost reprodukcije
Uporaba operatorja križanja je zelo pomembna za pridobivanje dobrih rešitev, zato
je ponavadi verjetnost pc kar visoka. V [15] je pc = 0, 75, v [2] pa je pc = 0, 65.
Operator mutacije lahko pomaga izboljšati rešitve in preprečiti ujetje v lokalni
ekstrem, zato je pomembno, da verjetnost pm ̸= 0. Običajno se uporablja pm = 0, 05
([17]) ali pm = 0, 1 ([15]). V ([18], [2]) za mutacijo uporabijo kar kombinacijo
različnih operatorjev: mutacijo z vstavljanjem, inverzijsko mutacijo in mutacijo z
zamenjavo.
Običajno je verjetnost križanja enaka 0,8 in verjetnost mutacije 0,1 ([2]).
5.6 Zamenjava
Velikost populacije mora biti na vsakem koraku enaka začetni velikosti, kar pomeni,
da ne moremo obdržati vseh staršev in potomcev. Potrebno je določiti, katere po-
sameznike bomo nadomestili z novo nastalimi kromosomi. Tradicionalno potomci
nadomestijo starše. V [17] se naključno obdrži samo enega potomca in zavrže dru-
gega. Ta metoda naj bi delovala bolje, kot če bi obdržali oba oziroma boljšega
potomca.
Ker zaradi operatorjev reprodukcije ne želimo izgubiti najboljših posameznikov,
bomo uporabili elitizem. Za stopnjo bomo uporabili 5%, kar pomeni, da na vsa-
kem koraku vedno obdržimo 5% posameznikov, ki predstavljajo najboljše rešitve v
populaciji.
5.7 Zaustavitveni kriterij
GA moramo podati zaustavitveni kriterij, saj bi se drugače algoritem izvajal v nedo-
gled. V literaturi so največkrat uporabljeni naslednji kriteriji ustavljanja za VRP:
1. Doseženo maksimalno število iteracij ([17], [13], [18], [15], [2])
2. Doseženo maksimalno število iteracij brez izboljšave najboljše rešitve ([17])
3. Dosežena časovna omejitev ([18])
4. Dosežena optimalna rešitev znanega problema ([17])
Verjetnost izboljšanja najboljšega posameznika narašča sorazmerno z računskim ča-
som. Torej, število iteracij brez izboljšanja je premo sorazmerno z verjetnostjo
izboljšanja. Zelo pomembno je dobro izbrati velikost zaustavitvenega pogoja, saj
bi nizka vrednost prezgodaj zaključila algoritem s slabo podano rešitvijo, medtem
ko bi velika vrednost sicer povečala čas računanja, vendar pa bi s tem morda pri-
šli do boljše rešitve. Velikost zaustavitvenega kriterija je seveda odvisna tudi od
zastavljenega problema ter računalniškega pomnilnika.
5.8 Omejitve genetskega algoritma
GA delujejo in dajejo odlične rezultate, če se jih pravilno uporabi na ustreznih
problemih. Robustnost algoritma je bistvenega pomena za uspešnost algoritma.
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Robustnost se nanaša na sposobnost izvajanja na velikem številu problemov. Spodaj
so opisane nekatere omejitve, s katerimi se srečujemo pri uporabi GA.
• Tako kot večina metahevrističnih metod GA ne jamči, da bi našli globalni
ekstrem. Ponavadi je zadovoljen že s »sprejemljivo dobrimi« rešitvami za
problem.
• GA so izjemno splošni, zato nekatere specifične tehnike za reševanje določenih
problemov lahko izpodrinejo GA v hitrosti in točnosti končnega rezultata.
• Zaradi stohastičnih značilnosti GA ustvarjajo rešitve tako v izvedljivem kot
tudi neizvedljivem prostoru. Z uporabo metod popravil in izboljšav lahko
pripomoremo k ohranjanju rešitve v izvedljivem iskalnem prostoru. Vendar pa
lahko ena popravljena omejitev krši druge. Taki pristopi lahko privedejo do
neustreznega rezultata, če jih uporabimo na napačno zastavljenem problemu.
Standardni GA je sposoben vključiti še druge optimizacijske metode za proizvo-
dnjo hibrida, ki lahko pripelje do večje učinkovitosti in s tem zmanjša zgoraj opisane
omejitve.
6 Aplikacija
V tem poglavju je opisana aplikacija za reševanje problema usmerjanja vozil s po-
močjo genetskega algoritma. Napisana je v programskem orodju Shiny, ki omogoča
enostavno gradnjo interaktivnih spletnih aplikacij neposredno iz programa R ([32]).
Le-te so uporabnikom bolj prijazne za uporabo.
Za razvoj aplikacije sem se odločila uporabiti GA paket (verzija 3.2), saj predsta-
vlja prilagodljivo orodje za izvajanje genetskih algoritmov ([29]). Namen GA paketa
je zagotoviti fleksibilen, splošen paket v programu R za izvajanje genetskih algo-
ritmov v zveznem in diskretnem primeru, ki je lahko bodisi omejen ali ne ([20]).
Prednost tega paketa je, da omogoča enostavno določitev svoje lastne kriterijske
funkcije glede na obravnavan problem. Na voljo je tudi več genetskih operator-
jev, ki jih je mogoče združiti in s tem raziskati najboljše nastavitve za zastavljen
problem. Poleg tega se lahko določi tudi nove genetske operatorje in zlahka oceni
njihove rezultate.
V paketu je funkcija ga definirana na naslednji način:
ga(type = c("binary", "real-valued", "permutation"),
fitness, ...,
lower, upper, nBits,
population = gaControl(type)$population,
selection = gaControl(type)$selection,
crossover = gaControl(type)$crossover,
mutation = gaControl(type)$mutation,
popSize = 50,
pcrossover = 0.8,
pmutation = 0.1,
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elitism = base::max(1, round(popSize*0.05)),
updatePop = FALSE,
postFitness = NULL,
maxiter = 100,
run = maxiter,
maxFitness = Inf,
names = NULL,
suggestions = NULL,
optim = FALSE,
optimArgs = list(method = "L-BFGS-B",
poptim = 0.05,
pressel = 0.5,
control = list(fnscale = -1, maxit = 100)),
keepBest = FALSE,
parallel = FALSE,
monitor = if(interactive()) gaMonitor else FALSE,
seed = NULL)
V tej funkciji se mora najprej kot tip opredeliti vrsto kodiranja za trenutni pro-
blem. Na razpolago je binarno, realno in permutacijsko kodiranje. Potrebno je
določiti tudi ostale spremenljivke, kot je na primer velikost začetne populacije, šte-
vilo strank itd. Nato je potrebno definirati kriterijsko funkcijo. Genetski operatorji,
kot so križanje in mutacija, se uporabljajo stohastično na vsakem koraku evolucij-
skega procesa, zato je treba določiti njihove verjetnosti pojava. Nazadnje je treba
izbrati še zaustavitveni pogoj.
Kot tip kodiranja (spremenljivka type) bomo seveda izbrali permutacijsko kodira-
nje. Priložena mora biti tabela z natanko štirimi stolpci, ki vsebuje podatke strank.
Stolpci morajo vsebovati mesta oziroma naslove, ki jih želimo obiskati, njegove ge-
ografske širine in dolžine ter povpraševanje. Število strank (spremenljivka upper)
torej lahko dobimo iz števila vrstic v tabeli. V tabeli 2 je prikazan primer z devetnaj-
stimi strankami in enim skladiščem. Podatki o geografski širini in dolžini so prido-
bljeni na spletnem naslovu https://www.latlong.net/convert-address-to-lat-
long.html.
Populacija je generirana naključno in njena velikost je definirana s spremenljivko
popSize. Privzeta vrednost za velikost populacije je enaka 50, vendar pa bomo mi
izbrali 30.
Preden se osredotočimo na kriterijsko funkcijo za ocenjevanje posameznikov, mo-
ramo izračunati matriko stroškov. Strošek med dvema strankama bo v našem pri-
meru predstavljala razdalja med njima izražena v kilometrih. Za to bomo uporabili
funkcijo distm iz paketa geosphere ([30]), ki glede na koordinate dveh mest izračuna
razdaljo med njima. Ta razdalja je izračunana kot najkrajša razdalja med dvema
točkama na elipsoidu (ki predstavlja naš planet). Seveda nas ponavadi ne zanima
daljica oziroma zračna razdalja med krajema ampak dejanska razdalja in včasih tudi
čas potovanja. V tem primeru bi bilo primernejše uporabiti paket gmapsdistance
([31]), ki uporablja Google Maps API (angl. Application Programming Interface).
Na žalost uporaba tega paketa ne omogoča brezplačnega pridobivanja razdalj med
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Mesto Geo. širina Geo. dolžina Povpraševanje
Skladišče 46.056946 14.505751 0
Novo Mesto 45.801083 15.171009 5000
Velenje 46.362274 15.110658 4000
Koper 45.548058 13.730188 8000
Maribor 46.554649 15.645881 9000
Ptuj 46.419952 15.869688 3000
Kranj 46.242832 14.355542 8000
Bovec 46.337978 13.55245 7000
Murska Sobota 46.661362 16.166201 5000
Celje 46.23975 15.267706 10000
Kočevje 45.639198 14.86476 6000
Ilirska Bistrica 45.571331 14.24091 8000
Postojna 45.775028 14.213416 9000
Domžale 46.137878 14.59384 3000
Kamnik 46.22583 14.6117 4000
Ribnica 45.73865 14.72739 7000
Črnomelj 45.57464 15.19018 6000
Idrija 46.002949 14.02786 4000
Ajdovščina 45.886921 13.90979 5000
Bled 46.368328 14.11458 3000
Tabela 2: Tabela podatkov.
kraji, vendar pa ta paket predstavlja eno izmed možnosti izboljšave aplikacije.
Sedaj ko imamo matriko stroškov, lahko določimo kriterijsko funkcijo. Naš cilj je
minimizirati kriterijsko funkcijo, medtem to je cilj funkcije ga njena maksimizacija.
Ravno zaradi tega kriterijsko funkcijo (spodaj vrpFitness) opredelimo kot obratno
sorazmerje vrednosti potnih stroškov (spodaj tourCost). Druga možnost bi bila tudi
ta, da bi pred potnimi stroški postavili znak minus.
vrpFitness <- function(tour, ...) { 1/tourCost(tour, ...) }
Vrednost potnih stroškov in celotno pot (spodaj wholeTour) dobimo z naslednjima
dvema funkcijama.
wholeTour = function(individual, q, Q){
#individual predstavlja posameznika iz populacije
#q je vektor povpraševanj
#Q je kapaciteta vozil
if (any(q>Q)){ #preveri če so vsi elementi <= Q
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stop("Kapaciteta vozila je premajhna.")
}else{
new_tour = c(0, individual[1]) #začeti mora v skladišču
demand = q[individual[1]]
for (i in 2:length(individual)){
demand =demand+q[individual[i]]
if (demand <= Q){
new_tour = c(new_tour, individual[i])
}else{
new_tour =c(new_tour, 0, individual[i])
demand=q[individual[i]]
}
i=+1}
new_tour = c(new_tour, 0) #končati mora v skladišču
new_tour = new_tour + 1
return(new_tour)}
}
tourCost = function(individual, distMatrix, ...){
#distMatrix je matrika stroškov oz. matrika razdalj
route <- embed(wholeTour(individual,...), 2)[,2:1]
cost = sum(distMatrix[route])
return(cost)}
Operator selekcije (spremenljivka selection) lahko izberemo med
• linearno razvrstitveno selekcijo,
• nelinearno razvrstitveno selekcijo,
• selekcijo z ruletnim kolesom ter
• turnirsko selekcijo.
Kot omenjeno v prejšnjem poglavju se v večini literatur odločajo za turnirsko selek-
cijo, zato jo bomo izbrali tudi mi.
Operator križanja (spremenljivka crossover) lahko izberemo med
• krožnim križanjem,
• križanjem z delnim ujemanjem,
• prioritetnim križanjem in
• prioritetno uniformnim križanjem.
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Poleg zgoraj naštetih križanj sem napisala svojo funkcijo še za tri dodatne ope-
ratorje, PP križanje, križanje z rekombinacijo povezav in križanje z alterniranjem
povezav, katerih kode so opisane v Prilogi. Privzeta verjetnost za križanje je enaka
pcrossover = 0, 8.
Operator mutacije (spremenljivka mutation) se izvede na starševskih kromosomih.
Lahko izbiramo med
• inverzno mutacijo,
• mutacijo z vstavljanjem,
• mutacijo z zamenjavo,
• mutacijo s premikom ali
• mutacijo z mešanjem.
Za mutacijo je privzeta verjetnost pmutation = 0, 1.
V algoritmu bomo upoštevali elitizem. Tega se nastavi s spremenljivko elitism, ki
predstavlja število najboljših posameznikov za preživetje v vsaki populaciji. Privzeto
bo na vsaki ponovitvi preživelo 5% najboljših posameznikov.
Za zaustavitev algoritma imamo na voljo naslednje tri možnosti:
• največje število iteracij (maxiter),
• največje število zaporednih populacij brez kakršnegakoli izboljšanja najvišje
vrednosti kriterijske funkcije (run),
• zgornja meja vrednosti kriterijske funkcije (maxFitness).
Mi bomo izbrali največje število iteracij brez izboljšave (spremenljivka run). Če je ta
spremenljivka nastavljena na 1000, to pomeni, da se po 1000 zaporednih iteracijah
brez izboljšanja rešitve algoritem ustavi in poda najboljšo rešitev. Ker se lahko
zgodi, da do tega preteče precej iteracij, bomo uporabili dodatni kriterij, ki zaustavi
algoritem, ko je doseženo največje število iteracij (spremenljivka maxiter). Le-ta bo
nastavljena na 10.000 iteracij. Za pridobivanje istih rezultatov pri vsakem zagonu
algoritma bomo spremenljivko seed nastavili na 12345.
Pri različnih vrednostih zaustavitvenega kriterija run si bomo za vsako križanje
posebej pogledali, kakšen je minimalni strošek rešitve (v kilometrih), število iteracij
in koliko časa potrebuje algoritem, da najde najboljšo rešitev (v sekundah). Treba
je opozoriti, da čas tu ni relevanten, saj se na zmogljivejšem računalniku le-ta lahko
precej zmanjša, zato bomo bolj pozorni na strošek in število iteracij. Za verjetno-
sti križanja in mutacije bomo uporabili kar privzete vrednosti in za mutacijo bomo
izbrali inverzno mutacijo. Obravnavali bomo podatke iz tabele 2 in kapaciteta ho-
mogenih vozil bo enaka Q = 30.000. V tabeli 3 so prikazani rezultati genetskega
algoritma za vseh sedem križanj pri zaustavitvenem kriteriju run z vrednostmi 500,
1000 in 2000 iteracij.
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Run 500 1000 2000
Križanje str. iter. čas str. iter. čas str. iter. čas
CX 979,5 938 2,8 979,5 1438 4,4 979,5 2438 7,1
PMX 942,8 671 1,9 942,8 1171 3,0 942,8 2171 5,8
OX 949,0 626 1,7 949,0 1126 2,9 949,0 2126 5,7
UOX 908,8 664 1,6 908,8 1164 2,9 908,8 2164 5,5
PPX 943,9 686 33,9 943,9 1186 58,6 943,9 2186 110,4
ERX 984,2 1262 17,8 984,2 1762 24,6 984,2 2762 38,1
AEX 984,2 1422 8,1 984,2 1922 11,0 973,4 5042 28,5
Tabela 3: Tabela rezultatov za sedem križanj pri zaustavitvenem kriteriju run z
vrednostmi 500, 1000 in 2000 iteracij.
Kot vidimo iz zgornje tabele, večanje vrednosti zaustavitvenega kriterija run ne
pripomore k iskanju boljših rešitev. To je precej nepričakovan rezultat, saj za vsa
križanja strošek ostane nespremenjen, kljub večaju največjega števila zaporednih
populacij z nespremenjeno vrednostjo kriterijske funkcije. Poveča se samo število
iteracij in čas. To pomeni, da za dan problem algoritem relativno hitro najde naj-
boljšo rešitev, ki je enaka 908,8 km. Izmed vseh sedmih križanj se pri danih nasta-
vitvah najbolj izkaže UOX in se od drugega najboljšega (PMX) razlikuje za 34 km.
ERX in AEX (ki smo ju dodali na novo) sta se izkazala za najslabša, medtem ko
PPX pridobi kar dobro rešitev, vendar pa za to potrebuje največ časa. To je seveda
lahko odvisno tudi od tega, kako je napisana koda. Za dan problem bi torej lahko
sklepali, da je zaustavitveni pogoj run s 500 iteracijami primeren. Ker pa za pro-
bleme z večjim številom strank to morda ne bo držalo, bomo ta kriterij v aplikaciji
raje povečali na 1000.
V naslednjem primeru si bomo pogledali, katere mutacije nam za tri najboljša križa-
nja iz prejšnjega primera (UOX, PMX in PPX) ustvarjajo minimalne potne stroške.
Vsi podatki bodo enaki kot prej, pri čemer bo zaustavitveni pogoj run nastavljen
na 1000.
Križanje UOX PMX PPX
Mutacija str. iter. čas str. iter. čas str. iter. čas
Inverzna 908,8 1164 2,9 942,8 1171 3,0 943,9 1186 58,6
Vstavljanje 1093,4 1217 4,3 1033,3 1231 4,3 1059,0 1150 62,7
Zamenjava 1042,0 1200 4,1 1100,0 1212 4,2 1031,8 1330 61,0
Premik 953,9 1894 4,5 933,5 1838 6,3 908,8 3290 151,1
Mešanje 1063,6 2139 7,5 908,9 1041 3,5 1039,7 1510 70,0
Tabela 4: Primerjava različnih vrst mutacije za UOX, PMX in PPX.
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Iz tabele 4 vidimo, da se za vsako križanje najbolje obnese druga mutacija. Za
UOX je to inverzna mutacija, za PMX mutacija z mešanjem in za PPX mutacija
s premikom. Kot najslabši sta se izkazali mutacija z vstavljanjem in mutacija z
zamenjavo. Vendar pa ne moremo z zagotovostjo trditi, da bi enako slabe rezultate
dobili tudi v primeru s kakšnimi drugimi križanji.
Na sliki 7 je grafično prikazan razvoj populacij v odvisnosti od kriterijske funkcije
v primeru UOX in inverzne mutacije. Z ustvarjanjem novih populacij se izboljšuje
vrednost kriterijske funkcije, kar pomeni, da s skoraj vsako iteracijo populacija po-
staja boljša, dokler ne dosežemo zaustavitvenega kriterija. Kot vidimo, je povprečje
kriterijskih funkcij iz celotne populacije zelo blizu najboljši rešitvi. To bi lahko
pomenilo, da populacija ni dovolj raznolika.
Slika 7: Razvoj populacij v odvisnosti od kriterijske funkcije za prioritetno unifor-
mno križanje in inverzno mutacijo.
Sedaj si bomo pogledali, ali je mutacija sploh pomemben in potreben operator pri
iskanju rešitve problema usmerjanja vozil. Vsi podatki bodo enaki kot prej, le ver-
jetnost mutacije se bo spreminjala. Za vsako križanje posebej, si bomo pogledali
strošek, število iteracij in čas v primeru brez mutacije ter v primeru, ko je verjetnost
mutacije pm enaka 0, 1 in 0, 2.
Kot lahko razberemo iz tabele 5, je v primeru brez mutacije potovalni strošek
precej velik in algoritem se pri vseh križanjih precej hitro zaključi. V primerih,
kjer izvedemo mutacijo, so rezultati primerljivo boljši, vendar pa preveč pogosto
pojavljanje mutacije lahko poslabša rešitev, kot se je to zgodilo na primer za CX,
PMX in UOX. Spomnimo se, da sta v prvem primeru ravno PMX in UOX ustvarili
najmanjše stroške. Zanimivo je tudi, da ima ERX pri pm = 0, 1 najslabšo rešitev,
pri pm = 0, 2 pa doseže najboljšo rešitev (908,8 km). Vendar pa, v primerjavi z
UOX (pri pm = 0, 1) in OX (pri pm = 0, 2), za to porabi kar precej časa (36,1
48
pm 0,0 0,1 0,2
Križanje str. iter. čas str. iter. čas str. iter. čas
CX 1388,4 1.004 2,6 979,5 1438 4,4 1006,8 1302 3,6
PMX 1225,3 1011 2,2 942,8 1171 3,0 978,9 1139 2,7
OX 1265,9 1006 2,3 949,0 1126 2,9 908,8 1175 2,9
UOX 1397,4 1000 2,1 908,8 1164 2,9 980,9 1143 2,7
PPX 1210,1 1010 46,2 943,9 1186 58,6 940,8 1840 81,8
ERX 1259,7 1009 11,0 984,2 1762 24,6 908,8 2515 36,1
AEX 1147,0 1021 4,3 984,2 1922 9,8 976,3 1195 8,4
Tabela 5: Primerjava rezultatov pri različnih verjetnostih mutacije.
sekund). Zaključimo lahko, da ima mutacija ključno vlogo pri iskanju ekstrema in
je ni priporočljivo izpustiti. Prav tako v nekaterih primerih za verjetnost mutacije
ni priporočljivo vzeti prevelike vrednosti, saj lahko poslabša rešitev.
Če povzamemo vse tri primere, je zelo težko določiti pravilne parametre, ki bi
enako dobro odgovarjali različno zastavljenim problemom usmerjanja vozil. Kot
smo opazili, se z zelo majhno spremembo vrednosti posamezne spremenljivke lahko
vrednost rešitve poslabša ali izboljša. Prav tako je težko izbrati samo en najboljši
operator križanja ali mutacije, saj ni nujno, da bo ta deloval z enako učinkovitostjo
na drugače zastavljenem problemu. Ravno zaradi tega ima uporabnik v aplikaciji
možnost sam določiti operatorje križanja in mutacije ter njihove verjetnosti. Pred-
postavili smo tudi, da je spremenljivka seed enaka 12345, vendar bi z drugačno
izbiro, zaradi naključnosti genetskega algoritma, po vsej verjetnosti dobili drugačne
rezultate.
Aplikacija je namenjena uporabnikom, ki želijo z izračunom optimalne poti zmanj-
šati stroške prevoza, bodisi za dostavo blaga, bencina do bencinskih črpalk, prevoza
potnikov itd. Naložena na Shiny strežnik, ki je dostopen preko https://nezasetnik
ar.shinyapps.io/ShinyApp/. Na sliki 8 lahko vidimo njeno vhodno stran. Na levi
strani so napisana navodila za uporabo, na desni strani pa uporabnik lahko naloži
datoteko, ki vsebuje podatke o strankah in izbere ustrezne nastavitve za operatorja
križanja in mutacije.
Uporabnik mora za pravilno delovanje aplikacije naložiti primerno CSV datoteko,
ki vsebuje tabelo podatkov o strankah. Datoteka CSV je posebna vrsta datoteke, ki
se jo lahko ustvari in ureja v Excel-u. Namesto shranjevanja podatkov v stolpcih,
datoteke CSV shranjujejo podatke tako, da jih ločijo s podpičji »;« (v primeru Excel-
a s slovenskimi nastavitvami) oziroma vejicami »,« (v primeru Excel-a z angleškimi
nastavitvami). Uporabnik mora torej ustvariti nov Excel-ov dokument, kateri mora
vsebovati natanko štiri stolpce z naslednjimi imeni: City, Latitude, Longitude in De-
mand. Takoj za glavo stolpa mora v ustrezne stolpce vnesti informacije za skladišče
in ostale stranke. V prvi stolpec mora torej vpisati mesta oziroma naslove, ki jih
želi obiskati, v drugi in tretji stolpec njihove geografske širine in dolžine ter v zadnji
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Slika 8: Uvodna stran aplikacije za reševanje problema usmerjanja vozil z genetskim
algoritmom.
stolpec povpraševanja. Pri tem je potrebno paziti, da je skladišče vneseno takoj
za prvo vrstico, in da je njegovo povpraševanje enako 0. Na koncu mora datoteka
izgledati tako kot na sliki 9. Le-ta vsebuje podatke, ki jih bomo kasneje uporabili
za vrednotenje algoritma. Excel-ovo datoteko se nato shrani kot CSV. Več o tem je
opisano v [33].
Slika 9: Primer ustrezne Excel datoteke.
Končno datoteko uporabnik v aplikacijo naloži s pritiskom na gumb »Browse...« in
poišče datoteko s končnico .csv. Ko je datoteka naložena, izbere še ustrezno ločilo
CSV datoteke, torej podpičje ali vejico. Nato mora vpisati kapaciteto vozil, pri
čemer predpostavljamo homogenost vozil. Prav tako lahko izbira med sedmimi ope-
ratorji križanja in petimi operatorji mutacije ter določi njune verjetnosti. Genetski
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algoritem se začne s pritiskom na gumb »Zaženi«. Po nekaj sekundah se na zavihku
»Rezultati« prikaže najboljša rešitev algoritma.
Slika 10: Grafični prikaz rezultatov problema usmerjanja vozil z uporabo genetskega
algoritma.
Rezultati algoritma so grafično prikazani na zemljevidu, ki je ustvarjen s pomočjo
paketa leaflet. Leaflet je eden izmed najbolj priljubljenih JavaScript paketov
za izdelavo interaktivnih zemljevidov ([28]). S klikom na posamezno mesto na ze-
mljevidu se izpišejo podrobnosti, kot je na primer ime mesta (ki je v CSV datoteki
vnešeno v prvem stolpcu) in povpraševanje (ki je v CVS datoteki vnešeno v zadnjem
stolpcu). Iz slike 10 lahko razberemo, da so za zadovoljitev vseh strank potrebna
minimalno štiri vozila. Podrobnejše informacije o tem, kolikšna je dolžina celotne
poti, število iteracij in pretečeni čas, kot tudi katere stranke naj obišče katero vozilo,
so opisane pod zemljevidom in izgledajo tako kot na sliki 11. Za posamezno pot so
poleg opisa podani tudi njeni stroški in zapolnjenost vozila.
Če želi uporabnik spremeniti izbrane parametre, lahko to stori na desni strani
aplikacije in potem ponovno pritisne gumb »Zaženi«.
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Slika 11: Rezultati problema usmerjanja vozil z genetskim algoritmom.
7 Zaključek
Problem usmerjanja vozil je eden najbolj raziskanih kombinatoričnih optimizacij-
skih problemov ([8]). V številnih znanstvenih revijah lahko najdemo veliko število
člankov, ki predstavljajo matematične modele in (meta)hevristične algoritme za re-
ševanje različnih variant problemov usmerjanja vozil. Čeprav je bil problem usmer-
janja vozil opisan že kar nekaj let nazaj, še vedno privablja veliko raziskovalcev
iz akademskega kot tudi industrijskega področja, predvsem za reševanje realnega
problema.
Veliko število aplikacij za reševanje VRP je pokazalo, da računalniška podpora
prinaša znatne prihranke pri stroških prevoza. Poleg računalniške podpore je uspeh
pri zmanjšanju stroškov potrebno pripisati tudi razvoju strogih matematičnih mode-
lov, ki upoštevajo skoraj vse značilnosti VRP v realnem svetu. Ustrezni algoritmi in
njihove računalniške implementacije (programska orodja) imajo torej ključno vlogo
pri iskanju kakovostnih izvedljivih rešitev v sprejemljivih časih računanja.
Cilj magistrske naloge je bil podroben opis problema usmerjanja vozil in ge-
netskega algoritma. Videli smo, da obstaja več vrst VRP, kot na primer problem
usmerjanja vozil s kapacitetnimi in časovnimi omejitvami, s prevzemom in dostavo,
z več kot enim skladiščem itd. Eksaktni algoritmi za tak razred problemov (v naj-
slabšem primeru) zahtevajo eksponentni čas, zaradi česar spadajo med NP-težke
probleme. Za reševanje teh problemov je zato boljše uporabiti metahevristične al-
goritme, med katere spada tudi GA. S tem sicer žrtvujemo zagotovilo, da bomo
našli optimalno rešitev, dobimo pa relativno dobro rešitev v mnogo krajšem času.
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Za dobro delovanje genetskega algoritma je ključna izbira primernega kodiranja kro-
mosomov in kriterijske funkcije glede na zastavljen problem. GA je močno odvisen
tudi od izbire genetskih operatorjev, kot so selekcija, križanje in mutacija. Operator
selekcije iz celotne populacije izbere najboljše posameznike, ki so kasneje podvr-
ženi operatorju križanja in mutacije. S tem pripomorejo k izboljšanju kriterijske
vrednosti populacije.
V literaturi [17] so algoritmi za omenjene VRP kritizirani, saj naj bi bili preveč
osredotočeni na specifične modele, ki vključujejo nerealne predpostavke. Čeprav
omenjene različice VRP posnemajo nekatere situacije v realnem svetu, pa te ne
odražajo celotnega problema. VRP v realnem svetu se ponavadi imenuje bogat
problem usmerjanja vozil in dandanes še vedno predstavlja zelo težek problem.
Drugi cilj je bil razvoj aplikacije za reševanje problema usmerjanja vozil pri
omejenih zmogljivostih s pomočjo genetskega algoritma. Na primeru z devetnajstimi
strankami in enim skladiščem smo raziskali kakšne so prednosti in slabosti različnih
operatorjev križanja in mutacije. Videli smo, da uporaba mutacije vedno izboljša
rešitev algoritma in pomaga križanju, da se izogne lokalnim ekstremom. Vendar pa
je v nekaterih primerih preveč pogosto mutiranje genov lahko poslabšalo najboljšo
rešitev. Zanimivo je bilo videti tudi, kako različne rezultate lahko ustvarjajo različne
mutacije. Ugotovili smo, da je zelo težko določiti pravilne vrednosti operatorjev, ki bi
najboljše delovale na različno zastavljenih VRP. V nekaterih primerih je križanje, ki
je na začetku veljajo za najboljše, z večanjem verjetnosti mutacije postalo najslabše
in obratno. Prav zaradi tega težko določimo, kateri operatorji križanja in mutacije
so se izkazali za najboljše in kateri za najslabše.
Pri izdelavi aplikacije smo se omejili na preproste algoritme brez dodatnih hibri-
dizacij ali izboljšav rešitev. Za razdaljo med kraji smo izbrali kar zračno razdaljo,
vendar pa bi algoritem zagotovo deloval učinkovitejše, če bi uporabili dejansko raz-
daljo in čas med kraji. Prav tako bi bilo zanimivo videti, kako bi aplikacija delovala
v primeru upoštevanja dejanskih razmer na cestah. Aplikacijo bi se definitivno lahko
izboljšalo, vendar pa bi za to potrebovali tudi zmogljivejši računalnik, več procesorja
in ostalih pomembnih informacij. V zadnjih letih so bila na primer razvita program-
ska orodja, ki vključujejo elektronski prenos podatkov med vozili in načrtovalci, da
bi omogočili hitrejšo odzivnost računalniških aplikacij na dinamiko transportnega
sistema in morebitne zastoje, ki jih lahko povzročijo na primer okvare vozil ali de-
lovne zapore na cestah. Seveda je avtomatski nadzor nad vozili nepogrešljivo orodje
za načrtovanje aplikacij v realnem času.
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Priloge
Kode dodatnih križanj
PP križanje
gaperm_ppxCrossover_R <- function(object, parents){
parents <- object@population[parents,,drop = FALSE]
n <- ncol(parents)
string <- sample(c(1,2), replace = TRUE, size = n)
children <- matrix(as.double(NA), nrow = 2, ncol = n)
if(string[1]==1){
children[1,1] = parents[1,1]
children[2,1] = parents[2,1]
}else{
children[1,1] = parents[2,1]
children[2,1] = parents[1,1]
}
for (i in 2:(length(string))){
if(string[i] ==1){
j = 1
while(any(parents[1,j]== na.omit(children[1,]))){
j <- j+1
}
children[1,i] <- parents[1,j]
k = 1
while(any(parents[2,k]== na.omit(children[2,]))){
k <- k+1
}
children[2,i] <- parents[2,k]
}else if(string[i] ==2){
j = 1
while(any(parents[2,j]==na.omit(children[1,]))){
j=j+1
}
children[1,i]= parents[2,j]
k = 1
while(any(parents[1,k]== na.omit(children[2,]))){
k <- k+1
}
children[2,i] <- parents[1,k]
}
}
out <- list(children = children, fitness = rep(NA,2))
return(out)
}
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Križanje z rekombinacijo povezav
gaperm_erxCrossover_R <- function(object, parents){
parents <- object@population[parents,,drop = FALSE]
n <- ncol(parents)
children <- matrix(as.double(NA), nrow = 2, ncol = n)
crossover = function(m, point){
children[m,1]=parents[m,point]
for(i in 2:n){
sos <- sosedje(children[m,i-1])
if((sos[1]==sos[3]|sos[1]==sos[4])&!any(sos[1]== children[m,],
na.rm = TRUE)){
children[m,i]=sos[1]
}else if((sos[2]==sos[3]|sos[2]==sos[4])&!any(sos[2]==
children[m,], na.rm = TRUE)){
children[m,i]=sos[2]
}else{
s = c()
for(j in 1:4){
if(!any(sos[j] == na.omit(children[m,]))){
s[j] = length(setdiff(unique(sosedje(sos[j])),
na.omit(children[m,])))
}else{
s[j]= Inf
}
}
if(min(s) == Inf){
diff = setdiff(parents[m,], na.omit(children[m,]))
if(length(diff)==1){
children[m,i] = diff
}else{
children[m,i] = sample(diff, size =1)
}
}else{
ind = which(s==min(s))
if(length(ind)==1){
children[m,i] = sos[ind]
}else{
children[m,i] = sos[sample(ind, size = 1)]
}}}
i = i+1}
return(children[m,])}
sosedje = function(el){
index1 = na.omit(which(parents[1,] == el))
if(index1 ==1){
sosed1 = parents[1,index1+1]
sosed2 = parents[1,n]
}else if(index1 ==n){
sosed1 = parents[1,1]
sosed2 = parents[1,index1 -1]
}else{
sosed1 = parents[1,index1+1]
sosed2 = parents[1,index1-1]
}
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index2 = na.omit(which(parents[2,] == el))
if(index2 ==1){
sosed3 = parents[2,index2+1]
sosed4 = parents[2,n]
}else if(index2 ==n){
sosed3 = parents[2,1]
sosed4 = parents[2,index2 -1]
}else{
sosed3 = parents[2,index2+1]
sosed4 = parents[2,index2-1] }
return(c(sosed1, sosed2, sosed3, sosed4))
}
point <- sample(1:n, size = 1)
children = rbind(crossover(1,point), crossover(2, point))
out <- list(children = children, fitness = rep(NA,2))
return(out)
}
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Križanje z alterniranjem povezav
gaperm_aexCrossover_R <- function(object, parents){
parents <- object@population[parents,,drop = FALSE]
n <- ncol(parents)
children <- matrix(as.double(NA), nrow = 2, ncol = n)
point <- sample(1:n, size = 1)
if(point==n){
children[1,1:2]=parents[1,c(point,1)]
children[2,1:2]=parents[2,c(point,1)]
}else{
children[1,1:2]=parents[1,point:(point+1)]
children[2,1:2]=parents[2,point:(point+1)]
}
crossover = function(m){
if(m==1){
k=2
}else{k=1}
for(i in 2:(n-2)){
if (i%%2==0){
ind = which(parents[k,] == children[m, i])
if (ind==n){
el = parents[k,1]
}else{
el = parents[k,(ind +1)]
}
}else{
ind = which(parents[m,] == children[m, i])
if (ind==n){
el = parents[m,1]
}else{
el = parents[m,(ind +1)]
}
}
if(!any(el== children[m,], na.rm = TRUE)){
children[m, i+1]=el
}else{
el= sample(setdiff(1:n, na.omit(children[m,])), size = 1)
children[m, i+1]=el
}
}
children[m,n]=setdiff(1:n, na.omit(children[m,]))
return(children[m,])
}
children = rbind(crossover(1), crossover(2))
out <- list(children = children, fitness = rep(NA,2))
return(out)
}
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