Reliable and Energy-Efficient Hybrid Screen Mirroring Multicast System by SONG, HWANGJUN & GO, YUNMIN
IEE
E P
ro
of
1 Reliable and Energy-Efficient Hybrid Screen
2 Mirroring Multicast System
3 Yunmin Go and Hwangjun Song
4 Abstract—This paper presents a reliable and energy-efficient hybrid screen mirroring multicast system for sharing high-quality
5 real-timemultimedia service with adjacentmobile devices overWiFi network. The proposed systememploys overhearing-basedmulticast
6 transmission schemewith Raptor codes andNACK-based retransmission to overcomewell-knownWiFi multicast problems such as low
7 transmission rate and high packet loss rate. Furthermore, to save energy onmobile devices, the proposed system not only shapes the screen
8 mirroring traffic, but also determines the target sink device andRaptor encoding parameters such as the number of source symbols, symbol
9 size, and code rate while considering the energy consumption and processing delay of theRaptor encoding and decoding processes. The
10 proposed system is fully implemented in Linux-based single board computers and examined in realWiFi network. Compared to existing
11 systems, the proposed system can achieve good energy efficiency while providing a high-quality screenmirroring service.
12 Index Terms—Screen content, screen mirroring, WiFi, multicast, systematic raptor codes, overhearing
Ç
13 1 INTRODUCTION
14 SCREEN mirroring technology enables a mobile device to15 duplicate its screen content in real-time onto a large dis-
16 play device, such as monitor, TV, and projector. This tech-
17 nology allows the mobile user to overcome the constraints
18 of the small display unit in a mobile device. Furthermore,
19 screen mirroring can be applicable to various applications,
20 such as gallery sharing, presentations, mobile streaming,
21 and mobile gaming [1], [2], [3], [4], [5]. Because of its wide
22 range of applications, state-of-the-art mobile devices typi-
23 cally offer screen mirroring functionality, and some com-
24 mercial products are already available, e.g., AirPlay [6],
25 Chromecast [7], MirrorOp [8], Splashtop [9], and Miracast
26 [10]. In particular, Miracast, which is developed by the
27 WiFi Alliance, aims to act like a wireless High Definition
28 Multimedia Interface (HDMI) cable. In Miracast, the source
29 device (i.e., the mobile device) encodes the screen content
30 with H.264/AVC and transmits the compressed video data
31 to the sink device (i.e., typically WiFi-enabled receiver
32 connected to a TV or display device) using Real-Time
33 Streaming Protocol (RTSP) and WiFi-Direct. Recently, the
34 demand for screen content sharing among adjacent mobile
35 devices has been increasing for conferences, lectures, etc.
36 However, it is still challenging to provide screen mirroring
37 for multiple adjacent devices because existing screen mir-
38 roring technologies support only one-to-one connection.
39To handle this problem, it is necessary to enable WiFi
40multicast for screen mirroring. Unfortunately, there are sev-
41eral well-known problems in the WiFi multicast. One of the
42most serious problems is unreliable packet delivery caused
43by the absence of acknowledgment and packet retransmis-
44sion request. Another problem is that the sender selects a
45low transmission rate and high transmission power level
46to deliver the data even to the farthest receiver from the
47sender. Therefore, the existing WiFi multicast is not suitable
48to provide a high-quality screen mirroring service, which
49requires high video bitrate and error robustness. To solve
50this problem and provide multicast video streaming over
51WiFi network, some research efforts [11], [12] have been
52devoted to overhearing and forward error correction (FEC)-
53based multicast transmission. In this method, the sender
54delivers the data to the target receiver using unicast trans-
55mission while the non-target receivers overhear the unicast
56transmission. Because the rate adaptation and MAC-layer
57retransmission are operated by the unicast transmission
58between the sender and the target receiver, high trans-
59mission rate can be achieved. Moreover, FEC schemes are
60employed to provide reliable data delivery to the non-target
61receivers who cannot utilize the MAC-layer retransmission.
62Recently, some fountain codes-based video streaming meth-
63ods have been proposed to provide error-resilient multime-
64dia services in the literature [13], [14], [15], [16], [17]. The
65fountain codes have been successfully deployed for stream-
66ing applications, due to their flexibility, coding efficiency,
67and computational complexity [18].
68However, it is still difficult to utilize overhearing and
69fountain codes for screen mirroring multicast in the state-
70of-the-art mobile devices because of their limited battery
71capacity and computing power. It is well-known that a WiFi
72network interface can consume approximately three times
73the energy required to decode audio or video content [19],
74[20]. The main reason is that the wireless network interface
75of the mobile device maintains the active state to receive
76continuous data during the streaming service. However,
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77 energy efficiency can be improved by shaping multimedia
78 traffic into periodic burst patterns [20], [21]. A number of
79 packets are collected at a time and sent together to a receiver
80 through a wireless network. In this case, the wireless net-
81 work interface at the receiver remains in the active state for
82 only a short period, instead of staying in the active state con-
83 sistently. Furthermore, when fountain codes are adopted,
84 the mobile device should perform supplementary fountain
85 encoding and decoding processes which require additional
86 energy and delay. In fact, the amounts of energy and delay
87 required for fountain encoding and decoding processes
88 change significantly according to the encoding parameters
89 of the fountain codes (e.g., code rate, symbol size, and the
90 number of source symbols) [36].
91 In this paper, we propose a reliable and energy-efficient
92 hybrid screen mirroring multicast system for sharing high-
93 quality screen content among adjacent mobile devices. In the
94 proposed system, the overhearing-basedmulticast scheme is
95 employed to overcome well-known problems of the WiFi
96 multicast. To mitigate the video quality degradation caused
97 by packet loss, the proposed system utilizes systematic Rap-
98 tor codes [22] as an FEC scheme and NACK-based retrans-
99 mission scheme as an ARQ scheme for error correction.
100 Raptor codes are a class of fountain codes [13] and a block-
101 based FEC scheme that provide systematic coding, flexibil-
102 ity, coding efficiency, and rateless codes. These characteris-
103 tics are very useful for transmitting delay-sensitive data
104 over error-prone wireless networks. The proposed system is
105 designed to minimize energy consumption at the source
106 device and sink devices while still providing a high-quality
107 screen mirroring service. To achieve this goal, an energy
108 consumption model of a WiFi network interface is derived,
109 and then simple but effective energy consumption and delay
110 models for Raptor encoding and decoding processes are
111 obtained. Based on the derivedmodels, the proposed system
112 is designed to shape the screenmirroring traffic based on the
113 buffer occupancy of the sink device and determine the target
114 sink device and Raptor encoding parameters to minimize
115 the overall energy consumption. Our main contributions are
116 summarized below:
117  Introduction of an energy consumption model of a
118 WiFi network interface for the overhearing-based
119 multicast scheme.
120  Introduction of energy consumption and delay mod-
121 els for the SIMD-based Raptor encoding and decod-
122 ing processes.
123  Design of a target sink device and code rate deter-
124 mining algorithm for the overhearing-based multi-
125 cast environment by taking into account the wireless
126 network conditions and the energy consumption of
127 WiFi network interfaces.
128  Adjustment of Raptor encoding parameters such as
129 code rate, symbol size, number of source symbols,
130 and number of Raptor encoding blocks on the fly
131 by considering time-varying wireless networks and
132 energy consumption of Raptor encoding and decod-
133 ing processes.
134  Implementation of the entire proposed system on
135 Linux-based single board computers and examina-
136 tion of the proposed system in real wireless network
137 environments.
138  Achieving spatial video quality improvement of
139 4.37 dB compared to DirCast [12] and energy savings
140of 39.05 percent compared to the ACK-based multi-
141cast [44] while providing the same level of video
142quality.
143The rest of this paper is organized as follows. In Section 2,
144we introduce related studies. Details of the proposed system
145are presented in Section 3. Experimental results are provided
146in Section 4, and concluding remarks are given in Section 5.
1472 RELATED WORK
148So far, many research efforts have been devoted to screen
149mirroring [2], [23], [24], [25], [26], [27]. Hsu et al. [2] com-
150pared the performance of state-of-the-art screen mirroring
151technologies. According to their measurements, there is no
152single winning screen mirroring technology, and there is
153some room for improvement through design considerations,
154such as rate adaptation mechanisms and error resilience
155tools. Furthermore, they implemented a rate adaptation
156mechanism for a screen mirroring platform in [23]. Chandra
157et al. [24] presented practical screen sharing system in
158resource constrained environment. They developed a simple
159mechanism to transform inter-update temporal redundancy
160into intra-update spatial redundancy, and achieved good
161compression rates and high screen capture rates. Zhang et al.
162[25] conducted a measurement study on the power con-
163sumption ofMiracast. Using insights from themeasurement,
164they proposed some energy efficient mechanisms such as
165adaptive video tail cutting, redundant codec operation
166bypass, and least congested channel selection. In [26], Ha
167et al. presented a frame filtering method that reduces the
168Miracast traffic load by analyzing the dynamism of screen
169content. Similarly, Bae et al. [27] proposed an adaptive frame
170skipping method that analyzes the motion dynamics of
171screen content. However, it is still challenging to provide
172screenmirroringmulticast because existing screenmirroring
173systems are limited to unicast transmission.
174To solve this problem, it is necessary to enable WiFi mul-
175ticast for screen mirroring. To date, many research efforts
176have focused on providing multicast media delivery system
177over WiFi network [11], [12], [16], [17], [28], [29], [30], [31].
178Choi et al. [28] proposed a leader-based multicast service
179(LBMS) to improve the reliability and efficiency of WiFi
180multicast. Although the leader client of a multicast group
181can send feedback frames for retransmission request and
182rate adaptation, LBMS still cannot provide sufficient good-
183put for high-quality video multicast. To improve the good-
184put of a WiFi multicast, Park et al. [29] used the unicast
185transmission to deliver the IPTV stream to a target receiver,
186while non-target receivers overhear the unicast transmis-
187sion. This WiFi multicast transmission method is called
188pseudo-broadcast. Their analysis show that the pseudo-
189broadcast achieves high transmission rate with retransmis-
190sion and rate adaptation for only one target receiver, and it
191cannot provide reliable packet delivery for non-target
192receivers. In [11], Sen et al. proposed a pseudo-broadcast
193based WiFi system for high-quality media delivery called
194Medusa. Medusa first estimates the priority of a packet
195according to the dependency of video decoding. Based on
196the priority of the packet, it performs PHY rate adaptation,
197packet order selection, and network coded retransmission.
198Similar to Medusa, Chandra et al. [12] proposed DirCast to
199minimize the airtime consumed by multicast traffic, DirCast
200determines the destination client for pseudo-broadcast and
201assigns an appropriate multicast group for a joining client. In
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202 addition, DirCast uses a proactive and adaptive FEC scheme
203 to reduce the loss rate. Lin et al. [16] presented enhanced ran-
204 dom early detection (ERED)-FEC mechanism at WiFi access
205 point (AP).With the wireless channel condition and network
206 traffic load information, ERED-FEC calculates the FEC
207 redundancy rate to improve the video quality without over-
208 loading the network. In [17], energy-efficient and content-
209 aware FEC mechanism is proposed, which minimizes the
210 overall transmission rate while satisfying the perceptual
211 video quality requirement. There also have been research
212 efforts to adopt the Raptor codes for WiFi multicast. Chiao
213 et al. [30] demonstrated that the performance of systematic
214 Raptor codes could protect a WiFi multicast streaming sys-
215 tem inside a high-speed train. According to their analysis,
216 the systematic Raptor code is an effective approach to
217 recover the lost packets of a WiFi multicast. Choi et al. [31]
218 presented a reliable video multicast scheme based on the
219 Raptor codes and coordination between multiple APs. In the
220 system, each AP transmits entirely or partially different Rap-
221 tor encoded packets for reliable video multicast, and allo-
222 cates the resource for Raptor code rate adaptation.
223 One of the major concerns of screen mirroring multicast
224 technology is the amount of energy needed by the mobile
225 device to conduct multicast transmission over the wireless
226 network. To date, many energy-efficient wireless network-
227 ing technologies [19], [32], [33], [34], [35], [36] have been
228 proposed to improve the energy efficiency of the network
229 interface on a mobile device with limited battery capacity.
230 In [32], it was shown that traffic shaping using a proxy
231 server can save more energy than adjusting the mobile
232 device sleep time. Hoque et al. [19] presented an EStreamer
233 to provide energy-efficient multimedia streaming service.
234 EStreamer determines an optimal burst size and idle period
235 length for a streaming client to allow the mobile device to
236 reduce their energy consumption with seamless multimedia
237 streaming. Shen et al. [33] proposed a Gaussian mixture
238 model to reflect the video watching time of users over the
239 Internet and developed a traffic shaping algorithm to deter-
240 mine the optimal buffering points during video playback
241 based on the Gaussian mixture model. In [34], Poellabauer
242 et al. proposed an effective approach to increase the time
243 interval for a network interface to remain in doze mode and
244 active mode. Go et al. [35] proposed a seamless high-quality
245 HTTP adaptive streaming algorithm that considers wireless
246 network conditions and the energy consumption of a mobile
247 device with networking cost constraints over heterogeneous
248 wireless networks. Kwon et al. [36] proposed a systematic
249 Raptor codes-based energy-efficient multipath streaming
250 transport protocol to support a seamless high-quality video
251 streaming over heterogeneous wireless networks.
252 3 PROPOSED SCREEN MIRRORING MULTICAST
253 SYSTEM
254 The proposed system aims to provide a high-quality and
255 energy-efficient screen mirroring multicast service among
256 adjacent mobile devices over WiFi network. As mentioned
257 earlier, systematic Raptor codes [22] and NACK-based
258 retransmission scheme are adopted in the proposed system
259 to recover lost packets over the error prone WiFi network.
260 For energy saving at mobile devices, the proposed system
261 shapes the screen mirroring traffic, and determines the tar-
262 get sink device and the Raptor encoding parameters based
263 on the estimated energy consumption models of the WiFi
264network interface and Raptor encoding and decoding pro-
265cesses. The overall architecture of the proposed system is
266illustrated in Fig. 1.
267As shown in Fig. 1, the proposed system is implemented
268on both the source device and sink devices. When the mir-
269roring content is an encoded video file stored on the source
270device, the compressed video data are directly delivered to
271the frame queue. When the mirroring content is the current
272screen content on the source device, the frame buffer data of
273the source device is moved to the video encoder for com-
274pression, and then the compressed video data are trans-
275ferred to the frame queue. The frame queue pushes the
276compressed frame data to the Raptor encoder. The Raptor
277encoder processes the frame data with the Raptor encoding
278parameters determined by the parameter control unit, and
279then the Raptor encoding blocks are transferred to the
280packet transmitter. The Raptor encoding blocks are staying
281at the packet transmitter for a specific time duration to
282make the burst stream [20], [21]. Finally, the stream is trans-
283mitted to multiple sink devices by the packet transmitter.
284At this time, the proposed system employs overhearing-
285based multicast transmission to overcome the limitations of
286WiFi multicast. For a Raptor encoding block, the source
287device uses a unicast transmission to a target sink device,
288while the non-target sink devices overhear the transmitted
289data. When the sink device receives the Raptor encoding
290blocks, the network monitor periodically observes the WiFi
291network conditions including transmission rate, round
292trip time (RTT), and packet loss rate (PLR). This observed
293information is sent to the source device using a feedback
294message through TCP control flow, and is utilized to con-
295sider the buffered video playback time and WiFi network
296conditions of the sink devices. In the WiFi network, the
297MAC-layer retransmission mechanism is supported for uni-
298cast transmission. Owing to the lack of support, non-target
299sink devices can only overhear the unicast transmission.
300Thus, the PLR of overhearing is generally larger than that of
301unicast transmission. However, it is still very difficult to
302recover lost packets when the unexpected extreme packet
303losses occur. In this case, the sink device requests retrans-
304mission to the source device by transmitting NACK mes-
305sage with information of lost packets via TCP control flow.
306Examples of traffic shaping are presented in Fig. 2. In the
307proposed system, a bin duration tbin is defined as the basic
Fig. 1. Overall architecture of the proposed system.
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308 interval for traffic shaping, which includes the video frame
309 waiting time twait, the Raptor encoding delay tenc, the trans-
310 mission delay of Raptor encoding blocks tblk, the one-way
311 trip time between the source device and sink device tott
312 (i.e., half of the maximum RTT value reported from all sink
313 devices), and the Raptor decoding delay tdec. That is, tbin is
314 calculated by
tbin ¼ twait þ tenc þ tblk þ tott þ tdec: (1)
316
317
318 The frame queue of the source device waits for twait
319 until a sufficient number of video frames (greater than the
320 size of nblk Raptor encoding blocks) are generated. As soon
321 as a sufficient number of video frames arrive, they are
322 encoded into nblk Raptor encoding blocks with the same
323 Raptor encoding parameters (symbol size s, the number of
324 source symbols k, and code rate c), and then the Raptor
325 encoding blocks are transmitted to the sink devices. The
326 Raptor decoding process is triggered when the correspond-
327 ing Raptor encoding block arrives at the sink device. In this
328 paper, c is calculated using c ¼ k=n, where n is the number
329 of encoding symbols [36], [37]. Actually, tbin is determined
330 by the amount of pure video data transmitted during tblk.
331 As tbin increases, the playback delay increases while energy-
332 efficiency is improved because the WiFi network interface
333 of the sink device can stay in the inactivate state longer, and
334 vice versa.
335 3.1 Problem Description
336 In this section, we formulate the optimal problem; before
337 presenting a detailed description, some key symbols are
338 listed in Table 1. Target sink device selection vector~v is rep-
339 resented by
~v ¼ v1; v2; . . . ; vNsink
 
vi ¼
1 if the i-th sink device selected to the target sink device;
0 otherwise:

341
3423Energy consumption per packet for WiFi network inter-
344faces and Raptor encoding and decoding processes is calcu-
345lated by
epkt ~v; nblk; s; k; cð Þ
¼ 1
nblk  nsrcpkt
 enet ~v; nblk; s; k; cð Þ þ erap ~v; nblk; s; k; cð Þ
 
;
(2)
347
348where nsrcpkt is calculated by n
src
pkt ¼ dðs  kÞ=Spkte. The playback
349delay between source and sink device can be obtained by
tplay ~v; nblk; s; k; cð Þ ¼ twait þ nblk  tenc s; k; cð Þ
þ tblk þ tott þ max
1iNsink
Ei vi; nblkð Þ  tdeci s; kð Þ
 
;
(3)
351
3523In the proposed system, Raptor decoding is not per-
354formed when all original source symbols have successfully
355arrived at the sink device. Thus, Eiðvi; nblkÞ is used instead
Fig. 2. Examples of traffic shaping: (a) Traffic shaping in a bin duration.
(b) Simple example of the traffic shaping in the source device and sink
device.
TABLE 1
Description of Key Symbols
Symbol Description
~v Target sink device selection vector
s Symbol size of Raptor encoding block
k Number of source symbols for Raptor
encoding block
c Coder rate of Raptor encoding block
nblk Number of Raptor encoding blocks
nsrcpkt Number of source data (video data) packets
in a Raptor encoding block
enetð~v; nblk; s; k; cÞ Total energy consumption of the WiFi
network interfaces at the source and sink
devices during tbin
erapð~v; nblk; s; k; cÞ Total energy consumption for Raptor
encoding and decoding processes during
tbin
tplayð~v; nblk; s; k; cÞ Playback delay between source and sink
device
~esrcðnblk; s; kÞ Energy consumption of the WiFi network
interface at the source device
~esinki ðnblk; s; kÞ Energy consumption of the WiFi network
interface at the i-th sink device
~eencðs; k; cÞ SIMD-based Raptor encoding energy
consumption for a Raptor encoding block
at the source device
~edeci ðs; kÞ SIMD-based Raptor decoding energy con-
sumption for a Raptor encoding block at the
i-th sink device
tencðs; k; cÞ Raptor encoding delay at the source device
tdeci ðs; kÞ Raptor decoding delay at the i-th sink
device
Eiðvi; nblkÞ Expected number of Raptor encoding
blocks to be decoded at the i-th sink device
fdeci ðs; k; cÞ Raptor decoding failure rate for the Raptor
encoding block at the i-th sink device
Nsink Number of sink devices
Spkt Packet payload size
Tmaxplay Tolerable playback delay between the
source and sink devices
Fmaxdec Tolerable maximum Raptor decoding
failure rate
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356 of nblk in Eq. (3) (Please refer to Eq. (23)). Now, we can for-
357 mulate the problem to achieve our goal as follows.
358 Optimal Problem Formulation: Determine~v, nblk, s, k, and c
359 to minimize
epkt ~v; nblk; s; k; cð Þ
subject to tplay ~v; nblk; s; k; cð Þ < Tmaxplay ;
(4)361
362
and max
1iNsink
fdeci s; k; cð Þ  Fmaxdec : (5)
364
365 Eq. (4) implies that the video frame of the source device
366 should arrive within Tmaxplay in order to avoid buffer under-
367 flows at the sink devices, and Eq. (5) indicates that the
368 source device generates sufficient number of redundant
369 packets to support reliable screen mirroring multicast ser-
370 vice for all sink devices (Please refer to Eq. (27)).
371 In fact, the control parameters of the optimal problem for-
372 mulation (i.e.,~v, nblk, s, k, and c) are tightly coupled with each
373 other. For example,~v and c are strongly related to the amount
374 of packets to be transmitted to the sink devices for the suc-
375 cessful Raptor decoding. Furthermore, ~v and c depend on
376 both s and k because they are tightly coupledwith the robust-
377 ness of the Raptor encoding block.Hence, it is very difficult to
378 obtain an optimal solution in real-time. In the proposed sys-
379 tem, to obtain a feasible solution with a low computational
380 complexity for real-time processing, the above problem is
381 divided into two sub-problems: the target sink device and
382 code rate determining problem, and the Raptor encoding
383 parameter selection problem. The first sub-problem deter-
384 mines ~v and c simultaneously because the channel states of
385 overhearing sink devices strongly depend on which sink
386 device is selected as a target sink device, and the code rate
387 should be adjusted according to the corresponding channel
388 states. Then, the second sub-problem selects Raptor encoding
389 parameters (nblk, s, and k) in a bin duration with the pre-
390 determined~v and c. The feasible solution is obtained by per-
391 forming the two algorithms iteratively.
392 We first describe the target sink device and code rate
393 determining problem. The proposed system determines the
394 target sink device and code rate to minimize the number of
395 redundant packets for Raptor encoding blocks and the num-
396 ber of retransmitted packets for unexpected packet losses.
397 In fact, the target sink device selection vector~v and code rate
398 c affect the energy consumption of mobile devices because~v
399 and c are strongly related to the number of redundant pack-
400 ets and retransmitted packets. The number of redundant
401 packets and retransmitted packets depend on ~v since the
402 number of received packets at each sink device depends on
403 the selected target sink device. Moreover, when c decreases
404 (i.e., the number of redundant packets increases), the num-
405 ber of sink devices which can recover lost packets without
406 retransmission gradually increase, but unnecessary redun-
407 dant packets can only be received at some sink devices. On
408 the other hand, when c increases (i.e., the number of redun-
409 dant packets decreases), the amount of retransmitted packets
410 may increase because the number of redundant packets
411 required for successful Raptor decoding may not be suffi-
412 cient. To achieve our goal, we first define the number of
413 unnecessary redundant packets nunrepkt ð~v; cÞ as follows.
nunrepkt ~v; cð Þ ¼
XNsink
i¼1
max nrecvi vi; cð Þ  nminpkt ; 0
n o
; (6)
415
416
nrecvi vi; cð Þ ¼ nblkpkt  1 vi  plrunii þ 1 við Þ  plroveri
  
; (7)
418
419
nminpkt ¼
s  k  1þ d kð Þð Þ
Spkt
	 

; (8) 421
422
nblkpkt ¼
s  k
c  Spkt
	 

; (9)
424
425where nrecvi ðvi; cÞ is the number of successfully received
426packets at the ith sink device, nminpkt is the minimum number
427of packets required for successful Raptor decoding, dðkÞ is
428the minimum symbol overhead, nblkpkt is the number of pack-
429ets in a Raptor encoding block, and plrunii and plr
over
i are the
430PLR of unicast transmission and the PLR of overhearing at
431the ith sink device, respectively. The number of retransmit-
432ted packets nretrpkt ð~v; cÞ is calculated by
nretrpkt ~v; cð Þ ¼
XNsink
i¼1
nlosti vi; cð Þ; (10) 434
435
nlosti vi; cð Þ ¼ n
recv
i vi; cð Þ if nrecvi vi; cð Þ < nminpkt ;
0 otherwise;

(11)
437
438where nlosti ðvi; cÞ is the number of lost packets at the ith sink
439device. Now, we can formulate the target sink device and
440code rate determining problem to determine ~v and c as
441follows.
442Sub-Problem Formulation 1. Target Sink Device and Code
443Rate Determining Problem: Determine ~v and c to minimize
444the cost function ncorpktð~v; cÞ
nunrepkt ~v; cð Þ þ nretrpkt ~v; cð Þ
subject to 0 < c  1; (12)
446
447
and max
1iNsink
fdeci s; k; cð Þ  Fmaxdec : (13) 449
450
451Finally, the above optimal problem formulation can be
452simplified as follows with the determined ~v and c from the
453first sub-problem.
454Sub-Problem Formulation 2. Encoding Parameters Selection
455Problem: Determine nblk, s, and k to minimize the cost func-
456tion eselpktðnblk; s; kÞwith the given~v and c
1
nblk  nsrcpkt
 enet nblk; s; kð Þ þ erap nblk; s; kð Þ
 
subject to tplay ~v; nblk; s; k; cð Þ < Tmaxplay :
(14)
458
459460Actually, when the target sink device changes, fairness
461problem in the performance at sink devices may occur. In
462general, non-target sink devices require more redundant
463packets and retransmission packets than the target sink
464device since they only overhear the unicast transmission.
465In addition, the possibility of performing Raptor decoding
466at non-target sink devices is greater than that of target sink
467device. Therefore, non-target sink devices may consume
468more energy than the target sink device. However, it is very
469difficult to solve the fairness problem in the performance at
470sink devices because their battery status or power supply
471status can be different each other. Although the fairness
472problem in the performance of sink devices is very impor-
473tant, we will handle this problem in the future work because
474it is beyond the scope of this paper.
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475 To solve the above problem with low computational
476 complexity for real-time processing, we utilize the model-
477 based estimation method.
478 3.2 Energy Consumption Model and Delay Model
479 In this section, we propose an energy consumption model
480 of the WiFi network interface and energy consumption
481 models and delay models for Raptor encoding and decod-
482 ing processes.
483 3.2.1 Energy Consumption Model for WiFi Network
484 Interface
485 The general energy consumption patterns of the WiFi net-
486 work interfaces at the source device and sink devices are
487 presented in Fig. 3. Because the source device behaves
488 like an AP, it periodically broadcasts beacon messages to
489 the sink devices during the inactive state. The sink devices
490 constantly listen to the wireless channel to overhear unicast
491 transmission. When there is data to be received from the
492 source device, the target sink device requests the data from
493 the source device. Now, the source device transmits data
494 using unicast transmission to the target device, and the
495 non-target devices immediately overhear these data. After
496 completing the data transmission, the source device and
497 target sink device enter into the inactive state if there is
498 no additional data for tail time [38]. However, non-target
499 devices immediately go into the inactive state as soon as the
500 data transmission is finished. Since only the active state
501 (data transmission and reception) and inactive state (beacon
502 transmission, tail, and channel listening) are considered in
503 this paper, the energy consumption of the WiFi network
504 interfaces during tbin is the sum of the shaded areas in Fig. 3.
505 For nblk blocks encoded with the given s, k, and c, the energy
506 consumption of the WiFi network interface at the source
507 device and the energy consumption of the WiFi network
508 interface at the ith sink device can be modeled as follows.
~esrc nblk; s; kð Þ ¼ ptrnsrc rð Þ  tblk þ pbeasrc  tbin  tblkð Þ  Tbea=Tintvð Þ; (15)510
511
~esinki nblk; s; kð Þ ¼ prcpi rð Þ  tblk þ ptaili  Ttaili þ pchni  tbin  tblk  Ttaili
 
;
(16)513
514where r is the data transmission rate, ptrnsrcðrÞ is the data trans-
515mission power of the source device, tblk is the transmission
516delay of Raptor encoding blocks (i.e., ðnblk  s  kÞ=ðc  rÞ), pbeasrc
517is the beacon transmission power, Tbea is the beacon trans-
518mission duration, Tintv is the interval of the beacon transmis-
519sion, prcpi ðrÞ is the data reception power of the ith sink device,
520ptaili is the tail power of the ith sink device, p
chn
i is the channel
521listening power of the ith sink device, and Ttaili is the tail time
522of the ith sink device. ptrnsrcðrÞ and prcpi ðrÞ are calculated using
523a simple linearmodel [38] as follows.
ptrnsrc rð Þ ¼ bsrc  rþ gsrc; (17)
525
526
prcpi rð Þ ¼ bsinki  rþ gsinki ; (18)
528
529where bsrc and gsrc are the power model parameters of the
530source device, andbsinki and g
sink
i are the powermodel param-
531eters of the ith sink device (bsrc, gsrc, b
sink
i , g
sink
i > 0). In gen-
532eral, the WiFi network interface stays in the tail state with
533steady power consumption for a period after the data transfer
534is completed in order to reduce signaling overhead and
535latency [38]. The tail time is set by the devicemanufacturer.
536Finally, the total energy consumption of WiFi network
537interfaces during tbin at all devices can be calculated using
538~esrcðnblk; s; kÞ and ~esinki ðnblk; s; kÞ as follows.
~enet nblk; s; kð Þ ¼ ~esrc nblk; s; kð Þ þ
XNsink
i¼1
~esinki nblk; s; kð Þ: (19) 540
541
5423.2.2 Energy Consumption and Delay Model for Raptor
543Encoding/Decoding Processes
544For Raptor encoding and decoding processes, the XOR
545operation is the most dominant process [36], [37]. Thus, the
546energy consumption for Raptor encoding and decoding
547processes can be predicted based on the amount of XORed
548bytes, which is calculated by multiplying the symbol size by
549the number of symbol-level XOR operations. In the pro-
550posed system, we implemented Raptor codes using a single
551instruction multiple data (SIMD) technology [39] to improve
552the performance of the Raptor encoding and decoding pro-
553cesses. The SIMD is a well-known parallel processing tech-
554nology that enables the parallel processing of multiple data
555with a single instruction, e.g., matrix summation and multi-
556plication. Since the performance of the Raptor codes in the
557proposed system is affected by the SIMD-based implemen-
558tation, we derive the SIMD-based energy consumption and
559delay models. The SIMD-based Raptor encoding energy
560consumption for a Raptor encoding block ~eencðs; k; cÞ and
561Raptor decoding energy consumption for a Raptor encoding
562block at the ith sink device ~edeci ðs; kÞ can be represented by
~eenc s; k; cð Þ ¼ renc sð Þ  s  nencxor k; cð Þ
 menc sð Þ; (20) 564
565
~edeci s; kð Þ ¼ rdeci sð Þ  s  ndecxor kð Þ
 mdec
i
sð Þ
; (21)
567
568where nencxorðk; cÞ is the total number of symbol-level XOR
569operations required for the Raptor encoding, ndecxorðkÞ is the
570total number of symbol-level XOR operations required for
571the Raptor decoding, rencðsÞ andmencðsÞ are the energy coeffi-
572cients for the Raptor encoding at the source device, and
573rdeci ðsÞ and mdeci ðsÞ are the energy coefficients for the Raptor
Fig. 3. Energy consumption patterns of WiFi network interfaces:
(a) Source device and (b) sink device.
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574 decoding at the ith sink device. The energy coefficients for
575 the Raptor encoding and decoding processes are related to
576 the computing power of themobile device. These coefficients
577 can be obtained by using the curve fitting method from the
578 measured energy consumption of the Raptor encoding and
579 decoding processes. In this paper, we adopt the Levenberg-
580 Marquardt algorithm [46], which is a well-known curve fit-
581 ting method for non-linear functions. Consequently, for nblk
582 Raptor encoding blocks, the total energy consumption of
583 Raptor encoding and decoding processes ~erapðnblk; s; kÞ can
584 be calculated using ~eencðs; k; cÞ and ~edeci ðs; kÞ as follows.
~erap nblk; s; kð Þ ¼ nblk  ~eenc s; k; cð Þ þ
XNsink
i¼1
Ei vi; nblkð Þ  ~edeci s; kð Þ;
(22)
586
587
Ei vi; nblkð Þ ¼ nblk  vi  plrunii þ 1 við Þ  plroveri
  
: (23)
589
590
591 Similarly, the SIMD-based Raptor encoding delay
592 ~tencðs; k; cÞ and Raptor decoding delay ~tdeci ðs; kÞ can be esti-
593 mated based on the amount of XORed bytes, that is,
~tenc s; k; cð Þ ¼ senc sð Þ  s  nencxor k; cð Þ; (24)
595
596
~tdeci s; kð Þ ¼ sdeci sð Þ  s  ndecxor kð Þ; (25)
598
599 where sencðsÞ denotes the delay coefficients for Raptor
600 encoding, and sdeci ðsÞ denotes the delay coefficients for Rap-
601 tor decoding at the ith sink device. The delay coefficients
602 for the Raptor encoding and decoding processes are
603 obtained by using the least square solution [47]. In the pro-
604 posed system, all coefficients of energy models and delay
605 models are measured and embedded at each source and
606 sink device before connection is set up. Coefficients of sink
607 device, such as rdeci ðsÞ, mdeci ðsÞ, and sdeci ðsÞ, are provided to
608 the source device during the connection setup process.
609 In fact, the energy consumption of the proposed system
610 and the coefficients of the energy models are strongly related
611 to the hardware specification of the mobile device. Hence, it
612 is very difficult to find the typical coefficients of the energy
613 models. But several device manufacturers provide the power
614 profile to estimate the device energy consumption [49]. If the
615 power profile is offered by device manufacturer, then we can
616 approximately calculate the coefficients of the energymodels.
617 3.3 Parameter Determining Algorithm
618 In this section, we present the parameter determining algo-
619 rithm to obtain a feasible solution. First, the target sink device
620 and code rate determining algorithm is studied. Then, the
621 Raptor encoding parameter selection algorithm is described
622 in detail.
623 3.3.1 Target Sink Device and Code Rate Determining
624 Algorithm
625 We provide the determining algorithm for ~v and c. In the
626 target sink device and code rate determining problem,
627 when the target sink device is fixed, the solution candidates
628 of c can be obtained by calculating the code rates which can
629 achieve a successful Raptor decoding at a certain sink
630 device. Thus, the optimal solution of~v and c that minimizes
631 the given cost function ncorpktð~v; cÞ can be easily obtained by
632conducting a full search among all possible candidates of c
633for all sink devices. Details of the target sink device and
634code rate determining algorithm are presented below.
635Step 0) Empty the candidate parameter set Ptccnd.
636Step 1) Set the candidate target sink device selection vector
637~vcnd by selecting the jth sink device as a target sink
638device ð1  j;m  NsinkÞ.
~vcnd ¼ vcnd1 ; vcnd2 ; . . . ; vcndNsink
 
; vcndm ¼
1 if j ¼ m;
0 otherwise:

640
641
642Step 2) Calculate code rate candidate ccnd for the mth sink
643device ð1  m  NsinkÞ.
ccnd ¼ k
kpkt  ntrsm
; kpkt ¼ Spkt
s
 
;
ntrsm ¼
nminpkt
1 vcndm  plrunim þ 1 vcndm
   plroverm 
& ’
;
(26)
645
646where kpkt is the number of symbols in a packet, and
647ntrsm is the minimum number of transmitted packets
648required for successful Raptor decoding at the mth
649sink device.
650Step 3) Calculate cost function ncorpktð~vcnd; ccndÞ, and examine the
651constraint in Eq. (13). fdeci ðs; k; cÞ can be calculated by
fdeci s; k; cð Þ ¼ P Xi < nminpkt jX  B nrecvi vcndi ; c
 
; 1 plri
  
¼
Xnminpkt 1
i¼0
nrecvi v
cnd
i ; c
 
i
 !
1 plrið Þi plrið Þn
recv
i
vcnd
i
;cð Þi
 !
;
(27)
653
654
plri ¼ vcndi  plrunii þ 1 vcndi
   plroveri ; (28)
656
657where Xi is the random variable of the number of
658received packets at the ith sink device, and plri is the
659PLR at the ith sink device [36], [37]. If the current
660cost is smaller than the cost computed with the
661parameters in Ptccnd, then the candidate parameters in
662Ptccnd are replaced with the current ð~vcnd; ccndÞ.
663Step 4) Repeat Step 2 and 3 until all possiblem are examined.
664Step 5) If all possible j are examined, then terminate the process
665with a solution inPtccnd. Otherwise, go back to Step 1.
6663.3.2 Raptor Encoding Parameter Selection Algorithm
667We describe a method to determine the Raptor encoding
668parameters (i.e., nblk, s, and k). In the Raptor encoding
669parameter selection problem, the available set of s and k are
670finite [37]. Moreover, nblk can be determined by calculating
671the maximum number of Raptor encoding blocks when s
672and k are given. Therefore, the solution that minimizes the
673given cost function eselpktðnblk; s; kÞ can be obtained by con-
674ducting a full search for all available set of s and k. In fact,
675the solution obtained by the proposed algorithm is a near
676optimal solution for the optimal problem formulation, but it
677is a feasible solution with a low computational complexity
678for real-time processing. Details of the optimization proce-
679dures are presented below, and the flow chart of the overall
680parameter determining algorithm is shown in Fig. 4.
681Step 0) Empty the candidate parameter set Prepcnd and generate
682the combinations of ðs; kÞ.
683Step 1) Select one of the generated combinations of ðs; kÞ.
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of684 Step 2) Determine ~v and c using the target sink device and685 code rate determining algorithm with the selected686 ðs; kÞ.
687 Step 3) Calculate nblk as follows.
nblk ¼
~tbuftottmax1iNsink ~tdeci s;kð Þ
~tenc s;k;cð Þþtoneblk
if toneblk  max
1iNsink
~tdeci s; kð Þ
~tbuftotttoneblk
~tenc s;k;cð Þþmax1iNsink ~tdeci s;kð Þ
otherwise;
8><
>:
(29)
689
690
toneblk ¼
s  k
c  r ; (30)
692
693 where toneblk denotes the transmission delay for a Rap-
694 tor encoding block, and ~tbuf denotes the estimated
695 buffered video playback time at the sink device. ~tbuf
696 is calculate by
~tbuf ¼ min
1iNsink
tbufi þ totti
 
; (31)
698
699 where tbufi denotes the measured buffered video
700 playback time at the i-th sink device, and totti is the
701 one-way trip time between the source device and the
702 ith sink device.
703 Step 4) Calculate the cost function eselpktðnblk; s; kÞ, and exam-
704 ine the constraint in Eq. (14). If the current cost is
705 smaller than the cost computed with the parameters
706 in Prepcnd , and the constraint is satisfied, then the candi-
707 date parameters in Prepcnd are replaced with the current
708 parameters ð~v; nblk; s; k; cÞ.
709 Step 5) If all possible combinations of ðs; kÞ are examined,
710 then terminate the process with the optimal solution
711 Prepcnd . Otherwise, go back to Step 2.
712 4 EXPERIMENTAL RESULTS
713 During the experiment, the proposed system is imple-
714 mented using GStreamer [40] on a Linux-based single board
715 computer, called ODROID [41], as shown in Fig. 5. The pro-
716 posed system is examined over a real WiFi network with
717 mobility. As illustrated in Fig. 6, we distributed one source
718 device and four sink devices in our laboratory, and the
719 source device moves around the laboratory during the
720 experiment. For the real-time processing, two sink devices
721 (Sink device #1 and #2) are running on ODROID-U3
722 equipped with a Samsung Exynos 4412 Prime Cortex-A9
723Quad Core 1.7 GHz processor and 2GB RAM. Other two
724sink devices (Sink device #3 and #4) and a source device
725are running on ODROID-XU4 equipped with a Samsung
726Exynos 5422 Cortex-A15 Quad Core 2.0 GHz and Cor-
727tex-A7 Quad Core 1.4 GHz processor with 2 GB RAM.
728In the proposed system, Raptor codes are implemented
729based on [25] with SIMD technology, and the traffic
730shaping mechanism is implemented with reference to
731Linux Traffic Control [48].
732The experimental environment is set up as follows. For test
733mirroring contents, we use a stored video, gallery application
734that changesHD images every 5 seconds, andYouTubemusic
735video [42]. The stored video is encoded byH.264with an aver-
736age of 5Mbps bit rate and 25 frames per second, andmade by
737combining the Pedestrian Area, Rush Hour, and Sunflower
738videos [43]. The encoding structure is IPPPPPPPPPPP (i.e., 1
739GOP consists of 12 frames). The packet size Spkt is set to
7401,024 bytes. The set of symbol sizes and set of number of sym-
741bols are set to {64, 128, 256, 512} and {128, 192, 256, 320, 384,
742448, 512}, respectively. To measure the consumed energy, an
743ODROID Smart Power, which is a power measurement tool
744for ODROID devices, is used [41]. Based on the power model
745measurement methods in [37], the energy consumption
746model parameters of the WiFi network interfaces are empiri-
747cally measured by the ODROID Smart Power as presented in
748Table 2. Figs. 7 and 8 show the measured data and models
749obtained by using the curve fitting method. As shown in the
750figures, their differences are very small. The model coeffi-
751cients obtained by using the curve fitting methods are
Fig. 6. Test environment of the proposed system (red dotted arrows
indicate the moving route of the source device).
Fig. 4. Overall procedure of the parameter determining algorithm.
Fig. 5. Proposed system implemented on ODROID.
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752 presented in Table 3. These parameters are embedded in the
753 implemented system.
754 For the performance comparison, the peak signal-to-
755 noise ratio (PSNR) between the original screen content
756 and the received screen content is adopted as an objective
757 spatial video quality metric. The average PSNR denotes the
758 average of PSNRs observed at four sink devices. Further-
759 more, the control packet overhead for feedback information
760 is adopted as a system overhead metric. The control over-
761 head POctrl is defined as follows:
POctrl ¼
nctrlbyte
ndatapkt  Spkt þ nctrlbyte
; (32)
763
764 where ndatapkt is the number of transmitted data packets
765 including video data packets, redundant packets, and
766 retransmitted packet, and nctrlbyte is the total size of the trans-
767 mitted control packets from the source device. The control
768 packets include all packets except for data packets.
769 4.1 Energy Consumption and Delay Model
770 Verification
771 In this section, we present the model verification of the
772 energy consumption and delay models. During the experi-
773 ment, stored video is used as the test mirroring content.
774 The experimental results are captured at the source device
775 and sink device #1. First, we examine how well the energy
776consumption model of the WiFi network interface fits the
777observed experimental data. During the experiment, the
778bin duration and the transmission rate are set to 10 seconds
779and 5 Mbps, respectively. Table 4 presents the comparison
780between the measured and estimated energy consumption in
781terms of the amount of transmitted data in a bin. It is appar-
782ently observed that the estimated energy fits well with the
783measured energy. However, an estimation error still exists
784between the measured energy and estimated energy, due to
785inaccurate estimation of network conditions and processing
786power consumption. The average estimation error rates (i.e.,
787jestimated valuemeasured valuej100=estimated value) at
788the source device and sink device are approximately 3.29
789and 4.20 percent, respectively.
790Now, we investigate the accuracy of the SIMD-based
791energy consumption and delay models for Raptor encoding
792and decoding processes. Table 5 shows the measured and
793estimated energy consumption of Raptor encoding and
794decoding processes according to the symbol size and the
795number of source symbols. The amount of XORed bytes is
796obtained by multiplying the symbol size by the total num-
797ber of symbol-level XOR operations. It is obviously shown
798that the energy consumption of Raptor encoding and
799decoding processes increases as the amount of XORed
800bytes increases. The average estimation error rates of the
801energy consumption of the Raptor encoding and decoding
802processes are approximately 9.07 and 8.12 percent, res-
803pectively. Table 6 presents the measured and estimated
804Raptor encoding and decoding delays. The Raptor encod-
805ing and decoding delay linearly increase as the amount
806of XORed bytes increases. The average estimation error
807rates of the Raptor encoding and decoding delay are
808approximately 6.39 and 5.54 percent, respectively. Conse-
809quently, we can say that the Raptor codes energy con-
810sumption model and delay models have a good fit with
811the observed data.
TABLE 2
Power Profiles of WiFi Network Interfaces
Source device Sink device
Parameter Value Parameter Value
bsrc, gsrc 2.90, 396.97 b
sink
i , g
sink
i 2.67, 761.02
pbeasrc 370 mW p
tail
i 720.56 mW
Tbea 100 ms p
chn
i 420.54 mW
Tintv 100 ms T
tail
i 150 ms
Fig. 7. Examples of the curve fitting for the energy consumption model of
Raptor encoding/decoding when s ¼ 128: (a) Energy consumption of
Raptor encoding at source device. (b) Energy consumption of Raptor
decoding at sink device #1.
Fig. 8. Examples of the curve fitting for the delay model of Raptor encod-
ing/decoding when s ¼ 128: (a) Delay of Raptor encoding at source
device. (b) Delay of Raptor decoding at sink device #1.
TABLE 3
Coefficients of Energy Consumption and Delay Model
for Raptor Encoding and Decoding
s Encoding (Source device) Decoding (Sink device #1)
rencðsÞ mencðsÞ sencðsÞ rdeci ðsÞ mdeci ðsÞ sdeci ðsÞ
64 0.00149 1.1560 0.6235 0.00447 1.3070 2.7300
128 0.00128 1.1230 0.4555 0.00331 1.1410 1.4486
256 0.00136 1.0210 0.3885 0.00170 1.1330 0.7950
512 0.00170 0.9302 0.3269 0.00157 1.0160 0.4855
TABLE 4
Measured and Estimated Energy Consumption According
to the Amount of Transmitted Data in a Bin
Amount of
transmitted
data (Mbits)
Source device Sink device #1
Measured
energy (mJ)
Estimated
energy (mJ)
Measured
energy (mJ)
Estimated
energy (mJ)
5 3130.50 3011.96 5979.45 5491.83
10 3580.77 3502.33 6725.18 6947.69
15 3938.93 3844.42 7324.13 7219.24
20 4276.66 4431.41 8144.21 7609.94
25 4799.70 4879.67 8664.43 8380.34
30 5342.65 5018.58 9150.55 9377.65
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812 4.2 Performance Verification According to Various
813 Parameters
814 The performance of the proposed system according to vari-
815 ous parameters is provided. During the experiment, the
816 source device and all sink devices remain stationary in the
817 laboratory. Tmaxplay is set to 500, 1000, and 1500 ms for the per-
818 formance comparison according to Tmaxplay . The stored video is
819used as the test mirroring content. First, we describe the
820performance comparison conducted with the fixed Raptor
821encoding parameters in Table 7. It is clearly shown that the
822total energy consumption of the source device and four sink
823devices decreases as the block size (i.e., nblk  s  k) increases.
824This is because the WiFi network interface can spend more
825time in the inactive state by traffic shaping. However, the
826playback delay increases proportionally to the block size
827because more time is required to transmit the block and
828perform Raptor encoding and decoding processes. Based
829on this phenomenon, the proposed system dynamically
830adjusts the number of Raptor encoding blocks, the symbol
831size, and the number of source symbols by considering the
832network conditions, as shown in Fig. 9 (Tmaxplay is 500 ms). As
833shown in the figure, the proposed system selects s and k
834from the given set of the symbol sizes and set of number of
835symbols. The number of Raptor encoding blocks is adap-
836tively determined according to the estimated network con-
837ditions and buffered video playback time. Moreover, as
TABLE 5
Measured and Estimated Raptor Encoding/Decoding
Energy According to Symbol Parameters
s k Encoding (Source device) Decoding (Sink device #1)
Measured
energy (mJ)
Estimated
energy (mJ)
Measured
energy (mJ)
Estimated
energy (mJ)
128 128 2.02 1.57 6.17 4.97
192 3.14 3.64 11.41 12.56
256 7.60 6.62 20.73 21.06
320 9.69 10.48 35.76 34.45
384 14.98 15.72 48.07 50.13
448 22.89 21.73 65.09 63.42
512 29.88 30.23 92.80 93.15
256 128 3.05 3.31 6.60 5.58
192 6.25 7.12 14.45 13.99
256 14.41 12.26 22.47 23.37
320 19.07 18.60 37.13 38.10
384 24.72 26.89 54.06 55.29
448 36.47 36.08 72.81 69.82
512 49.03 48.70 101.34 102.27
512 128 9.13 7.31 15.57 9.23
192 14.42 14.70 20.68 21.06
256 29.07 24.13 33.93 33.37
320 33.98 35.27 53.98 51.73
384 44.39 49.35 64.89 72.26
448 64.23 64.52 89.94 89.09
512 86.94 84.80 127.64 125.48
TABLE 6
Measured and Estimated Raptor Encoding/Decoding
Delay According to Symbol Parameters
s k Encoding (Source device) Decoding (Sink device #1)
Measured
delay (ms)
Estimated
delay (ms)
Measured
delay (ms)
Estimated
delay (ms)
128 128 0.67 0.55 2.13 2.07
192 1.19 1.15 3.82 4.67
256 1.97 1.97 6.63 7.34
320 2.97 2.96 11.08 11.30
384 4.24 4.25 15.13 15.70
448 5.67 5.66 20.07 19.29
512 7.57 7.60 27.21 27.02
256 128 1.11 0.93 2.54 2.27
192 2.20 1.97 4.55 5.12
256 3.58 3.35 7.48 8.06
320 5.28 5.05 11.97 12.40
384 7.38 7.24 17.05 17.23
448 9.65 9.66 22.32 21.17
512 12.69 12.96 29.36 29.66
512 128 1.99 1.56 3.21 2.78
192 3.82 3.31 5.78 6.25
256 6.14 5.65 9.26 9.84
320 8.93 8.49 15.18 15.15
384 12.40 12.19 20.55 21.05
448 16.23 16.25 26.58 25.86
512 21.30 21.80 36.19 36.23
TABLE 7
Performance Comparison with Fixed Raptor
Encoding Parameters
Param.
setting
nblk s k T
max
play
(ms)
Total
energy (J)
Avg.
PSNR (dB)
Playback
delay (ms)
Fixed
param.
32 64 128 - 2387.56 43.50 332
8 128 256 - 2407.01 43.50 375
2 256 512 - 2657.46 43.50 384
64 64 128 - 2328.97 43.50 631
16 128 256 - 2345.26 43.50 738
4 256 512 - 2589.82 43.50 754
128 64 128 - 2309.35 43.50 1283
32 128 256 - 2314.23 43.50 1481
8 256 512 - 2495.90 43.50 1488
Adaptive
param.
- - - 500 2282.13 43.50 415
- - - 1000 2230.32 43.50 974
- - - 1500 2192.43 43.50 1463
Fig. 9. Raptor encoding parameters of the proposed system: (a) Number
of Raptor encoding blocks, (b) symbol size, and (c) number of source
symbols (captured at source device).
10 IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 16, NO. X, XXXX 2017
IEE
E P
ro
of
838 shown in Table 7, the playback delay between the source
839 device and sink device can be controlled by Tmaxplay (i.e., deter-
840 mined by user preference) in the proposed system. As Tmaxplay
841 increases, the playback delay increases while the energy
842 consumption is reduced, and vice versa. Thus, the proposed
843 system can achieve good energy efficiency while supporting
844 a high-quality screen mirroring service.
845 We investigate the performance comparison of the pro-
846 posed system according to the sink device when the source
847 device is moving around. Tmaxplay is set to 500ms, and the stored
848 video is used as the test mirroring content. As shown in
849 Fig. 10a, sink device #2 is selected as the target sink device
850 more often than the others, so sink device #2 receives most of
851 the data packets using unicast as shown in Fig. 10b. Mean-
852while, sink device #1 receives most of the data packets using
853overhearing because the time selected as the target sink
854device is the shortest. However, since the PLR of overhearing
855at sink device #1 is very low, most of the data packets can be
856received without redundant packets and retransmission
857packets. On the other hand, sink device #3 requires more
858redundant packets and retransmission packets than sink
859device #1 and #2 in order to recover lost packets. Due to this,
860it consumes more energy than that of sink device #1 and #2,
861as shown in Fig. 10c. In particular, sink device #3 requires the
862largest amount of data and energy because its PLR is the low-
863est among the sink devices. All sink devices can successfully
864recover the lost packets and provide high quality screenmir-
865roring service as shown in Fig. 10d.
8664.3 Performance Comparison with Existing
867Systems
868The performance of the proposed system is compared with
869that of three existing systems, namely Pseudo-broadcast [29],
870DirCast [12], and ACK-based multicast [44], which are modi-
871fied slightly for our experiment. For a fair comparison, DirCast
872employs Raptor codes instead of the Reed Solomon codes [45],
873which is originally adopted in DirCast. During the experi-
874ment, the source device continuously moves around the labo-
875ratory, and all sink devices remain stationary, as shown in
876Fig. 6. For the experiment, we set Tmaxplay to 500 ms based on [2].
877First, we examine the cumulative curves of the received video
878data and consumed video data. During the experiment, the
879test mirroring contents are stored video. The results are pre-
880sented in Fig. 11, and the arrows in the figure indicate the
881period of buffer underflow. As shown in the figure, it is obvi-
882ously shown that the proposed system, Pseudo-broadcast,
883and DirCast can provide seamless video streaming without
884buffer underflow, whereas ACK-based multicast experience
885buffer underflows that result in frozen video.
886The PSNR comparisons with existing protocols are pre-
887sented in Fig. 12. It is clearly indicated in the figure that the
Fig. 10. Performance comparison according to sink device when the
source device moves: (a) selected target sink device, (b) number of
received data packets, (c) consumed energy, and (d) PSNR.
Fig. 11. Cumulative curves of received video data and consumed video data (captured at sink device #4): (a) Pseudo-broadcast, (b) DirCast,
(c) ACK-based multicast, and (d) proposed system.
Fig. 12. PSNR comparison with existing systems (captured at sink device #4): (a) Pseudo-broadcast, (b) DirCast, (c) ACK-based multicast, and
(d) proposed system.
GO AND SONG: RELIABLE AND ENERGY-EFFICIENT HYBRID SCREEN MIRRORING MULTICAST SYSTEM 11
IEE
E P
ro
of
888 video quality of Pseudo-broadcast is frequently and seri-
889 ously degraded because Pseudo-broadcast does not support
890 an error correction method. Although DirCast supports an
891 error correction method, it is observed that the video quality
892 is somewhat degraded because DirCast cannot finely adjust
893code rates considering the time-varying wireless network
894environment. Furthermore, DirCast cannot completely
895recover lost packets when unexpected extreme losses occur.
896Conversely, the proposed system and ACK-based multicast
897recover most lost packets successfully and support the
Fig. 13. Subjective video quality comparison of 1362nd frame (captured at sink device #4): (a) Pseudo-broadcast, (b) DirCast, (c) ACK-based
multicast, and (d) proposed system.
TABLE 8
Energy and PSNR Results Per Device
Mirroring Contents System Energy (J) PSNR (dB)
Source Sink #1 Sink #2 Sink #3 Sink #4 Sink #1 Sink #2 Sink #3 Sink #4
Stored video Pseudo-broadcast 568.37 359.59 349.12 539.39 523.68 21.43 35.85 35.85 30.74
DirCast 709.37 468.47 462.46 702.70 693.68 41.81 40.70 41.32 42.39
ACK-based multicast 1139.66 692.43 676.86 1038.64 1015.29 43.50 43.50 43.50 43.50
Proposed system 706.45 471.20 461.51 706.80 692.26 43.50 43.50 43.50 43.50
Gallery application Pseudo-broadcast 924.71 377.32 377.43 565.98 566.15 29.34 29.34 17.76 29.42
DirCast 1289.88 513.10 527.34 769.66 791.01 33.83 41.16 41.27 36.13
ACK-based multicast 1941.41 784.90 786.15 1177.34 1179.23 41.57 41.57 41.57 41.57
Proposed system 1120.53 455.65 456.57 683.48 684.85 41.57 41.57 41.57 41.57
YouTube music video Pseudo-broadcast 1032.99 424.07 436.14 636.11 654.20 32.56 29.90 29.90 19.30
DirCast 1325.84 550.92 549.13 826.39 823.69 33.42 32.47 35.14 34.02
ACK-based multicast 2073.18 811.87 802.00 1217.80 1203.00 41.44 41.44 41.44 41.44
Proposed system 1160.93 478.89 481.51 718.34 722.27 41.44 41.44 41.44 41.44
TABLE 9
Summary of Performance Comparison with Existing Systems
Mirroring Contents System Total
Energy (J)
Avg.
PSNR (dB)
Std.
PSNR
Avg. Number
of buffer
underflows
Avg. Control
overhead (%)
Stored video Pseudo-broadcast 2340.15 30.97 6.80 0 0.45
DirCast 3036.68 41.56 0.72 0 0.55
ACK-based multicast 4562.88 43.50 0 22 6.26
Proposed system 3038.22 43.50 0 0 2.06
Gallery application Pseudo-broadcast 2811.60 26.47 5.80 0 0.45
DirCast 3891.00 38.10 3.72 0 0.53
ACK-based multicast 5869.03 41.57 0 20 6.27
Proposed system 3401.09 41.57 0 0 1.38
YouTube music video Pseudo-broadcast 3183.50 27.92 5.88 0 0.53
DirCast 4075.97 33.76 1.12 0 0.49
ACK-based multicast 6107.85 41.44 0 21 6.25
Proposed system 3561.94 41.44 0 0 0.97
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898 screen mirroring service without any noticeable video qual-
899 ity degradation. For a subjective video quality comparison,
900 the captured 1,362nd frame of the stored video are pre-
901 sented in Fig. 13. It is obviously shown that the video qual-
902 ity of both the proposed system and ACK-based multicast is
903 much better than that of either Pseudo-broadcast or DirCast.
904 The energy and PSNR results per device and the sum-
905 mary of performance comparison with existing systems are
906 shown in Tables 8 and 9, respectively. As shown in Tables 8
907 and 9, the proposed system and ACK-based multicast can
908 support high-quality screen mirroring services with a
909 4.37 dB improvement on average compared to DirCast. The
910 PSNR of the proposed system is 32.59 percent higher than
911 Pseudo-broadcast and 10.45 percent higher than DirCast.
912 Moreover, the proposed system and ACK-based multicast
913 provide equal level of PSNR quality for all sink devices
914 because they utilize lost packet recovery schemes. In the
915 ACK-based multicast, the source device repeatedly trans-
916 mits the lost video data until all sink devices transmit an
917 ACK message that notifies the source device of successful
918 reception. Thus, ACK-based multicast can provide reliable
919 screen mirroring service without video quality degradation;
920 however, it requires more time to receive the video data
921 because the transmission of the next video data can be
922 delayed at the source device until the source device receives
923 ACK messages for the current video data from all sink devi-
924 ces. During the experiment, underflow occurs 21 times on
925 average for ACK-based multicast. Meanwhile, in the case of
926 the proposed system, most lost packets are recovered by the
927 Raptor codes with no delay of retransmission requests and
928 a small number of unexpected lost packets are recovered
929 by the NACK-based retransmission request scheme with
930 minimal delays. Thus, the proposed system cannot only
931 provide reliable screen mirroring service, but can also pro-
932 vide seamless screen mirroring services without buffer
933 underflow. Moreover, the proposed system requires a rea-
934 sonable amount of control overhead compared to existing
935 systems. As shown in Table 9, the control overhead of the
936 proposed system is average four times lower than ACK-
937 based multicast. As shown in Tables 8 and 9, the proposed
938 system consumes less energy than the FEC-based systems,
939 i.e., DirCast and ACK-based multicast. The proposed sys-
940 tem can save 8.38 percent of energy consumption compared
941 to DirCast. In addition, it is shown that the proposed system
942 can provide an energy saving of 39.05 percent compared to
943 ACK-based multicast while providing a similar level of
944 video quality. Consequently, the proposed system can pro-
945 vide a reliable and energy-efficient hybrid screen mirroring
946 service with relatively low control overhead.
947 5 CONCLUSION
948 In this paper, we have proposed a reliable and energy-
949 efficient hybrid screen mirroring multicast system for shar-
950 ing high-quality screen mirroring service among adjacent
951 sink devices. In the proposed system, systematic Raptor
952 codes and NACK-based retransmission are employed to
953 reduce the video quality degradation over an error-prone
954 WiFi network. The proposed system not only shapes the
955 screen mirroring traffic, but also determines the target sink
956 device and Raptor encoding parameters while considering
957 the energy consumption of the source device and sink
958 devices. The proposed system has been fully implemented
959 in Linux-based single board computers, and tested over a
960real WiFi network. Experimental results show that the pro-
961posed system can provide energy savings of 39.05 percent
962compared to ACK-based multicast systems while provid-
963ing the same level of video quality. Furthermore, the pro-
964posed system can provide high-quality screen mirroring
965without noticeable video quality degradation compared to
966existing systems.
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