Abstract. In this paper, we introduce a new class of generalized α-univex functions where the involved functions are locally Lipschitz. We extend the concept of α-type I invex [S. K. Mishra, J. S. Rautela, On nondifferentiable minimax fractional programming under generalized α-type I invexity, J. Appl. Math. Comput. 31 (2009) 317-334] to α-univexity and an example is provided to show that there exist functions that are α-univex but not α-type I invex. Furthermore, Karush-Kuhn-Tuckertype sufficient optimality conditions and duality results for three different types of dual models are obtained for nondifferentiable minimax fractional programming problem involving generalized α-univex functions. The results in this paper extend some known results in the literature.
Introduction
Fractional programming models have become a subject of wide interest since they provide a universal apparatus for a wide class of models. For example, it can be used in engineering, corporate planning, agricultural planning, public policy decision making, financial analysis of a firm, health care, and educational planning. In these sorts of problems the objective function is usually given as a ratio of functions in fractional programming form (see Stancu Minasion [20] ). The problems, in which both a minimization and a maximization process of fractional objectives are performed, are usually called in decision science as generalized minimax fractional programming problems. These problems have arisen in game theory [3] , goal programming [4] , minimum risk problems [21] , economics [22] and multiobjective programming [23] .
Nonlinear programming problems containing square roots of positive semidefinite quadratic forms have arisen in stochastic programming, in multifacility location problems, and in portfolio selection problems, among others. A fairly extensive list of references pertaining to various aspects of these problems is given in Zalmai [26] . Generalizations of convexity related to optimality conditions and duality for minimax fractional programming problems have been of much interest in the recent past and many contributions have been made to this development. For example, see [1, 5, [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] 24] and the references cited therein. Yadav and Mukherjee [24] formulated two dual models for minimax fractional programming problem and established some duality results. In view of some omissions and inconsistencies in Yadav and Mukherjee [24] , Chandra and Kumar [5] constructed two dual models, and proved various duality theorems under convexity assumptions.
The necessary and sufficient conditions for generalized minimax programming were first developed by Schmitendorf [19] . Bector and Bhatia [1] relaxed the convexity assumptions in the sufficient optimality condition in [19] and also employed the optimality conditions to construct several dual models which involve pseudo-convex and quasi-convex functions, and derived weak and strong duality theorems.
Liu [13, 14] obtained the necessary and sufficient optimality conditions and derived duality theorems for a class of nonsmooth multiobjective fractional programming problems involving    , F -convex and pseudoinvex functions. Lai and Lee [12] focus his study on nondifferentiable minimax fractional programming problems and its two parameterfree dual models. They also established weak, strong and strict converse duality theorems under the assumptions of pseudo/quasi-convex functions. In the formulation of the dual models in [12] optimality conditions given in [11] are used. Zheng and Cheng [25] This paper is organized as follows. Section 2 is devoted to some definitions and notations. In Section 3, we derive the sufficient optimality conditions for nondifferentiable minimax fractional programming problems under the assumption of generalized  -univex functions.
Duality results are presented in Sections 4-6. This work extends the works of Mishra and Rautela [17] and partially the results of Jayswal [10] to the nonsmooth case.
Preliminaries
Throughout this paper, let n R be the ndimensional Euclidean space and n R  be its nonnegative orthant. Let X be a nonempty subset of n R . First, we recall the following definitions.
is said to Lipschitz near
We say that
is locally Lipschitz on X if it is Lipschitz near any point of X .
Definition 2.2 [6] If
, is defined as follows:
Definition 2.4 [18] A subset X is said to be  -invex set, if there exists
Note that every convex function is a preinvex function, but the converse is not true. For example, the function
is not a convex function, but it is a preinvex function with respect to and   1
The following example shows that  -preinvex function exist.
where R c  is a constant. Then X is an  -invex set with respect to and  and
, which indicates that F is  -preinvex with respect to  and  on X .
From now onwards, unless otherwise is specified, we assume that X is a nonempty -invex set with respect to  and  .
Consider the following nondifferentiable minimax fractional programming problem: Let P  be the set of all feasible solutions of 
We shall make use of the following generalized Schwartz inequality:
for some the equality holds when
In order to relax the convexity assumption in the above problem, we impose the following definitions. Let
be a locally Lipschitz function.
Definition 2.6
The function f is said to be
and  , if there exist , : 
, then we can see that the definition 2.6 implies the definition of univex function given in Bector et al. [2] .
and  as an identity function and f is differentiable, then we see that definition 2.6 reduces to definition of invex function given in Hanson [8] .
then we obtain definition of  -univexity given in Jayswal [10] .
, then we get the definition of  -type I invex given in Mishra and Rautela [17] .
It is noted that, not every  -univex function is  -type I invex function [17] . We have the following counter-example, which shows that the function f is  -univex but not  -type I invex.
Example 2.2 Let
On the other hand, if we take
which shows that f is not  -type I invex at a with respect to same and  .
Definition 2.7
The function f is said to be pseudo
The following example shows that there exists function which is pseudo  -univex but neither  -type I invex nor pseudo -type I invex.
and let
and .  But f is neither  -type I invex nor pseudo -type I invex with respect to same and as can be seen by taking a x  .
Definition 2.8
The function f is said to be strict pseudo -univex at 
The following example shows that quasi  -univex function exists.
Example 2.5 Let
and  be same as in Example 2.3. However, if we define
Then f is quasi  -univex with respect to  , , b
and . The following example shows that there exists function which is quasi  -univex but not pseudo  -type I univex not pseudo -type I invex and not  -type I invex. The following result from [12] is needed in the sequel. 
Example 2.6 The function
R R f  : is defined by   x x f  . Let   a x a x b   , ,             , , 0 , , 1 , , 1 , a x a x a x a x  and          . , 1 , , 1 , a x a x a x  Further assume that R R  :  be given by   V V   . Then f is quasi  -univex with respect to  , , b , and         1     x f x f for all R x  .    n R v u, x K y t s   , , , 0 * and p R   *  such that                 s i i i i Bv y x g k Au y x f t 1 0 0 0 * , , 0   , , 0 * x h    (3)      i i y x g k Ax x y x f , , , 0 0 2 / 1 0 0 0   ,  s i Bx x ..., , 2 , 1 , 0 , 2 / 1 0 0    (4)   , 0 , 0 *  x h  (5)      , 0 , 2 / 1   z Bz (iii) 0 , , 0 , 0 0 0 0   x Bx x Ax     2 / 1 0 1 0 * , , z z B k z k v t s i i       . 0 , 2 / 1   z Bz
Sufficient Optimality Condition
We now establish sufficient optimality conditions for (P) under the assumptions of generalized  -univexity discussed in previous section. 
x is an optimal solution of (P).
Proof. Suppose the contrary that 0
x is not an optimal solution of (P). Then there exists (4), (6) (7) and (8) 
and from the inequality (9), we get
By the pseudo  -univexity of  , the above inequality give
. (10) From (10) and (3), we get
by the positivity of 0
. (11) Since , ,
By the condition 
First Duality Model
In this section, we consider the following dual to (P):
(DI)
where
denotes the set of all triplets
is empty, then we define the supremum over it to be -∞. In this section we denote 
If hypothesis (a) holds, then 
and from the inequality (17), we get
By the pseudo  -univexity of , the above inequality gives
. (18) From (18) and (13), we get
By the condition
and the positivity of 1 b , the above inequality yield
and from the above inequality, we get
By the positivity of 1
, which contradicts (19) .
For hypothesis (c) the proof is similar to that of the proof given above for case (b) . □ ; that is, z is an optimal solution for (P).
Theorem 4.2 (Strong duality

Third Duality Model
In this section we take the following form of Lemma 2.1:
