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We present a framework for studying the dynamics of equivariant vector fields
near relative equilibria. To overcome the lack of linearization at a relative
equilibrium or the possible non-smoothness of the orbit space, we categorify
the space of equivariant vector fields. A category where the objects are
equivariant vector fields was first introduced by Hepworth in the context of
smooth stacks [1]. Central to our approach is the ensuing notion of isomor-
phic equivariant vector fields. The idea is that considering equivariant vector
fields, and their corresponding dynamics, up to isomorphism is a way to take
into account the symmetries of the group action without passing to the orbit
space. In particular, the category of equivariant vector fields near a relative
equilibrium is equivalent to the category of equivariant vector fields on the
slice representation of the relative equilibrium. We apply this to the stability
and motion of relative equilibria, bifurcations to and from relative equilibria,
and to the genericity of conditions for equivariant bifurcation from relative
equilibria.
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We present a framework for studying the dynamics of equivariant vector fields
near relative equilibria. In particular, we study the stability and motion of
relative equilibria, bifurcations to and from relative equilibria, and the generic
conditions for equivariant bifurcation from relative equilibria. The usual
approaches used for vector fields near strict equilibria run into difficulties in
the case of relative equilibria. For example, it doesn’t make sense to directly
linearize a vector field at a relative equilibrium. Since relative equilibria
descend to equilibria of the flow on the orbit space, one could try to linearize
on the orbit space [2, 3]. The obstacle is that orbit spaces of group actions are
generally not smooth. A brute force approach is to embed the orbit space in
some Euclidean space Rn. However, this can be difficult in practice. Instead,
we prefer to think of the orbit space as a smooth stack (see, for example,
[4]). For our purposes, this amounts to categorifying the space of equivariant
vector fields.
A category where the objects are equivariant vector fields was first intro-
duced by Hepworth in the context of smooth stacks [1]. Given an action of a
group G on a manifold M , we categorify the space X(M)G of G-equivariant
vector fields by introducing an action on X(M)G of the vector space:
C∞ (M, g)G := {ψ : M → g | ψ(g ·m) = Ad(g)ψ(m), g ∈ G, m ∈M} ,
where g is the Lie algebra of G (see (2.2) and Definition 2.9). Central to
our approach is the ensuing notion of isomorphic equivariant vector fields
(Definition 2.10). Isomorphic vector fields lead to equivalent continuous flows
on the orbit space. The idea is that considering equivariant vector fields,
and their corresponding dynamics, up to isomorphism is a way to take into
account the symmetries of the group action without passing to the orbit
space.
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In chapter 2, we show that the category of equivariant vector fields in an
invariant neighborhood of a point is equivalent to the category of equivariant
vector fields on the canonical slice representation near the point (Theorem
2.29). Consequently, given an equivariant vector field X ∈ X(M)G with a
relative equilibrium at a point m ∈M , we obtain a decomposition:
X = Y X + ∂(ψX), (1.1)
where Y X has an equilibrium at m and is transverse to the group orbits
near m, and ∂(ψX) is an equivariant vector field built out of an isomorphism
of equivariant vector fields natural in X (Theorem 2.25). This decomposi-
tion makes many of the methods used for equilibria available for the case of
relative equilibria. Similar decompositions to (1.1) have been used before,
notably using invariant Riemannian metrics [5, 6] and lifting the vector field
to a skew-product decomposition [6]. However, we believe the decomposition
(1.1) in terms of isomorphisms of equivariant vector fields is natural and con-
ceptually simple. Additionally it also helps address the effect of the choices
involved (Proposition 2.39 and Proposition 2.40). In particular, the choices
involved lead to transversal vector fields that are isomorphic.
Our first application is to the stability of relative equilibria in chapter 3.
Given a relative equilibrium m of an equivariant vector field X on a proper
G-manifold, it is natural to consider whether m is stable modulo the group G
[7, 8]. If the orbit space M/G is smooth, one can reduce determing stability
of the relative equilibrium to determining stability of an equilibrium on the
orbit space for the reduced dynamics. However, if the orbit space is not
smooth then other methods are required.
We show how one can determine the stability modulo G of m by passing
to a slice for the action through m, where stability corresponds to the stabil-
ity of an equilibrium. We actually prove something stronger: we prove that
the relative equilibrium m is G-stable for X if and only if it is a Gm-stable
equilibrium for the part of the vector field transerve to the group orbits near
m (Theorem 3.4). That is, we can use the decomposition of X into tangent
and transverse parts in Theorem 2.25 to determine stability. We apply The-
orem 3.4 to Hamiltonian relative equilibria and provide an alternative proof
of the Hamiltonian stability criterion of Montaldi and Rodŕıguez-Olmos [9,
Theorem 3.6] (see also [10, Theorem 2]).
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In chapter 3, we also present an application to the motion of relative
equilibria on a K-manifold M , where K is compact. It is well-known that,
the motion of a relative equilibrium of an equivariant vector field on M is
equivalent to linear motion on a torus [11, 5]. In fact, there is a bound on the
number of independent frequencies of the motion; that is, on the dimension of
the torus containing the motion [11, 5]. This bound is attained generically,
so it may be of interest to modify the equivariant vector field to reduce,
or otherwise adjust, the number of independent frequencies of the relative
equilibrium’s motion to obtain nongeneric motions.
Given an equivariant vector field with a relative equilibrium on a compact
K-manifold, we provide conditions for constucting an isomorphic vector field
that has any desired number of independent frequencies at the relative equi-
librium (Proposition 3.51). Since the resulting vector field is isomorphic to
the given one, it determines the same flow on the orbit space, and hence the
same dynamics modulo the symmetries (Theorem 2.11). In particular, we
show that this is always possible for actions of tori (Theorem 3.53). The
results in this section should be of interest in the control of equivariant dy-
namical systems.
We also consider bifurcations to and from relative equilibria in chapter
4. Due to the presence of group symmetries, one expects bifurcations to
relative equilibria in place of bifurcations to equilibria. We prove a test for
bifurcations to relative equilibria on representations (Theorem 4.10). On the
one hand, this test is conceptually simple: it is essentially a generalization
of the Equivariant Branching Lemma [12, 13] considered up to isomorphism
of equivariant vector fields. On the other hand, it can be quite general: it
can predict bifurcations to steady-state, periodic, or quasi-periodic motion
on tori. The motion on the bifurcating branches depends on an isomorphism
of equivariant vector fields used in the test. In particular, isomorphisms
of equivariant vector fields are central to reducing and reconstructing the
dynamics of the bifurcation in our test.
We then extend this test to bifurcations from relative equilibria for proper
actions of (potentially noncompact) Lie groups (Theorem 4.16). We reduce
to the slice representation at the relative equilibrium. In fact, we prove some-
thing stronger: that bifurcations to relative equilibria are in correspondence
with bifurcations to relative equilibria on the slice representation (Theorem
4.13), and how isomorphisms of equivariant vector fields relate the velocities
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of the corresponding relative equilibria. Compared to similar slice reductions
that can be found in the literature [5, 6] we reconstruct the dynamics from
the slice reduction using isomorphisms of equivariant vector fields.
Finally, it is common in equivariant bifurcation to talk about generic con-
ditions for equivariant vector fields or for paths of equivariant vector fields.
For example, a standard bifurcation condition is the eigenvalue crossing con-
dition: that the eigenvalues of the linearization of a path of equivariant vector
fields crosses the imaginary axis with nonzero velocity (see, for example, the
Equivariant Branching Lemma [12, 13] and Theorem 4.10). One way to for-
malize the notion of a condition being generic in equivariant dynamics is to
endow the space of equivariant vector fields with a topology and consider
whether there are open and dense subsets satisfying the desired condition.
In chapter 5, we consider open and dense subsets of equivariant vector
fields in light of the category of equivariant vector fields. The first main
result of this chapter is that open and dense subsets of equivariant vector
fields are “preserved” by isomorphisms of equivariant vector fields (Theorem
5.25). That is, the set of all equivariant vector fields isomorphic to those
in an open and dense subset of equivariant vector fields is also open and
dense in the space of equivariant vector fields. The second main result of
this chapter is that the equivalence in Theorem 2.29 “preserves” open and
dense subsets of equivariant vector fields up to isomorphism (Theorem 5.30).
That is, in particular, the reduction to the slice representation via equivari-
ant projection preserves open and dense subsets of equivariant vector fields
up to isomorphism. These theorems also apply to paths of equivariant vec-
tor fields, and so they also apply in the context of equivariant bifurcation.
That is, generic conditions for equivariant bifurcation problems from relative
equilibria, like those in Theorem 4.16, correspond to generic conditions for
equivariant bifurcation problems from equilibria.
For this, we endow the spaces of equivariant vector fields and of paths
of equivariant vector fields with the Whitney C∞ topologies (section 5.1).
While these spaces are vector spaces, they are not topological vector spaces
when endowed with these topologies. The problem is the scalar multipli-
cation fails to be continuous. Nevertheless, the addition is continuous and
hence they are topological abelian groups. If we don’t consider the topol-
ogy, the category X(M)G of equivariant vector fields on a G-manifold is a
2-vector space (Remark 2.13). That is, it is a category internal to the cate-
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gory of vector spaces: its space of objects and morphisms are vector spaces,
and all the structure maps are linear. When endowed with a topology, the
category X(M)G becomes a topological abelian 2-group. That is, it becomes
a category internal to the category of topological abelian groups: its space
of objects and morphisms are topological abelian groups, and all the struc-
ture maps are continuous group homomorphisms. This topological abelian
2-group structure proves to be the necessary key for proving the main results
of this chapter, so we discuss it in section 5.2.
To summarize, chapter 2 defines a category of equivariant vector fields and
uses this to decompose equivariant vector fields near relative equilibria. In
chapter 3, we use this to study the stability and motion of relative equilibria.
The contents of chapters 2 and 3 are mostly contained in the author’s paper
[14]. In chapter 4, we use isomorphisms of equivariant vector fields to study
bifurcations to and from relative equilibria. And finally, in chapter 5, we
study open and dense collections of equivariant vector fields and equivariant
bifurcation problems. The contents of chapters 4 and 5 are mostly part of a
recent preprint by the author.
1.1 Notation
In this brief section we give an overview of the conventions and notation most
frequently used throughout this thesis.
1. We will denote the tangent map of a smooth f : M → N between
smooth manifolds M and N by Tf : TM → TN .
2. The vector space of smooth vector fields on a manifold M will be de-
noted by X(M).
3. Given a diffeomorphism f : M → N between two manifolds, we will
denote the corresponding pushforward of vector fields along f by f∗ :
X(M)→ X(N) and the pullback of vector fields along f by f ∗ : X(N)→
X(M).
4. We will denote Lie groups with uppercase Latin letters, their Lie al-
gebras with the corresponding lowercase fraktur letter, and the duals
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of these Lie algebras by adding a star superscript. For example, a Lie
group G will have Lie algebra g and dual Lie algebra g∗.
5. The adjoint representation of a Lie group on its Lie algebra will be
denoted by Ad, while its coadjoint representation on the dual of the
Lie algebra will be denoted by Ad†.
6. The action of a group G on a space M will be denoted by g · m for
all g ∈ G and all m ∈ M . Given g ∈ G, we denote the corresponding
translation map by:
gM : M →M, gM(m) := g ·m.
7. Given an action of a group G on a space M , the stabilizer subgroup of
a point m ∈ M will be denoted by the same letter as the group but
with the point as a subscript (e.g. Gm). If G is a Lie group and M is
a smooth manifold, the Lie algebra of the stabilizer will also carry the
point as a subscript (e.g. gm).
8. If G is a Lie group, M is a smooth manifold, and g ∈ G, then the
translation map gM : M →M is a diffeomorphism. Furthermore, there
is a canonical action of G on the tangent bundle TM , given by:
g ·X := TgM(X), g ∈ G, X ∈ TM.
9. Given actions of a Lie group G on manifolds M and N , an equivariant
map f : M → N is a smooth map such that:
f(g ·m) = g · f(m), g ∈ G, m ∈M.
An invariant map f : M → N is a smooth map such that:
f(g ·m) = f(m), g ∈ G, m ∈M.
Equivalently, an invariant map is an equivariant map where the action
of G on N is the trivial action. We denote the space of equivariant
maps M → N by C∞(M,N)G. If to avoid ambiguity, we need to
distinguish between equivariant and invariant maps, we will denote the
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space of invariant maps by C∞(M,N)G−inv and reserve C∞(M,N)G
for equivariant maps in such a case. Otherwise, we will explicitly say
which one we mean or context will make it clear.
10. Given a smooth fiber bundle π : P → B, the corresponding vertical bun-
dle is the bundle over the manifold P with total space VP := ker dπ.
The projection VP → P is the restriction of the tangent bundle pro-
jection TP → P , and hence the vertical bundle is a subbundle of the
tangent bundle.
11. We will also make use of associated bundles. Given a Lie group K, a
manifold P with a free and proper right action of K, and a manifold
F with a proper left action of K, the associated bundle is the bundle
with total space the quotient P ×K F := (P × F )/K of the action:
k · (p, f) := (p · k−1, k · f), k ∈ K, (p, f) ∈ P × F.
The base of the associated bundle is the space P/K and the typical
fiber is F . Thus, if F is a vector space then the associated bundle
P ×K F is a vector bundle over G/K. We will denote the elements of
P ×K F by [p, f ]. If the manifold F is a product of the form M×N , we
will denote the elements of P ×K F by [p,m, n] instead of [p, (m,n)].
Furthermore, suppose K is a compact Lie subgroup of a Lie group G.
The P := G is a right K-principal bundle over G/K with the action
by right-multiplication. Then there is an action of G on the associated
bundle G×K F given by:
g′ · [g, f ] := [g′g, f ], g′ ∈ G, [g, f ] ∈ G×K F.
12. Given a category C, we will denote the collection of objects by C0 and the
collection of morphisms by C1. A morphism f between two objects X
and Y in C0 will be denoted by f : X → Y . Given a functor F : C → D
between two categories C and D, we will denote the corresponding map
on objects by F0 : C0 → D0 and the corresponding map on morphisms
by F1 : C1 → D1. We will denote a natural isomorphism between two
functors F : C → D and G : C → D by h : F ∼= G or alternatively by
its corresponding map h : C0 → D1 assigning each object X in C0 to the
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corresponding morphism h(X) : F0(X) → G0(X). By an equivalence
of categories between two categories C and D we will mean a pair of
functors F : C → D and G : D → C together with natural isomorphisms
ε : GF ∼= 1C and µ : FG ∼= 1D.
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CHAPTER 2
CATEGORIES AND ISOMORPHISMS OF
EQUIVARIANT VECTOR FIELDS
A category where the objects are equivariant vector fields was first introduced
by Hepworth in the context of smooth stacks [1]. In this thesis, we explore
applications of this category to equivariant dynamics. The main idea is that
considering equivariant vector fields, and their corresponding dynamics, up to
isomorphism is a way to take into account the symmetries of the group action.
Besides introducing the category of equivariant vector fields (Definition 2.9),
in this chapter we show that the category of equivariant vector fields in an
invariant neighborhood of a point is equivalent to the category of equivariant
vector fields on the canonical slice representation near the point (Theorem
2.29). Consequently, we obtain a decomposition of equivariant vector fields
near relative equilibria into a component transverse to group orbits near the
relative equilibrium and a component tangent to them (Theorem 2.25).
2.1 Categories of equivariant vector fields
In this section we define the category of equivariant vector fields and provide
several examples. First, recall:
Definition 2.1. A G-manifold M is a smooth manifold M with a smooth
action of a Lie group G. A proper G-manifold is one where the action is
proper.
Definition 2.2. An equivariant vector field on a G-manifold M is a smooth
vector field X : M → TM such that:
X(g ·m) = g ·X(m),
for all g ∈ G and m ∈ M , where the action on the right is as in Notation
1.1.8.
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Notation 2.3. We will denote the vector space of equivariant vector fields
on a G-manifold M by X(M)G.
Morphisms between equivariant vector fields will be built out of the fol-
lowing class of maps:
Definition 2.4. An infinitesimal gauge transformation on a G-manifold M
is an equivariant smooth map ψ : M → g, where g is the Lie algebra of G.
That is,
ψ(g ·m) = Ad(g)ψ(m),
for all g ∈ G and m ∈M , where Ad is the adjoint representation.
Notation 2.5. We will denote the space of infinitesimal gauge transforma-
tions by C∞(M, g)G.
Remark 2.6. If the action of G on M is free and proper, then the orbit
space M/G is a manifold and the orbit space map M → M/G is a princi-
pal G-bundle. In this case, the space of infinitesimal gauge transformations
C∞(M, g)G is isomorphic to the space of smooth sections of the associated
bundle M×Gg→M/G (see Notation 1.1.11, with the action of G on g being
the Ad representation).
An infinitesimal gauge transformation ψ : M → g on a G-manifold M







for any m ∈M . We verify this is indeed equivariant:
Lemma 2.7. Let M be a G-manifold and let ψ : M → g be an infinitesimal
gauge transformation on M . The induced vector field ∂(ψ) defined by (2.1)
is an equivariant vector field with respect to the action of G.
Proof. This is a consequence of the naturality of the exponential. Let g ∈ G
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and m ∈M , then



















· g ·m by the naturality of exp
= g · ∂(ψ)(m).
Hence, ∂(ψ) is an equivariant vector field.
Given a G-manifold M , the map ∂ : C∞(M, g)G → X(M)G assigning to
each infinitesimal gauge transformation ψ the vector field ∂(ψ) as in (2.1) is
a linear map. Consequently, the abelian group C∞(M, g)G acts on the space
X(M)G. The action is given by:
ψ ·X := X + ∂(ψ), (2.2)
where ψ is an infinitesimal gauge transformation, X is an equivariant vector
field, and the addition is the pointwise addition of vector fields.
Remark 2.8. Recall that the action of a group H on a space Y defines
an action groupoid H × Y ⇒ Y (see, for example, [15, Example 5.1 (5)]).
The objects of the action groupoid in (2.2) are the equivariant vector fields,
while morphisms are pairs (ψ,X) consisting of a gauge transformation ψ
and an equivariant vector field X. The source map is the projection onto
the second factor, the target map is the action map, and the composition
corresponds to addition of the first factors, i.e. addition of infinitesimal
gauge transformations.
Definition 2.9. The category X(M)G of equivariant vector fields on a G-
manifold M is the action groupoid (see Remark 2.8) of the action of the space
of infinitesimal gauge transformations C∞(M, g)G on the space of equivariant
vector fields X(M)G.
We isolate what it means for two equivariant vector fields to be isomorhic
in this category:
Definition 2.10. Two equivariant vector fields X and Y on a G-manifold M
are isomorphic if they are isomorphic as objects of the groupoid of equivariant
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vector fields. That is, they are isomorphic if there exists an infinitesimal
gauge transformation ψ : M → g such that Y = X + ∂(ψ).
Recall that the flow of an equivariant vector field on a G-manifold M
descends to give a continuous flow on the orbit space M/G. The following
result has as corollary that isomorphic vector fields descend to the same
continuous flow on the orbit space:
Theorem 2.11 (Lerman). Let X and Y be two isomorphic equivariant
vector fields on a G-manifold M with flow φX and φY respectively. Let
O ⊆ R×M denote the domain of the flow φX . Then O is also the domain of
φY . Furthermore, there exists a smooth map F : O → G such that F (0, n)
is the identity of G for all m ∈M , and:
φY (τ,m) = F (τ,m) · φX(τ,m)
for all (τ,m) ∈ O. In particular, for each m ∈ M , the curve F (−,m) on G




F (0,m) = 1G
where 1G is the identity in G, and TLF (τ,m) is the tangent map at the identity
1G of the left translation LF (τ,m) : G→ G defined by g 7→ F (τ,m)g.
Proof. See [16, Theorem 1.6].
Remark 2.12. In [1] Hepworth defined vector fields on stacks. According
to his definition, vector fields on a stack Y are objects of a category Vect(Y).
In the case where the stack Y is the stack quotient [M/G] of a G-manifold
M , where G is a compact Lie group, the category Vect(Y) is equivalent to
the corresponding groupoid of equivariant vector fields of Definition 2.9 [1,
Proposition 6.1]. This groupoid is further explored in [16] and [14].
Remark 2.13. The category X(M)G of equivariant vector fields for an action
G×M →M is in fact a 2-vector space in the sense of Baez and Crans [17].
That is, it is a small category internal to the category of vector spaces and
linear maps. This means that the space of objects and the space of morphisms
are vector spaces, and all the structure maps are linear. For the purposes of
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this thesis we only care about the additive structure. That is, we only care
that the category of equivariant vector fields is an abelian 2-group.
We conclude this section by introducing some examples of categories of
equivariant vector fields. In this section we concentrate on representations
of compact Lie groups. In section 2.3, we use results in [16] and this thesis,
to give some similar examples for more general proper actions.
Example 2.14. Let the circle S1 act on the complex plane C ∼= R2 (viewed
as a real manifold) via rotations in the standard way:
eiθ · z := eiθz, eiθ ∈ S1, z ∈ C.
Since the group is abelian, the Adjoint action is trivial. Thus, the infinites-
imal gauge transformations are the S1-invariant functions on C. Given an
infinitesimal gauge transformation ψ : C → R, the corresponding induced







It is shown in [18, Ch.XII Example 4.3], using a nontrivial theorem of Schwarz
[19], that an arbitrary S1-invariant function ψ : C→ R is of the form:
ψ(z) = ψ̂(|z|2), z ∈ C, (2.3)
for some smooth function ψ̂ : R → R. We briefly describe how (2.3) fol-
lows from Schwarz’s Theorem [19] as done in [18, Ch.XII Example 4.3]. By
Schwarz’s Theorem [19], it suffices to show that an arbitrary polynomial S1-






jzk, z ∈ C,
where the sum is finite with nonnegative exponents, and bjk ∈ C with bjk =







i(j−k)θzjzk, z ∈ C,
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k, y ∈ R.
Similarly, it is shown in [18, Ch.XII Example 5.4], using Poénaru’s Theo-









iz, z ∈ C, (2.4)
where f : R→ R and g : R→ R are smooth functions. As described in [18,
Ch.XII Example 5.4], by Schwarz’s Theorem [19] and Poénaru’s Theorem
[20], it suffices to show that an arbitrary S1-equivariant vector field X is of





jzk, z ∈ C,
where the sum is finite with nonnegative exponents and bjk ∈ C. Equivari-






































k, y ∈ R.
Hence, all equivariant vector fields are as in (2.4). From the point of view of
the category X(C)S1 of S1-equivariant vector fields on C, the form (2.4) means
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, z ∈ C,
via the infinitesimal gauge transformation defined by ψ(z) := g (|z|2) for
every z ∈ C.
Remark 2.15. It should be noted that it is very diffficult in general to com-
pute standard forms for infinitesimal gauge transformations and equivariant
vector fields using Schwarz’s Theorem [19] and Poénaru’s Theorem [20]; as
done, for example, to obtain (2.3) and (2.4). While helpful, such expressions
are not integral to the methods described in this thesis.
Example 2.16. Recall that the orthogonal group O(2) is generated by the
circle S1 ∼= SO(2) and a reflection κ. Consider the representation of the
orthogonal group O(2) on R2 ∼= C generated by:
Rθ · z := eiθz, κ · z := z, eiθ ∈ S1, z ∈ C.
As in Example 2.14, the infinitesimal gauge transformations must be S1-
invariant, but they must also satisfy equivariance with respect to the action
of the reflection κ. That is, an infinitesimal gauge transformation ψ must
satisfy:
ψ(z) = ψ(κ · z) = Ad(κ)ψ(z) = −ψ(z), z ∈ C.
On the other hand, the S1-invariance implies that ψ(z) = ψ(z) for all z ∈ C.
Therefore, the map ψ must satisfy ψ(z) = −ψ(z), meaning ψ(z) = 0 for all
z ∈ C. Thus, there is only one infinitesimal gauge transformation 0 : C→ R,
mapping every point to the 0 vector.
It is shown in [18, Ch.XII Example 5.5], that the O(2)-equivariant vector





z, z ∈ C, (2.5)
where f : R → R is a smooth function. To see why, note that an O(2)-
equivariant vector field X is, in particular, S1-equivariant. Thus, it is of the



















iz, z ∈ C.
This means that g(|z|2) = 0 for all z ∈ C, so X is as in (2.5). Thus, the
category X(C)O(2) of O(2)-equivariant vector fields on C is a discrete category.
Put another way, every O(2)-equivariant vector field on C is a radial vector
field that is only isomorphic to itself.
Example 2.17. Example 2.14 can be generalized to the standard action by
rotations of an n-dimensional torus Tn on the n-fold product Cn ∼= R2n. We
illustrate with the T2 case. That is, consider the representation of the torus













∈ T2, (z1, z2) ∈ C2.
Since T2 is abelian, the Adjoint action of T2 on R2 is trivial. Hence, the
infinitesimal gauge transformations are the T2-invariant, or doubly-periodic,
functions on C2. Given an infinitesimal gauge transformation ψ = (ψ1, ψ2) :












ψ1 (z1, z2) iz1
ψ2 (z1, z2) iz2
)
,
for (z1, z1) ∈ C2. We claim that an arbitrary infinitesimal gauge transforma-











, (z1, z2) ∈ C2, (2.6)
for some smooth functions ψ1 : R2 → R and ψ2 : R2 → R. To see this, as in
Example 2.14, by Schwarz’s Theorem [19], it suffices to show that an arbitray
polynomial T2-invariant map ψ : C2 → R2 is of this form. Let ψ1 : C2 → R








m, (z1, z2) ∈ C2,
where the sum is finite with nonnegative exponents, and ajklm ∈ C are such
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for all (z1, z2) ∈ C2, (eiθ, eiϕ) ∈ T2. Equation (2.7) implies that ajklm = 0 or


















kym, (x, y) ∈ R2.
The argument is completely analogous for the second component of ψ, which
proves that infinitesimal gauge transformations are of the form (2.6).
Similarly, we claim that the equivariant vector fields are of the form:
X(z1, z2) =
(
f1 (|z1|2, |z2|2) z1 + g1 (|z1|2, |z2|2) iz1
f2 (|z1|2, |z2|2) z2 + g2 (|z1|2, |z2|2) iz2
)
, (2.8)
for (z1, z1) ∈ C2, where fi : R2 → R and gi : R2 → R are smooth functions.
As with Example 2.14, by Schwartz’s Theorem [19] and Poénaru’s theorem
[20], it suffices to prove that an arbitrary T2-equivariant polynomial vector
field X is of the form (2.8). If X is a polynomial vector field, denote the first








m, (z1, z2) ∈ C2,
where the sum is finite with nonnegative exponents and bjklm ∈ C. Equiv-















for all (z1, z2) ∈ C2 and (eiθ, eiϕ) ∈ T2. Equation (2.9) in turn implies that
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for (x, y) ∈ R2. An analogous argument yields a similar result for the second
component, meaning that X is as in (2.8). From the point of view of the
category X(C2)T2 of T2-equivariant vector fields on C2, (2.8) implies that
every T2-equivariant vector field is isomorphic to a vector field of the form:
X̂(z1, z2) =
(
f1 (|z1|2, |z2|2) z1
f2 (|z1|2, |z2|2) z2
)
, (z1, z1) ∈ C2,






, (z1, z1) ∈ C2. (2.10)
Example 2.18. Consider the representation of the orthogonal group O(2)
on R4 ∼= C2 generated by:





, κ · (z1, z2) := (z2, z1), eiθ ∈ S1.
If ψ : C2 → R is an infinitesimal gauge transformation, then equivariance
with respect to the Adjoint action means that it must satisfy:
ψ(eiθz1, e
−iθz2) = ψ(z1, z2), ψ(z2, z1) = −ψ(z1, z2),














ψ (z1, z2) iz1
ψ (z2, z1) iz2
)
,
for (z1, z2) ∈ C2 and where we used ψ(z2, z1) = −ψ(z1, z2). It is shown in
[21, § 6.2.4], that the equivariant vector fields are of the form:
X(z1, z2) =
(
f (z1, z2) z1 + g (z1, z2) iz1 + h(z1, z2)z2 + k(z1, z2)iz2
f (z2, z1) z2 + g (z2, z1) iz2 + h(z2, z1)z1 + k(z2, z1)iz1
)
,
for (z1, z2) ∈ C2, where f : C2 → R, g : C2 → R, h : C2 → R, and
k : C2 → R are smooth S1-invariant functions. Note that, unlike in Example
2.14, not every O(2)-equivariant vector field is isomorphic to a radial one in
the category X(C2)O(2) of O(2)-equivariant vector fields in C2.
2.2 Relative equilibria and ismorphsims of equivariant
vector fields
A relative equilibrium of an equivariant vector field is a point where the vector
field is tangent to the group orbit. They are the natural analogue of equilib-
ria in the presence of symmetries and are thus central to much of equivariant
dynamics. In this section we review some definitions and standard facts
concerning relative equilibria. Furthermore, we prove that isomorphisms of
equivariant vector fields preserve relative equilibria, but modify their veloci-
ties, hence the motion of the relative equilibrium may change (Lemma 2.24).
First, recall:
Definition 2.19. Let M be a G-manifold and let X be an equivariant vector
field on M . A point m ∈M is a relative equilibrium of X if the vector X(m)
is tangent to the group orbit G ·m at m. That is, m is a relative equilibrium
of X if X(m) ∈ Tm(G ·m).
Definition 2.20. Let M be a G-manifold and let m ∈ M be a point. The
evaluation map is the map:
evm : G→M, evm(g) := g ·m.
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Definition 2.21. Let M be a G-manifold, let X be an equivariant vector
field on M , and let m be a relative equilibrium of X. A velocity of m with
respect to X is a Lie algebra vector ξ ∈ g such that X(m) = T evm(ξ).
Remark 2.22. Let m be a relative equilibrium of an equivariant vector field
X on a G-manifold M . Velocities for relative equilibria always exist since:
Tm(G ·m) = T evm(g). (2.11)
Furthermore, such velocities are unique modulo the Lie algebra gm of the
isotropy group Gm of m, which is the kernel of the map T evm. That is, if
ξ and ξ̃ are two velocities of m, then there exists a vector η ∈ gm such that
ξ̃ = ξ + η.
We recall the following two standard facts about velocities of relative equi-
libria:
Lemma 2.23. Let M be a G-manifold, and let X be an equivariant vector
field on M with a relative equilibrium at a point m ∈ M . Let ξ ∈ g be a
velocity of the relative equilibrium m of X, then:
1. For any g ∈ G, the vector Ad(g)(ξ) is a velocity of the relative equilib-
rium g ·m of X
2. The integral curve of X starting at m is equal to:
γ : R→M, γ(t) := exp(τξ) ·m.
Proof. The first follows from the following computation:
X(g ·m) = TgMX(m) by the equivariance of X





















exp(τ Ad(g)(ξ)) · (g ·m) by the naturality of exp
= T evg·m (Ad(g)(ξ)) .
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· (exp(sξ) ·m) by the naturality of exp
= T evexp(sξ)·m (Ad (exp(sξ)) (ξ))
= X (exp(sξ) ·m) by the first part of this lemma.
Hence, γ is the integral curve of X starting at m.
Isomorphisms preserve relative equilibria but change velocities as follows:
Lemma 2.24. Let X and Y be isomorphic vector fields on a G-manifold
M , and let ψ : M → g be an infinitesimal gauge transformation such that
Y = X + ∂(ψ). If m ∈ M is a relative equilibrium of X and ξ ∈ g is a
velocity of m for X, then the point m is also a relative equilibrium of Y and
ξ + ψ(m) ∈ g is a velocity of m for Y .
Proof. Note that:
Y (m) = X(m) + ∂(ψ)(m) = T evm(ξ) + T evm(ψ(m)) = T evm (ξ + ψ(m))
Hence, Y (m) ∈ Tm(G · m), meaning the point m is a relative equilibrium
of Y . Furthermore, ξ + ψ(m) is a velocity of m as a relative equilibrium of
Y .
2.3 Decomposition of equivariant vector fields near
relative equilibria
Given an equivariant vector field with a relative equilibrium at a point (Def-
inition 2.19), we show how it can be decomposed into two vector fields: one
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with an equilibrium at the given point and another induced by an isomor-
phism of equivariant vector fields as in (2.1). This decomposition is the main
theorem of this section (Theorem 2.25). In fact, this decomposition follows
from an equivalence between the category of equivariant vector fields near
the group orbit of a point and the category of equivariant vector fields on a
slice through the point (Theorem 2.29). Theorem 2.29 is a local version of
Theorem 2.25, and its proof will occupy most of this section.
Theorem 2.29 was first proved in a different but equivalent way in [16,
Theorem 4.3]. However, there are some differences between this section and
the treatment in [16]. There, equivariant vector fields and infinitesimal gauge
transformations are seen as parts of a 2-term chain complex of vector spaces
(Remark 2.13). In this thesis, we consider instead the category of equivariant
vector fields (Definition 2.9). Thinking in terms of categories has benefits;
e.g. isomorphisms of equivariant vector fields correspond precisely to the
isomorphisms in the category of equivariant vector fields (Definition 2.10),
and the choices in Theorem 2.29 can be framed in terms of the natural
isomorphisms involved (see Proposition 2.39 and Proposition 2.40).
As mentioned in Remark 2.13, the category X(M)G of equivariant vector
fields on a G-manifold M is in fact a 2-vector space. On the other hand, the
strict 2-category 2Vect of 2-vector spaces and the strict 2-category 2TermVect
of 2-term chain complexes of vector spaces are equivalent as strict 2-categories
[17]. Hence, Theorem 2.29 is equivalent to [16, Theorem 4.3]. Similarly,
some of the proofs in this section are the analogues in the 2-category 2Vect
of the proofs in [16], which are done in the 2-category 2TermVect. However,
our treatment of the choices in the equivalence of categories in Theorem
2.29 differs from [16]. In particular, we express the effect of the choice in
terms of a natural isomorphism (compare Proposition 2.39 with Lemma [16,
Lemma 3.17] and Proposition 2.40 with [16, Lemma 3.21]). We also provide
additional details of some of the constructions used in Theorem 2.29 (see, in
particular, Remark 2.32 and Theorem 2.38). Furthermore, at the end of the
section, we provide some original examples of decompositions of equivariant
vector fields using Theorem 2.29.
The main goal of this section is to prove the following:
Theorem 2.25. Let M be a proper G-manifold and let X be an equivariant
vector field on M with a relative equilibrium at m. Then there exists an
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equivariant vector field Y X ∈ X(M)G, with Y X(m) = 0, and an infinitesimal
gauge transformation ψX ∈ C∞(M, g)G such that:





Furthermore, Y X is transverse to the group orbits near G ·m.
Remark 2.26. The decomposition of the vector field X in Theorem 2.25
is analogous to that of Krupa [5, Theorem 2.1]. Fiedler, Sandstede, Scheel,
and Wulff extend this to proper actions by providing a different decompo-
sition of the vector field X. In [6, Theorem 1.1], they lift the vector field
X to a (G × Gm)-equivariant vector field on a product G × V , where V is
the slice representation at m, and writing the lift as a “skew-product” vector
field. We choose to work directly on the manifold M , use equivariant connec-
tions instead of invariant Riemannian metrics, and use infinitesimal gauge
transformations. We believe this description in terms of infinitesimal gauge
transformations is natural and conceptually simple, but additionally it also
helps address the effect of the choices involved (Proposition 2.39 and Proposi-
tion 2.40). In particular, the choices involved lead to transverse vector fields
that are isomorphic.
We will first work in an invariant neighborhood of the group orbit of the
relative equilibrium. Recall that given aK-manifoldD, whereK is a compact
Lie subgroup of a Lie group G we can form the associated bundle G×K D →
G/K (see Notation 1.1.11). The total space G×K D is the smooth quotient
of the action of K on the product G×D defined by:
k · (g, v) :=
(
gk−1, k · v
)
, (k, g, v) ∈ K ×G×D.
We denote the points of G×K D by [g, v]. This is a proper G-manifold with
the action of G given by:
g′ · [g, v] := [g′g, v], (g′, g, v) ∈ G×G×D.
Relatedly, we have the following definition:
Definition 2.27. Given a proper G-manifold M , let K be the stabilizer of a
point m ∈M . A slice through m for the action G×M →M is a K-manifold
D and a K-equivariant embedding j : D →M such that:
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1. The point m is in the image j(D).
2. The set:
G · j(D) := {g · j(v) | g ∈ G, v ∈ D}
is open in M .
3. The map:
G× V → G · j(D), (g, v) 7→ g · j(v)
descends to a G-equivariant diffeomorphism:
G×K D → G · j(D), [g, v] 7→ g · j(v),
where as before G×K D := (G×D)/K and the action of K on G×D
is given by:
k · (g, v) :=
(
gk−1, k · v
)
, (k, g, v) ∈ K ×G×D.
Remark 2.28. It is a classic theorem of Palais [22] that slices exist at every
point in a proper G-manifold M (see also [23, Theorem 2.3.3]). In fact, it is
possible and convenient to take the slice D through a point m ∈M to be an
open ball around the origin of the canonical slice representation:
V := TmM/Tm(G ·m),
which has a canonical representation of the stabilizer K of the point m (see,
for example, [24, Theorem B.24]). More is true. In fact, the following diagram
commutes:








where the top map is the diffeomorphism φj of Definition 2.27, the bottom
map is given by:
gK 7→ g ·m, g ∈ G,
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and the vertical maps are defined by:
[g, d] 7→ gK, [g, d] ∈ G×K D,
and by:
g · j(v) 7→ g ·m, g · j(v) ∈ G ·D,
respectively. In particular, the associated bundle G ×K V , where V is the
canonical slice K-representation of m is a vector bundle and proper G-
manifold that is locally G-equivariantly diffeomorphic to a G-invariant neigh-
borhood of m in M . Thus, throughout this thesis we often focus on the local
models G ×K V where V is some finite-dimensional real representation of a
compact Lie subgroup K of a Lie group G.
We now state a local version of Theorem 2.25. As described in the intro-
duction to this section, an equivalent result is originally due to Lerman in
[16].
Theorem 2.29. Let V be a representation of a compact Lie subgroup K of




)G ' X (V )K
between the categories of equivariant vector fields on G ×K V and V re-
spectively (Definition 2.9). In particular, there exist functors E : X(V )K →
X(G ×K V )G and P : X(G ×K V )G → X(V )K and a natural isomorphism
h : X(G×K V )G → C∞(G×K V, g)G such that, for every equivariant vector
field X ∈ X(G×K V )G, we have that:
X = E0(P0(X)) + ∂ (h(X)) ,
is a decomposition as in Theorem 2.25 (see 1.1.12 for notation).
The proof of Theorem 2.29 will consist of constructing a pair of functors
E and P , and a natural isomorphism h : EP ∼= 1X(G×KV )G . Before proving
Theorem 2.29, we explain the idea behind it and why it is a local version of
Theorem 2.25.
Given an equivariant vector field Y ∈ X(V )K on the K-representation V ,
there is a canonical way to equivariantly extend it to an equivariant vector
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field E0(Y ) ∈ X(G×KV )G on the associated bundle G×KV . It turns out that
the vector field E0(Y ) is vertical in the associated bundle G×K V → G/K.
Conversely, a choice of equivariant connection:
Φ ∈ Ω1(G×K V ;V(G×K V ))G
on the bundle G×K V → G/K, where V(G×K V )→ G×K V is the vertical
bundle (see 1.1.10), gives a map in the other direction. That is, for any
equivariant vector field X ∈ X(G×K V )G there is an equivariant vector field
P0(X) ∈ X(V )K on the K-representation V corresponding to the restriction
to the K-representation V ∼= {[1, v] | v ∈ V } of the vertical part of the vector
field X. We think of P0(X) as the projection of the vector field X onto the
representation V .
Given an equivariant vector field Y on the representation V , equivari-
antly extending and then projecting returns the original vector field (that is,
P0(E0(Y )) = Y ). On the other hand, given an equivariant vector field X on
the bundle G ×K V , projecting and then equivariantly extending does not
return the original vector field (that is, E0(P0(X)) 6= X). It only returns
the vertical part of the vector field. Nevertheless, we can recover the vector
field X via the action of the abelian group C∞(G×K V, g)G on the space of
equivariant vector fields X(G×K V )G given in (2.2). In particular, there ex-
ists an infinitesimal gauge transformation h(X) ∈ C∞(G×K V, g)G such that
X = h(X) · E0(P0(X)). That is, there is a decomposition of the equivariant
vector field X given by:
X = E0(P0(X)) + ∂(h(X)), (2.13)
where the vector field E0(P0(X)) is transverse to the group orbit G · [1, 0] and
the vector field ∂(h(X)) is tangent to the group orbits. The decomposition
(2.13) is the local version of the decomposition in Theorem 2.25.
To prove Theorem 2.25 we show that the maps E0 and P0 can be extended
to functors E and P (Theorem 2.31 and 2.33), prove that PE = id (Theorem
2.35), and construct a natural isomorphism h : EP ∼= 1X(G×KV )G (Theorem
2.38). The decomposition in (2.13) follows from this natural isomorphism.
The following lemma will be useful in proving Theorem 2.29:
Lemma 2.30. Let A1 and B1 be two abelian groups acting, respectively, on
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sets A0 and B0, and let A1×A0 ⇒ A0 and B1×B0 ⇒ B0 be the corresponding
action groupoids. If F0 : A0 → B0 is a function and F1 : A1 → B1 is a group
homomorphism such that:
F0(ψ · x) = F1(ψ) · F0(x), for all (ψ, x) ∈ A1 × A0, (2.14)
then:
(F1 × F0, F0) :
(








Proof. Denote the source, target, and unit maps by s, t, and u respectively,
letting context imply the category we are working with as is customary. First
note that (F1 × F0, F0) sends a morphism (ψ, x) ∈ A1 × A0 to a morphism
(F1(ψ), F0(x)) ∈ B1 ×B0 since:
s(F1(ψ), F0(x)) = F0(x) = F0(s(ψ, x))
and:
t(F1(ψ), F0(x)) = F1(ψ) · F0(x) = F0(ψ · x) = F0(t(ψ, x)),
where we make use of (2.14). Let ψ, ϕ ∈ A1 and x ∈ a0 be arbitrary. Then,
since F1 is a group homomorphism, note that (F1 × F0, F0) respects units:
u(F0(x)) = (0, F0(x)) = (F1(0), F0(x)) = (F1 × F0)(0, x) = (F1 × F0)(u(x)).
Finally, (F1 × F0, F0) also respects composition:
(F1 × F0)
(
(ψ, ϕ · x) ◦ (ϕ, x)
)
= (F1 × F0)(ψ + ϕ, x)
= (F1(ψ + ϕ), F0(x))
= (F1(ψ) + F1(ϕ), F0(x))
= (F1(ψ), F1(ϕ) · F0(x)) ◦ (F1(ϕ), F0(x))
= (F1(ψ), F0(ϕ · x)) ◦ (F1(ϕ), F0(x))
= (F1 × F0)(ψ, ϕ · x) ◦ (F1 × F0)(ϕ, x).
Hence, (2.15) is a functor as claimed.
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We now prove that equivariant extension of equivariant vector fields on a
representation is functorial:
Theorem 2.31. Let V be a representation of a compact Lie subgroup K of a
Lie group G. Let j : V ↪→ G×K V be the embedding defined by j(v) := [1, v]
for v ∈ V (see Notation 1.1.11). Then the map:
E0 : X(V )
K → X(G×K V )G, X 7→ E0X, (2.16)
where E0X is defined by:
(E0X)([g, v]) := g · (Tj)X(v), [g, v] ∈ G×K V,
with the action as in (1.1.8), and the map:
E1 : C
∞(V, k)K → C∞(G×K V, g)G, ψ 7→ E1ψ, (2.17)
where, letting ι : k ↪→ g be the Lie algebra inclusion, E1ψ is defined by:
(E1ψ)([g, v]) := Ad(g)ι (ψ(v)) , [g, v] ∈ G×K V,
define a functor E : X(V )K → X(G×K V )G.
Proof. By Lemma 2.30, it suffices to check that E1 is a group homomorphism
and E1 and E0 intertwine the actions as in (2.14). That E1 is a homomor-
phism follows immediately from the linearity of the inclusion ι : k ↪→ g and
of the Adjoint maps Ad(g) for each g ∈ G. It is straightforward to verify
that E0 is also linear in this case since the action of G on TM is fiber-wise
linear.
It remains to check condition (2.14). We first prove that the following
diagram commutes:
C∞(V, k)K X(V )K









Observe that for an infinitesimal gauge transformation ψ : V → k on V and
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a point [g, v] ∈ G×K V we have:
E0∂(ψ)([g, v]) = g · (Tj)(∂ψ)(v)
= g · (Tj)T evv(ψ(v))
= g · T ev[1,v](ψ(v)) by the chain rule
= T evg,v Ad(g)ψ(v) since g · T ev[1,v] = T ev[g,v] Ad(g)
= T evg,v (E1ψ([g, v]))
= ∂(E1ψ)([g, v]).
Thus, diagram (2.18) commutes as claimed. We now check condition (2.14).
Let X ∈ X(V )K and let ψ ∈ C∞(V, k)K , then:
E1(ψ) · E0(X) = E0(X) + ∂(E1(ψ))
= E0(X) + E0(∂(ψ)) by diagram (2.18)
= E0(X + ∂(ψ)) by the linearity of E0
= E0(ψ ·X).
Hence, the maps E1 and E0 satisfy (2.14), and more generally the hypotheses
of Lemma 2.30. Consequently, E1 and E0 give a functor E : X(V )K →
X(G×K V )G.
Remark 2.32. We need to recall a standard construction of equivariant
connections. Let V be a finite-dimensional real representation of a compact
Lie subgroup K of a Lie group G. Consider the principal K-bundle G →
G/K. By equivariance, a choice of principal connection on the principal
K-bundle G → G/K is in correspondence with a choice of K-equivariant
splitting of the short exact sequence of vector spaces:
k g g/k// // (2.19)
Thus, it is equivalent to choose a K-invariant complement q of k in g, a K-
equivariant projection P : g → k, or a principal connection Φ̃ of G → G/K.
In particular, given a K-equivariant projection P : g→ k, the corresponding
connection Φ̃ ∈ Ω1(G;V(G)) on the principal K-bundle G → G/K is given
by:
Φ̃(g, ξ) := (g,P(ξ)) , (g, ξ) ∈ G× g ∼= TG. (2.20)
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The total space of the tangent bundle T (G×K V ) of the associated bundle
G ×K V is itself an associated bundle TG ×TK TV → T (G/K) (see, for
example, [25, Theorem 10.18 (4)]). Thus, we have the following commutative
diagram:






where the horizontal maps are the tangent bundle projections and the ver-
tical maps are the associated bundle projections. There are also canonical
identifications:
T (G×K V ) ∼= TG×TK TV ∼= (G× g)×K×k (V × V ),
where the associated bundle on the right hand end is the quotient:
(G× g)×K×k (V × V ) :=
(
(G× g)× (V × V )
)
/(K × k)
of the action of the group K × k on the space G× g× V × V given by:
(k, η) ·
(




gk−1,Ad(k)(ξ − η), k · v, k · ηV (w)
)
, (2.21)
for (g, ξ, v, w) ∈ G×g×V ×V and (k, η) ∈ K×k, and where ηV : V → V is the





That is, the action of the group K × k on G × g × V × V is given by the
tangent map of the action K×(G×V )→ G×V giving rise to the associated
bundle G×K V .
Now let V(G ×K V ) → G ×K V be the vertical bundle of the associated
bundle G×K V → G/K (see Notation 1.1.11 and 1.1.10), and let $ : TG×
TV → TG ×TK TV ∼= T (G ×K V ) be the quotient map. A choice of K-
equivariant splitting g = k ⊕ q determines an equivariant connection Φ ∈
Ω1(G×K V ;V(G×K V ))G on the bundle G×K V → G/K. The connection
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Φ is given by following diagram:
TG× TV TG× TV









where Φ̃ is as in (2.20). For a verification that this is an equivariant connec-
tion see, for example, [25, Section 11.8].
We will also make use of the corresponding horizontal bundle, which we
now describe. The K-equivariant splitting g = k ⊕ q gives the following
equivariant diffeomorphisms for the tangent bundle T (G×K V ):
TG×TK TV ∼= (TG× TV )/TK
∼=
(
G× k⊕ q)× (V × V )
)
/(K × k)
∼= (G× (V × q× V )) /K
= G×K (V × q× V ),
(2.23)
where we have used the action (2.21). We will denote the elements of the
tangent bundle G ×K (V × q × V ) by [g, v, ξ, w], where the first two entries
correspond to the base point [g, v] ∈ G×K V of the tangent vector [g, v, ξ, w]
(see also Notation 1.1.11). Now observe that we have a commutative diagram:
TG×TK TV G×K (V × q× V )









where the top horizontal map is the identification (2.23), the bottom map is
the identification:
T (G/K) ∼= G×K (g/k) ∼= G×K q,
where G×K q := (G× q)/K is the quotient by the action of the group K on
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the product G× q defined by:




, k ∈ K, (g, ξ) ∈ G× q,
the map Tπ is the tangent map of the projection π : G ×K V → G/K, and
the map p is given by:
[g, v, ξ, w] 7→ [g, ξ], [g, v, ξ, w] ∈ G×K (V × q× V ).
Using (2.24), the vertical bundle V(G ×K V ) := ker(Tπ) of the associated
bundle G×K V → G/K can be identified with the the vector bundle:
ker p = G×K (V × {0} × V ) ∼= G×K (V × V ) (2.25)
over the base G ×K V . Thus, we see that the total space of the vertical
bundle V(G ×K V ) is also an associated bundle over G/K(see also [25,
Theorem 10.18 (5)]). Using the description (2.25) of the vertical bundle
V(G ×K V ), the connection Φ in (2.22) is such that the following diagram
commutes:
T (G×K V ) V(G×K V )








where the map Φ̂ is given by:
Φ̂([g, v, ξ, w]) := [g, v, w], [g, v, ξ, w] ∈ G×K (V × q× V ).
Hence, the horizontal bundle H := ker Φ of the associated bundle G×K V →
G/K can be identified with the vector bundle:
ker Φ̂ = G×K (V × q× {0}) ∼= G×K (V × q),
over the base G ×K V . Thus, we see that the total space of the horizontal
bundle H is also an associated bundle over G/K.
We now proceed with the ingredients of the proof of Theorem 2.29 by
showing that projecting vector fields on G ×K V onto the representation V
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using an equivariant connection is also functorial:
Theorem 2.33. Let V be a representation of a compact Lie subgroup K of a
Lie group G, and let g = k⊕q be a K-equivariant splitting with corresponding
K-equivariant projection P : g→ k. Let Φ be the equivariant connection on
the bundle G×K V → G/K determined by the splitting g = k⊕ q (Remark
2.32). Let j : V ↪→ G ×K V be the embedding defined by j(v) := [1, v] for
v ∈ V (see Notation 1.1.11). Then the map:
P0 : X(G×K V )G → X(V )K , X 7→ P0X,
where P0X is defined by:
(P0X)(v) := j
∗(Φ ◦X)(v), v ∈ V,
and the map:
P1 : C
∞(G×K V, g)G → C∞(V, k)K , ψ 7→ P1ψ,
where P1ψ is defined by:
(P1ψ)(v) := P(ψ(j(v))), v ∈ V,
define a functor P : X(G×K V )G → X(V )K .
Proof. By Lemma 2.30 it suffices to check that P1 is a group homomorphism
and P1 and P0 interwine the actions as in (2.14). That P1 is a homomorphism
follows immediately from the linearity of the projection P : g → k in the
statement of the Theorem. It is also straightforward to verify that P0 is a
linear map.
It remains to check condition (2.14). First, we need to make some obser-
vations. Let v ∈ V be a point on the slice, and note that the evaluation
map ev(1,v) : G→ G× V at the point (1, v) ∈ G× V of the G-action on the
product G× V is such that:
T ev(1,v) : g→ g× V, T ev(1,v)(ξ) = (ξ, v). (2.26)
Also, if evj(v) : G×G×K V is the evaluation map at the point j(v) = [1, v] ∈











where $ : TG × TV → T (G ×K V ) is the quotient map of the associated
bundle T (G×K V ) = TG×TK TV (see Remark 2.32).
We also need that the following diagam commutes:
C∞(G×K V, g)G X(G×K V )G









Given an infinitesimal gauge transformation ψ : G ×K V → g on the as-
sociated bundle G ×K V , it suffices to prove that the vector field ∂(P1ψ)
on the representation V is the unique vector field on V that is j-related
to the vector field Φ ◦ ∂(ψ), where Φ is the given connection on the asso-
ciated bundle G ×K V → G/K. For this, let v ∈ V be a point, and let





. Then note that:
Φj(v)∂(ψ)(j(v)) = Φj(v)T evj(v) (ψj(v))
= Φj(v)$T ev(1,v) (ψ(j(v))) by (2.27)
= Φj(v)$ (ψ(j(v)), v) by (2.26)
= $(P× id) (ψ(j(v)), v) by (2.22)
= $ (Pψj(v), v)
= $T ev(1,v) (Pψj(v)) by (2.26)
= $T ev(1,v) (P1ψ(v)) by the definition of P1
= T evj(v) (P1ψ(v)) by (2.27)
= (Tj)T evv (P1ψ(v)) by the chain rule
= (Tj)∂(P1ψ)(v).
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Hence, the vector fields Φ ◦ ∂(ψ) and ∂(P1ψ) are j-related, meaning that
(2.28) commutes as desired.
We now check condition (2.14). Let X ∈ X(G ×K V )G and let ψ ∈
C∞(G×K V, g)G, then:
P1(ψ) · P0(X) = P0(X) + ∂(P1(ψ))
= P0(X) + P0(∂(ψ)) by diagram (2.28)
= P0(X + ∂(ψ)) by the linearity of P0
= P0(ψ ·X).
Hence, the maps P1 and P0 satisfy (2.14), and more generally the hypotheses
of Lemma 2.30. Consequently, P1 and P0 give a functor P : X(G×K V )G →
X(V )K .
Remark 2.34. Given a proper G-manifold M , a point m ∈M with isotropy
K, a K-invariant splitting g = k⊕q, and a slice D for the action through m ∈
M with K-equivariant embedding ι : D ↪→ M , the projection of Theorem
2.33 also gives a projection functor:
P : X (G · ι(D))G → X(D)K ,
where:
G · ι(D) := {g · ι(v) | g ∈ G, v ∈ D} .
This follows from the G-equivariant diffeomorphism G · ι(D) ∼= G ×K D
(Remark 2.28).
We now verify part of the equivalence of Theorem 2.29.
Theorem 2.35. Let V be a representation of a compact Lie subgroup K of
a Lie group G, let E : X(V )K → X(G ×K V )G be the functor of Theorem
2.31, and let P : X(G×K V )G → X(V )K be a choice of functor as in Theorem
2.33. Then we have that PE = 1X(V )K .
Proof. Let j : V ↪→ G×K V be the slice embedding defined by j(v) := [1, v],
and let P : g → k be the equivariant projection corresponding to the choice
of functor P (see Theorem 2.33). Note that for any path ψ of infinitesimal















where the last equality follows since ψ(v) ∈ k. Hence, the composition E1◦P1
is the identity.
Now consider an arbitrary equivariant vector field X on V . The vector
field (E0X) is vertical in the bundle G ×K V → G/K, so (P0E0X) is the
unique vector field that is j-related to the vector field (E0X) by definition of
the map P0 (see Theorem 2.33). On the other hand,
(E0X)j(v) = 1 · (Tj)X(v) = (Tj)X(v), v ∈ V.
Hence, the vector field X is j-related to the vector field (E0X). Thus, the
vector fields P0(E0(X)) and X are equal. Hence, the composition E0 ◦ P0 is
the identity, completing the proof.
We now proceed to construct the natural isomorphism that gives the de-
composition in (2.13). We need a technical lemma:
Lemma 2.36. Let V be a representation of a compact Lie subgroup K of a
Lie group G. Furthermore,
1. Let g = k ⊕ q be a K-equivariant splitting of the Lie algebra g of the
Lie group G, where k is the Lie algebra of the Lie subgroup K.
2. Let H → G×K V be the horizontal bundle of the connection Φ induced
by the splitting g = k ⊕ q on the associated bundle G ×K V → G/K
(Remark 2.32). That is, the total space H of the horizontal bundle is
H := G×K (V × q).
3. Let Γ(H → G ×K V )G be the space of equivariant vector fields on
the associated bundle G ×K V that are horizontal with respect to the
connection Φ.
Then the map:
C∞(V, q)K → Γ(H → G×K V )G, ψ 7→ Xψ, (2.29)
where the vector field Xψ is defined by:
Xψ([g, v]) := T ev[g,v] (Ad(g)ψ(v)) , [g, v] ∈ G×K V,
is a linear isomorphism.
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Remark 2.37. Recall from Remark 2.32 that the total space of the horizon-
tal bundle H in the statement of Lemma 2.36 is canonically a vector bundle
over G×K V but an associated bundle over G/K. Since H := G×K (V ×q) is





∼= C∞(G, V × q)K ,
where the space on the left-hand side is the space of sections of the associ-
ated bundle projection H → G/K (see, for example, [25, Theorem 10.12]).
Lemma 2.36 is a similar result, but for the space of G-equivariant sections of
the vector bundle projection H → G×K V .
Proof of Lemma 2.36. We show that the map in (2.29) is such that the fol-
lowing diagram commutes, where all the other maps are linear isomorphisms:
C∞(V, q)K Γ(H)G









where V × q prV−−→ V is a trivial bundle with the action of the group K on the
total space given by:
k · (v, ξ) := (k · v, Ad(k)ξ), k ∈ K, (v, ξ) ∈ V × q,
and the action of K on V being the given representation of K on V .
The map 1V × (−) in (2.30) is the map defined by ψ 7→ 1V ×ψ. This map
is also a linear isomorphism since its inverse is given by the pushforward of
the bundle projection prV : V × q→ V .
To define the map η∗, note that the restricted bundle H|V → V is trivial-
izable:
H|V ∼= K ×K (V × q) ∼= V × q.
Explicitly, the isomorphism is given by:
η : V × q→ H|V, (v, ξ) 7→ T ev[1,v](ξ).
The map η∗ is the pushforward of this diffeomorphism η. The linearity of the
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map η can be verified directly. The inverse of η∗ is given by the pushforward
of the inverse of η.
The map ε in (2.30) corresponds to equivariant extension and is defined
by X 7→ ε(X) where:
ε(X)([g, v]) := g ·X([1, v]), (2.31)
where the action is as in Notation (1.1.8). The linearity can be verified
directly. On the other hand, the inverse of the map ε is the pullback by the
slice embedding j : V ↪→ (G ×K V ) defined by j(v) := [1, v]. By all of the
above, the map in (2.29) can be factored as in (2.30) into linear isomorphisms,
completing the proof.
Theorem 2.38. Let V be a representation of a compact Lie subgroup K of
a Lie group G, let E : X(V )K → X(G ×K V )G be the functor of Theorem
2.31, and let P : X(G×K V )G → X(V )K be a choice of functor as in Theorem
2.33 corresponding to an equivariant splitting g = k⊕ q. Then there exists a
natural isomorphism h : EP ∼= 1X(G×KV )G . That is, for any choice of functor
P as in Theorem 2.33, there is a linear map:
h : X(G×K V )G → C∞(G×K V, g)G, X 7→ h(X), (2.32)
such that:
X = E0(P0(X)) + ∂(h(X)), X ∈ X(G×K V )G. (2.33)
Furthermore, for every equivariant vector field X ∈ X(G ×K V )G, the re-
striction of the infinitesimal gauge transformation h(X) : G ×K V → g to
{[1, v] | v ∈ V } ∼= V takes values in q.
Proof. Let g = k⊕ q be the K-equivariant splitting giving the choice functor
P , let Φ ∈ Ω1(G×KV ;V(G×KV ))G be the induced connection on the bundle
G×KV → G/K, and letH → G×KV be the corresponding horizontal bundle
(see Remark 2.32). We define the map h in (2.32) as the composition filling
38
in the dashed arrow in the following diagram:













where the maps in this diagram are defined as follows.
The map α is the map defined by X 7→ X − E0(P0(X)). This is well-
defined since the vector field X − E0(P0(X)) is horizontal in the bundle
G×K V → G/K because the space Γ(H)G is the kernel of the linear map P0
and P0(E0(Y )) = Y for any Y ∈ X(V )K by Theorem 2.35. The map β is the
inverse of the linear isomorphism in the statement of Lemma 2.36. The map
ι∗ is the pushforward of the canonical inclusion ι : q ↪→ g, where we have
used the usual identifications. Finally, the map ε is the equivariant extension
map defined by ψ 7→ ε(ψ) where:
ε(ψ)([g, v]) := Ad(g)ψ(v), [g, v] ∈ G×K V. (2.35)
We now show that equation (2.33) holds. For this, note that for all [g, v] ∈
G×K V we have that:
∂(ε(ι∗(ψ)))([g, v])




Hence, the following diagram commutes:
C∞(V, q)K Γ(H)G











where the right vertical map is the canonical inclusion (which is well-defined
since Γ(H)G = kerP0). Therefore, for all equivariant vector fields X on the
associated bundle G×K V we have that:
∂(h(X)) = ∂ ◦ ε ◦ ι∗ ◦ β ◦ α(X) = β−1 ◦ β ◦ α(X) = α(X) = X −E0(P0(X)),
which is what we needed. That is, equation (2.33) holds, which says that
for all objects X of the category of equivariant vector fields X(G×K V )G we
have an isomorphism h(X) with source E0(P0(X)) and target X.
It remains to verify that this transformation is natural. That is, given
equivariant vector fields X and Y on G ×K V and an infinitesimal gauge
transformation ψ : G×K V → g such that Y = X + ∂(ψ), naturality of the















where the arrows represent isomorphisms in the category X(G ×K V )G of
equivariant vector fields on G×K V (see Remark 2.8). Since composition of
morphisms in X(G×K V )G corresponds to addition of the infinitesimal gauge
transformations, the equality of morphisms in diagram (2.36) corresponds to
the equality:(




E0(P0(X)), ψ + h(X)
)
.





+ E1(P1(ψ)) = ψ + h(X), (2.37)
where X is an arbitrary equivariant vector field on G ×K V and ψ is an
arbitrary infinitesimal gauge transformation on G×K V .
To verify equation (2.37), we first need to make an observation. Let ϕ ∈
C∞(G ×K V, q)K be an infinitesimal gauge transformation on G ×K V such
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that φ(v) ∈ q for all v ∈ V . We can pull this back by the embedding j : V ↪→
G×K V to obtain an infinitesimal gauge transformation ϕ| ∈ C∞(V, q)K on
V defined by:
ϕ|(v) := ϕ(j(v)) ≡ ϕ([1, v]), v ∈ V. (2.38)
Applying the map β−1 of Lemma 2.36 returns the equivariant field induced by
the unrestricted map ϕ. That is, β−1(ϕ|) = ∂(ϕ), which in turn implies that
ϕ| = β(∂(ϕ)). Now, if ψ ∈ C∞(G×KV, g)G is an arbitrary infinitesimal gauge
transformation, then the infinitesimal gauge transformation ψ − E1(P1(ψ))




by the definition of P1 (see the statement of












)∣∣∣ is a restriction as in (2.38).
With this observation in hand, we can proceed to verify the naturality of
h. Let X be an arbitrary equivariant vector field on G×K V and let ψ be an






= h(X) + h(∂(ψ)) + E1(P1(ψ)) by the linearity of h
= h(X) + ει∗βα(∂(ψ)) + E1(P1(ψ)) by (2.34)






+ E1(P1(ψ)) by the definition of α
= h(X) + ει∗
((
ψ − E1(P1(ψ))
)∣∣∣ )+ E1(P1(ψ)) by (2.39)
= h(X) + ψ − E1(P1(ψ)) + E1(P1(ψ))
by the definition of ι∗ and ε in (2.31)
= h(X) + ψ,
which confirms the naturality equation (2.37). This proves that h is a natural
transformation. It is actually a natural isomorphism since every morphism
in the category X(G×K V )G is invertible (recall it is an action groupoid).
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Finally, for every X ∈ X(G×K V )G and for any v ∈ V :
h(X)([1, v])
= ((ε ◦ ι∗ ◦ β ◦ α)(X)) ([1, v]) by diagram (2.34)
= β(α(X))(v),
where the second equality follows since ι∗ is an inclusion and by the definition
of ε in (2.35). Hence, by the definition of β, the restriction h(X)|V of the
infinitesimal gauge transformation h(X) : G×K V → g to {[1, v] ∈ G×K V |
v ∈ V } ∼= V is such that:
h(X)|V = β(α(X)) ∈ C∞(V, q)K ,
meaning that h(X)|V takes values in q as claimed.
We now use all of the results proved so far in this subsection to prove
Theorem 2.29.
Proof of Theorem 2.29. We prove the equivalence X(G×K V )G ' X(V )K by
exhibiting functors and natural isomorphisms as in Notation 1.1.12. There
is a canonical functor E : X(V )K → X(G ×K V )G by Theorem 2.31, and
there is a choice of functor P : X(G×K V )G → X(V )K by Theorem 2.33. For
such a pair of functors we proved in Theorem 2.35 that PE = 1X(V )K , and
in Theorem 2.38 we constructed a natural isomorphism EP ∼= 1X(G×KV )G .
Thus, we have constructed an equivalence X(G×K V )G ' X(V )K .
We can now prove the global decomposition in Theorem 2.25:
Proof of 2.25. Let V be the canonical slice representation TmM/Tm(G ·m)
of the isotropy K of the relative equilibrium m of X. By Theorem 2.29
the canonical inclusion functor E : X(V )K → X(G ×K V )G is part of an
equivalence of categories X(V )K ' X(G ×K V )G. Let P : X(G ×K V ) →
X(V )K be a choice of projection functor as in Theorem 2.33. Furthermore,
let D be a K-invariant neighborhood of the origin in V such that there
exist a K-equivariant embedding ι : D ↪→ M such that (2.12) holds. It
is straightforward to verify that all the maps in the equivalence X(V )K '
X(G ×K V )G restrict to give an equivalence X(D)K ' X(G ×K D)G. In
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particular, there exists an infinitesimal gauge transformation hX : G ·D → g
such that:
X|G·D = E0P0|(X|G·D) + ∂(hX). (2.40)
We now extend the infinitesimal gauge transformation hX to an infinitesi-
mal gauge transformation ψX on M . For this, we construct a particular K-
invariant smooth bump function. Let B be a K-invariant open ball around
the origin (0, 0) ∈ V contained in D, let B̂ be a K-invariant closed ball in
D containing the ball B, and consider a K-invariant smooth bump function
µ : D → R. That is, the function µ is such that:
µ(v) =

1 if v ∈ B
0 ≤ µ(v) ≤ 1 if v ∈ B̂ −B
0 if v ∈ D − B̂
(2.41)
and µ(k · v) = µ(v) for all k ∈ K and v ∈ D. To construct such a bump
function, just take any smooth bump function satisfying (2.41), then average
that bump function with respect to the action of K to obtain the desired
K-invariant smooth bump function, which is possible since K is a compact
Lie group and the sets B and B̂ are K-invariant.
We can extend the bump function µ : D → R to a bump function ε(µ) :
G ·D → R defined by:
ε(µ)(g · v) := µ(v)
That is, ε(µ) is a bump function that is 1 on the G-invariant neighborhood
G ·B of G ·m and 0 for points in G ·D outside G · B̂. We verify that this is
well-defined. First, note that if g·ι(v) = g′ ·ι(v′) ∈ G·D, then g−1g′ ∈ K since
g−1g′ · ι(v′) = ι(v) ∈ ι(D) and ι(D) ∼= D is a slice. Hence, since v = g−1g′ · v′





= µ (v′) ,
where the last equality follows since µ is K-invariant. Hence, ε(µ) is well-
defined on G ·D, and is a bump function as desired. Furthermore, the bump
function ε(µ) is G-invariant. Let g · ι(v) ∈ G ·D and let g′ ∈ G. Then:
ε(µ)(g′ · (g · ι(v))) = ε(µ)(g′g · ι(v)) = µ(v) = ε(µ)(g · ι(v)).
43
Hence, ε(µ) : G ·D → R is a G-invariant bump function.
We can now define the desired infinitesimal gauge transformation ψX :
M → g by:
ψX(m) :=
(ε(µ)(m))hX(m) for m ∈ G ·D0 for m ∈M −G ·D.
This map is well-defined since ε(µ) is 0 on G ·D − G · B̂, meaning that the
product ε(µ)hX extends by 0 to all of M as desired. It suffices to check on
G ·D to verify that this map is equivariant. Thus, let g ∈ G and p ∈ G ·D,
then:
ψX(g · p) = (ε(µ)(g · p))hX(g · p)
















Thus, ψX is an infinitesimal gauge transformation on M .
Now note that Y X := X − ∂(ψX) is an equivariant vector field on G×K V
such that for p ∈ G ·B we have:
Y X(p) = X(p)− ∂(ψX(p))
= X(p)− ∂(hX(p)) by the definition of ψX
= E0(P0(X(p))) by (2.40).
Thus, the vector field Y X is transverse to the group orbit G·m. Furthermore,
the vector Y X(m) = E0(P0(X(m))) is the vertical part of the vector X(m)
in the associated bundle G×K D → G/K. That is, it is tangent to the slice
ι(D). On the other hand, since ι(D) for the action at m, we have that:
TmM = Tm(G ·m)⊕ Tmι(D).
And since the point m is a relative equilibrium of X then X(m) ∈ Tm(G ·m),
meaning that the vertical part of the vector X(m) is 0. That is, Y X(m) =
E0(P0(X(m))) = 0, so m is an equilibrium of the vector field Y
X . Thus, we
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have constructed the decomposition:
X = Y X + ∂(ψX)
in the statement of the theorem.
We show that different choices of projection functors lead to isomorphic
vector fields (see Remark 2.26, and also compare with [16, Lemma 3.17]):
Proposition 2.39. Let V be a representation of a compact Lie subgroup K
of a Lie group G, let g = k⊕q1 and g = k⊕q2 be two K-equivariant splittings
and let P 1 : X(G×K V )G → X(V )K and P 2 : X(G×K V )G → X(V )K be the
two projection functors corresponding, respectively, to these splittings as in
Theorem 2.33. Then for every equivariant vector field X ∈ X(G×K V )G we
have that:
P 10 (X) = P
2







where h2 : X(G×K V )G → C∞(G×K V, g)G is the map corresponding to the
natural isomorphism E ◦P 2 ∼= 1X(G×KV )G . In particular, the projected vector
fields P 10 (X) and P
2
0 (X) on V are isomorphic.
Proof. Let X ∈ X(G ×K V )G be an equivariant vector field. By Theorem
2.29, there exist h1 : X(G×KV )G → C∞(G×KV, g)G and h2 : X(G×KV )G →
C∞(G×K V, g)G such that:
E0(P
1
0 (X)) + ∂(h
1(X)) = X = E0(P
2
0 (X)) + ∂(h
2(X)).
Therefore, by the linearity of E0 and ∂, we have:
E0
(















ψ ∈ C∞(G×K V, g)G | im (ψ|j(V )) ⊆ q1
}
(2.43)
by the definition of P 11 (Theorem 2.33). On the other hand, the image of the
restriction to j(V ) of the map h1(X) ∈ C∞(G ×K V, g)G is contained in q1
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by (2.34). Therefore, we have that h1(X) ∈ kerP 11 by (2.43). Thus:





P 10 (X)− P 20 (X)
))
































since h1(X) ∈ kerP 11 .
This is what we wanted to prove.
Next we show that the choice of slice leads to isomorphic vector fields. For
this it suffices to consider a slice inside an associated bundle as follows:
Proposition 2.40. Let V be a representation of a compact Lie subgroup K
of a Lie group G, let g = k⊕ q be a K-invariant splitting, and let:
P V : X(G×K V )G → X(V )K
be the equivariant projection functor with respect to the given splitting of g
(Theorem 2.33). Furthermore, suppose D is a slice through [1, 0] ∈ G×K V
for the action of G on the associated bundle G ×K V , let ι : D ↪→ G ×K V
be the K-equivariant embedding of the slice, and let:
PD : X(G · ι(D))G → X(D)K
be the equivariant projection functor with respect to the same splitting of g
(Theorem 2.33 and Remark 2.34). Then, after perhaps shrinking D, there
exists a K-equivariant embedding φ : D ↪→ V such that, for any equivariant





isomorphic on V . In particular, we have:











where hD : X(G · ι(D))G → C∞(G · ι(D), g)G is the map corresponding to
the natural isomorphism EDPD ∼= 1X(G·ι(D))G as in Theorem 2.38.
Proof. There are two main steps in this proof: (1) constructing the embed-
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such that (2.44) holds. Our argument for the first step follows the argument
in [16, Lemma 3.11], while the second step is different (see also the com-
ments at the beginning of this section). Consider the principal K-bundle
π : G → G/K. Using the K-invariant splitting g = k ⊕ q, there exists a K-
invariant neighborhoodO ⊆ exp(q) of the identity 1 ∈ G and aK-equivariant
section of π : G→ G/K given by:
s : O/K → O, gK 7→ g.
This in turn trivializes the associated bundle $ : G×K V → G/K via:
ϕ : O/K × V
∼=−→ $−1(O/K), (gK, v) 7→ s(gK) · j(v) = [s(gK), v] .
By perhaps shrinking D we may assume ϕ−1(ι(D)) ⊆ O/K×V and since D
is a slice at [1, 0] ∈ G×K V we have:
T(K,0)(O/K × V ) = T(K,0)(O/K)⊕ T(K,0)D.
Thus, by perhaps shrinking D again, we may assume without loss of gener-
ality that the restriction to ϕ(ι(D)) of the projection pr2 : O/K × V → V is
a K-equivariant diffeomorphism onto its image in V . Thus, the desired map
K-equivariant embedding is the map:
φ := (pr2 |D)
−1 ◦ ϕ−1 ◦ ι : D → V.
Note in particular that φ is given by a map f : D → O such that:
j(φ(d)) = f(d)G×KV (ι(d)), d ∈ D, (2.45)
where f(d)G×KV : G×K V → G×K V is the diffeomorphism given by [g, v] 7→
f(d) · [g, v].
We now proceed to show that the map φ is as desired. Given an equivariant
vector field X ∈ X(G · ι(D))G, our first step is to relate the two different
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decompositions as in Theorem 2.29 in this context. Let:
ED0 : X(G · ι(D))G ↪→ X(D)K
EV0 : X(G×K V )G ↪→ X(V )K
be the equivariant inclusions (Theorem 2.31), and let:
hD : X(G · ι(D))G → C∞(G · ι(D), g)G
hV : X(G×K V )G → C∞(G×K V, g)G
be the maps corresponding, respectively, to the natural isomorphisms EDPD ∼=
1X(G·ι(D))G and E

































Now we relate the equivariant extensions from each of the slices. Given an
equivariant vector field Y ∈ X(D)K , note that for all d ∈ D:
ED0 (Y )(j(φ(d)))





= T (f(d)G×KV )E
D
0 (Y )(ι(d)) by equivariance of E
D
0
= T (f(d)G×KV )Tι Y (d) by definition of E
D
0
= T (f(d)G×KV ◦ ι)Y (d)
= T (j ◦ φ)Y (d) by (2.45)
= TjTφY φ−1φ(d)
= Tj(φ∗Y )φ(d)




By equivariance this means that:
ED0 (Y ) = E
V
0 (φ∗Y ).












Finally, putting all this together we obtain that:
EV0
(




























Thus, applying P V0 to the resulting equality we have that:





P V0 (X)− φ∗PD0 (X)
))
since P V0 E
V

























since hv(φ∗X) ∈ kerP V1 as in (2.43).





: V → k
gives an isomorphism between the vector fields P V0 (X) and φ∗P
D
0 (X) on V
as claimed.
We conclude this section by providing examples of the decomposition of
equivariant vector fields using Theorem 2.29.
Example 2.41. Consider M := R3 and fix a vector −→w ∈ R3. Consider the
action of R× S1 on M given by:
(r, θ) · v := Rθ(v) + r−→w , (θ, r, v) ∈ S1 × R×M,
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where Rθ is the counter-clockwise rotation by θ with respect to the axis
spanned by −→w . The isotropy K of any point m ∈M on the axis of rotation
is the circle {0} × S1 ∼= S1, and the canonical slice representation for such
an action is isomorphic to R2 ∼= C with the standard action of the circle by
counterclockwise rotations around the origin. Thus, the associated bundle in
this case is: (
R× S1
)
×S1 C ∼= R× C.
This associated bundle is equivariantly diffeomorphic to the axis of rotation
and the plane orthogonal to it passing through the given point, so we have:
M ∼= R× C.
We want to describe the decomposition of equivariant vector fields on M ∼=
R× C following from Theorem 2.29.
Let E : X(C)S1 → X(R × C)R×S1 be the equivariant inclusion functor
of Theorem 2.31, and let P : X(R × C)R×S1 → X(C)S1 be the equivariant
projection, as in Theorem 2.33, corresponding to the canonical S1-equivariant
splitting R ⊕ R of the Lie algebra of R × S1. Furthermore, let h : X(R ×
C)R×S1 → C∞(R×C,R⊕R)R×S1 be the corresponding natural isomorphism
h : EP ∼= 1X(R×C)R×S1 of Theorem 2.38. Then, by Theorem 2.29, for any
equivariant vector field X : R× C→ R× C, we may write:
X = E0(P0(X)) + ∂(h(X)). (2.49)
We now use the decomposition (2.49) to give a standard form for (R× S1)-
equivariant vector fields on M , similar to the examples at the end of section
2.1.
We start by describing the infinitesimal gauge transformations on R× C.
Since R × S1 is abelian, the Adjoint representation of R × S1 on the Lie
algebra is trivial.Hence, so the infinitesimal gauge transformations are the
(R × S1)-invariant functions. Let ψ = (ψ1, ψ2) : R × C → R ⊕ R be an
arbitrary infinitesimal gauge transformation on R×C. By R-invariance, the
first component ψ1 : R× C → R is completely determined by its restriction
to {0} × C. Hence, the restriction ψ1| : C → R is an S1-invariant function.
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, z ∈ C,
where ψ̂1 : R→ R is a smooth function. Exactly the same way, we may write





, z ∈ C,











(w, z) ∈ R× C. (2.50)






, (z, w) ∈ C× R. (2.51)
Since P0(X) is an S1-equivariant vector field on C, as described in Example









iz, z ∈ C,




f (|z|2) z + g (|z|2) iz
)
, (w, z) ∈ R× C. (2.52)
On the other hand, by (2.50), the map h(X) : R×C→ R⊕R is determined
by its restriction to the slice {0}×C ∼= C. By Theorem 2.38, the restriction of
h(X) to {0}×C ∼= C takes values in R×{0}. Consequently, the infinitesimal









, (w, z) ∈ R× C,
for some smooth function ĥ : R→ R. And hence, by (2.51), the equivariant
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, (w, z) ∈ R× C. (2.53)
Using (2.52) and (2.53), the decomposition (2.49) gives the desired standard
















for (z, w) ∈ C × R, where f : R → R, g : R → R, and ĥ : R → R are
smooth functions. Using the equivariant diffeomorphism M ∼= R × C, the
decomposition (2.54) of equivariant vector fields on M is a decomposition of
equivariant vector fields on M into a component that’s tangent to the plane
orthogonal to the axis of rotation and a component in the direction of the
axis of rotation. In particular, every R × S1-equivariant vector field on M
is isomorphic in the category X(R × C)R×S1 to a vector field tangent to the
planes orthogonal to the axis of rotation. However, we can say more. We














for (w, z) ∈ R × C, where we are using (2.51) for the infinitesimal gauge











, (w, z) ∈ R× C.
Hence, the equivariant vector field X is also isomorphic in the category X(R×






, (w, z) ∈ R× C.
Thus, every (R × S1)-equivariant vector field on R × C is isomorphic in the
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category X(R× C)R×S1 to a radial vector field on a plane orthogonal to the
axis of rotation.
Example 2.42. Consider the group G := SO(3) of 3×3 orthogonal matrices
with determinant equal to 1. Let K := S1 ∼= SO(2) be the circle in SO(3)
consisting of the matrices:
kθ :=
 cos θ − sin θ 0sin θ cos θ 0
0 0 1
 , θ ∈ R.
Let V := C be the standard representation of the circle K given by:
kθ · z := eiθz, kθ ∈ K, z ∈ C.
We will decompose the SO(3)-equivariant vector fields on the associated
bundle SO(3)×S1C using Theorem 2.29. Thus, we are working in the category
X(SO(3) ×S1 C)SO(3) of SO(3)-equivariant vector fields on the associated
bundle SO(3)×S1 C.
Recall that the Lie algebra g := so(3) of SO(3) can be identified with
R3 with the Adjoint representation of SO(3) corresponding to the standard
application of the matrix g ∈ SO(3) to the vector w ∈ R3. Furthermore, the
vectors w ∈ so(3) can be thought of as corresponding to the axes of rotation of
the matrices g ∈ SO(3), when the latter are thought of as rotation matrices.
In particular, the Lie algebra k ∼= R of K ∼= S1 can be identified with the








is a K-equivariant splitting of the Lie algebra g ∼= so(3). We will choose
this splitting as the K-equivariant splitting of g needed to apply Theorem
2.29. In particular, it determines an equivariant connection on the associated
bundle SO(3)×S1 C→ SO(3)/S1 (see Remark 2.32 and (2.59) below).
It is convenient to recall the description given in Remark 2.32 of the tan-
gent bundle T (SO(3)×S1C), and of its decomposition into the vertical bundle
V(SO(3)×S1 C) and the horizontal bundle H(SO(3)×S1 C) of the associated
bundle SO(3)×S1 C→ SO(3)/S1, the horizontal bundle being the one corre-
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sponding to the splitting (2.56). We start by recalling that the total space of
the tangent bundle T (SO(3)×S1 C)→ SO(3)×S1 C can be identified with:
T (SO(3)×S1 C) ∼= G×K (V × q× V )
∼= SO(3)×S
1
(C× R2 × C),
(2.57)
where for an element [g, z, ξ, w] ∈ SO(3)×S1 (C× R2 × C) the point [g, z] ∈
SO(3) ×S1 C is the base point and the rest is the vector part. The total
space of the vertical bundle V(SO(3)×S1 C)→ SO(3)×S1 C of the associated
bundle SO(3)×S1 C→ SO(3)/S1 can be identified with:
V(SO(3)×S1 C) ∼= G×K (V × {0} × V )
∼= SO(3)×S
1
(C× {0} × C),
(2.58)
where {0} is the 0-subspace in R2 ∼= q, and for an element [g, z, 0, w] ∈
SO(3)×S1 (C×{0}×C) the point [g, z] ∈ SO(3)×S1 C is the base point and
the rest is the vector part. Finally, recall that the splitting (2.56) determines a
connection on the associated bundle SO(3)×S1C→ SO(3)/S1 (Remark 2.32).
The total space of the corresponding horizontal bundle H(SO(3) ×S1 C) →
SO(3) ×S1 C of the associated bundle SO(3) ×S1 C → SO(3)/S1 can be
identified with:
H(SO(3)×S1 C) ∼= G×K (V × q× {0})
∼= SO(3)×S
1
(C× R2 × {0}),
(2.59)
where {0} is the 0-subspace in C, and for an element [g, z, ξ, 0] ∈ SO(3)×S1
(C⊕R2 × {0}) the point [g, z] ∈ SO(3)×S1 C is the base point and the rest
is the vector part. Thus, we use (2.57), (2.58), and (2.59) to describe vector
fields as sections of each of these bundles over SO(3)×S1 C.
Now let E : X(C)S1 → X(SO(3)×S1C)SO(3) be the canonical inclusion func-
tor of Theorem 2.31, let P : X(SO(3)×S1C)SO(3) → X(C)S1 be the equivariant
projection functor corresponding to the splitting (2.56) as in Theorem 2.33,
and let h : X(SO(3)×S1 C)SO(3) → C∞(SO(3)×S1 C)SO(3) be the correspond-
ing natural isomorphism of Theorem 2.38. Then, by Theorem 2.29, we can
decompose any equivariant vector field:
X : SO(3)×S1 C→ SO(3)×S1 (C× R2 × C),
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in the form:
X = E0(P0(X)) + ∂(h(X)). (2.60)
We now describe the components in (2.60).
The vector field P0(X) is an S1-equivariant vector field on C. Thus, by










iz, z ∈ C. (2.61)
Recall that, by definition, the vector field E0(P0(X)) is vertical in the asso-
ciated bundle SO(3) ×S1 C → SO(3)/S1. Thus, by (2.58), the vector field
E0(P0(X)) takes values in SO(3)×S
1















for all [g, z] ∈ SO(3)×S1 C.
Now observe that h(X) : SO(3) ×S1 C → R3 is an SO(3)-equivariant
infinitesimal gauge transformation that is completely determined by its values
on the slice representation C ∼= {[I, z] | z ∈ C} and takes values in q ∼= R2
(Theorem 2.38). That is, it is completely determined by the S1-invariant
restriction h(X)| : C → R2. Thus, using Schwarz’s Theorem [19] as we
did for the infinitesimal gauge transformations in Example 2.17, there exist











∈ R2 ∼= q, z ∈ C.
Hence, by SO(3)-equivariance, we have that:












∈ R3 ∼= g,
for all [g, z] ∈ SO(3)×S1 C and where the action on the right-hand side is the
standard action of SO(3) on R3 via rotations. By the construction of h, the
SO(3)-equivariant vector field ∂(h(X)) takes values in the horizontal bundle
corresponding to the chosen splitting of g since it gives the horizontal part
of the vector field X (Theorem 2.38). Thus, using (2.59), the vector field
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∂(h(X)) takes values in SO(3)×S1 (C× R2 × {0}), so we have that:















for all [g, z] ∈ SO(3) ×S1 C. Therefore, using (2.62) and (2.63), we see that
the decomposition (2.60) is:
X([g, z]) =
[





























for all [g, z] ∈ SO(3) ×S1 C, where the vector X([g, z]) is contained in the
associated bundle SO(3)×S1(C×R2×C), and we have used the identifications
(2.57), (2.58), and (2.59). In particular, every SO(3)-equivariant vector field
on SO(3)×S1C is isomorphic in the category X(SO(3)×S1C)SO(3) to a vector
field that is tangent to the slice:
C ∼=
{
[I, z] ∈ SO(3)×S1 C | z ∈ C
}
, (2.65)
and that has a decomposition on the slice C as an S1-equivariant vector field
as in Example 2.14. We can say more. Let ψ : SO(3) ×S1 C → R3 be the
infinitesimal gauge transformation given by:















for [g, z] ∈ SO(3) ×S1 C, and where the action on the right-hand side is the
standard action of SO(3) on R3 via rotations. Rewriting (2.64) we see that
we can write X as:
X([g, z]) =
[


























for all [g, z] ∈ SO(3)×S1 C. Thus, every SO(3)-equivariant vector field X on
SO(3)×S1 C is isomorphic to a vector field tangent to the slice (2.65) that is
radial on the slice.
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CHAPTER 3
STABILITY AND MOTION OF RELATIVE
EQUILIBRIA
Given a relative equilibrium m of an equivariant vector field X on a proper
G-manifold, it is natural to consider whether m is stable modulo the group
G. This notion was first introduced by Patrick [7, 8] in the study of Hamil-
tonian relative equilibria. If the orbit space M/G is smooth, one can reduce
determing stability of the relative equilibrium to determining stability of an
equilibrium on the orbit space for the reduced dynamics. However, if the
orbit space is not smooth then other methods are required. Montaldi proved
a topological approach in the Hamiltonian case that works when the reduced
spaces are not smooth [26]. In the first section of this chapter, we provide an
approach for general proper actions that works even if the orbit space is not
smooth. We address the Hamiltonian case in the second section, recovering
in particular a criterion due to Montaldi and Rodŕıguez-Olmos as a special
case [9, Theorem 3.6] (see also [10, Theorem 2]).. The contents of the first
two sections of this chapter are part of an article by the author of this thesis
published in [14].
In section 3.1, we show how one can determine the stability modulo G of
m by passing to a slice for the action through m, where stability corresponds
to the stability of an equilibrium. We actually prove something stronger: we
prove that the relative equilibrium m is G-stable for X if and only if it is a
Gm-stable equilibrium for the part of the vector field transerve to the group
orbits near m (Theorem 3.4). That is, we can use the decomposition of X
into tangent and transverse parts in Theorem 2.25 to determine stability.
These theorems correspond to passing between the category of equivariant
vector fields on a tubular neighborhood around the relative equilibrium and
the category of equivariant vector fields on a slice. This works because these
categories are equivalent (Theorem 2.29), the functors in the equivalence
preserve stability (Lemma 3.12 and Lemma 3.13), and stability modulo the
group symmetries is preserved by isomorphisms of equivariant vector fields
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(Proposition 3.10). In section 3.2, we apply Theorem 3.4 to Hamiltonian rel-
ative equilibria and provide an alternative proof of the Hamiltonian stability
criterion of Montaldi and Rodŕıguez-Olmos [9, Theorem 3.6] (see also [10,
Theorem 2]).
In section 3.3, we consider the motion of relative equilibria on manifolds
with compact symmetry groups. It is well-known that, the motion of a rela-
tive equilibrium of an equivariant vector field on such a manifold is equivalent
to linear motion on a torus (see [11, 5] and also Theorem 3.45). In fact, there
is a bound on the number of independent frequencies of the motion; that is,
on the dimension of the torus containing the motion [11, 5]. This bound is
attained generically, so it may be of interest to modify the equivariant vector
field to reduce, or otherwise adjust, the number of independent frequencies
of the relative equilibrium’s motion to obtain nongeneric motions. Given an
equivariant vector field with a relative equilibrium, we provide conditions
for constructing an isomorphic vector field that has any desired number of
independent frequencies at the relative equilibrium.
3.1 Stability of relative equilibria and isomorphisms
We begin by recalling the following definition of nonlinear stability in a proper
G-manifold due to Patrick [7, 8]:
Definition 3.1 (stability modulo a subgroup). Let M be a G-manifold, let
X be a G-equivariant vector field on M , and let H ≤ G be a Lie subgroup
of G. A G-relative equilibrium m ∈ M of the vector field X is H-stable, or
stable modulo H, if for any H-invariant neighborhood U ⊆ M of the point
m there exists a neighborhood O ⊆ U of the point m for which all maximal
integral curves of the vector field X starting at points in the neighborhood
O stay in the neighborhood U for all times for which they are defined.
Remark 3.2. Let M be a proper G-manifold and let π : M →M/G be the
quotient map. The flow φ of an equivariant vector field X on M induces
a continuous flow onthe orbit space M/G. A point m ∈ M is a relative
equilibrium of X if and only if the point π(m) ∈M/G is a fixed point of the
induced flow on the orbit space. It can be shown that a relative equilibrium
m is G-stable for X if and only if the point π(m) is stable for this induced
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flow on M/G [14, Lemma 3.6]. If the orbit space is a manifold, for example
when the action is free and proper, then the induced flow is smooth. In that
case, one can appeal to the vast literature on stability of fixed points to test
for stability. However, if the action is not free, the orbit space is in general
not a manifold. In that case we must appeal to other arguments like the ones
presented in this section.
The following fact about G-stability will be useful later:
Lemma 3.3. Let M be a G-manifold, let X be a G-equivariant vector field
on the manifold M , let m ∈ M be a G-relative equilibrium of X, and let
H ≤ K be Lie subgroups of G. If the G-relative equilibrium m is H-stable,
then it is K-stable.
Proof. Any K-invariant neighborhood U of the point m is in particular H-
invariant since H ≤ K. Hence, we can find the required neighborhood O ⊆ U
by using the H-stability of the point m.
The main theorem of this section is the following:
Theorem 3.4. Let M be a proper G-manifold and let X be an equivariant
vector field on M with a relative equilibrium at a point m ∈M . Consider a
decomposition:





where Y X has an equilibrium at m and is transversal to the group orbits near
the group orbit G ·m, and where ψX ∈ C∞(M, g)G is an infinitesimal gauge
transformation (Theorem 2.25). Then the relative equilibrium m is G-stable
for X if and only if the equilibrium m is Gm-stable for Y
X .
Remark 3.5. Theorem 3.4 can be used to reduce determining G-stability
for a relative equilibrium on a proper action to determining Gm-stability
for an equilibrium on a representation. There is another point of view one
can take in interpreting the consequences of Theorem 3.4. Let K be a Lie
subgroup of a Lie group G. Lemma 3.3 shows how stability modulo the
subgroup K implies stability modulo the bigger group G, but the converse
need not be true. This is because a K-invariant neighborhood need not
be a G-invariant neighborhood. Thus, one can think of stability modulo a
smaller group as improving stability, since the relative equilibrium is then
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stable for integral curves contained in more neighborhoods. Nevertheless,
by Theorem 3.4, one can take an equivariant vector field with a G-stable
relative equilbirium and modify it via the action of an infinitesimal gauge
transformation to an isomorphic equivariant vector field with an equilibrium
that is stable modulo the smaller isotropy subgroup Gm. This isomorphic
equivariant vector field determines the same continuous flow on the orbit
space. Thus, for the purposes of many applications, the original vector field
can be replaced with this vector field that has a relative equilibrium with
improved stability.
The question of G-stability in Theorem 3.4 is local near the group orbit
of the relative equilibrium. Thus, to prove Theorem 3.4, we may restrict to
a local invariant neighborhood of G ·m. Recall that such neighborhoods are
modeled by associated bundles obtained via the canonical slice representation
(Remark 2.28). Thus, Theorem 3.4 reduces to the following local version:
Theorem 3.6. Let V be a finite-dimensional real representation of a compact
Lie subgroup K of a Lie group G, and let X be an equivariant vector field
on G ×K V with a relative equilibrium at [1, 0] ∈ G ×K V . Furthermore,
let g = k ⊕ q be a K-invariant splitting of the Lie algebra g and let P0 :
X(G×K V )G → X(V )K be the corresponding projection of equivariant vector
fields (Theorem 2.33). Then [1, 0] ∈ G×KV is a G-stable relative equilibrium
of X if and only if 0 ∈ V is a K-stable equilibrium of P0(X).
Recall that a projection P0 : X(G ×K V )G → X(V )K as the one in the
statement of Theorem 3.6 extends to a functor P : X(G ×K V )G → X(V )K
that is part of an equivalence of categories X(G×K V )G ' X(V )K (Theorem
2.33 and Theorem 2.29). The other functor in the equivalence is given by the
canonical equivariant extension functor E : X(V )K → X(G×KV )G (Theorem
2.31). We need to show that both of these functors preserve relative equilibria
and their stability. For this we need the following lemma:
Lemma 3.7. Let M and N be proper G-manifolds and let f : M → N
be a G-equivariant diffeomorphism. Suppose that X and Y are f -related
equivariant vector fields on M and N respectively. Then a point m ∈ M is
a relative equilibrium of the vector field X if and only if the point f(m) is a
relative equilibrium of the vector field Y . Thus, pullbacks and pushforwards
of vector fields by equivariant diffeomorphisms preserve relative equilibria.
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Proof. The verification is a straightforward computation using the equation
Tf ◦X = Y ◦ f . First, suppose m is a G-relative equilibrium of the vector
field X. Then
Y (f(m)) = (Tf)m(X(m)) ∈ (Tf)m(Tm(G ·m)) = Tf(m)(G · f(m)),
where (Tf)m(Tm(G · m)) = Tf(m)(G · f(m)) follows by the equivariance of
the diffeomorphism f . Thus, the point f(m) is a G-relative equilibrium of
the vector field Y . The converse is completely analogous.
Lemma 3.8. Let V be a finite-dimensional real representation of a compact
Lie subgroup K of a Lie group G, let X be a K-equivariant vector field on
V , and let E : X(V )K → X(G×K V )G be the canonical equivariant extension
functor of Theorem 2.31. If v ∈ V is a K-relative equilibrium of X then
[1, v] ∈ G×K V is a G-relative equilibrium of E0(X) ∈ X(G×K V )G.
Proof. Let j : V ↪→ G ×K V be the equivariant embedding defined by
j(v) := [1, v]. Note that the vector fields X and E0(X) are j-related by the
definition of E0 (Theorem 2.31). Thus, by Lemma 3.7, we know that [1, v] is
a K-relative equilibrium of the vector field E0(X). That is, E0(X)([1, v]) ∈
T[1,v](K · [1, v]). Since j is an embedding, the tangent space T[1,v](K · [1, v])
is contained in the tangent space T[1,v](G · [1, v]). Hence, the point [1, v] is a
G-relative equilibrium of E0(X) as claimed.
Lemma 3.9. Let V be a finite-dimensional real representation of a compact
Lie subgroup K of a Lie group G, let X be a G-equivariant vector field on
G ×K V , and let P : X(G ×K V )G → X(V )K be an equivariant projection
functor corresponding to a K-equivariant splitting as in Theorem 2.33. If
[g, v] ∈ G ×K V is a G-relative equilibrium of X then v ∈ V is a K-relative
equilibrium of P0(X).
Proof. First, as in the prooof of Lemma 3.8, let j : V ↪→ G ×K V be the
equivariant embedding defined by j(v) := [1, v]. Furthermore, note that if
[g, v] ∈ G ×K V is a relative equilibrium of X, then j(v) = [1, v] is also a
G-relative of X since these two points are in the same G-orbit in G ×K V .
By Theorem 2.29, there exists an infinitesimal gauge transformation ψX ∈
C∞(G×K V, g)G such that:
X = E0(P0(X)) + ∂(ψ
X).
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That is, X is isomorphic to the vector field E0(P0(X)). Since isomorphisms
preserve relative equilibria by Lemma 2.24, the point j(v) is a G-relative
equilibrium of the vector field E0(P0(X)). On the other hand, the vector
field E0(P0(X)) is vertical in the vector bundle G×K V → G/K. Hence, the
vector E0(P0(X))(j(v)) is also tangent to the slice j(V ) ∼= V . That is, we
now have:
E0(P0(X))(j(v)) ∈ Tj(v) (G · j(V )) ∩ Tj(v)j(V ) = Tj(v)(K · j(v)),
meaning that the point j(v) is a K-relative equilibrium of the vector field
E0(P0(X)). By Lemma 3.7, this implies that v ∈ V is a K-relative equilib-
rium of P0(X) since the vector fields E0(P0(X)) and P0(X) are j-related by
the definition of E0 (Theorem 2.31).
Thus, we have shown that the functors in the equivalence X(G×K V )G '
X(V )K preserve relative equilibria. We now show they also preserve their
stability. We actually start by showing that isomorphisms preserve stability:
Stability of relative equilibria is preserved by isomorphisms of equivariant
vector fields:
Proposition 3.10. Let M be a proper G-manifold and let X and Y be
two isomorphic equivariant vector fields on M . If a point m ∈ M is a G-
stable relative equilibrium of the vector field X, then it is a G-stable relative
equilibrium of the vector field Y .
Proof. Let φX : O →M and φY : O →M be the maximal flows of the vector
fields X and Y respectively, where we know they share a common domain
by Lemma 2.11. Also by this lemma, there exists a smooth map F : O → G,
such that:
φY (t, q) = F (t, q) · φX(t, q)
for all pairs (t, q) for which φX is defined.
Now let U ⊆ M be a G-invariant open neighborhood of the relative equi-
librium m. We seek a neighborhood O ⊆ U of the point m such that all
maximal integral curves of Y starting at points in O stay in U for all times
in their domain. Since the point m is G-stable for the vector field X, we
know there exists a neighborhood O ⊆ U of the point m for which all inte-
gral curves of X starting at points of O stay in U for all time. This means
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that for any point q ∈ O and all times t for which (t, q) is in the domain of
φY , we have that:
φY (t, q) = Ft(q) · φX(t, q) ∈ Ft(q) · U = U,
where the last equality holds since the neighborhood U is G-invariant. Thus,
the relative equilibrium m is G-stable for the vector field Y .
We will also need the following lemma:
Lemma 3.11. Let M and N be proper G-manifolds and let f : M → N
be a G-equivariant diffeomorphism. Suppose that X and Y are f -related
equivariant vector fields on M and N respectively. Then a point m is a G-
stableG-relative equilibrium of the vector fieldX if and only if the point f(m)
is a G-stable G-relative equilibrium of the vector field Y . In particular, the
pushforward and pullback of vector fields by the diffeomorphism f preserve
stability of relative equilibria.
Proof. Suppose first that the relative equilibrium m is G-stable. Let U ⊆ N
be a G-invariant neighborhood of the point f(m). We seek a neighborhood
O ⊆ U of the point f(m) such that all maximal integral curves of Y starting
at points in O stay in U for all times in their domain. By the equivariance
of f and the G-invariance of the set U , the open set f−1(U) is a G-invariant
neighborhood of the point m. By the G-stability of the point m, there exists
a neighborhood W ⊆ f−1(U) of the point m such that the maximal integral
curves of X starting at points of W stay in the set U for all times in their
domain.
Consider the set O := f(W ). It is open since the map f is a diffeomor-
phism. It is contained in the neighborhood U since f is a diffeomorphism
and W ⊆ f−1(U). Consider an arbitrary point q ∈ O and let γq be the
maximal integral curve of the vector field Y starting at the point q. Since
the vector fields X and Y are f -related, the curve f−1 ◦ γq is the maxi-
mal integral curve of X starting at the point f−1(q) ∈ W , and it is de-
fined for the same times that γq is. B y the choice of W , we know that
f−1(γq(t)) ∈ f−1(U) for all times t such that the curve is defined. Hence,
γq(t) = f(f
−1(γq(t))) ∈ f(f−1(U)) = U for all times t for which the curve
is defined. Therefore, the relative equilibrium f(m) is G-stable for Y . The
converse is completely analogous.
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Lemma 3.12. Let V be a finite-dimensional real representation of a compact
Lie subgroup K of a Lie group G, let X be a K-equivariant vector field on
V , and let E : X(V )K → X(G×K V )G be the canonical equivariant extension
functor of Theorem 2.31. If v ∈ V is a K-stable K-relative equilibrium of
X then [1, v] ∈ G ×K V is a K-stable G-relative equilibrium of E0(X) ∈
X(G ×K V )G. In particular, [1, v] is also a G-stable relative equilibrium of
E0(X) by Lemma 3.3.
Proof. let j : V ↪→ G ×K V be the K-equivariant embedding defined by
j(v) := [1, v]. By Lemma 3.8 we know that the point j(v) is a relative
equilibrium of E0(X). Hence, it remains to show that the relative equilibrium
is K-stable. This follows from Lemma 3.11 since the vector fields X and
E0(X) are j-related by the definition of E (Theorem 2.31).
Lemma 3.13. Let V be a finite-dimensional real representation of a compact
Lie subgroup K of a Lie group G, let X be a G-equivariant vector field on
G ×K V , and let P : X(G ×K V )G → X(V )K be an equivariant projection
functor corresponding to a K-equivariant splitting as in Theorem 2.33. If
[g, v] ∈ G ×K V is a G-stable G-relative equilibrium of X then v ∈ V is a
K-stable K-relative equilibrium of P0(X).
Proof. Let j : V ↪→ G ×K V be the K-equivariant embedding defined by
j(v) := [1, v]. Since it is an embedding onto j(V ), we will denote the inverse
of its restriction as a map onto its image by j−1 : j(V )→ V . By Lemma 3.9,
we know that v ∈ V is K-relative equilibrium of P0(X). Hence, it remains
to show that it is K-stable.
Let U ⊆ V be a K-invariant neighborhood of v ∈ V , then j(U) is a K-
invariant set in j(V ) ⊆ G ×K V containining the point j(v). Furthermore
Ŵ := G ×K U = G · j(U) is a G-invariant open neighborhood of j(v) in
G×K V .
Note that j(v) = [1, v] is aG-stableG-relative equilibrium ofX since it is in
the same group orbit as the point [g, v]. Furthermore, recall that by Theorem
2.29, there exists an infinitesimal gauge transformation ψX ∈ C∞(G×KV, g)G
such that:
X = E0(P0(X)) + ∂(ψ
X).
That is, X is isomorphic to the vector field E0(P0(X)). Thus, since j(v) is G-
stable for X, it is also G-stable for the vertical part E0(P0(X)) by Proposition
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3.10. Hence, since Ŵ is a G-invariant neighborhood of j(v), there exists a
subset Ô ⊆ Ŵ such that the integral curve of E0(P0(X)) starting at any
point in Ô stays in Ŵ for all times for which it is defined.
Now let O := j−1
(
Ô ∩ j(V )
)
⊆ U and let w ∈ O. Then j(w) ∈ Ô∩ j(V ),
so the integral curve γ̂j(w) of E0(P0(X)) starting at j(w) stays in Ŵ = G×KU
for all times for which it is defined. On the other hand, the vector field
E0(P0(X)) is vertical in the vector bundle G×K V → G/K, so it is tangent
to the slice j(V ) at all points of j(V ). Hence, the integral curve γ̂j(w) also
stays in the slice j(V ) for all times for which it is defined. Thus, the integral
curve γ̂j(w) is in the intersection:
Ŵ ∩ j(V ) = (G×K U) ∩ j(V ) = j(U)
for all times for which it is defined. Finally, since the vector fields E0(P0(X))
and P0(X) are j-related by the definition of the map E0 (Theorem 2.31), the
integral curve of P0(X) starting at w is given by γw := j
−1 ◦ γ̂j(v). Thus,
the integral curve of P0(X) stays in U for all times for which it is defined.
This means that the relative equilibrium v ∈ V of the vector field P0(X) is
K-stable as claimed.
We are now ready to prove Theorem 3.6 (and by extension Theorem 3.4):
Proof of Theorem 3.6. Let E : X(V )K → X(G ×K V )G be the canonical
equivariant extension functor (Theorem 2.31) and let P : X(G ×K V )G →
X(V )K be the equivariant projection functor corresponding to the splitting
in the statement (Theorem 2.33). Since these functors are part of an equiv-
alence X(G ×K V )G ' X(V )K , let h : EP ∼= 1X(G×KV )G be the natural
isomorphism as in Theorem 2.29. That is, for the given vector field X there





X = E0(P0(X)) + ∂(h(X)).
Thus, the vector fields X and E0(P0(X)) are isomorphic.
Now suppose that [1, 0] is G-stable for X. Then, by Proposition 3.10, the
point [1, 0] is G-stable for E0(P0(X)), since X and E0(P0(X)) are isomorphic.
Then, since P preserves stability by Lemma 3.13, the point 0 ∈ V is K-stable
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for the vector field:
P0(E0(P0(X))) = P0(X),
where we use that P0E0 = idX(V )K (Theorem 2.35).
Now, conversely, suppose that 0 ∈ V is K-stable for P0(X). Then, by
Lemma 3.12, [1, 0] is K-stable for E0(P0(X)). By Lemma 3.3, this implies
that [1, 0] is G-stable for E0(P0(X)). Finally, by Proposition 3.10, the point
[1, 0] is G-stable for X, since X and E0(P0(X)) are isomorphic.
3.2 Stability of Hamiltonian relative equilibria
Hamiltonian relative equilibria are an important case where we may have
nonlinear stability but not linear stability. The integral curves of a Hamil-
tonian vector field do not exhibit energy dissipation, so we don’t expect the
relative equilibria to be linearly stable. Lerman and Singer [27] and Ortega
and Ratiu [28], building on work of Patrick [7, 8], showed that the definiteness
of the Hessian of an augmented Hamiltonian function implies stability of the
Hamiltonian relative equilibrium. Montaldi and Rodŕıguez-Olmos extended
this criterion, allowing for a wide choice of augmented Hamiltonians to check
for stability [9, Theorem 3.6] (see also [10, Theorem 2]). They prove this
extension by building on the bundle equations in [29, 30, 31]. We use Theo-
rem 3.4 to provide an alternative proof of their result. Our proof is based on
the fact that the augmented Hamiltonian vector fields are isomorphic to the
original Hamiltonian vector field and that a choice of augmented Hamiltonian
is equivalent to a choice of an isomorphism class and a representative.
We start by recalling the definition of an equivariant momentum map:
Definition 3.14. Let M be a symplectic manifold with an action of a Lie
group G by Hamiltonian symplectomorphisms. Suppose the symplectic form
ω is G-invariant. A smooth map Φ: M → g∗ is an equivariant momentum
map for the action of G on the symplectic manifold M if:
• the map Φ is equivariant with respect to the given action on M and
the coadjoint representation on g∗;
• for all vectors ξ ∈ g, the function
〈Φ, ξ〉 : M → R, m 7→ 〈Φ(m), ξ〉,
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where 〈·, ·〉 : g∗× g→ R is the pairing of the Lie algebra g and its dual
g∗, is a Hamiltonian function for the fundamental vector field ξM .
Throughout this section we will work in the following settings:
Definition 3.15. A Hamiltonian G-space is a quadruple (M,ω,G,Φ) where
M is a proper G-manifold such that
• the manifold M is symplectic with corresponding G-invariant symplec-
tic form ω;
• the action of the Lie group G is by Hamiltonian symplectomorphisms;
• the map Φ: M → g∗ is an equivariant momentum map for the action.
Definition 3.16. A Hamiltonian G-system is a quintuple (M,ω,G,Φ, h)
where the quadruple (M,ω,G,Φ) is a Hamiltonian G-space and the function
h : M → R is a smooth G-invariant function called the Hamiltonian function
of the system.
We are interested in the stability of G-relative equilibria of Hamiltonian
vector fields. In particular, we determine stability with respect to the follow-
ing group:
Definition 3.17. Let (M,ω,G,Φ) be a Hamiltonian G-space and let m be a
point in the manifold M . The covector µ := Φ(m) ∈ g∗ is called the moment
of the point m, and the Lie subgroup of G defined by:
Gµ :=
{
g ∈ G | Ad†(g)µ = µ
}
is called the moment isotropy group of the point m. We denote by gµ the Lie
algebra of the moment isotropy group.
Hamiltonian relative equilibria of Hamiltonian G-systems have the follow-
ing well-known characterization (see, for example, [32, Theorem 4.1]):
Lemma 3.18. Let (M,ω,G,Φ, h) be a Hamiltonian G-system, let Ξh ∈
Γ(TM)G be the Hamiltonian vector field of the function h, and let m ∈ M
be a point with moment µ = Φ(m). The following are equivalent:
1. the point m is a G-relative equilibrium of the Hamiltonian vector field
Ξh;
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2. there exists a velocity vector ξ ∈ gµ of the point m; that is, ξ ∈ gµ is
such that Ξh(m) = ξM(m);
3. the point m ∈M is a critical point of the function hξ := h− 〈Φ, ξ〉.
Definition 3.19. Let (M,ω,G,Φ, h) be a Hamiltonian G-system. Given a
vector ξ in the Lie algebra g, the Hamiltonian function augmented by ξ, or
simply the augmented Hamiltonian, is the function:
hξ : M → R, hξ := h− 〈Φ, ξ〉.
The corresponding Hamiltonian vector field Ξhξ = Ξh − ξM is called the
Hamiltonian vector field augmented by ξ, or simply the augmented Hamilto-
nian vector field.
Remark 3.20. Given a smooth function f ∈ C∞(M) on a manifold M ,
the Hessian of f is only well-defined at critical points of f . If m ∈ M is
a critical point of f , the Hessian d2f(m) : TmM × TmM → R of f at the
point m behaves well under change of coordinates and pull-backs. That is,










(m)|TmN = d2(f |N t)(m).
Lemma 3.18 guarantees that if m is a G-relative equilibrium of the Hamilto-
nian vector field Ξh, then the augmented hamiltonian h
ξ has a well-defined
Hessian at m.
Definition 3.21 (augmented vector fields). Let M be a proper G-manifold
and X an equivariant vector field on M . Given a vector ξ ∈ g, the corre-
sponding vector field augmented by ξ is the vector field:
Xξ : M → TM, Xξ := X − ξM ,
where ξM : M → TM is fundamental vector field defined by ξM(m) :=
T evm(ξ).
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Remark 3.22. Given a G-equivariant vector field X on a proper G-manifold
M , the corresponding augmented vector field Xξ is not G-equivariant. How-
ever, it is equivariant with respect to the Lie subgroup
Gξ := {g ∈ G | Ad(g)ξ = ξ}.
Also note, that if ξ ∈ g is a velocity for a G-relative equilibrium m of the
vector field X, then the augmented vector field Xξ has an equilibrium at the
point m.
Lemma 3.23. Let M be a proper G-manifold, let X be an equivariant vector
field on M , and let ξ be a given vector in the Lie algebra g of G. The vector
field X is Gξ-isomorphic to its augmented vector field Xξ ∈ X(M)Gξ .
Proof. Let gξ be the Lie algebra of the Lie subgroup Gξ. The constant map:
ξ : M → gξ, m 7→ ξ
is a smooth Ad(Gξ)-equivariant map, and hence gives a morphism in the
category of Gξ-equivariant vector fields X(M)Gξ . Note X = Xξ + ξM by
definition, so the result follows.
Lerman and Singer [27] and Ortega and Ratiu [28], building on work of
Patrick [7, 8], proved a criterion for Gµ-stability of a Hamiltonian G-relative
equilibrium involving the Hessian of the augmented Hamiltonian hξ. Their
work required an orthogonality condition on the velocity ξ. Montaldi and
Rodŕıguez-Olmos were able to eliminate this condition in a generalized crite-
rion; first, for the case of compact moment isotropy in [10, Theorem 2]; and
then, more generally, for the case of possibly noncompact moment isotropy in
[9, Theorem 3.6]. They also provide an example where this criterion predicts
stability, while previous criteria were inconclusive [9, Remark 3.7]. Their
result is as follows:
Theorem 3.24 (Montaldi and Rodriguez-Olmos ). Let (M,ω,G,Φ, h) be
a Hamiltonian G-system. Suppose m ∈M is a G-relative equilibrium of the
Hamiltonian vector field Ξh of the function h, and let µ be the moment of
the point m. Suppose further that
1. the moment isotropy subgroup Gµ acts properly on the manifold M ;
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2. there exists an Ad(Gµ)-invariant inner product on the Lie algebra g of
G;
3. there exists a velocity vector ξ ∈ gµ of the pointm such that the Hessian
d2hξ(m) is definite and nondegenerate on a Gm-invariant complement
W to the tangent space Tm(Gµ ·m) in kerTΦm.
Then the G-relative equilibrium m is Gµ-stable.
Remark 3.25. The stability criteria in [27, 9, 10, 28] can be seen from the
point of view of the isomorphic relationship between the Hamiltonian vec-
tor field and its augmented counterparts, which have a well-defined Hessian
(Lemma 3.23). The main goal of this section is to use this point of view
to provide an alternative proof of Theorem 3.24. In particular, recall that
Theorem 3.6 reduces determining stability of the relative equilibrium to de-
termining stability of its isomorphic vertical part (restricted to a slice). In
Lemma 3.36, we describe a relationship between the invariant constants of
motion of isomorphic vector fields. We use this relationship in order to apply
Theorem 3.6 in our proof of Theorem 3.24.
Remark 3.26. To prove Theorem 3.24, one can reduce to the case when
the momentum of the relative equilibrium is fixed by the coadjoint repre-
sentation. Equivalently one can reduce to the case when the momentum is
zero. This can be achieved by using symplectic cross-sections exactly like in
[27, Section 2.3]. This assumption simplifies several arguments in the proof
of Theorem 3.24, so we will suppose it holds throughout the rest of the sec-
tion. One may also assume without loss of generality that the hamiltonian
function is such that h(m) = 0.
As usual, to prove Theorem 3.24 we want to restrict to an invariant neigh-
borhood of the relative equilibrium. We will pick a particular neighborhood
that puts the moment map in a normal form. For this we recall the following
standard construction:
Definition 3.27. Let (M,ω,G,Φ) be a Hamiltonian G-space and let m ∈M








Remark 3.28. Let (M,ω,G,Φ) be a Hamiltonian G-space and let W be the
symplectic slice at a point m ∈M . The symplectic slice inherits a canonical
Hamiltonian representation of the stabilizer subgroup Gm (see, for example,
[33, Theorem 7.1.1(iii)]). Furthermore, let µ be the moment of the point m
and observe that Tm(G ·m) ∩ kerTΦm = Tm(Gµ ·m). Thus, if the moment
is fixed by the coadjoint representation, then the symplectic slice takes the
form W = kerTΦm/Tm(G ·m).
The desired normalizing neighborhood is the standard Marle-Guillemin-
Sternberg normal form:
Theorem 3.29 (MGS normal form [34, 35]). Let (M,ω,G,Φ) be a Hamilto-
nian G-space. Let m ∈M be a point in the manifold with moment Φ(m) = 0
and suppose the moment isotropy GΦ(m) acts properly on the manifold. Let
K be the stabilizer of the point m ∈ M , let k be the corresponding Lie al-
gebra, let k0 be the annihilator of k, and let W be the symplectic slice at
the point m (Definition 3.27). Given a K-equivariant embedding ι : k∗ ↪→ g∗,
there exist K-invariant open neighborhoods k0r ⊆ k0 and Wr ⊆ W of the
origins in the respective vector spaces k0 and W , a G-invariant symplectic






such that the quadruple (Z, ωz, G,ΦZ) is a Hamiltonian G-space. Further-
more:
1. There exists aG-invariant neighborhood Um ⊆M of the orbitG·m, and
a G-equivariant symplectomorphism Ψ: Z → Um such that Ψ∗Φ = ΦZ .
2. The momentum map ΦZ : Z → g∗ is given by






where ΦW : W → k∗ is the momentum map for the representation of
the stabilizer K on the symplectic slice W .
Definition 3.30. Let (M,ω,G,Φ) be a Hamiltonian G-space and let m ∈M
be a point with moment Φ(m) = 0. The Marle–Guillemin–Sternberg normal
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, ωZ , G,ΦZ
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of Theorem 3.29. For a Hamiltonian G-system (M,ω,G,Φ, h) with a point
m ∈ M with moment Φ(m) = 0, the MGS normal form is the Hamiltonian
G-system (Z, ωZ , G,ΦZ , hZ) where (Z, ωZ , G,ΦZ) is the MGS normal form
of the underlying Hamiltonian G-space and the Hamiltonian function hZ is
the pullback of the Hamiltonian h by the symplectomorphism Ψ in part (1)
of Theorem 3.29.
Remark 3.31. Let (M,ω,G,Φ) be a Hamiltonian G-space. Let m ∈ M be
a point with moment Φ(m) = 0, and such that the moment isotropy GΦ(m)
acts properly on M . Let K be the stabilizer of m, and let k and k0 be the
Lie algebra of K and the annihilator of k respectively. Then:
1. Since Φ(m) = 0, the moment of m is fixed by the coadjoint represen-
tation of the Lie group G. Hence, GΦ(m) = G and thus the Lie group
G acts properly on the manifold M . In this case, a Gm-equivariant
embedding ι : k∗ ↪→ g is guaranteed to exist (see [27, Remark 3.2]).
2. Let (Z, ωZ , G,ΦZ) be the MGS normal form for the Hamiltonian G-
space (M,ω,G,Φ) at the point m. The manifold V := k0r × Wr ⊆
k0 ×W is a global slice for the action of G on the manifold Z through
the point [1, 0, 0] (see Remark 2.28). The corresponding K-equivariant
embedding j : V ↪→ Z is defined by j(ρ, w) := [1, ρ, w].
3. One can construct the MGS normal form without requiring that the
moment Φ(m) be fixed by the coadjoint representation (see, for exam-
ple, [33, Theorem 7.5.5]). However, when it is fixed, the MGS normal
form, the expression for the moment map, and some of our arguments
become much simpler.
Remark 3.32. We will need several norms on finite-dimensional Lie algebras
and their duals. Let G be a Lie group, let g be its Lie algebra, and let g∗
be the dual of g. Recall that a G-invariant inner product (·, ·)g on the Lie





for all ν ∈ g. Let (·, ·)g∗ be the inner product on g∗ dual to the inner product




for all ρ ∈ g∗. The inner product on g also induces a G-invariant sup norm




for all ρ ∈ g∗, where 〈·, ·〉 : g∗×g→ R is the pairing between g and g∗. Recall
that the sup norm satisfies |〈ρ, ν〉| ≤ ||ρ||∞||ν||g for all ρ ∈ g∗ and all ν ∈ g.
We recall the following definition:
Definition 3.33 (constants of motion). Let M be a manifold and let X be
a smooth vector field on M . A smooth function f ∈ C∞(M) on the manifold
M is a constant of motion of X if Tf(X) = 0.
Remark 3.34. Let X be a smooth vector field on a manifold M , and let f be
a smooth function on M . A straightforward check shows that f is a constant
of motion of X if and only if f is conserved along each integral curve of X.
Here we say f is conserved, or is constant, along an integral curve α of X, if
for every time t such that α is defined we have that f(α(t)) = f(α(0)).
Remark 3.35. Recall that if (M,ω,G,Φ, h) is a Hamiltonian G-system, then
the Hamiltonian h is a constant of motion of the Hamiltonian vector field Ξh.
Furthermore, it is Noether’s theorem that the momentum Φ is constant along
the integral curves of Ξh (see, for example, [32, Theorem 2.2]). That is, for all
vectors ξ ∈ g, the function 〈Φ, ξ〉 is a constant of motion of the Hamiltonian
vector field Ξh. Suppose we are given an inner product on the Lie algebra
g of G, and let || · ||g∗ be the dual norm on the dual g∗. Then the function
||Φ||2g∗ is also a constant of motion of the Hamiltonian vector field Ξh.
We will make use of the following relationship between the invariant con-
stants of motion of isomorphic vector fields:
Lemma 3.36. Let M be a proper G-manifold, let X and Y be smooth vector
fields on M , and let f be a G-invariant constant of motion of X. Let H be
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a Lie subgroup of G with Lie algebra h, and suppose that there exists an
infinitesimal gauge transformation ψ ∈ C∞(M, h)H such that Y = X+∂(ψ).
Then f is a constant of motion of the vector field Y . In particular, if X
and Y are G-isomorphic vector fields, then they have the same G-invariant
constants of motion.
Proof. We verify that Tf(Y ) = 0. Since f is a constant of motion of X,
observe that
Tf(Y ) = Tf(X + ∂(ψ)) = Tf(X) + Tf(∂(ψ)) = Tf(∂(ψ)).























f(m) since f is G-invariant
= 0.
Since the point m is arbitrary, we have that Tf(∂(ψ)) = 0. Hence, f is a
constant of motion of Y .
We now prove several lemmas we will need in our proof of Theorem 3.24.
Lemma 3.37. Let V be a finite-dimensional real representation of a compact
Lie subgroup K of a Lie group G, let η be a vector in the Lie algebra k of
K, and let g = l ⊕ q be a K-equivariant splitting. Consider the projection
functor corresponding to this splitting:
P : X(G×K V )G → X(V )K
between the categories of equivariant vector fields on G×KV and V (Theorem
2.33). Then there is a functor:
P η : X(G×K V )Gη → X(V )Kη
where Gη and Kη are as in Remark 3.22 that restricts to P on objects.
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Proof. Let j : V ↪→ G ×K V be the embedding defined by j(v) := [1, v].
First, note that the isotropy (Gη)[1,0] is Gη ∩K = Kη. Now let ν be the G-
equivariant connection on G×KV → G/K induced by the splitting g = k⊕q.
Given a Gη-equivariant vector field, the vector field ν ◦X is Kη-equivariant
and tangent to j(V ). Hence, we can pull it back to V by j. That means,
that the map:
P η0 : X(G×K V )Gη → X(V )Kη , P
η
0 (X) := j
∗(ν ◦X),
is well-defined. This is the same definition as P0 (see Theorem 2.33), so it is
clear that P η0 restricts to P0 on G-equivariant vector fields.
Now note that the K-equivariant splitting gives a Kη-equivariant splitting
gη = kη⊕ (q∩gη), so there is a Kη-equivariant projection Pη : gη → kη. Thus,
we may define:
P η1 : C
∞(G×K V, gη)Gη → C∞(V, kη)Kη , P η1 (ψ) := Pη ◦ ψ ◦ j.
The functoriality of P η now follows by Lemma 2.30 just as in Theorem 2.33.
Lemma 3.38. Let V be a finite-dimensional representation of a compact Lie
subgroup K of a Lie group G, let || · ||g∗ be the G-invariant norm on the dual
g∗ that is dual to a given G-invariant inner product on the Lie algebra g of G,
and let M := G×K V be the corresponding associated bundle. Furthermore:
• Let (M,ω,G,Φ, h) be a Hamiltonian G-system.
• Let j : V ↪→ G×K V be the embedding defined by j(v) := [1, v].
• Let η be a vector in the Lie algebra k of K and let Ξhη be the corre-
sponding Hamiltonian vector field augmented by η.
• Let g = k⊕ q be a K-equivariant splitting and let:
P η : X(G×K V )Gη → X(V )Kη
be a projection functor as in Lemma 3.37.
Then the pulled-back Hamiltonian function j∗h := h ◦ j and the pulled-back
squared-norm of the momentum ||j∗Φ||2g∗ := ||Φ◦j||2g∗ are constants of motion
of the projection P η0 (Ξhη) ∈ X(V )Kη .
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Proof. Let E : X(V )K → X(M)G be the canonical equivariant extension
functor (Theorem 2.31) and let P : X(M)G → X(V )K be the projection
functor corresponding to the splitting g = k ⊕ q (Theorem 2.33). As a first
step, we want to show that j∗h and ||j∗Φ||2g∗ are constants of motion of
P0(Ξh). By Theorem 2.29, there exists a map ψ ∈ C∞(M, g)G such that:
Ξh = E0(P0(Ξh)) + ∂(ψ). (3.1)
Thus, by Lemma 3.36, the functions h and ||Φ||2g∗ are G-invariant constants
of motion of E0(P0(Ξh)). Since E0(P0(Ξh)) and P0(Ξh) are j-related (by def-
inition of E0 in Theorem 2.31) it is clear that j
∗h and ||j∗Φ||2g∗ are constants
of motion of P0(Ξh).
Now, since η ∈ k, note that P η0 (ηM) = ηV . By Lemma 3.37 we have that
P0(Ξh) = P
η
0 (Ξh). Thus, we have that:




0 (ηM) = P0(Ξh)− ηV . (3.2)
Now set ψη : V → kη to be the constant map ψη(v) := η. Then ψη is
Kη-equivariant, so by (3.2), P0(Ξh) and P
η
0 (Ξhη) are isomorphic equivariant
vector fields in X(V )Kη . Thus, by Lemma 3.36, the functions j∗h and ||j∗Φ||2g∗
are also constants of motion of P η0 (Ξhη).
We will need the following application of the Morse lemma for families,
which generalizes a similar application in [27, Proposition 3.4]:
Proposition 3.39. Let U andW be normed finite-dimensional vector spaces.
Furthermore:
1. Let f ∈ C∞(U × W ) be a smooth function such that f(0, 0) = 0,
TWf(0, 0) = 0, and d
2
Wf(0, 0) is nondegenerate and positive definite,
where TW and d
2
W denote the differential and Hessian in theW variables
respectively.
2. Let ϕ ∈ C∞(U ×W ) be a smooth function such that ϕ(0, 0) = 0 and
ϕ(ρ, w) ≥ |ρ|2 for all (ρ, w) ∈ U ×W .
3. Let θ ∈ C0(U×W ) be a nonnegative continuous function with θ(0, 0) =
0.
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Let the norm on the product space U × W be the sum of the squares of
the norms on U and W . Then for all ε > 0, there exists δ > 0 such that if
γ(t) = (ρ(t), w(t)) defines a curve in U ×W with
1. |γ(0)| < δ;
2. ϕ(γ(t)) ≤ ϕ(γ(0)) for all t;
3. |f(γ(t))| ≤ θ(γ(0)) for all t.
Then |γ(t)| < ε for all t.
Proof. Since 0 is a critical point of f(0, ·) and d2Wf(0, 0) is nondegenerate, by
the Morse lemma for families [36, Lemma 1.2.2], there exists a neighborhood
Ũ of 0 in U , a neighborhood W̃ of 0 in W , and a smooth map σ : Ũ → W̃
implicitly defined by the equation
TWf(ρ, σ(ρ)) = 0
for all ρ ∈ Ũ . Additionally, there is also a smooth map y : Ũ × W̃ → W
implicitly defined by the equation





y(ρ, w), y(ρ, w)
)
(3.3)
for all (ρ, w) ∈ Ũ × W̃ .
Now let ε > 0 be given. We can always choose ε′ > 0 such that if |ρ|2 < ε′
and |y(ρ, w)|2 < ε′ then |(ρ, w)| = |ρ|2 + |w|2 < ε. Thus, if γ(t) = (ρ(t), w(t))
is a curve in U ×W satisfying the hypotheses, it suffices to show that there
exists a δ > 0 such that if |γ(0)| < δ then
|ρ(t)|2 < ε′ and |y(ρ(t), w(t))|2 < ε′.
Since d2Wf(0, 0) is positive definite, there exists β1 > 0 and C > 0 such that
if |ρ|2 < β1 then
C|w|2 < d2Wf(ρ, σ(ρ))(w,w) (3.4)
for every w ∈ W . By the continuity of f and σ there exists β2 > 0 such that
if |ρ|2 < β2 then





By the continuity of ϕ there exists α1 > 0 such that if |(ρ, w)| < α1 then
|ϕ(ρ, w)| = ϕ(ρ, w) < min(β1, β2, ε′). (3.6)
By the continuity of θ there exists α2 > 0 such that if |(ρ, w)| < α2 then




Now set δ := min(α1, α2) then note that for γ(t) = (ρ(t), w(t)) satisfying the
hypotheses of the proposition
|ρ(t)|2 ≤ ϕ(ρ(t), w(t))
≤ ϕ(ρ(0), w(0))
< min(β1, β2, ε
′)
≤ ε′,
where we use inequality (3.6). This was the first inequality we needed to
prove.






for all w ∈ W and all t. Similarly, since |ρ(t)|2 < β2 for all t, inequality (3.5)
gives ∣∣f(ρ(t), σ(ρ(t)))∣∣ < ε′C
4
(3.9)

































by (3.7) & (3.9)
= ε′.
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This was the second inequality we needed to prove. Thus, we have that
|γ(0)| < δ implies |γ(t)| < ε for all t as desired.
We can now prove the following, which is Theorem 3.24 for the special case
where the Hamiltonian G-system is in MGS normal form and we’ve made
the assumptions in Remark 3.26. After we prove Theorem 3.40, we reduce
Theorem 3.24 to this special case.
Theorem 3.40. Let G be a Lie group with Lie algebra g, let K be a compact
Lie subgroup of G with Lie algebra k, let V be a K-manifold, and let Z be
the associated bundle G×K V . Suppose that (Z, ω,G,Φ, h) is a Hamiltonian
G-system. Furthermore:
1. Let k0r be a K-invariant neighborhood of the origin in the annihilator
k0 of the Lie algebra k.
2. Let Wr be a K-invariant neighborhood of the origin in a symplectic
vector space W , where W has a Hamiltonian representation of the
group K and corresponding equivariant momentum map ΦW : W → k∗.
3. Suppose that the K-manifold V is the product k0r × Wr, and let the
K-equivariant embedding j : V ↪→ Z be defined by j(ρ, w) := [1, ρ, w].
4. Suppose there exists an Ad(G)-invariant inner product on the Lie al-
gebra g, let q be the orthogonal complement to k in g with respect to
this inner product, and let P : g→ k be the corresponding projection;
5. Let the map ι : k∗ ↪→ g∗ be the K-equivariant embedding defined for
every ρ ∈ k∗ by
ι(ρ) : g→ R, ι(ρ)(η) := ρ(P(η)).
6. For all [g, ρ, w] ∈ Z, let the momentum map Φ: Z → g∗ be given by





7. Suppose that the point m := [1, 0, 0] ∈ Z is a G-relative equilibrium of
the Hamiltonian vector field Ξh, and suppose it is such that h(m) = 0
and Φ(m) = 0.
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If there exists a velocity ξ ∈ g such that the Hessian d2hξ(m) is definite and
nondegenerate on the subspace Tmj({0}×Wr) ⊆ TmZ, where hξ := h−〈Φ, ξ〉
is the augmented Hamiltonian, then the relative equilibrium m is G-stable.
Proof. We want to prove the G-stability of the G-relative equilibrium m =
[1, 0, 0] ∈ Z of the Hamiltonian vector field Ξh on the manifold Z. We first
describe the strategy of the proof. Observe that the K-representation V ,
together with the K-equivariant embedding j : V ↪→ Z, is a global slice for
the action through the point m (see Remark 3.31). In fact, the manifold Z
is an associated bundle G ×K V . Observe that the complement q gives a
K-equivariant splitting g = k⊕ q, and hence we obtain a projection functor:
P : X(Z)G → X(V )K
between the categories of equivariant vector fields on Z and a V (Theorem
2.33). We also get a projection functor for the Gη and Kη equivariant vector
fields (Lemma 3.37):
P η : X(Z)Gη → X(V )Kη .
By Theorem 3.6, the relative equilibrium m of Ξh ∈ X(Z)G is G-stable if the
equilibrium 0 ∈ V for P0(Ξh) ∈ X(V )K is K-stable. Let hη := h − 〈Φ, η〉
be the Hamiltonian augmented by the vector η and let Ξhη = Ξh − ηZ be
the corresponding augmented Hamiltonian vector field (Definition 3.19). By
Lemma 3.3, 0 ∈ V is K-stable for P0(Ξh) if it is Kη-stable for P0(Ξh). Define
the following Kη-equivariant vector field on V :
Y := P η0 (Ξhη)
= P η0 (Ξh)− P
η
0 (ηZ)
= P0(Ξh)− ηV ,
(3.10)
where the last equality follows by Lemma 3.37 and the fact ηZ is vertical in
Z = G×KV → G/K since η ∈ k. Note that P0(Ξh) and Y are Kη-isomorphic
in X(V )Kη by (3.10). Hence, by Proposition 3.10, 0 ∈ V is Kη-stable for
P0(Ξh) if 0 ∈ V is Kη-stable for Y . Finally, by Lemma 3.3 to verify that
0 ∈ V is Kη-stable for Y it suffices to verify that it is {1}-stable for Y . Hence,
in what follows we prove that 0 ∈ V is {1}-stable for Y .
We show that for any ε > 0, there exists a δ > 0, with 0 < δ < ε, such
that all maximal integral curves of the vector field Y starting at points in
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the δ-ball around the origin stay in the ε-ball around the origin for all times
for which they are defined. Proposition 3.39 guarantees we can obtain such
a δ. In particular, we apply Proposition 3.39 with the vector space k0 in
place of U and the vector space W of this theorem in place of the W in the
proposition.
In order to apply Proposition 3.39 we need to pick norms on the spaces k0
and W . For this, let ||·||g be the G-invariant norm on the Lie algebra induced
by the given inner product on g, let || · ||g∗ be the dual norm induced by the
dual inner product on g∗, and let || · ||∞ be the corresponding G-invariant sup
norm on the dual g∗ (see Remark 3.32). The norm || · ||g∗ gives an invariant
norm on the subspace k0 of g∗, pick this norm for k0. Pick any norm on the
vector space W . This works since the slice V is contained in the vector space
k0 ×W . Since all norms on a finite-dimensional vector space are equivalent,
there exists a constant A > 0 such that
|| · ||∞ ≤ A|| · ||g∗ . (3.11)
We apply Proposition 3.39 with the functions
f := j∗hη ∈ C∞(V ),
ϕ := ||j∗Φ||2g∗ ∈ C∞(V ),
θ := |j∗hη|+ A||j∗Φ||g∗||η||g ∈ C0(V ).
(3.12)
To complete the proof we need to show that the functions in (3.12) and
the maximal integral curves of the vector field Y satisfy the hypotheses of
Proposition 3.39.
Now we verify that the functions (3.12) satisfy the conditions of Proposi-
tion 3.39. For the function f we need to show that f(0) = 0, TWf(0) = 0,
and that the Hessian d2Wf(0) is definite and nondegenerate. Here TWf(0)
and d2Wf(0) are respectively the differential and the Hessian of the function
f in the W variables. For the first, note that
f(0) = hη(j(0)) = hη(m) = h(m)− 〈Φ(m), η〉 = 0− 〈0, η〉 = 0.
Now note that the image of the dual k∗ under the K-equivariant embedding
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ι : k∗ ↪→ g∗ is the annihilator q0. Thus we have that
ι(ΦW (w)) ∈ q0 (3.13)
for all w ∈ W . Let ξ⊥ ∈ q be the vector in q such that ξ = η + ξ⊥. Then,
using (3.13) and the explicit form of the momentum map, we have that
〈Φ, ξ〉([1, 0, w]) = 〈Φ, η〉([1, 0, w]) +
〈
ι(ΦW (w)), ξ
⊥〉 = 〈Φ, η〉([1, 0, w])
for all w ∈ W . This in turn implies that hξ|j(Wr) = hη|j(Wr), where we identify


















which is the second condition we needed to check. This condition guarantees
that the Hessian d2Wf(0) is well-defined. The equality h
ξ|j(Wr) = hη|j(Wr) and

















Hence, the Hessian d2Wf(0) is definite and nondegenerate since d
2hξ(m)|Tmj(Wr)
is such by assumption. It is of no loss of generality to assume that the Hessian
d2hξ(m)|Tmj(Wr) is positive definite. Hence, the Hessian d2Wf(0) is positive
definite too. This was the third and last thing we needed to verify that f
satisfies.
For the function ϕ we need to show that ϕ(0) = 0 and that ϕ(ρ, w) ≥ ||ρ||2g∗
for all (ρ, w) ∈ V . For the first, note
ϕ(0) = ||j∗Φ||2g∗(0) = ||Φ(m)||2g∗ = ||0||2g∗ = 0.
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For the second, note that for all (ρ, w) ∈ V we have that ρ ∈ k0 and
ι(ΦW (w)) ∈ q0 = (k⊥)0 = (k0)⊥. Thus, for all (ρ, w) ∈ V we have that
ϕ(ρ, w) = ||ρ+ ι(ΦW (w))||2g∗ = ||ρ||2g∗ + ||ι(ΦW (w))||2g∗ ≥ ||ρ||2g∗ .
Hence, ϕ satisfies the desired conditions.
For the function θ = |j∗hη|+A||j∗Φ||g∗ ||η||g we need to show that θ(0) = 0.
Using that h(m) = 0 and Φ(m) = 0, note we have that
θ(0) = |j∗hη(0)|+ A||j∗Φ(0)||g∗ ||η||g
= |h(m)− 〈Φ(m), η〉|+ A||Φ(m)||g∗ ||η||g
= |h(0)− 〈0, η〉|+ A||0||g∗||η||g
= 0.
Hence, the function θ satisfies the desired condition.
We now verify the other set of hypotheses of Proposition 3.39. Let β be
an arbitrary maximal integral curve of the vector field Y . Then we need to
show that
ϕ(β(t)) ≤ ϕ(β(0)) and |f(β(t))| ≤ θ(β(0)) (3.14)
for all times t for which the curve β is defined.
In place of the first inequality in (3.14), we actually prove the equality
ϕ(β(t)) = ϕ(β(0)) for all times t such that the integral curve β is defined.
This follows since by Lemma 3.38, the function ||j∗Φ||2g∗ is a constant of
motion of Y = P η0 (Ξhη). Therefore, we have that
ϕ(β(t)) = ||j∗Φ||2g∗(β(t)) = ||j∗Φ||2g∗(β(0)) = ϕ(β(0)).
We now verify the second inequality. Recall that the norm || · ||∞ satisfies
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|〈ρ, ζ〉| ≤ ||ρ||∞||ζ||g for any ρ ∈ g∗ and ζ ∈ g. Now, observe that:
|f(β(t))| = |j∗hη(β(t))|
= |hη(j ◦ β(t))|
= |h(j(β(t)))− 〈Φ(j(β(t))), η〉|
≤ |h(j(β(t)))|+ |〈Φ(j(β(t))), η〉|
= |h(j(β(0)))|+ |〈Φ(j(β(t))), η〉| by Lemma 3.38
≤ |h(j(β(0)))|+ ||Φ(j(β(t)))||∞||η||g by properties of || · ||∞
≤ |h(j(β(0)))|+ A||Φ(j(β(t)))||g∗||η||g by (3.11)
= |h(j(β(0)))|+ A||Φ(j(β(0)))||g∗||η||g by Lemma 3.38
≤ |j∗h(β(0))|+ A||j∗Φ(β(0))||g∗||η||g
= θ(β(0)).
This was the second inequality we needed to prove.
Thus, any integral curve β of the vector field Y satisfies the hypotheses of
Proposition 3.39. Applying Proposition 3.39, yields that the origin 0 ∈ V is
{1}-stable for the vector field Y as required. Consequently, the G-relative
equilibrium m is G-stable for the Hamiltonian vector field Ξh.
We now show how to reduce Theorem 3.24 (Montaldi and Rodriguez-
Olmos’s criterion) to the special case Theorem 3.40, which we just proved.
This is completed in Lemma 3.43. We start with the following result from
linear algebra:
Lemma 3.41. Let V be a finite dimensional real vector space and let B :
V × V → R be a bilinear form on it. Let U , W , and W̃ be linear subspaces
of V such that
V = U ⊕W = U ⊕ W̃ .
Furthermore, suppose that U is contained in kerB], where B] is the linear
map
B] : V → V ∗, B](v) := B(v, ·).
Then the following are true:
1. If B|W is nondegenerate, then B|W̃ is nondegenerate as well.
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2. If B|W is positive (respectively negative) definite, then B|W̃ is positive
(respectively negative) definite as well.
Proof. Since we have the splittings V = U ⊕W = U ⊕ W̃ , there exists a
linear map L : W → U such that W̃ is the graph of L; that is, such that
Graph(L) := {w + Lw |w ∈ W} = W̃ . (3.15)
Now suppose that B|W is nondegenerate and let w̃ ∈ W̃ be a vector such
that B](w̃) = 0. We want to show that w̃ = 0. By (3.15), there exists a
vector w ∈ W such that w̃ = w + Lw. Observe that
0 = B](w̃) = B](w + Lw) = B](w) +B](Lw) = B](w),
where the last equality is because U is contained in kerB]. This in turn
means that w = 0 since w ∈ W and B|W is nondegenerate by hypothesis.
Consequently, the given vector w̃ is 0, so B|W̃ is nondegenerate.
For the second statement, suppose B|W is positive definite and let w̃ ∈ W̃
be an arbitrary nonzero vector in W̃ . By (3.15) and since w̃ is nonzero, there
exists a nonzero vector w ∈ W such that w̃ = w + Lw. Then note
B(w̃, w̃) = B(w + Lw,w + Lw)
= B(w,w) +B(w,Lw) +B(Lw,w) +B(Lw,Lw)
= B(w,w)
> 0.
The third equality follows because U is contained in kerB], and also Lw ∈ U .
The inequality follows because B|W is positive definite. Thus, since w̃ ∈
W̃ is an arbitrary nonzero vector of W̃ , the map B|W̃ is positive definite.
A completely analogous argument works in the case when B|W is negative
definite.
With this we can prove the following:
Lemma 3.42. Let (M,ω,G,Φ, h) be a Hamiltonian G-system, let the point
m in the manifold M be a relative equilibrium of the Hamiltonian vector
field Ξh such that Φ(m) = 0, and let K be the stabilizer of the point m.
Furthermore, let W and W̃ be K-invariant subspaces of the kernel kerTΦm
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such that
kerTΦm = Tm(G ·m)⊕W = Tm(G ·m)⊕ W̃ .
Suppose there exists a velocity ξ ∈ g ofm, with augmented Hamiltonian hξ :=
h − 〈Φ, ξ〉, such that the Hessian d2hξ(m)|W is definite and nondegenerate.
Then the Hessian d2hξ(m)|W̃ is definite and nondegenerate.
Proof. By Lemma 3.41, it suffices to show that









(u) = d2hξ(m)(u, ·)
vanishes on the vector space kerTΦm. Since Tm(G ·m) = {ηM(m) | η ∈ g},
the vector u is of the form u = ηM(m) for some η ∈ g. Thus, we want to
show that for every vector v ∈ kerTΦm we have that
d2hξ(m)(ηM(m), v) = 0.
For this, recall that for all g ∈ G, the vector Ad(g)ξ is a velocity for the
G-relative equilibrium g · m, so that ThAd(g)ξ(g · m) = 0 for all g ∈ G. In
particular, for any s ∈ R, setting g = exp(sη) we have
0 = ThAd(exp(sη))ξ(exp(sη) ·m)
= Th(exp(sη) ·m)− T 〈Φ,Ad(exp(sη)ξ)〉(exp(sη) ·m).
(3.16)
Now let γ : (−ε, ε)× (−ε, ε)→M be a family of smooth curves such that















γ(0, t) = v.
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Then for all s ∈ (−ε, ε), use (3.16) to get that
















































〈Φ, [η, ξ]〉(γ(0, t))
= d2hξ(m)(ηM(m), v)− (T 〈Φ, [η, ξ]〉)(m)(v)
= d2hξ(m)(ηM(m), v)− 〈TΦmv, [η, ξ]〉
= d2hξ(m)(ηM(m), v),
where the second equality follows by the product rule and the last equal-





kerTΦm, concluding the proof.
As mentioned in Remark 3.26, to prove Theorem 3.24 it is of no loss of
generality to suppose the Hamiltonian vanishes at the relative equilibrium
and that the moment is fixed. Under these assumptions, the following lemma
reduces Theorem 3.24 to Theorem 3.40 by showing that the assumptions on
the Hessian in Theorem 3.24 reduce to the MGS normal form as in Theo-
rem 3.40.
Lemma 3.43. Let (M,ω,G,Φ, h) be a Hamiltonian G-system with the point
m in the manifold M as a relative equilibrium of the vector field Ξh. Suppose
that h(m) = 0 and Φ(m) = 0. Denote by K the stabilizer of the point
m. Let
(
Z := G×K V, ωz, G,ΦZ , hZ
)
be the MGS normal form of the given
Hamiltonian G-system (see Definition 3.30). Furthermore:
1. Let V := k0r ×Wr be the slice, where k0r is a K-invariant neighborhood
of the origin in the annihilator k0 of the Lie algebra k of K, and Wr is a
K-invariant neighborhood of the origin in the symplectic slice W of m.
87
2. Let the map j : V ↪→ Z be the K-equivariant embedding defined by
j(ρ, w) := [1, ρ, w].
3. Let Ψ: Z → Um be the symplectomorphism to a neighborhood Um of
the orbit G ·m guaranteed by Theorem 3.29.
Suppose that there exists a velocity ξ ∈ g of the point m and a linear subspace
U of the kernel kerTΦm such that
1. The kernel kerTΦm splits as kerTΦm = Tm(G ·m)⊕ U .
2. The Hessian d2hξ(m)|U is definite and nondegenerate.







is well-defined, definite, and nondegenerate.
Proof. To simplify notation throughout this proof, we identify the spaces Wr
and {0} ×Wr and write





We begin with three observations. First, since the map Ψ pulls back the






Second, from the G-equivariance of the diffeomorphism Ψ we get that
TΨ
(
T[1,0,0](G · [1, 0, 0])
)
= Tm(G ·m). (3.19)
Third, note that the linear subspace W̃ isK-invariant under theK-representation
it inherits from the action of G on the manifold M . Also recall that Wr is
a neighborhood in the symplectic slice W . Thus, in particular, the linear
subspace W̃ is such that
ker(TΦZ)[1,0,0] = T[1,0,0](G · [1, 0, 0])⊕ W̃ . (3.20)
Using (3.18), (3.19), and (3.20) we get that Ũ is a K-invariant subspace
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of TmM such that
kerTΦm = Tm(G ·m)⊕ Ũ . (3.21)
Using (3.21), the assumptions on the space U , and Lemma 3.42, we obtain
that the Hessian d2hξ(m)|Ũ is definite and nondegenerate.
Now observe that the augmented Hamiltonian hξZ of the pullback hZ is the
pullback of the augmented Hamiltonian hξ:
hξZ = hZ − 〈ΦZ , ξ〉 = Ψ
∗h− 〈Ψ∗Φ, ξ〉 = Ψ∗hξ.
Thus, since the point m is a critical point of the augmented Hamiltonian hξ
we have that








(m) = Ψ∗(0) = 0.
Hence, the Hessian d2hξZ([1, 0, 0]) is well-defined.
Finally, by the pullback properties of Hessians (see Remark 3.20), we have
that





([1, 0, 0])|W̃ = Ψ
∗(d2hξ(m))|Ũ .
Since the map Ψ is a diffeomorphism, this implies that the Hessian:
d2hξZ([1, 0, 0])|W̃
is definite and nondegenerate because the Hessian d2hξ(m)|Ũ is definite and
nondegenerate.
3.3 Motion of relative equilibria and isomorphisms
Consider a K-manifold M , where K is a compact Lie group. It is well-
known that, the motion of a relative equilibrium of an equivariant vector
field on M is equivalent to linear motion on a torus (see [11, 5] and also
Theorem 3.45). In fact, there is a bound on the number of independent
frequencies of the motion; that is, on the dimension of the torus containing
the motion [11, 5]. This bound is attained generically, so it may be of interest
to modify the equivariant vector field to reduce, or otherwise adjust, the
number of independent frequencies of the relative equilibrium’s motion to
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obtain nongeneric motions.
Given an equivariant vector field with a relative equilibrium on a K-
manifold, with compact symmetry group K, we provide conditions for con-
structing an isomorphic vector field that has any desired number of inde-
pendent frequencies at the relative equilibrium (Proposition 3.51). Since the
resulting vector field is isomorphic to the given one, it determines the same
flow on the orbit space, and hence the same dynamics modulo the symme-
tries (Theorem 2.11). In particular, we show that this is always possible
for actions of tori (Theorem 3.53). The results in this section should be of
interest in the control of equivariant dynamical systems.
Remark 3.44. By a torus we mean a compact, connected, and abelian
Lie group. Recall that any compact Lie group K has a maximal torus Lie
subgroup, and that all maximal tori in K have the same dimension. The
rank of K is then the dimension of any maximal torus in K. For convenience
in dealing with cases where relative equiliobria are strict equilibria, we will
consider the trivial group to be a torus of dimension 0.
We begin by recalling the following well-known result asserting that the
motion of a relative equilibrium for a compact group action is contained in
a torus:
Theorem 3.45 (Field [11] and Krupa [5]). Let M be a K-manifold with K
compact, letX be an equivariant vector field onM with a relative equilibrium
at a point m ∈ M with isotropy Km. Then the integral curve φm(−) of X
starting at m is equivalent to linear motion on a torus. That is, the closure
of the image of the curve:
Tm := {φm(τ)}
is diffeomorphic to a torus. Furthermore, the dimension of Tm is bounded
by the rank of the Lie group N(Km)/Km, where N(Km) is the normalizer of
the stabilizer Km.
Proof. Let ξk be a velocity of the relative equilibrium, so that in particular
φm(τ) = exp(τξ) ·m. The isotropy is constant along the integral curve φm.
That is, the stabilizer Kφm(τ) is equal to Km for all times τ ∈ R. Thus, for
all k ∈ Km and all τ ∈ R, we have that:
exp(τξ)−1k exp(τξ) ∈ Km.
90
That means that exp(τξ) ∈ N(Km) for all times τ ∈ R, and the vector ξ is
in the Lie algebra n of the normalizer N(Km). Consider the linear motion
on the quotient group N(Km)/Km induced by the vector ξ ∈ n:
γξ+km : R→ N(Km)/Km, γξ+km(τ) := exp(τξ)Km ≡ exp(τ(ξ + km))Km.
The set:
T := {exp(τξ)Km}
is a 1-parameter, connected, abelian, closed, and compact Lie subgroup of
N(Km)/Km. Hence, T is isomorphic to a torus. Now recall that the group
orbit K ·m is equivariantly diffeomorphic to the homogenous space K/Km
via the map:
K ·m
∼=−→ K/Km, k ·m 7→ kKm.
Under this diffeomorphism the curve γξ+km corresponds to the integral curve
φm, and the set Tm corresponds to T . That is, the integral curve φm is
equivalent to the linear motion γξ+km on the torus T in N(Km)/Km. The
dimension of T is clearly bounded above by the dimension of the maximal
torus in N(Km)/Km. Hence, so is the dimension of Tm.
The bound on the number of independent frequencies in Theorem 3.45 is
an equality for generic relative equilibria of equivariant vector fields. That’s
because generically the closure of 1-parameter subgroups in compact Lie
groups are maximal tori, and the torus containing the motion of the rela-
tive equilibrium is equivalent to a 1-parameter subgroup in the Lie group
N(Km)/Km. Thus, if the Lie group N(Km)/Km has a maximal torus of
dimension greater than 1, then relative equilibria generically exhibit quasi-
periodic motion. This may be desirable in some cases, but not in others.
Thus, we consider how one can modify the number of independent fre-
quencies of a relative equilibrium. For example, this may be of interest in
applications where one seeks to constrain the frequencies of the motion of
the relative equilibrium. It is natural to look for modifications that don’t
change the underlying dynamics modulo the symmetries. That is, we look
for an equivariant vector field that determines the same dynamics on the
orbit space as the given one, but has a relative equilibrium with a different
number of independent frequencies. We introduce the following definition to
make this idea precise:
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Definition 3.46. Let M be a K-manifold where K is a compact Lie group,
and let X be an equivariant vector field on M with a relative equilibrium m.
Suppose that the torus:
Tm := {φm(τ)}
has dimension d > 0, where φm is the integral curve of X starting at m.
Then, for 0 ≤ j ≤ d, an infinitesimal gauge transformation ψ ∈ C∞(M, k)K
stabilizes the frequencies of X at m to order j if the torus:
Tψm := {ϕm(τ)}
has dimension j, where ϕm is the integral curve of X + ∂(ψ) starting at m.
It is immediate from Theorem 2.25 that one can always get rid of all the
independent frequencies and stabilize to order 0:
Proposition 3.47. Let M be a K-manifold where K is a compact Lie group
and let X be an equivariant vector field on M with a relative equilibrium
at a point m ∈ M . Then there exists ψ ∈ C∞(M, k)K that stabilizes the
the frequencies of X at m to order 0. That is, the infinitesimal gauge trans-
formation ψ is such that the vector field X + ∂(ψ) has an equilibrium at
m.
Proof. By Theorem 2.25 there exists a decomposition of X of the form:
X = Y X + ∂(ψX),
where Y X is an equivariant vector field with an equilibrium at m and ψX ∈
C∞(M, k)K . Thus, the infinitesimal gauge transformation ψ := −ψX ∈
C∞(M, k) is such that:
X + ∂(ψ) = X − ∂(ψX) = Y X ,
so X + ∂(ψ) has an equilibrium at m.
Due to Proposition 3.47, we are interested in the cases where 0 < j ≤
d. For this it helps to describe the independent frequencies of a relative
equilibrium using the velocity. To do this we recall some basic facts about
tori:
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Definition 3.48. Let T be an n-dimensional torus with Lie algebra t, and
let exp : t → T be the exponential map. A lattice basis of t is a set of n
R-linearly independent vectors {t1, . . . , td} in t such that:
ker(exp) = spanZ{t1, . . . , td}.
That is, every vector in the integral lattice ZT := ker(exp) can be written as
an integer linear combination of the vectors t1, . . . , td.
Remark 3.49. The kernel of the exponential map of a torus is a discrete
subgroup and thus the Lie algebra of a torus has a lattice basis as in Definition
3.48 (see, for example, the proof of Theorem 11.2 in [37]). The integral
lattice ZT of a torus T is such that T = t/ZT , and the lattice basis induces












where the top map sends a vector ξ to its coordinate representation with
respect to the lattice basis.
Lattice bases can be used to determine when a vector in the Lie algebra
of a torus induces a dense curve:
Lemma 3.50. Let T be a d-dimensional torus, where d > 1, and let t be its
Lie algebra. Let ξ ∈ t be a Lie algebra vector that such that ξ1, . . . , ξd are
its coordinates with respect to any lattice basis of t. Then the curve:
γξ : R→ T, γξ(τ) := exp(τξ),
is dense in T if and only if the numbers ξ1, . . . , ξd are Q-linearly independent.
Proof. It is well-known that a vector (ξ1, . . . , ξd) ∈ Rd is such that the curve:
τ 7→ (ξ1τ, . . . , ξdτ) + Zd, τ ∈ R, (3.23)
is dense in the torus Td := Rd/Zd if and only if the numbers ξ1, . . . , ξd
are Q-linearly independent. Now let t1, . . . , td be a lattice basis of t, and
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let ξ1, . . . , ξd be the coordinates of ξ with respect to this basis. The curve
γξ corresponds to the curve in (3.23) under the corresponding isomorphism
T ∼= Td as in (3.22). The claim follows since the isomorphism is, in particular,
a homeomorphism.
With this we can now prove the following condition for frequency stabi-
lization:
Proposition 3.51. Let M be a K-manifold where K is a compact Lie group,
and let X be an equivariant vector field on M with a relative equilibrium m
with velocity ξ ∈ k. Let T d be the torus:
T d := {exp(τξ)Km}
in the Lie group N(Km)/Km, let t1, . . . , td be a lattice basis of the Lie algebra
td of T d, and let ξ1, . . . , ξd be the corresponding coordinates of the vector
ξ + km ∈ td. If ψ ∈ C∞(M, k)K is an infinitesimal gauge transformation such
that:
ψ(m) + km = −ξj+1tj+1 − . . . − ξdtd,
then ψ stabilizes the frequencies of X at m to order j.
Proof. Since ξ ∈ k is a velocity of the relative equilibrium m for X, the
integral curve ofX starting atm is given by φm(τ) = exp(τξ)·m for τ ∈ R. As
described in the proof of Theorem 3.45, the integral curve φm corresponds to
the curve τ 7→ exp(τξ)Km on the Lie group N(Km)/Km, which has velocity
ξ + km ∈ k/km. Therefore, by Lemma 3.50, the numbers ξ1, . . . , ξd are Q-
linearly independent.
The vector fields X and X + ∂(ψ) are isomorphic, so by Lemma 2.24, m
is also a relative equilibrium of the vector field X + ∂(ψ) and has velocity
ξ + ψ(m). Hence, the integral curve of X + ∂(ψ) is given by:
φψm : R→M, φψm(τ) = exp(τ(ξ + ψ(m))) ·m.
This corresponds to the curve:
R→ N(Km)/Km, τ 7→ exp(τ(ξ + ψ(m)))Km,
in the Lie group N(Km)/Km, which has velocity ξ + ψ(m) + km ∈ k/km. Let
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T j be the subtorus of T d in N(Km)/Km corresponding to the Lie subalgebra:
tj := spanR{t1, . . . , tj}
of the Lie algebra td of T d. By the choice of ψ, we have that:
ξ + ψ(m) + km = ξ1t1 + · · ·+ ξjtj,
where the numbers ξ1, . . . , ξj are Q-linearly independent. Hence, the curve
τ 7→ exp(τ(ξ + ψ(m)))Km is dense in the subtorus T j by Lemma 3.50. Con-
sequently, ψ stabilizes the frequencies of X at m to order j as desired.
Example 3.52. Let n > 0 and consider the toric action of the standard
Tn ∼= (S1)n ⊆ Cn on the complex space Cn ∼= R2n given by:
(
eiθ1 , . . . , eiθn
)
· (z1, . . . , zn) :=
(






eiθ1 , . . . , eiθn
)
∈ Tn and (z1, . . . , zn) ∈ Cn. As in Example 2.17, the
equivariant vector fields are of the form:
X(z1, . . . , zn) :=

f1 (|z1|2, . . . , |zn|2) z1
...
fn (|z1|2, . . . , |zn|2) zn
+

g1 (|z1|2, . . . , |zn|2) iz1
...
gn (|z1|2, . . . , |zn|2) izn
 ,
for (z1, . . . , zn) ∈ Cn and where the fi : Rn → R and gi : Rn → R are
smooth functions. This is already in the form of Theorem 2.25. That is, the
decomposition in that theorem is global and the relative equilibria correspond
to zeros of the map f : Rn → Rn defined by f := (f1, . . . , fn).
The isotropy of any nonzero point w = (w1, . . . , wn) ∈ Cn is trivial, so the
Field-Krupa bound in Theorem 3.45 says that if X has a relative equilib-
rium at w then its independent frequencies can be anything between 0 and
rank(N(Tnw)/Tnw) = rank(Tn) = n. Let X be an equivariant vector field,
given by fi and gi as above, with a relative equilibrium at a nonzero point
w ∈ Cn. Let ψX : Cn → Rn be the infinitesimal gauge transformation defined
by:
ψX(z1, . . . , zn) :=

g1 (|z1|2, . . . , |zn|2)
...
gn (|z1|2, . . . , |zn|2)

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for (z1, . . . , zn) ∈ Cn. Then ψX(w) is a velocity of the relative equilibrium
w ∈ Cn. Suppose, for the sake of simplicity in this example, that the number






, i = 1, . . . , n,
are Q-linearly idependent. Then for any 0 ≤ j ≤ n, the infinitesimal gauge
transformation:





−gj+1 (|z1|2, . . . , |zn|2)
...
−gn (|z1|2, . . . , |zn|2)

stabilizes the frequencies of X at w to order j.
This example is representative of actions of tori. That is, as we now show,
we can always stabilize the frequencies to any order within the Field-Krupa
bound:
Theorem 3.53. Let M be a K-manifold, where K is a torus, and let X
be an equivariant vector field with a relative equilibrium at m. Then there
exists an infinitesimal gauge transformation ψ ∈ C∞(M, k)K that stabilizes
the frequencies of X at m to any order j up to the dimension of the closure
of the integral curve of X starting at m. Furthermore, ψ may be chosen so
that X + ∂(ψ) only differs from X in an arbitrarily small neighborhood of
the group orbit of G ·m.
Proof. By Theorem 2.25, there exists a decomposition of X:





where Y X ∈ X(M)K has an equilibrium at m and ψX ∈ C∞(M, k)K . Hence,
in particular ψX(m) ∈ k is a velocity for m. Pick a K-invariant inner product
on the Lie algebra k. Use this to identify the quotient k/km with the orthog-
onal complement k⊥m of km in k. Let ξ ∈ k⊥m be the component of the velocity
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ψX(m) ∈ k in k⊥m. Note, in particular, that the vector ξ is also a velocity of
the relative equilibrium m of X (Remark 2.22).
Let T d be the following torus in K:
T d := {exp(τξ) | τ ∈ R},
and let d be its dimension. Pick a lattice basis t1, . . . , td of the Lie algebra
td of T d. Let ξ1, . . . , ξd be the coordinates of the velocity ξ with respect to
this basis, and let 0 ≤ j ≤ d. By 3.51, to construct the desired infinitesimal
gauge transformation ψ, it suffices to find one such that:
ψ(m) := −ξj+1tj+1 − . . . − ξdtd,
For this, complete the basis t1, . . . , td to a lattice basis t1, · · · , td, td+1, · · · , tn
of the Lie algebra k of the torus K. Use this basis to define an invariant inner
product 〈·, ·〉 (that’s possibly different from the one chosen initially) by:
〈ti, tl〉 := δi,l, where δi,l :=
0 i 6= l1 i = l.
Then define the map:







Since K is abelian, the Ajdoint reprsentation of K on k is trivial. Thus, for
all (k, p) ∈ K ×M we have:





















ti since the Ad representation is trivial
= ψ(p),
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ti = −ξj+1tj+1 − . . . − ξdtd
as required. Hence, by Proposition 3.51, the infinitesimal gauge transforma-
tion ψ stabilizes the frequencies of X at m to order j.
To see that ψ may be chosen so that X + ∂(psi) is the same as X in an
arbitrary small K-invariant neighborhood of G ·m we can multiply ψ by a
K-invariant bump function on a sufficiently small K-invariant neighborhood
of m as we now describe. Let B be a small K-invariant neighborhood of the
orbit G ·m and let B̂ be a closed K-invariant set containing B. Then let µB
be a K-invariant smooth bump function for B. That is, µB is such that:
µB(p) :=

1 if p ∈ B
0 ≤ µB(p) ≤ 1 if p ∈ B̂ −B
0 if p ∈M − B̂
and µB(k · p) = µB(p) for all (k, p) ∈ K ×M . Such an invariant bump func-
tion may be obtained by averaging over the group action any smooth bump
function over the desired neighborhoods. Then consider the infinitesimal
gauge transformation:
ψ̃ : M → k, ψ̃(p) := µB(p)ψ(p),
where ψ : M → k is the infinitesimal gauge transformation in (3.24). Since
µB(m) = 1 we have:
ψ̃(m) = ψ(m) = −ξj+1tj+1 − . . . − ξdtd.
Hence, ψ̃ stabilizes the frequencies of X at m to order j just like ψ also equals




VECTOR FIELDS TO AND FROM
RELATIVE EQUBILIBRIA
In this chapter we consider bifurcations of 1-parameter families of equivari-
ant vector fields, or equivalently bifurcations of paths of equivariant vector
fields. Due to the presence of group symmetries, one expects bifurcations to
relative equilibria in place of bifurcations to equilibria. We prove a test for
bifurcations to relative equilibria on representations (Theorem 4.10). On the
one hand, this test is conceptually simple: it is essentially a generalization of
the Equivariant Branching Lemma considered up to isomorphism of equiv-
ariant vector fields. On the other hand, it can be quite general: it can predict
bifurcations to steady-state, periodic, or quasi-periodic motion on tori. The
motion on the bifurcating branches depends on an isomorphism of equivari-
ant vector fields used in the test. In particular, isomorphisms of equivariant
vector fields are central to reducing and reconstructing the dynamics of the
bifurcation in our test.
We then extend this test to bifurcations from relative equilibria in the
presence of noncompact symmetries. We reduce to the slice representation
at the relative equilibrium. Compared to similar slice reductions that can
be found in the literature [5, 6] we reconstruct the dynamics from the slice
reduction using isomorphisms of equivariant vector fields.
In section 4.1, we provide a straightforward extension of the category of
equivariant vector fields to a category of paths of equivariant vector fields.
We also show that the decomposition at relative equilibria in Theorem 2.25
extends to paths of equivariants vector fields. In section 4.2 we prove the test
for bifurcations to relative equilibria on representations mentioned before.
Finally, in section 4.3 we extend this test to proper actions.
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4.1 Categories of paths of equivariant vector fields
In this section we show that the category of equivariant vector fields from
section 2.1 extends naturally to 1-parameter families of equivariant vector
fields.
We will think of 1-parameter families of equivariant vector fields on a
G-manifold M as “smooth” paths in the space of equivariant vector fields
X(M)G. Thus, we need to discuss what it means for such a path to be
“smooth”. We must address the same question for paths in the space of
gauge transformations C∞(M, g)G. There are several ways to do it. For
instance, we can turn the spaces X(M)G and C∞(M, g)G into Fréchet spaces.
However, it is enough for our purposes to use the following simpler definition:
Definition 4.1. Let M be a G-manifold. A map X : R → X(M)G is a
smooth path of equivariant vector fields on M if the associated map:
X̂ : R×M → TM, X̂(λ,m) := X(λ)(m),
is smooth in the usual sense. An analogous definition gives smooth paths of
infinitesimal gauge transformations ψ : R→ C∞(M, g)G.
From now on we will assume all such paths are smooth, so we drop the word
smooth when referring to them. A path of infinitesimal gauge transforma-
tions ψ : R→ C∞ (M, g)G on a G-manifold M induces a path of equivariant

























. The action is given by:
ψ ·X := X + ∂(ψ), (4.2)
where ψ is a path of infinitesimal gauge transformations, X is a path of
equivariant vector fields, and the addition is the pointwise addition. Note
that the map ∂ is essentially the map for vector fields ∂ : C∞(M, g)G →
X(M)G in (2.1) taken parameter-wise, and the action (4.2) is the action of
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infinitesimal gauge transformations C∞(M, g)G on equivariant vector fields
X(M)G in (2.2) taken parameter-wise. Put another way, the action of paths
in (4.2) reduces ot the action on equivariant vector fields (2.2) when the paths
are all constant. Thus, we have a category:




of paths of equivariant vec-
tor fields on a G-manifold M is the action groupoid (see Remark 2.8) of











Remark 4.3. As with the category of equivariant vector fields, the category
of paths of equivariant vector fields in Definition 4.2 is a 2-vector space. That
is, the space of paths of equivariant vector fields and the space of paths of
infinitesimal gauge transformations are vector spaces, and all the structure
maps of the category are linear maps.
Definition 4.4. Two paths of equivariant vector fields X and Y on a G-
manifold M are isomorphic if they are isomorphic as objects of the cat-
egory of paths of equivariant vector fields (Definition 4.2). That is, they
are isomorphic if there exists a path of infinitesimal gauge transformations
ψ : R→ C∞(M, g)G such that Y = X + ∂(ψ).
Notation 4.5. In the category of paths of equivariant vector fields on a
G-manifold M , an isomorphism X → Y is given by a pair (ψ,X), where ψ
is an infinitesimal gauge transformation such that Y = X + ∂(ψ). We will
sometimes refer to the path ψ as an isomorphism between X and Y for the
sake of simplicity.
We note the equivalence in Theorem 2.29 between the categories of equiv-
ariant vector fields X(V )K ' X(G×K V )G can be extended to an equivalence
between the categories of paths of equivariant vector fields:
Theorem 4.6. Let V be a representation of a compact Lie subgroup K of









between the categories of paths of equivariant vector fields on G ×K V and
V respectively (Definition 4.2). In particular, the functor E : X(V )K →
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X(G ×K V )G of Theorem 2.31, a functor P : X(G ×K V )G → X(V )K as
in Theorem 2.33, and the corresponding natural isomorphism h : EP ∼=
1X(G×KV )G can all be applied parameter-wise to obtain the equivalence on
paths.
Proof. The functor E : X(V )K → X(G×K V )G of Theorem 2.31 can be used










The functor E sends a path of equivariant vector fields X : R → X(V )K to
the path E0(X) : R→ X(G×K V )G defined by:
(E0X)λ([g, v]) := g · (Tj)Xλ(v), [g, v] ∈ G×K V, λ ∈ R,
where j : V ↪→ G ×K V is the slice embedding defined by j(v) := [1, v].
Similarly, the functor E sends a path of infinitesimal gauge transformations
ψ : R→ C∞(V, k)K to the path E1(ψ) : R→ C∞(V, k)K defined by:
(E1ψ)λ([g, v]) := Ad(g)ι (ψλ(v)) , [g, v] ∈ G×K V, λ ∈ R,
where ι : k ↪→ g is the Lie algebra inclusion.
Similarly, the functor P : X(G ×K V )G → X(V )K of Theorem 2.33 corre-
sponding to some K-equivariant splitting g = k⊕ q can be taken parameter-










The functor P sends a path of equivariant vector fields X : R→ X(G×K V )G
to the path of equivariant vector fields P0(X) : R→ X(V )K defined by:
(P0X)(v) := j
∗(Φ ◦Xλ)(v), v ∈ V, λ ∈ R,
where Φ ∈ Ω1
(
G ×K V ;V(G ×K V )
)
is the equivariant connection on the
vector bundle G ×K V → G/K corresponding to the splitting g = k ⊕ q.
Similarly, the functor P sends a path of infinitesimal gauge transformations
ψ : R→ C∞(G×K V, g)G to the path of infinitesimal gauge transformations
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P1(ψ) : R→ C∞(V, k)K defined by:
(P1ψ)λ(v) := P(ψλ(j(v))), v ∈ V, λ ∈ R,
where P : g→ k is theK-equivariant projection corresponding to the splitting
g = k⊕ q.
The functoriality of E and P obtained this way can be verified using
Lemma 2.30 in a completely analogous way to the proofs of Theorem 2.31 and
Theorem 2.33. In fact, as can be noted by the description above, for fixed val-
ues of λ ∈ R the values of the functor E in (4.3) and of P in (4.4) on equivari-
ant vector fields and infinitesimal gauge transformations agree with those of
Theorem 2.31 and Theorem 2.33. Similarly, the fact that PE = 1C∞(R,X(V )K)
holds since it is true parameter-wise (for any fixed λ ∈ R) by Theorem 2.35.
Finally, a completely analogous proof to that of Theorem 2.38 yields, for




)G → C∞ (R, C∞(G×K V, g)G) , X 7→ h(X),
(4.5)
such that:





That is, h defines a natural isomorphism EP ∼= 1C∞(R,X(G×KV )G). Conse-
quently, the functor P and E in (4.3) and (4.4), and the natural isomorphism
h : EP ∼= 1 is an equivalence of categories.
4.2 Isomorphisms and bifurcations to steady-state,
periodic, and quasi-periodic motion on
representations
Let V be a representation of a compact Lie group K. Given a path of
equivariant vector fields X : R → X(V )K , one often looks for nontrivial
solution curves of X. That is, one looks for a curve γ := (ν, λ) : I → V × R
such that γ(0) = (0, 0) ∈ V × R and ν(δ) ∈ V is an equilibrium of the
vector field Xλ(δ) for all δ ∈ I. An equilibrium is, in particular, a relative
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equilibrium. And a relative equilibrium tends to have motion dense in a torus
with dimension rank (N(Km)/Km), which in turn is often greater than 0 ([]
and Theorem 3.45). Hence, it is more natural to look for relative solution
curves. In this section we prove a test for finding relative solution curves
consisting of relative equilibria. The test consists of checking isomorphic
vector fields for bifurcations to strict equilibria, and using the isomorphisms
to reduce and reconstruct the dynamics. This test can predict and describe
bifurcations to steady-state (strict equilibrium), periodic, or quasi-periodic
motion.
We introduce the following definition:
Definition 4.7. Let M be a G-manifold and let X : R → X(M)G be a
path of equivariant vector fields on M such that a point m ∈M is a relative
equilibrium of the vector fields Xλ for λ ∈ R. A relative solution curve of X
is a curve γ = (p, λ) : I →M ×R such that γ(0) = (m, 0) ∈M ×R and such
that:
Xλ(δ)(p(δ)) ∈ Tp(δ) (G · p(δ)) , for δ ∈ I,
where I is an open interval containing 0. That is, p(δ) is a relative equilibrium
of the vector field Xλ(δ). A relative solution set is a trivial relative solution
curve if the curve p(δ) = m for all δ ∈ I, and nontrivial otherwise. The
invariant relative solution set generated by a relative solution curve γ is the
set:
Γ(γ) := G · γ(I) ⊆ V × R,
where G acts on M ×R by g · (p, λ) = (g · p, λ) for all (g, p, λ) ∈ G×M ×R.
If, for all δ ∈ I, the p(δ) ∈M are equilibria of Xλ(δ), then we will simply say
the curve γ is a solution curve and the set Γ(γ) is an invariant solution set.
Remark 4.8. For a representation V of a Lie group K, the origin 0 ∈ V has
a 0-dimensional orbit space consisting of the point 0 only, since the action is
by linear transformations. Thus, if the origin is a relative equilibrium of an
equivariant vector field, it is in particular an equilibrium.
Given a path of equivariant vector fields X on a representation V of a
compact Lie group K, various results in the literature look for solution curves
of X in one-dimensional fixed-point subspaces of some subgroup Σ ⊆ K:
Fix(Σ) = {v ∈ V | k · v = v for all k ∈ Σ} .
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For example, that is part of the content of the Equivariant Branching Lemma
[12, 13]. As a first step towards a criterion for the existence of relative solution
curves, we prove the following generalization of this method:
Lemma 4.9. Let V be a finite-dimensional representation of a compact Lie
group K, and let W be a one-dimensional subspace of V . Suppose that
Y : R→ X(V )K is a path of equivariant vector fields and such that:
1. Yλ(0) = 0 for all λ ∈ R.
2. There exists a small neighborhood B ⊆ W of 0 in W and a small ε > 0
such that Yλ|B is tangent to W for all λ ∈ (−ε, ε).
3. For λ ∈ (−ε, ε), the linearizations D(Yλ|B)(0) = σ(λ)IdW are such that
σ(0) = 0 and σ′(0) 6= 0.
Then Y has a strict solution curve γ : I → W × R ⊆ V × R.
Proof. It is convenient to think of Y as a map Y : V ×R→ V , using that V
is a finite-dimensional vector space. Let w ∈ R denote a coordinate on W .
Shrinking ε > 0 if necessary, we may suppose without loss of generality that
B is the set of all vectors in W such that |w| < ε and that Y (w, λ) ∈ W for
all w and λ such that |w| < ε and |λ| < ε. Since W is 1-dimensional, the
linearizations D(Y |B)λ(0) each have a single real eigenvalue σ(λ), which by
assumption satisfy σ(0) = 0 and σ′(0) 6= 0. Thus, using Taylor’s Theorem,
we have:
(Y |B)(w, λ) = σ(λ)w +O(w2)
= σ(λ)w + w2h(w, λ) some smooth function h
= w
(
σ(λ) + wh(w, λ)
)
.
Note that the zero set {w = 0} is the trivial branch of equilibria of the Y |B,
so set F (w, λ) := σ(λ) + wh(w, λ). Thus, nontrivial solutions correspond to










|λ=0,w=0 = σ′(0) + 0
∂h
∂λ
(0, 0) = σ′(0) 6= 0.
Thus, by the Implicit Function Theorem, there exists a small interval I
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around 0 and a smooth map γ̂ : I → R with γ̂(0) = 0 such that:
Y (w, γ̂(w)) = wF (w, γ̂(w)) = 0, w ∈ I. (4.7)
That is, we have an invariant solution curve of Y given by:
γ : I → V × R, γ(w) := (w−→w0, γ̂(w)) ,
where −→w0 is the basis vector of W giving the coordinate w used above.
Even though it considers arbitrary one-dimensional subspaces, Lemma 4.9
is a rather restrictive test: not many equivariant vector fields are tangent to
a given one-dimensional subspace. It also only yields strict solution curves.
We can simultaneously expand the paths of equivariant vector fields that
can be considered and find relative solution curves by considering paths of
equivariant vector fields up to isomorphism. By requiring that a path X :
R → X(V )K is only isomorphic to a path Y : R → X(V )K satisfying the
assumptions of Lemma 4.9, we can consider more paths of equivariant vector
fields. That’s because we are allowing the restrictions Xλ|W to be tangent
to the group orbits. On the other hand, recall that isomorphic vector fields
share relative equilibria 2.24, so any strict solution curve that Y has onW will
yield a relative solution curve of X. Furthermore, the path of infinitesimal
gauge transformations giving the isomorphism also gives velocities for the
relative equilibria.
Putting all this together, we prove the following test, which is the main
result of this section:
Theorem 4.10. Let V be a representation of a compact Lie group K, let
W be a 1-dimensional subspace of V , let X : R → X(V )K be a path of
equivariant vector fields, and let ψ : R→ C∞(V, k)K be a path of infinitesimal
gauge transformations. Suppose that:
1. X has a trivial branch of solutions at 0 ∈ V .
2. The path of equivariant vector fields Y := X − ∂(ψ) is tangent to W
in a neighborhood B of 0 in W .
3. The eigenvalues σ(λ) ∈ R of the linearizations of Y |B satisfy σ(0) = 0
and σ′(0) 6= 0.
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ThenX has a relative solution curve γ = (ν, λ) : I → V ×R. Furthermore, for
δ ∈ I, the relative equilibrium ν(δ) ∈ V of Xλ(δ) has velocity ψλ(δ)(ν(δ)) ∈ k.
Proof. Note that the path Y : R → X(V )K of equivariant vector fields sat-
isfies the assumptions of Lemma 4.9. Hence, there exists a solution curve
γ = (ν, λ) : I → W × R of Y . That is, for every δ ∈ I, the point ν(δ) ∈ W
is an equilibrium of the vector field Yλ(δ). Note that the vector field Yλ(δ) is
isomorphic to the vector field Xλ(δ), in the sense of Definition 2.10, since the
infinitesimal gauge transformtion ψλ(δ) : V → k is such that:
Xλ(δ) = Y + ∂(ψλ(δ))).
Thus, by Lemma 2.24, the point ν(δ) ∈ W is a relative equilibrium of the
vector field Xλ(δ) with velocity ψλ(δ)(ν(δ)) ∈ k. Hence, the curve γ = (ν, δ) :
I → W × R is a relative solution curve as desired.
Example 4.11. Consider the standard representation of S1 on C by rotations
given in Example 2.14. Bifurcations to relative equilibria are well-understood
in this representation. Nevertheless, it serves as a simple illustration of the
general strategy for using Theorem 4.10. Using the discussion in Example
2.14, the paths of equivariant vector fields are of the form:








iz, z ∈ C, λ ∈ R.
Any such path is isomorphic to its radial part:




z, z ∈ C, λ ∈ R,
via the isomorphism given by the path ψ : C× R→ R defined by:




, z ∈ C, λ ∈ R.
The radial part Y restricts to the real axis, so let W be the real axis as a
subspace of C. The linearizations D(Y |W )λ(0) have eigenvalues f(0, λ) ∈ R.
Hence, if ∂f
∂λ
(0, 0) 6= 0, Theorem 4.10 says there exists a curve:
γ : I → R× R, γ(δ) = (δ, λ(δ)),
107
such that:




iδ, δ ∈ I.
In particular, the point δ ∈ C is a relative equilibrium of Xλ(δ) with velocity
g (δ2, λ(δ)) ∈ R. Hence, by Theorem 3.45 and Lemma 3.50, the integral curve
of Xλ(δ) starting at δ ∈ C is:steady-state if g (δ2, λ(δ)) = 0periodic with period 2π
g(δ2,λ(δ))
if g (δ2, λ(δ)) 6= 0.
The invariant relative solution set Γ(γ) corresponding to this curve consists
of circles. That is, the circle:
Cδ :=
{
z ∈ C | |z|2 = δ2
}
is a collection of relative equilibria of the vector field Xλ(δ). The velocity of a
relative equilibrium δeiθ ∈ Cδ is given by ψλ(δ)(δeiθ) = g (δ2, λ(δ)) ∈ R. From
this, we can recover the well-known case of bifurcations to circle limit cycles
arising from a pitchfork bifurcation in the radial vector field.
Example 4.12. Consider the representation of the torus T2 on the product
R4 ∼= C2 discussed in Example 2.17. For a nonzero point −→z = (z1, z2) ∈ C2,
the Field-Krupa bound in Theorem 3.45 is either 1 (when only one coordi-
nates is zero) or 2 (when neither coordinates is 0). Hence, relative equilibria
may exhibit both periodic and quasi-periodic motion from relative equilibria
in this case. We use Theorem 4.10 to describe how bifurcations to each may
occur, including how bifurcations to equilibria may become bifurcations to
periodic or quasi-periodic motion for an isomorphic path of vector fields.
Using the discussion in Example 2.17, the paths of equivariant vector fields
are of the form:
X(z1, z2, λ) =
(
f1 (|z1|2, |z2|2, λ) z1 + g1 (|z1|2, |z2|2, λ) iz1
f2 (|z1|2, |z2|2, λ) z2 + g2 (|z1|2, |z2|2, λ) iz2
)
, (4.8)
where (z1, z1) ∈ C2, λ ∈ R, and where fi : R2 ×R→ R and gi : R2 ×R→ R
are smooth functions. The functions gi define a path of infinitesimal gauge
transformations. Hence, the path X is isomorphic to its radial parts given
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by:
Y (z1, z2, λ) =
(
f1 (|z1|2, |z2|2, λ) z1
f2 (|z1|2, |z2|2, λ) z2
)
,
for (z1, z1) ∈ C2, λ ∈ R. We restrict Y to two different one-dimensional
subspaces and apply Theorem 4.10 in each.
First, consider the subspace:
W :=
{
(x, 0) ∈ C2 | x ∈ R
}
.
The path Y restricts to W to give the path:






, x ∈ R, λ ∈ R.
The eigenvalues of the linearizations D(Y |W )λ(0) are f1(0, 0, λ) ∈ R. Hence,
if f1(0, 0, 0) = 0 and
∂f1
∂λ
(0, 0, 0) 6= 0, by Theorem 4.10 there exists a curve:
γ : I → W × R, γ(δ) = (δ, 0, γ̂(δ)) ,
such that (δ, 0) is a relative euqilibrium of X(−,−, γ̂(δ)) with velocity given
by:








The stabilizer of this point is {1}×S1, so the velocity modulo the Lie algebra
of the stabilizer can be taken to be the value:





Hence, by Theorem 3.45 and Lemma 3.50, the motion of the relative equilib-
rium is steady-state if g1 (δ
2, 0, γ̂(δ)) = 0 and periodic if this is nonzero. As
in the case of Example 4.11, the relative invariant solution set corresponding
to this relative solution curve consists of circles of relative equilibria. The
real axis in the second copy of C2 yields an analogous case of bifurcations to
periodic trajectories.
For potentially quasi-periodic bifurcations consider the subspace:
W :=
{




Suppose that f1 and f2 in (4.8) agree on the diagonal ∆ := {(x, x) ∈ R2 |
x ∈ R} in R2. Then Y restricts to W to give the path:
(Y |W )(x, x, λ) =
(
f1 (x, x, λ)x







, x ∈ R, λ ∈ R,
where f(x, λ) := f1(x, x, λ) = f2(x, x, λ). The eigenvalues of the lineariza-
tions D(Y |W )λ(0) are f(0, λ) ∈ R. Hence, if f(0, 0) = 0 and ∂f∂λ(0, 0) 6= 0,
by Theorem 4.10, there exists a curve:
γ : I → W × R, γ(δ) = (δ, δ, γ̂(δ)) ,
such that (δ, δ) ∈ C2 is a relative equilibrium of the vector field X(−,−, γ̂(δ)).
The relative invariant solution set Γ(γ) corresponding to this relative solution





∈ C2 | θ, ϕ ∈ R
}
.




of the vector fieldX(−,−, γ̂(δ))
















The stabilizer of this point is trivial if δ 6= 0. Hence, by Theorem 3.45 and









If the value of the infinitesimal gauge transformation is (0, 0) ∈ R2, then the
motion is steady-state. If these numbers are Q-linearly dependent, then the
motion is periodic. If these numbers are Q-linearly independent, then the
motion is quasi-periodic and dense in a 2-torus.
4.3 Isomorphisms and bifurcations on proper actions
In this section we consider bifurcations to relative equilibria on proper ac-
tions. In particular, we extend the test for bifurcations to relative equilibria
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in section 4.2 to this context (Theorem 4.16). We do this by reducing bi-
furcation problems to the slice representation using the decompositions in
section 2.3. More generally we show how relative solution curves of a given
path of equivariant vector fields correspond to relative solution curves on the
slice representation (Theorem 4.13), and how isomorphisms of equivariant
vector fields relate the velocities of the corresponding relative equilibria.
Consider a proper G-manifold M , and let X : R → X(M)G be a path of
equivariant vector fields on M with a relative equilibrium at a point m ∈M .
The question of equivariant bifurcation from m is local near the group orbit
G · m. Therefore, throughout the section we fix a finite-dimensional real
representation V of a compact Lie subgroup K of a Lie group G, and consider
the associated bundle G×K V (see Remark 2.28).
Recall that a choice of K-equivariant splitting g = k ⊕ q gives rise to a
projection of equivariant vector fields P0 : X(G×K V )G → X(V )K (Theorem
2.33). We can apply this projection parameter-wise to a path X : R →
X(G×K V )G to obtain a path of equivariant vector fields on V :
P0(X) : R→ X(V )K , P0(X)λ := P0 (Xλ) .
Similarly, the canonical inclusion of equivariant vector fields E0 : X(V )
K →
X(G ×K V )G of Theorem 2.31 and the natural isomorphism h : X(G ×K
V )G → C∞(G×K V, g)G can be applied parameter-wise. Thus, as described
in Theorem 4.6, we have a decomposition of paths of equivariant vector fields:
X = E0(P0(X)) + ∂(h(X)), X ∈ C∞(R,X(G×K V )G).
As we now show, this decomposition lets us find relative solution curves of
X on G×K V by finding relative solution curves of P0(X) on V .
Theorem 4.13. Let X : R→ X(G×K V )G be a path of equivariant vector
fields on G ×K V with the point [1, 0] ∈ G ×K V as a relative equilibrium.
Let P0(X) : R → X(V )K be the projected path on V with respect to the
chosen projection P0. Then a curve:
γ : I → V × R, γ(δ) := (ν(δ), λ(δ)),
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is a relative solution curve of P0(X) starting at 0 ∈ V if and only if the curve:
j∗γ : I → (G×K V )× R, j∗γ(δ) := ([1, ν(δ)], λ(δ)) ,
is a relative solution curve of X starting at [1, 0] ∈ G ×K V . Furthermore,
for δ ∈ I, a vector ξ ∈ k is a velocity of the relative equilibrium ν(δ) ∈ V of





([1, ν(δ)]) ∈ g
is a velocity of the relative equilibrium [1, ν(δ)] ∈ G×K V of Xλ(δ), where h
is the natural isomorphism E ◦ P ∼= 1X(G×KV )G from Theorem 2.38.
Proof. Suppose first that γ : I → V ×R is a relative solution curve of P0(X)
starting at 0 ∈ V . That means that, for δ ∈ I, the point ν(δ) ∈ V is a relative
equilibrium of the vector field P0(X)λ(δ). By Lemma 3.8, the inclusion by
equivariant extension map E0 : X(V )
K → X(G ×K V )G preserves relative




































are isomorphic. By Lemma 2.24, isomorphic equivariant vec-
tor fields share relative equilibria. Thus, the point [1, ν(δ)] is a relative equi-
librium of the vector field Xλ(δ). Hence, the curve j∗γ as in the statement is
a relative solution curve of the path X.
Conversely, let j∗γ : I → (G×K V )×R be a relative solution curve of X as
in the statement. That means that, for δ ∈ I, the point [1, ν(δ)] ∈ G×KV is a
relative equilibrium of the vector field Xλ(δ). By Lemma 3.9, the equivariant
projection P0 : X(G ×K V )G → X(V )K in the statement preserves relative





. Hence, the curve γ as in the statement is a relative solution curve
of the path P0(X).
Now suppose that we have such relative solution curves and that ξ ∈











since this vector field is j-related to P0 (Xλ(δ)) by
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, the velocity of the relative











([1, ν(δ)]) ∈ g is a velocity of the
relative equilibrium [1, ν(δ)] of Xλ(δ). By Lemma 2.24, the velocity of the


























are j-related, the velocity of the relative
equilibrium ν(δ) of Xλ(δ) is also ξ.
As mentioned in Remark 2.26, the decomposition of the path of equivariant
vector fields X used in Theorem 4.13 (see Theorem 2.29 for the decomposi-
tion) is similar to a decomposition used by Krupa for compact group actions
on Euclidean space [5]. In fact, Krupa used his version to show that bifurca-
tions of the components transversal to the group orbits leads to bifurcations
to relative equilibria of the original vector fields.
One of the main benefits to the framework implicit in Theorem 4.13 is
how it addresses the dependence on the choices involved in the reduction (see
Proposition 2.39 and Proposition 2.40). For example, if we choose different
invariant Riemannian metrics to define the Lie algebra splittings that give
the projections or if we choose a different slice for the action through the
point. Here we show how these choices affect the velocities of the relative
solution curves bifurcating from the relative equilibrium. Together with the
description of the relative solution curves and their velocities in Theorem
4.13, the following results (Proposition 4.14 and Propsition 4.15) mean that
one can describe the relative solution curves of the original path X and their
velocities regardless of the projection or slice chosen to perform the reduction.
We first address the choice of projection:
Proposition 4.14. Let X : R→ X(G×KV )G be a path of equivariant vector
fields on G ×K V with the point [1, 0] ∈ G ×K V as a relative equilibrium.
Suppose P 1 : X(G ×K V )G → X(V )K and P 2 : X(G ×K V )G → X(V )K
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are two projection functors as in Theorem 2.33 (corresponding to different
K-invariant splittings of g). Then a curve:
γ : I → V × R, γ(δ) := (ν(δ), λ(δ)),
is a relative solution curve of the path P 10 (X) starting at 0 ∈ V if and only if
is a relative solution curve of the path P 20 (X) starting at 0 ∈ V . Furthermore,
for δ ∈ I, a vector ξ ∈ k is a velocity of the relative equilibrium ν(δ) ∈ V of




if and only if the vector:














∈ C∞(G×K V, g)G is the map corresponding to the natural
isomorphism h1 : E ◦ P 1 ∼= 1X(G×KV )G from Theorem 2.38.















: V → k,
where h1(Xλ(δ)) ∈ C∞(G×K V, g)G corresponds to the natural isomorphism

































We now address the choice of slice:
Proposition 4.15. Let X : R→ X(G×KV )G be a path of equivariant vector
fields on G ×K V with the point [1, 0] ∈ G ×K V as a relative equilibrium.
Suppose D is another slice for the action through [1, 0], with equivariant
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embedding ι : D ↪→ G ×K V , and let φ : D ↪→ V be the K-equivariant
embedding as in Proposition 2.40. Let P V0 (X) : X(G×K V )G → X(V )K and
PD0 : X(G× ι(D))G → X(D)K be equivariant projections as in Theorem 2.33
with respect to the same splitting on g. Then a curve:
γ : I → D × R, γ(δ) := (d(δ), λ(δ)),
is a relative solution curve of PD0 (X) on D if and only if the curve:
φ∗γ : I → V × R, φ∗γ(δ) := (φ(d(δ)), λ(δ)),
is a relative solution curve of P V0 (X) on V . Furthermore, for δ ∈ I, a vector
ξ ∈ k is a velocity of the relative equilibrium d(δ) ∈ D of PD0 (Xλ(δ)) if and
only if the vector:












∈ C∞(G · ι(D), g)G is the map corresponding to the natural iso-
morphism hD : ED ◦ PD ∼= 1X(G·ι(D))G from Theorem 2.38.
Proof. Suppose that γ is a relative solution curve of PD0 (X). Then, for δ ∈ I,





D. Suppose the velocity of this relative equilibrium is ξ ∈ k. Since φ : D → V
is a K-equivariant diffeomorphism onto its image, the point φ(d(δ)) ∈ V is a













































V → k. In other words, since isomorphic vector fields share relative equilibria














as claimed. The argument for the converse is completely analogous.
Theorem 4.13 gives a way to generalize the test for bifurcation to relative
equilibria in Theorem 4.10 to proper actions:
Theorem 4.16. Let X : R→ X(G×K V )G be a path of equivariant vector
fields on G ×K V with the point [1, 0] ∈ G ×K V as a relative equilibrium.
Let P0(X) : R → X(V )K be the projected path on V with respect to the
chosen projection P0. Suppose there exists a 1-dimensional subspace W of
V and a path ψ : R → C∞(V, k)K of infinitesimal gauge transformations on
V such that:
1. P0(X) ∈ C∞(R,X(V )K) has a trivial branch of solutions at 0 ∈ V .
2. The path of equivariant vector fields Y := P0(X)− ∂(ψ) is tangent to
W in a neighborhood B of 0 in W .
3. The eigenvalues σ(λ) ∈ R of the linearizations of Y |B satisfy σ(0) = 0
and σ′(0) 6= 0.
Then X has a relative solution curve:
γ : I → (G×K V )× R, γ(δ) = ([g(δ), ν(δ)], λ(δ)) ,
such that the velocity of the relative equlibrium [g(δ), ν(δ)] of Xλ(δ) is given
by:




([1, ν(δ)]) ∈ g,
where h(X) : R→ C∞(G×K V, g)G is the path of infinitesimal gauge trans-
formations given by the natural isomorphism of Theorem 2.38.
Proof. The path of equivariant vector fields P0(X) : R → X(V )K satisfies
the assumptions of Theorem 4.10 with respect to the subspace W of V and
the path ψ : R → C∞(V, k)K . Hence, there exists a relative solution curve
γ = (ν, λ) : I → V × R of P0(X) starting at 0 ∈ V . Furthermore, for δ ∈ I,
the velocity of the relative equilibrium ν(δ) ∈ V of P0(X)λ(δ) ∈ X(V )K is
given by ψλ(δ) (ν(δ)) ∈ k. By Theorem 4.13, the curve:
j∗γ : I → (G×K V )× R, j∗γ(δ) = ([1, ν(δ)], λ(δ)) ,
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is a relative solution curve of the path X. By the same theorem, for δ ∈ I,
the velocity of the relative equilibrium [1, ν(δ)] ∈ G×K V is given by:










In this chapter, we consider open and dense subsets of equivariant vector
fields. The first main result of this chapter is that open and dense collections
of equivariant vector fields are “preserved” by isomorphisms of equivariant
vector fields (Theorem 5.25). That is, the set of all equivariant vector fields
isomorphic to those in an open and dense subset is also open and dense
in the space of equivariant vector fields. The second main result of this
chapter is that the equivalence in Theorem 2.29 “preserves” open and dense
collections of equivariant vector fields up to isomorphism (Theorem 5.30).
That is, in particular, the reduction to the slice representation via equivariant
projection preserves open and dense subsets of equivariant vector fields up
to isomorphism. These theorems also apply to paths of equivariant vector
fields, and so they can be helpful for equivariant bifurcation problems.
For this, we endow the spaces of equivariant vector fields and of paths of
equivariant vector fields with the Whitney C∞ topologies (section 5.1). When
endowed with a topology, the category X(M)G becomes a topological abelian
2-group. That is, it becomes a category internal to the category of topological
abelian groups: its space of objects and morphisms are topological abelian
groups, and all the structure maps are continuous group homomorphisms.
This topological abelian 2-group structure proves to be the necessary key for
proving the main results of this chapter, so we discuss it in section 5.2. We
prove the main theorems of this chapter in section 5.3.
5.1 Whitney topologies
In this section, we describe the topologies we will use, and some preliminary
results we need in the rest of this section. We point to the literature when
the proofs of lemmas can be found there. However, we could not find proof
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of some lemmas that we needed, so proof is provided for those results here.
Recall the definition of the Whitney topologies:
Definition 5.1. Let U and V be smooth manifolds.
• Given an integer r ∈ Z≥0, let Jr(U, V ) be the space of r-jets of mappings
from U to V . For a subset O of Jr(U, V ) define the collection:
Br(O) := {f ∈ C∞(U, V ) | jrf(U) ⊆ O}
The Whitney Cr-topology on C∞(U, V ) is the topology generated
by the basis:
Br := {Br(O) | O is an open subset of Jr(U, V )}
We will refer to the space C∞(U, V ) equipped with the Whitney Cr
topology as a Whitney Cr space.






We will refer to the space C∞(U, V ) equipped with the Whitney C∞
topology as a Whitney C∞ space.
Remark 5.2. Let U and V be smooth manifolds. Following Golubitsky
and Guillemin [38, p. 43], we can get some intuition for the Whitney Cr-
topology on C∞(U, V ) as follows. Pick a distance function d on the space
of r-jets Jr(U, V ), compatible with the topology on Jr(U, V ). Let f be an
arbitrary smooth map in C∞(U, V ), and let δ : U → R+ be a continuous
function. Then the set:
Bδ(f) := {g ∈ C∞(U, V ) | d(jrf(u), jrg(u)) < δ(u) for all u ∈ U}
is a neighborhood of f in the Whitney Cr-topology. One can think ofBδ(f) as
those maps in C∞(U, V ) that are, together with their first r partial deriva-
tives, δ-close to the map f and its first r partial derivatives. In fact, the
collection:
{Bδ(f) | δ : U → R+ is a continuous function}
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forms a neighborhood basis for the map f in the Whitney Cr-topology.
Lemma 5.3. Let U, V,W , and B be manifolds, and let f : V → W , g : V →
B, and h : W → B be smooth maps.
1. The map:
f∗ : C
∞(U, V )→ C∞(U,W ), h 7→ fh,
is continuous with respect to the Whitney topologies.
2. The canonical bijection of sets:
C∞(U, V ×W ) ∼= C∞(U, V )× C∞(U,W )
is a homeomorphism with respect to the Whitney topologies.







∼= C∞(U, V ) ×
g∗,C∞(U,B),h∗
C∞(U,W )
is a homeomorphism with respect to the Whitney topologies.
Proof. See [38, Proposition 3.5] for (1) and [38, Proposition 3.6] for (2). The




W C∞(U, V ) ×
g∗,C∞(U,B),h∗
C∞(U,W )
as subspaces of the products V ×W and C∞(U, V )×C∞(U,W ) respectively,
and then applying parts (1) and (2) and the universal property of the sub-
space topology.
Lemma 5.4. Let U, V,X and Y be smooth manifolds. Then the map:
C∞(X, V )× C∞(Y,W )→ C∞(X × Y, U × V ), (f, g) 7→ f × g,
where the map f×g : X×Y → U×V is given by (f×g)(x, y) := (f(x), g(y)),
is a continuous map with respect to the Whitney topologies.
Proof. The proof of this fact is completely analogous to the proof of [38,
Proposition 3.10].
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Remark 5.5. Part (1) of Lemma 5.3 says that pushforwards by smooth maps
are continous with respect to the Whitney topologies. As discussed in the
notes in [38, p. 49], pullbacks by smooth maps are in general not continuous
with respect to the Whitney topologies. However, the following lemmas are
two special cases of interest to us where the pullback is continuous.
Lemma 5.6. Let U, V, and W be manifolds, and let f : V → U be a smooth
proper map. Then the pullback:
f ∗ : C∞(U,W )→ C∞(V,W ), h 7→ hf,
is continuous with respect to the Whitney topologies.
Proof. See the second note in [38, p. 49].
Lemma 5.7. Let K be a compact Lie group, let P
π−→ B be a principal
K-bundle, and let N be a manifold with a trivial action of K. Then the
map:
π∗ : C∞(B,N)→ C∞(P,N)K , f 7→ fπ,
is a homeomorphism. The inverse of π∗ is the map that takes an equivariant
map f : P → N to the unique map f̃ : B → N such that f = f̃π.
Proof. Since the group K is compact, the bundle projection π : P → B is a
proper map. Hence, the pullback π∗ : C∞(B,N)→ C∞(P,N)K is continuous
by Lemma 5.6. The remaining task is to show the continuity of the inverse
map (π∗)−1. The inverse map (π∗)−1 sends a K-invariant map f : P → N to









It suffices to show that the basis subsets given in Definition 5.1:
{Br(O) | r ∈ Z≥0, O ⊆ Jr(B,N), O open}
have open preimages under the map (π∗)−1 in the mapping space C∞(P,N)K .
We will show that the preimages ((π∗)−1)−1 (Br(O)) = π∗ (Br(O)) are them-
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selves basis sets:





where Fr is a continuous map we define next.
Let Jr(P,N)K be the r-jets of K-invariant maps P → N and let Fr be the
map given by:
Fr : J
r(P,N)K → Jr(B,N), jrf(x0) 7→ jrf̃(π(x0)).
To verify that the map Fr is continuous, pick local coordinates U ⊆ Rb for B,
V ⊆ Rk for K, and W ⊆ Rn for N , and note that the K-invariant maps are
represented by maps f : U×V → W that are independent of the V variables.
Furthermore, given a map f : U × V → W , let (u0, v0) be a point in U × V ,
let Trf(u0, v0) be the coefficients of the r
th-order Taylor polynomial at the
point (u0, v0), let T
U
r (u0, v0) denote the coefficients of the r
th-order Taylor
polynomial at the point (u0, v0) consisting only of those partial derivatives
with respect to the U -variables only, and let TCr (u0, v0) correspond to the
rest of the coefficients in Tr(u0, v0). Then note that the map f̃ = (π
∗)−1(f)
has rth-order Taylor polynomial such that Trf̃(u0) = T
U
r f(u0, v0). Hence,
















for any map f : U × V → W , independent of the V variables, and any point
(u0, v0) ∈ U × V .
We now proceed to verify (5.1). Consider an arbitrary map f ∈ π∗ (Br(O)).
Then f̃ = (π∗)−1f ∈ Br(O), so the image (jrf̃)(B) is contained in the open
set O. Taking the preimage of this inclusion under the map Fr we obtain
that:





where we also use that Fr(j
rf(P )) = jrf̃(B). Consequently the map f is an
element of the basis set Br(F−1r (O)) as desired.
For the converse inclusion, consider an arbitrary map f ∈ Br(F−1r (O)).
Then the image (jrf)(P ) is contained in the preimage F−1r (O). Taking the
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image of this inclusion under the map Fr we obtain that:
Fr(j





which in turn implies that:
(jrf̃)(B) = Fr(j
rf(P )) ⊆ O.
Consequently, the map f̃ = (π∗)−1(f) is in the basis set Br(O), meaning that
the map f is an element of the preimage π∗ (Br(O)). This proves the equality
(5.1) and hence the continuity of the inverse map (π∗)−1. Hence, the map π∗
is a homeomoprhism with respect to the Whitney C∞ topology.
Corollary 5.8. Let G be a Lie group, let K be a compact Lie subgroup of
G, let V be a finite-dimensional real representation of the compact Lie group
K, and let N be a G-manifold. Furthermore, let G×K V be the quotient of
the action of the group K on the product G× V given by:
k · (g, v) :=
(
gk−1, k · v
)
, k ∈ K, (g, v) ∈ G× V. (5.2)
Then the map:
ε : C∞(V,N)K → C∞(G×K V,N)G, f 7→ ε(f),
where the map ε(f) : G ×K V → N is defined by ε(f)([g, v]) := g · f(v),
is continuous with respect to the Whitney C∞-topologies on the spaces of
equivariant maps (see Notation 1.1.9).
Remark 5.9. We call the map ε : C∞(V,N)K → C∞(G ×K V,N)G in
the statement of Corollary 5.8 the equivariant extension of maps from the
representation V to the associated bundle G×K V .
Proof of Corollary 5.8. We define ε as the composition of well-defined and
continuous maps that we describe next. First, note that the map:
idG×(−) : C∞(V,N)K ↪→ C∞(G,G)× C∞(V,N), f 7→ (idG, f), (5.3)
where idG is the identity map of G, is a well-defined continuous inclusion.
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By Lemma 5.4, the map:
C∞(G,G)× C∞(V,N)→ C∞(G× V,G×N), (ϕ, f) 7→ ϕ× f, (5.4)
where ϕ × f is defined by (ϕ × f)(g, v) := (ϕ(g), f(v)), is a well-defined
continuous map. Furthermore, let the action of the group G on the manifold
N be given by the map ac : G×N → N . The pushforward:
ac∗ : C
∞(G× V,G×N)→ C∞(G× V,N), ψ 7→ ac ◦ ψ, (5.5)
is a continuous map by part (1) of Lemma 5.3. The composition of the maps
in (5.3), (5.4), and (5.5) is the map:
e : C∞(V,N)K → C∞(G× V,N), f 7→ e(f), (5.6)
where:
e(f) : G× V → N, e(f)(g, v) := g · f(v).
The map e is continuous with respect to the Whitney C∞ topologies since it
is the composition of continuous maps.
Note that for any f ∈ C∞(V,N)K , the map e(f) : G × V → N is K-
invariant with respect to the action of K given by (5.2) since for all k ∈ K
and all (g, v) ∈ G× V we have:
e(f)(gk−1, k · v) = gk−1 · f(k · v) = gk−1k · f(v) = g · f(v) = e(f)(g, v),
where we use that f is K-equivariant. Hence, the map e restricts to a con-
tinuous map:
e : C∞(V,N)K → C∞(G× V,N)K−inv, f 7→ e(f).
On the other hand, let π : G × V → G ×K V be the quotient map of the
quotient space G ×K V . Then, since π : G × V → G ×K V is a principal





→ C∞(G× V,N)K−inv, f 7→ fπ,
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is a homeomorphism by Lemma 5.7. Its inverse is the map:




, h 7→ ĥ,
where ĥ is the unique map such that h = ĥπ.
Now consider the composition:
ε̃ : C∞(V,N)K → C∞(G×K V,N), f 7→ (π∗)−1(e(f)).
By the definition of (π∗)−1, for any f ∈ C∞(V,N)K , the map ε̃ is such that:
e(f) = ε̃(f) ◦ π. (5.7)
Thus, for any (g, v) ∈ G× V , we have that:
ε̃(f)([g, v])
= ε̃(f) ◦ π(g, v) by the definition of π
= e(f)(g, v) by (5.7)
= g · f(v).
(5.8)
Furthermore, observe that ε̃(f) is G-equivariant with respect to the action
of the group G on the associated bundle G×K V (see Notation 1.1.11) since
for all g′ ∈ G and all [g, v] ∈ G×K V we have that:
ε̃(f)(g′ · [g, v])
= ε̃(f)([g′g, v])
= g′g · f(v) by (5.8)
= g′ · (g · f(v))
= g′ · ε̃(f)([g, v]) by (5.8).
Hence, the map:
ε : C∞(V,N)K → C∞(G×K V,N)G, f 7→ (π∗)−1(e(f)),
is the desired map in the statement of the corollary. Note that this also shows
that the map ε is continuous since the map ε̃ is the composition of continuous
maps, the space C∞(G ×K V,N)G has the subspace topology as a subspace
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of the space C∞(G ×K V,N) with the Whitney C∞ topology, and we have
ε̃ = ι ◦ ε, where ι : C∞(G ×K V,N)G ↪→ C∞(G ×K V,N) is the subspace
inclusion.
5.2 Topological abelian 2-groups
As we show in the following section, the category of equivariant vector fields
and the category of paths of equivariant vector fields are topological abelian
2-groups when equipped with the Whitney topologies. It is convenient to
describe and prove results for topological abelian 2-groups in the abstract.
We begin this section with the definition of a topological abelian 2-group:
Definition 5.10 (topological abelian 2-group). A topological abelian 2-group
is a small category C internal to the category TopAb of topological abelian
groups. Equivalently, it is a small category C, having a topological abelian
group C1 of morphisms and a topological abelian group C0 of objects, such
that all the structure maps of the category are continuous group homomor-
phisms.
Example 5.11 (topological action groupoids). Let ∂ : A1 → A0 be a contin-
uous group homomorphism between two topological abelian groups A1 and
A0. The map ∂ defines a continuous action of the group A1 on the group A0
via the action map:
A1 × A0 → A0, (ψ, a) 7→ ∂(ψ) + a. (5.9)
This action gives a corresponding action groupoid A1nA0 with set of arrows
given by the group A1 × A0, set of objects given by the group A0, and the
following structure maps:
• The source map is given by:
s : A1 × A0 → A0, s(ψ, a) := a.
• The target map t : A1 × A0 → A0 is the action map in (5.9).
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• The unit map is given by:
u : A0 → A1 × A0, u(a) := (0, a).
• The composition is given by:
(A1 × A0)×
s,A0,t
(A1 × A0)→ A1 × A0,
(
(ϕ, b), (ψ, a)
)
7→ (ϕ+ ψ, a).
All the structure maps are continuous group homomorphisms with the canon-
ical topological abelian group structure on the domains and targets inherited
from that of the groups A1 and A0. Thus, the action groupoid A1 n A0 is a
topological abelian 2-group.
We will also make use of the following:
Definition 5.12 (topological abelian 2-subgroup). Let C be a topological
abelian 2-group. A topological abelian 2-subgroup of C is a subcategory D of
C such that D forms a topological abelian 2-group where the group of objects
D0 and the group of morphisms D1 are topological abelian subgroups of C0
and C1, respectively, equipped with the subspace topology.
We now define the corresponding 1-morphisms between topological abelian
2-groups:
Definition 5.13 (continuous 2-group homomorphism). Let C andD be topo-
logical abelian 2-groups. A 2-group homomorphism between C and D is a
functor F : C → D such that the corresponding map on objects F0 : C0 → D0
and the corresponding map on morphisms F1 : C1 → D1 are continuous group
homomorphisms.
We also have 2-morphisms between 2-group homomorphisms:
Definition 5.14 (continuous 2-group natural transformation). Let C and D
be topological abelian 2-groups and let F,G : C ⇒ D be continuous 2-group
homomorphisms. A continuous 2-group natural transformation from F to
G is a natural transformation η : F ⇒ G such that the corresponding map
η : C0 → D1 is a continuous group homomorphism.
Thus, we can address the issue of what it means for two topological abelian
2-groups to be isomorphic or equivalent:
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Definition 5.15 (isomorphic and topologically equivalent 2-groups). Two
topological abelian 2-groups C and D are isomorphic 2-groups if there exist
inverse continuous 2-group homomorphisms F : C → D and F−1 : D → C.
Two topological abelian 2-groups C and D are equivalent 2-groups if there
exist continuous 2-group homomorphisms F : C → D and G : D → C,
along with continuous 2-group natural transformations η : GF ⇒ 1C and
ε : FG⇒ 1D.
With this, we can observe that all topological abelian 2-groups are action
groupoids as in Example 5.11 up to isomorphism. More precisely, we have:
Proposition 5.16. Let C be a topological abelian 2-group with source map
s, target map t, and unit map u. Then C is isomorphic as a topological
abelian 2-group to the action groupoid ker s n C0, where ker s is the kernel
of the source map acting on the space of objects C0 by:
ψ · x := t(ψ) + x, ψ ∈ ker s, x ∈ C0.
Thus, in particular, all topological abelian 2-groups are groupoids.
Proof. We explicitly construct the inverse functors F : C → ker s n C0 and
G : ker s n C0 → C. At the level of objects both F0 and G0 are the identity
maps. At the level of morphisms we have:
F1 : C1 → ker s× C0, ψ 7→
(




G1 : ker s× C0 → C1, (ψ, x) 7→ ψ + u(x).
A direct computation shows that these are continuous group homomorphisms
and inverses.
We will need the following lemma:
Lemma 5.17. Let C be a topological abelian 2-group and let C0/C1 be the
quotient space, consisting of isomorphism classes, equipped with the quotient
topology. Then the quotient map π : C0 → C0/C1 is an open map.
Proof. Let U be an open subset of the space C0. We want to show that the
image π(U) is open, or equivalently that the set π−1(π(U)) is open. Note
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that for all objects y ∈ C0 the translations:
Ty : C0 → C0, x 7→ x+ y
are continuous since the addition is continuous. In fact, the translations
are homeomorphisms, since the inverse of a translation Ty is given by the
translation T−y. We claim that the set π
−1(π(U)) is a union of translations





meaning the set π−1(π(U)) is open, and therefore the set π(U) is also open.
Thus, it suffices to verify the equality (5.10). For this, let y ∈ π−1(π(U))
then there exists x ∈ U and ϕ ∈ C1 such that s(ϕ) = x and t(ϕ) = y. Note
that ψ := ϕ− u(s(ϕ) is in the kernel ker s. Furthermore, note that:
Tt(ψ)(x) = t(ψ) + x = t(ϕ)− t(u(s(ϕ))) + x = y − x+ x = y,
and so y ∈ Tt(ψ)(U). This means that y is in the union of the right hand side
of (5.10). Conversely, suppose y is an arbitrary element of the union of the
right hand side of (5.10). That means y = t(ψ) +x for some x ∈ U and some
ψ ∈ ker s. Consider the morphism ϕ := ψ + u(x), and note that s(ϕ) = x,
since ψ ∈ ker s, and t(ϕ) = t(ψ)+x = y. Hence, the objects x and y have the
same isomorphism class, meaning that y ∈ π−1(π(U)) since x ∈ π−1(π(U)).
Consequently, equation (5.10) holds, so we conclude that the map π is open
as claimed.
We conclude this section by proving that isomorphisms and equivalences of
topological abelian 2-groups “preserve” open and dense subsets of the space
of objects.
Remark 5.18. Given a topological abelian 2-group C and a subset U of the
space of objects C0, we can consider the collection of all objects that are
isomorphic to objects in the set U . Since all topological abelian 2-groups are
groupoids, this amounts to considering the set t(s−1(U)). If we are consid-
ering a continuous action groupoid A1 nA0 as in Example 5.11, then this is
the same as considering A1 · U .
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Lemma 5.19. Let C be a topological abelian 2-group and let U be an open
and dense subset of the collection of objects C0, and let s and t denote the
source and target maps respectively. Then the collection C1·U := t(s−1(U)) ⊆
C0 of all objects isomorphic to objects in U is also open and dense.
Proof. Let π : C0 → C0/C1 be the quotient map. Note that:
C1 · U = t(s−1(U)) = π−1(π(U)).
Thus, this set is open by the continuity and the openness of π (Lemma 5.17).
To see that it is dense, note that:












since π is continuous
= π−1(π(C0))
= C0.
Hence, C1 · U is dense in in C0 as claimed.
Theorem 5.20. Let C andD be topological abelian 2-groups and let E : C →
D and P : D → C be (part of) an equivalence between them (Definition 5.15).
If U is an open and dense subset of space of objects C0, then t(s−1(E0(U)))
is an open and dense subset of the space of objects D0.
Proof. First, we observe that, since PE ∼= 1C and EP ∼= 1D, the functors E
and P determine inverse homeomorphisms [E] and [P ] between the quotient




















where the vertical maps are the quotient maps.





Since the quotient map is open by Lemma 5.17 and the map [E] is a homeo-
morphism, the set πDE0(U) = [E]πC(U) is open. Hence, the set π
−1
D (πD(E0(U)))
is open by the continuity of πD.





























by the continuity of the map πC
= π−1D ([E] (πC (C0))) since U is dense in C0
= π−1D ([E] (C0/C1)) by the surjectivity of πC
= π−1D (B0/B1) since [E] is a homeomorphism
= B0.
Since the converse inclusion is trivial, the set is dense as claimed.
Remark 5.21. Let A1 n A0 and B1 n B0 be two topological abelian 2-
groups that are action groupoids as described in example 5.11. Suppose that
E : A1 nA0 → B1 nB0 is (part of) an equivalence between them (Definition
5.15). Theorem 5.20 says that if U is an open and dense subset of the space
A0, then B1 · E0(U) is an open and dense subset of B0.
5.3 Open and dense collections of equivariant vector
fields
In this section we prove that the category X(M)G of equivariant vector fields
on a proper G-manifold M is a topological abelian 2-group when equipped
with the Whitney C∞ topology (Theorem 5.24). The same is true of the
categories of paths of equivariant vector fields. We then prove the first of
the two main theorems of this chapter: that isomorphisms preserve open and
dense subsets of equivariant vector fields (Theorem 5.25). Furthermore, the
equivalence in Theorem 2.29 is an equivalence of topological abelian 2-groups
(Theorem 5.26). We use this to prove the second of the main theorems of
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this chapter: that the equivalence in Theorem 2.29 preserves open and dense
subsets of equivariant vector fields up to isomorphism (Theorem 5.30).
Consider a proper G-manifold M . We equip the space of equivariant
vector fields X(M)G and the space of infinitesimal gauge transformations
C∞(M, g)G with the Whitney C∞ topology (Definition 5.1).
Remark 5.22. All of the results of this section apply just as well to the
space of paths of equivariant vector fields C∞(R,X(M)G), the space of paths
of infinitesimal gauge transformtiosn C∞(R, C∞(M, g)G), and the category
of paths of equivariant vector fields C∞(R,X(M)G) of section 4.1. We equip
these spaces with Whitney topologies by using the identification:
C∞(R,X(M)G) ∼= Γ(TM → R×M)G
and the identification:
C∞(R, C∞(M, g)G) ∼= C∞(R×M, g)G.
Then the proofs of all results in this section are completely analogous.
Note that the scalar multiplication in the space X(M)G need not be contin-
uous (see the discussion after the proof of Proposition 3.5 in [38, pp. 46-47]).
Hence, the space X(M)G is not a topological vector space. The same obser-
vation applies to the space C∞(M, g)G. As the following lemma shows, the
addition and inversion maps on X(M)G and C∞(M, g)G are continuous:
Lemma 5.23. Let M be a G-manifold. The space of equivariant vector fields
X(M)G and the space of infinitesimal gauge transformations C∞(M, g)G are
topological abelian groups when equipped with the wWhitney C∞ topology
(Definition 5.1).
Proof. We consider the case of the space X(M)G. The case of the space
C∞(M, g)G is analogous by thinkng of the Lie algebra g as a vector bundle
over a point. It suffices to prove that the addition and additive inverse maps
on the vector space X(M)G are continuous. For the addition note that the
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following diagram commutes:









where the vertical maps are subspace inclusions, the top map + is the desired
addition map, the pushforward +∗ is the pushforward of the fiberwise addi-
tion + : TM ×M TM → TM with the domain of the pushforward identified
with the fiber product via the canonical homeomorphism:
C∞(M,TM) ×
C∞(M,M)
C∞(M,TM) ∼= C∞ (M,TM ×M TM) (5.13)
of part (3) of Lemma 5.3. The continuity of the addition + now follows by the
universal property of the subspace topology, the commutativity of diagram
(5.12), and the fact that the composition along the left and bottom of this
diagram is continuous.








where the vertical maps are inclusions, the top map is the desired additive
inverse map, and the bottom map is the pushforward −∗ of the fiberwise
additive inverse map − : TM → TM . The continuity of the additive inverse
− now follows by the universal property of the subspace topology, the com-
mutativity of diagram (5.14, the continuity off the pushforward −∗ by part
(1) of Lemma 5.3, and the continuity of the inclusion on the left.
With this we can prove that the category of equivariant vector fields is a
topological abelian 2-group (Definition 5.10).
Theorem 5.24. LetM be aG-manifold. The category X(M)G of equivariant
vector fields on M (Definition 2.9) is a topological abelian 2-group when
equipped with the Whitney topologies (Definition 5.1).
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Proof. Recall that the category of equivariant vector fields X(M)G is an
action groupoid, like the one in Example 5.11, induced by the map:
∂ : C∞(M, g)G → X(M)G (5.15)
defined by (2.1). By Lemma 5.23, we know that the domain and target of ∂
are topological abelian groups. Thus, to verify that the category X(M)G is a
topological abelian 2-group, by the observations in Example 5.11, it suffices
to verify that the map (5.15) is a continuous group homomorphism.
To verify this, we prove that the following diagram commutes:
C∞(M, g)G X(M)G






where the top map is the boundary map, the left-hand map is the inclusion
defined by ψ 7→ (ψ, idM), the right-hand map is the obvious inclusion, and
the bottom map is the pushforward of the map:





where we have also used part (3) of Lemma 5.3 to write the domain as a
product.
Note that the map a is smooth since it is obtained by differentiating the
action G ×M → M , with respect to the G-variables only, at the identity
of G. Hence, the pushforward a∗ is continuous by part (1) of Lemma 5.3.
On the other hand, the inclusion on the left-hand side of diagram (5.16) is
continuous since it is the product of the inclusion C∞(M, g)G ↪→ C∞(M, g)
and the constant map:
C∞(M, g)G → C∞(M,M), ψ 7→ idM .
The continuity of the map ∂ now follows by the universal property of the
subspace topology, the commutativity of diagram (5.16), and the fact that
the composition along the left and bottom of this diagram is continuous.
Thus, the category X(M)G is a topological abelian 2-group as claimed.
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Therefore, we obtain:
Theorem 5.25. Let M be a proper G-manifold, let X(M)G be the category
of euqivariant vector fields on M , and let U be an open and dense subset of
the space of equivariant vector fields X(M)G. Then the collection:
C∞(M, g)G · U ⊆ X(M)G
of all equivariant vector fields isomorphic to vector fields in U is also open
and dense in X(M)G.
Proof. Since the category X(M)G is a topological abelian 2-group by Theo-
rem 5.24, the result follows immediately by Lemma 5.19.
We now turn our attention to the equivalence of Theorem 2.29. For this,
let V be a representation of a compact Lie subgroup K of a Lie group G,
and consider the associated bundle G×K V . In particular, we want to prove
the following theorem:
Theorem 5.26. Let V be a representation of a compact Lie subgroup K of
a Lie group G. Then the equivalence of Theorem 2.29:
X(G×K V )G ' X(V )K
between the categories of equivariant vector fields on the associated bundle
G×K V and the K-representation V is an equivalence of topological abelian
2-groups with respect to the Whitney C∞ topology.
Recall that the equivalence X(G×K V )G ' X(V )K is given by a functor:
E : X(V )K → X(G×K V )G,
defined by equivariant extension on both objects and morphisms (Theorem
2.31), a projection functor:
P : X(G×K V )G → X(V )K ,
corresponding to a choice of equivariant connection on the vector bundle
G ×K V → G/K (Theorem 2.33), and a natural isomorphism h : EP ∼=
1X(G×KV )G (Theorem 2.38). Recall that the composition P ◦E is the identity
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by Theorem 2.35. Therefore, to prove that the equivalence X(G ×K V )G '
X(V )K is an equivalence of topological abelian 2-groups it suffices to prove
that the functors E and P are continuous 2-group homomorphisms (Def-
inition 5.13) and that the natural isomorphism h is a continuous 2-group
natural isomorphism (Definition 5.14). That all the maps involved are ho-
momorphisms follows immediately from the definitions, thus it suffices to
check that the maps are continuous. This is what we do now in Proposition
5.27, Proposition 5.28, and Proposition 5.29.
Proposition 5.27. Let V be a representation of a compact Lie subgroup
K of a Lie group G. The canonical functor E : X(V )K → X(G ×K V )G of
Theorem 2.31 is continuous with respect to the Whitney C∞ topology.
Proof. Let j : V ↪→ G ×K V be the K-equivariant embedding defined by
j(v) := [1, v]. First, we check that the map on objects:
E0 : X(V )
K → X(G×K V )G
is continuous. For this, note that the map E0 factors as in the following
diagram:
X(V )K X(G×K V )G


















Here the vertical maps are subspace inclusions, the map (Tj)∗ is the push-
forward by the tangent map of the slice embedding j : V ↪→ G ×K V , and
the map ε is the corresponding equivariant extension (Remark 5.9). The
continuity of the map E0 follow from the fact that the maps (Tj)∗and ε are
continuous (see part (1) of Lemma 5.3 and Corollary 5.8), and the inclusions
are subspace inclusions.
Since the categories of equivariant vector fields are action groupoids, to




∞(V, k)K → C∞(G×K V, g)G,
is continuous (see Theorem 2.31). For this, note that E1 factors as in the
following diagram:








where ι∗ is the pushforward of the inclusion ι : k ↪→ g, and the map ε is the
equivariant extension map (Remark 5.9). The maps ι∗ are ε are continuous
(see part (1) of Lemma 5.3 and Corollary 5.8). Hence, the map E1 is con-
tinuous. Since the functor E is continuous on both morphisms and objects,
the functor E is continuous with respect to the Whitney topologies.
We now verify that any choice of functor P as in Theorem 2.33 is contin-
uous:
Proposition 5.28. Let V be a representation of a compact Lie subgroup K
of a Lie group G. Any choice of functor P : X(G ×K V )G → X(V )K as in
Theorem 2.33 is continuous with respect to the Whitney C∞ topology.
Proof. First, we check that the map on objects:
P0 : X(G×K V )G → X(V )K
is continuous. For this, note that the map P0 factors as in the following
diagram:






(Tj)|−1◦ (−) ◦ j
$$
(5.18)










on the associated bundle R × G ×K V → G/K corresponding to P (see
Theorem 2.33), the space V(G×KV ) is the vertical bundle of G×KV → G/K
corresponding to the connection Φ, and the map (Tj)|−1 ◦ (−) ◦ j consists
of pullback by the slice embedding j : V ↪→ G ×K V and pushforward





|V (here V(G ×K V )|V denotes the restriction of the
vertical bundle of G×K V → G/K to the slice V ).
The pushforward Φ∗ is continuous by part (1) of Lemma 5.3, the pushfor-
ward ((Tj)|−1)∗ is continuous by part (1) of Lemma 5.3, and the pullback j∗
is continuous by Lemma 5.6 since the map j is a closed embedding (hence
proper). Consequently, the map P0 is a continuous map.
Since the categories of equivariant vector fields are action groupoids, to
prove P is continuous on morphisms, it suffices to check that the map on
infinitesimal gauge transformations:
P1 : C
∞(G×K V, g)G1 → C∞(V, k)K
is continuous (see Theorem 2.33 for the definition of P1). For this, note that























where the map I is the inclusion, the map π∗ is the pullback via the principal
bundle projection π : G× V → G×K V , the map j∗ is the pullback via the
slice embedding j : V ↪→ G ×K V , and the map P∗ is the pushforward of
the projection P : g → k. The map P1 is continuous since each of the other
maps in diagram (5.19) is such. In particular, the pullback π∗ is continuous
by Lemma 5.7, the pullback j∗ is continuous by Lemma 5.6 since the map j
is a closed embedding (hence proper), and the pushforward P∗ is continuous
by part (1) of Lemma 5.3. Since the functor P is continuous on both mor-
phisms and objects, the functor P is continuous with respect to the Whitney
topology.
138
Next, we deal with the natural isomorphism:
Proposition 5.29. Let V be a representation of a compact Lie subgroup K
of a Lie group G. Let E : X(V )K → X(G ×K V )G be the canonical functor
in Theorem 2.31, let P : X(G×K V )G → X(V )K be any choice of functor as
in Theorem 2.33, and let h : EP ∼= 1X(G×KV )G be the corresponding natural
isomorphism of Theorem 2.38. Then the corresponding map:
h : X(G×K V )G → C∞(G×K V, g)G (5.20)
is continuous.
Proof. Recall from the proof of Theorem 2.38 that the map h factors as in
the following diagram:












where g = k⊕q is the K-equivariant splitting corresponding to P , the bundle
H → G ×K V is the horizontal bundle of G ×K V → G/K corresponding
to the connection on G ×K V → G/K determined by g = k ⊕ q, and the
maps α, β, ι∗, and ε are defined in the proof of Theorem 2.38. The map α
is continuous since the addition in the group X(G×K V )G is continuous and
the maps E0 and P0 are continuous. The map ι∗ is continuous by part (1) of
Lemma 5.3. The map ε is continuous by Corollary 5.8 Hence, it remains to
show that the map β is continuous, and we will have shown that the map h
is continuous.
Recall that the map β is the inverse of the map in the statement of Lemma
2.36. Thus, it suffices to check that the map β−1 is a homeomorphism. Recall
from the proof of Lemma 2.36 that the map β−1 factors as in diagram (2.30),
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which we reproduce here for convenience:
C∞(V, q)K Γ(H)G








Recall that the trivial bundle V × q prV−−→ V with the action of the group K
on the total space given by:
k · (v, ξ) := (k · v,Ad(k)ξ), k ∈ K, (v, ξ) ∈ V × q,
and the action on the base given by:
k · v := k · v, k ∈ K, v ∈ V.
Thus, the map 1V × (−) is a homeomorphism since its inverse is given by the
pushforward of the bundle projection prV : V × q→ V , which is continuous
by part (1) of Lemma 5.3. Recall that the map η is a diffeomorphism. Hence,
the pushforward η∗ of this map is a homeomorphism by part (1) of Lemma
5.3. Recall that the map ε is the restriction of the corresponding equivariant
extension map as in Remark 5.9. Hence, it is continuous by Corollary 5.8.
The inverse of the map ε is the pullback by the slice embedding j : V ↪→
G×KV of the associated bundle G×KV → G/K. This pullback is continuous
by Lemma 5.6. Hence, the map ε is also a homeomorphism. Since the top
vertical maps are topological identifications, the map h is continuous.
We can now prove the second of the two main theorems of this chapter,
that the equivalence X(G×K V )G ' X(V )K of Theorem 2.29 preserves open
and dense subsets of equivariant vector fields up to isomorphism:
Theorem 5.30. Let V be a representation of a compact Lie subgroup K of
a Lie group G. Furthermore, let:
E0 : X(V )
K ↪→ X(G×K V )G
be the canonical inclusion by equivariant extension (Theorem 2.31). Then if
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U is an open and dense subset of X(V )K , the set:
C∞(G, g)G · E0(U) ⊆ X(G×K V )G
of all equivariant vector fields on G ×K V isomorphic to a vector field in
E0(U) is open and dense in X(G×K V )G. Similarly, let:
P0 : X(G×K V )G → X(V )K
be a choice of projection of equivariant vector fields with respect to some
equivariant connection on G×K V → G/K (Theorem 2.33). Then if U is an
open and dense subset of X(G×K V )G, the set:
C∞(V, k)K · P0(U) ⊆ X(V )K
of all equivariant vector fields on V isomorphic to a vector field in P0(U) is
open and dense in X(V )K .
Proof. Since the functors P : X(G×KV )K ' X(V )K : E are part of an equiv-
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