Collective behavior of self-propelled units is studied analytically within the Vectorial Network Model (VNM), a mean-field approximation of the well-known Vicsek model. We propose a dynamical systems framework to study the stochastic dynamics of the VNM in the presence of general additive noise. We establish that a single parameter, which is a linear function of the circular mean of the noise, controls the macroscopic phase of the system-ordered or disordered. By establishing a fluctuation-dissipation relation, we posit that this parameter can be regarded as an effective temperature of collective behavior. The exact critical temperature is obtained analytically for systems with small connectivity, equivalent to low-density ensembles of self-propelled units. Numerical simulations are conducted to demonstrate the applicability of this new notion of effective temperature to the Vicsek model. The identification of an effective temperature of collective behavior is an important step toward understanding order-disorder phase transitions, informing consistent coarse-graining techniques and explaining the physics underlying the emergence of collective phenomena. Published by AIP Publishing. Ensembles of self-propelled units, from flocks of birds or colonies of bacteria to active nematic particles, exhibit forms of collective motion that still defy explanation. Numerical simulations can address specific phenomena, but cannot identify and explain some emergent and universal properties of these systems. We focus on network models of collective motion, which were shown to be accurate mean-field approximations of several popular models of self-propelled particle units (SPPs). We demonstrate that these complex systems are amenable to a statistical physics description, and we analytically investigate their order-disorder phase transition. In analogy with the classical notion of temperature in thermodynamics, we define an effective temperature of collective behavior to determine the macroscopic phase of the system. The identification of an effective temperature opens new directions and possibilities for the analysis of collective behavior and active matter in general, impacting our capacity to identify the key physical principles that shape the emergence of collective phenomena in physics, biology, and engineering.
I. INTRODUCTION
In recent years, self-propelled particles (SPPs) have attracted considerable attention for the study of collective motion and active matter in general. [1] [2] [3] [4] [5] [6] The literature continuously puts forward new SPP models to describe schooling fish, flocking birds, human crowds, coordinating robots, active nematic fluids, bacterial colonies, and macromolecules. [2] [3] [4] [5] [6] These models have been shown to predict a wide range of emerging dynamics that are associated with collective behavior, including order-disorder phase transitions. In addition to computer simulations which have constituted the main tool for the analysis of SPP models for a number of years, several theoretical studies have been conducted over the last decade. [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] These studies have helped dissecting and explaining many features of collective behavior, beyond the insight offered by computer simulations. For example, a comprehensive analytical basis to study SPP ensembles from polar particles with ferromagnetic alignment to active nematics and self-propelled rods has been proposed in Ref. 24 , building on the Boltzmann approach presented in Refs. 9 and 10. The framework enables a refined treatment of low-density ensembles, where SPPs interact through pairwise collisions. Advancements in the field of kinetic theory have been contributed in Refs. 12, 13, [19] [20] [21] , and 26 to elucidate the role of multibody interactions in collective dynamics and strengthen the link between microscopic models and hydrodynamic descriptions. Rigorous mathematical results on the hypotheses underpinning the derivation of hydrodynamic models can be found in Refs. 14-16. Despite the intense effort toward a systematic, mathematical analysis of SPP ensembles, exact solutions for most of the models are currently not available. As a result, it is presently not clear which details of the ensemble, for example, in the Probability Density Function (PDF) of the noise affecting the particles' propulsion, modulate collective dynamics, even within a specific model. Toward an improved understanding of the role of noise on collective dynamics, we seek to define an effective temperature of collective behavior, in analogy with the classical notion of the temperature in thermodynamics. We focus on the Vectorial Network Model (VNM) introduced by Aldana and coauthors 7, 8, 25 as a mean-field approximation of the classical Vicsek model, Electronic mail: arielg@math.biu.ac.il which describes in a minimalistic way the interplay between local alignment and inherent noise on collective dynamics. Vicsek particles are generally different than many other physically based models of active matter. [28] [29] [30] The former are typically specified in the context of a noisy dynamical system, rather than a Hamiltonian dynamics coupled to a heat and/or particle reservoir. For this reason, standard statistical mechanics and thermodynamics do not immediately apply. 31, 32 Different from the classical Vicsek model, the VNM assumes that each particle can interact with any other particle in the ensemble, independent of its position or local density. The VNM approximation should be considered valid for high velocity regimes, 8 in which particles can travel everywhere in the space in a single time step, causing homogenous mixing, and for small system sizes, where large density waves do not have sufficient space to develop. 20, 33 The VNM allows for a rigorous dynamical systems treatment of collective behavior, which taps into identification of invariant measures, stochastic networks, perturbation theory, and stability analysis. This mathematical framework enables a precise definition of temperature, which encapsulates a general form of the inherent noise, beyond the uniform noise considered in the VNM technical literature. 7, 8, 25, 34, 35 Casting the VNM dynamics as a discrete-time Markov process, we establish a recursion for the single-step dynamics which becomes exact in the thermodynamic limit. The approach builds on the analytical framework presented in Ref. 25 , toward the derivation of a single-step dynamics which is valid for low-and high-density ensembles. Stability analysis of the fully disordered state confirms prior evidence 7, 8, 25 that the system undergoes a second order phase transition at a critical noise intensity. We demonstrate that such a critical intensity depends exclusively on a single feature of the noise PDF-the circular mean of the noise. In the vicinity of the transition, the steady-state dynamics is governed by the same parameter and satisfies a fluctuation-dissipation relation, 36, 37 which links the rate of convergence to steady-state and the response to external perturbations. Both these aspects are analytically investigated through a perturbation analysis on the single-step dynamics. Thus, an equivalent notion to the classical thermodynamic temperature is defined. Its critical value at the order-disorder phase transition is analytically computed, building on the existing body of knowledge on the analysis of phase transitions in SPP ensembles. 7, 8, 12, 13, [19] [20] [21] 25, 26 The remainder of the paper is organized as follows. In Section II, we recall the governing equations of the VNM originally introduced by Aldana and coauthors in Refs. 7, 8, and 25, and present our approach for describing group coordination in the thermodynamic limit. Numerical evidence supporting the validity of our assumptions is summarized in Appendix A. In Section III, we derive the single-step dynamics of the VNM in terms of Fourier coefficients of the single vector PDF. The relation between such coefficients and the overall group coordination, established in Ref. 25 , is recalled in Appendix B. In Section IV, we demonstrate the existence of an ordered and a disordered phase for the system. In Section V, we specialize the single-step dynamics to binary interactions, and we establish a closedform solution for the critical noise at which the phase transition occurs. Therein, we also introduce our new definition of temperature on the basis of a fluctuation-dissipation relation, which is further detailed in Appendices C and D. In Section VI, we extend the analysis to low-density ensembles, in which interactions involve more than two vectors. In Section VII, we report numerical results on the Vicsek model to offer evidence for the generality of our notion of temperature, beyond the VNM. Section VIII summarizes the conclusions of our study.
II. GROUP COORDINATION IN THE VECTORIAL NETWORK MODEL
The VNM describes the discrete-time dynamics of N two-dimensional (2D) unit vectors v 1 ; …; v N 2 C. The orientation of the m-th vector at time t 2 Z þ is denoted as h m ðtÞ so that v m ðtÞ ¼ e ih m ðtÞ , where i is the imaginary unit. At every simulation step, each particle aligns with the average direction of K randomly chosen neighbors (with repetitions), which are redrawn independently at every step, plus (intrinsic) noise. More precisely, the dynamics of the VNM is given by v n m;j ðtÞ ðtÞ;
where for each m ¼ 1; …; N; j ¼ 1; …; K; n m;j ðtÞ, and t 2 Z þ are IID with discrete uniform distribution over f1; …; Ng. The network topology varies in time, eliciting long-range dynamic interactions between the coupled vectors, which afford group coordination even though the network may be disconnected at every time step. [38] [39] [40] [41] The initial conditions are denoted as v 1 ð0Þ; …; v N ð0Þ and are chosen as realizations of a common random variable. Thus, the model is a discrete-time Markov process over the space
Ng. Unlike the most previous instances of SPP models, 6 we do not assume that the noise is a uniform random variable (i.e., f m ðtÞ $ U½Àp; p). Indeed, our main objective is to isolate the key features of the noise that shape collective dynamics.
The degree of alignment of the vectors is often described by a macroscopic order parameter, 8, 25, 35 termed as polarization. We first introduce the instantaneous average vector, denoted
The norm of WðtÞ is in ½0; 1, whereby jWðtÞj ¼ 1 for a completely ordered configuration in which all the vectors share a common orientation at the t-th time step. The angle of WðtÞ, measuring the average orientation, is denoted as wðtÞ ¼ arg½WðtÞ, and the limit of the expectation of jWðtÞj as t ! 1 is called polarization. Specifically, we write
where the expectation is computed with respect to the R-algebra generated by the noise and the network evolution (f m ðtÞ and n m;j ðtÞ). This quantity is equivalent to the Kuramoto order parameter. 42, 43 In the absence of noise, v 1 ðtÞ ¼ Á Á Á ¼ v N ðtÞ v 0 is a fixed point of the system for any common orientation v 0 . In Ref. 35 , we have demonstrated that this fixed point is linearly stable in a mean square sense, 44, 45 whereby for small perturbations of the vectors' orientations, the expectation of the mean square misalignment among the vectors converges to zero. In this case, Pol ¼ 1 and wðtÞ are determined by the initial conditions and the stochastic network evolution. As noise is introduced, the possibility of attaining a common orientation is lost (Pol < 1), and the expectation of the mean square misalignment is locally bounded by the noise variance. 35 Estimating the polarization for g > 0 requires a detailed analysis of the vectors' correlations, which determine the possibility of maintaining some degree of coordination under the effect of the noise, see Appendix A for further details. This proposition rests upon the averaging process in (2) , where each vector uses only the direction of K neighbors chosen randomly at every simulation step. As a result, up to time t, a vector is influenced by at most tK other vectors, which constitute its domain of dependence. Hence, the probability that the j-and k-th vectors do not average over the same vectors is larger than 1 À 2tK=N, thereby corr½v j ðtÞ; v k ðtÞ ¼ OðtN À1 Þ, and from (3), var½WðtÞ ¼ OðtN À1 Þ. Here, corr½v j ðtÞ; v k ðtÞ ¼ E½v j ðtÞv k ðtÞ À E½v j ðtÞE½v k ðtÞ is the correlation between two arbitrary vectors, and var½WðtÞ ¼ E½WðtÞ 2 À E½WðtÞ 2 is the variance of the instantaneous average vector. For fixed N and continuous noise (i.e., the support of P n has positive measure), the dynamics of the system is ergodic. Due to rotational symmetry, the marginal of the unique invariant, steady-state measure is uniform for all h m . This does not contradict the fact that the polarization may be nonzero, since jWðtÞj may have a non-trivial distribution even though the average direction wðtÞ slowly rotates to uniformly cover ½Àp; p, irrespective of the initial conditions. If N is large, the case jWðtÞj ¼ OðN À1=2 Þ is sensitive to perturbations, whereby fluctuations are also of order OðN À1=2 Þ and the average direction wðtÞ may exhibit O(1) fluctuations.
In the thermodynamic limit, N ! 1; WðtÞ becomes a deterministic function, approaching its steady-state value (with norm equal to Pol) as time increases. In this limit, the angles h 1 ðtÞ; …; h N ðtÞ become independent for fixed t, and it is sufficient to consider the single angle PDF, P h ðh; tÞ, rather than the joint PDF of all vectors. 7, 8, 12, 25 The thermodynamic limit has been numerically shown to exhibit a second order phase transition toward a fully disordered state (Pol ¼ 0) for a sufficiently strong uniform noise, 7, 8, 25 and the existence of such a phase transition can be demonstrated through the analysis of the linear stability of the fully disordered state.
III. SINGLE-STEP DYNAMICS
Our central question is to examine the stability of the fully disordered state for arbitrary noise distributions and low connectivity to unveil universality in the phase transition, and define an effective temperature of collective behavior. Toward this aim, we establish a recursive relation for the single vector PDF P h ðh; tÞ, which can be analytically investigated. From (1), the PDF of h m at time t þ 1 can be expressed in terms of the PDF of the noise and u m at the t-th step, whose polar representation is denoted as P u ðu; h; tÞ. Specifically, we have (5) From (2), u m ðtÞ is a sum of K independent samples of v 1 ðtÞ; …; v N ðtÞ, which is the same for all m, thereby P u ðu; h; tÞ ¼ P v ðv; h; tÞ Ã … Ã P v ðv; h; tÞ:
Here, Ã indicates convolution and
To conclude, (5)- (7) The Fourier inverse is
Similarly, the Fourier transform of P v iŝ
where we have used the fact that the vectors in the VNM have unit length, see (7) . Replacing (9) into (5), we find
Owing to the periodicity of P h ;P u , and P n with respect to their angular arguments in ½Àp; p, we can expand each of them in Fourier series as follows:
where the Fourier coefficients of the series are given by
Since a PDF is by construction nonnegative and its integral is one, we have the following relationships for the Fourier coefficients of the PDFs of the orientation and the noise:p
where a star denotes complex conjugation.
Next, we replace the Fourier series on both sides of (11), multiply by e imh , and integrate over h to obtain 
where a is an arbitrary offset angle. We can expressP u as a function ofP v using (6), which in the Fourier domain implies 48 P u ðk; c; tÞ ¼ ½P v ðk; c; tÞ K :
By replacing (17) into (13b), using (10), and expanding P h ðh; tÞ in Fourier series through (12a), we find the following nonlinear relationship between the Fourier coefficients ofP u and P h :
where we have used again the integral representation in (16 
This is the key equation for the analysis of the VNM in the thermodynamic limit. The polarization can be computed directly from its solution by following the arguments in Appendix B. Specifically, using (4) and (20), we find
While our approach to establish a recurrence equation for the single vector PDF is based on Ref. 25 , (19) is different from the single-step dynamics derived therein due to an unfortunate mistake. The mistake lies in the exchange of the order of integration in (15) , which is based on an incorrect evaluation of integrals of Bessel functions. 49 
IV. COMPLETE ORDER AND DISORDER
In the absence of noise, it is rather easy to show that any ordered state is a fixed point of (19) . Assuming that at the t-th time step, all the vectors are aligned along the orientation h 0 , we have P h ðh; tÞ ¼ dðh À h 0 Þ, whereby (12a) implies that / m ðtÞ ¼ e Àimh 0 =ð2pÞ. Similarly, in the absence of noise, P n ðfÞ ¼ dðfÞ, so that (12c) implies thatp m ¼ 1=ð2pÞ. By substituting into the right hand side of (19), we have
The term in curly braces can be simplified by noting that (see Ref. 47 , Equation (1) in Section 2.1 with
By substituting into (21) and utilizing again (16), we write
By using the identity
for a and b positive (see Equation (2.3) in Ref. 50), we confirm that 51 / m ðt þ 1Þ ¼ e Àimh 0 =ð2pÞ. Let us consider the case in which at the t-th time step, the system is in a state of complete disorder, whereby P h ðh; tÞ ¼ 1=ð2pÞ. In this case, (12a) implies that / m ðtÞ ¼ 0 for m 6 ¼ 0. Substituting into the right hand side of (19) , we obtain / m ðt þ 1Þ ¼ 0 for m 6 ¼ 0. Note that this solution is independent of the noise, whereby a state of complete disorder is always a fixed point for the VNM. 52 Again, the main question is whether this state is stable or not.
We first consider the case of K ¼ 2, where only two neighbors are used at each time step by a vector to update its orientation. The problem shares similarities with "gossip" models studied in the literature of wireless sensor networks, 53, 54 in which a network node averages its measurement with another node at each time step. Different from gossip models, in the VNM, a vector is not bound to use its prior orientation during the updating process, and most importantly, the dynamics is nonlinear. Substituting K ¼ 2 in (19) and carrying out the integral in c, we find
/ n ðtÞ/ mÀn ðtÞI m;n ;
where the quantity I m;n is defined by
The double integral in (25) can be computed in closedform by calculating first the integral in k through Table I 
where 56 s ¼ arccosðu=2Þ. By replacing (26) into (25), changing the integration variable from u to s, and computing the integral, we find
We are interested in studying the linear stability of (24) in the vicinity of the fully disordered state. By linearizing, we find the following recursion for m 6 ¼ 0:
The fully disordered state is linearly stable if the absolute value of the prefactors in square brackets in (28) is less than one for all m 6 ¼ 0. Given that 0 p m 1=ð2pÞ and that for all jmj ! 2; I m;0 2=ð3pÞ, the stability of the linearized dynamics is determined only by the value ofp 1 . Specifically, the fully disordered state is linearly stable for jp 1 j < 1=8. Thus, the linear stability of the fully disordered state is controlled exclusively byp 1 , which is related to the circular mean of the noise (E½cosðfÞ ¼ Ð p Àp P n ðfÞ cos fdf). This motivates the following definition of the effective temperature:
This expression is also called the circular variance of f. The definition implies that the critical temperature for K ¼ 2 is
It establishes that the VNM with K ¼ 2 undergoes a phase transition and that the critical noise depends on a single parameter T. While the central role of the first Fourier coefficient of the single vector PDF on the phase transition has already been documented in the literature for uniform noise, see, for example, Section IV in Ref. 12 , in what follows we demonstrate that (i) the ordered phase of the system is also controlled by this parameter, for any noise instance, and (ii) this definition of temperature satisfies a fluctuation-dissipation relation, 36, 37 which offers a rigorous thermodynamic basis for its use.
We numerically solve (24) by assuming that / m ðtÞ ¼ 0 for jmj > N / . The series approximated by a finite sum and the Fourier coefficients at the ðt þ 1Þ-th time step can be explicitly computed from the values at the previous time step through (27) . By using (14c), the number of unknowns can be further reduced so that a total of N / recursions should be executed. We start the recursions from t ¼ 0 and we hypothesize that / m ð0Þ ¼ 1=ð2pÞ for m ¼ ÀN / ; …; N / for a nearly noiseless system, which implies that the vectors are initially oriented along h ¼ 0. As noise is increased, the initial conditions for the simulation are taken as the values of the Fourier coefficients at the last time step of the previous run. We set N / ¼ 500, and for a fixed noise level, we increase the time variable until 2pj/ 1 j between two time steps changes more than 10 À4 . The latter tolerance results in a number of time steps on the order of 10. An alternative approach for the solution of the single-step dynamics is presented in Ref. 26 , where high order Fourier coefficients are solved and expressed in terms of low order coefficients.
We perform a total of 1000 simulations by systematically increasing g from 10 À3 to 1 with the step of 10 À3 . We consider four different instances of noise: uniform P n ðfÞ ¼ 1=ð2pgÞ, discrete P n ðfÞ ¼ ½dðf þ gÞ þ dðf À gÞ=2, tent-like P n ðfÞ ¼ 1=ðpgÞ À jfj=ðpgÞ 2 , and parabolic P n ðfÞ ¼ 3=ð4pgÞ½1 Figure 1(a) shows the polarization compared to simulations of the VNM with uniform noise and N ¼ 5000, demonstrating the accuracy of the recursion in (24) . Figure 1(b) illustrates the polarization for the different types of noise and the same circular mean (i.e., the samep 1 ). It is evident that all noise instances yield the same behavior close to the phase transition and for low temperatures.
For low temperatures, this can be explained using the linearized solution in Ref. 35 , where we have demonstrated that for g ( 1, the polarization can be expanded with respect to a completely ordered configuration (Pol ¼ 1) as
with var½f m ðtÞ ¼ r 2 . Thus, T ¼ g 2 r 2 =2 þ oðg 2 Þ from the definition in (29) , and (31) implies
independent of the form of the noise. As the temperature increases, more complex dependencies of the polarization may emerge before reaching the phase transition, as observed from Figure 1(b) . In Ref. 7, Aldana and Huepe have demonstrated (analytically for K ¼ 1 and numerically for K finite) that with uniform noise, the critical exponent for the VNM is 1/2. To generalize their result to arbitrary noise distributions, we expand (24) by settingp 1 ¼ 1=8 þ , with jj ( 1. For < 0 (above the transition), the uniform distribution / m ¼ 0 for m 6 ¼ 0 is a stable fixed point of (24) . For > 0 (below the critical temperature), the uniform distribution is unstable and a second solution of (24) exists. We make an ansatz that / m ðtÞ ¼ Oð jmjq Þ for m 6 ¼ 0, further details can be found in Appendix C. Substituting into (24) , it is easily verified that the recursion relation is satisfied at the leading order in for any q > 0. Next, substituting for m ¼ 1 yields that / 2 ðtÞ ¼ OðÞ, so that q ¼ 1/2, see Appendix C for details. Noting that close to the transition, jWðtÞj is proportional to j/ 1 ðtÞj, we conclude that for 0 T c À T ( 1 the polarization satisfies
For the same cases considered in Figure 1 , Figure 2 shows the polarization in the vicinity of the transition temperature, offering evidence for our prediction of the critical exponent as 1/2 for K ¼ 2, irrespective of the noise distribution. Appendix C demonstrates that the same value for the critical exponent is also retained for larger values of K, in agreement with our expectations based on previous mean field theories that consider uniform noise. 7, 12, 19 Equation (28) describes the spectrum of the transition matrix, which characterizes all the time scales associated with the dynamics for T > T c . This includes the decay rate of any correlation function. Perturbing the fully disordered steady-state, the rate of convergence is dominated by the largest prefactor of / m ðtÞ appearing in (28) , which corresponds to 1=ð8p 1 Þ in the vicinity of the phase transition. The rate of convergence is ð4=pÞðT À T c Þ, so that the characteristic decay time diverges at T c , in agreement with the wellknown phenomenon of critical slowing down. 58 Similarly, we can compute the change in the polarization due to a small external field dðhÞ in (5). Expanding to leading order in , the change in the polarization is ð1=8Þ= ðT À T c Þ, which indicates that the steady-state is sensitive to any infinitesimal external perturbation at T c . Further technical details can be found in Appendix D. Therein, we also demonstrate an equivalent relationship for larger values of K.
These results can be interpreted as a fluctuation-dissipation relation, which links the characteristic decay time and the response to external perturbations. 36, 37 
VI. STABILITY ANALYSIS FOR K > 2
Similar to (28) , to study the phase transition of the system for arbitrary K, we linearize (19) in the vicinity of the fully disordered state / m ðtÞ ¼ 0 for m 6 ¼ 0 to obtain the following recursion for m 6 ¼ 0:
where The onset of the phase transition is computed by monitoring the absolute value of the prefactor in square brackets in (34) for all m 6 ¼ 0. Different than the case of binary interactions (I ð2Þ m ¼ I m;0 ), a closed-form computation for such a coefficient is not known and the integral in (35) needs to be evaluated numerically. To ease the accurate evaluation of (35), we propose an iterative procedure that transforms the indefinite integral to a definite integral. We illustrate the approach for K ¼ 3 and then briefly present the algorithm for an arbitrary value of K.
Using a known property on the composition of Bessel functions (see Equation (10.9.26) in Ref. 59), we can write the square of J 0 ðkÞ as
where
With respect to Figure 3 , a 1 could be considered as the length of a side of isosceles triangle with the other two sides of unit length, and a 1 measures the angle opposite to the side of length a 1 . By replacing (36) into (35) for K ¼ 3, we find
By inverting the order of integration, we first compute the integral with respect to u using Equation (2.4) in Ref. 50 . We obtain the following expression of I ð2Þ m as a definite integral:
where the meaning of a ? 1 is given in Figure 3 . Using elementary trigonometry, a ? 1 can be written as a function of a 1 and k, that is, a
Þ=ð2kÞ. By substituting in (39) and using a 1 from (37), we obtain a definite integral that can be easily computed numerically.
The same procedure can be extended to integration for arbitrary K. Specifically, (36) can be duplicated K -2 times to write J 0 ðkÞ KÀ1 as ðK À 2Þ-dimensional integral in ½Àp; p KÀ2 as follows:
where the meaning of the symbols is shown in Figure 4 with reference to K ¼ 5. Next, we replace in (35) , invert the order of integration, and use Equation (2.4) in Ref. 50 to find
The angle a From the numerical values in Table I , we confirm that the linear stability of the fully disordered state is controlled exclusively byp 1 , whereby all the Fourier coefficients corresponding to m 6 ¼ 0 are linearly stable for any selection of the noise. The phase transition temperature is
(42) Figure 5 shows the numerical simulations from Ref. 35 for uniform noise, N ¼ 5000, and K ranging from 2 to 7, together with our analytical predictions in terms of the location of the phase transition and the closed-form solution (32) . Similar to the case of K ¼ 2, the phase (ordered or disordered) does not depend on any other detail of the distribution of noise beyond the temperature in (29) . In the special case of uniform noise, our computation of the phase transition temperature coincides with theoretical predictions in Refs. 8, 12, and 25. In this case, the critical noise is determined as the first nonzero root of sinðpg c Þ= ðpg c Þ ¼ 1=ðKjI 
VII. NUMERICAL ANALYSIS OF THE VICSEK MODEL
While the VNM is essentially a mean-field approximation, simulation results on heterogeneous SPP ensembles in Ref. 60 suggest that our findings may extend to more complex models that explicitly describe the geometric configuration of SPPs. To offer some numerical evidence for this claim, we simulate the classical Vicsek model with the same noise instances considered in Figure 1 .
In this case, we should explicitly model the motion of each particle as a function of time to construct the set of neighbors that is needed for computing u m in (2). Each particle has the same constant speed s, so that the position of the m-th particle r m 2 C is updated in time through r m ðt þ 1Þ ¼ r m ðtÞ þ sv m ðtÞ:
Following the original formulation by Vicsek et al., 27 we update the position using the velocity at the previous time step. A comparison between this formulation and one which uses the velocity at the current time step is presented in Ref. 61 .
We consider a square domain of length L with periodic boundary conditions, so that when a particle crosses any of the four boundaries, it would reappear on the opposite side. For each particle, the neighbor comprises all the particles within a radius q, that is, we replace (2) with 
where N m ðtÞ is the set of neighbors of the m-th particle at time t. Due to the periodic boundary conditions, neighboring particles may be close to opposite boundaries. The Vicsek model is implemented by iterating (1), (43), and (44) in time for all the particles.
In our simulations, we consider a system of N ¼ 5000 particles in a square domain of unit length (L ¼ 1) with a radius of interaction q ¼ 0:016 to proxy the VNM with K ¼ 5 presented in Section VI. This estimation is based on the simplifying assumption that at steady-state, each particle would on average interact with pq 2 =L 2 ðN À 1Þ other particles. Thus, the average cardinality of N m is pq 2 =L 2 ðN À 1Þ þ 1, which should match K in the VNM. To confirm the convergence of the VNM to the Vicsek model for different noise instances, we systematically vary the speed s to encompass the following values: 0.005, 0.015, 0.03, and 0.05. For each speed and noise instance, we vary the temperature T from 0.02 to 0.60 in steps of 0.02. In all the simulations, both the initial orientations and the initial positions are randomly assigned from uniform distributions. The number of simulation steps is 8000, and the polarization is estimated by averaging its norm over the last two thirds of the simulation steps. Figure 6 demonstrates that our notion of a temperature of collective behavior could also apply to the more complex Vicsek model, whereby for each of the selected speed, all the considered noise instances are found to approximately collapse on the same curve upon selecting T as the control parameter. Simulation results on the Vicsek model seem to qualitatively confirm our analytical insight based on the VNM, suggesting that the temperature can be used to decide the phase of the SPP ensemble (ordered or disordered). However, details of the phase transition are unlikely to be captured using only this parameter, whereby higher Fourier coefficients and other model parameters, for example, the speed s, contribute to a complex dynamical landscape. 20 The polarization monotonically decreases with the temperature, and the rate of decay is controlled by the speed. As the speed increases, the initial rate of decay approaches À4=5, as predicted by the VNM through (32) for T ( 1. The critical temperature seems to increase with the speed, approaching a value of approximately 0.50, in agreement with the numerical and theoretical predictions on the VNM shown in Figure 5 . This finding rests upon the small size of the considered ensembles, which prevents the formation of steep soliton-like waves that have been shown to alter the nature of the phase transition from second to first order. 20, 33 
VIII. CONCLUSIONS
The notion of temperature in Vicsek-type models, including the VNM, is not well defined. 31, 32 Different approaches for the identification of an effective temperature in models of systems that are out-of-equilibrium, non-ergodic, or in contact with a heat bath have been proposed in the literature. 36, 37 In this work, we identified a single parameter that is a linear function of the circular mean of the external, additive noise, which can serve as an effective temperature of collective behavior for the VNM. Our definition of temperature is due to a fluctuation-dissipation relation that holds near the phase transition.
Although based on a mean field approximation, our findings seem to extend to more refined Vicsek-type models, which account for the particle geometric configuration. Focusing on a simplification of the Vicsek model enables the development of a comprehensive mathematical framework grounded on a rigorous body of knowledge, which has contributed a powerful toolbox of analytical techniques to study the collective behavior. 7, 8, 12, 13, [19] [20] [21] [22] 25, 26, 34, 35 In turn, this affords a detailed analytical treatment of the phase transition, a refined analysis of the assumption of the independence of v 1 ; …; v N , and a closed-form estimation of the critical noise for small K, which are central to a rigorous definition of a temperature.
The identification of a temperature of collective behavior is expected to facilitate the formulation of a consistent coarse graining to continuous models 24 and improve our understanding of the order-disorder phase transition. This constitutes a first, necessary step in the analysis and comparison of existing models and, eventually, in categorizing them into well-defined universality classes that can unveil the physics underlying the emergence of collective phenomena. In order to demonstrate our explanation on the existence of correlations between vectors and their absence in the thermodynamic limit, we study such correlations numerically. Figures 7 and 8 show simulation results for a VNM with K ¼ 2 at fixed times but varying the number of vectors. The noise f is uniformly distributed in ½Àp; p and g ¼ 0:2, so that the system is in the ordered phase with Pol % 0:95. To generate the figures, the dynamics is simulated a large number of times with the same initial condition drawn randomly once from a uniform distribution in ½Àp; p with a slight bias (þ 0:01 in the horizontal direction). Therefore, only the noise and the choice of neighbors are different across repetitions. Figure 7 shows the scatter of the directions of two arbitrary vectors, say, 1 and 2, h 1 and h 2 at a fixed time t ¼ 20 along with the Pearson correlation coefficients between them. Figure 8 shows the correlation coefficient as a function of N at t ¼ 10 and t ¼ 20. Therein, we also plot the correlation coefficient between angles relative to the average orientation, # i ¼ h i À w. As expected, the correlation between the relative angles (i.e., # 1 and # 2 ) is always much smaller than the correlation between the absolute angles (i.e., h 1 and h 2 ). However, both correlations decrease at an asymptotic rate proportional to 1=N, as predicted by our analytical estimation.
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APPENDIX B: COMPUTATION OF THE POLARIZATION FROM THE FOURIER COEFFICIENTS
We note an important approximate relation between / 1 ðtÞ and WðtÞ. In the thermodynamic limit, because the vectors are independent, jWðtÞj corresponds to the magnitude of the expectation of any vector E½v m ðtÞ from the central limit theorem applied to (3), see Ref. 25 . This quantity can be computed following the line of arguments of Ref. 25 , based on a Maclaurin expansion ofP v with respect to the Fourier variables. Using Cartesian rather than polar coordinates as we did before, the Fourier transform of P v takes the form
where Á indicates inner product between vectors. For small jkj, by expanding the exponential to the first order, we find
where we have used E½v m ðtÞ ¼
Next, we replace (12a) into (10) and use the integral representation in (16) to writê P v ðk; c; tÞ ¼ 2p
By expanding in series the right hand side of (B3) with respect to k (see Ref. 47 , Equation (1) in Section 2.11) and using (14a), we find
Recalling (14c) and equating (B3) and (B4), we ultimately find the following useful relationship:
Notably, one could carry on the expansions in (B2) and (B4) to the second order to establish a relationship between the covariance matrix of the velocity vector and higher order coefficients, / 2 ðtÞ and up. These corrections become negligible in the disordered state (where / m ! 0 as t ! 1 for m 6 ¼ 0) close to the phase transition (where the steady-state is close to the disordered state) and for low noise g ( 1 (where the variance of P n is small). This observation explains Figure 1(b) , showing that all noise instances yield equivalent predictions in these regions.
APPENDIX C: SCALING OF THE STEADY-STATE CLOSE TO THE PHASE TRANSITION
For clarity, we begin with the case of K ¼ 2, for which the dynamics at and above the phase transition is given by (24) . Hence, the steady-state distribution satisfies
Assuming thatp m 6 ¼ 0, we make the following ansatz: 
where we have used the fact that I m;0 ¼ I m;m from (27) . From the triangle inequality, the minimum is always attained when n ¼ 0. Therefore, we conclude that (C3) is consistent with the ansatz in (C2) for any q > 0. Next, assume that we are close to the critical value of p 1 , so thatp 1 ¼ 1=8 þ (slightly below the phase transition). Substituting into (C3) for m ¼ 1, we find 
Since a 0 ¼ 0, the smallest, nonzero term in the sum is obtained with n ¼ 2 or n ¼ À 1, which yields
To satisfy this equation at the highest power in , we require that q ¼ 1/2. Figure 9 shows numerical results for the scaling of / 1 and / 2 for the same system considered in Figures 7 and 8. Specifically, simulations are run with N ¼ 10 6 and 5000 times steps for different values of . The last simulation time is used to generate the single vector PDF, from which the first two Fourier coefficients are extracted.
In order to generalize this result for K > 2, we return to the transition rule (19) . At the steady state, the Fourier coefficients satisfy
We proceed similarly to the K ¼ 2 case. First, we write the k-th power of the sum in (C6) as a K-fold sum over indices n 1 ; …; n K . Integrating with respect to c yields a Kronecker delta function 2pd n 1 þÁÁÁn K Àm;0 , which removes the last index n K . Specifically, we have a n a nÀm ðjnjþjmÀnjÞq ðI m;0;n þ I m;n;0 þ I m;n;mÀn Þ þ X 1 n;j¼À1 a n a j a mÀnÀj ðjnjþjjjþjmÀnÀjjÞq I m;n;j ! þ Oð ðjmjþ1Þq Þ:
(C9) By symmetry, I m;0;n ¼ I m;n;0 ¼ I m;n;mÀn for all n. Substituting m ¼ 0, we conclude that I 0;0;0 ¼ 1. Next, we assume thatp 1 is close to the critical valuep 1;c given by the stability analysis in (34) a n a j a 1ÀnÀj I 1;n;j ð1þjnjþjjjþj1ÀnÀjjÞq þ 3p 1;c X 1 n¼À1 a n a 1Àn ðjnjþj1ÀnjÞq I 1;0;n þp 1;c X 1 n;j¼À1 a n a j a 1ÀnÀj I 1;n;j ðjnjþjjjþj1ÀnÀjjÞq þ Oð ðjmjþ1Þq Þ:
Following the same line of arguments used to derive (C5), we obtain 3a 1 1þq I 1;0;0 þ 3p 1;c ðI 1;0;À1 þ I 1;0;2 Þ 3q þ Oð 4q Þ ¼ 0: (C12)
Hence, we again conclude that q ¼ 1/2. The scaling of larger values of K can be obtained similarly. We conclude that the critical exponent is 1/2 for all K ! 2, as expected from the literature. 7, 12, 19 
APPENDIX D: LINEAR RESPONSE NEAR THE TRANSITION
Similar to the previous analysis, we begin with the case of K ¼ 2. Equation (5) is generalized by introducing an external perturbation toward a preferential direction h ¼ 0, that is, 
Solving for/ 1 , we obtaiñ
Recalling the definition of the temperature in (29) and its critical value in (30), we finally establish the following relation between/ 1 and the effective temperature:
To generalize the previous result to K > 2, we add the external perturbation to the steady-state (C7) as follows:
Decomposing the steady-state as / 0 m þ / m similar to the case of K ¼ 2, we find 
where e 0 is the zero vector in R KÀ1 and e 1 ; …; e KÀ1 is the standard basis. Comparing (35) and (C8), we note that all the summands in the equation above are identical, specifically 
Using the definition of the temperature in (29) and its critical value (42) yields
For K ¼ 2, we reproduce (D7).
