We characterized the pulsed Rydberg-positronium production inside the AEḡIS (Antimatter Experiment: Gravity, Interferometry, Spectroscopy) apparatus in view of antihydrogen formation by means of a charge exchange reaction between cold antiprotons and slow Rydberg-positronium atoms. Velocity measurements on positronium along two axes in a cryogenic environment (≈10 K) and in 1 T magnetic field were performed. The velocimetry was done by MCP-imaging of photoionized positronium previously excited to the n = 3 state. One direction of velocity was measured via Doppler-scan of this n = 3-line, another direction perpendicular to the former by delaying the exciting laser pulses in a time-of-flight measurement. Self-ionization in the magnetic field due to motional Stark effect was also quantified by using the same MCP-imaging technique for Rydberg positronium with an effective principal quantum number n ef f ranging between 14 and 22. We conclude with a discussion about the optimization of our experimental parameters for creating Rydberg-positronium in preparation for an efficient pulsed production of antihydrogen.
INTRODUCTION
Antimatter has been thoroughly studied for almost a century now, first theoretically, when the antiparticle of the electron -the positron (e + ) -emerged from Dirac's equations [1] , and a few years later also experimentally, when Anderson observed it for the first time [2] . Since then, positronium (Ps), the bound state of a positron and an electron, was predicted and discovered [3, 4] . Increasingly precise values for higher excited states of Ps plus their annihilation and de-excitation rates were calculated using methods from quantum-electrodynamics (QED) [5] [6] [7] , and eventually experiments showed many of these features to be correct in the limits of reachable precision [8] [9] [10] [11] [12] .
Of special interest is antihydrogen (H), the first observed anti-atom in a laboratory [13] . The first cold antihydrogen was produced by direct mixing of antiprotons and positrons [14, 15] . The AEḡIS experiment (Antihydrogen Experiment: Gravity, Interferometry, Spectroscopy) [16] has, between others, the objective to produce antihydrogen to experimentally probe the antimatter gravitational acceleration. In particular, the current goal of AEḡIS is to demonstrate pulsed cold antihydrogen production via charge-exchange reaction [17] :
where Ps * is a positronium atom excited to a Rydberg state, hence a state with high principal quantum number n, the sympolp denotes an antiproton, e − the standard electron andH * is a Rydberg-antihydrogen atom. The greatest advantage using the charge-exchange reaction is the scaling of its cross-section with n 4 . However, as the experiment has to be executed in a strong magnetic field of 1 T, the addressed Rydberg state must not be too high in order to avoid self-ionization. Furthermore, the Ps has to be in the right velocity regime because fast Ps components have a small cross-section [18] and their contribution to the charge exchange reaction is negligible.
Here, we neglect antiproton velocities, since these are generally two orders of magnitude smaller than for Ps, which allows in our case to monitor only the Ps-velocity distribution in order to characterize the charge exchange reaction. From the study of the charge-exchange crosssection performed in Ref. [18] it follows that the useful Ps-velocities range from zero up to ∼ 1.3 × 10 5 m s −1 , where the upper limit is defined by the heavily decreasing cross-section for the addressed Rydberg-state at higher velocities.
In this work we have produced slow (< 100 meV) ortho-positronium via implantation of positron bunches into a e + /Ps converter in the 1 T field of the AEḡIS apparatus. Positronium emitted into vacuum has been excited to a Rydberg state via the two-step transition 1 3 S → 3 3 P → Rydberg levels [19] . The velocity of produced Ps and the fraction of Rydberg-Ps surviving self-ionization caused by motional Stark effects in the magnetic field [20] have been characterized in view of the optimization of the charge-exchange cross-section. The characterization has been performed via MCP-imaging of ionized Ps [21] . In this paper we present the experimental results of the Ps-source characterization and the techniques by which we adjusted the system's parameters for creating Rydberg-Ps in view of antihydrogen production.
EXPERIMENT
The AEḡIS apparatus, the environment for the presented measurements, consists of: a positron system, able to accumulate up to some 10 7 positrons from a 25 mCi 22 Na source within few minutes and to magnetically transport them to a kicker, an isolated segment of the beam tube where a high potential pulse can be applied to (like this, the positrons can reach a few keV kinetic energy); a positron/positronium converter placed in the 1 T cryogenic environment (≈10 K) where antihydrogen will be formed; a laser system to excite positronium to Rydberg states; an antiproton trapping/cooling system (not operated for the measurements presented here). The used converter was a nanochanneled silicon target similar to the one reported in Ref. [22] with a channel diameter of about 10 nm and a depth of ∼1.5 µm. It was tilted by 30 • against the positron beam axis, while the implantation energy of positrons was set via the kicker to 4.6 keV in order to allow produced Ps atoms to cool enough before they are emitted into vacuum. The whole assembly for Rydberg-Ps production and excitation is sketched in Fig. 1 . For the measurements presented here, a few 10 6 positrons per bunch have been used. Positronium emission was observed to be slightly less than 10 % with respect to the implanted positrons [23] . The Ps yield was mainly limited by the adsorption of contaminants from vacuum over time [24] , which could not be removed from the converter due to a failure in the dedicated target heater.
The positronium excitation is achieved by two synchronized and superimposed laser pulses: The first one enabling the 1 3 S→ 3 3 P transition is a 1.5 ns long UVpulse, tunable from 204.9 nm to 205.2 nm at 80 µJ with a bandwidth of 118 GHz. The second is for the transition to Rydberg states, namely an IR-pulse, 3 ns long and tunable from 1671 nm to 1715 nm at 1.5 mJ with a bandwidth of 430 GHz. In addition, a 1064 nm IR-pulse at 55 mJ can be delivered in order to selectively photoionize all Ps in the 3 3 P state. The positron [25] and laser [19] systems are described in detail elsewhere.
The electrodes of the antihydrogen production trap, placed below the Ps-excitation area and partially visible in Fig.1 , allow to store antiprotons during the procedure. The maximal antihydrogen production rate within the magnetic field B (parallel to the z-axis) can be achieved by steering the highest Rydberg-Ps flux originating from the target towards that trap, and by optimizing the Ps-state as well as the laser-selected Ps velocity regime in the x-y plane. At the top of these trap electrodes is an opening covered by a meshed grid which allows Ps to enter. The exciting laser pulses are aligned parallel to the e + /Ps converter target, thus along the y-axis. In Fig. 1 we indicate the position of the UV and IR laser-beams which was used throughout the whole presented measurement series. A MACOR-screen has been placed in the proximity of the target in the x-z plane in order to image the laser pulses and monitor their position. For the measurements presented here, the laser position was set to −3.2 mm in z-direction and 1.7 mm in x-direction from the lower edge of the target. The timing of the laser pulses was synchronized with the positron implantation into the converter target, which was marked by the prompt annihilation peak of positrons on a nearby scintillator.
The characterization of the Ps velocity profiles and the fraction of Rydberg-Ps surviving self-ionization was studied by performing three different types of experimental procedures: (i) timing scans, (ii) Doppler scans and (iii) Rydberg self-ionization scans.
(i) The timing scans focused on the determination of the Ps-velocity component aligned with the vertical x-axis by means of photoionization of Ps atoms via a two-step optical transition and a subsequent mea-surement of the intensity distribution of released positrons. The timing scans were performed by changing the delay between positron implantation into the target and the trigger for laser excitation. Delays from 0 ns up to 270 ns were applied to both the UV-pulse exciting Ps via 1 3 S→ 3 3 P, operating at resonance (λ = 205.045 nm, taken as a reference in the following), and to the IR-pulse at 1064 nm in order to photoionize selectively the fraction of Ps in the n = 3 state. This fraction is expected to be about 15 % of the whole Ps-cloud being emitted into vacuum [19] .
The released photo-positrons were guided by the homogeneous 1 T magnetic field towards a Micro-Channel Plate coupled to a phosphor screen (MCP Hamamatsu F2223 + Phosphor screen P46) and imaged by this assembly [21] . The front-face of the MCP was biased to −180 V, the gain voltage between the two stages of the MCP has been set to 1120 V. The intensity distribution of the positrons released by Ps-photoionization vs. laser-pulse delays was thus acquired. Using the known x-position of the Ps origin, the time distribution can be converted to a discrete velocity distribution along the x-axis, v x .
(ii) The Doppler scans [19, 26] are performed in order to determine the Ps-velocity distribution parallel to the target, i.e. v y , and allow together with the timing scans a good total velocity-characterization within a 2π half-sphere. These scans were performed for fixed laser-delays (once 23 ns and 31 ns for a second series), but with linearly adjustable UV-wavelength between 204.900 nm and 205.200 nm in steps of 0.005 nm. Like this, one can investigate the 1 3 S→ 3 3 P transition in the vicinity of resonance. The IR laser was again set to 1064 nm as for (i) in order to produce photo-positrons.
(iii) The self-ionization scans reveal the fraction of Rydberg-Ps surviving the magnetically induced motional Stark field as a function of the effective principal quantum number n ef f , a quantum number characterizing the Rydberg states in fields that will be defined later. These scans were done by changing the IR-wavelength that is inducing the transition from 3 3 P→Rydberg. It was tuned from 1671 nm to 1715 nm, addressing effective Rydberg states between 14 and 22, while the UV-laser was kept unchanged and at the reference wavelength. Both laser pulses were synchronously delayed by 25 ns. The internal MCP gain voltage was increased to 1200 V in order to be more sensitive to the emerging positrons from self-ionization effects.
The intensity of the image on the MCP was thus acquired as a function of the effective n-state of Ps.
RESULTS AND DISCUSSION
The measurements produce a photo-positron induced image on the MCP+phosphor screen assembly, acquired by a CMOS camera (Hamamatsu C11440-22CU). An example for a signal after photoionization is shown in Fig. 2 . One can see the ionized positronium cloud (red), emerging from below the border of the target. Note that here for visual verification of the internal alignment the image was overlayed with an electron-image (green), where the MCP front-face was charged with +180 V, which attracted in turn photo-electrons released from all surfaces after irradiation with the UV-laser [27] . As a result, one can see the target border plus its holder on the top and the MACOR-screen on the left. The laser approaches from the right in this view. The back of the target seems also to emit photo-electrons, which we attribute to multiple scattering of the UV-laser. For analysis, only the positron-image was taken into account.
The transverse spatial profile and energy-distribution of both laser-pulses, which are well-described by a Gaussian, determine the absolute amount of ionized and thus detectable Ps-atoms. A fraction of the photo-released positrons, constrained to move along the magnetic field lines in z-direction, is hidden behind the target, the holder or just out of the MCP-range and is therefore not available for the analysis. The UV beam has a fullwidth-half-maximum (FWHM) of approximately 4.4 mm, which at the same time defines the border of a sufficiently high fluence guaranteeing saturation of the Ps excitation across the illuminated surface. The FWHM of the IR-laser is about ∼ 4−5 mm. For analysis, we choose several rather narrow windows in the x-y-plane on the MCP-image, of which we will present three specific ones labeled roi 1, roi 2 and roi 3 in Fig. 2 . The windows have an extent of 20 x 500 pixel (0.46 x 11.5 mm) and cover the visible region of 5 mm along the x-axis. As a consequence, not all of the windows are fully illuminated by the lasers. Generally, a narrow window is preferable since the broadness of the windows has an influence on how precise a specific velocity can be estimated in the case of timing scans. Furthermore, in the region close to the target border edge-effects (e.g. inhomogeneous fields) might influence the analysis.
As a first step in the experimental procedure, we had to place correctly the position of the positron-beam incident on the converter, which we used as reference for the Ps-origin. For this, we have measured the dimension of the positron-spot in the center of the MCP, which was found to be 0.46 mm. We then have moved up the positron implantation point by adjusting the current of a vertical correction coil in the positron-beamline, which did not influence the shape of the positron spot. A linear correlation of the vertical x-coordinate and the current in the correction coil was observed. By means of this The window roi 1 is 2.30 mm away from the Ps origin, roi 2 3.45 mm and roi 3 5.05 mm. We sum all the intensities within the windows and subtract a constant background for further processing.
calibration we were able to steer the positron implantation point to a fixed, hidden position on the positronium converter target. The distances between this point and the center of roi 1, roi 2 and roi 3 were found to be x 0 = 2.30(38) mm, 3.45(38) mm and 5.05(38) mm, respectively. The systematic errors on x 0 have been estimated by Gaussian error propagation, arising from the positron spot-size (±0.23 mm), the calibration measurement (±0.2 mm) and the broadness of the analysis window (±0.23 mm). The highest Ps flux has been assumed to originate from the center of the positron implantation spot.
(i) Timing scans
The timing scans were repeated three times, so that an average image could be calculated for each delay. The raw data-points' amplitudes, after background subtraction obtained from the signal at very long delays, were corrected for the natural decay of ground-state ortho-Ps by multiplying with e t/142 ns . Similar to Ps-TOF (time-of-flight) measurements, where one counts the gamma events of Ps annihilations that naturally occur in front of the detector, the method of photoionization requires the correction term x0 t in order to weight properly the contribution of positronium at different velocities and rois to the signal. The reason for this is that slower Ps-components will be detected many times in an analysis-window with non-negligible thickness over a range of delays, while faster components contribute inverse-proportionally less in the same range and same window (see also [28] ). Finally, we interpolated between the data-points to be used as eye-guides.
The reference time for the timing scans was taken as the moment when the prompt annihilation signal of implanted positrons was peaking. The annihilation radiation was detected with scintillator-slabs (EJ200) coupled to a photomultiplier-tube (PMT). The respective delays have been measured by acquiring the signal of an additional scintillating fibre + PMT, irradiated by the lasers where the UV contributes predominately. The laser-timing was defined as where the derivative of the signal has its maximum. Both these times were absolutely calibrated to each other as described in Ref. [29] , where the positron implantation is defined as t = 0. Furthermore, we assume the moment of positron implantation to be identical to the moment of Ps emission. This introduces a systematic uncertainty, since it takes some varying time before Ps actually is emitted into vacuum, depending on the positron implantation energy and the channel diameter. This so called permanence time can be estimated to be negligible for warm Ps (> few hundred meV) and around 10 ns for the cold fraction [Guatieri, F et al., in preparation]. However, compared to longer time-of-flights as for cold Ps, the permanence time loses its importance -especially for the more distant analysis windows. Therefore, although we synchronized the lasers to the prompt annihilation peak occurring at time zero, we can set this equal to the moment of Ps emission from the target. As a result, the velocity distributions obtained for distant windows are more trustworthy. In addition, the time-spread of the positron bunch (<10 ns FWHM) becomes less important at longer time-of-flights, too, so again we prefer to use far windows.
We obtain asymmetrical distributions of intensities over different delays, see Fig. 3 . After 160 ns, there is no remarkable signal anymore. We find that the distributions shift towards later times for windows that are more distant to the Ps origin, which is what one would expect. The shape of the distributions and peak intensities stay more or less constant for distances up to 3.5 mm, which approximately is the distance between Ps-source and laser center. After that, the intensity decreases, which suggests that we observe an solid-angle effect in the x-z plane, since the laser-coverage of the rois in zdirection is limited. We tested several laser positions along the z-direction and were able to recover always the same asymmetrical distributions with small differences between the first eight windows.
By using the relation v x = x 0 /t P s , we can translate the Ps time-of-flights into velocities using the distance x 0 between Ps-origin and analysis windows introduced before. The resulting velocity distributions were obtained by multiplying the time distributions with t 2 x0 (Jacobian determinant). In order to increase the statistics for small velocities (long time-of-flights), we rebined the velocity distribution. The result is reported in Fig. 4 . All distances investigated result in a velocity distribution peaking between 1.2 × 10 5 m s −1 and 1.8 × 10 5 m s −1 (orange Fig. 3 after the treatment specified in the text. The solid lines are an interpolation between the rebined data-points as eye-guide. The peakvelocities have been marked with orange spots not only for the defined analysis windows, but also for many additional windows with the same extent, sliding in steps of 10 pixel from the target border towards the trap electrodes. circles), where the more distant windows have the higher velocities. We attribute this to the Ps permanence time in the nanochannels, which makes up a certain part of the measured time t P s = t f light +t perma . As discussed above, maximizing the flight-time minimizes the disturbing effect of that permanence time so that a far window produces the best estimation for the velocity-distribution. However, the Ps intensity is very low here so that the relative errors increase. A good compromise is the window at 3.45 mm (blue curve in Fig. 4 ) from which we obtain our (reference) velocity distribution. It has a most fre-quent velocity component v x,max at 1.56(7) × 10 5 m s −1 . Here, the uncertainty denotes only the statistical part. The systematic errors of x 0 and of the laser-delay affect the whole distribution at once. As an example, the peak component can vary by ±0.31 × 10 5 m s −1 , which is mainly following from the uncertainties of permanence time and of the calibrations. We can now set the laserdelay to select a specific velocity-component and due to the size of the laser-beam, a broader range of velocities around the chosen component is addressed. The mean velocityv x of the whole reference velocity-distribution is 1.06(4) × 10 5 m s −1 .
A final remark with respect to the v x -component: The timing scans are quite precise at probing vertical velocities, but the measurement integrates over a very small fraction along the y-axis around zero due to the UV-laser bandwidth and a fraction along the z-axis due to the extent of the laser beam along that axis [21] . The integration along y can be treated as a constant throughout the whole measurement, as long as the laser properties are kept the same. Along the z-axis, the summed signal is mainly determined by the laser profile, so we choose the furthest window that did not show a decrease in intensity, thus roi 2 with x 0 =3.45 mm distance.
(ii) Doppler scans
The Doppler scans were repeated five times so that we could average the images per wavelength. The v ydistribution has been extracted from the photoionization images in the following way. Within the reference analysis window, all intensity values of one averaged image have been summed up and a constant background, i.e. the average value of a region on the MCP image where no Ps can be photoionized, was subtracted. Repeating this for all wavelengths, one obtains the photoionizationsignal dependent on the UV-laser setting. Furthermore, the wavelength can directly be expressed as the Ps velocity-component v y propagating parallel/antiparallel to the laser beam by using the Doppler relation:
where c is the speed of light in vacuum and λ r = 205.045 nm the reference wavelength for the excitation of the n = 3 manifold in our experimental conditions. In Fig. 5 the summed intensities are shown as a function of the velocity v y as well as Gaussian fits, from which the sigmas of the distributions have been extracted. Doppler scans strictly distinguish between velocities propagating towards the light source and those moving away from it. This is expressed by positive and negative velocities in Fig. 5 , respectively. Note that this measurement of the v y -distribution is completely independent from the result of timing scans, which led to the v x -distribution.
The peak at zero velocity is a geometrical consequence of the laser alignment parallel to the target and of the (approximately) isotropical distribution of the Ps cloud. The plot labeled a), with a laser delay of 23 ns, has a sigma of 1.03(3) × 10 5 m s −1 . The plot labeled b), with a set delay of 31 ns, has a sigma of 0.94(2) × 10 5 m s −1 . For greater delays, the velocity of positronium being in the visible region on the MCP seems a bit decreased, which could be due to faster Ps components having moved out of view or due to a non-isotropic Ps-emission from the target. These velocities correspond the the mean velocity of the distribution aligned with the y-axis, which compares well to the mean velocity of the reference v x -distribution obtained in the previous paragraph, justifying the assumption of isotropic Ps emission from the target.
The best UV-wavelength for AEḡIS' setup is the one where the greatest fraction of Rydberg-Ps is moving towards the meshed grid at the top of theH-production trap. With the current alignment of laser, target and trap this is just the v y = 0 component, i.e. λ = λ r . (iii) Self-ionization scan of Rydberg-Ps Rydberg-Ps has a strong dipole moment scaling with the principal quantum number squared. Hence, it is sensibly affected by electric fields despite the general neutrality of Ps. This, on one hand, enables motional control for example via Stark deceleration as described in Ref. [30] , but on the other hand it also puts constraints to its production in a strong 1 T magnetic field: here the motion of Rydberg-Ps induces an electrical field following F mot = v × B. This is the so called motional Stark effect and its strength depends on the velocity component perpendicular to the magnetic field, here v x . The presence of this electric field can cause self-ionization of the moving Ps-atom. In particular, the minimal electric field causing ionization on some Ps-states, usually called the ionization threshold, generally depends on a principal quantum number n [20, 31] and can be written in our case as:
Here, E P s is the Rydberg energy for positronium (equal to 6.8 eV), e is the electric charge and a 0 is the standard Bohr-radius, while n ef f represents an effective quantum number depending only on the wavelength λ characterizing the n = 3 → Rydberg transition through the wellestablished Rydberg-formula for hydrogen-like systems:
This reformulation is possible since the distribution of Ps-Rydberg-states resembles a continuum rather than well-separated single states as the classical formula would imply. In fact, the presence of the motional Stark effect is highly relevant for Rydberg-excited Ps-atoms: it destroys the axial symmetry and determines via mixing of and m sub-states the spread of energy levels for the n-manifold. It also determines the interleaving of nearby n-manifolds, finally leading to a quasi-continuum structure of energy levels [20, 32] . This also has the consequence that the efficiency of the transition n = 3 → Rydberg is essentially dominated by the IR-laser's bandwidth of 430 GHz.
By using the relation in Eq. 4, one finally obtains the self-ionization limit as a function of the IR-excitation wavelength λ:
and from the relation v x,limit = F limit /B, with B = 1 T, the corresponding limiting velocity that is used in the following analysis of experimental data.
Also in the case of self-ionization positrons are set free which can be imaged on the MCP, although the number of detectable particles is smaller. Therefore, unlike before, we used a larger analysis window ranging from the target border to roi 2 for a better signal intensity, and divided it by the corresponding sum from a measurement at the lowest possible wavelength (λ = 1671 nm). At this lowest wavelength, we expect a self-ionization signal of around 95 % according to the velocity distribution found in the previous paragraph and to an ionization threshold of 6 × 10 4 m s −1 as can be calculated by using Eq. 5. The UV-laser again was set to the reference wavelength. The result of the self-ionization scan for a fixed delay of 25 ns is shown in Fig. 6 (black circles with error bars). For λ = 1700 nm (i.e. n ef f ≈ 16), only about 25 % ionize, thus this state seems a reasonable choice when optimizing the charge exchange reaction, as the visible self-ionizing Ps is still very dim, while n ef f is not too small. The velocimetry result of Fig. 4 has been used to model the self-ionizing fraction of Rydberg-Ps. For each IR-wavelength, the threshold of self-ionization and the corresponding limiting velocity v x, limit have been calculated from Eq. 5. Then, the fraction of self-ionizing positronium has been computed via numerical integration: all bins with a velocity higher than the ionizationlimit contribute to a signal-integral which then has been divided by the outcome of an integration over all velocities. The model (blue squares) is plotted together with the measured self-ionization over the wavelengths in Fig.  6 . The model follows well the course of the measured self-ionization when choosing the velocity distribution resulting from roi 2. The model using the far window roi 3 is extremely sensitive to a correct background subtraction, as the signal is rather weak leading to huge errors. The model using the very close window roi 1 is under-sampling the fast velocity components, which are predominately defining the self-ionization signal, and consequently underestimates the real self-ionization signal.
Expected impact on theH-production cross-section
The cross-section forH-production via the chargeexchange reaction was studied theoretically by different groups. Classical simulations [18] based on Monte-Carlo numerical experiments have given insight into the process for Rydberg states up to n = 50. Quantum effects have also been studied in simulations up to n = 5, but subsequent investigations have pointed out that the scaling laws are identical [33, 34] . Within the framework of the classical Monte-Carlo approach, the predicted crosssection gets larger with increasing Ps principal quantum number n (proportional to n 2 at very small velocities and to n 4 at intermediate ones), and decreases monotonically with the Ps velocity, becoming negligible at the fast end. By using this studies, one can optimize the described Rydberg-Ps source for future efficient antihydrogenproduction in AEḡIS. For this purpose, we weighted the classical cross-section with the measured reference v xvelocity distribution of Ps. This has been done for all accessible IR-wavelengths. The result for λ IR = 1700 nm is shown in Fig. 7 . The weighted cross-section shows a maximum in a region of velocities near 8 × 10 4 m s −1 which is due to the strong suppression of faster components. At the same time, very slow components get enhanced a lot, which demands a good signal-to-noise-ratio here in order to exclude an accidental background up-scaling. When properly tuning the laser pulses' delay and thus the selected range of velocities, one can maximize the weighted cross-section (with an optimal velocity v best ). More so, as it is expected to progressively increase with decreasing λ IR . If v best is smaller than the limiting velocity v x,limit for a given IR-wavelength, it is convenient to address positronium with that velocity to have the highest weighted crosssection forH-production. On the other side, if v best is greater than the limiting velocity, positronium travelling with that velocity would self-ionize and cannot be used. In this case, Ps with a velocity regime slightly before the limit should be addressed by an appropriate choice of laser delay.
In Fig. 8 the behaviour of v best and of v x,limit is shown as a function of the IR-wavelength. For λ IR ≥ 1680 nm, v best is lower than v x,limit . For example, the weighted cross-section gains a factor of 2.5 when going from 1700 nm to 1671 nm with our Ps-source, despite the dramatic increase in self-ionization. The improvement originates from the scaling of the surviving fraction with n 4 . Additionally, when increasing the positron implantation energy, one could obtain a slower Ps velocitydistribution, which potentially allows to reduce the wavelength even more as the self-ionizing fraction is reduced.
CONCLUSIONS
In this work we have characterized the velocity emission of positronium from a nanochanneled positron/positronium converter in a cryogenic environment within a magnetic field of 1 T. The self-ionization of positronium due to motional Stark effect has also been studied as a function of the wavelength of the IR-laser exciting Ps to Rydberg states, with an effective principal quantum number n ef f ranging between 14 and 22. The measurements have been performed by means of MCP-imaging of ionized positronium. In the case of velocimetry, positronium was photoionized after excitation, while for the study of the motional Stark-effect, self-ionized Rydberg-positronium has been imaged. The velocimetry was performed for two axis. The velocitycomponents aligned parallel to the laser beam have been studied by Doppler-scanning the UV-wavelength populating the n = 3-manifold, the velocity-components perpendicular to the laser and to the magnetic field were measured by timing scans of the delays for the laser pulses. The choice of the positronium velocity and Rydberg state of the atom has been discussed in view of their optimization forH-production via charge exchange reaction. In future measurements, we plan to improve the target-heating system for cleaning the Ps converter from contaminants in order to maintain a high yield of Ps. This cleaning may also beneficially affect the cooling efficiency of the converter, as well as using slightly higher implantation energies.
