Abstract. We present an alternative way to recover the recent result from [2] using the pseudoconformal transformation.
Introduction
Recall that the solution of the Schrödinger equation i∂ t u(x, t) + ∆u(x, t) = 0, x ∈ R n , t ≥ 0
with initial data u 0 ∈ L 2 (R n ) is given by u(x, t) = e it∆ u 0 (x) = A fundamental open question for n ≥ 2 is identifying the smallest Sobolev index s > 0 for which lim t→0 u(x, t) = u 0 (x) a.e., for each u 0 ∈ H s (R n ).
The main goal of this note is to give an alternative argument for the following recent result of Lucà and Rogers, which proves a lower bound on the Sobolev regularity index s. . Then there exist R k → ∞ and f k ∈ L 2 (R n )
with f k supported in the annulus |ξ| ∼ R k such that
We use the pseudoconformal symmetry, according to which, if u(x, t) solves (1) then so does v(x, t) = 1 t n/2ū (
Moreover, the initial data of the two solutions will have comparable L 2 norms. See the Appendix. We will start with a solution u (the same as the one in [2] ) that is big on a cartesian set X × T of (x, t). The set X will be a small neighborhood of a rescaled copy of Z n inside [−1, 1] n , while T will be a discrete lattice inside t ∼ 1. The measure of X will be significantly smaller than 1, of order R −αn k , for some α n > 0. The property that our construction exploits is that the set Y = X T can be made much larger than X, in fact it can be made to have measure comparable to 1. Note that the new solution v will now be big for each x ∈ Y (for some t depending on x). This will be enough to prove Theorem 1.1.
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Let us compare our approach with other recent ones. Lucà and Rogers [2] use the Galilean symmetry, according to which if u(x, t) solves (1) then so does
for arbitrary θ ∈ R n . Moreover, the initial data of the two solutions will have comparable L 2 norms. As mentioned before, they start with the same u, and thus have the same X, T . Their observation is that, for appropriate θ, the set Y = X − θT will have measure comparable to 1.
Bourgain [1] constructs a solution u which has two attributes. On the one hand, it is big on a cartesian product X × {0}. So T = {0}. The second property of u is that it is very symmetrical, almost invariant under a certain space-time translation. More precisely, for an appropriate
will hold for all x ∈ B(0, 1) and all t, s ∼ 1. The original small set X where u was large gets amplified from the fact that the x projection of the set
, 10]ν has measure comparable to 1.
In both our example and the one from [2] , the Fourier transform u 0 of the initial data is essentially the characteristic function of a small neighborhood of a rescaled (and truncated) copy of Z n . In Bourgain's construction, the mass lives on a small portion of this set, where lattice points are restricted to a sphere. The key is that the lift of this sphere to the paraboloid (ξ, |ξ| 2 ) is a collection of points that live in a hyperplane H ⊂ R n+1 . The existence of a nonzero vector ν ∈ H ⊥ is what makes the remarkable symmetry (3) possible.
In terms of the actual mathematics that is involved in proving that the enhanced set Y has measure comparable to 1, the three methods described above are at least superficially different. Lucà and Rogers derive a quantitative version of the ergodic theorem involving the Funk-Hecke theorem. Bourgain uses a bit of Fourier analysis but his argument also has diophantine flavor. Our argument elaborates on a quantitative version of the multidimensional Dirichlet principle, which in its simplest form can be stated as follows.
Here and in the following, x will denote the distance of x to Z. The proof of this lemma is an immediate application of pigeonholing.
It is hard to conjecture what the optimal s in Theorem 1.1 should be. The authors feel that the likeliest possibility is s = n 2(n+1)
. If one runs a multilinear type Bourgain-Guth argument for this problem (as was done in [1] ), the n + 1 linear term has a favorable estimate consistent with this value of s. Another interesting question is whether the optimal s is the same for a larger class of curved hyper-surfaces (ξ, ϕ(ξ)) generalizing the paraboloid (ξ, |ξ| 2 ). It is worth mentioning that Bourgain exhibits a surface
with A positive definite, for which a stronger result is proved: Theorem 1.1 will hold even with s < n−1 2n
(n ≥ 3) and s < . Then there exist
We will prove this in the end of the section, using some elementary number theoretical results derived in Section 3.
For 0 < u < v define the annuli A u,v = {x ∈ R n : u < |x| < v}.
. Fix a Schwartz function θ on R n whose Fourier transform is supported inside A 4 −n−3 ,4 √ n and equals 1 on A 4 −n−2 ,2 √ n . The next three lemmas are used to align the phases of an exponential sum so that the absolute value of the sum is comparable to the number of exponentials in the sum.
Lemma 2.2. There exists ǫ 1 > 0 so that for each R large enough, the following holds:
For each x ∈ A 4 −n−2 ,2 √ n , each t ∈ (0, 1) and each ξ ′ ∈ R n with |ξ
Proof Let
Use the fact that e 2πix·ξ θ(ξ)dξ = 1.
Then estimate
Choose first C so that |ξ|>C |θ(ξ)|dξ < 1 4 .
Then note that sup
Choose ǫ 1 so small that
for all R large enough.
The following lemma is rather trivial.
For ǫ 2 > 0 small enough (depending only on θ, as revealed in the proof of Proposition 2.4), define
and
Define also the Fourier transform of the initial data
Note that
The following is essentially proved in (3.2) from [2] .
Proposition 2.4. We have the following lower bound for each
Proof Note first that
One easily checks that for (x, t) ∈ X × T and ξ ′ ∈ Ω we have
where ǫ 3 can be chosen as small as desired by choosing ǫ 2 small enough. In particular, we can make sure that
|θ|}.
It suffices now to combine this with Lemma 2.2 and Lemma 2.3, once we also note that
Recall that u 0 depends on R, so we might as well write u 0 = u 0,R . Let now u 0,R (x, t) = e it∆ u 0,R (x) and let
be its pseudoconformal transformation. The proposition in the Appendix shows that v R solves the Schrödinger equation with some initial data that we call v 0,R . We record the properties of v R in the following proposition.
Proposition 2.5. We have for each large enough R such that R σ is an integer
Proof The first property follows from (7) and (13). The second one follows from (5) and (14). The third one is a consequence of the first two. The fourth one also follows from (14) and (6).
Let now s < n 2(n+2)
. The proof of Theorem 2.1 for this s will now immediately follow by choosing σ < 
Proof Using Lemma 1.2, we know that (12) holds for each (y 1 , . . . , y n ) ∈ [0, 1] n , if we allow p ∈ [1, N + 2]. We need an upper bound for those (y 1 , . . . , y n ) corresponding to 1 ≤ p ≤ 4 −n−1 N. For each p define
The crude estimate
Proof It suffices to prove that
This can be written as |U| ≥ .
