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Abstract. We consider the numerical approximation of compressible flow in a pipe net-
work. Appropriate coupling conditions are formulated that allow us to derive a variational
characterization of solutions and to prove global balance laws for the conservation of mass
and energy on the whole network. This variational principle, which is the basis of our fur-
ther investigations, is amenable to a conforming Galerkin approximation by mixed finite
elements. The resulting semi-discrete problems are well-posed and automatically inherit the
global conservation laws for mass and energy from the continuous level. We also consider the
subsequent discretization in time by a problem adapted implicit time stepping scheme which
leads to conservation of mass and a slight dissipation of energy of the full discretization.
The well-posedness of the fully discrete scheme is established and a fixed-point iteration is
proposed for the solution of the nonlinear systems arising in every single time step. Some
computational results are presented for illustration of our theoretical findings and for demon-
stration of the robustness and accuracy of the new method.
Keywords: compressible flow, variational methods, energy estimates, Galerkin
approximation, mixed finite elements, implicit time discretization
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1. Introduction
This paper addresses the numerical approximation of flow problems governing the propa-
gation of a compressible fluid in a pipeline network. On every single pipe e, the conservation
of mass and the balance of momentum shall be modeled by
∂tρe + ∂xme = 0,
∂tme + ∂x
(m2e
ρe
+ pe
)
= aeρe∂x(
1
ρ2e
∂xme)− be |me|me
ρe
.
Here ρe is the density, me = ρeue is the mass flux, and ue is the velocity of the flow. The
parameters ae, be are assumed to be constant and non-negative. As equation of state, relating
the density ρe to the pressure pe, we utilize
pe(ρ) = ceρ
γ, γ > 1, ce > 0,
and we use a corresponding potential energy density of the form [18]
Pe(ρ) = ρ
∫ ρ
0
pe(s)/s
2ds =
ce
γ − 1ρ
γ.
As indicated below, more general situations including the isothermal flow of real gas scan
be considered as well. The above equations describe the conservation of mass and energy in
E-mail address: egger@mathematik.tu-darmstadt.de.
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2 A MIXED FINITE ELEMENT METHOD FOR COMPRESSIBLE FLOW
isentropic flow of a compressible fluid within the pipe e with possible dissipation of energy
through viscous forces and friction at the pipe walls. The particular form of the viscous term
will become clear from our analysis. Note that for constant density ρ = ρ¯ we have
ρ¯∂x
(
1
ρ¯2
∂xm
)
= ∂xxu.
The viscous term in the above equations thus is in principle of the form as the one usually
employed in the compressible Navier-Stokes equations [8, 15, 18]. In order to correctly de-
scribe the conservation of mass and energy at junctions v of several pipes e ∈ E(v) of the
network, we require the following coupling conditions to hold true at the junctions:∑
e∈E(v)
me(v)ne(v) = 0,
me(v)
2
2ρe(v)2
+ P ′e(ρe(v)) = hv +
ae
ρ2e
∂xme(v), ∀e ∈ E(v).
Note that the value of hv is assumed to be independent of e. For the inviscid case ae = 0,
the second equation describes the continuity of the specific stagnation enthalpy [16, 21]; here
we additionally take into account the viscous forces. The two coupling conditions imply that
the fluxes of mass and energy through a junction v sum up to zero and therefore no mass or
energy is generated or annihilated. This will become clear from our analysis below.
There has been intensive discussion about the appropriate coupling conditions for com-
pressible flow in pipe networks. The first condition stated above is equivalent to conservation
of mass at the junction and out of doubt; see e.g. [4, 10, 19]. In contrast to that, various
different relations have been considered as a second coupling condition: continuity of the
pressure p is used frequently in the modeling and simulation of pipeline networks [1, 11, 19].
As shown in [6, 21], this condition may lead to unphysical solutions for junctions of more
than two pipes. Also the continuity of the dynamic pressure m2/ρ+p(ρ) proposed in [5, 6, 20]
may in general lead to unphysical solutions; see [16, 21]. The continuity of the stagnation
enthalpy on the other hand leads to entropic solutions for all subsonic flow conditions for
junctions connecting several pipes of arbitrary cross-sectional area [21]. Our second coupling
condition in addition accounts for the viscous forces. In the course of the manuscript, we
will provide a derivation of the two coupling conditions based only on the rationale that the
mass and energy should be conserved at the junctions.
A vast amount of literature is devoted to numerical methods for compressible flow in
a single pipe. Most of the schemes that have been proven to be globally convergent to
weak solutions of the compressible Navier-Stokes equations are formulated in Lagrangian
coordinates [22, 23, 24]. This makes their generalization to networks practically infeasible.
Finite volume methods on the other hand are typically formulated in a Eulerian framework
and many partial results on their stability and convergence are available; see [14] and the
references given there. The correct handling of coupling conditions in the network context,
however, seems not straight forward; see [3] for analytical reasons. A globally convergent non-
conforming finite element for the compressible Navier-Stokes equations has been proposed and
analyzed recently [9, 12, 13]. Due to the somewhat unusual form of the coupling conditions,
a direct generalization of this method to pipe networks again seems not feasible.
In this paper, we therefore propose an alternative strategy for the numerical approximation
of one-dimensional compressible flow that naturally generalizes to networks and that allows
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to establish the conservation of mass and energy in a rather direct manner. The two coupling
conditions stated above naturally arise in the derivation of a special variational characteri-
zation of solutions for the compressible flow problem given below. This variational principle
encodes the conservation of mass and energy much more directly as previous formulations
and in addition turns out to be amenable to a conforming Galerkin approximation in space.
As a particular discretization, we consider in detail a mixed finite element method for which
we prove conservation of mass and energy independently of the topology of the network and
of the mesh size. In addition, we also investigate the discretization in time by a problem
adapted implicit time stepping scheme that allows to establish global balance relations for
mass and energy also for the fully discrete scheme. The final method provides exact con-
servation of mass and a slight dissipation of energy due to numerical dissipation caused by
the implicit time stepping strategy. We establish the well-posedness of the fully discrete
scheme and consider a problem adapted fixed-point iteration for the numerical solution of
the nonlinear systems arising in every time step.
The numerical approximations obtained with our method automatically satisfy uniform
energy bounds. This is the first step and main ingredient for the proof of global existence of
weak solutions to the compressible Navier-Stokes equations [8, 15, 18] and also for their sys-
tematic numerical approximation [9, 12, 13]. Our method is comparably simple and directly
inherits the basic conservation principle for mass and energy from the continuous problem.
Moreover, our approach naturally extends to pipeline networks. We strongly belief that with
similar arguments as in [13], it might be possible to obtain a complete convergence analysis
also for the method proposed in this paper. This is however left as a topic for future research.
The remainder of the manuscript is organized as follows: In Section 2, we introduce our
notation and provide a complete definition of the compressible flow problem to be considered.
Section 3 is then devoted to the derivation of the variational principle, which is the basis for
the design of our numerical method. In Section 4, we discuss the discretization of the weak
formulation in space by a conforming Galerkin approach using mixed finite elements, and we
establish conservation of mass and energy for the resulting semi-discretization. Section 5 is
then devoted to the subsequent discretization in time. In Section 6, we discuss some details of
the implementation of the fully discrete scheme. For illustration of our theoretical results, we
also present some preliminary computational results for standard test problems in Section 7.
We close with a short summary and a discussion of topics for future research.
2. Notation and problem statement
Let us briefly summarize our main notation used in the rest of the paper and then provide
a complete definition of the flow problem under consideration.
2.1. Topology and geometry. The topology of the pipe network will be represented by a
finite, directed, and connected graph G = (V , E) with vertices V = {v1, . . . , vn} and edges
E = {e1, . . . , em} ⊂ V ×V . For any edge e = (v1, v2), we denote by V(e) = {v1, v2} the set of
vertices of the edge e = (v1, v2), and we denote by E(v) = {e = (v, ·) or e = (·, v)} the set of
edges incident on v. The set of vertices can be split into inner vertices V0 = {v : |E(v)| ≥ 2}
and boundary vertices V∂ = V \V0. For any edge e = (v1, v2), we further define two numbers
ne(v1) = −1 and ne(v2) = 1,
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marking the in- and outflow vertex and thus defining the orientation of the edge. The matrix
N ∈ Rn×m given by Nij = nej(vi) is usually called the incidence matrix of the graph [2]. For
illustration of the above notions by a particular example, see Figure 2.1.
v1 v2
v3
v4
e1
e2
e
3
Figure 2.1. Graph G = (V , E) with vertices V = {v1, v2, v3, v4} and edges
E = {e1, e2, e3} defined by e1 = (v1, v2), e2 = (v2, v3), and e3 = (v2, v4).
Here V0 = {v2}, V∂ = {v1, v3, v4}, and E(v2) = {e1, e2, e3}, and the non-zero
entries of the incidence matrix are ne1(v1) = ne2(v2) = ne3(v2) = −1 and
ne1(v2) = ne2(v3) = ne3(v4) = 1.
To each edge e ∈ E , we further associate a parameter `e > 0 representing the length of the
corresponding pipe. Throughout the presentation, we tacitly identify the interval [0, `e] with
the edge e which it corresponds to. The values `e are stored in a vector ` = (`e)e∈E . The
triple G = (V , E , `) is called a geometric graph [17] and serves as the basic geometric model
for the pipe network for the rest of the manuscript.
2.2. Function spaces. We denote by
L2 = L2(E) = {u : u|e = ue ∈ L2(e) ∀e ∈ E}
the space of square integrable functions defined over the network. Here and below, we tacitly
identify L2(e) with L2(0, le) and with slight abuse of notation, we write
(ue, ve)e =
∫
e
uevedx =
∫ v2
v1
uevedx =
∫ le
0
uevedx.
The scalar product of L2(E) is then defined by
(u, v)E =
∑
e∈E
(ue, ve)e.
We further denote by
Hs(E) = {u ∈ L2(e) : ue ∈ Hs(e) ∀e ∈ E}
the broken Sobolev spaces of piecewise smooth functions. The broken derivative of a piecewise
smooth function u ∈ H1(E) is denoted by ∂′xu and given by
(∂′xu)|e = ∂x(u|e) for all e ∈ E .
This allows us to equivalently define H1(E) = {v ∈ L2(E) : ∂′xv ∈ L2(E)}. Note that for any
parameter s > 1/2, functions in Hs(E) are continuous along every edge e, but they may in
general be discontinuous across inner vertices v ∈ V0. We will further make use of the space
H0(div) := {m ∈ H1(E) :
∑
e∈E(v)
me(v)ne(v) = 0 ∀v ∈ V}
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of conservative flux functions which vanish at the boundary of the network. Let us finally
note that for all p,m ∈ H1(E) we have the following integration-by-parts formula
(∂′xp,m)E = −(p, ∂′xm)E +
∑
v∈V
∑
e∈E(v)
pe(v)me(v)ne(v).
This identity follows directly from the definition of (∂′xp,m)E =
∑
e∈E(∂xpe,me)e, integration-
by-parts on every edge, and summation over all elements. The interface terms drop out if, in
addition, p is continuous across junctions v and if m ∈ H0(div); this will be utilized below.
2.3. Problem description. Let G = (V , E , `) be a geometric graph as introduced in the
previous section. The problem under investigation then consists of the following differential
and algebraic equations. We look for functions ρ, m of time and space, such that
∂tρe + ∂xme = 0, ∀e ∈ E (2.1)
∂tme + ∂x
(
m2e
ρe
+ pe
)
= aeρe∂x
(
1
ρ2e
∂xme
)
− be |me|me
ρe
, ∀e ∈ E . (2.2)
Recall that fe = f |e denotes the restriction of a function f to the edge e. The equations here
and below are tacitly assumed to hold for all t > 0. We further assume that the pressure and
potential energy density are related to the density of the fluid by
pe(ρ) = ceρ
γ and Pe(ρ) =
ce
γ − 1ρ
γ, γ > 1. (2.3)
More general equations of state can be handled without much difficulty. In our analysis, we
will actually only make use of the basic identity [18]
ρP ′e(ρ)− Pe(ρ) = pe(ρ).
This allows to apply our basic arguments directly also to the isothermal flow of real gases.
The parameters ae, be, ce are assumed to be non-negative and constant on every pipe.The
value of ce > 0 may be different on every edge e, which allows to deal with pipes of different
cross-section. In addition to the conservation laws on the individual pipes, we assume that
the following coupling conditions hold at every internal vertex v ∈ V0 of the network:∑
e∈E(v)
me(v)ne(v) = 0, ∀v ∈ V0, (2.4)
me(v)
2
2ρe(v)2
+ P ′e(ρe(v)) = hv +
ae
ρ2e
∂xme(v), ∀v ∈ V0, e ∈ E(v). (2.5)
To complete the system description, additional conditions have to be imposed at the boundary
vertices. For ease of presentation, we assume here that the network is closed such that no
mass can enter or leave the network via the boundary, i.e.,
me(v)ne(v) = 0, ∀v ∈ V∂. (2.6)
Again, more general boundary conditions could be considered without much difficulty. To
uniquely determine the solution, we finally assume access to the initial values
ρ(0) = ρ0 and m(0) = m0 (2.7)
for the density and the mass flux. These will only play a minor role in our considerations.
To ensure that all equations are well-defined, we have to require that the functions ρ, m have
certain smoothness properties and that ρ > 0 during the evolution.
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Notation 2.1. By smooth solution of (2.1)–(2.6), we understand a pair of functions
(ρ,m) ∈ C1([0, T ];L∞(E)× L2(E)) ∩ C([0, T ];H1+(E)×H2(E))
satisfying the equations for all t > 0 and a.e. on E . Here H1+(E) = {ρ ∈ H1(E) : ∃ρ > 0 : ρ ≥
ρ a.e. on E} shall denote the space of uniformly positive piecewise smooth functions.
3. A variational principle
We now present a variational characterization for solutions of (2.1)–(2.6) which is directly
related to the conservation of mass and energy. This weak formulation will be at the center of
our considerations and later on serve as the starting point for the numerical approximation.
3.1. A variational characterization. The first equation in the variational principle below
directly follows from the continuity equation. To motivate the somewhat unusual form of the
second equation, let us consider the change of kinetic energy, given by
d
dt
(m2
2ρ
)
=
(m
ρ
)
∂tm−
(m2
2ρ2
)
∂tρ =
(1
ρ
∂tm− m
2ρ2
∂tρ
)
m.
The time derivative of the local kinetic energy is thus obtained by a weighted linear combi-
nation of the time derivatives arising in (2.1) and (2.2). With this in mind, we arrive at the
following variational characterization of solutions to the compressible flow problem.
Lemma 3.1 (Variational principle).
Let (ρ,m) be a smooth solution of (2.1)–(2.6) in the sense of Notation 2.1. Then
(∂tρ, q)E = − (∂′xm, q)E ,(
1
ρ
∂tm− m
2ρ2
∂tρ, v
)
E
=
(
m2
2ρ2
+ P ′(ρ)− a
ρ2
∂′xm, ∂
′
xv
)
E
−
(
m
2ρ2
∂′xm+ b
|m|m
ρ2
, v
)
E
,
for all q ∈ L2, all v ∈ H0(div), and all t > 0. Note that the functions ρ and m here depend
on t, while the test functions q and v are independent of time.
Proof. The first equation follows by multiplying (2.1) with test functions qe ∈ L2(e), integra-
tion over e, and summation over all edges. Using (2.1), one can see that
−me
2ρ2e
∂tρe =
me
2ρ2e
∂xme.
From equation (2.2), we then obtain
1
ρe
∂tme = − 1
ρe
∂x
(
m2e
ρe
+ pe(ρe)
)
+ ae∂x
(
1
ρ2e
∂xme
)
− be |me|me
ρ2e
.
The first term on the right hand side of the previous equation can be replaced by
1
ρe
∂x
(
m2e
ρe
)
= ∂x
(
m2e
ρ2e
)
+
me
ρ2e
∂xme.
Using the constitutive equation (2.3), we obtain for the second term
1
ρe
∂xpe(ρe) = ∂x
(
pe(ρe)
ρe
)
+
pe(ρe)
ρ2e
∂xρe
= ∂xP
′
e(ρe)− ∂x
(
Pe(ρe)
ρe
)
+
pe(ρe)
ρ2e
∂xρe = ∂xP
′
e(ρe).
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The last identity follows from the relation between pressure and potential energy density. A
combination of the four identities stated above directly leads to
1
ρe
∂tme − me
2ρ2e
∂tρe = −∂x
(
m2e
2ρ2e
+ P ′e(ρe)−
ae
ρ2e
∂xme
)
− me
2ρ2e
∂xme − be |me|me
ρ2e
.
Next we multiply this equation by a test function ve on every edge e, integrate over e, and
then sum up over all edges e. In compact notation, the resulting identity reads(
1
ρ
∂tm− m
2ρ2
∂tρ, v
)
E
= −
(
∂′x
(
m2
2ρ2
+ P ′(ρ)− a
ρ2
∂′xm
)
, v
)
E
−
(
m
2ρ2
∂′xm+ b
|m|m
ρ2
, v
)
E
.
We can now use integration-by-parts for the first term on the right hand side. Using the
continuity condition (2.5) and assuming v ∈ H0(div), all interface terms in the integration-
by-parts formula vanish, and we arrive at the second identity of the variational principle. 
3.2. Conservation of mass and energy. As an immediate consequence of the variational
characterization of smooth solutions, we obtain the following global balance relations.
Lemma 3.2 (Balance of mass and energy).
Let (ρ,m) be a smooth solution of (2.1)–(2.5) in the sense of Notation 2.1. Then
d
dt
∫
E
ρdx = 0
and
d
dt
∫
E
m2
2ρ
+ P (ρ)dx+
∫
E
a
ρ2
|∂′xm|2 + b
|m|3
ρ2
dx = 0,
i.e., the total mass is conserved and the total energy is dissipated at any point in time.
Proof. As shown in the previous lemma, any smooth solution satisfies the above variational
principle. Testing the first variational equation with q = 1 leads to
d
dt
∫
E
ρdx = (∂tρ, 1)E = −(∂′xm, 1)E = −
∑
v∈V
∑
e∈E(v)
me(v)ne(v) = 0.
Here we used integration-by-parts in the third step, and the coupling and boundary conditions
stated in (2.4) and (2.6) in the last step. For the second assertion, observe that
d
dt
∫
E
m2
2ρ
+ P (ρ)dx =
(
1
ρ
∂tm− m
2ρ2
∂tρ,m
)
E
+
(
∂tρ, P
′(ρ)
)
E
= (∗).
Testing the variational principle with q = P ′(ρ) and v = m, we further obtain
(∗) =
(
m2
2ρ2
+ P ′(ρ)− a
ρ2
∂′xm, ∂
′
xm
)
E
−
(
m
2ρ2
∂′xm,m
)
E
−
(
b
|m|m
ρ2
,m
)
E
−
(
∂′xm,P
′(ρ)
)
E
= −
(
a
ρ2
∂′xm, ∂
′
xm
)
E
−
(
b
|m|m
ρ2
,m
)
E
.
This shows the energy identity stated in the lemma and completes the proof. 
As a direct consequence of the previous lemma, we obtain the following basic identities.
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Lemma 3.3 (Conservation of mass and energy).
Let (ρ,m) be a smooth solution of (2.1)–(2.7) in the sense of Notation 2.1. Then∫
E
ρ(t)dx =
∫
E
ρ0dx
and ∫
E
m(t)2
2ρ(t)
+ P (ρ(t))dx+
∫ t
0
∫
E
a
|∂′xm(s)|2
|ρ(s)|2 + b
|m(s)|3
|ρ(s)|2 dx ds =
∫
E
m20
2ρ0
+ P (ρ0)dx.
This shows that the total mass is conserved and that the energy is decreased only by
dissipation due to viscous forces and friction. Note that the sum of total and dissipated
energy is conserved as well, which is why we speak of energy conservation also in the presence
of viscous forces and friction. The uniform bounds for the energy and the dissipation terms
allows us to prove the existence of solutions to finite dimensional approximations later on.
3.3. Comments on the variational principle. Let us briefly put the results of the previ-
ous lemmas into perspective: The proof of Lemma 3.2 reveals that the variational principle
of Lemma 3.1 is very tightly connected to the global conservation laws for mass and energy.
The last step in the proof of Lemma 3.1 additionally shows that the coupling conditions
(2.4)–(2.5) are the natural ones for this weak formulation and that they guarantee that no
mass or energy is generated or annihilated at the junctions. Note that the convective terms
arising on the right hand side of the second variational equation are antisymmetric and there-
fore disappear when testing with v = m. Also the pressure terms arising from the first and
second equation in the variational principle annihilate naturally. These inherent symmetry
properties are directly related to the particular form of our variational characterization and
almost immediately imply the conservation of mass and energy. Finally note that no space
derivatives of the density appear in the weak formulation. This substantially simplifies the
design and analysis of appropriate numerical approximations in the following sections.
4. Galerkin approximation in space
As a first step towards the numerical solution of problem (2.1)–(2.7), we now consider a
conforming Galerkin approximation in space by a mixed finite element method. We only
discuss the lowest order approximation in detail. Similar arguments may however also be
used for the design and analysis of higher order approximations.
4.1. The mesh and polynomial spaces. Let [0, `e] be the interval related to the edge e.
We denote by Th(e) = {K} a uniform mesh of e with elements K of length hK . The global
mesh is defined as Th(E) = {Th(e) : e ∈ E}, and as usual, we denote by h = maxK∈Th(E) hK
the global mesh size. Let us define spaces of piecewise polynomials by
Pk(Th(E)) = {v ∈ L2(E) : v|e ∈ Pk(Th(e)) ∀e ∈ E}.
Here Pk(Th(e)) = {v ∈ L2(e) : v|K ∈ Pk(K), K ∈ Th(e)} is the space of piecewise polynomials
on the mesh Th(e) of a single edge e, and Pk(K) is the space of polynomials of degree ≤ k
on the subinterval K. For approximation of the density ρ and the mass flux m, we consider
functions in the finite element spaces
Vh = P1(Th(E)) ∩H0(div) and Qh = P0(Th(E)). (4.1)
These spaces have good approximation properties and have been used successfully for the
numerical approximations of damped wave propagation on networks; see [7] for details.
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4.2. The Galerkin semi-discretization. For the space discretization of the compressible
flow problem (2.1)–(2.7), we consider the following finite dimensional approximations.
Problem 4.1 (Semi-discretization). Find (ρh,mh) ∈ C1(0, T ;Qh∩Vh) with ρh(0) = ρ0,h and
mh(0) = m0,h, and such that for all vh ∈ Vh and qh ∈ Qh, and every t ∈ [0, T ], there holds
(∂tρh, qh)E = − (∂′xmh, qh)E ,(
1
ρh
∂tmh − mh
2ρ2h
∂tρh, vh
)
E
=
(
m2h
2ρ2h
+ P ′(ρh)− a
ρ2h
∂′xmh, ∂
′
xvh
)
E
−
(
mh
2ρ2h
∂′xmh + b
|mh|mh
ρ2h
, vh
)
E
.
Here 0 < ρ0,h ∈ Qh and m0,h ∈ Vh are given approximations for the initial values.
4.3. Mass and energy conservation. We will show below that the semi-discrete problem
is uniquely solvable. Before doing that, let us present some identities for the conservation of
mass and energy, which more or less directly follow from our construction of the variational
principle and the fact that we are using a conforming Galerkin approximation.
Lemma 4.2 (Balance of mass and energy).
Let (ρh,mh) be a solution of Problem 4.1. Then
d
dt
∫
E
ρhdx = 0
and
d
dt
∫
E
m2h
2ρh
+ P (ρh)dx+
∫
E
a
ρ2h
|∂′xmh|2 + b
|mh|3
ρ2h
dx = 0,
i.e., the mass and energy identities of Lemma 3.2 also hold for the semi-discretization.
Proof. The assertions follow similar as in the proof of Lemma 3.2. 
Upon integration of the two identities, we obtain the following global conservation laws.
Lemma 4.3 (Conservation of mass and uniform bounds for the energy).
Let (ρh,mh) be a solution of Problem 4.1. Then∫
E
ρh(t)dx =
∫
E
ρ0,hdx
and∫
E
mh(t)
2
2ρh(t)
+ P (ρh(t))dx+
∫ t
0
∫
E
a
|∂′xmh(s)|2
|ρh(s)|2 + b
|mh(s)|3
|ρh(s)|2 dx ds =
∫
E
m20,h
2ρ0,h
+ P (ρ0,h)dx.
Let us emphasize that these two identities are a verbatim translation of the conservation
laws on the continuous level and they are derived in the very same manner.
4.4. Well-posedness of the semi-discrete scheme. As a consequence of the uniform
bounds for the energy and the dissipation terms resulting from the previous lemma, we are
now able to establish the well-posedness of the semi-discretization.
Lemma 4.4 (Well-posedness). Assume that ρ0,h ≥ ρ > 0. Then there exists a T > 0 such
that Problem 4.1 has a unique solution (ρh,mh) ∈ C1([0, T );Qh × Vh) and ρh(t) > 0 for all
0 ≤ t < T . If a ≥ a > 0, then we can choose T =∞, i.e., the solution is global.
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Proof. Since the spaces Qh and Vh are finite dimensional and ρh(0) > 0, the local existence
of a solution follows readily from the Picard-Lindelo¨f theorem. Moreover, the solution can
be extended uniquely as long as ρh(t) > 0. For any element K of the mesh, we have
d
dt
∫
K
1
ρh
dx = −
(
∂tρh,
1
ρ2h
)
K
=
(
∂′xmh,
1
ρ2h
)
K
=
(
1
ρh
∂′xmh,
1
ρh
)
K
≤
∥∥∥∥ 1ρh∂′xmh
∥∥∥∥
L∞(K)
∫
K
1
ρh
dx.
From the equivalence of norms on finite dimensional spaces, we know that∥∥∥∥ 1ρh∂′xmh
∥∥∥∥
L∞(K)
≤
∥∥∥∥ 1ρh∂′xmh
∥∥∥∥
L∞(E)
≤ Ch
∥∥∥∥ 1ρh∂′xmh
∥∥∥∥
L2(E)
.
By the Gronwall lemma, we thus obtain∫
K
1
ρh(t)
dx ≤ e
∫ t
0 Ch
∥∥∥ 1ρh(s)∂′xmh(s)∥∥∥L2(E)ds ∫
K
1
ρh(0)
dx.
The integral in the exponential term can be further estimated by∫ t
0
∥∥∥∥ 1ρh(s)∂′xmh(s)
∥∥∥∥
L2(E)
ds ≤ √t
(∫ t
0
∥∥∥∥ 1ρh(s)∂′xmh(s)
∥∥∥∥2
L2(E)
ds
)1/2
.
If a ≥ a > 0, the term in parenthesis can be bounded uniformly in t by the estimates for the
dissipation term provided by the energy identity of Lemma 4.3. Using that hmin ≤ |K| ≤ hmax
for some hmax, hmin > 0 and all elements K, we then obtain
hmin
∥∥∥∥ 1ρh(t)
∥∥∥∥
L∞(E)
≤ max
K∈Th(E)
∫
K
1
ρh(t)
dx ≤ e
√
tChmax
∥∥∥∥ 1ρ0,h
∥∥∥∥
L∞(E)
.
This shows that the density stays positive for all time. From the energy identity, one can
then further deduce that also ‖ρh‖L∞(E) and ‖mh‖L∞(E) at most increase exponentially in
time, such that the solution can in fact be extended globally. 
5. Time discretization
As a final step in the discretization procedure, we now consider the time discretization
of the Galerkin approximation considered in the previous section. Let τ > 0 denote the
time-step and set tn = nτ for n ≥ 0. Given a sequence {dn}n≥0, we denote by
∂¯τd
n :=
dn − dn−1
τ
for n ≥ 0,
the backward differences which are taken as approximations for the time derivative terms.
Different value τn > 0 for the individual time steps could in principle be chosen as well.
5.1. Fully discrete scheme. For the time discretization of the Galerkin approximation
stated in Problem 4.1, we now consider the following implicit time stepping scheme.
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Problem 5.1 (Fully discrete method). Let ρ0,h and m0,h be given as in Problem 4.1, and set
ρ0h = ρ0,h and m
0
h = m0,h. Then for n ≥ 1 find (ρnh,mnh) ∈ Qh × Vh, such that(
∂¯τρ
n
h, qh
)
E = − (∂′xmnh, qh)E ,(
1
ρn−1h
∂¯τm
n
h −
mnh
2|ρnh|2
∂¯τρ
n
h, vh
)
E
=
( |mnh|2
2|ρnh|2
+ P ′(ρnh)−
a
|ρnh|2
∂′xm
n
h, ∂
′
xvh
)
E
−
(
mnh
2|ρnh|2
∂′xm
n
h, vh
)
E
−
(
b
|mnh|mnh
|ρnh|2
, vh
)
E
hold for all test functions qh ∈ Qh and vh ∈ Vh.
The well-posedness of the method will be stated below. Before doing that, let us summarize
the basic conservation principles for mass and energy for the full discretization.
5.2. Conservation of mass and dissipation of energy. The particular form of the fully
discrete variational problem allows us to immediately obtain the following balance relations
for mass and energy by appropriate choice of the test functions.
Lemma 5.2 (Conservation of mass and uniform bounds for the energy).
Let (ρnh,m
n
h)n≥0 be a solution of Problem 5.1. Then for all n ≥ 0 we have∫
E
ρnhdx =
∫
E
ρ0,h
and ∫
E
|mnh|2
2ρnh
+ P (ρnh)dx+ τ
n∑
k=1
∫
E
a
|∂′xmkh|2
|ρkh|2
+ b
|mkh|3
|ρjh|2
dx ≤
∫
E
m20,h
2ρ0,h
+ P (ρ0,h)dx.
The mass is thus conserved and energy is dissipated effectively by viscous forces and friction.
The implicit time integration scheme yields some extra numerical dissipation, which leads
to the inequality instead of equality in the energy balance. The uniform bounds for energy
and dissipation again plays an important role for the well-posedness of the scheme.
Proof. The first identity follows by testing Problem 5.1 with qh = 1 and vh = 0. Now turn
to the second: By elementary manipulations, we can split∫
E
|mnh|2
2ρnh
dx =
∫
E
|mn−1h |2
2ρn−1h
dx+
∫
E
|mnh|2
2ρnh
− |m
n
h|2
2ρn−1h
dx+
∫
E
|mnh|2
2ρn−1h
− |m
n−1
h |2
2ρn−1h
dx.
Now recall that for any convex differentiable scalar function f(y), we have
f(yn) ≤ f(yn−1) + f ′(yn)(yn − yn−1).
Applying this to the functions f(ρ) =
|mnh |2
2ρ
and f(m) = m
2
2ρn−1h
, which are both convex with
respect to their arguments, we obtain∫
E
|mnh|2
2ρnh
dx ≤
∫
E
|mn−1h |2
2ρn−1h
dx−
∫
E
|mnh|2
2|ρnh|2
(ρnh − ρn−1h )dx+
∫
E
mnh
ρn−1h
(mnh −mn−1h )dx
=
∫
E
|mn−1h |2
2ρn−1h
dx+ τ
(
1
ρn−1h
∂¯τm
n
h −
mnh
2|ρnh|2
∂¯τρ
n
h,m
n
h
)
E
.
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For the last term we can use the discrete variational principle. Since the potential energy
density is again a convex function, one obtains in a similar manner that∫
E
P (ρnh)dx ≤
∫
E
P (ρn−1h )dx+ τ
(
∂¯τρ
n
h, P
′(ρnh)
)
E ,
and the last term can again be treated by the discrete variational principle. The energy
inequality for n = 1 now follows from the definition of (ρnh,m
n
h) in Problem 5.1 with the same
reasoning as in Lemma 3.2. The result for n > 1 is obtained by recursion. 
5.3. Well-posedness of the fully discrete scheme. Before closing this section, let us
establish a basic result concerning the solvability of the nonlinear problems that arise in
every single time step of of the fully discrete scheme.
Lemma 5.3 (Well-posedness). Let (ρn−1h ,m
n−1
h ) ∈ Qh × Vh with ρn−1h > 0. Then for τ > 0
sufficiently small, the system for determining (ρnh,m
n
h) in Problem 5.1 has a unique solution
with ρnh > 0. If in addition a ≥ a > 0, then a solution exists for any choice of the time step.
Proof. The first assertion follows from the implicit function theorem. To show the second
assertion, we can proceed with similar arguments as in the proof of Lemma 4.4 to obtain
a uniform bound ‖ 1
ρnh
‖L∞(E) ≤ DheChn‖ 1ρ0h‖L∞(E) for any solution (ρ
n
h,m
n
h). Via the discrete
energy estimate of Lemma 5.2, we then also obtain uniform a-priori bounds for ‖mnh‖L2(E)
and ‖p(ρh)‖L1(E), and by equivalence of norms on finite dimensional spaces also for ‖mnh‖L∞(E)
and ‖ρnh‖L∞(E). Existence of a solution for the next time step then follows by a homotopy
argument and Brouwer’s fixed point theorem. 
Remark 5.4. The previous lemma guarantees uniqueness of the solution (ρnh,m
n
h) only for
a sufficiently small time step τ . The size of the admissible time step will in general depend
on ρn−1h and m
n−1
h , in particular on the lower bounds for ρ
n−1
h . As long as the density ρ
n−1
h
stays well away from zero, the time step problem will be uniquely solvable for reasonably
large time steps, which we also observe in our numerical experiments.
6. Solution of the nonlinear problems
Before we proceed to numerical tests, let us discuss in some more detail the actual im-
plementation of the fully discrete scheme stated in Problem 5.1. For the solution of the
nonlinear system in the nth time step, we consider the following fixed-point iteration.
Problem 6.1 (Fixed-point iteration for the individual time step).
Set ρ˜h = ρ
n−1
h and m˜h = m
n−1
h . For k = 1, 2, . . . solve for (ρh,mh) the system
1
τ
(ρh, qh)E + (mh, qh)E =
1
τ
(
ρn−1h , qh
)
E ,
1
τ
(
1
ρn−1h
mh, vh
)
E
−
(
m˜h
2ρ˜2h
mh +
P ′(ρ˜h)
ρ˜h
ρh − a|ρ˜h|2∂
′
xmh, ∂
′
xvh
)
E
+
(
m˜h
2ρ˜2h
∂′xmh +
b|m˜h|
ρ˜2h
mh, vh
)
E
=
1
τ
(
1
ρn−1h
mn−1h +
m˜h
2ρ˜2h
(
ρ˜h − ρn−1h
)
, vh
)
E
.
Then set ρ˜h = ρh and m˜h = mh, and repeat with k = k + 1.
Note that the systems to be solved in every step of the fixed-point iteration are linear now.
The iteration yields reasonable approximations for the nonlinear system to be solved.
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Lemma 6.2 (Equivalence). Any fixed-point (ρh,mh) of the iteration stated in Problem 6.1
with ρh > 0 is also a solution (ρ
n
h,m
n
h) of the nonlinear system in Problem 5.1.
Proof. Setting ρh = ρ˜h = ρ
n
h and mh = m˜h = m
n
h in the above iteration directly leads to the
nonlinear system of Problem 5.1. 
Due to the special structure of the linear systems characterizing the fixed-point iteration
of Problem 6.1, we are able to guarantee that the iteration is well-defined.
Lemma 6.3 (Well-posedness). Let ρn−1h , m
n−1
h , ρ˜h, and w˜h be given and ρ
n−1
h , ρ˜h > 0. Then
there exists a unique solution (ρh,mh) of the linear system in Problem 6.1.
Proof. Note that the system for determining (ρh,mh) in iteration k is linear and finite. Testing
with qh =
P ′(ρ˜h)
ρ˜h
ρh and vh = mh and summing up the two equations leads to
1
τ
(
P ′(ρ˜h)
ρ˜h
ρh, ρh
)
E
+
1
τ
(
1
ρnh
mh,mh
)
E
+
(
a
ρ˜2h
∂′xmh, ∂
′
xmh
)
E
+
(
b|m˜h|
ρ˜2h
mh,mh
)
E
= C˜,
where C˜ only depends on the known quantities ρn−1h , ρ˜h, and m˜h. Observe that many of the
terms dropped out because of antisymmetry of the particular linearization defining the fixed-
point iteration. Since ρn−1h , ρ˜h and P
′(ρ˜h) are positive by assumption, the above identity
already yields the uniqueness and hence also the existence of the solution. 
Remark 6.4. By a homotopy argument, one can again show that for τ > 0 sufficiently
small, the solution provided by the previous lemma satisfies ρh > 0. In order to guarantee
the well-posedness for arbitrary step size τ and all iterates, one can replace the terms ρ˜h
in the denominators of the fixed point iteration by max{ρ, ρ˜h} for some fixed value ρ > 0.
If in addition a ≥ a > 0, we actually expect positivity of ρh and a unique fixed-point for
reasonably large time step; see also Remark 5.4. For the solution of the nonlinear systems of
Problem 5.1, one may alternatively also utilize a Newton-type iteration.
7. Numerical tests
We now complement our theoretical investigations with some computational results. For
the numerical solution of all test problems, we consider the fully discrete scheme defined in
Problem 5.1. For the solution of the nonlinear systems in every time step, we utilize the fixed
point iteration given in Problem 6.1. All computations are carried out on uniform meshes
with mesh size h and a fixed time step τ . We report on the particular choices below.
7.1. A shock tube problem. As a first test problem, we consider the undamped system
(2.1)–(2.2) with a = b = 0 on a single pipe e = [−5, 5] directed from left to right. For the
state equation (2.3), we use c = 1/2 and γ = 2, and as initial conditions, we choose
ρ0(x) = 2− sgn(x) and m0(x) = 0.
This setting amounts to the dam-break test problem for the shallow water equations discussed
in [14, Example 13.4]. In Figure 7.1, we depict the numerical solutions obtained with our
method with mesh size h = 0.01 and time step size τ = 0.005. Two fixed point iterations
were used for the solution of the nonlinear problems in every time step.
The solution to the problem here consists of a shock wave propagating to the right and a
rarefaction wave propagating to the left. The approximations obtained with our numerical
method are in very good agreement with the ones reported in [14, Fig. 13.4]. Some slight
smoothing of the discontinuity and the kinks can be observed due to the dissipative nature
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Figure 7.1. Solution for the shock tube problem: A shock wave is propagating
to the right and a rarefaction wave to the left. The results are in very good
agreement with the ones presented in [14, Fig. 13.4].
of the implicit time stepping scheme mentioned after Lemma 5.2. The effect of smoothing
slightly increases when the time step τ is further enlarged. The total mass of the system
is conserved exactly while the total energy is slightly decreasing over time due to numerical
dissipation. For the numerical solution depicted in Figure 7.1, the energy at the final time
is E(2.0) = 0.983 × E0, which amounts to an energy loss of about 1.7% due to numerical
dissipation. The loss of energy could be further reduced by decreasing the time step size.
7.2. Convergence towards steady states in the presence of friction. As a second
test scenario, we consider the flow of gas in a single pipe e = [−5, 5]. As a model for the
propagation, we here use the system (2.1)–(2.2) with a = 0 and b = 100, which amounts to the
inviscid case with large damping typically observed in gas pipelines [4, 19]. The parameters
in the pressure law are again set to c = 1/2 and γ = 2. As initial conditions, we here use
ρ0 = 11 and m0 = 0.
The value for the initial density ρ0 is chosen large enough in order to guarantee that the
density stays positive for all t→∞. As boundary conditions, we consider
m(−5, t) = m(5, t) = 1 for t > 0.
This means that we start to inject gas at time t = 0 with a constant rate at the left end of
the pipe and we extract the same amount of gas on the right end. The total mass of the
system is therefore conserved for all time. In Figure 7.2, we depict the numerical solutions
obtained with our method with mesh size h = 0.01 and time step size τ = 0.005. Two
fixed point iterations are used again for the solution of the nonlinear problems in every time
step. Due to the sudden change of the boundary conditions, discontinuities are generated
at the pipe ends at time t = 0, but they rapidly decay as an effect of the strong damping.
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Figure 7.2. Numerical solutions for the gas transport problem: Due to the
strong damping, the discontinuities stemming from sudden change of boundary
conditions decay rapidly and the system approaches steady state.
Another consequence of the damping is that the system converges quickly towards a steady
state which is the typical situation observed in gas pipelines. For the test problem under
consideration, the stationary solution is governed by the system
m¯ = 1,
∂x
(
1
ρ¯
+
1
2
ρ¯2
)
= 100
1
ρ
and
∫ 5
−5
ρ¯dx = 110,
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where we already simplified the momentum equation using the condition m¯ = 1 and the
specific form of the pressure law. The last condition comes from the fact that the total
mass is conserved. The problem of determining ρ¯ using the equations of the second line can
be solved numerically by a shooting method. The approximation for the exact stationary
solution obtained in this manner is shown in Figure 7.3. An inspection of the plots reveals
Figure 7.3. Stationary solution of the gas transport problem computed by
the method of Heun and bisection to determine the initial value ρ¯(−5).
the convergence of the numerical solution towards the correct steady state. Note that the
exact conservation of mass on the discrete level is crucial here to get the correct steady state.
7.3. Gas flow across a junction. As a last test case, we consider the flow of gas through
the simple pipe network depicted in Figure 2.1. All pipes are chosen to be of unit length.
The model parameters are set to a = 0 and b = 100, and we take c = 1/2 and γ = 2 in the
pressure law as before. The initial conditions are now chosen as
m0 = 0 and ρ0,e1 = 5, ρ0,e2 = 3, ρ0,e3 = 1.
These initial values correspond to a specific Riemann problem at the junction [21]. We further
assume that the ports of the network are closed, such that
m(v, t) = 0 for all v ∈ V∂, t > 0.
Due to the dissipation of energy caused by friction, we again expect convergence to a steady
flow. As can be verified easily, the stationary solution is here given by
m¯ = 0 and ρ¯ = 3.
The numerical solutions obtain in our experiments are depicted in Figure 7.4. The initial
value for the density is discontinuous across the junction, but this discontinuity is smeared
out quickly due to the damping, and the system approaches a steady state on the long run.
The fluxes are discontinuous across the junction for all t > 0 but as a result of the coupling
condition (2.4), which is satisfied exactly at every point in time, they always sum up to zero.
7.4. Further remarks on computational tests. For the problems under investigation,
the numerical diffusion resulting from the implicit time stepping scheme was sufficiently
large to yield unique global solutions in all our computations. The stability of the scheme
was not affected when refining the mesh and convergence was observed for all test cases. Some
additional artificial viscosity can be added to further regularize the numerical solutions. In
fact, very similar results were obtained for all test cases, when the viscosity parameter a was
chosen positive and sufficiently small. Numerical computations were carried out also for other
model and discretization parameters. In these tests we observed a very robust behavior of the
scheme and the expected convergence with mesh and time step going to zero. Our method
and analysis is applicable to general finite networks. Computations for more complicated
network topologies lead to very similar results and these were therefore not presented here.
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Figure 7.4. Numerical solutions for the gas transport on the network depicted
in Figure 2.1. The x-axis displays the path length along the flow and the
junction is located at x = 1. The different solutions for pipe 1 to 3 are depicted
with straight, dashed, and dotted lines, respectively.
8. Discussion
In this paper, we proposed a novel variational characterization of solutions to compressible
flow problems on networks that allowed us to establish conservation of mass and energy in a
very direct manner and to apply conforming Galerkin approximations for the discretization
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in space. As a particular space discretization, we considered a mixed finite element method.
We proved the well-posedness of the resulting semi-discrete scheme and established the con-
servation of mass and energy. We additionally proposed an implicit time stepping leading to
a fully discrete scheme that exactly conserves mass and slightly dissipates energy as an effect
of numerical dissipation. Well-posedness of the fully discrete scheme was established and a
fixed-point iteration for the solution of the nonlinear problems arising in every time step was
proposed. The stability, accuracy, and conservation properties of our numerical method was
demonstrated for some numerical test problems. The method proved to be extremely robust
concerning the choice of model and discretization parameters, which can be explained by the
inherent energy stability of the approximation scheme.
The energy estimates provided in this paper may serve as a first step towards a complete
convergence analysis for the method. A more precise characterization of the numerical dissi-
pation provided by the implicit time stepping scheme may lead to sharper statements about
well-posedness of the fully discrete scheme. The extension of our arguments to higher or-
der approximations and more general cases including multi-dimensional problems might be
interesting and seems feasible. These topics are left for future research.
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