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Abstract
Delayed rewards problem in contextual bandits has been of interest in various prac-
tical settings. We study randomized allocation strategies and provide an understanding
on how the exploration-exploitation tradeoff is affected by delays in observing the re-
wards. In randomized strategies, the extent of exploration-exploitation is controlled by
a user-determined exploration probability sequence. In the presence of delayed rewards,
one may choose between using the original exploration sequence that updates at every
time point or update the sequence only when a new reward is observed, leading to two
competing strategies. In this work, we show that while both strategies may lead to
strong consistency in allocation, the property holds for a wider scope of situations for
the latter. However, for finite sample performance, we illustrate that both strategies
have their own advantages and disadvantages, depending on the severity of the delay
and underlying reward generating mechanisms.
1 Introduction
Contextual bandits provide a natural framework to model a lot of practical sequential
decision making problems in various fields. Woodroofe (1979) started studying multi-
armed bandit problems with side information in a parametric framework, and Yang
and Zhu (2002) initiated an investigation from a nonparametric perspective. See Lai
(2001);Bartroff et al. (2008) for reviews on general sequential problems and Bubeck
and Cesa-Bianchi (2012) for bandits exclusively. In recent years, bandit problems have
gained popularity and have been studied extensively under different names, such as
contextual bandits, multi-armed bandits with covariates (MABC), associative bandit
problems and multi-armed bandits with side information. For example, when treat-
ing patients of a disease, the doctor needs to decide which treatment amongst several
competing treatments would be the best for the current patient, given the patient’s
covariate information and data available from previous patients. Most of the bandit al-
gorithms assume instantaneous observance of rewards, but in most practical situations,
rewards are only obtained at some delayed time. For example, it is often the case that
several other patients have to be treated before the outcome for the current patient
is observed. One way to tackle this problem is to adopt black-box procedures incor-
porating delayed rewards using the already existing no-delay policies in the stochastic
bandits setting. However, we present a case of why it is important to study delays
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more carefully for contextual bandit strategies based on the context of the problem,
rather than always using the already existing no delay bandit strategies in black-box
procedures to incorporating delayed rewards. Delays in observing the rewards could
affect the performance of bandit algorithms in different ways, depending on the na-
ture of underlying data generating mechanisms and severity of the delays. Thus, it is
important to balance the exploration-exploitation trade-off taking these aspects into
consideration, in order to utilize most of the available information. We propose two
different -greedy like strategies incorporating delayed reward, which differ in how the
exploration probability gets updated with the available information. We illustrate that
both strategies can be advantageous in different situations, based on the complexity of
the underlying data generating mechanism and the severity of the delays.
2 Setup and related literature
The setup of stochastic contextual bandits is as follows. Suppose there are ` > 1 com-
peting arms. The covariates are assumed to be random variables generated according
to an unknown underlying probability distribution PX supported in [0, 1]d. A bandit
strategy or policy is a random function from [0, 1]d to {1, 2, . . . , `} that decides which
arm gets pulled for a given covariate. At time j ≥ 1, let Ij be the arm allocation
made by the bandit strategy based on previous information and present context Xj .
We denote Yi,j to be the reward obtained for arm i = Ij . Let fi(x) denote the mean
reward for the ith arm with covariate x. We adopt a regression perspective to model
the relationship between covariates and rewards,
Yi,j = fi(Xj) + j
where j ’s are independent errors with E(j) = 0 and Var(j) <∞ for j ≥ 1.
Now, the problem can be viewed as one of estimating the mean reward functions
fi(x) for i ∈ {1, . . . , `} and allocating arms based on the estimators fˆi. Both parametric
and non-parametric approaches for estimating fi have been well studied, see Tewari and
Murphy (2017), Lattimore and Szepesvári (2018) for reference. In this work we follow
a nonparametric approach with delayed rewards as in Arya and Yang (2020) adopting
modeling techiques similar to the earlier work of Yang and Zhu (2002), Qian and Yang
(2016a,b).
In our setup, the rewards can be obtained at some delayed time, which we denote
by {tj ∈ R+, j ≥ 1}. The delay in the reward for pulling arm Ij is given by the
random variable, dj := tj − j. We assume that {dj : dj ≥ 0, j ≥ 1} is a sequence
of independent random variables. Let the number of rewards obtained at time n be
denoted by τn =
∑n
j=1 I(tj ≤ n), also a random variable.
We devise two sequential allocation strategies η1 and η2 in Section 3, incorporating
delayed rewards, such that they choose arms sequentially based on previous observations
and present covariates. As a measure of performance of each of the strategies, we
consider the following ratio,
Rn(·) =
∑n
j=1 fIj (Xj)∑n
j=1 f
∗(Xj)
, (1)
where (·) is used to denote the strategy being considered. Here, f∗(x) = max1≤i≤` fi(x)
is the theoretical best mean reward functional value at x, and i∗(x) is the corresponding
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arm. Then, we establish strong consistency for both strategies for the histogram method
in Section 4.1, that is, we show that Rn(η1) → 1 and Rn(η2) → 1 with probability 1,
as n → ∞. In addition, from a finite-sample performance perspective, we compare
the two allocation strategies and illustrate how both can be advantageous in different
situations in Sections 4.3 and 5.
In the stochastic setting, delayed rewards have been studied previously by Dudik
et al. (2011), Joulani et al. (2013) where the former considers constant known delay
for contextual bandits while the latter provides a more systemic study of online learn-
ing problems with random delayed rewards (without covariates). Joulani et al. (2013)
develop meta-algorithms which in a black-box fashion use algorithms developed for
the non-delayed case into the ones that can handle delays in a feedback loop. Then,
Mandel et al. (2015) devise a method that guarantees good black-box algorithms when
leveraging a prior dataset and incorporating heuristics to help improve empirical per-
formance of the algorithms. Desautels et al. (2014) use Gaussian process bandits and
develop algorithms for parallelizing exploration-exploitation trade-offs. Motivated by
delayed conversions in advertising, Vernade et al. (2017, 2018) consider potentially in-
finite stochastic delays, where the latter deals with the contextual case with a linear
regression model and does not assume prior knowledge of delay distribution unlike the
former. Recently, Zhou et al. (2019) design a delay-adaptive algorithm for generalized
linear contextual bandits using UCB-style exploration. Arya and Yang (2020) consider
potentially infinite delays in nonparametric bandits and provide strong consistency
results for a proposed algorithm. Other works include Eick (1988), Cella and Cesa-
Bianchi (2019) where the former considers Gittins procedures for bandits with delayed
rewards, while the latter is motivated by applications in music streaming. Apart from
the stochastic setting, Cesa-Bianchi et al. (2016); Li et al. (2019); Thune et al. (2019);
Zimmert and Seldin (2019) study delayed rewards in the adversarial setting, while
Pike-Burke et al. (2017, 2018); Cesa-Bianchi et al. (2018) study the delayed anonymous
composite feedback setting.
3 The proposed strategies
Define Zn,i to be the set of observations for arm i whose rewards have been observed
by time n− 1, that is, Zn,i := {(Xj , Yi,j) : 1 ≤ tj ≤ n− 1 and Ij = i}. Let fˆi,n denote
the regression estimator of fi based on the data Zn,i. Let {pij , j ≥ 1} be a sequence of
positive numbers in [0, 1] decreasing to zero, such that (`− 1)pij < 1 for all j ≥ 1. We
propose two strategies η1 and η2 with a subtle difference in the arm selection step but
same structure of the algorithm.
3.1 Algorithms
Step 1. Initialize. Allocate each arm once, I1 = 1, I2 = 2, . . . , I` = `. Since the rewards
are not immediately obtained for each of these ` arms, we continue these forced
allocations until we have at least one reward observed for each arm. Suppose,
that happens at time m0.
Step 2. Estimate the individual functions fi. For n = m0+1, based on Zn,i, estimate
fi by fˆi,n for 1 ≤ i ≤ ` using the chosen regression procedure.
Step 3. Estimate the best arm. For Xn, let iˆn(Xn) = arg max1≤i≤` fˆi,n(Xn).
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Step 4. Select and pull. Recall, τn =
∑n
j=1 I(tj ≤ n) is the number of rewards observed
by time n.
(a) Strategy η1: In =
{
iˆn, with probability 1− (`− 1)pin
i, with probability pin, i 6= iˆn, 1 ≤ i ≤ `.
(b) Strategy η2: In =
{
iˆn, with probability1− (`− 1)piτn
i, with probability piτn , i 6= iˆn, 1 ≤ i ≤ `.
Step 5. Update the estimates.
Step 5a. If a reward is obtained at the nth time (could be one or more rewards corre-
sponding to one or more arms Ij , 1 ≤ j ≤ n), update the function estimates
of fi for the respective arm (or arms) for which the reward (or rewards) is
obtained at nth time.
Step 5b. If no reward is obtained at the nth time, use the previous function estimators,
i.e. fˆi,n+1 = fˆi,n ∀ i ∈ {1, . . . , `}.
Step 6. Repeat. Repeat steps 3-5 when the next covariate Xn+1 surfaces and so on.
In the algorithms above, Step 1 initializes the allocations by pulling each arm alterna-
tively until we observe at least one reward for each arm. Step 2 estimates the mean
reward function for each arm. This could be done using several regression methods,
we use kernel regression and histogram method in this work. Steps 3 and 4 enforce an
-greedy type of randomization scheme which prefers the best performing arm so far
with some probability and explores with the remaining. The preference is determined
by user determined sequence of exploration probability {pin, n ≥ 1}, which for strategy
η2 only gets updated when a new reward is observed, that is, piτn . While for strategy η1,
it is updated at every time point irrespective of a reward being observed or not, that is,
pin. Hence, the two strategies differ in the extent of exploration and exploitation that is
allowed over time. Finally, in Step 5, the mean reward function estimators are updated
if new rewards are observed or they remain the same if no new rewards are observed.
For notational convenience, we use {·} to denote a user-determined sequence, such as
{pin}, when we only want to refer to the original sequence selected by the user, without
distinguishing between when it gets updated.
4 Consistency of the proposed strategies
Let An := {j : tj ≤ n}, denote the time points corresponding to the rewards observed
by time n.
Assumption 1. The regression procedure is strongly consistent in L∞ norm for all
individual mean functions fi under the proposed allocation scheme. That is, ||fˆi,n −
fi||∞ a.s.→ 0 as n → ∞ for each 1 ≤ i ≤ `, where fˆi,n is the estimator based on all
previously observed rewards.
Note that, due to the presence of delays, the mean reward function estimators fˆi,n
are only updated at the time points where a new reward is observed. Next, we make a
mild assumption on the mean reward functions.
Assumption 2. The mean reward functions are continuous and fi(x) ≥ 0 such that,
A = sup
1≤i≤`
sup
x∈[0,1]d
(f∗(x)− fi(x)) <∞ and E(f∗(X1)) > 0.
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Assumption 3. Let the partial sums of delay distributions satisfy, E(τn) = Ω(q(n)) 1,
where q(n) is a sequence that acts as a lower bound to the expected number of observed
rewards by time n, and q(n)→∞ as n→∞.
Theorem 1. Under Assumptions 1, 2 and 3, the allocation rules η1 and η2 are strongly
consistent as n→∞, i.e., Rn(η1)→ 1 and Rn(η2)→ 1 with probability 1, as n→∞.
Proof. Note that consistency holds only when the sequence {pin, n ≥ 1} is chosen such
that {pin} → 0 as n → ∞. The proof is very similar to the proof in Arya and Yang
(2020) with minor changes for strategy η2 which are included in Appendix A.1.
Note that Assumption 1, seemingly natural, is a strong assumption and it requires
additional work to verify it for a particular regression setting. We verify this assumption
for the histogram method in Section 4.1 and for the kernel method in Section 4.2.
4.1 Histogram method
In this section, we consider the histogram method for the setting with delayed rewards.
We assume that the binwidth h is chosen such that 1/h is an integer. At time n,
partition [0, 1]d into M = (1/hτn)d hyper-cubes with binwidth hτn , where τn is the
number of observed rewards by time n. For some x ∈ [0, 1]d such that it falls in a
hypercube B(x), let J¯i(x) = {j : Xj ∈ B(x), tj ≤ n, Ij = i} and N¯i(x) be the size of
J¯i(x). Then the histogram estimate for fi(x) is defined as,
fˆi,n(x) =
1
N¯i(x)
∑
j∈J¯i(x)
Yj . (2)
For the estimator to behave well, a proper choice of the binwidth, {hn} is necessary.
Note that, we only update hn to hn+1 when a new reward is observed, hence we denote
it as hτn . For notational convenience, when the analysis is focused on a single arm,
i is dropped from the subscript of fˆ , N¯ and J¯ . Next, using the histogram method
for estimation, we prove that strong consistency holds for both strategies η1 and η2 in
Section 3.1.
As already discussed, we only need to verify that Assumption 1 holds for histogram
method. Along with Assumptions 2 and 3, we make the following assumptions.
Assumption 4. The design distribution PX is dominated by the Lebesgue measure with
a density p(x) uniformly bounded above and away from 0 on [0, 1]d; that is, p(x) satisfies
c ≤ p(x) ≤ c¯ for some positive constants c < c¯.
This assumption is needed to make sure that all regions in the covariate space are
observed with positive probability, in order to ensure good estimation in all regions.
Assumption 5. The errors satisfy a moment condition that there exists positive con-
stants v and c such that, for all integers m ≥ 2, the extended Bernstein condition (Birgé
et al. (1998); Qian and Yang (2016a)) is satisfied, that is,
E|j |m ≤ m!
2
v2cm−2.
1f(n) = Ω(g(n)) if for some positive constant c, f(n) ≥ cg(n) when n is large enough
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This condition on the errors holds in a lot of settings, for example, normal distribu-
tion and bounded errors meet this requirement, thus making it useful in a wide range
of applications.
The next two assumptions are made on the nature of the delays in observing rewards,
so that we could ensure that delays are not being confounded by other factors and we
observe a minimum number of rewards with time, so as to ensure proper and effective
learning.
Assumption 6. The delays, {dj , j ≥ 1}, are independent of each other, the choice of
arms and also of the covariates.
Along with these assumptions, we define the modulus of continuity that is used in
the following results.
Definition. The modulus of continuity, w(h; f), is defined by, w(h; f) = sup{|f(x1)−
f(x2)| : |x1k − x2k| ≤ h for all 1 ≤ k ≤ d}, for x1, x2 ∈ [0, 1]d.
Lemma 1 (An inequality for Bernoulli trials.). For 1 ≤ j ≤ n, let W˜j be Bernoulli
random variables, which are not necessarily independent. Assume that the conditional
probability of success for W˜j given the previous observations is lower bounded by βj,
that is,
P (W˜j = 1|W˜i, 1 ≤ i ≤ j − 1) ≥ βj a.s.,
for all 1 ≤ j ≤ n. Applying the extended Bernstein’s inequality as described in Qian
and Yang (2016a), we have
P
 n∑
j=1
W˜j ≤
 n∑
j=1
βj
 /2
 ≤ exp(−3∑nj=1 βj
28
)
. (3)
Lemma 2. Let  > 0 be given. Suppose that h is small enough such that w(h; f) < .
Then the histogram estimator fˆn satisfies,
Pη1An,Xn(||fˆn − f ||∞ ≥ ) ≤M exp
(
−3pin min1≤b≤M Nb
28
)
+ 2M exp
(
−min1≤b≤M Nbpi
2
n(− w(hτn ; f))2
8(v2 + c(pin/2)(− w(hτn ; f)))
)
, (4)
Pη2An,Xn(||fˆn − f ||∞ ≥ ) ≤M exp
(
−3piτn min1≤b≤M Nb
28
)
+ 2M exp
(
−min1≤b≤M Nbpi
2
τn(− w(hτn ; f))2
8(v2 + c(piτn/2)(− w(hτn ; f)))
)
, (5)
where PAn,Xn denotes conditional probability given design points Xn = (X1, . . . , Xn)
and An = {j : tj ≤ n}. Here, Nb is the number of design points for which the rewards
have been observed by time n such that they fall in the bth small cube of the partition
of the unit cube at time n.
Proof. The proof of Lemma 2 is similar to Arya and Yang (2020) so we skip it here.
For strategy η1, it is easy to see that a similar lemma with hn replaced by hτn could
be derived. For strategy η2, pin is replaced by piτn and hn replaced by hτn . This is
because the result is a conditional probability result, and given An and Xn, τn is a
known quantity.
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Theorem 2. Suppose Assumptions 2-6 are satisfied.
a) If {hn} and {pin} are chosen to satisfy,
h2q(n)pi
2
nq(n)
log n
→∞ as n→∞, (6)
then the histogram estimator in (2) is strongly consistent in the L∞ norm for
strategy η1, hence η1 is strongly consistent.
b) If {hn} and {pin} are chosen to satisfy,
h2q(n)pi
2
q(n)q(n)
log n
→∞ as n→∞, (7)
then the histogram estimator in (2) is strongly consistent in the L∞ norm for
strategy η2, hence η2 is strongly consistent.
Proof. The proofs for a) and b) are quite similar, so we prove b) here and consequently
discuss a). Given An, the indices corresponding to when rewards were obtained, we
know that at time n, the histogram method partitions the unit cube intoM = (1/hτn)d
small cubes. For each small cube Bb, 1 ≤ b ≤M , in the partition, letNb =
∑n
j=1 I(Xj ∈
Bb, tj ≤ n). Note that given An, PAn(Xj ∈ Bb, tj ≤ n) = PAn(Xj ∈ Bb) ≥ chdτn , thus
using inequality (25) we have,
PAn
(
Nb ≤
chdτnτn
2
)
≤ exp
(
−3ch
d
τnτn
28
)
(8)
⇒ PAn
(
min
1≤b≤M
Nb ≤
chdτnτn
2
)
≤ exp
(
−3ch
d
τnτn
28
)
. (9)
Recall, τn =
∑n
j=1 I{tj ≤ n}. First, we show that τn a.s.→ ∞ as n → ∞ for both
strategies, η1 and η2. By Assumption 3 and the inequality (25) in Lemma A.2 we
have that for a large enough n, there exists a positive constant a1 > 0 such that,
E(τn) ≥ a1q(n), therefore,
P
(
τn ≤ a1q(n)
2
)
≤ P
(
τn ≤ E(τn)
2
)
≤ exp
(
−3E(τn)
28
)
≤ exp
(−3a1q(n)
28
)
.
It is easy to see that the upper bound is summable in n under the conditions (6) and (7).
By Borel-Cantelli lemma, this implies that event {τn > a1q(n)/2} happens infinitely
often, therefore τn
a.s.→ ∞. Note that, by construction this implies that hτn a.s.→ 0, and
piτn
a.s.→ 0 as n → ∞. Let w(hτn ; fi) be the modulus of continuity as in Definition A.1.
Then, continuity of fi leads to the conclusion that w(hτn ; fi)
a.s.→ 0 as n→∞. Thus, for
any  > 0, for large enough n, when hτn is small enough,  − w(hτn ; fi) ≥ /2, almost
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surely. Consider,
PAn
(
||fˆi,n − fi||∞ ≥ 
)
= PAn
(
||fˆi,n − fi||∞ ≥ , min
1≤b≤M
Nb >
chdτnτn
2
)
+ PAn
(
||fˆi,n − fi||∞ ≥ , min
1≤b≤M
Nb ≤
chdτnτn
2
)
≤ EXnPAn,Xn
(
||fˆi,n − fi||∞ ≥ , min
1≤b≤M
Nb >
chdτnτn
2
)
+ PAn
(
min
1≤b≤M
Nb ≤
chdτnτn
2
)
,
where we use law of iterated expectation in the first term and EX
n
denotes expectation
with respect to Xn. From (5) and (9), we get that,
PAn
(
||fˆi,n − fi||∞ ≥ 
)
≤M exp
(
−3cpiτnh
d
τnτn
56
)
+ 2M exp
(
−ch
d
τnpi
2
τnτn(− w(Lhτn ; fi))2
8(v2 + c(piτn/2))
)
+M exp
(
−3ch
d
τnτn
28
)
. (10)
Now consider,
P (||fˆi,n − fi||∞ > ) ≤ P
(
||fˆi,n − fi||∞ ≥ , τn > E(τn)
2
)
+ P
(
τn ≤ E(τn)
2
)
≤ EAnPAn
(
||fˆi,n − fi||∞ ≥ , τn > E(τn)
2
)
+ P
(
τn ≤ E(τn)
2
)
.
(11)
Let ne = bE(τn)/2c. Then, by using condition (7) and (10) in (11), we have that, for
large enough n,
P (||fˆi,n − fi||∞ > ) ≤M exp
(
−3cpineh
d
nene
56
)
+ 2M exp
(
−ch
d
nepi
2
nene(− w(Lhne ; fi))2
8(v2 + c(pine/2)()
)
+M exp
(
−3ch
d
nene
28
)
+ exp
(
−3ne
14
)
≤M exp
(
−
3c˜piq(n)hdq(n)q(n)
112
)
(12)
+ 2M exp
(
−
c˜hdq(n)pi
2
q(n)q(n)(− w(Lhq(n); fi))2
16(v2 + c(piq(n)/2)()
)
+M exp
(
−
3c˜hdq(n)q(n)
56
)
+ exp
(
−3a1q(n)
28
)
. (13)
where, c˜ is a new constant that incorporates functions of a1 and c. It can be seen that
the above upper bound is summable in n under the condition
hdq(n)pi
2
q(n)q(n)
log n
→∞. (14)
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Since  is arbitrary, by the Borel-Cantelli Lemma, we have that ||fˆi,n − fi||∞ → 0,
almost surely. This is true for all arms 1 ≤ i ≤ `. Note that the result a) is similarly
obtained by using (4) from Lemma 2 to obtain a result similar to (10) but with pin
instead of piτn . Now, we can invoke Theorem 1 to establish strong consistency for both
the strategies using the histogram method.
4.2 Kernel Regression
We can obtain analogous results for strong consistency of strategy η1 and η2 using
Nadaraya-Watson estimator. Consider a nonnegative kernel function K(u) : Rd → R
that satisfies the following Lipschitz and boundedness conditions.
Assumption 7. For some constants 0 < λ < ∞, |K(u) −K(u′)| ≤ λ||u − u′||∞, for
all u, u′ ∈ Rd.
Assumption 8. ∃ constants L1 ≤ L, c3 > 0 and c4 ≥ 1 such that K(u) = 0 for
||u||∞ > L,K(u) ≥ c3 for ||u||∞ ≤ L1, and K(u) ≤ c4 for all u ∈ Rd.
Recall, τn =
∑n
j=1 I(tj ≤ n), the number of observed rewards by time n. Define,
Ji,n+1 = {j : Ij = i, tj ≤ n, 1 ≤ j ≤ n}, that is, the set of time points corresponding to
pulling of arm i whose rewards have been observed by time n. Let Mi,n+1 denote the
size of Ji,n+1.
Let hτn denote the bandwidth, where hτn → 0 almost surely as n → ∞. For each
arm i, the Nadaraya-Watson estimator of fi(x) is defined as,
fˆi,n+1(x) =
∑
j∈Ji,n+1 Yi,jK
(
x−Xj
hτn
)
∑
j∈Ji,n+1 K
(
x−Xj
hτn
) . (15)
Theorem 3. Suppose Assumptions 2-8 are satisfied, and,
1. If {hn} and {pin} are chosen to satisfy,
q(n)h2dq(n)pi
4
n
log n
→∞,
then the Nadaraya-Watson estimator defined in (24) is strongly consistent in L∞
norm for strategy η1.
2. If {hn} and {pin} are chosen to satisfy,
q(n)h2dq(n)pi
4
q(n)
log n
→∞,
then the Nadaraya-Watson estimator defined in (24) is strongly consistent in L∞
norm for strategy η2.
Proof. The proof for this theorem can be found in Appendix A.3.
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4.3 Strategy η1 versus Strategy η2
Arya and Yang (2020) conduct an analysis for the randomized allocation strategy with
hn, pin, that is, when both sequences are updated at every time point regardless of the
delays, and establish its strong consistency. It states that, for q(n) as in Assumption
6, if hn, pin are chosen to satisfy,
hdnpi
2
nq(n)
log n
→∞ as n→∞, (16)
then the proposed allocation rule is strongly consistent for the histogram method. Note
that, in terms of handling the delays, this allocation rule is in the opposite direction of
the black-box approach that simply applies an existing method on the available data
(i.e., ignoring all the cases with unobserved rewards at the time of decision). The sharp
contrast called for the present investigation of the alternative ways to use pin and hn
and understand their relative strengths and weaknesses.
Now if we compare (6), (7) and (16), we see that (16) ⇒ (7) ⇒ (6), but not vice
versa, therefore (6) seems to give more options for the choice of the user-determined
sequences, {hn} and {pin}, to achieve consistency while there may be a trade-off in the
rate of decrease of the average cumulative regret as we will see in the simulations. Note
that, we notice a similar relationship in Theorem 3 when using Kernel regression. To
understand which choices of hyper-parameter sequences help minimize the cumulative
regret, let us consider the regret for a strategy η,
RN (η) =
N∑
j=m0+1
(f∗(Xj)− fIj (Xj))
=
N∑
j=m0+1
(fi∗j (Xj)− fˆi∗j (Xj) + fˆi∗j (Xj)− fˆIj (Xj) + fˆIj (Xj)− fIj (Xj))
≤
N∑
j=m0+1
(fi∗j (Xj)− fˆi∗j (Xj) + fˆiˆj (Xj)− fˆIj (Xj) + fˆIj (Xj)− fIj (Xj))
≤
N∑
j=m0+1
2 sup
1≤i≤`
|fi(Xj)− fˆi(Xj)|+AI{Ij 6= iˆj}.
Thus we can roughly decompose the cumulative regret into estimation error and ran-
domization error. For the no-delay setting, Qian and Yang (2016b) study both these
error components in a finite-time setting and show that, {hn} and {pin} can be chosen
to achieve an optimal (minimax) rate of convergence for the regret. In their work,
the choices of {hn} and {pin} also depend on the smoothness parameter of the mean
reward functions. Thus in situations where the mean reward functions are simple and
smoother, {hn} and {pin} are chosen to be fast decaying to achieve optimal rates of con-
vergence in no-delay situations. In contrast, for scenarios where the underlying mean
reward functions are more complex, they are chosen to be relatively slow decaying in or-
der to guarantee optimal rates. Now the question that arises in the presence of delayed
rewards is that, how should sequences {hn} and {pin} be updated, so as to minimize the
resulting cumulative regret? That is, should one update pin to pin+1 (and hn to hn+1)
at every time point irrespective of observing a reward or only update upon observing a
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new reward. Let us try to understand the impact of delay and the reward generating
mechanisms on the two components of cumulative regret to answer this question.
Different nonparametric methods may be used for estimation purposes, and esti-
mation accuracy largely depends on the complexity of the underlying mean reward
functions and the amount of data available for estimation. The binwidth of methods
like histogram and kernel regression, usually is a function of the number of data points
available for estimation at a given point. Therefore, in the presence of delayed rewards,
hτn (τn being the number of observed rewards until n) seems to be the sensible choice
for the binwidth. Choosing hn may lead to inefficient estimation due to unavailability
of data points in some small neighborhood of [0, 1]d. Therefore, employing a binwidth
sequence that guarantees optimal rates of convergence in the no-delay setting, which
updates only when a new reward is obtained, seems to be the right choice from an
estimation point of view. Hence, we only consider the policies (η1 and η2) that employ
hτn as the chosen binwidth sequence. It is important to note that from an asymptotic
point of view, based on our theoretical results (Theorem 2), estimation will improve
with time, but this discussion is from a finite time perspective.
In terms of randomization error, delayed rewards affect this directly through the
randomization scheme. This is tied to the exploration-exploitation dilemma which is in
turn controlled by the exploration probability {pin}. In the following illustrations, we
try to convey the message of why carefully balancing exploration-exploitation is tied
to updating the sequence {pin} carefully in the presence of delayed rewards, and the
decision to do that can vary in different situations.
Illustration 1. Suppose that the mean reward functions are not too complex and
are well-separated. In this setting, it will be easy to get good functional estimates
over time, even with less observed data due to presence of large delays. Since the no-
delay case is well-studied, for such a setting we could choose an exploration probability
sequence {pin} that gives the optimal rate of convergence according to Qian and Yang
(2016b). Now, with the delays, we need to decide whether we want to update pin to
pin+1 for each n or only when a new reward is observed. In this setting, it would perhaps
be advantageous to opt for strategy η1, which updates at every time step irrespective
of whether a reward is obtained or not. This is because using strategy η2 may lead to
excessive exploration which may be unnecessary in such settings even for large delay
situations. Thus using η1 will lead to a smaller randomization error. In order to
illustrate that, let Randj(η1) and Randj(η2) denote the indicator I(Ij 6= iˆj) for η1 and
η2, respectively. Let σt = min{n¯ :
∑n¯
j=m0+1
I(tj ≤ N) ≥ t}, that is, σt is the time
index where the tth reward is observed. Then we have that,
EAN (
N∑
j=m0+1
Randj(η2)) =
N∑
j=m0+1
Pη2,AN (Ij 6= iˆj) =
τN∑
t=1
(σt+1 − σt)(`− 1)pit, (17)
where EAN denotes conditional expectation given AN , the set of indices when the
rewards were observed by time N . Here, τN =
∑N
j=m0+1
I(tj ≤ N), number of rewards
observed between time m0 and N . However, for strategy η1, since the exploration
probability {pij} does not depend on delays, we have that,
E(
N∑
j=m0+1
Randj(η1)) =
N∑
j=m0+1
Pη1(Ij 6= iˆj) =
N−m0−1∑
j=1
(`− 1)pij . (18)
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For brevity sake, let us denote N¯ = N − m0 − 1 and we start the counting process
at m0 + 1. Now, given τN , the minimum value that we can get for the R.H.S. in
(17) is when all the rewards from m0 + 1 until τN are observed instantaneously and
after that no reward is observed until we hit the horizon N¯ . Likewise, an approximate
maximum value of R.H.S. in (17) is achieved when the rewards for (m0 + 1)th through
(N¯ − τN )th arms are not observed until time (N¯ − τN ), and we observe τn many, from
time N¯ − τN + 1 to N¯ respectively. Therefore,
min
AN
EAN (
N∑
j=m0+1
Randj(η2)) = (`− 1)[
τN−1∑
t=1
pit + (N¯ − τN )piτN ],
max
AN
EAN (
N∑
j=m0+1
Randj(η2)) = (`− 1)[(N¯ − τN )pi1 +
τN∑
t=2
pit].
For the sake of illustration, assume that we observe a fraction of N¯ by time N , that is,
τN = αN¯ , for some α ∈ (0, 1). Then we have that,
minE(
N∑
j=m0+1
Randj(η2)) = (`− 1)[
τN−1∑
t=1
pit + (1− α)N¯piτN ], (19)
maxE(
N∑
j=m0+1
Randj(η2)) = (`− 1)[(1− α)N¯pi1 +
τN∑
t=2
pit]. (20)
Notice that the terms (1 − α)N¯pi1 and (1 − α)N¯piτN in the RHS in (19) and (20) can
be fairly large and grow as N increases for all reasonably fast choices of {pin} such as,
n−1/4, log−1 n. From (18), (19) and (20), we also get that,
N¯∑
t=τN+1
(`− 1)(piτN − pit) ≤ E(
N∑
j=m0+1
Randj(η2)− Randj(η1)) ≤
N¯∑
t=τN+1
(`− 1)(pi1 − pit),
(21)
where it can be seen that
∑N¯
t=τN+1
(` − 1)(piτN − pit) > 0 for any N and
∑N¯
t=τN+1
(` −
1)(pi1 − pit)→∞ as N →∞. Therefore, we see that using strategy η1, which updates
pin at every time step irrespective of having observed a reward or not, gives a lower
randomization error on average as compared to strategy η2. For example, if we choose
{pin} = n−1/4, α = 0.25 (one-fourth of rewards observed) and m0 = 30 (initialization
phase), time horizon N = 10000, then we get that the average randomization error
difference approximately satisfies,
0.02(`− 1) ≤ E(
∑N
j=m0+1
Randj(η2)− Randj(η1))
N − (m0 + 1) ≤ 0.23(`− 1),
for N = 10000,m0 = 30. In situations where mean reward functions are not complex,
the randomization error can be quite large and potentially dominate over the estima-
tion error. Thus, using strategy η1 may reduce the cumulative regret substantially as
compared to strategy η2 in such situations.
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Illustration 2. On the other hand, there are situations in which it may be better
to use strategy η2 with piτn (updating only when a new reward is observed) as the
exploration probability sequence. For example, scenarios where the best arms frequently
alternate over regions of covariate space in terms of maximizing reward and it is hard
to tell a clear winner with less information available due to presence of large delays.
Another such situation is when an arm which is inferior in majority of the covariate
space, but is superior with a substantial reward gain in a very small area of the domain
and it might be the case that under large delays these under-represented regions remain
unexplored. As described, let us assume that the underlying mean reward functions are
somewhat complex. In such settings, we would need substantial exploration for a long
period of time, specially in the presence of large delays. Here, in the hope of reducing
the randomization error, we could employ strategy η1 and use an exploration probability
sequence pin, which meets the conditions in Qian and Yang (2016b) that ensure optimal
convergence rates in no-delay situations. However, this could be disadvantageous in
such complex settings. This is because using η1 may lead to insufficient exploration
for the inferior arms. We consider the event that a seemingly inferior arm is chosen
at time t, that is, I(It 6= iˆt). Then to ensure enough exploration, we need that this
event occurs with a positive probability that is not too small, specially in such complex
settings as discussed above. From Yang and Zhu (2002) and Qian and Yang (2016a) for
no delay settings, we know that it is necessary to have
∑∞
t=1 pit =∞ for the algorithm to
perform optimally both asymptotically and in finite time. We also know that τN
a.s.→ ∞
as N → ∞. Therefore, using both these facts, the sum of probability of the event
{I(It 6= iˆt), t ≥ 1}, over the time points where rewards are observed for strategy η2
goes to ∞,
τN∑
t=1
Pη2(It 6= iˆt) =
τN∑
t=1
(`− 1)pit a.s.→ ∞, as N →∞,
whereas, for η1, this sum could actually be summable for large delay situations. Let
σt = min{n¯ :
∑n¯
j=m0+1
I(tj ≤ N) ≥ t}. Let us assume that the observed rewards are
equally spaced, that is, σt = tN/τN , assuming w.l.o.g that N/τN is an integer. Then,
we have,
τN∑
t=1
Pη1(It 6= iˆt) =
τN∑
t=1
(`− 1)piσt =
τN∑
t=1
(`− 1)pitN/τN .
Now, it can be shown that this series is summable for various choices of {pin}. For
example, let {pin} = n−1/2, then for strategy η1,
τN∑
t=1
Pη1(It 6= iˆt) =
τN∑
t=1
(`− 1)pitN/τN =
τN∑
t=1
(
tN
τN
)−1/2
=
(
N
τN
)−1/2 τN∑
t=1
t−1/2 = O
(
τN√
N
)
. (22)
If the number of observed rewards are small, say τN = O(
√
N), then the series in
(22) is summable. Therefore by Borel-Cantelli Lemma, the event {It 6= iˆt} occurs only
finitely many times out of all instances where the rewards are observed. This will lead
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to insufficient exploration and may incur large regret in areas that remain unexplored,
specially in the more complex settings. Therefore, if we employ strategy η1 in such
settings with large delays, we may end up over-exploiting certain arms and as a result
obtain insufficient number of rewards pertaining to a seemingly inferior arm, which
may possibly yield higher rewards in some unexplored regions in future. This would
adversely affect the performance of the algorithm and lead to high cumulative regret.
Therefore, in scenarios like this, it would be advantageous to use strategy η2.
Note that, η2 can be thought of as a black-box procedure, in the sense that it
only updates at the time points where at least one reward is observed as if there were
no delays. From the above discussion, we can conclude that taking the black-box
approach might not necessarily be the best in handling delayed rewards in a contextual
bandit problem. In the next section, we demonstrate these ideas using four different
simulation setups and illustrate the performance of strategies η1 and η2 in the four
setups respectively. These insights also suggest the need for studying adaptive strategies
for updating these parameters in a local fashion, a promising direction to explore in
future.
5 Simulations
We conduct a simulation study to compare the per-round average regret for strategies
η1 and η2 under different delayed rewards scenarios. The per-round regret for strategy
η is given by,
rn(η) =
1
n
n∑
j=1
(f∗(Xj)− fIj (Xj)).
Note that, if 1n
∑n
j=1 f
∗(Xj) is eventually bounded above and away from 0 with prob-
ability 1, then Rn(η) → 1 a.s. is equivalent to rn(η) → 0 a.s. The data has been
generated from the following mean reward functions. We assume d = 2, ` = 2 (or 3)
and x ∈ [0, 1]2 and the simulations run until time N = 8000 with first 30 rounds of ini-
tialization. For each of the setups, we define one-dimensional functions g1 and g2, and
then for x1, x2 ∈ [0, 1], we define, f1(x1, x2) = g1(x1) ∗ x2 and f2(x1, x2) = g2(x1) ∗ x2.
Setup 1: In this setup, we consider two well-separated sinusoidal functions, where
one is a shifted above version of the other.
g1(x) = (−2 sin(20pix) + 3), g2(x) = (−2 sin(20pix) + 2); x ∈ [0, 1].
Setup 2: Consider three piecewise-linear functions that are well-separated but over
different regions in the covariate space. Then, f1(x1, x2) = x2g1(x1), f2(x1, x2) =
x2g2(x1), f3(x1, x2) = x2g3(x1).
g1(x) =

1 0 ≤ x < 0.5
−10x+ 6 0.5 ≤ x < 0.6
0 x ≥ 0.6
, g2(x) =

0 0 ≤ x < 0.5
10x− 5 0.5 ≤ x < 0.6
1 x ≥ 0.6
,
14
g3(x) =

0 0 ≤ x < 0.3
20x− 6 0.3 ≤ x < 0.4
2 0.4 ≤ x < 0.6
−20x+ 14 0.6 ≤ x < 0.7
0 x ≥ 0.7.
Setup 3: Consider two sinusoidal functions such that the best arm alternates rapidly
as the functions oscillate.
g1(x) = 2 cos(5pix) + 2, g2(x) = −2 sin(5pix) + 2, for x ∈ [0, 1].
Setup 4: Consider a setup where one arm dominates over majority of the covariate
space, except for a small area where it incurs a considerably high regret.
g1(x) = 1, for all x ∈ [0, 1]; g2(x) =

0 0 ≤ x < 0.5, 0.505 ≤ x ≤ 1
100000x− 50000 0.5 ≤ x < 0.502
200 0.502 ≤ x < 0.503
−100000 ∗ x+ 50500 0.503 ≤ x < 0.505.
We look at both the setups 1) d = 1, when f1(x) = g1(x) and f2(x) = g2(x) and 2)
d = 2, when f1(x1, x2) = g1(x1) ∗ x2 and f2(x1, x2) = g2(x1) ∗ x2, but only the results
for 2) are displayed in Figure 1. The one dimensional functions gi for each of these
setups are plotted in Figure 1.
5.1 The simulation process and results
We simulate the data from the above mentioned true mean reward functions as: Yi,j =
fi(Xj) + 0.5j , i ∈ {1, 2, 3}, j ∈ N, where j i.i.d.∼ N(0, 1). We use Nadaraya-Watson
estimator with Gaussian kernel to estimate the mean reward functions. We run both
strategies η1 and η2 as in Section 3.1. We consider the following choices of hyper-
parameter sequences but in our discussion, we only illustrate a few combinations to
make a comparison for the sake of brevity.
pin = {n−1/4, log−1 n, log−2 n;n ≥ 1} and hn = {n−1/4, n−1/6, log−1 n;n ≥ 1}.
Both strategies η1 and η2 are run for 60 independent replications (time horizon
N = 8000). Then the regret is averaged for each time point over the replications, to
give a more accurate estimate of the total regret accumulated up to a given time hori-
zon. We create delay scenarios governing when a reward will be observed. We consider
the following delay scenarios in the increased order of severity of delays,
No delay; Every reward is observed instantaneously.
Delay 1: Geometric delay with probability of success (observing the reward) p = 0.3.
Delay 2: Every 5th reward is not observed by time N and other rewards are obtained
with a geometric (p = 0.3) delay.
Delay 3: Each case has probability 0.7 to delay and the delay is half-normal with scale
parameter, σ = 1500.
15
0.0 0.2 0.4 0.6 0.8 1.0
0
1
2
3
4
5
Setup 1: Mean Reward Generating Functions (1D)
x
f(x
)
g1
g2
0 2000 4000 6000 8000
0.
00
0.
05
0.
10
0.
15
0.
20
0.
25
Setup 1: pin = (log(n))−1 , hn = (log(n))−1 , Delay 3
Time index
Av
e
ra
ge
 re
gr
et
η1
η2
0 2000 4000 6000 8000
0.
00
0.
05
0.
10
0.
15
0.
20
0.
25
Setup 1: pin = (log(n))−1 , hn = (log(n))−1 , Delay 4
Time index
Av
e
ra
ge
 re
gr
et
η1
η2
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
5
1.
0
1.
5
2.
0
Setup 2: Mean reward generating function (1D)
x
f(x
)
g1
g2
g3
0 2000 4000 6000 8000
0.
0
0.
1
0.
2
0.
3
0.
4
0.
5
Setup 2: pin = (log(n))−1 , hn = (log(n))−1 , Delay 3
Time index
Av
e
ra
ge
 re
gr
et
η1
η2
0 2000 4000 6000 8000
0.
0
0.
1
0.
2
0.
3
0.
4
0.
5
Setup 2: pin = (log(n))−1 , hn = (log(n))−1 , Delay 4
Time index
Av
e
ra
ge
 re
gr
et
η1
η2
0.0 0.2 0.4 0.6 0.8 1.0
0
1
2
3
4
Setup 3: Mean Reward Generating Functions (1D)
x
f(x
)
g2
g1
0 2000 4000 6000 8000
0.
0
0.
1
0.
2
0.
3
0.
4
0.
5
Setup 3: pin = (log(n))−1 , hn = (log(n))−1 , Delay 3
Time index
Av
e
ra
ge
 re
gr
et
η1
η2
0 2000 4000 6000 8000
0.
0
0.
1
0.
2
0.
3
0.
4
0.
5
Setup 3: pin = (log(n))−1 , hn = (log(n))−1 , Delay 4
Time index
Av
e
ra
ge
 re
gr
et
η1
η2
0.0 0.2 0.4 0.6 0.8 1.0
0
50
10
0
15
0
20
0
Setup 4: Mean Reward Generating Functions (1D)
x
f(x
)
g1
g2
0 2000 4000 6000 8000
0.
0
0.
2
0.
4
0.
6
0.
8
Setup 4: pin = (log(n))−1 , hn = (log(n))−1 , Delay 3
Time index
Av
e
ra
ge
 re
gr
et
η1
η2
0 2000 4000 6000 8000
0.
0
0.
2
0.
4
0.
6
0.
8
Setup 4: pin = (log(n))−1 , hn = (log(n))−1 , Delay 3
Time index
Av
e
ra
ge
 re
gr
et
η1
η2
Figure 1: Strategy η1 has lower cumulative average regret in setups 1 and 2 (first two rows)
and strategy η2 has lower cumulative average regret in setups 3 and 4 (rows third and fourth).
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Delay 4: In this case we increase the number of non-observed rewards. Divide
the data into four equal consecutive parts (quarters), such that, in part 1, we only
observe every 10th (with Geom(0.3) delay) observation by time N and not observe the
remaining; in part 2, we only observe every 15th observation; in part 3, only observe
every 20th observation; in part 4, only observe every 25th observation.
In our simulations, we note that the difference in the cumulative regret is most
discernible in the more extreme delay situations, that is, delay 3 and delay 4 in our
setup. Therefore, we only illustrate the results on those two delay scenarios. The plots
in Figure 1 can be used to compare performance of strategy η1 and η2. On the y-
axis is the average regret plotted against time on the x-axis. The rows in the figure
correspond to the simulation setups and columns 2 and 3 correspond to Delay 3 and
Delay 4 respectively. For illustration, we only show the plots corresponding to one
choice of hyper-parameter sequences, {hn} = (log n)−1 and {pin} = (log n)−1, however
results from other combinations show similar trends and are included in Appendix A.4.
Note that in setups 1 and 2, η1 performs better than η2 in terms of reducing the
overall average regret. Both these setups consist of mean reward functions that are
well-separated and clear winners in terms of reward gain in substantial portions of
the covariate space. Therefore, it is likely that one can get good estimation even in
large delay setting when only small amount of observed data is available for estimation.
Thus, in these settings, controlling for the randomization error is crucial, which is better
achieved by using pin instead of piτn , as illustrated in Section 4.3. On the contrary, in
Setup 3 and 4, we notice that strategy η2 performs better than η1 in terms of lower
average regret. This can be attributed to the fact that under large delay settings, one
may require more exploration for a longer period of time to get good estimates for the
complex mean reward functions. Therefore, using piτn instead of pin helps improve the
mean reward function estimation by exploring for a longer time, leading to a greater
chance of exploring the more localized high regret incurring regions of the covariate
space. Another interesting observation is that for setups 1 and 2, the average regret
curves for strategies η1 and η2 are closer with Delay 3 and much separated with Delay 4.
Whereas, in setups 3 and 4, an opposite trend is seen, where the difference in the average
regret curves for η1 and η2 is more pronounced with Delay 3 as compared to Delay 4.
A possible reason for this could be that the mean reward functions for setups 1 and 2
are easily distinguishable even with as few observations as with Delay 4, thus fast and
continuous exploitation helps reduce the regret. However, the mean reward functions
in setups 3 and 4 are harder to distinguish and perhaps with so few observations as in
Delay 4, it is hard to do a good job in estimation even while exploring more using piτn .
6 Conclusion
In this work, we present a case on the importance of carefully choosing a contextual
bandit strategy based on the expected delay situation. Delays are assumed to be
independent, but unbounded and could potentially be infinite as long as we expect
to see a minimum number of observed rewards in finite time, and have some knowledge
of a lower bound to the expected number of observations. We propose two -greedy like
strategies, adopting a nonparametric approach to modeling the mean reward regression
functions. In both strategies, the binwidth sequence {hn} is updated only when new
rewards are observed, but the difference lies in updating the exploration probability
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{pin}. In one strategy, {pin} is only updated when a new reward is observed (like a
black-box procedure), while in the second strategy, {pin} is updated at every time point
irrespective of having observed a reward or not. We establish strong consistency for
both the strategies and compare the necessary condition required to achieve consistency
with the analogous condition that appeared in Arya and Yang (2020). Then, using some
theoretical illustrations and simulation examples, we show that both these strategies
may be advantageous in different settings depending on the underlying data generating
scenarios and the severity of the delays in observing rewards. Therefore, based on these
empirical results, we recommend that the choice of hyper-parameters {hn} and {pin}
should depend on the context of the problem, delay scenario, and some broad knowledge
of the data generating process. An immediate future direction based on these results
is to devise an adaptive strategy which decides whether to update the hyperparameter
sequences or not in a more localized way. Conducting a finite-time regret analysis to
theoretically prove the insights obtained would help better understand the problem
and we hope to address it in future work. It is important to note that optimal arm
identifiability and regret minimization may not agree with each other in all problems.
It is possible that two different algorithms achieve about the same cumulative regret,
despite of one being poor at identifying the best arms as compared to the other, thus
is a different problem altogether and requires a different set of tools to address the
problem. In our knowledge, best arm identification in delayed rewards for contextual
bandits has not been studied so far and would be an interesting future work to consider.
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A Appendix
Here, we present supporting material that includes detailed proofs of Theorems 1 and
3 in the main paper and additional figures for more simulation results.
A.1 Proof of consistency of the proposed strategy
While strong consistency for strategy η1 follows exactly from the proof of strong con-
sistency in Arya and Yang (2020), some changes are required for proving the same for
strategy η2.
Proof of Theorem 1 for strategy η2. Since the ratio Rn(η2) is always upper bounded by
1, we only need to work on the lower bound direction. Note that,
Rn(η2) =
∑n
j=1 fiˆj (Xj)∑n
j=1 f
∗(Xj)
+
∑n
j=1(fIj (Xj)− fiˆj (Xj))∑n
j=1 f
∗(Xj)
≥
∑n
j=1 fiˆj (Xj)∑n
j=1 f
∗(Xj)
−
1
n
∑n
j=1AI{Ij 6=iˆj}
1
n
∑n
j=1 f
∗(Xj)
, (23)
where the inequality follows from Assumption 2. Let Uj = I{Ij 6=iˆj}. Since (1/n)
∑n
j=1 f
∗(Xj)
converges a.s. to Ef∗(X) > 0, the second term on the right hand side in the above in-
equality converges to zero almost surely if (1/n)
∑n
j=1 Uj
a.s.→ 0. Note that for j ≥ m0+1,
Uj ’s are independent Bernoulli random variables with success probability (` − 1)piτj .
Now consider,
∞∑
j=m0+1
Var
(
Uj
j
| Aj
)
=
∞∑
j=m0+1
(`− 1)pij(1− (`− 1)pij)
j2
≤
∞∑
j=m0+1
(`− 1)pi1(1− (`− 1)pi1)
j2
.
As the right hand side is a non-random quantity, we get,
∞∑
j=m0+1
Var
(
Uj
j
)
≤
∞∑
j=m0+1
(`− 1)pi1(1− (`− 1)pi1)
j2
<∞.
Therefore, we have that
∑∞
m0+1
((Uj − (` − 1)pij)/j) converges almost surely. It then
follows by Kronecker’s lemma that,
1
n
n∑
j=1
(Uj − (`− 1)pij) a.s.→ 0.
We know that τj
a.s.→ ∞ as j →∞ using Assumption 3 as shown in the proof of Theorem
2 of the paper. Hence, piτj → 0 almost surely, as j → ∞ (the speed depending on the
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delay times). Thus, we will have 1/n
∑n
j=1(`− 1)pij → 0 since pij → 0 a.s., as j →∞.
Hence, 1/n
∑n
j=1 Uj → 0 a.s., as n→∞.
To show that Rn(δpi)
a.s.→ 1, it remains to show that∑n
j=1 fiˆj (Xj)∑n
j=1 f
∗(Xj)
a.s.→ 1 or equivalently,
∑n
j=1(fiˆj (Xj)− f∗(Xj))∑n
j=1 f
∗(Xj)
a.s.→ 0.
Given the observed reward timings {tj : tj ≤ n, 1 ≤ j ≤ n}, let σj = min{n¯ :∑n¯
k=m0+1
I(tk ≤ N) ≥ j}, that is, σj is the time index where the jth reward is observed.
By the definition of iˆj , for j ≥ m0 + 1, fˆiˆj ,σj (Xj) ≥ fˆi∗(Xj),σj (Xj) and thus,
fiˆj (Xj)− f∗(Xj) = fiˆj (Xj)− fˆiˆj ,σj (Xj) + fˆiˆj ,σj (Xj)− fˆi∗(Xj),σj (Xj)
+ fˆi∗(Xj),σj (Xj)− f∗(Xj)
≥ fiˆj (Xj)− fˆiˆj ,σj (Xj) + fˆi∗(Xj),σj (Xj)− fi∗(Xj)(Xj)
≥ −2 sup
1≤i≤`
||fˆi,σj − fi||∞.
For 1 ≤ j ≤ m0, we have fiˆj (Xj) − f∗(Xj) ≥ −A. Based on Assumption 1, ||fˆi,σj −
fi||∞ a.s.→ 0 as j → ∞ for each i, and thus sup1≤i≤` ||fˆi,σj − fi||∞ a.s.→ 0. Then it follows
that, for n > m0,∑n
j=1(fiˆj (Xj)− f∗(Xj))∑n
j=1 f
∗(Xj)
≥ −Am0/n− (2/n)
∑n
j=m0+1
sup1≤i≤` ||fˆi,σj − fi||∞
(1/n)
∑n
j=1 f
∗(Xj)
.
The right hand side converges to 0 almost surely and hence the conclusion follows.
Next, we recall some important definitions and inequalities that will be used in the
proof for Theorem 3.
Definition. Let hτn denote the bandwidth, where hτn → 0 almost surely as n → ∞.
For each arm i, the Nadaraya-Watson estimator of fi(x) is defined as,
fˆi,n+1(x) =
∑
j∈Ji,n+1 Yi,jK
(
x−Xj
hτn
)
∑
j∈Ji,n+1 K
(
x−Xj
hτn
) . (24)
Definition. Let x1, x2 ∈ [0, 1]d. Then w(h; f) denotes a modulus of continuity defined
by, w(h; f) = sup{|f(x1)− f(x2)| : |x1k − x2k| ≤ h for all 1 ≤ k ≤ d}.
A.2 An inequality for Bernoulli trials.
For 1 ≤ j ≤ n, let W˜j be Bernoulli random variables, which are not necessarily inde-
pendent. Assume that the conditional probability of success for W˜j given the previous
observations is lower bounded by βj , that is,
P (W˜j = 1|W˜i, 1 ≤ i ≤ j − 1) ≥ βj a.s.,
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for all 1 ≤ j ≤ n. Appylying the extended Bernstein’s inequality as described in Qian
and Yang (2016a), we have
P
 n∑
j=1
W˜j ≤
 n∑
j=1
βj
 /2
 ≤ exp(−3∑nj=1 βj
28
)
. (25)
A.3 Proof for consistency using Kernel Regression
Recall, Ji,n+1 = {j : Ij = i, tj ≤ n, 1 ≤ j ≤ n} and Mi,n+1 is the size of Ji,n+1,
A = {j : tj ≤ n} and τn =
∑n
j=1 I(tj ≤ n).
Lemma 3. Under the setting of the kernel estimation in Section 5.2 of the paper, let
A ⊂ [0, 1]d be a hypercube with side-width h. For a given arm i, if Assumptions 4, 5, 7
and 8 are satisfied, then for any  > 0,
PAn,Xn
sup
A
∑
j∈Ji,n+1
jK
(
x−Xj
hτn
)
>
τn
1− 1/√2

≤ exp
(
− τn
2
4c24v
2
)
+ exp
(
− τn
4c4c
)
+
∞∑
k=1
2kd exp
(
−2
kτn
2
λ2v2
)
+
∞∑
k=1
2kd exp
(
−2
k/2τn
2λc
)
,
where PAn,Xn denotes conditional probability given An = {j : tj ≤ n} and Xn =
{X1, . . . , Xn}.
Proof. The proof of this lemma follows exactly from the analogous lemma but without
delays in Qian and Yang (2016a). The results follow because we condition on An, and
given An, τn is a known quantity which plays the role of n in the no-delay situation as
in Qian and Yang (2016a).
Next, we restate Theorem 3 from the paper and provide a proof.
Theorem 4. Suppose Assumptions 2-8 are satisfied.
1. If {hτn} and {piτn} are chosen to satisfy,
q(n)h2dq(n)pi
4
n
log n
→∞, (26)
then the Nadaraya-Watson estimator defined in (24) is strongly consistent in L∞
norm for strategy η1.
2. If {hτn} and {piτn} are chosen to satisfy,
q(n)h2dq(n)pi
4
q(n)
log n
→∞, (27)
then the Nadaraya-Watson estimator defined in (24) is strongly consistent in L∞
norm for strategy η2.
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Proof of Theorem 3. Here, we prove the result for strategy η2 and discuss how the proof
for strategy η1 follows similarly. For each x ∈ [0, 1]d,
|fˆi,n+1 − fi(x)| =
∣∣∣∣∣∣∣∣
∑
j∈Ji,n+1 Yi,jK
(
x−Xj
hτn
)
∑
j∈Ji,n+1 K
(
x−Xj
hτn
) − fi(x)
∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣
∑
j∈Ji,n+1(fi(Xj) + j)K
(
x−Xj
hτn
)
∑
j∈Ji,n+1 K
(
x−Xj
hτn
) − fi(x)
∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣
∑
j∈Ji,n+1(fi(Xj)− fi(x))K
(
x−Xj
hτn
)
∑
j∈Ji,n+1 K
(
x−Xj
hτn
) +
∑
j∈Ji,n+1 jK
(
x−Xj
hτn
)
∑
j∈Ji,n+1 K
(
x−Xj
hτn
)
∣∣∣∣∣∣∣∣
≤ sup
x,y:||x−y||∞≤Lhτn
|fi(x)− fi(y)|+
∣∣∣∣∣∣∣∣
1
Mi,n+1hdτn
∑
j∈Ji,n+1 jK
(
x−Xj
hτn
)
1
Mi,n+1hdτn
∑
j∈Ji,n+1 K
(
x−Xj
hτn
)
∣∣∣∣∣∣∣∣ ,
where the last inequality follows from the bounded support assumption of kernel func-
tion K(·). It was shown in the proof of Theorem 2 of the paper, τn a.s.→ ∞ as n → ∞.
Thus, by uniform continuity of the function fi,
lim
n→∞ supx,y:||x−y||∞≤Lhτn
|fi(x)− fi(y)| = 0, almost surely.
Therefore we only need,
sup
x∈[0,1]d
∣∣∣∣∣∣∣∣
1
Mi,n+1hdτn
∑
j∈Ji,n+1 jK
(
x−Xj
hτn
)
1
Mi,n+1hdτn
∑
j∈Ji,n+1 K
(
x−Xj
hτn
)
∣∣∣∣∣∣∣∣
a.s.→ 0 as n→∞. (28)
We first show that,
inf
x∈[0,1]d
1
Mi,n+1hdτn
∑
j∈Ji,n+1
K
(
x−Xj
hτn
)
>
c3cLd1piτn
2
, (29)
almost surely for large enough n. Indeed, for each n ≥ m0+1, given τn, we can partition
the unit cube [0, 1]d into B˜ bins with bin width L1hτn such that B˜ ≤ 1/(L1hτn)d. We
denote these bins by A˜1, A˜2, . . . , A˜B˜. Let σt = inf{n˜ :
∑n˜
j=1 I(tj ≤ n) ≥ t}. Given an
arm i and 1 ≤ k ≤ B˜, for every x ∈ A˜k, given τn we have that,∑
j∈Ji,n+1
K
(
x−Xj
hτn
)
=
τn∑
t=1
I(Iσt = i)K
(
x−Xσt
hτn
)
≥
τn∑
t=1
I(Iσt = i,Xσt ∈ A˜k)K
(
x−Xσt
hτn
)
≥ c3
τn∑
j=1
I(Iσt = i,Xσt ∈ A˜k),
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where the last inequality follows from Assumption 8 (boundedness of kernels) in the
paper. Therefore,
PAn,Xn
 inf
x∈A˜k
1
Mi,n+1hdτn
∑
j∈Ji,n+1
K
(
x−Xj
hτn
)
≤ c3cL
d
1piτn
2

≤ PAn,Xn
 inf
x∈A˜k
1
τnhdτn
∑
j∈Ji,n+1
K
(
x−Xj
hτn
)
≤ c3cL
d
1piτn
2

≤ PAn,Xn
(
c3
τnhdτn
τn∑
t=1
I(Iσt = i,Xσt ∈ A˜k) ≤
c3cLd1piτn
2
)
≤ PAn,Xn
(
τn∑
t=1
I(Iσt = i,Xσt ∈ A˜k) ≤
cτn(L1hτn)dpiτn
2
)
.
Note that, PAn,Xn(Iσt = i,Xσt ∈ A˜k) ≥ c(L1hτn)dpiτn by independence of arms chosen
and covariates (Assumption 6), for all 1 ≤ t ≤ n.
PAn,Xn
(
τn∑
t=1
I(Iσt = i,Xσt ∈ A˜k) ≤
cτn(L1hτn)dpiτn
2
)
≤ exp
(
−3cτn(L1hτn)
dpiτn
28
)
.
Therefore we get that,
PAn,Xn
 inf
x∈A˜k
1
Mi,n+1hdτn
∑
j∈Ji,n+1
K
(
x−Xj
hτn
)
≤ c3cL
d
1piτn
2
 ≤ exp(−3cτn(L1hτn)dpiτn
28
)
.
(30)
Now consider,
P
 inf
x∈A˜k
1
Mi,n+1hdτn
∑
j∈Ji,n+1
K
(
x−Xj
hτn
)
≤ c3cL
d
1piτn
2

= P
 inf
x∈A˜k
1
Mi,n+1hdτn
∑
j∈Ji,n+1
K
(
x−Xj
hτn
)
≤ c3cL
d
1piτn
2
, τn >
E(τn)
2

+ P
 inf
x∈A˜k
1
Mi,n+1hdτn
∑
j∈Ji,n+1
K
(
x−Xj
hτn
)
≤ c3cL
d
1piτn
2
, τn ≤ E(τn)
2

≤ EPAn,Xn
 inf
x∈A˜k
1
Mi,n+1hdτn
∑
j∈Ji,n+1
K
(
x−Xj
hτn
)
≤ c3cL
d
1piτn
2
, τn >
E(τn)
2
+ P (τn ≤ E(τn)
2
)
≤ exp
(
−3c(L1hτn)
dpiτn(E(τn))
56
)
+ exp
(
−3E(τn)
28
)
,
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where the last inequality followed from (30) and the Bernstein’s inequality. Hence,
P
 inf
x∈[0,1]d
1
Mi,n+1hdτn
∑
j∈Ji,n+1
K
(
x−Xj
hτn
)
≤ c3cL
d
1piτn
2

≤
B˜∑
k=1
P
inf
A˜k
1
Mi,n+1hdτn
∑
j∈Ji,n+1
K
(
x−Xj
hτn
)
≤ c3cL
d
1piτn
2

≤ B˜
(
exp
(
−3c(L1hτn)
dpiτn(E(τn))
56
)
+ exp
(
−3E(τn)
28
))
≤ B˜
(
exp
(
−3c˜(L1hq(n))
dpiq(n)(q(n))
56
)
+ exp
(
−3a1q(n)
28
))
,
where the last inequality follows from Assumption 3 and (27). Here, c˜ and a1 are
constants due to the use of Assumption 3, which says that E(τn) ≥ a1q(n) for some
constant a1 > 0. Also, the same condition
q(n)h2d
q(n)
pi4
q(n)
logn → ∞ ensures that the RHS
above is summable, and by Borel-Cantelli Lemma, we have (29).
Now, in order to prove (28), we now need to show that,
sup
x∈[0,1]d
∣∣∣∣∣∣ 1Mi,n+1hdτn
∑
j∈Ji,n+1
jK
(
x−Xj
hτn
)∣∣∣∣∣∣ = o(piτn), almost surely. (31)
For each n > m0 + 1, we can partition the unit cube [0, 1]d into B bins with bin length
hτn such that B ≤ 1/hdτn . We denote these bins by A1, A2, . . . , AB. Then given  > 0,
consider,
PAn,Xn
 sup
x∈[0,1]d
∣∣∣∣∣∣ 1Mi,n+1hdτn
∑
j∈Ji,n+1
jK
(
x−Xj
hτn
)∣∣∣∣∣∣ > piτn

≤ B max
1≤k≤B
PAn,Xn
 sup
x∈Ak
∣∣∣∣∣∣ 1Mi,n+1hdτn
∑
j∈Ji,n+1
jK
(
x−Xj
hτn
)∣∣∣∣∣∣ > piτn

≤ B max
1≤k≤B
PAn,Xn
 sup
x∈Ak
∣∣∣∣∣∣ 1Mi,n+1hdτn
∑
j∈Ji,n+1
jK
(
x−Xj
hτn
)∣∣∣∣∣∣ > piτn, Mi,n+1τn > piτn2

+BPAn,Xn
(
Mi,n+1
τn
≤ piτn
2
)
≤ B max
1≤k≤B
PAn,Xn
 sup
x∈Ak
∣∣∣∣∣∣
∑
j∈Ji,n+1
jK
(
x−Xj
hτn
)∣∣∣∣∣∣ > τnpi
2
τnh
d
τn
2
+BPAn,Xn (Mi,n+1τn ≤ piτn2
)
≤ B max
1≤k≤B
PAn,Xn
 sup
x∈Ak
∣∣∣∣∣∣
∑
j∈Ji,n+1
jK
(
x−Xj
hτn
)∣∣∣∣∣∣ > τnpi
2
τnh
d
τn
2
+B exp(−3τnpiτn
28
)
,
(32)
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where the last inequality follows from (25). Note that using Lemma 3,
PAn,Xn
 sup
x∈Ak
∣∣∣∣∣∣
∑
j∈Ji,n+1
jK
(
x−Xj
hτn
)∣∣∣∣∣∣ > τnpi
2
τnh
d
τn
2

≤ 2 exp
(
−(
√
2− 1)2τnpi4τnh2dτn2
32c24v
2
)
+ 2 exp
(
−(
√
2− 1)τnpi2τnhdτn
8
√
2c4c
)
+ 2
∞∑
k=1
2kd exp
(
−2
k(
√
2− 1)2τnpi4τnh2dτn2
8λ2v2
)
+ 2
∞∑
k=1
2kd exp
(
−2
k/2(
√
2− 1)τnpi2τnhdτn
4
√
2λc
)
.
(33)
Using (32) and (33), we get that,
PAn,Xn
 sup
x∈[0,1]d
∣∣∣∣∣∣ 1Mi,n+1hdτn
∑
j∈Ji,n+1
jK
(
x−Xj
hτn
)∣∣∣∣∣∣ > piτn

≤ 2B exp
(
−(
√
2− 1)2τnpi4τnh2dτn2
32c24v
2
)
+ 2B exp
(
−(
√
2− 1)τnpi2τnhdτn
8
√
2c4c
)
+ 2B
∞∑
k=1
2kd exp
(
−2
k(
√
2− 1)2τnpi4τnh2dτn2
8λ2v2
)
+ 2B
∞∑
k=1
2kd exp
(
−2
k/2(
√
2− 1)τnpi2τnhdτn
4
√
2λc
)
+B exp
(
−3τnpiτn
28
)
.
Now consider,
P
 sup
x∈[0,1]d
∣∣∣∣∣∣ 1Mi,n+1hdτn
∑
j∈Ji,n+1
jK
(
x−Xj
hτn
)∣∣∣∣∣∣ > piτn

≤ EPAn,Xn
 sup
x∈[0,1]d
∣∣∣∣∣∣ 1Mi,n+1hdτn
∑
j∈Ji,n+1
jK
(
x−Xj
hτn
)∣∣∣∣∣∣ > piτn, τn > E(τn)2
+ P (τn ≤ E(τn)
2
)
.
Let ne = bE(τn)/2c, then using condition (27),
P
 sup
x∈[0,1]d
∣∣∣∣∣∣ 1Mi,n+1hdτn
∑
j∈Ji,n+1
jK
(
x−Xj
hτn
)∣∣∣∣∣∣ > piτn

≤ 2B exp
(
−(
√
2− 1)2nepi4neh2dne2
32c24v
2
)
+ 2B exp
(
−(
√
2− 1)nepi2nehdne
8
√
2c4c
)
+ 2B
∞∑
k=1
2kd exp
(
−2
k(
√
2− 1)2nepi4neh2dne2
8λ2v2
)
+ 2B
∞∑
k=1
2kd exp
(
−2
k/2(
√
2− 1)nepi2nehdne
4
√
2λc
)
+B exp
(
−3nepine
28
)
+ exp
(
−3E(τn)
28
)
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≤ 2B exp
(
−
(
√
2− 1)2a˜1q(n)pi4q(n)h2dq(n)2
64c24v
2
)
+ 2B exp
(
−
(
√
2− 1)a˜2q(n)pi2q(n)hdq(n)
16
√
2c4c
)
+ 2B
∞∑
k=1
2kd exp
(
−
2k(
√
2− 1)2a˜1q(n)pi4q(n)h2dq(n)2
16λ2v2
)
+ 2B
∞∑
k=1
2kd exp
(
−
2k/2(
√
2− 1)a˜2q(n)pi2q(n)hdq(n)
8
√
2λc
)
+B exp
(
−3a˜3q(n)piq(n)
56
)
+ exp
(
−3a1q(n)
28
)
,
where a˜1 is a constant that comes from Assumption 3 and the choice of hyperparameter
sequence when applied to the constant a1, where a1 is a positive constant such that
E(τn) ≥ a1q(n), for large enough n. Using condition (27),
q(n)pi4
q(n)
h2d
q(n)
logn →∞, it is easy
to see that RHS above is summable. Then, by Borel-Cantelli Lemma we can conclude
(31), thus proving the theorem. Note, following the same lines of proof, we could prove
the strong consistency for η1 by just replacing piτn with pin.
A.4 Simulation plots
In this section, we plot the average regret curves for both strategies η1 and η2 for
different hyper-parameter choices. In Figure 2, we choose {hn} = (log n)−1 and {pin} =
(log n)−2. We still notice the same trend, where η1 performs better than strategy η2 in
Setup 1 and Setup 2, while η2 performs better in Setup 3 and Setup 4. Notice that, for
Setup 1 and 2, in the case of delay scenario 3, the difference in the average regret is not
as noticeable as it is in delay 4. This could be attributed to the fast decaying {pin} =
(log n)−2, where whether you update at every time point or only at observed reward
time points, there is sharp increase in the amount of exploitation with the amount of
data available in Delay 3 scenario unlike the Delay 4 scenario. We also notice that, in
Setup 3, with Delay 4, the average regret does not seem to decay by our time horizon and
might need a larger horizon to show some decay, which could be because the exploration
probability is too fast decaying for both the algorithms to learn efficiently. Figure 3
and Figure 4 correspond to the choices {hn, pin} = (n−1/4, n−1/4), (n−1/4, (log n)−1)
respectively. We see very similar trends as discussed in the paper and for Figure 2 for
these two choices as well.
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Figure 2: Each row represents a Setup, with first column depicting a one-dimensional function
used to generate the mean reward functions. The second and the third column depict the
average regret over time for Delay 3 and Delay 4 respectively.
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Figure 3: Strategy η1 has lower cumulative average regret in Setup 1 and 2 (first two rows)
and strategy η2 has lower cumulative average regret in Setup 3 and 4 (rows third and fourth).
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Figure 4: Strategy η1 has lower cumulative average regret in Setup 1 and 2 (first two rows)
and strategy η2 has lower cumulative average regret in Setup 3 and 4 (rows third and fourth).
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