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Abstract
We consider the plane elasticity problem for two circular holes. When two holes
are close to touching, the stress concentration happens in the narrow gap region. In
this paper, we characterize the stress singularity between the two holes by an explicit
function. A new method of a singular asymptotic expansion for the Fourier series with
slowing decaying coefficients is developed to investigate the asymptotic behavior of
the stress.
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1 Introduction
Stress concentration is a long studied subject in elasticity due to its practical importance.
When two elastic inclusions are nearly touching, the stress distribution can be arbitrarily
large in the narrow gap region. This blow-up phenomenon of the stress makes it challenging
to numerically compute the field distribution. In this paper we analytically characterize
the stress singularity between close-to-touching circular holes.
Let us discuss a similar problem in the context of conductivity. Consider two conducting
inclusions which are separated by a distance ǫ. We assume that the conductivity of the
two inclusions is k. Let u denote the electric potential, which is a solution to the Laplace’s
equation, generated by the two inclusions. As the two inclusions get closer, the resulting
electric field ∇u can be very large in the gap region between the inclusions. In fact, the
asymptotic behavior of ∇u for small ǫ crucially depends on the conductivity k. If k stays
away from 0 or ∞, then |∇u| remains bounded regardless of how small ǫ is ([25]). On the
contrary, when k = ∞ or k = 0, the electric field |∇u| may blow up in the gap region as
ǫ→ 0. Indeed, it was proved that in two dimensions, |∇u| blows up as ǫ−1/2 when k =∞
or 0 ([2, 3, 30, 31, 8, 23, 11]). In three dimensions, the generic blow-up rate is (ǫ| ln ǫ|)−1
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when k = ∞ ([22, 18, 11]) and ǫ−(2−
√
2)/2 when k = 0 ([32]). It is worth to mention that
a similar blow-up estimate was derived for the p-Laplace equation in [12].
Now we return to the elasticity problem. In contrast to the conductivity case, there
are only a few results in the linear elasticity, i.e., the Lame´ system. The difficulties come
from both the vectorial nature of the elasticity and the fact that useful properties, such
as the maximum principle, of a solution to Laplace’s equation are not applicable to the
Lame´ system.
Before considering the previous works on the elasticity, we introduce some definitions.
Let B1 and B2 be two disjoint elastic inclusions in R
2 and let ǫ := dist(B1, B2). We also
assume that both the inclusions B1 ∪ B2 and the background are occupied by isotropic
and homogeneous materials. Let (λ˜, µ˜) and (λ, µ) be the Lame´ constants of the inclusions
B1 ∪ B2 and of the background, respectively. For a displacement field u, we define the
stress tensor σ as
σ := λ(∇ · u)I + µ(∇u+ (∇u)T ).
Here, I is the 2 × 2 identity matrix and the superscript T denotes the transpose of a
matrix. It was proved in [24] that, if the Lame´ constants λ˜ and µ˜ of the inclusion are
finite, the stress |σ| stays bounded regardless of ǫ (in fact, the result was proved for a more
general elliptic system). But the situation is different when the Lame´ constants (λ˜, µ˜) are
extreme. There are two extreme cases: hard inclusions (λ˜ = const., µ˜ = ∞) and holes
(λ˜ = 0, µ˜ = 0). For both cases, the stress |σ| can be arbitrarily large in the gap region as
ǫ→ 0. The blow-up feature of the stress tensor was numerically verified in [15].
We now discuss previous works on the extreme cases. For two hard inclusions which
have general shapes in two dimensions, Li, Li and Bao [6] derived the ǫ−1/2 upper bound of
the gradient |∇u|. They also obtained the upper bounds for higher dimensions in [7]. For
two general-shaped holes, Bao, Li and Yin [22] established the ǫ−1/2 upper bound. When
the inclusions B1 and B2 are two circular holes in two dimensions, Callias and Markenscoff
[9, 10] derived an asymptotic expansion of the stress σ on the boundaries of the inclusions,
by developing a singular asymptotic method. They also showed that the stress σ blows up
as ǫ−1/2 as ǫ tends to zero. See also [29].
The purpose of this paper is to quantitatively characterize the stress singularity be-
tween two 2D circular holes under a uniform normal loading. Specifically, we derive an
asymptotic expansion of the stress over the whole region outside the inlcusions. As a result,
we find an explicit function which completely captures the singular behavior of the stress
distribution σ. To our best knowledge, this is a first result of completely charaterizing the
stress concentration for the hole case.
We shall see that the stress σ is represented in terms of Fourier series with slowly
decaying coefficients. A new singular asymptotic expansion method is developed to deal
with such series. We emphasize that our method is completely different from the one in
[9, 10, 29]. Unfortunately, it seems that their method cannot be applied for a complete
characterization of stress concentration (see Remark 2 in subsection 4.1). We also empha-
size that our approach is much simpler and provides important insights into an asymptotic
behavior of the Fourier series.
It is worth to mention that, in [26], an asymptotic solution for two circular elastic
inclusions was derived using a continuous distribution of point sources. There, it was shown
that high order multipole coefficients of their asymptotic solution are in good agreement
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with numerical results. However, their solution is not sufficiently accurate to capture the
stress singularity in the gap region.
The paper is organized as follows. In section 2, we state our main result. In section
3, we review the Airy stress function formulation in the bipolar coordinates and then
present an exact analytic solution for two circular holes derived by Ling [19]. In section
4, we propose a new method of singular asymptotic expansion. In section 5, we apply the
proposed method for singular asymptotic expansion to Ling’s analytic solution and then
derive an asymptotic expansion of the stress tensor for two circular holes in the nearly
touching limit.
2 Statement of results
We assume that the inclusions B1 and B2 are circular disks of the same radius r. We also
assume the inclusions are holes, i.e., λ˜ = µ˜ = 0. We may assume that the disks B1 and
B2 are centered at (−r − ǫ/2, 0) and (r + ǫ/2, 0), respectively. See Figure 2.1.
The differential operator Lλ,µ for the Lame´ system is defined by
Lλ,µu := µ∆u+ (λ+ µ)∇∇ · u.
Suppose that the Lame´ constants (λ, µ) satisfy µ > 0 and λ+ µ > 0. Then Lλ,µ becomes
an elliptic operator. The displacement field u is a solution to the Lame´ system Lλ,µu = 0
when the body force is absent. The conormal derivative ∂u/∂ν on ∂Bj is given by
∂u
∂ν
:= σν = λ(∇ · u)ν + µ(∇u+ (∇u)T )ν,
where ν is the outward unit normal vector to ∂Bj .
When two circular holes B1 ∪B2 are embedded in the free space R2, the displacement
field u satisfies the following equation:

Lλ,µu = 0 in R2 \B1 ∪B2,
∂u
∂ν
∣∣∣
+
= 0 on ∂B1 ∪ ∂B2,
u(x)− u0(x) = O(|x|−1) as |x| → ∞,
(2.1)
where u0 is any solution to Lλ,µu0 = 0 in R2 and the subscript + denotes the limit from
outside ∂Bj . In this paper, we assume that u0 is a uniform normal loading given by
u0(x, y) =
1
2(λ+ µ)
[
x
y
]
. (2.2)
One can easily check that the corresponding stress tensor σ[u0] is the 2×2 identity matrix.
In this paper, we look for a decomposition of the stress tensor σ = σ[u] of the form
σ = σ∗ + σb, in R2 \ (B1 ∪B2)
such that σ∗ is an explicit function and |σb| is bounded regardless of how small the distance
ǫ is. Then we can say that σ∗ completely characterize the stress concentration. The goal
is to find the function σ∗ explicitly.
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To state our result, we need some definitions. Let us define p1 and p2 as
p1 = (−
√
ǫ(r +
ǫ
4
), 0
)
and p2 = (
√
ǫ(r +
ǫ
4
), 0), (2.3)
and define a constant I0 as
I0 = 1
4
∫ ∞
0
sinh2 x− x2
x3(sinh 2x+ 2x)
dx. (2.4)
Let us denote x⊥ = (−y, x) for x = (x, y). Let | · | be the euclidean norm in R2. Let
{ex, ey} be the standard basis for R2.
The following is our main result in this paper (for its proof, see subsection 5.5). The
stress singularity between two nearly touching circular holes is explicitly characterized.
Theorem 2.1. Let u be the displacement field which is the solution to the elasticity prob-
lem (2.1) with (2.2). Then its associated stress tensor σ has the following decomposition:
σ =
r
I0 |v|(
w
|w| ⊗
w
|w| ) + σb, in R
2 \ (B1 ∪B2),
where v and w are given by
v(x) =
x− p1
|x− p1|2 −
x− p2
|x− p2|2 and w(x) =
(x− p1)⊥
|x− p1|2 −
(x− p2)⊥
|x− p2|2 .
Moreover, σb satisfies
‖σb‖L∞(R2\(B1∪B2)) ≤ C,
where C > 0 is a constant independent of ǫ > 0.
Corollary 2.2. Under the same assumptions as in Theorem 2.1, the stress tensor σ shows
the following blow-up behavior at the origin: for small ǫ > 0,
σ(0, 0) =
2
√
r
I0
1√
ǫ
ey ⊗ ey +O(1).
Proof. From the definitions of p1,p2 and v, it is easy to check that v(0, 0) = 2/
√
rǫex +
O(ǫ3/2). Similarly, we have (w/|w|)(0, 0) = ey. So the conclusion immediately follows from
Theorem 2.1. 
Corollary 2.3. Under the same assumptions as in Theorem 2.1, the optimal blow-up rate
of the stress tensor σ is ǫ−1/2. More precisely, we have the following blow-up estimate:
C1√
ǫ
≤ ‖σ‖L∞(R2\(B1∪B2)) ≤
C2√
ǫ
,
for some positive constants C1 and C2 independent of ǫ.
Proof. Thw lower bound follows from Corollary 2.2. It is easy to check that |v(x, y)| ≤
Cǫ/(ǫ+ y2) ≤ Cǫ−1/2 for (x, y) ∈ R2\(B1∪B2). Here, C is a positive constant independent
of ǫ. So we get the upper bound. The proof is completed. 
Remark 1. It is also important to consider the case of a shear loading u0(x, y) ∝ [y, x]T .
While we only consider a uniform normal loading u0(x, y) ∝ [x, y]T in this paper, our
approach can be applied to the shear loading case as well. It will be investigated in a
forthcoming paper.
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Figure 2.1: (left) Geometry of the two circular holes, (right) The bipolar coordinates with
α = 0.5
3 Airy stress function for two circular holes
3.1 The bipolar coordinates
We introduce the bipolar coordinates system and its properties. For a positive constant
α > 0, the bipolar coodinates (ζ, θ) ∈ R× (−π, π] is defined as
ζ − iθ = log x+ iy + α
x+ iy − α. (3.1)
By separating (3.1) into real part and imaginary part, it is easy to see that
x = α
sinh ζ
cosh ζ − cos θ and y = α
sin θ
cosh ζ − cos θ . (3.2)
The origin (0, 0) corresponds to ζ = 0, θ = ±π. The point at infinity corresponds to
(ζ, θ) = (0, 0). It can be easily shown that the coordinate curves {ζ = c} and {θ = c} for
a constant c are respectively the zero level set of
fζ(x, y, z) = (x− αcoth c)2 + y2 − (α/sinh c)2 , (3.3)
fθ(x, y, z) = x
2 + (y − αcot c)2 − (α/sin c)2 . (3.4)
Note that the ζ-coordinate curve is the circle of radius α/ sinh c centered at (α coth c, 0).
Therefore, ζ = c (resp. ζ = −c) represents a circle contained in the region x > 0 (resp.
x < 0). Moreover, |ζ| < c (resp. |ζ| > c) represents the region outside (resp. inside) the
two circles. Note also that θ-coordinate curve is the circle of radius α/sin c centered at
(α cot c, 0). See Figure 2.1.
The boundaries ∂B1 and ∂B2 can be parametrized by {ζ = −s} and {ζ = s}, respec-
tively, for some suitable constant s. Recall that ∂B1 and ∂B2 are the circles of the same
5
radius r centered at (−r− ǫ/2, 0) and (r+ ǫ/2, 0), respectively. In view of (3.3), we choose
s and α such that α coth s = r + ǫ/2 and α/ sinh s = r. Then one can easily check that
α =
√
ǫ(r +
ǫ
4
) and s = sinh−1
√
ǫ
r
(1 +
ǫ
4r
). (3.5)
Note that α = O(ǫ1/2) and s = O(ǫ1/2) for small ǫ > 0. Now the boundaries ∂Bj and the
regions Bj can be represented as
∂B1 = {ζ = −s}, B1 = {ζ < −s},
∂B2 = {ζ = +s}, B2 = {ζ > +s},
and the exterior region outside B1 ∪B2 is represented as
R
2 \ (B1 ∪B2) = {|ζ| ≤ s}.
Let {eζ , eθ} be the unit basis vectors in the bipolar coordinates. Since the coordinate
system is orthogonal, we have
eζ = ∇ζ/|∇ζ|, eθ = ∇θ/|∇θ|. (3.6)
For a scalar function f , its gradient can be represented as
∇f = cosh ζ − cos θ
α
(∂f
∂ζ
eζ +
∂f
∂θ
eθ
)
. (3.7)
Here, ∇ is the gradient with respect to (x, y).
For later use, we define a function h(ζ, θ) as
h(ζ, θ) := cosh ζ − cos θ. (3.8)
The following two simple estimates regarding h will be useful: for small s > 0 and for all
|θ| ≤ π,
s
[h(s, θ)]1/2
≤ s√
cosh s− 1 ≤ C, (3.9)
| sin θ|
[h(s, θ)]1/2
≤ C
√
1− cos θ√
cosh s− cos θ ≤ C, (3.10)
where C is a positive constant independent of s.
3.2 Airy stress function formulation
We can reduce the equation (2.1) to a scalar problem. It is well-known that, assuming
that the body forces are negligible, the components of stress σ can be represented as
σxx =
∂2χ
∂y2
, σxy = σyx = − ∂
2χ
∂x∂y
, σyy =
∂2χ
∂x2
(3.11)
with a scalar function χ which satisfies the biharmonic equation ∆∆χ = 0. The function
χ is called the Airy stress function.
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Let χ0 be the stress function corresponding to the uniform normal loading u0. Then
it is easy to see that χ0(x, y) =
1
2 (x
2 + y2). Let us decompose the total stress function χ,
which corresponds to u, as follows:
χ = χ0 + χ1.
Then the stress function χ1 satisfies

∆∆χ1 = 0 in R
2 \B1 ∪B2,
σ[χ1 + χ0]ν|+ = 0 on ∂B1 ∪ ∂B2,
σ[χ1](x)→ 0 as |x| → ∞,
(3.12)
where σ[χ˜] means the stress tensor associated to a stress function χ˜.
Let us denote
σ0 = σ[χ0] and σ
1 = σ[χ1].
In the following subsection, we shall present the exact analytic solution for the stress
function χ1 and the corresponding stress tensor σ
1.
3.3 Airy stress function in the bipolar coordinates
In [13], Jeffrey developed a general framework for plane elasticity problems in the bipolar
coordinates. Let us briefly review their result. The biharmonic equation for the stress
function χ can be written in terms of the bipolar coordinates as
( ∂4
∂θ4
+ 2
∂4
∂ζ2∂θ2
+
∂4
∂ζ4
+ 2
∂2
∂θ2
− 2 ∂
2
∂ζ2
+ 1
)
(χ/J) = 0 (3.13)
where
J = α/(cosh ζ − cos θ).
The components σζζ , σθθ, σζθ of the stress tensor σ in the bipolar coordinates are given by

σζζ [χ] =
1
α
[
(cosh ζ − cos θ) ∂
2
∂θ2
− sinh ζ ∂
∂ζ
− sin θ ∂
∂θ
+ cosh ζ
]
(χ/J),
σθθ[χ] =
1
α
[
(cosh ζ − cos θ) ∂
2
∂ζ2
− sinh ζ ∂
∂ζ
− sin θ ∂
∂θ
+ cos θ
]
(χ/J),
σζθ[χ] = σθζ [χ] = − 1
α
[
(cosh ζ − cos θ) ∂
2
∂ζ∂θ
]
(χ/J).
(3.14)
Let us now consider the stress function χ1 for the two circular holes problem (3.12).
Its analytic expression was derived by Ling [19] as follows:
1
α
(χ1/J)(ζ, θ) = K(cosh ζ − cos θ) log(cosh ζ − cos θ) +
∞∑
n=1
φn(ζ) cos(nθ), (3.15)
where
φn(ζ) = An cosh(n+ 1)ζ +Bn cosh(n− 1)ζ. (3.16)
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Here, An and Bn are constant coefficients given by

An =
2K(e−ns sinhns+ ne−s sinh s)
n(n+ 1)(sinh 2ns+ n sinh 2s)
, n ≥ 1,
Bn = − 2K(e
−ns sinhns+ nes sinh s)
n(n− 1)(sinh 2ns+ n sinh 2s) , n ≥ 2,
B1 =
1
2
(
K tanh s cosh 2s − 2e−s cosh s) .
(3.17)
Also, the constant K is given by
K =
(1
2
+ tanh s sinh2 s− 4P (s))−1, (3.18)
where
P (s) =
∞∑
n=2
e−ns sinhns+ n(n sinh s+ cosh s) sinh s
n(n2 − 1)(sinh 2ns+ n sinh 2s) . (3.19)
Using the exact solution (3.15) for χ1 and the stress components formulas (3.14), it is
possible to derive explicit formulas for all components of σ1. We compute
(σ1θθ − σ1ζζ)(ζ, θ)
=
1
α
(cosh ζ − cos θ)
[ ∂2
∂ζ2
− ∂
2
∂θ2
− 1
]
(χ1/J)
= K
(
cosh 2ζ − 2 cosh ζ cos θ + cos 2θ)
+ h(ζ, θ)
∞∑
n=1
[
2n(n+ 1)An cosh(n+ 1)ζ + 2n(n− 1)Bn cosh(n− 1)ζ
]
cosnθ. (3.20)
Similarly, we get
σ1ζθ(ζ, θ) = −K sinh ζ sin θ
+ h(ζ, θ)
∞∑
n=1
[
n(n+ 1)An sinh(n+ 1)ζ + n(n− 1)Bn sinh(n− 1)ζ
]
sinnθ,
(3.21)
σ1ζζ(ζ, θ) = −
K
2
(cosh 2ζ − 2 cosh ζ cos θ + cos 2θ) +
∞∑
n=1
[
− h(ζ, θ)n2φn(ζ) cosnθ
− sinh ζ φ′n(ζ) cosnθ + nφn(ζ) sin θ sinnθ + cosh ζ φn(ζ) cosnθ)
]
. (3.22)
The difference (σ1θθ −σ1ζζ) is considered instead of σ1θθ because it has a simpler expression.
In the next sections, we shall investigate the asymptotic behavior of the above series when
the distance ǫ is small.
The stress components admit much simpler expressions on the boundary ∂B1 ∪ ∂B2.
From the zero-traction condition, i.e., σν = 0 on the hole boundaries, we get
σ1ζθ = −σ0ζθ and σ1ζζ = −σ0ζζ , on ∂B1 ∪ ∂B2.
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For the component σ1θθ, it was shown in [19] that
σ1θθ
∣∣
∂Bi
= σ1θθ(ζ = (−1)is, θ)
= (2K sinh s)h(s, θ)
[
1 + 4q(s, θ)
]
, i = 1, 2, (3.23)
with
q(s, θ) :=
∞∑
n=1
sinhns
sinh 2ns+ n sinh 2s
cosnθ. (3.24)
We will need an asymptotic expansion of the constant K for small s. We have the
following lemma, whose proof is given in Appendix A.
Lemma 3.1. For small s > 0, we have
K =
1
I0s2 (1 +O(s)),
where I0 is given by (2.4).
4 Singular asymptotic expansion
In this section, we propose a new method of singular asymptotic expansion for infinite
series. We first explain, in section 4.1, the motivation and main idea of our method by
considering its simplified version. Then, in section 4.2, we present a complete version of
our method and its proof.
4.1 Motivation and main idea
Here we consider, for the ease of presentation, the stress component σ1θθ only on the
boundary ∂B2(or {ζ = s}). In the later sections, we will consider the stress tensor over
the whole exterior region R2 \ (B1 ∪B2).
Recall that the analytic expression (3.23) of σ1θθ(ζ = s, θ) contains the Fourier cosine
series q(s, θ) given by
q(s, θ) =
∞∑
n=1
qn(s) cosnθ, with qn(s) =
sinhns
sinh 2ns+ n sinh 2s
. (4.1)
We are interested in the asymptotic behavior of the series q(s, θ) when the gap distance ǫ
tends to zero. We shall use s as a small parameter because s is small as s = O(ǫ1/2).
Throughout this paper, C denotes a positive constant independent of s > 0.
Difficulties in the nearly touching case. Let us discuss difficulties in studying the
series q(s, θ) when s goes to zero. A standard way to get an asymptotic expansion of series
is to use the Taylor expansion. Since
qn(s) = qn(0) + sq
′
n(0) +
s2
2
q′′n(0) + · · ·
=
1
4
+ s · 0− s2n
2 + 2
24
+ · · · ,
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we get the (formal) asymptotic formula
q(s, θ) =
∞∑
n=1
qn(s) cosnθ =
∞∑
n=1
1
4
cosnθ − s2
∞∑
n=1
n2 + 2
24
cosnθ + · · · .
Clearly, each term in the right hand side is not convergent. So, the above formal formula
of q fails to describe the asymptotic behavior. This originates from the slowly decaying
property of qn(s):
qn(s) decays like e
−ns as n→∞.
In the limit s → 0, the sequence qn(s) does not decay to zero, which results in non-
convergence of the series in the above formula.
Besides the non-decaying feature of qn(s), the oscillating property of the cosine function
makes even more difficult to understand the behavior for the series q(s, θ). In fact, the
asymptotic behavior of q(s, θ) for small s can be dramatically different if the angle θ
changes. Note that q(s, θ) is an alternating series at θ = ±π, while it is a positive series
at θ = 0. So we have
q(s, 0) ≈
∞∑
n=1
1
s
s · sinhns
sinh 2ns+ 2ns
≈ 1
s
∫ ∞
0
sinhx
sinh 2x+ 2x
dx ≈ C 1
s
, (4.2)
q(s,±π) ≈
∞∑
n=1
sinhns
sinh 2ns+ 2ns
(−1)n ≈ 1
2s
(
−
∫ 2s
s
sinh(x/2)
sinhx+ x
dx
)
≈ −1
8
. (4.3)
While q(s, 0) is as large as s−1, q(s,±π) converges to some constant as s tends to zero.
For general angles θ, Callias and Markenscoff proved in [9, 10] the following result
using their singular asymptotic method for integrals:
q(s, θ) = −1
8
+O(s) for fixed θ 6= 0. (4.4)
However, Eq. (4.4) was obtained under the assumption that θ is a nonzero fixed constant
and, therefore, it may not hold uniformly on {0 < |θ| ≤ π}. In fact, Eq. (4.4) does not
explain the transition of the asymptotic behavior of q(s, θ) from O(1) to O(s−1) as θ tends
to 0.
We emphasize that the uniformity on θ is essential for understanding the stress con-
centration on the ‘whole’ boundary or in the ‘whole’ exterior domain, see Remark 2.
Main idea of our approach Now we illustrate our approach to overcome the aforemen-
tioned difficulties. We first rewrite the coefficient qn(s) as a function of ns. Specifically, we
write
q(s, θ) =
∞∑
n=1
f(ns) cosnθ
with a smooth function f given by
f(x) =
sinhx
sinh 2x+ c 2x
, c =
sinh 2s
2s
= 1 +O(s2).
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Note that f(ns) decays as e−ns as x→∞. As a result, the standard approach fails because
lims→0 f(ns) does not decay to zero as n → ∞ as already explained. Roughly speaking,
our strategy for overcoming this difficulty is to consider the Taylor expansion of f(x)ex
but not of f(x).
Let us denote
f˜(x) := f(x)ex
and set
f0 := lim
x→0+
f(x)ex =
1
4
+O(s2).
Then, f˜(x) has the following zeroth-order Taylor expansion at x = 0:
f˜(x) = f0 + r(x),
where the remainder term r(x) satisfies
|r(x)| ≤ sup
x∗∈(0,x)
|f˜ ′(x∗)|x ≤ 2x, for small x > 0.
Therefore, the series q(s, θ) can be decomposed as
q(s, θ) =
∞∑
n=1
[f(ns)ens]e−ns cosnθ =
∞∑
n=1
f˜(ns)e−ns cosnθ
=
∞∑
n=1
f0e
−ns cosnθ +
∞∑
n=1
r(ns)e−ns cosnθ
:= q0(s, θ) + q1(s, θ).
Note that the series q0(s, θ) and q1(s, θ) are convergent contrary to the standard approach.
The leading order term q0(s, θ) can be evaluated analytically to give
q0(s, θ) = f0
(−1)
2
e−s − cos θ
cosh s− cos θ . (4.5)
We then need to consider the remainder term q1(s, θ). In fact, it is tricky to derive an
estimate of q1(s, θ) because of its delicate dependence on θ. Moreover, we should verify
that |q1(s, θ)| is smaller than |q(s, θ)| in a certain sense.
In order to gain some insight, it is better to estimate q(s, θ) before considering q1(s, θ).
As already explained, the asymptotic behavior of q(s, θ) crucially depends on θ. We need
a good enough estimate for q(s, θ) so that it implies q(s, 0) = O(s−1) and q(s,±π) = O(1).
Let us try to estimate q(s, θ) directly from its definition. We get
|q(s, θ)| ≤
∞∑
n=1
|f(ns)| ≤ C 1
s
∫ ∞
0
|f(x)|dx ≤ C 1
s
.
Unfortunately, this estimate does not show the dependence of q(s, θ) on θ. For example,
it does not imply q(s,±π) = O(1).
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There is a simple but powerful way to overcome this difficulty. Let us consider a
complex-valued version q˜(s, θ) given by
q˜(s, θ) :=
∞∑
n=1
f(ns)einθ =
∞∑
n=1
f˜(ns)en(−s+iθ).
Note that q(s, θ) = Re{q˜(s, θ)}. We consider (1− e−s+iθ)q˜(s, θ) instead of q˜(s, θ) and then
rewrite it as
(1− e−s+iθ)q˜(s, θ) =
∞∑
n=1
[
f˜(ns)en(−s+iθ) − f˜(ns)e(n+1)(−s+iθ)
]
= f˜(s)e−s+iθ +
∞∑
n=2
[
f˜(ns)− f˜((n − 1)s)]e−ns+inθ.
Note that the second term in the RHS contains the difference f˜(ns)− f˜((n− 1)s), which
is smaller than f˜(ns). So one can expect that a finer estimate can be obtained. Indeed, by
the mean value theorem, we have
f˜(ns)− f˜((n − 1)s) = sf˜ ′(s∗n), for some s∗n ∈ ((n − 1)s, ns).
Therefore, we obtain
|(1− e−s+iθ)q˜(s, θ)| ≤ |f˜(s)|e−s +
∞∑
n=2
s|f˜ ′(s∗n)|e−ns
≤ |f(s)|+C
∞∑
n=2
s|f ′(ns)ens + f(ns)ens)|e−ns
≤ |f(s)|+C
∫ ∞
0
(|f ′(x)|+ |f(x)|)dx ≤ C.
Since |1− e−s+iθ|2 = 2e−s(cosh s− cos θ), we get
|q(s, θ)| ≤ |q˜(s, θ)| ≤ C 1√
cosh s− cos θ .
This estimate clearly shows the dependence of q(s, θ) on θ. Moreover, it implies both
q(s, 0) = O(s−1) and q(s,±π) = O(1), as desired.
Next we return to the remainder term q1(s, θ). Let q˜1(s, θ) be its complex version,
namely, q˜1(s, θ) =
∑∞
n=1 r(ns)e
−ns+inθ and we consider (1− e−s+iθ)2q˜1(s, θ). Although we
omit the details, it turns out that a process similar to the case of q(s, θ) yields
|(1− e−s+iθ)2q˜1(s, θ)| ≤ Cs.
Hence, we obtain
|q1(s, θ)| ≤ C s
cosh s− cos θ .
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Figure 4.1: Geometry of the region Π(c) = {c ≤ |θ| ≤ π}. We set r = 1 and ǫ = 0.2. The
shaded region is Π(c) when c = π/4.
Therefore, together with (4.5), we finally obtain an asymptotic expansion of the series
q(s, θ) as follows: for small s > 0,
q(s, θ) = f0
(−1)
2
e−s − cos θ
cosh s− cos θ +O(
s
cosh s− cos θ )
= −1
8
e−s − cos θ
cosh s− cos θ +O(
s
cosh s− cos θ ). (4.6)
Note that this asymptotic formula holds uniformly on {|θ| ≤ π} and it captures the
transition of the asymptotic behavior of q(s, θ) from O(1) to O(s−1) as θ tends to 0.
Consequently, from (3.23), an asymptotic expansion of the stress component σ1θθ(s, θ) on
the boundary ∂B2 immediately follows.
To summarize, we have shown how to derive an asymptotic expansion of the Fourier
cosine series q(s, θ) for small s. In the next subsection, we will develop an asymptotic
method for a general class of Fourier series with slowly decaying coefficients. It will enables
us to investigate the stress tensor over the whole exterior region R2 \ (B1 ∪B2).
Remark 2. We emphasize that the uniformity of the asymptotic expansion w.r.t. θ is
important for the characterization of the stress concentration over the whole boundary
∂B1 ∪ ∂B2 or over the whole exterior region R2 \ (B1 ∪B2). To see this, let us consider a
region Π(c) := {(x, y) : c ≤ |θ| ≤ π} for a constant 0 ≤ c < π. As can be seen in Figure
4.1, the region Π(c) consists of two intersecting disks of radius α/ sin c, which contain the
gap region betweeen the inclusions B1 and B2. The region Π(c) has a delicate behavior
when ǫ is small. Recall that α ≈ √rǫ. If we fix c > 0 independently of ǫ, then the radius
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α/ sin c is of order O(ǫ1/2) and, thus, the region Π(c) becomes vanishingly small as ǫ→ 0.
But, for a complete characterization of the stress over the whole gap region, the size of
region of interest should remain essentially unchanged even when ǫ→ 0. In fact, we should
choose c small enough to fix the size of Π(c). For example, consider the case when c =
√
ǫ.
In this case, the size of the region Π(
√
ǫ) = {(x, y) : √ǫ ≤ |θ| ≤ π} does not vanish when
ǫ goes to 0 because α/ sin c ≈ √r. For this reason, it is needed to consider the case when
θ is close to zero as well as ±π.
4.2 New method for singular asymptotic expansion
Here we present our new method for singular asymptotic expansion of the Fourier series
with slowly decaying coefficients.
Let us denote R+ := (0,∞). For a small parameter s > 0 and a smooth function
f : R+ × (0, 1)→ R, we define the complex function L[f ] as
L[f ](z) :=
∞∑
n=1
f(ns, s)zn, z ∈ C. (4.7)
The series in the RHS is convergent for |z| ≤ es if f satisfies |f(x, y)| ≤ CxNe−2x for all
1 ≤ x <∞, y ∈ (0, 1) and for some N ∈ N.
The following theorem is the main result in this section.
Theorem 4.1. Let f : R+ × (0, 1) → R be a smooth function satisfying the following
conditions:
(A1) For each y ∈ (0, 1), the limit f0(y) := limx→0+ f(x, y) exists.
(A2) There exist a constant C > 0 and a positive integer N ∈ N such that, for all y ∈ (0, 1)
and k = 0, 1, 2, it holds that
∣∣∣∂(k)x f(x, y)∣∣∣ ≤


C, 0 < x < 1,
CxNe−2x, 1 ≤ x <∞.
(4.8)
Then, for small s > 0, the series L[f ](z) has the following asymptotic expansion:
L[f ](z) = f0(s) e
−2sz
1− e−2sz +O(
s
|1− e−2sz|2 ), |z| ≤ e
s, z ∈ C.
Proof. Fix s to be a small positive number and let f˜(x) := f(x, s)e2x. From the assumption
(A1), we have
lim
x→0+
f˜(x) = lim
x→0+
f(x, s)e2x = f0(s).
We also have, from the assumption (4.8), that
|f˜ ′(x)| ≤ ∣∣(∂xf)(x, s)e2x + f(x, s)2e2x∣∣ ≤ C, for 0 < x < 1.
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Remind that C denotes a positive constatnt independent of s. So the function f˜(x) has
the zeroth order Taylor expansion about x = 0 as follows:
f˜(x) = f0(s) + r(x), (4.9)
where the remainder term r satisfies
|r(x)| ≤ sup
x∗∈(0,x)
|f˜ ′(x∗)| ≤ Cx, for small x > 0. (4.10)
Note that
f˜ ′′(x) = r′′(x). (4.11)
We now decompose L[f ](z) using the Taylor expansion of f˜ . For z ∈ C satisfying
|z| ≤ es, we obtain from (4.9) that
L[f ](z) =
∞∑
n=1
[
f(ns, s)e2ns
]
e−2nszn =
∞∑
n=1
f˜(ns)e−2nszn
=
∞∑
n=1
f0(s)e
−2nszn +
∞∑
n=1
r(ns)e−2nszn
= f0(s)
e−2sz
1− e−2sz +
∞∑
n=1
r(ns)e−2nszn. (4.12)
Now it only remains to show
R(z) :=
∞∑
n=1
r(ns)e−2nszn = O(
s
|1− e−2sz|2 ). (4.13)
For notational simplicity, let us denote z˜ = e−2sz and rn = r(ns). To prove (4.13), we
consider (1− z˜)2R. We have
(1− z˜)2R(z) = (1− 2z˜ + z˜2)
∞∑
n=1
rnz˜
n
=
∞∑
n=1
rn(z˜
n − 2z˜n+1 + z˜n+2)
=
[
r1z˜ + (−2r1 + r2)z˜2
]
+
∞∑
n=3
(
rn − 2rn−1 + rn−2
)
z˜n := I + II.
We estimate I and II separately. From (4.10) and the fact |z| ≤ es, we get
|I| = |r(s)e−2sz + (−2r(s) + r(2s))e−4sz2|
≤ |r(s)|+ |2r(s)|+ |r(2s)| ≤ Cs.
Since (rn − 2rn−1 + rn−2)/s2 is a difference quotient of second order, the mean value
theorem gives
II = s2
∞∑
n=3
r′′(s∗n)z˜
n, for some s∗n ∈ ((n − 2)s, ns).
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Then, by using (4.11) and the fact |z˜| ≤ e−s, we get
|II| =
∣∣∣s2 ∞∑
n=3
f˜ ′′(s∗n)z˜
n
∣∣∣ ≤ s2 ∞∑
n=3
∣∣∣f˜ ′′(s∗n)∣∣∣ e−ns.
Since
∑∞
n=3 |f˜ ′′(s∗n)|e−nss is a Riemann sum, the RHS in the above equation can be ap-
proximated by the integral
s
∫ ∞
0
|f˜ ′′(x)|e−xdx.
From the assumption (4.8), we have
|f˜ ′′(x)| =
∣∣∣(∂2xf)(x, s)e2x + 4(∂xf)(x, s)e2x + f(x, s)4e2x∣∣∣ ≤ CxN , for all x > 1
and, therefore,
|II| ≤ Cs
∫ ∞
0
|f˜ ′′(x)|e−x ≤ Cs.
So we have |(1− z˜)2R| = |I|+ |II| ≤ Cs, which implies (4.13). The proof is completed. 
Since we have |f0(s)| ≤ C by (4.8), the following simplified version follows.
Corollary 4.2. Under the same assumptions on f as in Theorem 4.1, the series L[f ](z)
has the following asymptotic behavior for small s > 0:
L[f ](z) = O( 1|1− e−2sz| ), (4.14)
for z ∈ C satisfying |z| ≤ es.
Remark 3. We emphasize that our proposed method can be easily generalized to give any
higher-order asymptotic expansions, even though only the leading order term is considered
in this paper. This will be a subject of a forthcoming paper.
4.3 Symmetric combinations of the series L
We shall see in section 5 that the stress tensor components can be expressed in terms of
the series L[f ](e±ζ+iθ) for several smooth functions f . In fact, it turns out to be much
more convenient to use some symmetric combinations of the series L. The followings are
those combinations.
Definition 1. For a small parameter s > 0 and a smooth function f : R+ × (0, 1) → R,
we define
M±[f ](ζ, θ) := 1
2
(
L[f ](eζ+iθ)± L[f ](e−ζ+iθ)
)
. (4.15)
More explicitly, they can be written as
M+[f ](ζ, θ) =
∞∑
n=1
f(ns, s) coshnζ einθ,
M−[f ](ζ, θ) =
∞∑
n=1
f(ns, s) sinhnζ einθ. (4.16)
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Then, applying Theorem 4.1, we obtain the asymptotic expansion forM±[f ] as follows.
Proposition 4.3. We assume the same conditions on f as in Theorem 4.1. Then we
have, for |ζ| ≤ s and |θ| ≤ π,
M+[f ](ζ, θ) = −f0(s)
2
(
1− i sin θ
h(ζ, θ)
)
+O(
s
h(s, θ)
), (4.17)
M−[f ](ζ, θ) = O( s
h(s, θ)
). (4.18)
Remind that f0(s) = limx→0+ f(x, s).
Proof. Let ζ ∈ [−s, s] and θ ∈ [0, π). For notational simplicity, we introduce
z± = e−2s±ζ+iθ. (4.19)
Note that
|1− z±|2 = 1 + e2(−2s±ζ) − 2e−2s±ζ cos θ
= 2e−2s±ζh(−2s ± ζ, θ)
= 2e−2s±ζh(ζ, θ) +O(s). (4.20)
It then follows
1
|1− z±|2 ≤
C
h(s, θ)
.
Therefore, from Theorem 4.1, we obtain
L[f ](e±ζ+iθ) = f0(s) z±
1− z± +O(
s
|1− z±|2 )
= f0(s)
z±
1− z± +O(
s
h(s, θ)
).
Thus, from the definition (4.15) of M±, we get
M±[f ](ζ, θ) = 1
2
(
L[f ](eζ+iθ)± L[f ](e−ζ+iθ)
)
= f0(s)
1
2
( z+
1− z+ ±
z−
1− z−
)
+O(
s
h(s, θ)
). (4.21)
Using (4.19) and (4.20), we compute
z±
1− z± =
z±(1− z±)
|1− z±|2 =
1
2
cos θ + i sin θ − e−2s±ζ
h(ζ, θ) +O(s)
=
1
2
−h(ζ, θ) + i sin θ + cosh ζ − e−2s±ζ
h(ζ, θ) +O(s)
= −1
2
+
i
2
sin θ
h(ζ, θ)
+O(
s
h(s, θ)
).
Therefore, the conclusion follows from (4.21) and the fact that |f0(s)| ≤ C. 
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5 Asymptotic expansion of stress tensor σ
In this section we derive the asymptotic expansion of the stress tensor σ for small s. We
investigate each of the components (σθθ − σζζ), σζθ, and σζζ by applying the new method
of singular asymptotic expansion developed in section 4.
5.1 Preliminary asymptotic expansions
We have seen in section 3.3 that the stress tensor σ is represented using the Fourier series
with the coefficients An and Bn given in (3.17). To apply our new asymptotic method to
those series, we need to rewrite the coefficients An and Bn using some smooth functions.
For doing this, we introduce some definitions. Let us define
η(y) := (sinh 2y)/(2y) and s˜ := (sinh2 s)/s. (5.1)
Note that η(y) = 1 + O(y2) and s˜ = s + O(s3). We also define two smooth functions as
follows:
v(x, y) :=
2e−x sinhx+ η(y)2x
sinh 2x+ η(y)2x
and w(x, y) :=
2x
sinh 2x+ η(y)2x
. (5.2)
We have the following lemma.
Lemma 5.1. The coefficients An and Bn in (3.17) can be rewritten as
An =
K
n(n+ 1)
(
v(ns, s)− s˜w(ns, s)), n ≥ 1,
Bn =
K
n(n− 1)
(− v(ns, s)− s˜w(ns, s)), n ≥ 2. (5.3)
Proof. It is easy to check that the following identity holds:
ne±ssinh s = (η(s)± s˜)ns.
Then, from the definitions (3.17) of An and Bn, we have
An =
K
n(n+ 1)
2(e−ns sinhns+ (η(s)− s˜)ns)
sinh 2ns+ η(s)2ns
=
K
n(n+ 1)
(v(ns, s)− s˜w(ns, s)).
The case of Bn can be treated by the same way. 
We shall see later that the stress tensor components (σθθ−σζζ), σζθ, and σζζ are nicely
represented usingM±[v] and M±[w]. Therefore we need their asymptotic expansions for
small s. We obtain the following proposition by applying Proposition 4.3.
Proposition 5.2. For |ζ| ≤ s and |θ| ≤ π, we have
M+[v](ζ, θ) = −1
2
(
1− i sin θ
h(ζ, θ)
)
+O(
s
h(s, θ)
), (5.4)
M+[w](ζ, θ) = −1
4
(
1− i sin θ
h(ζ, θ)
)
+O(
s
h(s, θ)
), (5.5)
M−[v](ζ, θ) = O( s
h(s, θ)
), (5.6)
M−[w](ζ, θ) = O( s
h(s, θ)
). (5.7)
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Proof. Let us first consider the asymptotics (5.4), (5.6) for M±[v]. One can easily check
that the function v satisfies the conditions (A1) and (A2) in Theorem 4.1. We also have
lim
x→0+
v(x, s) = 2/(1 + η(s)) = 1 +O(s2).
Therefore, by applying Proposition 4.3 to M±[v], we immediately get (5.4) and (5.6).
The asymptotics (5.5), (5.7) for M±[w] can be proved by the exactly same way using
the fact that
lim
x→0+
w(x, s) = 1/(1 + η(s)) = 1/2 +O(s2).
The proof is completed. 
Now we are ready to derive the asymptotic expansion of the stress tensor.
5.2 Asymptotic expansion of σθθ − σζζ
In this subsection, we represent σ1θθ − σ1ζζ in terms of M± and then derive its asymptotic
expansion for small s.
We have the following lemma whose proof will be given in Appendix B.
Lemma 5.3. The stress component σ1θθ−σ1ζζ can be represented using M±[v] and M±[w]
as follows: for |ζ| ≤ s and |θ| ≤ π,
(σ1θθ − σ1ζζ)(ζ, θ) = 4Kh(ζ, θ) sinh ζ Re
{M−[v](ζ, θ)}
− 4Kh(ζ, θ)s˜ cosh ζ Re{M+[w](ζ, θ)}
+ 2K sinh2 ζ. (5.8)
We have the following asymptotic result for σ1θθ − σ1ζζ .
Proposition 5.4. For small s, we have the asymptotic expansion of σ1θθ − σ1ζζ as follows:
for |ζ| ≤ s and |θ| ≤ π,
(σ1θθ − σ1ζζ)(ζ, θ) =
1
I0sh(ζ, θ) +O(1).
Proof. We shall apply Proposition 5.2 to (5.8). Let us begin with the first term in RHS of
(5.8). Remind that K = O(s−2) and ζ = O(s). So, by applying Proposition 5.2 and (3.9),
we obtain ∣∣∣4Kh(ζ, θ) sinh ζ Re{M−[v](ζ, θ)}∣∣∣ ≤ Cs−2h(s, θ) s s
h(s, θ)
≤ C.
We next consider the second term. By Lemma 3.1 and Proposition 5.2, we have
4Kh(ζ, θ)s˜ cosh ζ Re
{M+[w](ζ, θ)}
= 4Ks˜ cosh ζh(ζ, θ)(−1
4
+O(
s
h(s, θ)
))
= −Ks˜ cosh ζh(ζ, θ) +O(1)
= (− 1
s2I0 +O(s
−1))(s +O(s3))h(ζ, θ) +O(1)
= − 1I0sh(ζ, θ) +O(1).
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For the third term, it is clear from Lemma 3.1 that 2K sinh2 ζ = O(1). The proof is
completed. 
5.3 Asymptotic expansion of σζθ
We consider the stress component σζθ. We have the following lemma whose proof will be
given in Appendix B.
Lemma 5.5. The stress component σ1ζθ can be represented using M±[v] and M±[w] as
follows: for |ζ| ≤ s and |θ| ≤ π,
σ1ζθ(ζ, θ) = 2Kh(ζ, θ) sinh ζ Im
{M+[v](ζ, θ)}
− 2Kh(ζ, θ)s˜ cosh ζ Im{M−[w](ζ, θ)}
−K sinh ζ sin θ. (5.9)
We have the following asymptotic result for σζθ.
Proposition 5.6. For small s > 0, the stress component σ1ζθ has following asymptotic
behavior: for |ζ| ≤ s and |θ| ≤ π,
σ1ζθ(ζ, θ) = O(1).
Proof. We apply Proposition 5.2 to (5.9) as in the proof of Proposition 5.4.
Let us consider the first term in RHS of (5.9). Remind that K = O(s−2), s˜ = O(s) and
ζ = O(s). By Proposition 5.2 and (3.9), we have
2Kh(ζ, θ) sinh ζ Im
{M+[v](ζ, θ)}
= 2Kh(ζ, θ) sinh ζ
(1
2
sin θ
h(ζ, θ)
+O(
s2
[h(s, θ)]3/2
)
)
= K sinh ζsin θ +O(1). (5.10)
Next we consider the second term. By Proposition 5.2 and (3.9), we have∣∣∣2Kh(ζ, θ)s˜ cosh ζ Im{M−[w](ζ, θ)}∣∣∣ ≤ Cs−2h(s, θ)s s
h(s, θ)
≤ C. (5.11)
From (5.9), (5.10) and (5.11), the conclusion immediately follows. 
5.4 Asymptotic expansion of σζζ
We consider the stress component σζζ . We will represent the stress component σ
1
ζζ using
M˜± (instead of M±) defined by
M˜±[f ](ζ, θ) := 1
2
Re
{
L[f ](eζ+iθ)e2ζ+2iθ ± L[f ](e−ζ+iθ)e−2ζ+2iθ
}
. (5.12)
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One can easily check that
M˜+[f ](ζ, θ) =
∞∑
n=3
f
(
(n − 2)s, s) coshnζ cosnθ,
M˜−[f ](ζ, θ) =
∞∑
n=3
f
(
(n− 2)s, s) sinhnζ cosnθ. (5.13)
We have the following lemma for σ1ζζ . See Appendix B for its proof.
Lemma 5.7. For |ζ| ≤ s and |θ| ≤ π, the stress component σ1ζζ has the following repre-
sentation:
σ1ζζ(ζ, θ) = 2Ks sinh
2 ζ M˜+[v1] +Ks2s˜ cosh2 ζ M˜+[w2]
+ (Ks2/2) sinh 2ζ M˜−[v2] +Kss˜ sinh 2ζ M˜−[w1]
−Ks3M˜+[v3] + 2Ks2s˜M˜+[w3] +O(1) (5.14)
where the functions vj and wj are given by
v1(x) :=
v(x+ 3s, s)− v(x+ s, s)
2s
, v2(x) :=
v(x+ 3s, s)− 2v(x+ 2s, s) + v(x+ s, s)
s2
,
w1(x) :=
w(x+ 3s, s)− w(x+ s, s)
2s
, w2(x) :=
w(x+ 3s, s)− 2w(x + 2s, s) + w(x+ s, s)
s2
,
v3(x) := v2(x)/(x+ 2s), w3(x) := w1(x)/(x + 2s).
Note that v1, v2, w1 and w2 are difference quotients of v or w.
We have the following asymptotic result for σ1ζζ .
Proposition 5.8. The stress component σ1ζζ has the following asymptotic behavior for
small s > 0: for |ζ| ≤ s and |θ| ≤ π,
σ1ζζ(ζ, θ) = O(1).
Proof. Using the mean value thoerem, it is easy to check that v1, v2, w1 and w2 satisfy
the condition (4.8). Moreover, v2 and w1 satisfy
|(v2)(k)(x)|+ |(w1)(k)(x)| ≤ Cx, for small x > 0 and k = 1, 2, 3.
Using the above estimates, it is also easy to check that v3 and w3 satisfy (4.8). Therefore,
we can apply our asymptotic method to M˜±[vj ] and M˜±[wj] for all j = 1, 2, 3. By using
Corollary 4.2 and (5.12), we have
M˜±[vj ],M˜±[wj ] = O(|1− e−s+iθ|−1) = O(s−1), j = 1, 2, 3.
Then we can show that each of all terms in RHS of (5.14) is of O(1). For simplicity, we
consider the first term only. Remind that K = O(s−2) and ζ = O(s). We have
|2Ks sinh2 ζM+[v1]| ≤ Cs−2ss2s−1 ≤ C.
The other terms can be estimated in the exactly same way. The proof is completed. 
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5.5 Asymptotic expansion of the stress tensor σ
In this subsection, we finally derive an asymptotic expansion of the stress tensor σ for
small s.
As an immediate consequence of Propositions 5.4, 5.6, and 5.8, we get the following
proposition.
Proposition 5.9. Let u be the solution to the two circular holes problem (2.1). For small
s > 0, we have the following asymptotic expansion of the corresponding stress tensor σ:
for |ζ| ≤ s and |θ| ≤ π,
σ(ζ, θ) =
1
I0sh(ζ, θ)eθ ⊗ eθ +O(1), (5.15)
where h(ζ, θ) is defined as (3.8) and I0 is given by (2.4).
Now we are ready to prove Theorem 2.1, which is the main result in this paper.
Proof of Theorem 2.1. It is sufficient to rewrite (5.15) in a coordinate-free form. From (3.6)
and (3.7), we have
h(ζ, θ) = α|∇ζ|, eθ = ∇θ/|∇θ|.
Therefore, since α =
√
rǫ+O(ǫ3/2) and s =
√
ǫ/r +O(ǫ3/2) as ǫ→ 0, we obtain
σ =
1
I0
α
s
h(ζ, θ)
α
eθ ⊗ eθ +O(1)
=
r
I0 |∇ζ|(
∇θ
|∇θ| ⊗
∇θ
|∇θ|) +O(1).
Now we represent ∇ζ and∇θ in a coordinate free form. Using p1 = (−α, 0),p2 = (α, 0)
and (3.1), we can easily see that
∇ζ = (x+ α, y)
(x+ α)2 + y2
− (x− α, y)
(x− α)2 + y2 =
x− p1
|x− p1|2 −
x− p2
|x− p2|2 ,
∇θ = (−y, x+ α)
(x+ α)2 + y2
− (−y, x− α)
(x− α)2 + y2 =
(x− p1)⊥
|x− p1|2 −
(x− p2)⊥
|x− p2|2 .
The proof is completed. 
A Proof of Lemma 3.1
Here we derive the asymptotic expansion of the constant K for small s > 0. In [?], the
asymptotics of the constant K was already derived. However, we give a simpler method
than theirs. We apply the following summation formula.
Lemma A.1. (Euler-Maclaurin formula) Let N ∈ N and let f ∈ CN(R+) ∩ L1(R+).
Then, for a small parameter s > 0, we have
∞∑
n=0
f(a+ ns)s =
∫ ∞
a
f(x)dx+
s
2
f(a)−
N∑
m=2
sm
Bm
m!
f (m−1)(a) +RN (a) (A.1)
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where Bm is the Bernoulli numbers and the remainder term RN satisfies
|RN (a)| ≤ 4
( s
2π
)N ∫ ∞
a
∣∣∣f (N)(x)∣∣∣ dx. (A.2)
Proof of Lemma 3.1. Recall that
K =
(1
2
+ tanh s sinh2 s− 4P (s))−1, (A.3)
where P (s) is given by
P (s) =
∞∑
n=2
e−ns sinhns+ n(n sinh s+ cosh s) sinh s
n(n2 − 1)(sinh 2ns+ n sinh 2s) . (A.4)
One can easily check that
lim
s→0
P (s) =
∞∑
n=2
1
2n(n2 − 1) =
1
8
.
In view of this, we decompose P (s) as
P (s) =
1
8
+
(
P (s)−
∞∑
n=2
1
2n(n2 − 1)
)
=
1
8
− s2
∞∑
n=2
sinh2 ns− n2 sinh2 s
ns
(
(ns)2 − s2)(sinh 2ns+ n sinh 2s)s
=
1
8
− s2
∞∑
n=2
fK(ns)s, (A.5)
where
fK(x) =
sinh2 x− (sinh2 s/s2)x2
x(x2 − s2)(sinh 2x+ 2η(s)x) , x > s.
One can easily see that
|fK(2s)| ≤ C.
Straightforward but tedious computations give us
|f ′K(x)| ≤ C(1 + |x|)−3, for 2s ≤ x <∞.
So we have ∫ ∞
2s
|f ′K(x)|dx ≤ C.
Remind that C denotes a positive constant independent of s.
Therefore, by applying Lemma A.1 to fK with a = 2s, we obtain
∞∑
n=2
fK(ns)s =
∫ ∞
2s
fK(x)dx+
s
2
fK(2s) +O
(
s
∫ ∞
2s
|f ′K(x)|dx
)
=
∫ ∞
2s
fK(x)dx+O(s).
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We now make an approximation of fK for small s. One can see that fK satisfies∣∣fK(x)− f0(s)∣∣ ≤ Cs2(1 + |x|)−5 for x ≥ 2s,
where f0 is defined by
f0(x) =
sinh2 x− x2
x3(sinh 2x+ 2x)
, x > 0.
Note that f0 has a removable singularity at x = 0.
Therefore, we obtain
∞∑
n=2
fK(ns)s =
∫ ∞
2s
f0(x)dx+O(s) =
∫ ∞
0
f0(x)dx +O(s).
So, from (A.5), we get
P (s) =
1
8
− s2
∫ ∞
0
f0(x)dx+O(s
3). (A.6)
Now we are ready to get the asymptotics of K. From (A.3) and (A.6), we obtain
K =
(1
2
+O(s3)− 4P (s))−1 = (4s2 ∫ ∞
0
f0(x)dx+O(s
3)
)−1
=
1
s2
1
4
(∫ ∞
0
f0(x)dx
)−1
+O(s−1).
The proof is completed. 
B Proofs of Lemmas 5.3, 5.5 and 5.7
Proof of Lemma 5.3. We obtain, from (3.20) and (5.3), that
(σ1θθ − σ1ζζ)(ζ, θ) = K
(
cosh 2ζ − 2 cosh ζ cos θ + cos 2θ)+ 2Kh(ζ, θ)(v(s, s) + s˜w(s, s)) cos θ
+ 2Kh(ζ, θ)
∞∑
n=1
v(ns, s)
[
cosh(n+ 1)ζ − cosh(n− 1)ζ] cosnθ
− 2Kh(ζ, θ)s˜
∞∑
n=1
w(ns, s)
[
cosh(n + 1)ζ + cosh(n− 1)ζ] cosnθ.
One can easily check that v(s, s) + s˜w(s, s) = 1. Recall the hyperbolic identities
cosh(n+ 1)ζ + cosh(n− 1)ζ = 2cosh ζ coshnζ,
cosh(n+ 1)ζ − cosh(n− 1)ζ = 2 sinh ζ sinhnζ.
Then, in view of the expressions (4.16) for M±, we see that
(σ1θθ − σ1ζζ)(ζ, θ) = K
(
cosh 2ζ + cos 2θ − 2 cos2 θ)
+ 2Kh(ζ, θ) sinh ζ Re
{M−[v](ζ, θ)}
− 2Kh(ζ, θ)s˜ cosh ζ Re{M+[w](ζ, θ)}.
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Since
cosh 2ζ + cos 2θ − 2 cos2 θ = cosh 2ζ − 1 = sinh2 ζ,
we get the conclusion. 
Proof of Lemma 5.5. We obtain, from (3.21) and (5.3), we have
σ1ζθ(ζ, θ) = −K sinh ζ sin θ +Kh(ζ, θ)
∞∑
n=1
v(ns, s)
[
sinh(n+ 1)ζ − sinh(n− 1)ζ] sinnθ
−Kh(ζ, θ)s˜
∞∑
n=1
w(ns, s)
[
sinh(n+ 1)ζ + sinh(n− 1)ζ] sinnθ.
Then, from the hyperbolic identities
sinh(n+ 1)ζ + sinh(n− 1)ζ = 2cosh ζ sinhnζ,
sinh(n+ 1)ζ − sinh(n− 1)ζ = 2 sinh ζ coshnζ,
and the expressions (4.16) for M±, the conclusion follows. 
Proof of Lemma 5.7. From (3.22) and the trigonometric identities
2 cos θ cosnθ = cos(n+ 1)θ + cos(n− 1)θ,
2 sin θ sinnθ = − cos(n+ 1)θ + cos(n− 1)θ,
we have
σ1ζζ(ζ, θ) = −
K
2
(cosh 2ζ − 2 cosh ζ cos θ + cos 2θ) + 1
2
∞∑
n=1
(
(n2 + n)φn(ζ) cos(n− 1)θ
− 2
[
(n2 − 1) cosh ζ φn(ζ) + sinh ζ φ′n(ζ)
]
cosnθ + (n2 − n)φn(ζ) cos(n+ 1)θ
)
.
Then, by translating summation indices, we get
σ1ζζ(ζ, θ) = p(ζ, θ) +
1
2
∞∑
n=3
ψn(ζ) cosnθ, (B.1)
where ψn(ζ) and p(ζ, θ) are given by
ψn(ζ) = (n + 1)(n+ 2)φn+1(ζ)− 2(n2 − 1) cosh ζ φn(ζ)
+ (n− 1)(n − 2)φn−1(ζ)− 2 sinh ζ φ′n(ζ), n ≥ 1, (B.2)
p(ζ, θ) = −(K/2)(cosh 2ζ − 2 cosh ζ cos θ + cos 2θ)
+ φ1(ζ) + (1/2)[ψ1(ζ) cos θ + ψ2(ζ) cos 2θ], (B.3)
with φ0(ζ) = 0.
Let us estimate p(ζ, θ). Remind that K = O(s−2) and ζ = O(s). One can easily see
that φ1(ζ) = K/2 +O(1), ψ1(ζ) = −2K +O(1) and ψ2(ζ) = K +O(1). So we have
p(ζ, θ) = −(K/2) cosh 2ζ + φ1(ζ) +
[
K cosh ζ + ψ1(ζ)/2
]
cos θ
+
[
−K/2 + ψ2(ζ)/2
]
cos 2θ = O(1). (B.4)
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We now compute ψn in terms of v and w. From (3.16), (5.3) and the hyperbolic
identities, we have
(n+ 1)(n + 2)φn+1(ζ) = (n+ 1)(n + 2)An+1 cosh(n + 2)ζ + (n+ 1)(n + 2)Bn+1 coshnζ
= Kvn+1(cosh(n+ 2)ζ − coshnζ)−Ks˜wn+1(cosh(n+ 2)ζ + cosh nζ)
− 2K
n
(vn+1 + s˜wn+1) coshnζ,
= 2Kvn+1 sinh
2 ζ coshnζ − 2Ks˜wn+1 cosh2 ζ coshnζ
+K(vn+1 − s˜wn+1) sinh 2ζ sinhnζ − 2K
n
(vn+1 + s˜wn+1) cosh nζ,
where vn = v(ns, s) and wn = w(ns, s). Similarly, we have
(n− 1)(n − 2)φn−1(ζ) = −2Kvn−1 sinh2 ζ coshnζ − 2Ks˜wn−1 cosh2 ζ cosh nζ
+K(vn−1 + s˜wn−1) sinh 2ζ sinhnζ − 2K
n
(vn+1 − s˜wn+1) cosh nζ,
(n2 − 1)φn(ζ) = 2K
(
vn +
s˜wn
n
)
sinh ζ sinhnζ − 2K(s˜wn + vn
n
) cosh ζ coshnζ,
φ′n(ζ) =
2K
n
vn sinh ζ coshnζ − 2K
n
s˜wn cosh ζ sinhnζ.
By substituting these expressions into (B.2), we get
1
K
ψn(ζ) =
[
vn+1 − vn−1
]
2 sinh2 ζ coshnζ +
[
wn+1 − 2wn + wn−1
]
2s˜ cosh2 ζ coshnζ
+
[
(vn+1 − 2vn + vn−1) + s˜(wn+1 − wn−1)
]
sinh 2ζ sinhnζ
+
[− (vn+1 − 2vn + vn−1)/n+ s˜(wn+1 − wn−1)/n]2 cosh nζ.
Then, from (5.13), (B.1) and (B.4), the conclusion follows. 
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