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Abstract
We propose an approach to approximate the boundary crossing probabilities for general
one-dimensional diffusion processes, and derive the convergence rate for this approximation
scheme. There results are based on the explicit expression of the Laplace transforms of
the first passage densities for diffusions with piecewise linear drifts. The proposed method
is applied to a reliability problem where the standard degradation model based on Wiener
process is extended to diffusion processes with piecewise linear drifts.
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1 Introduction
Boundary crossing probabilities for stochastic processes play an important role in many research
areas. For example, in business and industry a company’s financial status can be represented by
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its total asset and debt at any given time, which can be regarded as two stochastic processes.
Then the company goes bankrupt when its asset process falls below its debt process for the first
time. Therefore the company’s default risk can be described by the probability that the difference
of the asset and debt processes reaches a certain threshold. In finance, the arbitrage-free price
of a barrier option is given by the expectation of the payoff function of strike price and the first
hitting time of the underlying asset price to the barrier. In neuroscience, a popular integrate-and-
fire model assumes that a neuron fires a spike when the membrane potential reaches a threshold.
In engineering, the system reliability can be represented by the probability that a damage process
crossing a threshold. In epidemiology, if the spread of an infectious disease is modelled by a
stochastic process, then it is of interest and importance to know the probability that this process
reaches a certain threshold within a certain time limit. The first passage time also arises in many
other disciplines such as biology, chemistry, ecology, economics, environmental science, genetics,
physics as well as statistics. Some references for applications can be found in [25]. More recent
literature includes [23], [22] and [14].
Despite their importance and wide applications, the calculation of boundary crossing prob-
abilities is a difficult task. It is well-known that explicit formulas exist only for a few special
processes and boundaries. For more general processes or boundaries, one has to rely on cer-
tain numerical approximation schemes. Wang and Po¨tzelberger (1997) [24] derived an explicit
formula for the probability of Brownian motion crossing a piecewise linear boundary, and used
this formula to approximate the crossing probabilities of Brownian motion to general nonlin-
ear boundaries. The numerical computation can be done by Monte Carlo integration and the
accuracy of the approximation can be computed automatically. This approach was extended
to two-sided boundary crossing problems by Novikov et al (1999) [15], Po¨tzelberger and Wang
(2001) [19] and Borovkov and Novikov (2005) [4].
Although the boundary crossing problem has been intensively studied for decades, most
works concentrate on Brownian motion or some special processes such as Ornstein-Uhlenbeck
processes. The calculation of the boundary crossing probabilities for general diffusion processes
remains a challenging and interesting problem. Wang and Po¨tzelberger (2007) [25] proposed a
transformation approach to compute the boundary crossing probabilities for a class of processes
which can be expressed as piecewise monotone functionals of standard Brownian motion. How-
ever, from both theoretical and practical points of view this class of processes is very limited.
Moreover, it is difficult to generalize this transformation method to deal with other diffusion
processes that are not functionals of Brownian motion.
In this paper, we propose a novel approach to the boundary crossing problem for general
diffusion processes. Specifically, we first derive an explicit formula for the Laplace transform
of boundary crossing density for diffusion processes with piecewise linear drift. Then we show
that a general diffusion process can be approximated by a sequence of diffusion processes with
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piecewise linear drifts, so that the corresponding crossing probabilities can be obtained. The
proposed method is fairly general so that the obtained results cover a large class of diffusion
processes.
To simplify notation, in this paper we consider the diffusion processes satisfying the stochas-
tic differential equation (SDE)
dXt = µ(Xt)dt+ dWt, X0 = x. (1.1)
There is no loss of generality in the sense that any diffusion process satisfying
dXt = µ(Xt)dt+ σ(Xt)dWt (1.2)
with differentiable and non-zero σ(x) can be transformed into one with unit diffusion coefficient
through the transformation
F (y) =
∫ y
y0
1
σ(u)
du
for some y0. Indeed, it is easy to verify by Ito’s formula that the process (Yt)t≥0 with Yt := F (Xt)
(t ≥ 0) satisfies SDE (1.1) with drift coefficient µ(x) = (µ/σ − σ′/2) ◦ F−1(x) (see e.g., [9]).
For any process (Xt)t≥0 satisfying (1.1) we consider the first crossing time over a constant
boundary c ∈ R:
τc = inf{t > 0; Xt ≥ c}. (1.3)
In Section 2, we first study the existence of the first passage densities for diffusion pro-
cesses, then apply this result to diffusion processes with piecewise linear drifts, and obtain the
explicit formula of its corresponding Laplace transform. In Section 3, we propose a method to
approximate the boundary crossing probabilities for a general diffusion process through its ap-
proximation by a sequence of diffusion processes with piecewise linear drifts. The approximation
rate is also derived. In Section 4, the proposed method is applied to an engineering reliability
problem to establish a new degradation model, which generalizes the known degradation models
based on Wiener process. Finally, all theoretical proofs are contained in the Appendix.
2 The processes with piecewise linear drift
In this section, we first establish a general result on the existence of the first passage density.
Let (Xt)t≥0 be a process satisfying SDE (1.1). Assume that µ satisfies the following conditions:
(H1) there exists a constant K0 such that |µ(x)| ≤ K0(1 + |x|), for all x ∈ R;
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(H2) there exists a constant K1 such that
|µ(x)− µ(y)| ≤ K1|x− y|, ∀ x, y ∈ R.
Then it is well known that SDE (1.1) admits a unique nonexplosive solution (see, e.g., [11]).
Let Cx([0,∞)) be the space of continuous paths starting at x, i.e.
Cx([0,∞)) =
{
ω : [0,∞)→ R continuous; ω0 = x
}
.
Let Qx be the Wiener measure on Cx([0,∞)), then the processWt(ω) := ωt, t ≥ 0 is a Brownian
motion under Qx. Define Ft = σ(Ws; 0 ≤ s ≤ t) = σ(ωs; 0 ≤ s ≤ t, ω ∈ Cx([0,∞))). The
following theorem establishes the existence of the first passage density for (Xt)t≥0, the proof of
which is given in the Appendix by using the Besicovitch derivation theorem.
Theorem 2.1 (Existence of density) Let (Xt)t≥0 be defined by (1.1) with µ(·) satisfying
(H1), (H2) and M := infy∈R
{
µ(y)2 + 13µ
′−(y)
}
> −∞, where µ′−(y) = lim infz→y µ(z)−µ(y)z−y .
Then the distribution of the first crossing time τc defined in (1.3) is absolutely continuous with
respect to Lebesgue measure on [0,∞) and hence its density fc(t, x) exists almost everywhere on
[0,∞) for each x < c. Moreover, the density fc(t, x) satisfies
fc(t, x) ≤ c− x√
2pit3/2
eG(c)−G(x)−
3Mt
2 e−
(c−x)2
2t , (2.1)
where G(y) =
∫ y
y0
µ(z)dz for some fixed y0.
Now we consider the process (Xt)t≥0 satisfying (1.1) with continuous and piecewise linear
drift µ(x) in the form
µ(x) =
∞∑
i=−∞
1[xi−1,xi](x)(aix+ bi), (2.2)
where sup{|ai|+|bi|; i = 0,±1,±2, · · · } < ∞ and {. . . < x−m < . . . < x−1 < x0 < x1 < . . . <
xm < . . .} is a partition of R. According to Theorem 2.1, it is clear that the density fc(t, x) of τc
exists almost everywhere for (Xt)t≥0 with piecewise linear drift. Next, we shall use the method
of Darling and Siegert [5] to obtain the concrete Laplace tranform of the distribution of τc. Let
fˆc(x|λ) =
∫ ∞
0
e−λtfc(t, x)dt.
It is shown in [5] that if fc exists, then it is given by
fˆc(x|λ) = u(x)
u(c)
, x < c, (2.3)
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where the function u is any solution of the ordinary differential equation
1
2
d2y
dx2
+ µ(x)
dy
dx
− λy = 0. (2.4)
In general, it is difficult to find the explicit solutions of the above differential equation. However,
we show that it is possible to find such explicit solutions when µ(·) has the form of (2.2). Thus,
we obtain the following main theorem.
Theorem 2.2 Let (Xt)t≥0 be the solution of SDE (1.1) with µ satisfying (2.2). Then for x < c,
the Laplace transform of the first passage density fc(t, x) is given by
fˆc(x|λ) = u(x)
u(c)
, (2.5)
with
u(x) =
∞∑
i=−∞
[
Ji
(− λ
2ai
,
1
2
;−ai
(
x+
bi
ai
)2)
1ai 6=0 + J˜i(bi;x)1ai=0
]
1[xi−1,xi](x), (2.6)
where
Ji(a,
1
2
;x) = C1,iΨ(a,
1
2
;x) + C2,ix
1/2Ψ(a+
1
2
,
3
2
;x),
Ψ(a,
1
2
;x) = 1 +
∞∑
k=1
(a)k
(12)k
xk
k!
, (a)k := a(a+ 1) . . . (a+ k − 1),
J˜(bi;x) =


e−bix
[
C1,ie
∆ix/2 + C2,ie
−∆ix/2], if ∆2i = 4b2i + 8λ > 0,
e−bix
[
C1,i sin(∆ix/2) + C2,i cos(∆ix/2)
]
, if ∆2i = −4b2i − 8λ > 0,
e−bix(C1,ix+ C2,i), if ∆2i = 4b
2
i + 8λ = 0.
Here the constants C1,i, C2,i are chosen such that u is differentiable and they can be determined
recursively as: given C1,i, C2,i for all i ≤ k, C1,k+1, C2,k+1 are chosen such that limx↑xk u(x) =
limx↓xk u(x) and limx↑xk
u(x)−u(xk)
x−xk = limx↓xk
u(x)−u(xk)
x−xk . Furthermore, u is uniquely determined
up to a multiplicative constant, which will not change the value of fˆ(x|λ).
Remark 2.3 It is worthwhile to include some asymptotic properties of Ψ(a, b;x) here:
Ψ(a, b;x) =
Γ(b)
Γ(a)
exxa−b
[
1 +O
( 1
|x|
)]
if x→ +∞,
Ψ(a, b;x) =
Γ(b)
Γ(b− a)(−x)
−a
[
1 +O
( 1
|x|
)]
if x→ −∞,
where Γ(z) =
∫∞
0 t
z−1e−tdt is the gamma function.
Shao and Wang: Boundary crossing probabilities for diffusion processes 6
Remark 2.4 Our approach in this section can be used to deal with the first passage time of
two-sided constant boundaries. First, similar to the treatment of Theorem 2.1, we can prove that
the first passage density for two-sided constant boundaries also exists. Then using [5, Theorem
3.2] we can obtain the explicit expression of the Laplace transform of the corresponding first
passage time density. Inevitably, the expressions in this case will be more complicated.
Remark 2.5 Given the Laplace transform fˆc(x|λ) in (2.5), the first passage density can be ob-
tained by Laplace inversion. Thanks to the recent development in numerical techniques and the
availability of high-speed computers, efficient numerical algorithms are available for numerical
inversion of Laplace transforms (see, e.g., [13]). Traditionally, the Laplace transform has been
a power tool in applied mathematics and well-studied in the literature. Many methods, such as
complex analysis, residue computations and Fourier integral inversion theorem have been devel-
oped to calculate the inversion of the Laplace transform. For results using elementary analysis,
see, e.g., [3], [10] and [18].
3 Approximation for general diffusion processes
In this section we consider the boundary crossing problem for general diffusion processes. The
basic idea of our approach is that any diffusion process with sufficiently smooth drift function
can be approximated by a diffusion with piecewise linear drift, so that its boundary crossing
probabilities can be approximated by the corresponding probabilities. The key issue in this
approach is to estimate the accuracy of this approximation.
To this end we first establish a general rule to control the approximation accuracy of the
boundary crossing probabilities based on the approximation of drift functions. Let (Xt)t≥0 be
a diffusion process satisfying
dXt = µ(Xt)dt+ dWt, X0 = x, (3.1)
where µ(·) is lower bounded and satisfies (H1), (H2). Let µl = infy∈R µ(y) > −∞. For each
ε > 0, let (Xεt )t≥0 be a diffusion process satisfying the SDE
dXεt = µε(X
ε
t )dt+ dWt, X
ε
0 = x. (3.2)
Assume that
(H3) there exists a constant K2 such that |µε(y)− µε(z)| ≤ K2|y − z|, ∀ y, z ∈ R and ε > 0;
(H4) sup
y∈R
|µ(y)− µε(y)| ≤ ε.
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Further, for any c > x, let the first passage time of the process (Xεt )t≥0 over boundary c be
defined as τ εc = inf{t > 0; Xεt ≥ c}.
Proposition 3.1 Let (Xt)t≥0 and (Xεt )t≥0 be defined as in (3.1) and (3.2) with µl = infy∈R µ(y) >
−∞. Then under (H3) and (H4), for every T > 0, it holds
∣∣P(τc > T )− P(τ εc > T )∣∣
≤ 2Te3K2T/2eG(c)−G(x)
[ ∫ T
0
c−x√
2pis3/2
e−
(c−x)2
2s
(
|µl|+ 1√
2pi(T − s)
)
ds
]
ε+ o(ε),
(3.3)
where G(y) =
∫ y
y0
µ(z)dz for some fixed y0.
Remark 3.2 The similar result was proved by Downes and Borovkov [9, Theorem 4.1] for the
case where both diffusion processes have differentiable drift coefficients. Here we generalize their
result to the case of non-differentiable drift coefficent.
Now let (Xt)t≥0 be the solution of SDE (3.1) and assume that there exist positive constants
M1, M2 such that
sup
y∈R
|µ(y)| ≤M1, sup
x,y∈R
|µ(x)− µ(y)| ≤M2|x− y|. (3.4)
For each n ∈ N, we partition the real line R with sub-intervals with endpoints {0,± 1n ,± 2n , . . .}.
Let µn(y) be the piecewise linear function taking value µ(xi) at xi =
i
n (i ∈ Z). Thus, for each
i ∈ Z,
max
y∈[xi,xi+1]
|µ(y)− µn(y)| ≤ max
y∈[xi,xi+1]
{
max{|µ(y) − µ(xi)|, |µ(y)− µ(xi+1)|}
}
≤M2/n.
(3.5)
Further, let (X
(n)
t )t≥0 be the solution of the SDE
dX
(n)
t = µn(X
(n)
t )dt+ dWt, X
(n)
0 = x. (3.6)
Then for each n ∈ N, (X(n)t )t≥0 is a diffusion process with piecewise linear drift and therefore,
for c > x, the distribution of its first passage time τ
(n)
c := inf{t > 0; X(n)t ≥ c} is given in
Theorem 2.2 in terms of its Laplace transform. Furthermore, by the definition of µn(y) it is easy
to see that
sup
y∈R
|µn(y)| ≤M1, |µn(y)− µn(z)| ≤M2|y − z|, y, z ∈ R, (3.7)
which implies G(c) −G(x) ≤ M1(c − x). Therefore by Proposition 3.1 and (3.5) we obtain the
following result.
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Theorem 3.3 Let (Xt)t≥0 and (X
(n)
t )t≥0 be the diffusion processes satisfying (3.1) and (3.6)
respectively. Then under the condition (3.4), for c > x, T > 0, it holds
∣∣P(τc > T )− P(τ (n)c > T )∣∣ ≤ C(T, x, c) 1n + o
( 1
n
)
, (3.8)
where C(T, x, c) = 2TM2e
3M2T/2eM1(c−x)
[ ∫ T
0
c−x√
2pis3
e−
(c−x)2
2s
(
M1+
1√
2pi(T − s)
)
ds
]
.
4 An application to reliability theory
In this section we apply our method to a modelling problem in reliability theory and thereby
demonstrate how our methods can be used in practice. Generally speaking, the reliability
declines as the underlying system degrades or deteriorates, and the system fails when the level
of degradation reaches a certain threshold. As pointed out by Singpurwalla (1995) [21], using
stochastic processes to describe failure models has a more realistic motivation, and this approach
better exploits the physics of the failure process and offers potential for improved assessments
of item survivability. Typical stochastic processes are Poisson process, Wiener process and
general Le´vy process. These models may provide a better goodness-of-fit to failure data than
commonly used exponential or Weibull distributions. But the challenge of this approach is
that calculating the first passage time distribution is generally quite difficult. So only a small
class of diffusion processes, such as the Brownian motion with state-independent drifts and
Ornstein-Uhlenbeck processes, has been used. For example, Wiener process degradation models
have found application in [6, 7]. Wiener processes with a non-random timescale were used as
degradation models for heating cables and Carbon-film resistors in [16, 27].
In [12], Kahle and Lehmann considered the model
Zt = z0 + σWt−t0 + µ(t− t0), t ≥ t0, (4.1)
where (Wt)t≥0 is a Wiener process. Moreover, Wang [26] considered the above model with
random drifts and diffusion coefficients. The main objects in [12] and [26] are the parameter
estimation from observation of degradation or observation of failures. Now we extend the above
model to the following form:
dXt =
[
b11{Xt≤θ} + (a2Xt + b2)1{Xt≥θ}
]
dt+ dBt, X0 = 0. (4.2)
This model reflects the fact that the degradation process (Xt)t≥0 has different kind of degradation
rate according to the stage of (Xt)t≥0. To simplify our discussion, we assume the threshold θ of
(Xt)t≥0 is given a priori. In particular, in what follows we fix the constant θ = 1. Hence the
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question is how to estimate unknown parameters b1, a2, b2 given the observations of the first
passage time (failure time).
First, we can use the observations of the first passage time through a boundary 0 < c < 1 and
the method of [12] to estimate the parameter b1. The main challenge is to estimate parameters
a2, b2. Here we propose to use the method of moments to estimate them, since the moments of
the first passage time are easily calculated using (2.5). Specifically, we first choose and fix the
threshold c > 1 for model (4.2). Note that the continuity of µ(·) implies
b1 = a2 + b2. (4.3)
According to Theorem 2.2,
fˆc(0|λ) = u(0)
u(c)
,
and u is given by (2.6). In order to determine the constants C1,i, C2,i in Ji and J˜i, note that we
have
u(x) = J(− λ
2a2
,
1
2
,−a2(x+ b2
a2
)2), for x ≥ 1.
Further, using the conditions limx↑1 u(x) = limx↓1 u(x) and u′+(1) = u′−(1), we obtain
u(x) = C1(λ)e
−b1x+∆1x2 + C2(λ)e−b1x−
∆1x
2 , for x ≤ 1,
where ∆1 =
√
4b21 + 8λ and
C1(λ) = e
b1+
∆1
2
[(1
2
+
b1
∆1
)
Ψ
(− λ
2a2
,
1
2
;−b1
)
+
1
∆1
Ψ′x
(− λ
2a2
,
1
2
;−b1
)]
,
C2(λ) =
1
∆1
eb1+
∆1
2
[
(
∆1
2
− b1)Ψ
(− λ
2a2
,
1
2
;−b1
)−Ψ′x(− λ2a2 ,
1
2
;−b1
)]
.
Thus, we obtain the explicit expression
fˆ(0|λ) = C1(λ) + C2(λ)
C1(λ)e
−b1c+ c∆12 + C2(λ)e−b1c−
c∆1
2
.
Moreover, some elementary calculations yield
Ψ(a,
1
2
;x) =
∞∑
k=1
(a)k
(12 )k
xk
k!
, Ψ′a(0,
1
2
;x) =
∞∑
k=1
xk
k(12)k
,
Ψ′x(0,
1
2
;x) = 0, Ψ′′xa(0,
1
2
;x) :=
∂2Ψ
∂x∂a
(
a,
1
2
;x
)
=
∞∑
k=1
xk−1(
1
2)k
,
C1(0) = e
b1+|b1|(1
2
+
b1
2|b1|
)
, C2(0) =
1
2|b1|e
b1+|b1|(|b1| − b1),
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and
C ′1(0) =
( 1
2|b1| +
1
2b1
− 1
2b1|b1|
)
eb1+|b1| − 1
2a2
eb1+|b1|
(1
2
+
b1
2|b1|
)
Ψ′a(0,
1
2
;−b1)
− 1
2a2
1
2|b1|e
b1+|b1|Ψ′′xa(0,
1
2
;−b1),
C ′2(0) = e
b1+|b1|(1
2
+
1
2|b1| −
1
2b1
+
1
2b1|b1|
)− 1
2a2
eb1+|b1|
(1
2
− b1
2|b1|
)
Ψ′a(0,
1
2
;−b1)
− 1
2a2
eb1+|b1|Ψ′′xa(0,
1
2
;−b1).
Using these quantities we obtain the expectation
−E0[τc] = d
dλ
fˆ(0|λ)
∣∣
λ=0
=
C ′1(0) + C
′
2(0)
C1(0)e−b1c+c|b1| + C2(0)e−b1c−c|b1|
−
(
C1(0) + C2(0)
)((
C ′1(0) +
c
|b1|C1(0)
)
e−b1c+c|b1| +
(
C ′2(0)− c|b1|C2(0)
)
e−b1c−c|b1|
)
(
C1(0)e−b1c+c|b1| + C2(0)e−b1c−c|b1|
)2 .
That is, as a function of the parameter a2, E[τc] is in the form
E[τc] =
ξ
a2
+ η,
where ξ and η are constants depending only on b1 and c. Therefore a2, and hence b2, can be
estimated by the method of moment using equation (4.3).
5 Appendix
We use the idea of [9] to prove Theorem 2.1. First we establish a lemma used below. Let p(s, x, y)
and q(s, x, y) denote the transition densities of (Xs)s≥0 and Brownian motion respectively. Let Px
denote the law of (Xs)s≥0 starting at X0 = x in Cx([0,∞)), and Pzx the law of (Xs)0≤s≤t starting
at X0 = x and conditioning on Xt = z in Cx([0,∞)). Similarly, define Qzx be the corresponding
probability measures for the Brownian motion (Ws)s≥0. This lemma is a generalization of [9,
Theorem 3.1] to the case where µ(·) is not necessarily everywhere differentiable.
Lemma 5.1 For t > 0 and every A ∈ Ft,
Pzx(A) ≤
q(t, x, z)
p(t, x, z)
eG(z)−G(x)−3Mt/2Qzx(A), (5.1)
where G(y) =
∫ y
y0
µ(z)dz for some fixed y0, and M = infy∈R
{
µ(y)2 + 13µ
′−(y)
}
with µ′−(y) =
lim infz→y
µ(z)−µ(y)
z−y .
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Proof. Since Xt =Wt +
∫ t
0 µ(Xs)ds, by Girsanov’s theorem,
Px(A) = Qx(ζt1A), A ∈ Ft, (5.2)
where Qx(ζt1A) =
∫
ζt1A dQx and
ζt = exp
[ ∫ t
0
µ(Xs)dWs − 1
2
∫ t
0
µ(Xs)
2ds
]
.
Conditioning on the value of corresponding processes at time t, due to (5.2), we obtain that for
any Borel measurable set B ⊂ R,∫ ∞
−∞
1B(z)P
z
x(A)p(t, x, z) dz =
∫ ∞
−∞
1B(z)P
z
x(A)Px(Xt ∈ dz)
=
∫ ∞
−∞
1B(z)Q
z
x(ζt1A)Qx(Wt ∈ dz) =
∫ ∞
−∞
1B(z)Q
z
x(ζt1A)q(t, x, z) dz.
This implies that
Pzx(A) =
q(t, x, z)
p(t, x, z)
Qzx(ζt1A). (5.3)
Further, let ρ(y) = 1/
√
2pie−y
2/2 and µn(y) =
∫∞
−∞
nµ(z)√
2pi
e−
n2(z−y)2
2 dz for n ∈ N. Then µn(y)
converges to µ(y) for every y ∈ R as n→∞. Moreover, by the dominated convergence theorem,
E
(∫ t
0
(µn(Xs)− µ(Xs))dWs
)2
= E
∫ t
0
(µn(Xs)− µ(Xs))2ds −→ 0, as n→∞.
It follows that, up to an extraction of subsequence,
∫ t
0
µn(Xs)dWs →
∫ t
0
µ(Xs)dWs almost
surely. Similarly by the dominated convergence theorem, Gn(Xt) converges almost surely to
G(Xt) as n→∞, where Gn(y) =
∫ y
y0
µn(z)dz. Further, by Fatou’s lemma, we have
µ′n(y) = lim
h→0
µn(y + h)− µn(y)
h
= lim
h→0
1
h
∫ ∞
−∞
(
µ(y + h− z
n
)− µ(y − z
n
)
) 1√
2pi
e−z
2/2dz
≥
∫ ∞
−∞
lim inf
h→0
µ(y − zn + h)− µ(y − zn)
h
1√
2pi
e−z
2/2 dz
=
∫ ∞
−∞
µ′−(y−
z
n
)
1√
2pi
e−z
2/2 dz.
Noticing that µ′−(y) = lim infz→y
µ(z)−µ(y)
z−y , by Fatou’s lemma we get
lim inf
n→∞ µ
′
n(y) ≥ lim infn→∞
∫ ∞
−∞
µ′−(y−
z
n
)
1√
2pi
e−z
2/2 dz ≥ µ′−(y), ∀ y ∈ R.
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Hence, limn→∞
∫ t
0 µ
′
n(Xs)ds ≥
∫ t
0 µ
′−(Xs)ds almost surely. Applying Itoˆ’s formula to Gn(Xt),
we have ∫ t
0
µn(Xs)dWs = Gn(Xt)−Gn(X0)−
∫ t
0
µn(Xs)µ(Xs)ds− 1
2
∫ t
0
µ′n(Xs)ds.
Passing to the limit as n→∞ yields
∫ t
0
µ(Xs)dWs ≤ G(Xt)−G(X0)−
∫ t
0
µ(Xs)
2ds− 1
2
∫ t
0
µ′−(Xs)ds, a.s. (5.4)
Finally, combining (5.4) with (5.3) we have
Pzx(A) ≤
q(t, x, z)
p(t, x, z)
eG(z)−G(x)Qzx
(
e−
3
2
∫ t
0 µ(Xs)
2ds− 1
2
∫ t
0 µ
′
−
(Xs)ds1A
)
,
which yields the desired result (5.1).
Proof of Theorem 2.1: Let ντ denote the distribution of τc. According to Besicovitch deriva-
tion theorem (cf. [1, Theorem 2.22]), ντ admits the following Radon-Nikodym decomposition
with respect to the Lebesgue measure m(dt) on (0,∞),
ντ (dt) = ντ
∣∣
F
(dt) + ντ
∣∣
E
(dt),
where
E =
{
t ∈ (0,∞); lim
h↓0
ντ ((t− h, t+ h))
2h
=∞}, and F = (0,∞)\E.
Moreover, for a.e. t ∈ (0,∞), the limit fc(t, x) = limh↓0 ντ ((t−h,t+h))2h exists and ντ
∣∣
F
(dt) =
fc(t, x)dt. Based on this decomposition, to show the existence of the density fc(t, x), we only
need to show that
lim sup
h↓0
P(τc ∈ (t− h, t+ h))
2h
<∞ for every t > 0,
which yields that E is an empty set, and ντ is absolutely continuous with respect to the Lebesgue
measure. In the following we shall estimate lim suph↓0
P(τc∈(t,t+h))
h . The term lim suph↓0
P(τc∈(t−h,t])
h
can be estimated similarly.
We have
Px(τc ∈ (t, t+ h)) =
∫ c
−∞
Px(τc ∈ (t, t+ h)|Xt = z)Px(Xt ∈ dz)
=
∫ c−h1/4
−∞
+
∫ c
c−h1/4
Px(τc ∈ (t, t+ h)|Xt = z)Px(Xt ∈ dz)
=: I1 + I2
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We shall estimate I1 and I2 separately. As a preparation, we estimate the probability Px(supt≤s≤t+h(Xs−
c) ≥ 0|Xt = z) separatively according to the distance between z and c.
Case 1. When z ∈ (−∞, c − h 14 ], set γ = c − h 14 . If the process (Xt)t≥0 goes up to cross the
level c, it must first hit the level γ some time during (t, t+ h). Thus
Px
(
sup
t≤s≤t+h
(Xs − c) ≥ 0|Xt = z
)
≤ sup
t≤t′≤t+h
Px
(
sup
t′≤s≤t+h
(Xs − c) ≥ 0|Xt′ = γ
)
≤ Px
(
sup
t≤s≤t+h
(Xs − c) ≥ 0|Xt = γ
)
= Pγ
(
sup
0≤s≤h
(Xs − c) ≥ 0
)
.
Then for α = c− h 18 < γ we have
Pγ
(
sup
0≤s≤h
(Xs − c) ≥ 0
)
= Pγ
(
sup
0≤s≤h
(Xs − c) ≥ 0, inf
0≤s≤h
Xs > α
)
+ Pγ
(
sup
0≤s≤h
(Xs − c) ≥ 0, inf
0≤s≤h
Xs ≤ α
)
Let (Ys)s≥0 be a process satisfying the SDE
dYs = µ+ds+ dWs, Y0 = X0 = γ, where µ+ = sup
α≤y≤c
µ(y) <∞.
Then Ys ≥ Xs a.s. up to the time when (Xs)s≥0 first leaves the interval (α, c). Consequently,
Pγ
(
sup
0≤s≤h
(Xs − c) ≥ 0, inf
0≤s≤h
Xs > α
)
≤ Pγ
(
sup
0≤s≤h
(Ys − c) ≥ 0, inf
0≤s≤h
Ys > α
) ≤ Pγ( sup
0≤s≤h
(Ys − c) ≥ 0
)
= Q0
(
sup
0≤s≤h
(Ws + µ+s+ γ − c) ≥ 0
)
= 1− Φ
(−µ+h+ c− γ√
h
)
+ e2µ+(c−γ)Φ
(−µ+h− c+ γ√
h
)
.
(5.5)
Let (Zs)s≥0 be a process satisfying the SDE
dZs = µ−ds+ dWs, Z0 = X0 = γ, where µ− = inf
α≤y≤c
µ(y) > −∞.
Then Zs ≤ Xs a.s. up to the time when (Xs)s≥0 first leaves the interval (α, c). Consequently,
Pγ
(
sup
0≤s≤h
(Xs − c) ≥ 0, inf
0≤s≤h
Xs ≤ α
)
≤ Pγ
(
sup
0≤s≤h
(Xs − c) ≥ 0, inf
0≤s≤h
Zs ≤ α
)
≤ Pγ
(
inf
0≤s≤h
Zs ≤ α
)
= Q0
(
inf
0≤s≤h
(Ws + µ−s+ γ − α) ≤ 0
)
= 1− Φ
(µ−h+ γ − α√
h
)
+ e2µ−(α−γ)Φ
(µ−h+ α− γ√
h
)
.
(5.6)
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Case 2. When z ∈ (c − h 14 , c), using the same argument as that of (5.5) and (5.6) but taking
γ = z, we can get
Px
(
sup
t≤s≤t+h
(Xs − c) ≥ 0|Xt = z
)
≤ 1− Φ
(−µ+h+ c− z√
h
)
+ e2µ+(c−z)Φ
(−µ+h− c+ z√
h
)
+ 1− Φ(µ−h+ z − α√
h
)
+ e2µ−(α−z)Φ
(µ−h+ α− z√
h
)
(5.7)
Now we return to estimate I1 and I2. Due to (5.5) and (5.6) we have
I1 =
∫ c−h1/4
−∞
Px
(
sup
0≤s≤t
(Xs− c)< 0|Xt=z
)
Px
(
sup
t≤s≤t+h
(Xs− c)≥ 0|Xt=z
)
Px(Xt∈dz)
≤
∫ c−h1/4
−∞
Px
(
sup
t≤s≤t+h
(Xs − c) ≥ 0|Xt = z
)
Px(Xt ∈ dz)
≤ 1− Φ
(−µ+h+ h 14√
h
)
+ e2µ+h
1
4Φ
(−µ+h− h 14√
h
)
+ 1− Φ
(µ−h+ h 18 − h 14√
h
)
+ e2µ−(h
1
4−h 18 )Φ
(µ−h+ h 14 − h 18√
h
)
.
As
1− Φ
(−µ+h+ h 14√
h
)
= o(h), Φ
(−µ+h− h 14√
h
)
= o(h),
1− Φ
(µ−h+ h 18 − h 14√
h
)
= o(h), Φ
(µ−h+ h 14 − h 18√
h
)
= o(h),
we obtain
lim sup
h↓0
I1/h ≤ 0. (5.8)
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By Lemma 5.1 and (5.7), we get
I2 =
∫ c
c−h1/4
Px
(
sup
0≤s≤t
(Xs− c)< 0|Xt=z
)
Px
(
sup
t≤s≤t+h
(Xs− c)≥ 0|Xt=z
)
Px(Xt∈dz)
≤
∫ c
c−h1/4
q(t, x, z)eG(z)−G(x)−
3Mt
2
(
1− e−2(c−x)(c−z)/t)
·
[
1− Φ(−µ+h+ c− z√
h
)
+ e2µ+(c−z)Φ
(−µ+h− c+ z√
h
)
+ 1− Φ(µ−h+ z − α√
h
)
+ e2µ−(α−z)Φ
(µ−h+ α− z√
h
)]
dz
=
2(c− x)
t
∫ h1/4
0
eG(c−y)−G(x)−
3Mt
2 (y +O(y2))
[
1− Φ(−µ+h1/2 + yh−1/2
)
+ e2µ+yΦ
(− µ+h1/2 − yh−1/2)
]
q(t, x, c − y)dy + o(h).
It follows that
lim sup
h↓0
I2/h ≤ K lim
h↓0
1
h
∫ h1/4
0
(
y +O(y2)
)[
1− Φ(− µ+h1/2 + yh−1/2)
+ e2µ+yΦ
(− µ+h1/2 − yh−1/2)
]
q(t, x, c − y)dy,
(5.9)
where K = 2(c−x)t e
G(c)−G(x)− 3Mt
2 . Note that
lim
h↓0
1
h
∫ h1/4
0
y
[
1− Φ(− µ+h1/2 + yh−1/2)
+ e2µ+yΦ
(− µ+h1/2 − yh−1/2)
]
q(t, x, c− y)dy
=
1
2
√
2pit
e−
(c−x)2
2t .
Substituting this into (5.9), we have
lim sup
h↓0
I2/h ≤ c− x√
2pit3/2
eG(c)−G(x)−
3Mt
2 e−
(c−x)2
2t .
Combining with the estimate of (5.8), we finally obtain
lim sup
h↓0
1
h
Px(τc ∈ (t, t+ h)) ≤ c− x√
2pit3/2
eG(c)−G(x)−
3Mt
2 e−
(c−x)2
2t , (5.10)
which yields that E is an empty set, the density fc(t, x) exists and the upper bound (2.1) for
fc(t, x) holds. We conclude the proof of Theorem 2.1.
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Proof of Theorem 2.2: First, by [17, 2.1.2.11] the second-order differential equations
d2y
dx2
+ a
dy
dx
+ by = 0
has explicit solutions given by
y =


exp (−12ax)
[
C1 exp (
1
2∆x) + C2 exp (−12∆x)
]
if ∆2 = a2 − 4b > 0,
exp (−12ax)
[
C1 sin(
1
2∆x) + C2 cos(
1
2∆x)
]
if ∆2 = 4b− a2 > 0,
exp (−12ax)
(
C1x+ C2
)
if a2 = 4b,
where C1, C2 are constants. Similarly, by [17, 2.1.2.108] the general solution of ODE
1
2
d2y
dx2
+ (a1x+ b1)
dy
dx
+ b0y = 0, a1 6= 0
is J
(
b0,
1
2
;−a1
(
x+
b1
a1
)2)
, where
J(a, b;x) = C1Ψ(a, b;x) + C2x
1−bΨ(a− b+ 1, 2 − b;x),
Ψ(a, b;x) = 1 +
∞∑
k=1
(a)k
(b)k
xk
k !
.
Combining these two solutions together, we obtain the explicit solution (2.6) to the differential
equation (2.4).
Proof of Proposition 3.1: First we have
d(Xt −Xεt ) = (µ(Xt)− µε(Xεt ))dt = (µ(Xt)− µε(Xt) + µε(Xt)− µε(Xεt ))dt.
By (H3) and (H4),
|Xt −Xεt | ≤ εt+
∫ t
0
K2|Xs −Xεs |ds
and it follows from Gronwall’s lemma that
|Xt −Xεt | ≤ εteK2t.
Then
P
(
sup
0≤t≤T
(Xt − c) < 0
)− P( sup
0≤t≤T
(Xεt − c) < 0
)
≤ P( sup
0≤t≤T
(Xεt − εteK2t − c) < 0
)− P( sup
0≤t≤T
(Xεt − c) < 0
)
≤ P(0 ≤ sup
0≤t≤T
(Xεt − c) < εTeK2T
)
= P
(
τ εc ≤ T, sup
τεc≤t≤T
(Xεt − c) < εTeK2T
)
=
∫ T
0
P(τ εc ∈ ds)P
(
sup
s≤t≤T
(Xεt − c) < εTeK2T
∣∣Xεs = c). (5.11)
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Set µ−ε = inf{µε(y)}. By (H4), it holds that µ−ε ≥ µl − ε > −∞. Since
Xεt −Xεs ≥ µ−ε (t− s) +Wt −Ws, t > s,
we get
P
(
sup
s≤t≤T
(Xεt − c) < εTeK2T
∣∣Xεs = c)
≤ P( sup
0≤t≤T−s
(µ−ε t+Wt) < εTe
K2T
)
= Φ
(−µ−ε (T − s) + εTeK2T√
T − s
)− e2µ−ε εTeK2TΦ(−µ−ε (T − s)− εTeK2T√
T − s
)
=: I(T, s,K2, µ
−
ε ; ε).
(5.12)
Substituting the above inequality into (5.11) and using Theorem 2.1, we obtain
P
(
sup
0≤t≤T
(Xt − c) < 0
) − P( sup
0≤t≤T
(Xεt − c) < 0
)
≤
∫ T
0
c− x√
2pis3/2
eGε(c)−Gε(x)−
3Mεs
2 e−
(c−x)2
2s I(T, s,K2, µ
−
ε ; ε)ds,
(5.13)
where Gε(y) =
∫ y
y0
µε(z)dz, Mε = inf{µ2ε + 13µ′ε,−(y)}, and
µ′ε,−(y) := lim infz→y
µε(z)− µε(y)
z − y ≤ K2.
Further, by 1− e−x ≤ |x| for all x ∈ R, we have the following upper bound
I(T, s,K2, µ
−
ε ; ε) ≤
( 2TeK2T√
2pi(T − s) + 2(|µl|+ ε)Te
K2T
)
ε. (5.14)
Inserting (5.14) into (5.13) and noting Gε(x) ∼ G(x) as ε→ 0, we get
P( sup
0≤t≤T
(Xt − c) < 0)− P( sup
0≤t≤T
(Xt − c) < 0)
≤ 2Te3K2T/2eG(c)−G(x)
[ ∫ T
0
c−x√
2pis3/2
e−
(c−x)2
2s
(
|µl|+1/
(
2pi(T − s)) 12)ds]ε+ o(ε),
In order to prove the inverse direction of the inequality, we write
P
(
sup
0≤t≤T
(Xεt − c) < 0
)− P( sup
0≤t≤T
(Xt − c) < 0
)
≤ P( sup
0≤t≤T
(Xεt − c) < 0
) − P( sup
0≤t≤T
(Xεt + εTe
K2T − c) < 0)
≤ P( sup
0≤t≤T
(Xεt + εTe
K2T − c) < εTeK2T )− P( sup
0≤t≤T
(Xεt + Te
K2T − c) < 0)
=
∫ T
0
P(τ εc˜ ∈ ds)P
(
sup
s≤t≤T
(Xεt − c˜) < εTeK2T
∣∣Xεs = c˜),
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where ε is small enough so that c− εTeK2T > x as c > x, and c˜ = c− εTeK2T . Using the same
arguments for (5.12) and (5.13), we can obtain the lower bound. Combining this with (5.14)
and noting that Mε ≥ −K2/3, we have∣∣P( sup
0≤t≤T
(Xt − c) < 0)− P( sup
0≤t≤T
(Xt − c) < 0)
∣∣
≤ 2Te3K2T/2eG(c)−G(x)
[ ∫ T
0
c−x√
2pis3/2
e−
(c−x)2
2s
(
|µl|+1/
(
2pi(T − s)) 12)ds]ε+ o(ε),
which concludes the proof.
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