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ABSTRACT
Density Functional Theory (DFT) is one of the very popular and versatile methods for calculations
to study electronic structure, and the accuracy of DFT depends on the approximation used in the
exchange-correlation functional. One of the known problems with the approximation is that the
widely used density functional approximations (DFA) suffer self-interaction errors. Systems with
d-electrons such as transition metal oxides often show deviation of DFT predicted behavior from
experimental result. SIE tends to unphysically lower the energies of fractionally occupied state
which leads to deviation from piece-wise linear behavior of total energy between two integer
occupations. This leads to delocalization of the orbitals which is more apparent in d-electron
systems. Fermi-Lӧwdin Orbital Self-Interaction Correction (FLOSIC) is a size-extensive
implementation to achieve the self-interaction-free DFA [1,2]. We applied FLOSIC method in the
framework of DFT to Perdew-Wang (1992) PW91 Local spin density approximation (LSDA),
Perdew-Burke-Ernzerhof (PBE) Generalized gradient approximation (GGA) and the recently
developed Strongly constrained and appropriately normed (SCAN) meta-GGA and test the values
of dissociation energy and dipole moments of transition metal mono-oxides(CaO, ScO, TiO, VO)
and magnetic exchange coupling (J) and magnetic anisotropy of copper acetate monohydrate([Cu
(CH3COO)2] 2 H2O). From the study on the dissociation energies of transition metal mono-oxide
molecules we find that the FLOSIC dissociation energies are underestimated with all the three
functionals whereas the DFT energies are overestimated. We find that the FLOSIC dipole
moments are in general larger than the experimental values. Furthermore, we also found that
removing SIE using FLOSIC generally corrects the magnetic coupling constant J in the direction
of more accurate methods for copper acetate monohydrate. Using the electron density obtained
from the FLOSIC calculation, we observed the improvement in magnetic anisotropy parameters.
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INTRODUCTION
Density functional theory (DFT) has established itself as one of the useful, versatile method for
study of the electronic properties of materials in an efficient way. Such calculations are valuable
for understanding the experimental observations and are routinely used for the predictions of
different properties of matter. Despite being exact in principle, in practice DFT uses an
approximation for the exchange-correlation energy functional of electron ground-state density.
This results in an erroneous interaction of an electron with itself that is known as the selfinteraction error (SIE). SIE leads to inaccuracies in describing a broad range of physical processes
and observables. SIE comes from the fact that Coulomb self-interaction is not exactly canceled by
the exchange self-interaction and is responsible for the problem that approximate density
functional theory potential decays exponentially in the asymptotic region rather than exhibiting
the correct -1/r decay. Furthermore, this leads for the delocalization of the orbitals and unphysical
orbital energies, deviation from Koopmans’ theorem which relates the eigenvalue of the highest
occupied molecular orbital to ionization energies, and a continuous, rather than discontinuous,
total energy derivative with respect to orbital occupancy at integer occupation values which are
known to impact calculated electronic as well as magnetic properties.
Systems with d-electrons such as transition metal oxides often show deviation of DFT predicted
behavior from experimental results. Density functional approximation (DFA) functionals tend to
predict too small HOMO-LUMO gap in d-electron systems. Furthermore, they tend to
underestimate the relative stability of high-spin states in d-electron systems. One of the famous
problems in this respect is the metallic vs. insulator behavior. For example, NiO is predicted to be
a metal when standard density functional approximations are used whereas experimentally it is
found to be an insulator in an antiferromagnetic state. The SIE tends to unphysically lower the
1

energies of the fractionally occupied state which leads to deviation from piece-wise linear behavior
of total energy between two integer occupations. This leads to delocalization of the orbitals which
is more apparent in d- or f-electron systems. If an extra electron is added to such systems, the
electron is delocalized over the entire simulation cell rather than being localized on the transition
metal sites. Systems for which these errors are especially severe are sometimes called strongly
correlated systems. The electronic structure is determined by the kinetic energy and electron
correlation. Delocalization is associated with the dominance of kinetic energy terms, and
localization is associated to screened Coulomb potentials. Electron correlation is important for
electron localization because correlation minimizes the repulsion of electrons near the same center.
The d-electron systems show unusual behavior due to partially filled outer d-orbitals. Highly
correlated wavefunction methods need to be employed for correct description of these systems but
such methods are computationally expensive. Furthermore, process of multiple chemical bond
formation due to rich chemistry of d-electrons systems is still not fully understood and remains a
major challenge in the fundamental chemistry.
A method to correct the SIE based on orbital-by-orbital error cancellation was proposed by Perdew
and Zunger (PZ) [1]. Recently, Pederson et al. made a modification for the PZ approach using
localized Fermi-Lowdin Orbitals for the self-interaction correction (FLOSIC) to achieve
computational simplicity for the calculation of electronic structure [3]. The FLOSIC scheme so
far has been applied to atoms and small molecules to gauge the effect of one-electron selfinteraction correction on their properties such as atomic energies, atomization energies, ionization
energies, stretch bonds, magnetic exchange coupling etc. In this project, we carried out an
extensive calculation on a series of 3d transition metal oxide dimers. These systems are small and
at the same time benchmark data are available on these systems.

2

The research concentrates on using the FLOSIC scheme to evaluate the impact of SIE of
1. Third-row transition metal oxides starting from CaO (Calcium Oxide) to VO (Vanidum
Oxide) using to compute their dissociation energies (D 0), equilibrium bond lengths (re),
dipole (μ) in comparison with experimental data.
2. Copper Acetate Monohydrate [Cu (CH3COO)2]2 H2O for magnetic exchange coupling and
magnetic anisotropy parameters.
Our goal is to gauge the performance of the FLOSIC method for these properties and compare the
FLOSIC results with the ones obtained from widely used density functional approximations and
wave function-based methods.
The thesis is organized as follows. In the chapter 2, a theoretical introduction of DFT is given
which covers the previously mentioned foundations, failures, and correction to these failures. In
chapter 3, methods for calculation of the magnetic anisotropy and magnetic exchange coupling are
reviewed. Computational details of calculation are presented in Chapter 4. The results of the
calculations are presented and discussed in Chapter 5 and Chapter 6 contains the summary of the
work.
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THEORETICAL BACKGROUND
2.1 Density Functional Theory
Density functional theory [4] is popular and simple computational quantum mechanical approach
to calculate the electronic structure of matter (i.e. atoms, molecules and complex systems). Its
applicability can be seen in to calculate binding energy of molecules in chemistry, band structure
of solids in physics and is developing into the fields such as biology, mineralogy, material science.
The basic idea of DFT is to calculate the total electronic energy and the overall electronic density
distribution which have a unique relationship between them. Its basis is the well-known
Hohenberg-Kohn (HK) theorem, [5] which state that all properties of a system are unique
functionals of its ground state density.

2.1.1 Hohenberg-Kohn Theorem
For a multi-electron system, the Hamiltonian in an external potential V ext reads

𝐻 = −

1
2

𝑍
+
𝑟

∇ −

1
𝑟

(2.1)

or
𝐻 = 𝑇+𝑉

+𝑈

(2.2)

∇

(2.3)

where,

𝑇= −

1
2

4

1
𝑟

𝑈= −

𝑉

(2.5)

𝑍
𝑟

= −

For a specific systems T and U are universal while 𝑉

(2.6)

and N are system-dependent i.e. non-

universal.
The number of electrons per unit volume in a given state is the electron density of that state.
𝜌 (𝑟) = ∫ 𝜓 ∗ (𝑟 , 𝑟 , … … 𝑟 ), 𝜓 (𝑟 , 𝑟 , … … 𝑟 )𝑑𝑟 , 𝑑𝑟 , … … 𝑑𝑟

(2.7)

with a condition
𝜌 (𝑟)𝑑𝑟 = 𝑁

(2.8)

Hohenberg and Kohn [5] demonstrates that if the ground state is non-degenerate its total energy
for many body systems can be uniquely determined by electron density 𝜌 (𝑟)

𝐸 = 𝐸[ 𝜌 (𝑟)] =

𝜌 (𝑟)𝑉

(𝑟)𝑑𝑟 + 𝐹[ 𝜌(𝑟)]

(2.9)

with the “universal functional”
𝐹[ 𝜌(𝑟)] = 𝑇[ 𝜌(𝑟)] + 𝐸 [ 𝜌(𝑟)] + 𝐸 [ 𝜌(𝑟)]

𝐸 [ 𝜌(𝑟)] =

1
2

𝜌 (𝑟)𝑉 (𝑟)[ 𝜌(𝑟)]𝑑𝑟 =

5

1
2

𝜌 (𝑟)𝑑𝑟

𝑑𝑟 ′

(2.10)

𝜌 (𝑟 )
|𝑟 − 𝑟 |

(2.11)

Where in equation (2.10) 𝑇[ 𝜌(𝑟)] is kinetic energy, 𝐸 is Hartree energy coming from the
electrostatic interaction of the electrons i.e. the classical Coulomb repulsion of the density with
itself, 𝐸

is the exchange correlation energy which contains all the remaining contributions not

taken in account by first two terms. The ground state energy for a known external potential and
number of electrons can be found using a variational principle by second theorem.

2.1.2 Kohn-Sham Theorem
In 1965, Kohn and Sham [6], based on Honhenberg- Kohn theorem, proposed an alternative
improved approach of solving it into a practical method by representing density in terms of
normalized single-particle orbitals occupation number

𝜌 (𝑟) =

𝑛 |𝜑 (𝑟)|

(2.12)

𝑛 =𝑁

(2.13)

with
𝜌 (𝑟) =

Using equations (2.12) into (2.10), we obtain the total energy in terms of 𝜑 (𝑟)

𝐸=

𝑛

𝜑 ∗ (𝑟) −

∇
+ 𝑉
2

1
(𝑟) + 𝑉 [𝜌 (𝑟)] 𝜑 (𝑟)𝑑𝑟 + 𝐸 [𝜌 (𝑟)]
2

(2.14)

Using the variational principle, the ground state energy of N-electron satisfies following Lagrange
equation:
𝛿 𝐸[𝜌 (𝑟)] − 𝜇

𝜌 (𝑟)𝑑𝑟 − 𝑁

6

= 0

(2.15)

Where 𝜇 is Lagrange multiplier with the restriction of density to yield correct total number of
electron N. From equation (2.13) and functional variation under conservation of number of
electrons, leads to an eigenvalue problem, with stationary condition of total energy in terms of KS
orbitals called Kohn-Sham equation:

−

∇
+ 𝑉
2

1
(𝑟) + 𝑉 [𝜌(𝑟)] + 𝑉 [𝜌(𝑟)] 𝜑 (𝑟) = 𝜖 𝜑 (𝑟)
2

(2.16)

With exchange-correlation potential

𝑉 [𝜌(𝑟)] =

𝛿𝐸 [𝜌(𝑟)]
𝛿𝜌(𝑟)

(2.17)

These equations can be solved iteratively, where in equation (2.15) operator depends on density
𝜌(𝑟) and is related with single-electron orbital 𝜑 (𝑟), so having solved the KS equations, the
energy of system can be obtained. With the KS equations well defined and giving exact solution,
we still have a problem: the exact form of the exchange-correlation energy is unknown, and the
practical application requires approximation that gives the result. Therefore, different
approximations for the exchange-correlation functional have been developed over the last decades,
e.g. the local density approximation and the generalized gradient approximation. Each functional
performs best for a distinctive class of systems and has exhibits typical advantages and
disadvantages. However, several weaknesses of DFT have been noted and attributed to the socalled self-interaction error (SIE), including the violation of Koopmans' theorem and an unphysical
long-range behavior of the potential.

7

2.2 Self-Interaction Correction to Density Functional Theory
Self-Interaction Error (SIE) is known problem in DFT which relates to the not exactly vanishing
the sum of the Hartree interaction energy and the approximated XC energy for all one-electron
systems. This cause many of the failures of approximate density functionals with wide range of
problems in determining the properties like band gaps, dissociation curve, charge transfer excited
states, unstable anions, orbital energies of occupied orbitals lying too high etc.
Hartree energy functional is expressed as
𝐸 [ 𝜌(𝑟)] =

1
2

𝜌 (𝑟)𝑉 (𝑟)[ 𝜌(𝑟)]𝑑𝑟 =

1
2

𝜌 (𝑟)𝑑𝑟

𝑑𝑟 ′

𝜌 (𝑟 )
|𝑟 − 𝑟 |

(2.18)

and the exchange-correlation energy functional 𝐸 [ 𝜌(𝑟)] contains terms which describe the
unphysical interaction of an electron with itself. If the exact exchange-correlation functional
𝐸

[ 𝜌(𝑟)] were known, this would solve the problem as the self-interacting terms would

,

perfectly compensate each other for each orbital. This can be expressed as
𝐸
where
𝐸

,

𝜌

,

[ 𝜌 ,0] + 𝐸 [ 𝜌 ] = 0

(2.19)

is the spin-dependent orbital electron density defined as 𝜌 = | 𝜑 (𝑟)| . But

[𝜌] are applied in practice which makes equation (2.18) not fulfilled for any of the orbitals,

resulting in the presence of self-interaction error energy 𝐸

𝐸

,

[ 𝜌 ,0] + 𝐸 [ 𝜌 ] = 𝐸

in the functional. It is defined as

[ 𝜌 ,𝜌 …..]

(2.20)

The aim of self-interaction corrections (SIC) to density functional theory (DFT) is to eliminate
𝐸

. The self-interaction correction method applied in this work is described below.

8

2.2.1 Perdew-Zunger Self-Interaction Correction
In 1981, Perdew and Zunger (PZ) [1] introduced a self-interaction correction (SIC) to eliminate
self-interaction terms by using an orbital dependent correction to XC energy functional
approximation as:

𝐸

[𝑛↑ , 𝑛↓ ] = 𝐸

[𝑛↑ , 𝑛↓ ] −

𝑈[𝑛 ] + 𝐸

[𝑛

where, 𝜎 is spin index, 𝑁 is the number of occupied orbitals of spin 𝜎 , and 𝑛
density of KS orbital 𝜑
𝐸

[𝑛

, 0]

, 0]}

(2.21)

= |𝜑 |2 is orbital

, 𝑈[𝑛 ] is the exact self-coulomb energy of the orbital and

is the approximate self-exchange-correlation energy.

Despite being simple concept, PZ-SIC approach works only for small molecules. Application of
this approach to multi-atom systems and periodic systems using KS (delocalized or canonical)
orbitals lead to size-extensivity problem which result in the correction per atom different from that
in an atomic system. To achieve the finite correction in these systems a unitary rotation of occupied
KS orbitals to localized orbitals can be applied. In 1980’s, Pederson, Heaton and Lin [7,8] showed
localization scheme in which localized orbitals that minimize energy can be obtained by using
localization equation (LE)

< 𝜙

𝑉

− 𝑉

𝜙

>=0

(2.22)

𝜙

(2.23)

with eigen-value equation

𝐻

+ 𝑉

𝜙

=

9

𝜆

Where 𝜙 denotes a localized orbital, 𝜎 is spin index, 𝑉

the partial functional derivative of Eq.

with respect to the orbital density 𝑛 . But this method is expensive as a local orbital that is chosen
from a set of localized orbitals that satisfy Eq. (2.22) and Eq. (2.23) is not unique and careful
choice of initial guess is needed such that it variationally minimizes the SI corrected total energy.
This method is not entirely size-extensive because the total energy is no longer invariant with
respect to unitary transform of KS orbitals since SIC is orbital dependence which requires
orthogonalization. Therefore, the Fermi-Löwdin Orbital Self-Interaction Correction (FLOSIC)
was developed as an extension of the PZ formalism by Pederson et. al in 2014.
2.2.2 Fermi-Löwdin Orbital Self-Interaction Correction
To sidestep the requirement for solving LE and restore unitary invariance of occupied localized
orbitals, in 2014, Pederson et al. [3] proposed a subset of localized orbitals that can be derived
from Fermi Orbitals (FO) which is found more economically with well-defined unitary
transformation of occupied space

𝜙

(𝒂

(𝒓) =

(𝒂

where 𝑛 (𝒂
𝑎

, 𝒓) = ∑

,𝒓)
)

(2.24)

𝜑 ∗ (𝑎 ) 𝜑 (𝑟) is the single-particle density matrix of the KS system,

is the Fermi orbital descriptor (FOD).

Each FOD is quasi-classical electron position for the corresponding electron in 3-dimensional
space. The Fermi Orbitals are normalized since KS orbitals are orthonormal. To determine an
orbital set 𝜙

,𝜙

,…..𝜙

that can be used to construct DFT-SIC energy the approach of
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Löwdin’s method of symmetric orthonormalization was used for orthogonalization of Fermi
Orbitals. Once the set of FOs are orthogonalized, Schrodinger-like equation with a modified KS
Hamiltonian, including SIC is solved self-consistently to determine the stationary solutions of the
electronic energy. The derivatives of the DFT-SIC total energy with respect to the FODs can be
calculated. These FOD “forces” using the conjugate gradient-based minimization algorithm is
used to relax the set of FODs to determine the lowest energy arrangement of FODs with respect to
both the density and the orbitals through the FODs. This process repeats until the force converged
to get optimize structure of electronic structure. Thus, it is one of the main aims of this thesis to
compare the electronic geometries yielded by the FLOSIC-DFT framework above with theories of
chemical bonding which have a classical, or at least semi-classical view on electronic movement.
2.3 Molecular Magnet Mechanisms
2.3.1 Details of Magnetic Anisotropy Parameter Calculation
Pederson group in naval research laboratory has developed a simplified formalism but exact
method for incorporating spin-orbit coupling into density-functional calculations which approach
is implemented in the NRLMOL to compute the magnetic anisotropy energy. The details of this
method are presented below.
The cause for magnetic anisotropy energy is due to spin orbit coupling and is related to zero-field
splitting of spin states. Considering an electron is not spinless, the spin-orbit interaction energy is
given by [9]

𝑈(𝒓, 𝒑, 𝑺) = −

1
𝑺. 𝒑 × 𝛁 𝝓(𝒓),
2𝑐

11

(2.25)

where factor of 2 in denominator is Thomas precession, 𝝓(𝒓) is Coulomb potential, P is
momentum operator and S is the spin vector. The single-electron wavefunction are expressed as

𝜑 (𝑟) =

𝐶 𝑓 (𝒓)𝜒

where 𝑓 (𝒓) is the spatial functions, 𝜒 is spin spinor, and 𝐶

(2.26)

are determined diagonalizing the

Hamiltonian matrix. To determine the generalized spin-orbit interaction from the Eq. (2.25) it is
necessary to calculate the matrix elements of form
𝑈,

, ,

= 〈 𝑓 𝜒 |𝑈(𝒓, 𝒑, 𝑺)|𝑓 𝜒 〉
=

1
〈 𝑓 |𝑉 |𝑓 〉 〈 𝜒 |𝑆 |𝜒 〉
𝑖

(2.27)

(2.29)

Using the second order perturbation theory tells us that trace of Hamiltonian matrix is perturbed
as
(2.30)

∆= ∆ + ∆

where,

∆ =

𝑆

<𝜑

|𝑊 |𝜑

>

(2.31)

and change in energy due to spin-orbit coupling at zero applied magnetic field
∆ =

𝑀

where
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𝑆

𝑆

(2.32)

S

M

where 𝜒 and 𝜒

= < 𝜒 |𝑆 |𝜒

< 𝜙 |𝑉 |𝜙

= −

>

(2.33)

>< 𝜙
𝜖 −𝜖

are any set of spinors. 𝜙 and 𝜙

𝑉 𝜙

>

(2.34)

are the occupied and unoccupied states, and

the 𝜖’s are the corresponding energies. The 𝑉 matrix elements are related to the derivative of
coulomb potential.

< 𝑓 |𝑉 |𝑓 > = −

The matrix element S

1
2𝑐

𝑑𝑓
𝑑𝑧

𝜙|

𝑑𝑓
𝑑𝑓
) −
𝑑𝑦
𝑑𝑦

𝜙|

𝑑𝑓
)
𝑑𝑧

(2.35)

depends on the orientation of axis of quantization which accounts for the

anisotropy energy. The expression for the second-order shift in the energy of system in the absence
of magnetic field can be rewritten

∆ =

𝛾𝑖𝑗 < 𝑆 >< 𝑆 >

(2.36)

Using the second-order perturbation theory the value of 𝛾 can be calculated in terms of KohnSham orbitals within the density functional framework as follows

𝛾 =

2
∆𝑁

(𝑀

+ 𝑀 +𝑀

+𝑀

−𝑀

−𝑀

−𝑀

−𝑀 )

(2.37)

where ∆𝑁 is the number of unpaired electrons. After diagonalizing anisotropy tensor (𝛾) and
rotating spin operators to principle axes, the magnetic anisotropy Hamiltonian which splits the
(2S+1) spin states is express as follows:
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(2.37)

𝐻 = 𝐷𝑆 + 𝐸 𝑆 − 𝑆

where D and E, which are axial and rhombic anisotropic parameters, are the eigenvalues of
diagonalized anisotropy tensor.
𝐷=𝛾 −

1
𝛾
2

+ 𝛾

𝑎𝑛𝑑 𝐸 =

For cubic symmetry D=E=0; axial symmetry 𝛾

=𝛾

1
𝛾
2

− 𝛾

(2.38)

and E= 0 and if D > 0 the anisotropy is of

easy-plane type but if D < 0 it is of the easy-axis type. Energy difference between the highest spin
level and the lowest spin levels gives the magnetic anisotropy barrier (MAE). [10] [11] [12]
2.3.2 Magnetic Exchange Coupling Calculation
Heisenberg-Dirac-Van Vleck (HDVV) [13] spin Hamiltonian can be used to model the magnetic
exchange interaction for a pairwise interaction between spins corresponding to spin centers A and
B as

𝐻

= −

𝐽 𝑆 .𝑆
,

(2.39)

where 𝑆 is the local spin operator on magnetic center k. A general expression that applies to
system with more than one unpaired electron per center with local spins 𝑆 and 𝑆 for the magnetic
exchange coupling JNP calculation based on non-projected (NP) approach of Ruiz et al. [14] can
be obtained from a high-spin (EHS) and a broken symmetry spin (EBS) state,

𝐽

=

𝐸 −𝐸
2𝑆 𝑆 + 𝑆

𝑤𝑖𝑡ℎ 𝑆 ≥ 𝑆

(2.40)

with the spin-projected (SP) broken symmetry approach of Noodleman [15] through the following
equation:
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𝐽

=

𝐸

−𝐸
2𝑆 𝑆

𝑤𝑖𝑡ℎ 𝑆 ≥ 𝑆
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(2.41)

COMPUTATIONAL DETAILS
The calculations on d-electrons systems is done using the FLOSIC code version 0.2 which is an
extensively modified version of Naval Research Laboratory Molecular Orbital Library
(NRLMOL) code that includes the FLOSIC methodology [16,17]. This code is massively parallel
and uses Gaussian type basis set for electronic structure of molecules and clusters. It uses a
variational real-space mesh which guarantees precise calculation. The d-electrons systems in this
thesis have been evaluated using PW91-LDA, PBE-GGA and MGGA-SCAN functional [18–20].
For all cases of the dimers presented in this thesis, the molecular geometries are taken from the
Furche and Perdew paper [21] and no further relaxation was done on the geometry. The basis used
in this work is optimized for the PBE functional. The basis set employed for Cu atoms has 20
single Gaussians to construct a basis containing 7 s-type, 5 p-type, and 4 d-type contracted
functions; 13 single Gaussians for O and C atoms to construct a basis of 5 s-type ,4 p-type, and 3
d-type contracted functions, and similarly 8 single Gaussians are used for H atoms to construct a
basis containing 4 s-type ,3 p-type, and 1 d-type functions. For the calculations with effective core
potential, we used the small-core Stuttgart RSC 1997 ECP [22]. The ECP basis contains 6 s-type,
5 p-type and 3 d-type basis functions contracted from 21 single Gaussians. The ECP and the basis
were obtained from Environmental Molecular Sciences Laboratory (EMSL) website. For O, C
and H had same Gaussians as mentioned above.
In this work, the calculations are performed using a symmetry restricted geometry optimization
using GGA-PBE functional for copper acetate monohydrate. Furthermore, self-consistent KS
orbitals are first found using the PBE-GGA functional and then we switch to the PW91-LDA
functional, MGGA-SCAN for the SIC calculations. For the molecules the molecular geometry was
optimized to obtain structures with maximum gradient of 10-3 Hartree/Bohr unit as the convergence
criterion using PBE-GGA with NRLMOL default Gaussian orbital sets for Cu.
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The challenge in FLOSIC calculation is to define the starting FODs positions. Different FOD
positions generally yield different local orbitals (LO) in many electron systems. Therefore, a
careful choice of the starting FODs is crucial. For transition metal atoms, FODs corresponding to
valence were arranged symmetrically around the atoms. The magnetic exchange coupling was
calculated using non-projected approach and spin-projected approach using Eq.2.38 and Eq.2.39
where the spins corresponding to unpaired electrons are both up in high-spin (HS) calculations,
whereas in broken-symmetry spin (BS) calculations, the spins of the unpaired electrons are
opposite.
In any molecule, only valence electrons are responsible for the binding properties. The inner
electrons are strongly bound and do not have any significant role in chemical binding of atoms.
Moreover, they make the calculations expensive because their presence requires large basis sets.
So, the inner electrons can be ignored in many cases, thereby reducing the atom to an ionic core
that interacts with the valence electrons. For this we use the effective core potentials (ECP)
implemented in the in-house version of NRLMOL code for transition metals. For the atoms that
are described using ECP, the small-core Stuttgart ECPs [22] basis from Environmental Molecular
Sciences Laboratory (EMSL) website is used to reduce the computational cost. In the FLOSIC
applications it is necessary to optimize the FOD positions to variationally minimize the total SI
corrected energy. Use of ECP reduces the number of FODs. There are different ways one can do
the core-valence split. We can form the small core and large core ECPs for atom. For an element
such as Cu, we can do core-valence split as
1s2,2s2,2p6,3s2,3p6,3d10,4s1: all electrons
3s2,3p6,3d10,4s1: small core ECP
3d10,4s1: large core ECP
17

ECPs replace the core electrons and remove the innermost FODs which are more difficult to
optimize.
The binding energy Ediss was calculated for each molecule for the transition metal oxide which is
defined as
𝐸

= 𝐸

,

− 𝐸

,

where Etot, atoms denote the sum of the total energies of all atoms involved in forming the molecule
in the question. Literature values for the binding energies, bond lengths and dipole moments are
included in the presentation of the results, whenever available. To visualize the geometries of the
molecules and the positions of FODs figures were created using the program JMOL. The spin-up
FODs are represented by white atoms whereas spin-down were represented by pink atoms.
The optimization of the FODs was done using a conjugate gradient algorithm to obtain the FOD
positions that minimize the total energy of the system with a confidence of 10 -6 hartree and were
carried out till the forces on the FODs dropped below a tolerance of 1 X 10 -3 hartree /Bohr. The
convergence behavior is related to the initial guess FOD positions for the system.
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RESULTS AND DISCUSSIONS
The effect of the self-interaction corrections was tested on two different types of systems with 3delectrons. In the first application, the binding energies of the third-row transition metal monoxides
starting from CaO (Calcium Oxide) to VO (Copper Oxide) were computed with FLOSIC method
applied in conjunction with LSDA, PBE and SCAN meta-GGA functionals which represent
increasing hierarchy and complexity in density functional approximation. We use the
parametrization of LSDA as in the PW91 functional. The second application is on the copper
acetate molecule for which we computed the exchange coupling and the magnetic anisotropy
parameters with self-interaction corrected density. This calculation was carried out using FLOSICLDA and PBE functionals. The purpose is to check the performance of FLOSIC as opposed to
pure density functionals.
4.1 Transition Metal Monoxides
The transition metal atoms have partially filled d-orbitals where the electron-electron correlation
plays an important role. However, the highly correlated methods are too expensive and most of
the time density functional theory becomes the primary option for studying such systems. Furche
and Perdew has carried out benchmark DFT calculations on a series of transition metal small
molecules such as monoxide, nitride, hydride and dimers. They have reported a number of
properties of these dimers such as dissociation or binding energies, bond length, dipole moment,
and vibrational frequency. In this work we apply the FLOSIC method to a set of TM monoxides
to test the binding energies and dipole moments of these dimers.
The experimental equilibrium geometries of the third-row transition metal starting from CaO to
VO as given in Ref. [23] were chosen for the FLOSIC calculations. The CaO is included to
identify any trend that arise with d0 to d10 systems. The spin states of the monoxides were also
chosen as given in Ref. [23]. The FLOSIC calculations are started with an initial guess for the
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positions of each FODs. The number of FOD is determined by the number of electrons in the
system. Earlier FLOSIC applications to atoms have shown that the FODs of 3d atoms forms shells
according to the principle quantum number. As a result, the FODs for corresponding to the 3s, 3p
and 3d orbitals are nearly equidistant from the atomic position. These are arranged symmetrically
on the surface of a sphere. Since we use the effective core potential, this indicates that the valence
electrons corresponding to the n=3 can be on the surface of a sphere. The FODs corresponding to
the 4s electrons on the other hand are located significantly away from the 3d surface. The oxygen
atom is treated at the all-electron level. For the oxygen atom in -2 charge state, the outer shell
FODs corresponding to the 2s and 2p electrons are arranged on the vertices of a tetrahedron
whereas the one FOD corresponding to the 1s core electron is located at the atom center. This
arrangement of FODs is very similar to that of the Ne atom. The outer shell FODs produce local
orbitals which are similar to the sp3 hybridized orbitals. However, in case of a molecule, the
arrangement gets distorted depending on the molecular density.
The arrangement of the FODs for CaO, ScO, TiO and VO are shown in Fig.1.1 to 1.4. The CaO
molecule is in S=0 state. The Ca is not a transition metal with zero d electrons. According to Fig
1.1 the bonding in the CaO is a strongly polarized sigma bond between Ca+ and O-. There is one
FOD along the Ca-O bond close to the O atom. The ScO molecule is in S=1/2 state. In this case
the one of the 4s electron takes part in the bonding. The FOD corresponding to a 4s electron is
generally found to be located far away from the rest. This configuration can be seen from Fig. 1.2.
Similar arrangement is also seen for TiO and VO in S=1 and 3/2 states, respectively. This
configuration can be seen from Fig 1.3 and Fig 1.4 respectively.
The bond length, dissociation energy, and dipole moments for the third-row transition metal oxides
calculated with LSDA, PBE, SCAN and FLOSIC-LSDA, FLOSIC-PBE, and FLOSIC-SCAN are
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listed in Table 4.1 Table 4.2, and Table 4.3 as well as the respective values from literature
calculated with standard density functionals. The purpose is to assess the performance of the
binding energies of the transition metal oxides with FLOSIC.
The equilibrium bond lengths with LSDA, PBE and SCAN functionals differ only slightly from
the experimental bond lengths. Although only the experimental bond lengths were used in this
calculation, we also present the equilibrium bond lengths when the dimers are optimized with
different functionals. These bond lengths are presented in Table. 4.1.
Table 4.1: Calculated equilibrium bond lengths of third-row metal oxides MO compared to the
experiment. Equilibrium bond length re is in Å. Experimental results are from [23].
The ground state spins of the molecules are taken from [23].
Molecule
CaO

LDA
1.92

ScO
TiO
VO

1.661
1.613
1.582

PBE SCAN
1.94
1.939
1.67
1.622
1.591

Expt.
1.822

1.666 1.668
1.618 1.619
1.587 1.589

Table 4.2: Calculated binding energies of third-row metal oxides MO compared to the experiment.
Binding energies in kcal/mol. Experimental results are from [23]. The ground state
spins of the molecules are taken from [23].

Molecule S
CaO
ScO
TiO
VO

0
1/2
1
3/2

LDA

PBE

SCAN

105.97
214.26
197.48
195.84

85.66
190.76
181.87
166.98

76.81
170.27
172.63
160.41
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FLOSIC
LDA
85.27
121.55
107.98
116.83

FLOSIC
PBE
51.23
95.36
78.22
55.69

FLOSIC
SCAN
88.95
117.98
100.16
101.97

Expt.
96.1
163
161
150

Figure 1.1: The optimized structure of CaO. The green, red transparent spheres show the nuclear
position of Ca, O respectively. The white ball show majority spin FOD positions
respectively.
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Figure 1.2: The optimized structure of ScO. The gray, red transparent spheres show the nuclear
position of Sc, O respectively. The white, pink ball show majority spin and minority
spin FOD positions respectively.
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Figure 1.3: The optimized structure of TiO. The gray, red transparent spheres show the nuclear
position of Ti, O respectively. The white, pink ball show majority spin and minority
spin FOD positions respectively.
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Figure 1.4: The optimized structure of VO. The brown, red transparent spheres show the nuclear
position of V, O respectively. The white, pink ball show majority spin and minority
spin FOD positions respectively.

The binding energies are calculated using the experimental bond lengths for all the results
presented in Table 4.2. Analyzing this table, the binding energy shows a steady decrease from LDA
over PBE to SCAN at the DFT level. Apparently, for the transition metal systems studied here, all
the three functionals overestimate the dissociation energy. Among the three standard functionals
used here, SCAN has shown the improvement in the binding energies bringing it closer to
experimental values as shown in the illustration (Fig. 4.1.1). Furthermore, self-consistent FLOSIC
calculations have been made using the all the three functionals. Self-interaction corrected energy
were obtained variationally leading to an optimum set of FOD that gives the minimum energy.
The binding energies with FLOSIC are underestimated compared to the experimental values. This
shows that self-interaction error (SIE) seems to have positive contribution to total energy of
transition metal oxides. Another point is that the self-interaction corrections to the total energies
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is less than that for the atoms which reduces the binding energies. With FLOSIC also we see a
trend in binding energy similar to DFAs – the FLOSIC-LSDA values are larger than the FLOSICPBE and FLOSIC-SCAN values. The FLOSIC-SCAN binding energies are close the FLOSICPBE values. Overall, the dissociation or binding energies with FLOSIC-LDA are closer to the
experimental values.

Illustration 4.1.1: Binding energy for transition metal atoms with different functional.
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Table 4.3: Calculated dipole moments of third-row metal oxides MO compared to the experiment.
Dipole moments 𝜇 are in Debye D. Experimental results are from [23].

LDA

LDA
ECP

PBE

PBE
ECP

SCAN

SCAN FLOSIC FLOSIC FLOSIC
ECP
LDA
PBE
SCAN

CaO

8.16

7.86

8.11

7.74

8.48

8.31

8.78

9.7

8.99

8.7

ScO

3.65

3.9

3.56

3.71

3.64

3.96

4.76

4.38

4.52

4.55

TiO

3.31

4.8

3.35

3.44

3.52

3.73

3.19

3.66

3.96

3.34

VO

3.2

3.39

3.33

3.4

3.48

4.15

4.59

4.36

4.05

3.35

Expt

Illustration 4.1.2: Dipole for transition metal atoms with different functional.

The dipole moments of these molecules has been noted as a difficult quantity to accurately
calculate with DFT. It is very sensitive to an accurate treatment of the correlation. As shown in
Table 4.3 we find serious disagreement for dipole moments calculated with FLOSIC-DFA with
experiment for TiO and VO. The dipole moment for ScO molecule with the weakest d-character
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agrees well with experiment. For the TiO the dipole moments with LDA and PBE are close the
experiment but SCAN dipole moments are higher. In case of VO, the PBE value is close to
experiment but LDA values is underestimated and SCAN is overestimated. With the FLOSIC we
find that the dipole moments are overestimated with all the three functionals. One of the reasons
can be the pseudopotential error that may arise due to the use of effective core pseudopotential
(ECP) for the FLOSIC calculations. To examine that possibility, we have tested the DFT dipole
moments with ECP. We find that the ECP dipole moments are higher than the all electron dipole
moments. The values of the dipole moments at the experimental bond length with ECP combined
with DFAs are also included in the Table 4.3. This also affects the dipole moments with FLOSIC
which are overestimated. This result shows that when combined with ECP, the FLOSIC may suffer
from the errors in ECP. Using ECP to optimize the FODs and using those valence FODs at the
all-electron level may be a better option for obtaining accurate results.
4.2 Copper Acetate Monohydrate
Lindgren [24] in application to the Cu atoms in 1971 suggested the requirement of using selfinteraction corrections for systems containing transition metal ions. Copper acetate monohydrate
complex is a popular molecule in the field of molecular magnetism for introducing the symmetric
exchange. It has super exchange interaction through bridging ligand between copper atoms due to
its stability in dimeric form.
In the beginning of experimental studies its molecular structure was unknown and assumed to be
mononuclear, with the crystal formula [Cu (CH3COO)2] 2 H2O. In 1951 [25], Guha published that
this mononuclear complex exhibits an unusual feature. The magnetic susceptibility curve as a
function of temperature showed a maximum at room temperature and dramatic decrease when
temperature was lowered. This unusual behavior fascinated Bleaney and Bowers [26] to study this
system by using electron paramagnetic resonance (EPR) spectroscopy. They describe the observed
EPR spectrum at room temperature by formulating the hypothesis related to copper ion’s
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interaction in pairs. The decrease of susceptibility was related to lowest singlet state population
and maximum room temperature due to triplet state population that exhibits a small zero field
splitting (ZFS). In 1953, the structure of the compound was determined by X-ray crystallography
that validated the hypothesis of interacting pairs of copper ions [27] . The original paper of Bleaney
and Bowers provided an estimate of the magnetic coupling parameter J as well as the axial
anisotropy parameter (D) and rhombic anisotropy parameter (E) of the triplet state that determines
the zero field splitting (ZFS). For many years, the sign of the D parameter was assumed to be
positive in the extraction process and never directly determined from experiment. In 2008,
Ozarowski determined the ZFS parameters by means of HF-EPR to be negative. However, the
reasons for which the analytical formula used over the years to indirectly determine the sign of
Dare not clarified in the paper of Ozarowski [28]. In 2011, Remi [29] provides important new
insights into the physical origin of the ZFS parameters in copper dimers.
The Cu (II) acetate molecule has a geometrical structure very close D 2h symmetry and, therefore
the calculations were carried out using only 24 inequivalent atoms. Moreover, in Cu (II), the
methyl group were replaced by H atoms to reduce the computational efforts while keeping the core
of the molecule the same. This molecule was optimized with the experimental data as the start
point. The structural parameters for Cu (II) are shown in figure 1.5. The arrangement of the optimal
FODs for the atoms of molecule of Cu (II) acetate are characterized by applying the arrangement
of electrons in a shell accordingly as principle quantum number. For transition metal atoms (Cu),
FODs corresponding to valence shell/outer shell were arranged symmetrically around the atom
and for the oxygen, and carbon atom outer shell FODs are arranged on the vertices of a tetrahedron
center of the 1s as seen in figure 1.6.
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Figure 1.5: The optimized structure of [Cu(CH3COO)2]2(H2O)2. The methyl ligand is replaced
by hydrogen for computational simplicity. The molecule has a D 2h symmetry.
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Figure 1.6: Optimal FODs for [Cu(CH3COO)2]2(H2O)2. The gray, red and black and blue
transparent spheres show the nuclear position of Cu, O, C, H respectively. The white and pink ball
show majority and minority spin FOD positions respectively.
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Table 4.4: ECP magnetic exchange coupling(cm-1), zero-field splitting(cm-1), using standard DFT
and FLOSIC method with the spin-projected and non-projected approach. Experimental values
taken from [30].

Method
DFT

FLOSIC

S

HOMO

LUMO

JNP

JSP

BS

-5.62

-1.32

-

-

HS -5.34

-1.33

1257.51

628.75

BS

-4.23

-

-

-4.44

-35

-17.5

-13.3

HS -13.28

D

Exp. J

Exp. D

-292.2

-0.335

-292.2

-0.335

-1.73
-0.75

This transition metal complex is known experimentally to have a super-exchange interaction
through bridging acetate groups where each Cu ion has one unpaired electron which forms singlet
and triplet spin states of BS and HS respectively. We calculated the magnetic exchange coupling
for this complex using Eq.2.38 and Eq.2.29 in combination with ECP and collect the results shown
in Table 4.2. The total energy difference between EBS and EHS was used to calculate the magnetic
exchange. It is worth noting that GGA with SP overestimates the J value by a factor of 2 compared
to experimental reference data, while GGA with NP overestimates the J value by a factor 4 with
respect to the reference. Since this parameter is extracted from total energy difference of the BS
and HS states, the self-interaction errors of the two states are expected to cancel out to a large
extent. In that sense it is surprising to see such large deviation of the PBE values from experiment.

The SIE is expected to be larger for transition metal containing complex like our system in the
calculation. In order to check the influence of the self-interaction error on the calculated exchange
coupling constants we have performed calculation using Perdew-Zunger (PZ) correction
implemented in FLOSIC method. This approach is quite efficient to eliminate the self-interaction
error. The total energies difference between EBS and EHS was used to calculate the magnetic
exchange. It is worth noting that GGA with SP overestimates the J value by a factor of 2 compared
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to experimental reference data, while GGA with NP overestimates the J value by a factor 4 with
respect to the reference. Eigenvalue of highest occupied molecular orbitals shows qualitative
improvements. FLOSIC approach helps to improve and lowering the gap because of the fact it
cancels the self-interaction error. Therefore, the electrons in this calculation are slightly less
diffuse. From these results we can interpreted that the obtained exchange couplings from FLOSICLSDA are corrected in general direction of more accurate calculation. The reason for this is due to
a more accurate description of the exchange-correlation energy.

The axial anisotropy parameter of copper acetate monohydrate was determined using the Eq. 2.35
which reflect the splitting and mixing of the three Ms components of the triplet induced by the spin
orbit coupling which is the main relativistic contribution to ZFS. For the calculation of the ZFS
the KS orbitals are used to calculate the gamma matrix. The FLOSIC canonical orbitals are used
for the SI corrected values of the gamma matrix. The SOC contribution to the ZFS parameters is,
as expected, very sensitive to electron correlation. The comparison between theory and experiment
demonstrates the very good agreement of axial parameters for the FLOSIC calculation when
compared to DFT. For the FLOSIC axial parameter obtained in Table the excited state calculation
was done using SIC to obtain the wavefunction and later used to calculate the axial parameter that
is improved when compared to the wavefunction used from DFT. We find that the FLOSIC yields
closer agreement with experiment for the D parameter although it is twice larger than experiment
in magnitude. Here again use of all-electron formalism and FLOSIC with other functionals can
yield better results.
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SUMMARY AND CONCLUSION
The FLOSIC scheme have been applied to several d-electron systems. Our purpose of using this
scheme is to see how this approach performs with these systems with three different exchangecorrelation functionals: LDA, PBE, and SCAN. From the study on the dissociation energies of
transition metal mono-oxide molecules we find that the FLOSIC dissociation energies are
underestimated with all the three functionals whereas the DFT energies are overestimated. This
shows that the corrections to the binding energies are too large for these small molecules. Similar
trend was also observed with non-transition metal small molecules. We also find that some errors
may arise due to the use of the pseudopotentials for this work. We find that the dipole moments
with pseudopotential is much larger than with all-electron approach with DFT for some of the
molecules for same bond distances. This shows that the quality of the ECP may not be same for
all elements. The FLOSIC dipole moments are in general larger than the experimental values.
Since the experimental bond lengths are employed in the calculation this is likely due to more
charge transfer with FLOSIC.

For the molecule (copper acetate monohydrate) discussed in Sec. 4.2, we assessed the impact of
explicitly removing SIE in DFT for the calculation of magnetic exchange coupling using the
FLOSIC method. We found that removing SIE using FLOSIC generally corrects the magnetic
coupling constant J in the direction of more accurate methods. All electron FLOSIC exchange
couplings can be accurately reproduced using effective core potential, providing a computationally
efficient alternative for FLOSIC calculations. But the inclusion of pseudopotential could modify
slightly the values of J because the substitution of the electrons of core shells increases the spin
localization, thus reducing the exchange coupling interaction. Using the electron density obtained
from the FLOSIC calculation, we observed the improvement in magnetic anisotropy parameters.
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The driving topics of this thesis is to see the performance of the FLOSIC on d-electron systems,
and we showed this through the properties such as dissociation energy, bond length, and magnetic
properties. In this regard, the results have been certainly useful. For the investigated molecules the
electronic geometries gained from the FODs were more or less in good agreement with threedimensional molecular structures. Although FLOSIC has been applied to a large number of
covalently bonded inorganic and organic molecules its performance on transition metal systems
has not been assessed satisfactorily so far. Our calculations show that the eigenvalues of highest
occupied molecular orbitals show qualitative improvement which is related to the nature of the
potential. In addition to that, during this calculation it become very evident that the current
FLOSIC approach still have a plenty of room for improvements in the FOD optimization
algorithm. The optimization of FOD, despite the apparent simplicity, is currently the
computationally expensive part of this scheme. One of the challenges associated with finding the
optimal FOD is in determining the starting points that are close to the final positions that gives the
minimum energy. Another question is related to complexity of energy surface associated with
FOD. With the code of this version, the MnO, CoO, NiO, CuO molecules did not converge with
the desired convergence criteria of force or converged to one of the local minima. These problems
are especially pronounced for the transition metal oxide systems since we found that similar
chemical structure does not guarantee similar FOD placements. There are several possibilities
which might hinder the FLOSIC calculations in its current form. FLOSIC can be applied, in
principle, to any local, semi-local, or hybrid functional. However, how to best combine SIC with
standard density functional approximations is presently an open question. The results obtained
with FLOSIC can help in designing better density functional.

Despite all these imperfections, the central message of this thesis is that FLOSIC-DFT has proven
itself a valuable tool for describing, understanding, and visualizing the properties of the d-electron
system. Furthermore, the combination of FLOSIC with existing functionals or the development of
a new class of functionals based on the concepts of FLOSIC might be the next step towards
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achieving the accuracy of quantum chemical methods as well as the establishment of a molecular
library containing electronic geometries for future calculations.
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