Image super-resolution restoration aims to recover a high resolution scene from its low resolution measurements. It is a difficult, ill-posed problem, with no consensus as to how best to formulate image models that can both impose smoothness and preserve the edges in the image. Here we develop a new image prior based on the Pearson type VII density integrated with a Markov Random Field model. This has desirable robustness properties and achieves state-of the-art performance in terms of the mean square error, in a range of noise conditions. We develop a fully automated hy perparameter estimation procedure for this approach, which makes it advantageous in comparison with alternatives.
INTRODUCTION
Image restoration and super-resolution aims to recover a high resolution scene from its low resolution measurements. The loss of resolution is often inevitable due to limitations of the camera source. In addition, the capturing process in troduces additive noise. Depending on the number of low resolution frames of the scene available, we may talk about single-frame or multi-frame version of the problem. In both cases, most often the observed frames are scarce or noisy, which makes restoration an ill-posed problem, and the single frame version is necessarily under-determined too. There fore, additional information is required to obtain an ade quate solution. In a probabilistic model based framework, this additional information may be specified in the form of a prior distribution on the salient statistics that images are known to have. The two main characteristics are some what conflicting ones: local smoothness and the existence of edges. This makes the specification of a good image prior challenging.
Many prior models have been proposed in the litera ture, with no consensus, however. Gaussian Markov Ran dom Fields represent a popular choice for its computational tractability. The Huber-MRF is robust, hence preferable, and it is considered to be a state-of-the-art approach [4, 6] . However, it requires two parameters to be tuned, and its per formance depends on a good choice for these.
In this paper, we develop and investigate a perhaps less well-known, but quite convenient robust density, the Pear-978-1-4244-7877-4110/$26.00 ©2010 IEEE son type VII, formulated as Markov Random Field (MRF) for image recovery and super-resolution. The Pearson type VII has been used previously in situations where robust, heavy tail behaviour is required, such as in stock market modelling [8] and X-ray measurements [9] , and for robust density estimation [2] as a more convenient and numeri cally stable alternative to the t-mixtures. In this work we exploit the robustness of this density to balance predomi nant smoothness of images with some allowance for edges or discontinuities.
THE PEARSON TYPE VII DENSITY
The N-dimensional zero-mean Pearson type VII density is defined as the following
where m is the degree of freedom that controls the degree of robustness that must satisfy 2m > N, where N is the dimensionality of z. It subsumes the Gaussian (when m approaches infinity) and the Student-t. For convenience, we will denote 1/ := 2m-I, so that the parameter 1/ is subject to positivity constraint only, and write the univariate Pearson type VII density as:
where the parameter>' controls the width of the density and 1/ the degrees of freedom.
IMAGE MODELS: MARKOV RANDOM FIELDS
The main characteristic of any natural image is a local smooth ness. That is, the intensities of neighbouring pixels tend to be very similar. Any reasonable image model needs to be able to capture this property. Markov Random Fields (MRF) are well suited and widely used models that for malise this.
A very simple form of I-st order MRF, previously em ployed with success for image recovery in e.g. [3, 4] , is to condition each pixel intensity on its four cardinal neigh bours in the following way. For any one pixel Zi define:
where the notation Z -i means all the pixels excluding the i-th, and the set of four cardinal neighbours of Zi was de noted as 4neighb(i). These are univariate probability dis tributions. We may mention that alternatives include the so-called total variation model, employed e.g. in e.g. [6] , which is based on image gradients. The experimental com parison in [5] suggested these have comparable performance, the former being slightly superior though.
Then, for a whole image Z of N pixels, the MRF rep resents the joint probability over all the pixels on the image -a multivariate probability distribution.
The Gaussian MRF is frequently employed for convenience [3] . It has the following form: (6) where A is the variance parameter. However, its lack of ro bustness is a known drawback since it tends to blur the edges of the image.
The Huber density is defined with the aid of the Huber func tion:
iflu l < 8 otherwise.
where 8 is a threshold parameter that needs to be adjusted.
Zj) (4)
The Huber-MRF prior is then defined as:
normaliser (or partition function) of the MRF. This is in dependent of z but depends on the hyperparameters of the constituent probability density building blocks. The simplicity of (4) is also intuitively appealing. One can think of the difference between a pixel intensity and the average intensity of its neighbours, i.e. Zi -:t Lj E4neighb( i ) Zj, as afeature. However, the partition function Z is intractable except very few specific cases, and approximations may be employed.
For notational convenience, it is handy to create the sym metric N x N matrix D to encode the above neighbourhood structure, with entries: 
We now tum to instantiate the functional form of the prob ability densities that describe the shape of the likely values of these features. The Gaussian-MRF and the Huber-MRF represent existing choices, and we then move on to employ the Pearson type VII density in a similar role.
where A is similar to a variance parameter. The Huber-MRF has state-of-the-art performance, provided that its parame ters are well chosen [6] .
THE PEARSON TYPE VII MRF
We now propose to employ the Pearson type VII density with an MRF to provide a novel robust image model. One option would be to use its multivariate form by encoding the neighbourhood structure in C -1 = DT D. However, we would then not be able to exploit its heavy tail property on the level of pixel neighbourhoods -where we need it for edge preservation. Therefore we build our MRF prior from univariate Pearson VII densities, as the following:
where
is the partition function, and this multivariate integral does not have an analytic form.
As with all MRF priors, the partition function may be neglected as long as we are interested in a maximum a pos teriori estimate of Z with some known and fixed hyperpa rameters. However, the partition function does depend on the hyperparameters, hence for an automated estimation of these from the model, the partition function must be approx imated and taken into account. We can see that, in the case of Pearson type VII MRF, the partition function is smooth w.r.t. both A and 1/, whereas that of the Huber MRF is non smooth in 8. Hence, with a suitable analytic approximation of Zp(A , 1/) this may be used for hyperparameter estima tion.
Pseudo-likelihood approximation
We shall employ a pseudo-likelihood approximation to the partition function Zp(A , 1/) . Besides its simplicity, the pseudo likelihood is known to enjoy consistency [10] . It consists of taking each DiZ as if it was independent of Djz, for all j -=I=-i, to break down the intractable multivariate integral into tractable univariate integrals. Thus, we have the fol lowing:
(10) i.e. the inverse of the product of the normalising terms of the univariate Pearson type VII density building blocks.
Replacing this into the definition (9), we have the fol lowing approximate image model:
We are now ready to employ this in the overall model of the super-resolution, and use this to infer Z simultaneously with estimating our hyperparameters A and 1/.
THE OVERALL MODEL FOR IMAGE SUPER-RESOLUTION

Observation model
Denoting the vectorised high-resolution image by z, as be fore, this is now a hidden variable. Instead, some low res olution version of it is observed. The degradation process will be taken as a linear transform, and we should note that, although this is a simplifying assumption, it has worked well in many super-resolution application so far.
y=WZ +11
(12) where 11 '" N(O, a2J) is the noise. Equivalently, we can write p(yJz) = N(W z , a2 J). where y is the observed ver sion of the image, with M < N pixels, and a2 is the obser vation noise variance. In single-frame super-resolution, the transform W typically contains blur and down-sampling. In the multi-frame case we also have shift that varies between the observed frames and in that case y is a concatenation of all the vectorised low resolution frames observed from the scene of interest. The single-frame problem is more chal lenging in that the system is under-determined (i.e. there are less observed pixel intensities than there are unknown ones).
Joint model
The overall working model consists of the observation model and the image prior model, so we have the joint likelihood, assuming O-mean a2-variance i.i.d. Gaussian additive noise: p(y, z J W , a2 , A , 1/) = p(yJz, W , a2)p(z J A , 1/) (13)
MAP-BASED ESTIMATION IN THE MODEL WITH PEARSON TYPE VII MRF
We will use the joint probability (13) as the objective to be maximised. Maximising this w.r. t. z is also equivalent to finding the most probable image z, i.e. the maximum a posteriori (MAP) estimate, since (13) is proportional to the posterior p(zJ y). Equivalently, the negative log of this expression will be defined as our minimisation objective:
Plugging in the functional forms of the two density func tions, we then minimise this w.r.t. z and the hyperparame ters in tum.
Estimating the most probable z
The terms of the objective (14) that depend on z are the following:
The optimisation of (15) w.r.t. z may be done employ ing any nonlinear optimiser, the objective is differentiable. We employed a conjugate gradient type method!, which re quires gradient information. The gradient is the following.
Estimation of (7'2
Similarly writing out the terms of (14) that depend on a2, taking derivative and solving, we get a closed form estimate for a2:
I We made use of the efficient implementation available from http://www.kyb.tuebingen.mpg.de/bs/people/carl/code/minimize/ 6.3. Estimation of A and v The terms that depend on A and v:
Both of these hyperparameters need to be positive valued. To ensure our estimates are actually positive, we parametrise the log probability objective (18) such as to optimise for the +/-square root of these parameters.
Taking derivatives w.r.t. .;>.. and y'v, we get:
where 1/;(.) is the digamma function. The zeros of these functions give us the estimates of ±.;>.. and ±y'v. Although there is no closed-form solution, these can be obtained nu merically using any unconstrained nonlinear optimisation method. The square of these estimates give us the estimates of our parameters of interest, A and v -hence these are guaranteed to be positive.
The algorithm
• Initialise the estimates Z, e.g. from the estimates of a Gaussian MRF.
• Iterate until convergence:
-Estimate a2 using (17).
-Iteratively update A and v in turn, using (19) and (20), with the current estimate Z.
-Iterate to update z using (16) Note that, the inner loops need not completely converge. It is sufficient to increase, not necessarily maximise the objec tive at each intermediate step. However, we observed faster overall convergence by letting the inner iterations make more progress. The reason is probably that the overall objective is complex and has multiple local optima, while the individual updates break it down to much simpler objectives.
EXPERIMENTAL RESULTS AND DISCUSSION
We have generated data starting from a ground truth real image2 of size 80 x 70 (i.e. 5600 pixels). Working on syn thetic data allows us to compare the recovered image with the ground truth, so that we can measure the performance quantitatively. We work with an under-determined system where W is 4000 x 5600 (so y has 4000 pixels). Under determined systems are more reliant on the prior since there is less data available. In addition, the problem is made even harder as we in each set of experiments added Gaussian noise of progressively increasing variance: a2 = 1-9 ,0.25, 1, 4. This is high noise, considering that we scaled the pixel intensities to the interval [-0.5,0.5].
We conducted experiments with both classical super resolution matrices, where W comprises blur and down sampling, as well as with 'compressive' matrices where W has random entries sampled i.i.d. from a standard Gaus sian. The latter is of interest in view of new research in sig nal processing [7] directed towards devising hardware that can exploit the good theoretical properties of certain random matrices.
From each low-resolution data set, we then try to re cover the ground truth image, and we measure performance by the mean square error between the recovered image z and the ground truth z -that is, MSE = mean((z-z)2).
The first set of experiments, using randomly sampled (and then fixed) W matrix is meant to find out how good is the proposed Pearson type VII based MRF prior in compari son with other state of the art priors, when the hyperparame ter is manually tuned to get the best MSE for all methods be ing compared. These results are summarised quantitatively in Figure 1 . The competing methods are: Gaussian-MRF, a multivariate-Student-t based MRF that we also experi mented with, and the Huber-MRF. We see from the figure, that the Pearson type VII based MRF as presented in the ear lier section can achieve state-of-the-art performance, com parable to the Huber-MRF, across all noise levels tested, while the other priors tested perform worse.
However, for the Huber-MRF, a principled determina tion of both of its hyperparameters would not be straight forward. The next question is then, how does the automated hyperparameter estimation of our Pearson type VII based MRF prior compare to these hand-picked best results? Fig  ure 2 shows this superimposed with the best manual results for reference (both for the Pearson type VII approach). We see that, except for very high level of additive noise, the agreement is remarkable. In fact, the MSE at the highest of the noise levels is still comparable with that of the best manual tuning of Huber MRF. Hence, we can conclude that, in these experiments the Pearson type VII based MRF is preferable as a fully automatic method. Comparative MSE performance for the under determined system in progressively increasing noise con ditions, using the best values of hyperparameter values that could be found manually. Objective values. Note that the calculation of the MSE re quires access to the ground truth image, while the Objective does not. Hence, the agreement between these two quan tities represent further evidence for the appropriateness of our proposed model and automated estimation procedure. In other words, the best (or close to best) results in terms of agreement with the ground truth can be found by access ing (optimising) the objective function independently of the ground truth. Figure 5 illustrates an example of recovery for the ' cam eraman image', from the set of experiments with 0-= 0.5 and W with i.i.d. random Gaussian entries. The observed image y looks completely random, and is therefore not shown. The initial guess was produced with Gaussian-MRF with 0-2/ A set to 0.1, and was used just as a starting point for our recovery algorithm. Finally, we also illustrate an example of classical super resolution where the transformation matrix consists of ran dom shifts, Gaussian blur with point spread function set to 0.4 and down-sampling. Here we generated multiple frames (18 low resolution images with a zoom factor of 3). So the overall system is over-determined in this case. ure 6 shows the ground truth, a straw-man recovery by av eraged bi-cubic interpolation from the individual low res olution frames (this was used as an initial guess for our method), and the obtained recovered image, along with the evolution of the objective over the iterations. We may con clude, from all these experiments, that our Pearson type VII based robust MRF prior is capable of recovering good qual ity high resolution image in a range of noise and data trans formation settings.
CONCLUSIONS
In this paper we formulated a new image prior based on Pearson type VII densities integrated with an MRF. Our main motivation has been the heavy tail property of the Pearson density, which indeed seems to be a good way of preserving edges while imposing smoothness. Our experi mental results have confirmed state-of-the-art performance in difficult under-determined systems, under various noise level conditions, and with the additional advantage of a fully automated method for hyperparameter estimation. Example recovery from multiple (18) low resolution (zoom factor of 3) frames, which together represent an over determined system.
