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Abstract
Image enhancement is widely used technique to analyze various types of digital photography (e.g. biomedical, microscopic, re-
mote sensing, and etc.) in domain of digital imaging processing. This paper proposes a new contrast and brightness enhancement
technique based on Cuckoo Search (CS) and Multi-scale Retinex (MSR) algorithm for quality improvement of the microscopic
images. Practically, the MSR generally delivers the similar parametric value to the Gaussian ﬁlters with different scales. Conse-
quently, it not suitable for the superior enhancement in different circumstances. To handle this problem, we utilize CS to select
ﬁttest parametric values to optimize the performance of MSR. The optimization of parameter selection is signiﬁcantly balances the
imperfections of the scale parameters in Gaussian ﬁlters. The experimental results show the excellence of the proposed method in
enhancement in terms of PSNR, MSE, Mean and Standard Deviation compared with performance of conventional MSR and other
state-of-art techniques.
c© 2015 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of organizing committee of the International Conference on Eco-friendly Computing and Com-
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1. Introduction
Digital microscopic image processing and analysis widely researched ﬁeld in the domain of image processing.
Thus the microscopic image requires to be enhanced for improving the quality of color microscopic image for the
further image processing such as edge detection, segmentation, feature extraction, etc1,2. Image enhancement ap-
proaches are mostly classiﬁed into two major categories. One is the spatial approach and the other is the transform
approach. Accordingly, the previous enhances the image contrast and luminance at pixel level but the enhancement
effect is unsatisfactory. The later approach can efﬁciently enhance image information and often reduce noise in im-
age, consequently it is more useful6,8. Presently, many image enhancement techniques2,4,8 are in use. Like in spatial
domain, generalized histogram enhancement (GHE) based equalization2,5,8, gamma correction4,5,8, highpass ﬁltering
∗
E-mail address: biswajit.cu.08@gmail.com
© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of the Organizing Committee of ICECCS 2015
349 Biswajit Biswas et al. /  Procedia Computer Science  70 ( 2015 )  348 – 354 
(HPF)2,3,6, lowpass ﬁltering (LPF)2,6,8, homomorphic ﬁltering, etc.2,5,8 are often are considered. In transform domain,
discrete cosine transform (DCT)2,5,6, discrete wavelet trans form (DWT)2,3,8, curvelet transform (CVT)4,8, contourlet
transform (CT)2,4,5 are commonly found in contrast enhancement of images. For example, histogram equalization
generates color distortion in images during the procedure of enhancement1,2,5.
Microscopic image enhancement is a key problem while it dealing with variant lighting conditions. Superiority
of microscopic image depend on various surroundings issues such as relative movement, color distortion, and un-
even illumination conditions9,10,11,15. Retinex as simulating Human Visual System (HVS) to obtain color constancy
and dynamic range ﬁdelity9,10,11,15. This paper presents multi-scale retinex which effectively applies in microscopic
image enhancement under uneven lighting conditions. Recent research focus on retinex, particularly on multi-scale
retinex7,10,11. Retinex is derives using retina and cortex. For visual processing and perception, various vision organ-
isms (e.g. retina, cone, rod cell) are controlled by visual cortex9,10,11,15. Retinex theory primarily includes two parts:
(1) colors of objects are determined by the amount of reﬂect rays of light. (2) colors are invariant in irregular illu-
mination. The Retinex is mostly computational but operational characterizes by anatomy and neuroscience9,10,11,15.
Many researcher have been proposed various vision based using HVS model in domain of image processing such as
better color correction for retinex algorithm9,10,11, improve MSR by reducing halo artifacts and graying effect9,15,
the relationship between retinex and image compression9,11 and improves the MSR with respect to weights of differ-
ent scales of retinex9,10,11,15. Recently, MSR algorithms have been developed with standard mathematic models of
retinex for image enhancement. Most methods consist of homomorphic ﬁltering retinex, Poisson retinex, Single-scale
retinex (SSR)9,10, etc. Retinex implication is performed by human visual system (HVS)11,15. SSR uses the Gaus-
sian surround function with single scale for ﬁltering9,10,11,15. The purpose of microscopic enhancement is achieved by
changing sensitivity from illumination to reﬂection. Multi-scale retinex (MSR) is effective to avoid the dynamic range
compression9,10,11,15. More progression has been completed to advance the standard retinex algorithm and exploit in
retinex theory to image processing.
This paper presents an improved contrast enhancement method for microscopic images using MSR and the cuckoo
search algorithm with newly devised objective function, also estimated the local and intensity variation of pixels with
neighboring one. Moreover, microscopic image reﬂectance and luminance are considered . The proposed algorithm
(CS-MSR) is assessed by using it on a set of microscopic images16 and provides truly enhance results. However,
initially the proposed CS-MSR scheme has been prepared for grey-level microscopic images. After, it has been applied
to enhance microscopic colour images.The strength of the proposed method (CS-MSR) gains from the evolutionary
CS algorithm, which is a stochastic global optimization algorithm that is utilized for selecting the weighted parameters
of MSR. The propose CS-MSR method improves better performance than the state-of-the-art MSR technique. The
proposed CS-MSR method may be useful and play key role in the microscopic imaging research.
The rest of this paper is organized as follows: First introduce MSR model in Section 2. Proposed method using CS
is described in detail in Section 3, and the experiment results is discussed in Section 4. The conclusion is represented
in Section 5.
2. Multi-scale Retinex (MSR)
Typically, single retinex (SR) is simulate Human Visual System (HVS) which is more suitable at adapting to
variation of uneven lighting condition. Source images are contains two components, i.e., the reﬂectance image and the
luminance image9,10,11,15. The reﬂectance image establishes basic characteristics of source image and the illuminance
image provides dynamic range of source image9,10,11,15. The intensity of point (p,q) of an given source image
I(p,q), p,q ∈ Z by a logarithmic photoreceptor function can be denoted as9,10,11,15:
I (p,q) = L(p,q)∗R(p,q) (1)
where L(p,q) is the ﬂux of radiant energy (irradiance) that collapses on point (p,q) on the surface and R(p,q) rep-
resents the reﬂectance of the source image. In that case, by taking the logarithm on both side of Eq.(1); It can be
represented as
logR(p,q) = log I (p,q)− log(I (p,q)∗G(p,q)) (2)
whereG(p,q) is the low-pass ﬁlter (Gaussian functions) that determines the illuminance image. The Gaussian function
is normally utilized in the process of local dynamic-range resolution in neighboring pixels9,10,11,15.The basis of the
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logarithmic operation is to change the pixel intensity level of a region to a mean value with a ratio for a larger
region9,10,11,15. Conventionally, MSR contains the multiple Gaussian functions with different weighted parameters
basis on the equations characterized as follow:
Ok (p,q) =
N
∑
k=1
φk [log Ik (p,q)− log(Ik (p,q)∗ζk (p,q))] , ζk = 1√2πσk
e
−
(
p2+q2
σ2k
)
,
∫ ∫
ζk (p,q)∂ p∂q= 1 (3)
where Ok(p,q) is the retinex output, Ik(p,q) is the image distribution in the kth ∈ N spectral band, and ∗ denotes the
convolution operator. Moreover, φk speciﬁes the value of weighted parameter of the kth spectral band, and Fk(p,q) is
the Gaussian ﬁlter with standard deviation σk of kth spectral band, respectively.
In this study, low, medium and high Gaussian ﬁlters are used to implement MSR model10,15. The basic processing
model of MSR demonstrates in Fig. 1. Accordingly, if the value of three weighted parameters be same then unable
to achieve the optimal outcomes for enhancement in various lighting condition. In this study, the main goal is to
determines the weights by using CS algorithm in which the triplet of MSR are adjusted by the adapted values of
weighted parameters for all spectral bands in a scene.
3. MSR natural parameters derived from Cuckoo Search (CS)
In order to develop an efﬁcient MSR model, CS algorithm is performed by optimizing to decides the weighted
parameters selection for different Gaussian ﬁlters. In practice, CS algorithm is a bio-inspired optimization technique
which widely applied in solving various optimization problems12,13,14. The CS has excellent global searching capa-
bility and useful for different applications in the domain of combinatorial optimization, path searching-planning and
function optimization.
3.1. Cuckoo Search (CS)
Basically, CS is a population based stochastic global search algorithm that is mostly employed to determine a global
optimal solution12,13,14. In practice, CS is more efﬁcient to achieve the optimal solution without any exhaustive search.
However, the cuckoo search algorithm is a new developed meta-heuristic optimization algorithm that highly suitable
for various solving optimization problems12,13,14. Several nature inspired phenomenon have been exploited to solve
optimization problem12,13,14. However the reason of choice the CS algorithm can clarify as it is a simple algorithm.
The number of parameters are operate much less than the genetic algorithm (GA), particle swarm optimization (PSO)
algorithm and artiﬁcial bee colony (ABC) algorithm12,13,14. Accordingly, CS is more acceptable for a variety of
optimization methods. Typically, cuckoos have three kinds of brood parasitism tactic which are intra-speciﬁc brood
parasitism, supportive breeding and nest capture12,13,14. Cuckoos can keep in direct conﬂict with the neighbour host
birds12,13,14. Host birds can either throw the unknown eggs out of the nest or discard the existing nest and arrange new
ones. The ﬂow chart of the CS algorithm is demonstrated in Fig. 1(b). The basic steps of cuckoo algorithm are12,13,14:
Initially, each cuckoo positions one egg at a time and puts it in a randomly selected nest and the best nests with
high quality of eggs will transferred to the next generation. Besides, the number of accessible neighboring host nest
is almost ﬁxed, and the egg laid by a cuckoo is exposed by the host bird with a probability of pa ∈ [0,1]12,13,14.
(a) In this problem, the number of nest set as 40. Assign the set discovery rate of alien eggs as probability with
(pa ∈ [0,1]). Set the terminate condition, which is either ﬁxed number of iteration. Set dimension of the problem
is 3 and set boundaries of the parameters as lower bounds (lb) and upper bounds (ub) also
(b) Initializing the solution at random, by producing n different nest for getting n different solutions.
(c) Estimate ﬁtness for each of the achieved solution. Obtain best nest with minimum ﬁtness value.
(d) Start repetition, create new nest by Levy ﬂight and continue with the current best. Usually, the Levy ﬂight is
described by the equation: yi(t+1) = yi(t)+τte, 1≤ e≤ 3 where, τ is step size. The step length is construct by
Levy distribution with an inﬁnite variance and an inﬁnite mean.
(e) Evaluate this set of solutions and estimate the new ﬁtness. Compare the previous ﬁtness with this current ﬁtness
and change previous ﬁtness if current ﬁtness is larger than the previous one. Update the best nest related to
ﬁtness.
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(f) Iterate the above process until ending condition and ﬁnd the best ﬁtness and associated best nest.
3.2. CS-based MSR
The retinex theory highly suitable in image enhancement compared with other enhancement methods. Practically,
a small number of parameters are required than GA, PSO and ABC. Thus, it is highly suitable for a variety of
optimization problems. In this work, CS algorithm is successfully utilized to the choice of weighted parameters for
true optimization.
The weight values are provided randomly in the range of (0,1). The values of weight are subject to:
φl +φm+φh = 1 (4)
where φl , φm and φh are the weights for Gaussian ﬁlters with low level, medium level and high level. To obtain the
optimal enhancement by weighted parametric values, CS searching strategy is performed. The proposed CS-MSR
applied the following equation to estimate the weighted parameters:
l =
1
M ∗N
M
∑
p=1
N
∑
q=1
2I (p,q)μ +b1
(μ ∗ I (p,q))2+b1
, c=
1
M ∗N
M
∑
p=1
N
∑
q=1
2I (p,q)σ +b2
(σ ∗ I (p,q))2+b2
, η =
√
1−
(
l ∗ c
l2+ c2
)
(5)
where μ denotes the means of the original, σ denotes the standard deviations of the source image with M width and
N height and b1 =
√
L ∗w1, b2 =
√
2∗L ∗w2, w1 = 0.025,w2 = 0.075, L = 256 is gray level. Accordingly, ﬁrst
and second equations represent the luminance and contrast index of the source image and third is denote the a ratio
between luminance (l) and contrast (c).
The image clarity is highly depends on local energy of the pixel and its neighborhood. The clarity can be expressed
by the local energy. The local energy deﬁned as λ estimates as:
λ =
M
∑
p=1
N
∑
q=1
w(p,q)∗ I (a+ p,b+q)2 (6)
where w(p,q) is a template of size 3×3and deﬁned as w= 116
⎛
⎝1 2 12 4 2
1 2 1
⎞
⎠. The ﬁtness function deﬁned by use of both
contrast-luminance ratio η and the local energy. Thus, the ﬁtness function given as
Fitness= κ1 ∗η +κ2 ∗λ (7)
where κ1 and κ2 are the weights for contrast-luminance ratio and local energy respectively. The ﬂow chart of weighted
values of parameter are selected by using CS algorithm is demonstrated in Fig. 2.
4. Experimental results analysis
In this section, to reveal the effectiveness of the CS-MSR method, we are performed series of comparative sim-
ulations using proposed scheme and the standard MSR (e.g. PSO-MSR, ABC-MSR). The method of simulation is
implemented in openCV-2.6 with 2.8 GHZ CPU, 16 GB RAM. Performance assessment of PSO-MSR, ABC-MSR,
and the proposed CS-MSR are evaluated by Mean (M), Standard Deviation (SD), peak signal-to-noise ratio (PSNR)
and Mean Square Error (MSE) assessment metrics are considered . The Gaussian ﬁlters that are used in MSR and
the proposed CS-MSR share the same parameters as σl = 76.725,σm = 762.725,σh = 7625.725. Figs.3-4 represent
the results of proposed CS-MSR compared with PSO-MSR and ABC-MSR. The parameters for ABC set as the total
number of bees is 40 and the maximum of iteration is 100. In the case of PSO-MSR scheme, the maximum iterative
time is 100, c1 = c2 = 1.25, xmax = 0.9, xmin = 0.1, the mutation rate was 0.175. Figs.3-4 demonstrated the per-
formance of the proposed CS-MSR on the 600× 400 microscopic16 images compared with the ABC-MSR14,15 and
PSO-MSR14,15, respectively. From the Figs.3-4, we observed that PSO-MSR and ABC-MSR are provide the slightly
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Fig. 1: Block diagram of MSR model.
Fig. 2: Flow chart of MSR parameters selection based on CS algorithm.
different enhancement images. Table 1lists the quality assessment of the results in Figs.3-4 and The best results for
each quality index are labeled in bold.
As can be noticed, the sea warm is literally same after enhancement by the PSO-MSR and ABC-MSR in Figs.4(b
and c). Fig.4(d) shows MS-MSR provides better enhancement results. The quality of the visual results indicates that
the proposed method is sharper and brighter than the PSO-MSR and ABC-MSR approaches.
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(a) Source image (b) PSO-MSR
(c) ABC-MSR (d) CS-MSR
Fig. 3: Comparison results of the CS-MSR method. (a) Original image (600× 400). (b) PSO-MSR output. (c) ABC-MSR output. (d) Proposed
MSR output.
Table 1: Quantitative evaluation of various enhancement methods for microscopic images
Microscopic image Enhancement method Mean (M) SD PSNR RMSE
PSO-MSR 129.428 98.761 3.871 46.502
Diatom (Fig 3) ABC-MSR 131.072 99.283 2.962 44.103
CS-MSR 131.259 101.029 2.629 43.208
PSO-MSR 132.112 97.651 3.928 45.961
Sea warm(Fig 4) ABC-MSR 131.307 99.058 2.836 44.027
CS-MSR 130.938 98.973 2.749 42.928
5. Conclusion
This paper proposes a new microscopic image contras and brightness enhancement with automatic weighted pa-
rameters selection strategy for MSR by the use of CS algorithm. In comparative analysis, different experiments have
been performed to show the efﬁciency of the proposed CS-MSR in microscopic image contrast enhancement in with
the various state-of-art MSR techniques. The proposed CS-MSR provides excellent performances by weight opti-
mization of Gaussian ﬁlters with no changing the scale parameters in several circumstances. Visual assessment of the
enhancement results demonstrates that our proposed technique can well improved the overall contrast and brightness
of microscopic image.
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(a) Source image (b) PSO-MSR
(c) ABC-MSR (d) CS-MSR
Fig. 4: Comparison results of the different enhancement methods. (a) Original image (600× 400). (b) PSO-MSR output. (c) ABC-MSR output.
(d) Proposed CS-MSR output.
References
1. Yang CC. Image enhancement by adjusting the contrast of spatial frequencies, Optik . 2008.119 ,p.143-146.
2. Ehsani SP, Hojjat SM, Khalaj BH., Chromosome Image Contrast Enhancement using Adaptive, Iterative Histogram Matching, MVIP. 2011.
p.1-5.
3. Tsai CM, Yeh ZM, Wang YF. Decision tree-based contrast enhancement for various color images, Mach. Vis. Appl. 2009. 22 (1) p. 21-37.
4. Rittscher J, Machiraju R. Microscopic Image Analysis for Life Science Applications, Elseviers Science & Technology, USA. 1996.
5. Hanmandlu M, Tandon SN, Mir AH. A new fuzzy logic based image enhancement, Biomed. Sci. Instrum. 1997.34, p. 590-595.
6. Huang KQ, Wang Q, Wu ZY. Natural color image enhancement and evaluation algorithm based on human visual system, Comput. Vis. Image
Underst. 2006. 103, p. 52-63.
7. Rahman ZU, Jobson DJ, Woodell GA. Multi-scale retinex for color image enhancement, Proc. IEEE Int. Conf. on Image Processing 1996. 3, p.
1003-1006.
8. Sonka M. et al., Image processing analysis and machine vision, Thomson Learn. (2001).
9. Jang IS, Park KH, Ha YH, Color correction by estimation of dominant chromaticity in multi-scaled retinex, J. Imaging Sci. Technol. 2009. 53
(5),p.50502-50511.
10. Jang CY, Hyun J, et al. Adaptive selection of weights in multi-scale retinex using illumination and object edges, IPCV (2012).
11. Jang CY, Lim JH, Kim YH. A fast multi-scale retinex algorithm using dominant SSR in weights selection. ISOCC-2012. p. 37-40.
12. Yang XS, Deb S. Cuckoo search via Lvy ﬂights. Proceedings of the world congress on nature and biologically inspired computing (NaBIC).
2009, p.210-214.
13. Rajabioun, R. Cuckoo optimization algorithm. Applied Soft Computing. 2011, 11(8), p.5508-5518.
14. Civicioglu P, Besdok E. A conceptual comparison of the cuckoo-search, particle swarm optimization, differential evolution and artiﬁcial bee
colony algorithms. Artiﬁcial Intelligence Review. 2013, p.1-32.
15. Zhanga Q, Duana H. Biological weight selection of multi-scale retinex via artiﬁcial bee colony algorithm. Optik.2014. 125, p.1434- 1438
16. https://www.microscopyu.com
