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IIt is known that, for a branching process in a random environment (BPRE) (Z~}~=, having 
conditional means (m( &,)}c+, where <= (&, tl, . . .) is the environmental sequence, 
M-I;:; m(&) converges almost surely to a random variable W. On the set where W is different 
from zero, the latter result implies that “the BPRE is growing like the product of its means”; 
however, it is possible for the BPRE to be supercritical and still have a degenerate limit W. In 
this paper, a sharp martingale comparison methcd is introduced which results in our obtaining 
a necessary and sufficient condition for W to be non-degenerate. When the environments are 
independent and identically distributed, this condition reduces to W is nondegenerate if and only 
if E((Z, log+ 2,)/m(&)) (00. Furthermore, it is proved that this latter condition is sufficient for 
W to be nondegenerate even when the environments are only assumed stationary and ergodic; 
however, a counterexample shows that the condition is not necessary. In the (nonrandom environ- 
ment) Gabon-Watson process case, the technique yields a simpler and more natural proof of the 
well known Kesten-Stigum condition that W is nondegenerate if and only if E(Z, log+ 2,) is finite. 
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F, ( l ; f) is the ring distribution of a particle in the nth generation of 
conditioned on the environment g Xhen 
exists w.p. 1, and (5) 
is nondegenerate iff - xdF, cm w.p. 1. (6) 
Furthermore, when is nondegenerate, then 
PC =Ol<)=q(f) w.p. 1, 
where q(c) is the extinction probability, and 
E(WJf)=l w.p. I. 
I. Condition (4) is a very weak condition on g for example, it is automati- 
cally satisfied if the random variables {&}TCO are independent and identically 
distributed. Even when the environmental sequence cis only assumed to be stztion- 
ary and ergodic, the invariant set E defined in (4) will always have probability 
measure zero or one. From this, it follows directly that conditions such 2s 
(&I, &,62r l ’ -1 =9 (To, 52, r4, = l .) also imply conditic.. \ n (4). WhiEe the latter indicates 
that condition (4) is a relative!y mild condition to impose, it should still be noted 
that the condition appears only in a technic21 part of the proof, and it is conjectured 
that this condition on the environment can be removed. 
For Galton-Watson processes, condition (6) reduces (as it must) to “ 
is nondegknerate iff E(Z1 log+ 2,) < m”, 2 result first p-oved by Levinson ([9]) 2nd 
Kesten and Stigum ([8]), 2nd whose proof has since been simplified by Asmussen 
([ 11). Theorem 1 is proved using 2 . L Incated martingale comparison method”, 2 
method which also can be used to sharpen Asmussen’s elegant proof of the Kcsten- 
Stigum result. 
In the important special case where the environments are independent 2nd 
identically distributed, the conditions of Theorem 1 may be simpiified considerably 
2s follows. 
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Let (Zn)~CO be a supercritical BPRE with a stationary and ergodic 
environmeital squence csatisfying conditions (3) and (4). Then (9) holds and 
is a suficient condition for V to be nondegenerate. 
Example 1, Section 3, shows that (11) is not a necessary condition for 
to be nondegenerate even when conditions (3) and (4) hold. 
Finally, under the hypotheses of Theorem 1, an alternate form of the necessary 
and sufficient condition for W to be nondegenerate is provided. 
Let (Z,&-, be a supercritical BPRE whose environmentai sequence g 
satisjes conditions (3) and (4). Then 
xdF,<Lu, W.Q. 1 
iff there exists some conrtant /3 => 0 such that 
“1 O” c- n =O m, I p xdF,cm w.p. 1. 
(12) 
(13) 
Furthermore (13) holds for some p > 0 iff (13) holds for all p > 0. 
it is 
be assumed throughout this section that the 
50)) ’ 0. 
lowing technical lemma will be needed. 
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ence for any > 0, there exists no == no( g, A) such that 
Then for any c and all k 3 no, 
ic 1 
c- 
n=O mn 
X dFn 
Let 
Since P(B) = 1 by assumption, then the Birkhoff Ergodic Theorem implies that, 
for almost all 57 Tk& B infinitely often k. ence, for almost all 5, there exists a 
choice of k such that the right hand side of (15) is finite. Thus if (14) holds for 
some A > 0, then it holds for every ,A > 0. 
The converse is obvious and so the lemma is proved. 
Jroposition 1.2. I-!- {zJ;=o is a supercritical B?RE, then Q necessary condition for 
to be nondegenerate is 
xdF,<m w.p. 1. (17) 
roof. It is well known (see [I] or [4] for example) that, conditioned on 4, we may 
represent he BBRE as follows: 
zo= I, z1 =X*,1, z,=X,,,+x~,,+= l *+x2& 
l l l 9 zn = xn,l + xn.2 + ’ ’ l ,+ xn,Z,,__I 9 l l l 9 (18) 
,j}l s i<a,l<j<m are conditionally independent given the environment 5 and 
the conditional distribution of Xi,, is Fi conditioned on the environment g 
Truncating each of the random variables ,i at the point Gn;, (for 
chosen C = C(c)) yields a varying e vironment process {Z~}~zo w
rsnresented as follows: 
runching processes 
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ut (29) implies that lim,,, m%n,, = 1 w.p. I. Furthermore, combining (29) with 
Lemma 1.1 implies that lim,,, g$/rrn s &) exists w.p. I where 
00 
(35) 
ence 
w.p. 1, 
=O( kfoewkEi8) w.p. 1, 
where the second bound in (36) follows from the fact that 
lim 1 log rr, 
1 
= E > 0 w.p. 1 and lim - log rn,, = 0 w.p. I. 
n-rm II n+oo n 
Thus the martingale is L2 bounded as claimed. 
Invoking the Martingale Convergence Theorem yields 
= E( W*lc) w.p. 1; 
(36) 
(37) 
and taking limits as n tends to infinity gives 
2 w* ‘: D(5) W*P* 1. 
ce 
>a D (5 -1 w.p. 1. 
(38) 
(39) 
(40) 
increases and that 
(41) 
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0 co lete the proof, it is necessary to show that =018=q(4> w. 
an earlier result of the aut or ([ll], Theorem l), there exist nor alizing constants 
GI = c,(f), n 3 0, such that 
z 
lim “G U exists w.p. 1, 
n-m Cn 
(43) 
where 
P(U=O@=q(c) w.p. 1. (44) 
Using Khintchine’s Law on the uniqueness of normalizing constants yields 
lim c,(~~ 
- = L(f) exists w.p. I., 
n+oo m n 
where O< L(@xQ w.p. 1. (In fact, L(&s 1 wp. 1.) 
Hence 
w = L(l) u w.p. 1. (46) 
Combining (44) and (45) gives 
Combining Propositions 1.2 and 1.3 proves Theorem 1 for supercritical BPRE. 
Theorem 4, described in the introduction, provides an alternate form of the 
necessary and sufficient condition of Theorem 1. (For the convenience of the reader, 
the statement of Theorem 4 is provided below.) 
. Let (Zn)~zO be a supercritical BPRE where environmental sequence 5
satis$ies conditions (3) and (4). ‘lihen 
x dF, < oc w.p. 1 
ijf there exists some constant p > 0 such that 
x dp;;, < al w.p. 
Furthermore (13) holds for some fi > 0 (13) 
ecal 
e 3nE/4 < n;, < e3nE/2 
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where E = E (log m( &,)) > 0, it follows that if (12) holds, then ( 13) holds with 
fi = 3E/2. Conversely, if (13) is true for all /3 > 0, then in particular (13) is true for 
s. It remains to show that whenever (13) is true for 
(13) is true for all 
Suppose (13) holds for /3 = PO where PO > 0. Equation (28) generalizes to 
* 1 c- 
n=O m, 
x dhl+,, (49) 
for any positive integer k. Letting Q = npo/2k in (4) and applying mathematical 
induction proves that (13) holds for any p = j30/2k where k is a positive integer. 
Since the left hand side of (13) is monotone decreasing with respect o p, (13) holds 
for all p > 0. 
When environments are assumed to be independent and identically distributed, 
condition (4) is automatically satisfied. Furthermore, using Theorem 4 and the Three 
Series Theorem, it is possible under this extra assumption to substantially simplify 
the necessary and sufficient condition for to be nondegenerate which is the 
substance of TEleorem 2 described in the introduction and proved below. 
Let (Z,,>~=, be a supercritical BPRE with independent and identically 
distributed environments (&,)~zo. Then 
lim Z,/?r, = exists w.p. 1, 
n+c3 
(9) 
and 
is nondegenerate iff EW, log+ ml m(SoN <a* (10) 
ore, when is nondegenerate, (7) and (8) hold. 
tributed enviro 
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({g lim inf 7p, = 
I?+oci 
rn > 1 for all sujliciently large n)) = 0. 
next proposition provides a useful characterization of subcriticai and critical 
. 
. For BPRE, the following are equivalent: 
P({c lim inf 7rTT, < 00)) = 1, 
n+oO (67) 
P({e lim inf 7rn s 1)) = 1, 
fl+cc (68) 
the BPRE is subcritical or critical. (69) 
roof. Suppose (67) holds. For any real C, let 
AC-= {g lim inf 7rn a C}. 
n--3 
Suppose there exists C > 1 such that P(A,) > 0. Let F > 0 be chosen sufficiently 
small so that (C - E)~ > C. Then for almost all g there exists n, = n,(s) such that, 
for n 3 n,, 
7Tn(f)2CC&>1. (70) 
Now, since P(A,) > 0 by hypothesis, for almost a!! E TK& AC infinitely often. 
Consider only such & AC. Then there exists K, = ,(c)> n, such that TKlc~ &. 
hen 
hi 
n-PO0 
?h,,(c)s(C--E) liminf nn(TK$) 
n-m 
qc-E)2>1 (70 
ence we cannot have ,&4 for any 
a union of sets over all rational values for C gives (67) implies (68). 
rn =+cq= 
n-cc 
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Since {&}~+ is a stationary an ergodic sequence, then so too is the sequence 
{log m(&x=0 . Applying a theorem of Kesten ((7)) on sums of stationary sequences 
gives 
1 
lim inf - 23g n,(f) > 0 a.e. on {& lim W, = +a}. 
n-*00 n n-m3 (73) 
But, by the Birkhoff Ergodic Theorem ([S]), 
1 
lid% ; log n*(f) = E(log m&J) w*P. 1. (74) 
Together (73) and (74) imply that (72) holds from which the remaining equivalences 
follows immediately. 
eme must be degenerate 
in the subcritical and critical cases, it suffices to prove that 
“1 O” 
c- J x dF, = +oo w.p. I. (7% n=~ m, *#,,+I 
By Proposition 2.3 and Corollary 2.2, the environmental sequence 8 satisfies rr, (5) s 
1 infinitely often n almost surely. Hence, for almost all 5, 
1 O” 
xdF,=- J xdF,=l (76) WI 1
infinitely often n which implies that (75) holds and so the theorem is proved. 
For subcritical BPRE, it follows from the Birkhoff Ergodic Theorem that 
v,, s 1 ikinitely often n w.p. 1. Professor Harry Kesten noted that, in the critical 
case, one could apply Theorem 3 of [6] to the stationary and ergodic sequence 
{log m(L)L to conclude that S,, = C:=, log m(&) is “interval recurrent”; i.e. for 
any E > 0, l&l < E infinitely often w.p. 1, from which it follows that rr, s 1 infinitely 
often w.p. 1. The rest of the proof of Theorem 1 for subcritical conditional E 
follows as above. This provides an alternate, and shorter proof in the subcritical 
and critical cases fur Theorem 1. 
e 
ercritica 
is 9 
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is example shows that the “extended Kesten-Stigum condition” for branching 
processes with inde t and identically distributed environments is not a 
rate for the more general case of 
let F,( l ) be the (unique) probability distribu- 
and the remaining obability mass 
mean of F,, is easily shown to be eq 1 to (5- l/2”). 
e of random variables on a suitably 
!arge probability space (0,9?, P) taking values on the strictly positive integers and 
satisfying 
(i) E(X,)=+oo, and 
(ii) lim X,/i7 = 0 w.p. 1 .
n-m 
(For the construction of such a stationary and ergodic sequence (Xn}TSO, see [ 12, 
Example (a)]. The latter example gives a stationary and ergodic and, in fact, 
arkovian process {X,,}~SO satisfying (80) where X, is a random variable on the 
positive integers. An easy modification, namely taking X,: + 1 for our X,, provides 
the needed sequence.) Let {Zfl}~+ &= 1, be a BPRE on (0, 9, P) with environ- 
mental sequence F- (&, & , . . .) where &(w ) is the probability generating function 
of the probability distribution F”,,(,, ( l ). Letting m, denote the mean of I$, it follows 
that m, equals h(X,). Now 
Wlog m(So)) = E&g MX”)) (81) 
and since h(&) is bounded between the integers four and five, it follows that the 
BPRE is supercritical and (77) is satisfied. 
is nondegenerate, we will verify by direct computation that the 
necessary and sufhcient condition (6) is satisfied. From (80) part (ii), it follows that, 
for any p > 0, and for sreficiently large n, 
2 x,1+2 < 2np/2+2 < e*p W-p* 1 (8 1 3 L 
W lies that, for sufficiently large n, 
=.) = 0 w.p. 1, 033) 
when (13) is 
automatically satisfi y Theorems 4 
w that E (( Z, log’ Zi )/ m (&,)) is infinite. 
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