Abstract: Sensing of high-definition three-dimensional (3D) sound-space information is of crucial importance for realizing total 3D spatial sound technology. We have proposed a sensing method for 3D sound-space information using symmetrically and densely arranged microphones. This method is called SENZI (Symmetrical object with ENchased Zillion microphones). In the SENZI method, signals recorded by the microphones are simply weighted and summed to synthesize a listener's headrelated transfer functions (HRTFs), reflecting the direction in which the listener is facing even after recording. The SENZI method is being developed as a real-time system using a spherical microphone array and field-programmable gate arrays (FPGAs). In the SENZI system, 252 electric condenser microphones (ECMs) were almost uniformly distributed on a rigid sphere. The deviations of the microphone frequency responses were compensated for using the transfer function of the rigid sphere. To avoid the degradation of the accuracy of the synthesized sound space by microphone internal noise, particularly in the low-frequency region, we analyzed the effect of the signal-to-noise ratio (SNR) of microphones on the accuracy of synthesized sound-space information by controlling condition numbers of matrix constructed from transfer functions. On the basis of the results of these analyses, a compact SENZI system was implemented. Results of experiments indicated that 3D sound-space information was well expressed using the system.
INTRODUCTION
Sensing and reproduction of accurate three-dimensional (3D) sound-space information is of crucial importance for realizing highly realistic audio communications. Tracking of the listener's head motion enhances the reality of captured 3D sound information [1] [2] [3] [4] [5] . Therefore, a key to realizing the capture of highly realistic 3D sound information must be the tracking of the (head) motion of a listener who listens to sound captured by the system. In this regard, a few methods have been proposed to sense 3D soundspace information and reproduce it by binaural synthesis [6] [7] [8] [9] . In these methods, various microphone arrays are used to capture 3D sound space.
Algazi et al. proposed a motion-tracked binaural (MTB) recording technique [6] . In this technique, instead of a dummy head, a sphere or a cylinder with several pairs of microphones is used. The pairs of microphones are installed at opposite positions along the circumference: one pair is selected in accordance with the movement of the listener's head when sound is recorded. This technique was modified, as introduced in their subsequent report [7] .
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In the modified technique, synthesized head-related transfer functions (HRTFs) are personalized by incorporating the shape of the listner's ear, particularly addressing the effect of the pinna. However, synthesized HRTFs are insufficiently personalized because the listener's head size and shape are not considered.
As another approach to sensing or reproducing sound information accurately, a binaural version of High-order Ambisonics (HOA) [10, 11] has been developed [8, 9] . In this method, a recorded sound space is encoded on several components with specific directivities using spherical harmonic decomposition and is decoded to a virtually arranged loudspeaker array. Then, the signals presented from the virtual loudspeakers are convolved with the listener's HRTFs corresponding to the positions of the virtual loudspeakers. Finally, the synthesized signals are presented binaurally, typically via headphones and transaural systems with a few loudspeakers. Spherical harmonics decomposition is substantially compatible with the spherical shape. Therefore, spherical microphone arrays are used to sense a 3D sound space. However, it remains unclear which order of HOA is sufficient to yield a directional resolution that satisfies the perceptual resolution.
Recently, as a microphone array, a virtual artificial head (VAH) has been developed [12, 13] . In the system, the desired frequency-dependent directivity patterns corresponding to the listener's HRTFs are to be resynthesized using a set of spatially distributed microphones with digital filtering. The inter-microphone distance is determined to not match the half-wavelength of the sound from all arrival directions [12] . Filter coefficients are calculated by minimizing a least-squares cost function that connects the desired directivity to the resulting directivity. This technique is applied to various microphone arrays such as a spherical microphone array or a rectangular microphone array. However, the number of microphones used in the developed VAH is only 48. Moreover, these microphones are distributed only in the horizontal area. Therefore, it cannot synthesize accurate sound-space information from all directions in the audible range.
We proposed a method that enables accurate sensing and recording of sound-space information [14] [15] [16] [17] . The information recorded by this method can not only be transmitted to distant places in real time but also be stored in media and properly reproduced in the future, even with the appropriate motion of the listener's head tracking at the time of listening. The key hardware component of this method is a microphone array on a human-head-sized rigid sphere with numerous microphones on its surface. The proposed method based on a spherical microphone array is named SENZI (Symmetrical object with ENchased ZIllion microphones), which can be translated as ''a thousand ears'' in Japanese.
In this study, we introduce the method of implementing the SENZI method in a real-time system using a spherical microphone array and field-programmable gate arrays (FPGAs). In the system, 252 electric condenser microphones (ECMs) were distributed almost uniformly on the human-head-sized rigid sphere. To achieve an accuracy close to that expected when using the SENZI method with 252 microphones, we examined how to reduce the effect of the signal-to-noise ratio (SNR), determined from microphone internal noise and frequency responses, of microphones on the accuracy of synthesized sound-space information. On the basis of the results of these analyses, a compact SENZI system was implemented.
In Sect. 2, an outline of the SENZI method is introduced. According to the algorithm of the SENZI method, the actual 3D sound-space acquisition system using a 252-channel spherical microphone array was developed. In Sect. 3, we present a detailed description of the developed system. Then, in Sects. 4 and 5, we describe the analyses of the effects of the microphone characteristics such as SNR and frequency response on the accuracy of the synthesized sound space. Then, referring to these results, compensation methods for the degradation caused by the microphone characteristics are proposed and the effects of their application to the developed system are described. [14] [15] [16] [17] The SENZI method comprises a compact human-headsized solid spherical object with a microphone array on its surface. The microphones are distributed uniformly and symmetrically to accommodate and adapt to the listener's head rotations. Binaural signals are synthesized from the recorded signals and are output to the listener in accordance with the listener's HRTFs.
OUTLINE OF SENZI METHOD
To calculate and synthesize the listener's HRTFs using inputs from spatially distributed multiple microphones, recorded signals from each microphone are simply weighted and summed to synthesize the listener's HRTF. Let H lis signify a specified listener's HRTFs for one ear as a function of the direction of the sound source. For a certain frequency f , H lis; f is expressed as follows: 
In Eq. (1), H i; f ð j Þ is the object-related transfer function of the sound propagation path between the i-th microphone and the j-th sound source in the direction of j . z i; f is the weighting coefficient of the i-th microphone at the frequency f . The optimumẑ f is given by solving Eq. (1) by, for example, the least-mean-squares (LMS) method in the frequency domain [18] . The result is represented as follows:
Each coefficientẑ i; f is given for each microphone at each frequency. The calculatedẑ i; f is a constant complex that is common to all directions of the sound sources. For this reason, the sound source positions need not be considered at all to sense sound-space information coming from any number of sound sources including early reflections and reverberation. This is an important benefit of the proposed method.
For the SENZI method, m transfer functions of all sound propagation paths from all sound sources including reverberation and reflection to the listener's ear are expressed as the weighted sum of m Â n (m ) n) transfer functions of all sound propagation paths from all sound sources to n microphones. The accuracy of the synthesized sound space depends on the number of microphones. Therefore, it is important to use numerous microphones (n) to record the sound space. To accurately synthesize the sound space, it is also important to consider the arrangement of the sound sources for calculatingẑ i . Although huge number of the sound sources should be distributed densely and uniformly to cover the entire sound space, reducing the number of sound sources contributes to an improvement in the robustness of the method. Knowledge of human auditory perception can be introduced to reduce the number of sound sources.
However, this SENZI method does not consider the effect of the distances of sound sources. To calculateẑ f in Eq. (2), only one set of HRTFs is required for one listener. We assume that far-field HRTFs are used to calculateẑ f . This means that the SENZI method cannot accurately reproduce a near-field sound space where HRTFs change depending on the distance. Morimoto et al. showed that HRTFs over a 1 m distance are almost independent of the distance of a sound source [19] . Therefore, the SENZI method mainly reproduces a sound space more than about 1 m from the listener.
IMPLEMENTATION OF REAL-TIME SENZI SYSTEM [17]
In general, numerous microphones are required to record a 3D sound space accurately. These microphones should be positioned with equal density over the surface of the array to cover the entire 3D space. Although some recording systems have been proposed [12, 13, [20] [21] [22] , the accuracy of sound space synthesized by the systems is not sufficient because of the inadequate number of microphones. Moreover, the system size of existing techniques is extremely large.
In contrast, our developed system consists of a spherical microphone array with 252 microphones and FPGAs. These components are sufficiently compact that it is easy to carry all the systems to a distant location for recording. In this section, we explain the details of the developed system. Figure 1 shows the implemented spherical microphone array. The object radius is 0.085 m. This size is determined on the basis of the average size of a human head. This object, made of epoxy resin, is processed using stereolithography. On the spherical object, 252 microphones are installed. The position of each microphone is calculated on the basis of a regular icosahedron. Each surface of a regular icosahedron is divided into 25 small equilateral triangles. All apices of these triangles are projected to the surface of the spherical object. These 252 points are used as microphone positions. The intervals between all neighboring microphones are almost the same: about 0.02 m. Consequently, the limit for the array's spatial resolution [23] appears at a frequency of more than approximately 8.5 kHz. A small digital omnidirectional electric condenser microphone (ECM) (KUS5147; Hosiden Co., Ltd.) is set at one of the 252 calculated positions. The typical SNR of this microphone is specified as 58 dB (typ.). Recorded signals are 1-bit audio signals at a sampling frequency of 2.4 MHz. These signals are multiplexed and transmitted to the FPGA system through only four wires, which are threaded through four of five pipes between the microphone array and the support. Figure 2 shows the constructed real-time SENZI system. This system consists of a ''Recording part,'' a ''Signal Processing part,'' and a ''Reproduction part,'' as shown in Fig. 3 . The Recording part simultaneously receives the sound through 252 microphones and sends it to the Signal Processing part after formatting the data ( f s ¼ 48 kHz, 16 bit). Then the Signal Processing part processes the 252 input sounds by multiplying the weighting coefficients calculated from the HRTFs of a specified listener. These coefficients are changed in accordance with the head position obtained using the 3D sensor. The Reproduction part generates 2 ch binaural output sound signals provided to the listener, typically through the headphones. The system controller consists of a chassis (PXIe-1071; NI), a controller (PXIe-8133; NI), and an FPGA board (PXIe-7965R; NI). In the system, three FPGA boards are used to operate the 252 sound signals in real time. Figure 4 shows the process flow of the constructed system on the three FPGA boards. FPGA board 1 is the Recording part. The other boards function as the Signal Processing part and the Reproduction part. The main task of FPGA board 1 is to convert the inputted 252 ch 1-bit audio data into 16-bit data at a sampling frequency of 48 kHz. The converted 252 ch data are transferred to FPGA board 2. On FPGA board 2, the 252 ch data are windowed (Hanning window, 512 points long) and are analyzed using a 512-point FFT with 256-point overlap. Then, on FPGA board 3, binaural signals are calculated and presented to the listener.
The latency of the developed system stems largely from the calculation of Eq. (2). As mentioned above, input signals are analyzed by 512-point FFTs with a 256-point overlap. According to the analysis, the latency was less than 16 ms (512-point FFT + process time).
The length of head-related impulse responses (HRIRs) were decided on the basis of the RIEC HRTF dataset [24] . In the dataset, HRTFs were calculated from measured 512-point HRIRs at a sampling frequency of 48 kHz. Therefore, in our system, we decided to use the 512-point FFT in accordance with the length of the HRIRs.
With the use of these components, our SENZI algorithm is developed as a much more compact system than other proposed systems. This compact nature is an important benefit of our system.
EFFECT OF SNR OF MICROPHONES ON SYNTHESIZED-SOUND-SPACE ACCURACY
When the performance of the developed system is analyzed, it is important to evaluate the effect of various noises on synthesized-sound-space information. In this study, we specifically examine the noise related to microphones.
As noise related to the microphones, we consider the following factors: internal noise, microphone position misalignment, variation of microphone frequency responses. It is impossible to compensate for the effect of internal noise perfectly because internal noise varies over time. In contrast, the last two factors are fixed so that it is sufficient to measure these characteristics only once and to compensate for them. Therefore, the effect of first factor should be analyzed separately from those of the last two factors. Moreover, microphone position misalignment can be regarded as the variation of the sensitivity or frequency response of the microphone because only the distance between sound sources and the microphones are changed. Therefore, in the next section, the effect of the variation of microphone frequency responses including sensitivity is focused on. In this section, the effect of internal noise is considered.
In the SENZI system, highly similar signals are recorded from neighboring microphones because the 252 microphones are arranged densely on the sphere. Therefore, when the weighting coefficients are calculated, the matrix may be ill-conditioned, particularly at low frequencies. Figure 5 shows the condition number of the matrix as a function of frequency. This figure indicates that internal noise is expected to affect the accuracy of synthesizedsound-space information more strongly at low frequencies than at high frequencies. As already mentioned above, the average intervals between all neighboring microphones are approximately 0.02 m. This means that the limit for the array's spatial resolution appears at a frequency of more than approximately 8.5 kHz. In Fig. 5 , the condition number at a frequency of 8.5 kHz is about 20 dB. Therefore, in this paper, the threshold of rounding off small singular values was set to 20 dB. Although only the results for 20 dB are shown in the paper owing to the limited space, almost the same results were confirmed for other condition numbers. To improve the accuracy of the synthesized sound space, however, the threshold of rounding off small singular values should be optimized at all frequencies. As indicated by the various indexes including a subjective point of view, the effect of the threshold on the accuracy of synthesized sound space should be evaluated in future research.
In this section, we analyzed the effect of the SNR of the microphone on synthesized-sound-space accuracy on the basis of the results of computer simulation and explained how to reduce this effect.
Simulation
The impulse was assumed to be presented from a certain specified direction 1 ð¼ ð 1 ; 1 ÞÞ. 1 and 1 respectively represent the azimuth and elevation angles. The signal S f ð 1 Þ recorded by the nearest microphone from the sound source was defined as S f ð 1 ÞH i; f ð 1 Þ. As the noise signal generated by the microphone, white noise was added to each recorded signal. Therefore, the signal weighted by the coefficientẑ i; f is expressed as S f ð 1 ÞH i; f ð 1 Þ þ N i; f , where N i; f is the internal noise added to the signal recorded by the i-th microphone and n is the total number of microphones.
Using these signals, the synthesized HRTFs of the listener's ear are expressed as Therefore, the effect of the internal noise is expressed as P n i¼1 N i; fẑi; f . Although N i; f is not dependent on the microphones, the expected N i; f would be same. Therefore, the amplitude of each N i; f was set to be the same. The SNR was defined as the ratio of S f ð 1 Þ to N i; f .
The target HRTFs were those of the left ear of a dummy head (SAMRAI; Koken). The 2,562 sound sources were distributed equally on the sphere with a radius of 1.5 m. The 2,562 sound source positions were determined as follows. A regular icosahedron inscribed in a sphere with a radius of 1.5 m was assumed. After that, each surface of the regular icosahedron was divided into 256 small equilateral triangles. All apices of these triangles were projected to the surface of the sphere. Finally, 2,562 apices were obtained at the distance of 1.5 m from the center of the sphere and used as sound source positions. Then, the HRTFs were computed numerically by the boundary element method [25] . Figure 6 shows the target HRTFs on the horizontal plane ( ¼ 0), which will be referred to hereinafter as target HRTFs. In this figure, 0 is defined as the dummy head's frontal direction and the counterclockwise direction is positive. HRTFs were calculated using the head-related impulse response (HRIR). The length of the HRIR was 512 points at a sampling frequency of 48 kHz.
Transfer functions of sound propagation paths between the positions of 2,562 sound sources and all microphones on the sphere were also calculated analytically [26] . The weighting coefficientsẑ i; f expressed in Eq. (2) were calculated using these transfer functions and the HRTFs. Then, target HRTFs were synthesized by the SENZI method for the spherical microphone array with 252 microphones with ideal characteristics (SNR ¼ 1) as the reference. These reference HRTFs were calculated on the horizontal plane from 0 to 359 at 1 steps. The synthesized HRTFs are presented in Fig. 7 . These synthesized HRTFs are called ideal HRTFs hereafter.
The amplitude of the signal (S) and the internal noise (N i; f ) were determined as follows. First, a sound source S was positioned in the direction of . Then, the amplitude of the internal noise (N) of the nearest microphone from the sound source was selected at an SNR of 60 dB. The calculated amplitude was applied to that of the internal noise of other microphones. Therefore, the effective SNR is 60 dB or less among the positions of the microphones, except the nearest one, because the amplitude of the sound source decreases with the distance between the sound source and the microphone. These processes were carried out at all sound source positions. The spectral distortion (SD) calculated using Eq. (4) was used as the index of the accuracy of the synthesized sound space.
" SD ð f ; ; Þ ¼ 20 log 10 HRTF ideal ð f ; ; Þ HRTF actual ð f ; ; Þ ½dB ð4Þ
and respectively represent the azimuth and elevation angles.
The difference between the target and ideal HRTFs represents the accuracy of the SENZI method itself. Because this difference was already reported previously [16] , only the effect of the microphone SNR on the actual HRTFs synthesized by the system is focused on in this paper.
Results
The results of the simulation are shown in Fig. 8 . These figures depict the spectral distortion (SD) of actual HRTFs (SNR ¼ 60 dB) on the horizontal plane. Large synthesized error is observed, especially in the low-frequency regions when the condition number is not considered [ Fig. 8(a) ]. This error is caused by the SNR of the microphones. Therefore, we introduced signal processing to improve the precision of the calculated HRTFs at an SNR of 60 dB, by considering the condition numbers. That is, we rounded off small singular values at each frequency to 0 when the condition number is greater than 20 dB [ Fig. 8(b) ]. By rounding off small singular values, the rank of H f is decreased. This means that some of the basis vectors are not used to synthesize HRTFs, resulting in better HRTF synthesis performance at low frequencies.
EFFECT OF FREQUENCY RESPONSE OF MICROPHONES ON THE ACCURACY OF SYNTHESIZED SOUND SPACE
The implemented system has 252 ch microphones distributed on a rigid sphere. To calculate weighting coefficients, a vast number of transfer functions of the sound propagation paths between the assumed sound positions and all microphones must be used to synthesize HRTFs accurately. The weighting coefficients are calculated using these analytically calculated transfer functions [26] . Therefore, it is important to calibrate the frequency responses of all microphones and reflect them in the recorded signals.
In this section, we introduce the method of measuring frequency responses of all microphones on the sphere. Here, we analyze the effects of the frequency responses of the microphones on the accuracy of the synthesized sound space.
Measurement of Frequency Responses of 252
Microphones It is difficult to measure the frequency response of each microphone separately because the relative direction between the loudspeaker and spherical microphone array must be changed accurately. Therefore, the rigid surface is divided into several regions. Then, the frequency responses of the microphones are measured altogether in each region.
When the frequency responses of the microphones are measured in an anechoic room, we assume that (i) relative positions between the loudspeakers and the microphone array are known, and (ii) the loudspeakers can be regarded as a single source from the microphone array. Then, the sound S is presented via the loudspeaker at the position of ð¼ ð; ÞÞ around the spherical microphone array and recorded by the i-th microphone. The recorded signal X i; f ðÞ includes the frequency response of the microphone. Therefore, X i; f ðÞ is expressed as
In this Eq. (5), R i; f denotes a complex component of the frequency response of the i-th microphone at the frequency of f . This X i; f ðÞ is given as the product of the sound source S f ðÞ, object-related transfer function H i; f ðÞ, which is the transfer function of the sound propagation path from the sound source to the i-th microphone, and R i; f . Because the shape of the microphone array is a rigid sphere, H i; f can be calculated analytically. Therefore, by dividing X i ðÞ into SðÞ and H i ðÞ, R i is obtained. This for each microphone is selected to calculate the frequency response with a high SNR. According to Eq. (5), the frequency responses of all microphones were actually measured by the above-described technique. Before that, the frequency response of the loudspeaker (FE83; FOSTEX) was measured using a condenser microphone (4165; B&K). Then, the signal presented from the loudspeaker was compensated for using the inverse characteristic of the frequency response of the loudspeaker. To avoid the effect of background noise, especially in the shadow area, some loudspeakers located around the microphone array should be used. However, because this measurement was conducted in an anechoic room, the effect of the background noise was negligible, even in the shadow area. Therefore, to calculate the frequency responses of all microphones, a loudspeaker was set in front of the microphone array at a distance of 1.5 m and the sound signals produced by the loudspeaker were recorded by all microphones. Figure 9 shows the magnitude of measured frequency responses of all microphones. The frequency responses were obtained using by the 512-point FFT of the measured impulse response of the microphones. This figure shows that the frequency responses of all microphones are almost the same, except for the overall gain.
Evaluation of Accuracy of HRTFs Synthesized by
the SENZI System The same target HRTFs [ Fig. 6 ] and ideal HRTFs [ Fig. 7 ] as described in Sect. 4 are used. For the ideal HRTFs, the calculated HRTFs at the step of 10 were extracted and compared with the HRTFs synthesized using measured transfer functions.
Next, the transfer functions of the sound propagation path between the position of the loudspeakers and all microphones were measured. The loudspeaker and spherical microphone array were set on the horizontal plane in an anechoic room. The distance between the loudspeaker and the microphone array was 1.5 m. The loudspeaker position was moved from 0 to 350 in 10 steps. The frequency response of each microphone was compensated with the inverse characteristic of that of the microphone obtained in Sect. 5.1. HRTFs on the horizontal plane were calculated using measured transfer functions and the weighting coefficients that were calculated in Sect. 4. The spectral distortion (SD) calculated by Eq. (4) was used as the index of the accuracy of the synthesized sound space.
Synthesized HRTFs calculated using measured transfer functions with and without calibration are shown in Fig. 10 . As shown in Fig. 10(d) , to reduce the degradation of the accuracy in the low-frequency region, a small singular value at each frequency was rounded off to 0 when the condition number was greater than 20 dB. Figure 11 shows the spectral distortion between the ideal HRTFs [ Fig. 7 ] and the actual HRTFs synthesized using measured transfer functions [ Fig. 10 ]. As shown in Fig. 9 , the frequency response of the microphones is not flat and varies among the microphones. These are the reasons for the degradation of the accuracy of HRTFs synthesized using measured transfer functions without calibration shown in Fig. 11(a) . Although the accuracy of the HRTFs is improved by compensating for the frequency responses [ Fig. 11(c) ], some error remains, especially in the lowfrequency region. Such an error can be decreased [ Fig. 11(d) ] by controlling the condition numbers of the matrix. On the other hand, to obtain accurate sound space information in the high-frequency region, the calibration is effective, as shown in Fig. 11(b) . These results show that rounding off the small singular value is effective not only for reducing the effect of microphone internal noise, but also for compensating the frequency responses of the microphones. Although the proposed technique seems to work well as a simple way of compensating for the characteristics of the microphones, the effect of the characteristics of the loudspeakers should be considered when more accurate frequency responses of the microphones are required. Such analysis should be performed from the perceptual point of view, as well. Evaluations of the total accuracy of synthesized 3D sound-space information shall be undertaken in future research.
CONCLUSION
In this study, the developed SENZI system with a human-head-sized solid spherical microphone array and field-programmable gate arrays (FPGAs) was introduced. The system consists of three FPGA boards and a 252 ch spherical microphone array. Electric condenser microphones (ECMs) were distributed almost uniformly over the rigid surface.
To avoid degradation of the accuracy of the synthesized sound space by internal noise, particularly in the lowfrequency region, we reduced the effect of the signal-tonoise ratio (SNR) of microphones on the accuracy of synthesized sound-space information by controlling condition numbers of the matrix constructed from transfer functions between the spherical microphone array and sound source positions. The deviations of the microphone frequency responses were also compensated for using the transfer function of the rigid sphere.
On the basis of these analyses, a compact SENZI system was implemented. The results of experiments show that three-dimensional (3D) sound-space information is well expressed using the system. It is also important to evaluate how synthesized 3D sound-space information is perceptually accurate. A detailed investigation about this point shall be undertaken in future research. 
