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Abstract 
This paper presents an in-situ Structural Health Monitoring (SHM) imaging 
system for the localization of impacts on a composite complex structure such as a tail 
rotor blade. Unlike conventional plate-like panels, this composite structure presents a 
strong anisotropy and inhomogeneous elastic nature due to the presence of both glass 
fibre and carbon fibre, a geometrically complex shape due to the curvature of the blade’s 
airfoil section, and variations of the mechanical behaviour due to local changes of the 
thickness. The proposed imaging technique is based on the inverse filtering or reciprocal 
time reversal approach applied to the waveforms originated from a point of the structure 
of unknown location (impact source), and a number of signals stored into a database 
containing the experimental Green’s function of the medium. Unlike other ultrasonic 
impact localization methods, the present technique allows achieving the optimal 
focalization of the impact point in the spatial and time domain, by taking advantage of 
multiple linear scattering and a small number of receiver sensors.  
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I. INTRODUCTION  
Developments in carbon fibres reinforced plastic (CFRP) and glass fibres (GFRP) 
materials have allowed a radical advancement in lightweight aerospace applications such 
as rotor blade design. Indeed, laminated composite structures can be tailored to display 
desired properties in specific directions and areas, such as high stiffness and strength. 
However, these components are sensitive to low velocity impact damages that can 
considerably degrade the structural integrity and, if not detected, they can result in loss of 
control and catastrophic failures of the vehicle. Hence, impact localization has become an 
important tool for Structural Health Monitoring (SHM) systems based on ultrasonic 
guided waves (GW). A number of algorithm-based methods have been developed in the 
past for the localization of the acoustic emission (AE) source in isotropic and anisotropic 
plate-like structures [1], [2], [3], [4]. Most of these techniques rely on time of arrival 
(TOA) identification and the group velocity determination of the coherent part of the 
wave field (ballistic wave) reaching a network of transducers bonded on the structures. 
Usually, advanced signal processing technique such as peak detection [5], cross-
correlation [6], Hilbert [7] and wavelet transformation [8] can be employed to extract 
physical parameters from measured data, and then to use them to detect the impact 
location. However, the dispersive nature of GW and the presence of multiple scattering, 
mode conversion and reflection from the boundaries (diffuse wave field) can lead to 
waveforms recorded from the sensors dissimilar from the original elastic source. In other 
words, the effects of wave propagation in geometrically complex structures can degrade 
the quality of the TOA estimation, causing poor localization. To overcome these 
limitations, Time Reversal (TR) process has been used as a tool for the imaging of the 
impact source in solid media [9], [10]. Indeed, in a TR experiment, due to the time 
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invariance and spatial reciprocity of linear wave equation, an input signal can be focused 
back on the original source if the output received by a set of transducers is time reversed 
and emitted onto the excitation point. The first improvement of TR process is to 
compensate the dispersive behaviour of GW [10]. Indeed, depending on the propagation 
frequency, dispersive GW have a number of wave packets that travel at higher and lower 
speeds toward the receiver sensor. After a TR process, the slower modes are emitted first, 
so that all the waveforms can converge at the original source point at the same time, thus 
compensating dispersion. However, the refocusing of TR holds only in the case of 
lossless media. Indeed, from the study of the elastodynamic wave equation, TR 
invariance is due to the presence of the even order (second order) time partial derivative 
operator. This condition cannot be fulfilled in dissipative media, as the wave equation 
presents a time partial derivative operator of the first order [12]. That is, material 
dissipations can generate amplitude distortions of the propagating wave front and TR 
behaviour become difficult to be predicted. Nevertheless, TR can be easily converted to 
reciprocal TR or Inverse Filtering (IF) by inverting the impulsive response of the 
structure (Fourier transform of the Green’s function). This simple but effective operation, 
allows recovering the optimal focusing, even in dissipative media [13].  
The objective of the work is to report, both theoretically and experimentally, an in-situ 
Structural Health Monitoring (SHM) system able to identify the occurrence and location 
of low velocity impacts in a “real” aerospace component. In particular, this research study 
extended a recent work published by the same authors on the localization of the impact 
source in a reverberant plate-like structure, to a complex construction such as a tail rotor 
blade of the Agusta-Westland helicopter. Indeed, unlike conventional plate-like panels, 
this composite structure presents a strong anisotropy and inhomogeneous elastic nature 
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due to the presence of a double material (CFRP and GFRP), a geometrically complex 
shape due to the curvature of the blade airfoil section and rivets, and variations of the 
mechanical behaviour due to local changes of the thickness. The proposed imaging 
technique is based on the IF approach applied to the waveform originated from a point of 
the structure of unknown location (impact source), and a number of signals stored into a 
database containing the experimental Green’s function of the medium. Unlike other 
ultrasonic impact localization methods, the present method allows achieving the optimal 
focalization of the impact point in the spatial and time domain, by taking advantage of 
multiple linear scattering and a small number of receiver sensors.  
The layout of this paper is as follows: in Section II, the imaging method for the 
localization of the impact source is theoretically presented. In Section III, the benefits of a 
reverberant fully diffuse wave field on the imaging process using IF are illustrated. 
Section IV reports the experimental set-up whilst Section V illustrates the imaging results 
for a number of impact points. Then, the conclusions of the paper are presented. 
 
II. THEORETICAL ANALYSIS OF RECIPROCAL TIME REVERSAL 
If the time reversal invariance and spatial reciprocity of the elastodynamic wave equation 
are satisfied, either TR or IF imaging process can be used to focus ultrasonic waves in 
diffuse wave fields and anisotropic media. The last technique, however, allows 
compensating some detrimental effects such as the limited transducer bandwidth and the 
material absorptions, in order to recover the optimal focusing at the impact source. In 
addition, according to Huygens’s principle in diffraction theory [14], the reconstruction 
of the wave function in a generic volume at any time can be obtained by the knowledge 
of its sources located on a 2D surface. The reciprocal time reversal experiment is usually 
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split in two steps. In the first step a number of signals representing a library of impulse 
responses from M points (“excitation points”) along the plane of the structure is recorded 
by one receiver transducer and stored (Fig. 1).  
 
Figure 1 Architecture of the imaging method 
 
The second step consists of the recognition of the optimal refocusing procedure at the 
source location. The basic idea is to correlate the impulsive transfer function associated to 
each excitation point with that of the new impact of unknown location. In this manner, 
the information on the AE source location is accomplished by the imaging process as the 
maximum of the correlation at the focus point (referred as “virtual IF experiment”). 
 
A. Elastodynamic Wave Equation with Dirac Point-like Source 
Reciprocal TR theoretical description for elastic wave propagation involves exploiting 
properties of temporal and frequency convolution, Borel’s theorem and Green’s function 
theory. As a starting point, assuming the wave field (r,t), with kxjxix ˆˆˆ 321 r  in 
Lagrangian coordinates xj, as a generic component of the displacement vector field in the 
case of a solid, either elastically isotropic or anisotropic medium, we can write [15]: 
  
   te
t
t
tc ,
,
,
2
2
22
r
r
r 


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
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Eq. (1) is an inhomogeneous, linear, partial differential equation (PDE) where c is a 
generic component of the velocity of propagation in the medium and e(r,t) is the 
excitation of a known impulsive point-like source given by: 
    tte ,, rr   (2) 
where  t,r  represents the Dirac distribution in space and time domains. Eq. (2) is a 
causal function and the temporal excitation only exists on a finite time-interval [0, T], 
where T is the temporal duration of the excitation function e(r, t). The time-derivative 
operator of Eq. (1) appears only at the second order, hence if (r, t) is a solution, then 
(r,-t) is also a solution. It should also be noticed that the presence of the Lapalcian 
differential operator, guarantees the invariance of Eq. (1) under the transformation 
rr  , i.e. it guarantees a spatial reciprocity condition. According to the Green’s 
theorem [16], to solve Eq. (1) it is useful to define a Green space-time function G that 
depends on the variables  00,;, tt rr . Green’s function allows the calculation of the wave 
field   at a given position and time (r, t) without explicitly solving the differential Eq. 
(1). From a mathematical point of view, Green’s function has to satisfy the following 
conditions [17]: 
  00,;, ttG rr  must be a solution to the following linear inhomogeneous differential 
equation: 
  
     002
00
2
00
22 ,;,,;, tt
t
ttG
ttGc 


  rr
rr
rr  (3) 
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where  0rr   and  0tt   are Dirac delta functions in space and time, respectively. 
 00,;, ttG rr  is the field produced in r at time t by an impulsive force located in r0 and 
excited at time t0. For 0tt   causality requires that   0,;, 00 ttG rr .  
  00,;, ttG rr  is a reciprocal function in the sense of the reciprocity theorem: 
      000000 ,;,,;,,;, ttGttGttG rrrrrr  . (4) 
  00,;, ttG rr  must satisfy the homogeneous boundary conditions on S (Dirichelet, 
Neumann or mixed): 
   SttG  rrr 0,;, 00  (5.1) 
 
 
S
ttG



r
n
rr
0
,;, 00  (5.2) 
where S is a closed surface of a solid  , 
 
n
rr

 00 ,;, ttG  is the Green’s function normal 
derivative and n is the vector field normal to the closed surface in each of its points, 
directed outwards. 
  00,;, ttG rr  must satisfy the Cauchy initial conditions: 
   000 0,;, ttttG rr  (6.1) 
 
 
0
00 0
,;,
tt
t
ttG


 rr
. (6.2) 
Hence, considering Eq. (3) and conditions (5.1-6.2), the solution to the elastodynamic 
wave equation (1) can be expressed in terms of the Green’s function, boundary conditions 
and initial condition as follows: 
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  (7.1) 
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Multiplying Eq. (7.1) by  00,;, ttG rr  and Eq. (7.2) by  00,tr , performing the difference 
and then integrating over the solid 0  and over the time t0 from 0 to t , with tt   in 
order to avoid the integration exactly at the peak of the delta function, we obtain: 
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The volume integral over the two terms in left side of Eq. (8) involving Laplaceans, turns 
into a surface integral employing Green’s second identity as follows: 
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Hence, Eq. (9) can be rewritten as: 
        tsthtgt ,,,, rrrr   (10) 
where: 
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Eq. (10) gives the complete solution of the inhomogeneous problem (1) including the 
initial conditions. The above terms  tg ,r  and  th ,r  represent the effect of the source 
and the boundary conditions, respectively. The last term  ts ,r  is related only to the 
initial conditions [16]. Assuming a free unbounded space, supposing that we are able to 
measure at any point of a closed surface S the wave field  t,r  and its normal 
derivatives (set to zero at infinity), the general solution of the elastodynamic wave 
equation (1) takes the form: 
 
      
    






000
00000
0
0
,;,
,;,,,
dtetG
dttGtedtt
t
t
rrr
rrrr
 (11) 
where the symbol 
t
  represents a convolution over time (note that t=t0=0 for causality 
reasons). Eq. (11) represents a linear combination of the acoustic field and its normal 
derivatives measured by the receiver sensor located in r at time t by an impulsive force 
located in r0. Substituting Eq. (2) in (11), the above equation represents a particular case 
of the Borel’s theorem, in which the excitation function is the Dirac delta function. 
Therefore, only in this particular case, the wave field acquired by the sensor is equal to 
the structural impulsive response. 
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In the first step, impact loads are applied in points arbitrarily chosen on the plane of the 
structure (“focusing plane”), in order to create a database of impulse responses from 
different locations rm. In other words, the surface of the structure is converted in a 
discrete domain composed by M “excitation points”, and the spatial integral of Eq. (11) is 
turned into a sum over the “focusing plane” as follows: 
      


M
m
m
t
m tetGt
1
,;,, rrrr . (12) 
In the frequency domain, Eq. (12) is (the sum tem is omitted for clarity reasons): 
       ,ˆ;,ˆ,ˆ mm eG rrrr   (13) 
where the symbol .ˆ  corresponds to a Fourier transformation operation and 
    dtetGG tjmm
 


 rrrr ;,;,ˆ  is the impulsive transfer function of the system from each 
of the m  Mm 1  excitation points. In particular,  mG rr ;,ˆ   represents the amplitude 
of the ith mode contained in the structural response due to impulsive excitation. On the 
other hand, according to the spatial reciprocity condition [Eq. (4)],  rr ;,ˆ mG  
corresponds to the inverse propagation from the receiver transducer to the mth excitation 
point. It should be noted that in matrix notation, this condition corresponds to a 
transposition operation. Hence, the M impulse responses are recorded and stored in a 
memory. 
 
B. Reciprocal Time Reversal Focusing Approach 
Classical TR experiment can be obtained by time reversing the received signals during 
the first step, i.e. throughout the transformation tTt  . From a mathematical point of 
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view, this means that we are able to create secondary source on the surface of the 
structure, such that the boundary conditions on S are the time reversal component of the 
wave field  t,r  received during the first step [18]. In a more practical case, the second 
step of a reciprocal TR process is “virtually” performed in the computer. In particular, it 
consists of correlating the waveform emitted by a point of unknown location rm0 with all 
the impulse responses stored in the memory. Hence, a new impact is applied in one of the 
points of the focusing plane and its impulse response is measured by the same receiver 
sensor used in the first step. Therefore, the new spectral distribution   ,ˆ rnew  measured 
by the receiver, when the impact  ,ˆ 0me r  is generated, can be obtained as follows [13]: 
       ,ˆ;,
~
,ˆ 00 mm eG rrrr   (14) 
where        2000 ;,ˆ;,ˆ;,~ mmm GGG rrrrrr 

  is the inversion of the impulsive 
transfer function  0;,ˆ mG rr  . The asterisk denotes complex conjugate operation (that is 
equivalent to a time reversal operation in the time domain) and  
2
0;,
ˆ
mG rr   is the 
squared norm of the impulsive response, representing the square modal energy of the 
system. The effect of weighting the impulsive transfer function acquired in the second 
step is to create a “whitening process”, wherein the number of modes employed for the 
back propagation can be increased. Indeed, the modes with weak and strong amplitude 
are emitted back at higher and lower energies, respectively. In this manner, the material 
dissipation can be compensated and the contrast can be enhanced [19]. That is, the 
optimal focusing at the impact source is performed through a “virtual” IF experiment, 
which relies on calculating the maxima correlation coefficients given by the following 
equation: 
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         ,ˆ;,~;,ˆ,ˆ 00 mmmmIF eGGe rrrrrr   (15) 
where the operator    0;,
~
;,ˆ mm GG rrrr   is called the IF operator. The maxima 
correlation coefficients are used to create a 2D map representing the structural surface, 
and the maximum of  ,ˆ 0mIFe r , i.e. when rm=rm0, allows obtaining the image of the 
impact source at the focus point. 
 
III. INFLUENCE OF DIFFUSE WAVEFIELD ON THE IMAGING PROCESS 
From a statistical point of view, fully diffuse wave field are characterized by a 
superposition of different fields with uncorrelated amplitude and random direction of 
propagation and phase [20]. Furthermore, in complex structures such as the tail rotor 
blade tested, the measured signals are typically non-stationary and feature an 
exponentially decaying “coda” which is dominated by multiple scattering (Fig. 2).  
(a) (a) 
Figure 2 Normalized time history in one of the excitation points (a) and its frequency content (b) 
 
In particular, the presence of heterogeneities such as a composite double material (CFRP 
and GFRP), local variations of the thickness and the curvature of the rotor blade airfoil 
influence the acoustic properties of the structure, generating reverberations within the 
medium. In this section, we propose to analyze the IF experiment in terms of Correlation 
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of a Diffuse Field (CDF). This concept has been widely used in seismology to retrieve the 
structural impulse response at two sensors locations [21] and only recently, it has been 
examined through a time reversal process [22]. In particular, in a reciprocal TR 
experiment, CDF is defined as the inverse Fourier transformation of the IF operator at 
rm=rm0: 
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   
 
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1
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;,
1
rrrr
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rrrr
rr
 (16) 
where the right term of the above equation represents the cross-correlation of the Green’s 
function of the system. The above equation is maximum at the focusing time t=0 and 
equal to the energy of the impulsive function  0;, mtG rr . Although a fully diffuse wave 
field is negative for impact localization techniques based on the TOA estimation, in the 
IF process the presence of reverberations becomes extremely important to image the 
impact source. In other words, in real applications where the waveforms under analysis 
are very dispersive, the cross-correlation function may cease to work for techniques that 
rely on the TOA measurement of the ballistic wave. Conversely, in the IF process [Eq. 
16], as the entire signal is needed for the back propagation, a fully diffuse wave field 
improves the focusing at the original source. From a physical point of view, this concept 
can be explained in terms of conversion of the modes with complex wave number into 
modes with real wave number. Indeed, multiple scattering in a complex medium behave 
like “mirrors”, allowing the non-propagating (evanescent) modes to be converted into 
propagating modes. In this manner, they can reach the far field where the receiver sensor 
is located, thus carrying additional information on the impact location. The result of such 
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operation, known as kaleidoscopic effect, creates a virtual enlargement of the transducer 
angular aperture, enabling a radical reduction of the number of transducers [23]. 
Therefore, the number of sensors employed is not related to the construction of a baseline 
to take into account the anisotropic features of the composite structures in each direction, 
as misinterpreted by Qui et al. [24], but simply to create a database of waveforms needed 
for the virtual IF process. Indeed, the same methodology would be valid for a reverberant 
isotropic structure. That is, only one receiver transducer can be used to acquire the 
signals.  
 
IV. EXPERIMENTAL SET-UP 
The experiments were carried out on a composite tail rotor blade (125 cm x 20 cm x 2 
cm) provided by Agusta-Westland (Fig. 3).  
 
Figure 3 Image of the composite tail rotor blade tested 
 
Although no quantitative information was given by the manufacturer regarding the blade, 
a number of assumptions were made on the structural make-up (Fig. 4a).  
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(a) 
(b) 
Figure 4 Composite rotor blade schematic (a) and region of interest on the surface (b) 
 
In particular, the leading edge of the blade is made of GFRP for impact damage tolerance, 
whilst CFRP has been used for the rest of the blade to increase the structural strength and 
stiffness. The section of the blade is split into two parts by a CFRP spar web. The leading 
edge section is a cavity and the trailing edge section is filled with foam. In addition, the 
surface of the blade was divided into six distinct regions, as shown in Fig. 4b, based on 
the expected behaviour of the propagating GW. The dashed black lines mark the 
boundaries of the leading edge cavity space into which sensors could be placed in 
practical applications. The greatest complications were expected in region 3, the 
CFRP/GFRP boundary region, where the number of CFRP plies was reduced 
incrementally until GFRP made up the surface. It was not known what effect this would 
have on GW propagating through it. The passive sensors employed were four 
piezoelectric transducers (APC sensors) with diameter of 6.35 mm, thickness of 2.5 mm 
and central frequency of 100 kHz (broadband spectrum), mainly used for ultrasonic 
applications. The waveforms were acquired using an oscilloscope (Picoscope 4224) with 
a sampling rate of 99.5 kHz. From the time histories and the associated spectra (Fig. 2), 
the main energy of the amplitude spectrum of the waves induced by an uncontrolled 
system (modal hammer) was confined below 12 kHz. All the impacts were carried out 
manually in order to avoid damaging the structure, and as a result, negligible energy in 
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the spectrum at frequencies higher than 25 kHz was found. Moreover, the dispersion 
diagrams were not successful because of the unknown mechanical properties and layout 
of the composite blade. Hence, it was difficult to discriminate vibration modes with 
fundamental GW modes in this particular spectrum range. Moreover, as reported by 
Moulin et al. [25], the duration time window T of the signals acquired must be higher 
than the Heisenberg time w or break time, which is equal to the modal density of the 
structure. However, since is impossible to estimate w due to the lack of knowledge of the 
mechanical properties of the blade, according to the Nyquist theorem and the long 
reverberation present in the waveforms recorded, a 100 ms duration time window T was 
chosen (Fig. 2a). Sensor positions are reported in Table 1.  
Table 1 Sensors coordinates 
 x-coordinate (cm) y-coordinate (cm) 
Sensor 1 36 4 
Sensor 2 40 4 
Sensor 3 54 10 
Sensor 4 58 10 
 
V. IMPACT LOCALIZATION RESULTS 
According to Section II, the structural surface was divided in M=17 x 6 excitation points, 
distributed along a grid of rectangular cells (Fig. 1). The size of the single cell is not 
constant, but varies from smaller cells of dimensions 6 cm x 2 cm on the GFRP region, to 
greater cells of dimensions 6 cm x 3 cm on the CFRP section. Such a configuration was 
designed to improve the resolution at the leading edge of the blade, as that is the area 
mostly subjected to impacts. The refocusing wave fields at the impact source location are 
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represented as a 2D map and the maxima of Eq. (15) are deduced from highest values of 
the correlation coefficients (Fig. 5).  
(a) 
(b) 
Figure 5 2D imaging of the impact location using only sensor 1 for two different impacts located at x1=54 
cm, y1=16 cm (a) and x2=84 cm, y1=7 cm (b) 
 
In the above figure, the asterisk symbol corresponds to the position of sensor 1, the red 
circle to the real impact location and the dashed blue line to the distance between the 
sensor and the impact point. However, it was found that for some excitation points, the 
incoherent measurement noise (e.g. sensor noise, electronic noise, etc…) could negatively 
influence the library of signals acquired in the first step, leading to ambiguities in the 
focusing at the source. This further effect was eliminated by acquiring simultaneously the 
wave fields in both steps with additional transducers, and then averaging the maxima of 
the correlation coefficients according to the following formula: 
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where N is the number of total sensors used in the IF process. In our tests, four sensors 
were used as they provided satisfactory results for the impact location in each excitation 
point (Figs. 6 and 7). 
(a) 
(b) 
Figure 6 2D imaging of the impact location using only sensor 1 (a) and four sensors (b) for the impact 
located at x1=18 cm, y1=2 cm  
 
(a) 
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(b) 
Figure 7 2D imaging of the impact location using only sensor 1 (a) and four sensors (b) for the impact 
located at x1=36 cm, y1=13 cm  
 
Indeed, it can be seen from Figs. 6 and 7 that small ambiguities (highlighted by a blue 
circle) in the imaging of the impact source using only one sensor, were clearly resolved 
using the averaged values of the correlation coefficients from four receivers.  
Hence compared to other ultrasonic impact localization techniques based on TOA 
evaluation, this methodology not only needs a simple signal processing to locate the 
source (with computational time less than 1 sec), but also it does not require any 
numerical routines as well as a priori knowledge of the mechanical properties and the 
GW dispersion behaviour. Further work is ongoing to test this imaging technique from 
the laboratory to a full-scale, operational activity. 
 
VI. CONCLUSIONS 
This paper proposes an in-situ Structural Health Monitoring (SHM) system for the 
localization of the impact source in real aerospace structures with diffuse field conditions. 
This technique, based on reciprocal time reversal process, is applied to a number of 
waveforms recorded by a number of passive sensors containing the impulse response of 
the medium. Unlike conventional ultrasonic impact localization systems based on the 
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time of arrival estimation, with the present method the benefits of scattering, mode 
conversions and boundary reflections enable the focusing at the impact source. Since the 
imaging process is obtained through a virtual focusing procedure, this system does not 
require any iterative algorithms and a priori knowledge of the mechanical properties of 
the structure and the anisotropic behaviour. The robustness of this technique was 
experimentally demonstrated on a tail rotor blade undergone to low velocity impacts. The 
imaging results showed that the location of the impact point could be achieved with a 
high level of accuracy in any point of the structure. 
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