Error comparison in tracked anduntracked spherical simulations  by Dutta, S. et al.
ELSEVIER 
An Intemational Journal 
Available online at www.sciencedirect.com computers & 
.c, . .c= C~o,.=¢T. mathematics 
with applications 
Computers and Mathematics with Applications 48 (2004) 1733-1747 
www.elsevier.com/locate/camwa 
Error Comparison in Tracked and 
Untracked Spherical Simulations 
S. DUTTA 
Department of Applied Mathematics and Statistics 
University at Stony Brook 
Stony Brook, NY  11794-3600, U.S.A. 
J .  GL IMM 
Department  of Applied Mathematics and Statistics 
University at Stony Brook 
Stony Brook, NY 11794-3600, U.S.A. 
and 
Center for Data Intensive Computing, Brookhaven National Laboratory 
Upton, NY 11793-6000, U.S.A. 
J. W.  GROVE 
Continuum Dynanmics Group 
Computer and Computational Science Division 
Los Alamos National Laboratory 
Los Alamos, NM 87545, U.S.A. 
D. H. SHARP 
Complex Systems Group, Theoretical Division 
Los Alamos National Laboratory 
Los Alamos, NM 87545, U.S.A. 
YONGMIN ZHANG 
Department of Applied Mathematics and Statistics 
University at Stony Brook 
Stony Brook, NY  11794-3600, U.S.A. 
(Received July 2003; accepted August 2003) 
Abst ract - -Th is  paper follows our earlier work on axisymmetric flows [1-4] where algorithms, 
theories, experiments, imulations, applications, and validations were presented. Here we study the 
effectiveness and efficiency of explicit front tracking by comparing the Ll-error for spherical shock 
refraction simulations with and without tracking. We find that front tracking reduces the level of 
mesh refinement needed to achieve a specified error tolerance by a significant factor compared to 
corresponding methods without racking, thus substantially reducing the computational time as well 
as memory usage for simulations with contacts or material interfaces. (~) 2004 Elsevier Ltd. All 
rights reserved. 
This work has been supported by the following research grants. Dutta was supported by the U.S. Department of 
Energy under grant DE-FG02-90ER25084, the National Science Foundation Grant DMS-0102480, and by the Los 
Alamos National Laboratory under contract number 26730001014L. Glimm was supported by the Los Alamos Na- 
tional Laboratory under contract number 26730001014L. Grove and Sharp were supported by the U.S. Department 
of Energy. 
0898-1221/04/$ - see front matter (~) 2004 Elsevier Ltd. All rights reserved. Typeset by .Af i .~-~( 
doi:10.1016/j.camwa.2004.08.014 
1734 S. DUTTA et a~. 
Keywords - -E r ror  comparison, Contact error, Front tracking, Shock capturing, Spherical simula- 
tion, Mesh refinement. 
!. INTRODUCTION 
Spherical explosions anti implosions arise in a variety of physical systems, including supernova 
and inertial confinement fusion, and are of considerable importance to science and technology. 
Though the spherical explosion problem was first investigated by Taylor [5] and Sedov [6] more 
than fifty years ago, most  research has focused on one space dimensional blast wave problems, 
such as Zeldovich and Raizer [7], Oppenhe imet  al. [8,9], Von  Neumann and Goldstein [i0], 
and Brode [11,12]. Two-dimensional  calculations were carried out following the development of 
computers and models. In the model ing of exploding stars, one may refer to the works of Hachisu 
et al. [13], Muller et al. [14], and Chevalier et al. [15]. Exper iments of relevance to supernovae 
were performed using laser radiation to explode a hemispherical capsule [i]. On  the numerical 
side, many advances have been made,  Kuh l  [16] on spherical blast wave explosion, Drake et al. [I] 
on supernova, G l imm et al. [4] on spherical implosions. 
Most  of the examples cited in the previous paragraph feature the refraction of an imploding 
or exploding shock wave at a material interface. Accurate numerical simulations of such shock 
refractions in spherical geometry can be difficult. First, when a shock implodes, a pressure 
singularity is generated as the wave is reflected at the origin. Second, since the source term is 
0(l/r) ,  the numerical error is sensitive when r --* 0 and special treatment may be needed to 
avoid numerical instability. Third~ asymmetry in axisymmetric flow [4] imposes an additional 
instability on the simulation. Finally, mesh orientation effects require a fine computational grid, 
which is a challenge due to limited computational resources. Other factors such as strong shock 
waves (Mach number >_ 10) and high density ratios increase the numerical error. It suffices to 
say that effective and robust numerical methods are needed to control the solution error for such 
complex problems. 
Here we analyze numerical error associated with contact discontinuity fronts. We demonstrate 
that solution error can be significantly reduced by tracking the contact interface, i.e., for a 
given error tolerance tracking reduces the mesh size needed to achieve the given error bound 
as compared to wave capturing. The numerical method we use is implemented in the code 
FronTier [17-19]. Since FronTier implements explicit interface tracking on top of finite volume 
conservative differencing, it is an ideal test code for the determination of the effectiveness ofwave 
tracking. The same calculation can be performed using the identical shock capturing scheme, the 
only difference being the treatment of the tracked interfaces. For an application of this code to 
axisymmetric flows, see [3]. A code validation was carried out by comparison with experiment, 
see [I]. 
Adaptive mesh  refinement (AMR)  can also be used to reduce computational time, and in this 
regard, we  make two comments.  First, in typical problems, AMR codes spend the bulk of their 
time on the finest grid level, so the reduction of the fine grid effect is exactly what  is studied 
here. Second, AMR can be used in conjunction with front tracking. A current development effort 
is underway to allow this. We do not propose front tracking as a substitute for AMR but as an 
addition to it. Even  in this case, the present study design allows the cleanest comparison of 
tracking verses capturing interfaces. 
Interface treatment commonly  uses one of four basic schemes, explicit tracking as described 
below, level set methods  that propagate fronts by evolving a level set function whose zero set 
corresponds to the front location at a given time [20,21], vo lume of fluid methods  or interface 
reconstruction methods  that evolve the mass fractions of constitutive species within a computa-  
tional cell [22-24], and mixed cell methods  that treat the multiple fluid components  within a cell 
as a composite mixture. A key goal of each of these methods  is the treatment of the thermody- 
namics of a mixture of materials within a computational cell. Direct interface treatments, like 
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explicit front tracking or level sets, maintMn an explicit representation f the interface, either 
as a geometric front or a level set function, and treat the individual fluid species as separate 
quantities (densities, temperatures, and tangential velocities) that are in equilibrium (pressure 
and normal velocity) across the interface. Volume of fluid methods only maintain the fractional 
mass or volumes of the species and reconstruct interface positions based on conservation of mass 
and geometric ontinuity of the reconstructed interfaces. Once the interface is reconstructed the 
thermodynamics of the individual fluid species are again treated separately as in the explicit 
front tracking or level set method. Mixed cell treatments on the other hand try to compute 
average thermodynamics of the fluid composite based on a variety of constitutive models for the 
mixture, most commonly by assuming pressure, temperature, and velocity equilibrium between 
the individual fluids in the mixture, i.e., that the mixture occurs at a molecular level. All of these 
methods have their respective advantages and disadvantages. It is beyond the scope of this article 
to attempt a detailed comparison between these various schemes. For simplicity we will assume 
that both fluids in our simulations are perfect gases with the same gamma so that the thermody- 
namics of the mixture does not require special treatment. In particular this means that contact 
discontinuities are simply density and shear flow interfaces. This simplifying assumption makes 
it possible to directly measure the effect of interface tracking on controlling mass and vorticity 
diffusion without the complicating issues associated with the interface treatment algorithm. A 
detailed comparison between these different interface methods would be extremely valuable and 
is a very appropriate topic for a future investigation. 
Explicit front tracking is an adaptive computational method where a lower dimensional moving 
grid is fit to and follows the evolution of the tracked waves in a flow. The discrete solution 
is represented on a composite grid consisting of a volume grid (as currently implemented, a 
rectangular spatial mesh), overlaid by a codimension one grid corresponding to the tracked fronts. 
In two space dimensions the front grid consists of a set of piecewise linear curves, the endpoints 
of which are the interface points. Flow state values are associated with the volume grid centers 
(most easily, but not quite accurately, interpreted in the finite volume sense as cell averages) and 
bivalued states at the interface points corresponding to the limiting value of the ftow on either side 
of the interface. Physically the front point state values can be interpreted as states describing the 
mass, momentum, and energy fluxes across the interface. This discrete flow representation is then 
extended to the whole computational domain by interpolation. The interpolant is constrained so 
that no interpolation across fronts occurs, thus maintaining a sharp (and usually discontinuous) 
jump of the flow state at the tracked fronts. The interpolant allows the evaluation of the fluid 
flow state at arbitrary locations and is used in the point propagation algorithm described below. 
The interface geometry at a tracked point is represented by a tangent and normal direction. 
The most elementary way to compute these directions is to use the secant vector connecting 
the neighbors of a point to approximate the tangent vector and to form the normal vector by 
rotating the secant vector by 90 degrees. The front propagation algorithm updates the position 
and state values at each interface point. The current algorithm uses directional splitting to divide 
the propagation i to two one-dimensional steps in the normal (the normal step) and tangential 
(tangential step) directions at each interface point. Propagation in the normal direction is a 
nonlocal Riemann problem that couples the flow state on the front with the flow state near the 
front. See [25] for the details of the normal step algorithm. The solution to the normal step 
yields time updated state values and a propagation velocity at a point. This velocity is used 
to move the point to its time updated position. The normal step algorithm uses solutions to 
Riemann problems to predict he velocity of the front, followed by the method of characteristics 
to couple the flow state on the front to the flow near the front. The method of characteristics also 
incorporates higher order corrections to the point velocity due to gradients in the off front flow. 
The tangential step algorithm assumes that the tangential f ow field is smooth on either side of 
the front and updates the tangential components of the flow state using one of a variety" of finite 
difference schemes for the tangential projection of the flow equations. ~The time update of the 
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states on the off front vo lume grid uses shock capturing (usually a directionaily split extension of 
the same method used for the tangential update) with the front data serving as internal boundary  
conditions. In particular we  do not perform finite differencing across tracked fronts. By  tracking 
discontinuous waves one can explicitly include jumps  across waves and keep discontinuities sharp, 
thus eliminating numerical diffusion across tracked fronts that would otherwise occur in a finite- 
difference method.  This statement applies in particular to mass  diffusion and interracial vorticity, 
a leading contributor to numerical dissipation. In addition, nonlinear instability and postshock 
oscillations, common to all higher-order shock capturing schemes, are reduced at the tracked 
fronts. Also, as ment ioned above, tracking allows the material properties of fluids to be computed  
from their separate equations of state rather than from mixed material composite treatments. 
The  tracked and untracked computations we use for comparison use the same finite difference 
solver for the vo lume grid and only differ in their treatment of the interface (explicit vs. none). 
This paper is organized as follows. In Section 2, the simulation set-up and physical parameters 
used for the spherical explosions and implosions are described. Section 3 defines the LI measure of 
the solution error for both the computational domain  and the contact region. It is observed that 
error near the contact is the main  component  of the total error. A principal conclusion is that, 
for a given error tolerance, tracking can reduce the mesh  size needed to achieve that tolerance 
by as much as a factor of eight per spatial direction from the corresponding simulation without 
tracking. In Section 4~ we report a more  detailed description of the spatial error distribution. We 
explain the spread of error near the contact region by the discrepancy of contact locations in ID  
and 2D simulations caused by a timing error in the tracked simulation and by mass  diffusion in 
the untracked case. We also show that the north pole effect [4] contributes to this spread. 
2. SPHERICAL  SHOCK REFRACTION 
Figure 1 shows FronTier simulations of axisymmetric flows in supernova nd turbulent fluid 
mixing. These figures illustrate a type of application where interface treatment may be needed. 
Figure la shows a simulation of a spherically divergent shock refraction performed at the National 
Laser Users Facility (NLUF) at the University of Rochester (experiment NLUF2). The picture 
shows an (r, z) cross-sectional density plot for an axisymmetric flow with an open hemisphere 
capsule surrounded by foam. Richtmyer-Meshkov (RM) instability is driven by a strong shock 
generated inside the capsule by laser compression. The shock refracts through the sinusoidally 
perturbed outer surface of the capsule. The interfacial growth rate predicted by the simulation 
agrees with the corresponding experiment; see [1]. Figure lb shows a cross-sectional view of 
the mixing layer generated by RM instability in a randomly perturbed axisymmetric SF6 sphere 
driven by an imploding shock wave from the air outside the sphere. For further details, see [4], 
where a series of numerical validation issues are addressed. 
The verification of the accuracy of such simulations as described in the previous paragraph 
requires a careful assessment of the degree to which the numerical solution faithfully represents 
a mathematical solution to the flow equations being modeled. A critical component of such 
a verification is to establish some sort of measure of the solution error as a function of the 
computational mesh, usually in terms of the convergence of the solution as the mesh is refined. 
This can be an exceedingly hard process, even for two-dimensional flows, when one is dealing 
with problems that include strong shocks and unstable interfaces. The absence of length scales in 
the inviscid approximation leads to fractal type behavior in the interface as the mesh is refined, 
producing additional structures on length scales determined by the numerical mesh. For such 
problems pointwise convergence of the solution with respect o mesh refinement is unlikely, and 
one must seek to estimate convergence in some average sense, as the L1 measures discussed below. 
Even in two space dimensions, computing fine grid fiducial solutions to use in error estimation 
can be extremely computationally expensive, requiring anywhere from hours to even days or 
weeks to compute a single run. The situation in three space dimensional f ows is even worse, 
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(a) FronTier simulation of the spherically diver- 
gent NLUF 2 experiment. 
(b) Cross-sectional view of the growth of insta- 
bility in a randomly perturbed axisymmetric SF6 
sphere driven by an imploding shock wave in air 
outside the sphere. 
Figure 1. 
where it is not unknown for computation run times to be measured in CPU years on parallel 
supercomputers, with actual runs times (wall clock) taking many months to complete. As a first 
step in proceeding with this verification process, we will focus on the relatively simple (but still 
quite nontrivial) problem of measuring the effect that front tracking has on the solution error 
for a mathematically one-dimensional problem computed using a two-dimensional flow solver. A 
big advantage here is that the solution fiducial can be computed using a one-dimensional solver 
where much finer grid simulations can be solved in a relatively short time (minutes to hours 
compared to days or weeks). Another advantage is that the one-dimensional solutions will not 
be subject to numerical 2D instability and thus can be used to measure the effect of such grid 
generated instability on the error in a two-dimensional run. 
The above simulations, as well as those discussed below, are based on numerical solutions 
to the Euler equations that describe the conservation of mass, momentum, and energy for a 
compressible fluid 
p~ + v .  (pv) + pu = o, 
r 
(pv)t + V.  (pv ® v) + VP  + c~ puv = pg, 
(pE)t  + V " pv  E+ + a = pv . g, 
r 
(1) 
where p is the mass density, v the fluid velocity, P the thermodynamic pressure, E = e+(1 /2)v .v  
the specific total energy, and e the specific internal energy. The variables p, P,  and e are related 
by a thermodynamic equation of state P = P(p,  e). For simplicity we assume a perfect gas 
equation of state P = (~/ -  1)pc, with 7 > 1. Specifically, the simulations hown below use the 
value 7 = 5/3. The body force per unit mass, g, is taken as zero for the present discussion. 
The geometry parameter c~ has the value zero for three-dimensional flows, as well as one- and 
two-dimensional s ab symmetry. For axisymmetric flow c~ = 1, while a -- 2 for one-dimensional 
spherical symmetry. For spherical symmetry, u is the radial component of velocity and r is the 
distance from a point to the origin. For axisymmetry, u is the radial component of the projection 
of the fluid velocity into the x-y  plane and r is the distance of a point from the z-axis. 
Our error analysis is carried out for an unperturbed interface since this case admits an easily 
understood exact solution that can be obtained by solving a one-dimensional spherical problem on 
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a fine mesh. We consider two cases, a dense ball of material impacted by an imploding shock, and 
a light shell accelerated by an exploding shock. Illustrations of the complete setup specifications 
are given in Figure 2. The  states behind the shock waves are determined from the state ahead 
of the wave and the Rankine-Hugoniot conditions. For 7-1aw gases the pressure, velocity, and 
density of the states behind the shock waves are computed  by the formula.s 
P= Po (1 + (1 s_  1)), 
v~ = ± (1 -  #2) c~, (M - M- i )  , and 
pc~M 2 
; = (i + (M2 _ i))' 
where the subscript a indicates the flow state ahead of the shock, and the radial component  
of velocity is positive or negative depending on whether the shock is exploding or imploding, 
respectively. These formulas assume perfect (i.e., 7-1aw) gases, Iz 2 = (7 - i)/(7 + I), and c2~ = 
7P~/pa is the sound speed of the fluid ahead of the shock. A reflecting boundary  condition is 
used at the r = 0 axis and flow-through boundary  conditions are applied at r = Rma×. In both 
the imploding and exploding eases the density ratio across the initial[ contact discontinuity is 
Z=O.15cm 
Z=0 
Z=0.  
R=O R=0.15  cm R=O 
F igure  2. In i t ia l i zat ion conf igurat ion .  The  velocit ies axe all rad ia l ly  d i rected  towards  
f rom the  or ig in and  the  mater ia l s  are  mode led  as per fect  gases w i th  7 = 5/3 .  
R=0.15  crn 
0.09 
0.08 
0.07 
0.06 
0.05 
0,04 
0.03 
Cgntl+l R+ioo - -  
Imp lod ing  F ront  
0.05 0+1 0.15 0+2 0.25 0,3 0.35 0.4 
time (msee) 
i B i i 
Contact Region 
0.12 
OA1 
O.l 
0.09 
i 
~ 0.08 
0.07 
0.06 
0.05 
0.45 O 0.1 0.2 0,3 0.4 0,5 0,6 
time (msee) 
F igure  3. Pos i t ions  of the  contact  d iscont inu i ty  for 1D spher ica l  implos ion  and  ex- 
plosion. The  vert ica l  l ines show the  w idth  of the  region where  the  inter face local ized 
errors  are  ca lcu lated.  
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20-to-1 with an initial shock Mach number of 10. The imploding problem is a step up problem 
where the shock refracts from the light outer shell into the dense core, while the exploding case 
is a step down problem in which the exploding shock refracts from the dense inner sphere into 
the lighter outer shell. 
Figure 3 shows the contact front position for both the imploding and exploding cases as a 
function of time. These curves were computed from the 1D spherically symmetric solution used 
as our fiducial for computing the solution error in the 2D eases. 
Density piots for the two-dimensional unperturbed cases are shown in Figures 4 and 5 for 
simulations both with and without explicit interface tracking. The density fields are represented 
as raised surface plots over the computational domain. Contours of density are shown in the 
plane below the surfaces. The images in Figure 4 show (from left to right) the evolution of the 
density field at: initialization (t = 0), after the first refraction of the imploding shock by the 
contact interface (t = 0.16), and after a second refraction (reshock) when the transmitted shock 
produced by the first refraction and reflected at the origin subsequently refracts again at the 
material interface (t = 0.4). It is immediately apparent that mass diffusion in the captured or 
untracked interface case has substantially affected the contact interface in the implosion case 
shown in Figure 4. Note that while the contours in the tracked ease are closely packed near the 
interface discontinuity, those from the untracked case are much more spread out. The surface 
graphs also show that the magnitude of the density near the interface is affected by the tracking 
method. Explicit front tracking yields a very sharp interface (by construction) and the height 
of the density surface behind the front indicates that there is perhaps as much as 10%-20% 
greater compression behind the main contact front when tracking is used than for its untracked 
counterpart. This difference can be very important in applications where the hydrodynamics 
is coupled to other physical mechanisms such as radiation diffusion as occurs in astrophysical 
models of stars and supernovas. The density field for the explosion simulation shown in Figure 5 
seems to be less sensitive to tracking. The images how tracked and untracked simulations of the 
Tracked Waves Time 0 
* , , , . . . .  
10 
-5 
0 
0.t 0 z 
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R 
Figure 4. Density plots for a spherical 
interface. The grid size is 200 × 200. 
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Figure 5. Density plots for a spherical explosion simulation with an unperturbed 
interface. The grid size is 200 x 200. 
evolution of a contact impacted by an expanding shock wave, at initialization on the left, and 
after the shock refracts through the interface on the right. The interface is much sharper when 
tracking is used, but otherwise the density field behind the main contact appears qualitatively 
similar both with and without tracking. Quantitative measures of the effect of tracking on both 
the implosion and explosion simulations are the topic of the next section. 
3. L1-ERROR COMPARISON OF TRACKED 
AND UNTRACKED SIMULATIONS 
Suppose Ph (x, t) is the discrete density field from a simulation (as, for example, computed on a 
fixed size Eulerian mesh with grid size measured by h) and pf (x, t) is a fiducial solution density. 
In practice fiducial solutions can be computed in a variety of ways. When possible, one might 
use an exact analytic solution, or, as in our case, if the exact solution is known to be rotationally 
invariant (spherically symmetric) one can compute a solution using a one-dimensional calculation 
with a very fine grid and then create the corresponding multidimensional fidueial by rotating the 
one-dimensional solution about the axis or point of symmetry. More generally, fiducials might 
simply be formed by conducting extremely fine resolution computations on the same solution 
geometry. For code validation, the fiducials might even be calculated from direct measurements 
of appropriate xperiments. In any case, once an appropriate fidueial solution is selected, we 
define the time dependent Ll-error on the computational domain f~ as 
Ib~ - p~IIL,(~) = 2 tph(x,t) - pAx, C)[ dx. 
For the simulations described in this paper, the computational domain is given by f~ = {x : 
< Rmax}. We are also interested in the solution error in a neighborhood of the main 
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fronts, and so we define the localized time dependent contact error by 
c = fa tph(x,t) -pI(x,t)[dx,  Ilph - PSl IL I(t)  o(~) 
where f/c (t) is a moving ring-shaped neighborhood centered about the fiducial solution contact 
position with a width that is 5% of the maximM radius -Rmax of the computational domain. The 
choice of the 5% cutoff is somewhat arbitrary and was based on a region that approximately con- 
tains the spread of the contact discontinuity due to either numerical diffusion or two-dimensionM 
timing discrepancies in the tracked wave position. Since we are assuming axisymmetry for our 
flow, the above two integrals can be computed by the formulas 
and 
Ilph - pf I/L1 (t) = J~ IPh(~, z, ~) -- pf (r, z, t) l~ d~ dz, 
f _ c = Ja Iph(r,z,t) -ps(r,z,t)[rdrdz. IIp~ PJ t lL I ( t )  c(=) 
where r 2 = x 2 + y2 is the distance from the point x = (x, y, z) to the z-axis. We define the total 
solution Ll-error and the total contact localized Ll-error over the range 0 < t < T as 
T T 
']flh -- PfHLI(LI) = J~o '[flh -- flfHLl(t) dt = fo fa 'ph(x't) - pf(x't)[ dxdt' 
and 
T T 
[[flh--PfllCLI(L1) = fO I[flh--flfll~Ll(t)dt= fo /a [ f lh(X,t) -pf(x,t ) [dxdt,  c(t) 
respectively. Again, since we assume axisymmetric flow, these space-time integrals can be com- 
puted by the formulas 
T 
[IPh--PIt[LI(L1) = fO0 ~ Iph(r'z't)-pf(r'z't)lrdrdzdt' 
and 
T 
_ c =~o f~ [ph(r ,z , t ) -py(r ,z , t ) [ rdrdzdt .  ItPh PslIL~(L,) o(~) 
Table 1. Comparison of the dimensionless contact error and the dimensionless to- 
tal L1 error for tracked and untracked simulations. The reduction column is the 
percentage r duction from the untracked contact error to the tracked contact error, 
defined as the difference of these two quantities divided by the untracked contact 
error times 100. The percentage number in parentheses is the percentage of contact 
error as a contribution to the total error. 
Geometry Mesh 
Imploding 100 
Imploding 200 
Imploding 400 
Imploding 800 
Exploding 100 
Exploding 200 
Exploding 400 
Exploding 800 
102× Contact Error 102 × Total Error 
Tracked Untracked Reduction Tracked Untracked 
0.63 (25%) 4.11 (77%) 85% 2.50 5.32 
0.41 (24%) 2.70 (66%) 85% 1.73 4.10 
0.28 (23%) 1.67 (54%) 83% 1.24 3.12 
0.1s (19%) 0.99 (41%) s2% 0.93 2.41 
0.40 (40%) 1.12 (80%) 64% 0.99 1.40 
0.30 (43%) 0.71 (70%) 58% 0.69 1.02 
0.21 (46%) 0.41 (59%) 49% 0.46 0.69 
0.13 (39%) 0.25 (52%) 48% 0.33 0.48 
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(a) Implosion case. 
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(b) Explos ion case. 
F igure 6. Dimensionless t ime-dependent  contact  error• Compar ison  of t racked and 
untracked s imulat ions using various grid sizes. 
We normal i ze  the  above  er ror  measures  in to  d imens ion less  quant i t ies  as  fo l lows :  le t  PL and PH 
be the  in i t ia l  dens i ty  o f  the  l ight  and ,  respect ive ly ,  the  heavy  f lu id .  For  the  imp los ion  case  
PH = 2grams/cc  is  the  in i t ia l  dens i ty  ins ide  the  contact  ba l l  and  PL = 0 .1grams/cc  is the  
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unshocked ensity outside the ball, while for the explosion case, PH = 2 grams/cc is the unshocked 
initial density inside the ball and PL : 0.1 grams/cc is the density outside the ball. The time- 
dependent errors are then normalized by dividing them by the factor 3 Rmax(PL -}-pH)/2 and the  
time-integrated rrors are divided by 3 RmaxT(pL + pH)/2. 
We conducted simulations using grid sizes of 100 x 100, 200 x 200, 400 x 400, 800 x 800 forboth 
imploding and exploding problem setups with and without tracking. The dimensionless time- 
integrated errors for these cases are listed in Table 1, and dimensionless time-dependent contact 
errors are plotted in Figure 6. From the fourth column of Table 1 we see that the localized contact 
error is a major component of the untracked total error, ranging from about 77% of the total error 
in the coarser grid solution for the implosion problem to about 41% for the finest grid implosion 
case. This decrease in the contribution of localized contact error to the total error with mesh 
refinement is an indication that the untracked cases are in fact converging towards the tracked 
case as we use increasing more mesh zones. The contribution of the localized contact error to the 
total error for the tracked implosion case remains relatively fiat with mesh refinement~ ranging 
from about 25% to 19% as we increase the resolution. We also see that tracking can reduce the 
contact error by as much as 80% in the implosion case and from 50%-60% in the explosion case 
for a fixed grid level. Table 1 shows that for the implosion case the tracked contact error for the 
100 x 100 grid is smaller than the untracked contact error for the 800 × 800 grid. The tracked 
contact error for the 100 x 100 grid is comparable to the untracked contact error for the 400 × 400 
grid for explosions. This trend also holds for the time-dependent contact error as demonstrated 
in Figure 6. For the total time-integrated rror, we find that the tracked error for a 100 x 100 
grid is comparable to the untracked error for a 800 x 800 in the implosion case. We conclude that 
tracking can reduce the mesh size needed to achieve a given tolerance by as much as a factor of 
eight in each space time dimension. 
4. PO INTWISE  ERROR AND 
AZIMUTHAL INTEGRATED ERROR 
The pointwise rror at any cell in a two-dimensional domain is the magnitude of the difference 
between the computed ensity at that cell and the averaged exact density obtained by from a 
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one-dimensional spherically symmetric solution. Figure 7 displays the pointwise rror distribution 
for the tracked and untracked spherical implosion simulations discussed previously. We observe 
that in both the tracked and untracked cases, most of error is located near the contact neigh- 
borhood. Tracking has the effect of greatly reducing the area of the region of significant solution 
error near the contact. Thus, despite the relatively large spikes in pointwise rror near 
density error (grams/ec) 
0.06 - 
0,05 
0.04 
0.03 
0.02 
Captured  F ronts  
m 
o ol ~ i l l  
o 
0 ~  ' I~l l l t  I, . . . . . . . . .  ' . , , . . .  
_.-:iHWlltJ,: ........................... :.A,,. 
:!!!!/ l i;:i 
025 \ - " 
0 0.02 0.(14 
radius (era) 
(a) An untracked implosion simulation. 
density error (grams/cc) 
0.035 f -  
o03 b Tracked  F ronts  
0.025 ~- 
0.02 t- 
0.01 ~- 
o oo5~ t ft 
0 ' . . . .  
0 ~ "  " " J - 
time(msec) 0.2~ . . . ' ~ ,  . . . . . . . . . . . . . . . .  )k 
" 0.1 0 .12  0 .14  
0.4 0 0.02 0.04 0.06 0.08 
radius (cm) 
(b) A tracked simulation. 
Figure 8, Azimuthal  integrated error distribution. The grid size is 200 × 200. 
Error Comparison 1745 
the interface for the tracked case (due primarily to numerical errors in the interface velocity) the 
integrated contact error in a neighborhood of the contact is much smaller when tracking is used 
as compared to the purely captured case as shown by the localized L1 error in Table 1. 
The localization of solution error about the contact interface can be further quantified by 
computing the azimuthal integrated error obtained by integrating the two-dimensional solution 
error over sets of concentric rings centered at the origin. In order to study this quantity, we 
subdivide our computational domain, f~ = {(r, z) : v /~+ z 2 ~ Rma×}, into 50 concentric rings 
~2i -- {(r,z) : ( i -1)Rmax/50 < V /~+Z 2 _ iRm~x/50}, i = 1,2, . . . ,50, and compute the 
azimuthal integrated error over fti as 
IIp  - = A Iph( ,z,t) - p ( r , z , t ) [ rd rdz .  
i 
The azimuthal integrated errors for different imes are plotted in Figure 8. We see from this figure 
that in both the tracked and untracked cases, solution error peaks near the interface position. 
However, we observe a much larger error spread across the untracked contact region than for the 
corresponding tracked simulation. 
The additional spread in the azimuthally integrated error is associated with at least two causes. 
The first is the expected radial diffusion of the contact front as would be seen in the corresponding 
one-dimensional spherically symmetric untracked calculation, and the second is closely related 
to the grid orientation effect of the rectangular computational grid on the spherically symmetric 
flow. This effect is especially significant in simulations of circularly oriented flows represented on 
rectangular grids, as discussed here. An indication of the grid orientation effect can be visualized 
by plotting the density field as a function of the azimuthal angle, which in the axisymmetric two- 
dimensional (r, z) coordinate system used here, corresponds to plots of solution error verses r
along rays emanating from the origin. Two such graphs, taken along the 45 ° and 90 ° directions 
in the (r, z) coordinate system, are shown in Figure 9. In both cases we see that the untracked 
contact region is smeared out over several mesh blocks while the density jump remains sharp 
across the contact in the tracked simulation. The grid orientation effect is indicated by the 
differences in the density profiles for the two rays. For the tracked cases, the 45 ° and 90 ° cross 
sections are quite similar, with a slightly smaller density peak behind the imploding contact 
for the 45 ° cross section. The untracked run, however, shows a markedly small density peak 
behind the contact for the 45 ° cross section than for the corresponding 90 ° ray. This azimuthal 
discrepancy is seeded by the discretization of the initial contact onto the rectangular grid, in 
which the theoretically circular interface is replaced by a stair-stepped iscretization. Once 
installed, these stair steps act as high frequency perturbations of the initial interface, which 
will be subject to Richtmyer-Meshkov instability when the shock refracts through the perturbed 
interface. These perturbations are further modified by the axisymmetric assumption for the 
flow geometry. When visualized in three space dimensions we see that ridges produced by the 
imprinting of the mesh on the interface translate into three-dimensional ripples on the sphere 
obtained by rotating the initial interface about the z-axis. Furthermore ripples near the "north 
pole" of the sphere have a much smaller volume when rotated about the z-axis than those 
nearer to the sphere's equator. This means that the perturbations are not uniform in azimuthal 
angle. This effect is particularly significant in the case of finite amplitude spherical perturbations 
for axisymmetric implosions or explosions [4]. In our case, the simulations were deliberately 
terminated long before the two-dimensional instabilities became manifest, but they do play a 
secondary role in the spread of solution error at the contact front. We conclude that at early 
times the error spread in the untracked case is mainly caused by mass diffusion while the error 
spread in the tracked simulation is much smaller and is introduced by the azimuthal asymmetry, 
but that longer running simulations would be subject to considerable rror spread due to the 
combination of mesh imprinting and Richtmyer-Meshkov instability. 
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5. CONCLUSIONS 
In this paper, we  report a detailed quantitative comparison of errors in spherical implosion and 
explosion simulations by tracked and untracked methods. Our  ma in  results can be summar ized  
as follows. 
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(1) The error in the neighborhood of the untracked contact interface is the main contribution 
to the total error. Tracking the contact can effectively reduce both the contact error and 
the total error by a significant factor. 
(2) For a given contact error tolerance, the mesh size needed to achieve a fixed error tolerance 
can be reduced by approximately a factor of eight per spatial dimension (a little less for 
explosions). A factor of 84 -- 4096 fewer space time zones for a three space dimensional 
computation is then required for comparable accuracy. 
(3) The error spread near the contact region is mainly caused by mass diffusion in the un- 
tracked simulation. This spread is much smaller in the tracked simulation, where it is 
mainly associated with azimuthal loss of spherical symmetry. 
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