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Abstract
A breakthrough took place in the von Neumann algebra theory when the Tomita-
Takesaki theory was established around 1970. Since then, many important issues in the
theory were developed through 1970’s by Araki, Connes, Haagerup, Takesaki and others,
which are already very classics of the von Neumann algebra theory. Nevertheless, it seems
still difficult for beginners to access them, though a few big volumes on the theory are
available.
These lecture notes are delivered as an intensive course in 2019, April at Department of
Mathematical Analysis, Budapest University of Technology and Economics. The course
was aimed at giving a fast track study of those main classics of the theory, from which
people gain an enough background knowledge so that they can consult suitable volumes
when more details are needed.
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1 von Neumann algebras – An overview
The overview1 gives a brief survey on topics of von Neumann algebra theory mostly developed
through 1970’s, many (not all) of which are explained in detail in the main body of these
lecture notes.
1.1 Preliminaries
The set B(H) of all bounded linear operators on a Hilbert spaceH with the inner product 〈·, ·〉
is a vector space with the operator sum a+ b and the scalar multiplication λa (a, b ∈ B(H),
λ ∈ C) and is a Banach space with the operator norm
‖a‖ := sup{‖aξ‖ : ξ ∈ H, ‖ξ‖ ≤ 1}.
Moreover, B(H) becomes a Banach *-algebra with the operator product ab and the adjoint
operation a 7→ a∗. A subspace of B(H) is called a subalgebra if it is closed under the product,
and a *-subalgebra if it is further invariant under the *-operation. In general, operator algebras
mean *-subalgebras of B(H).
The (operator) norm topology, the strong operator topology and the weak operator topol-
ogy are defined on B(H), which are weaker in this order. Since B(H) is the dual Banach
space of the Banach space C1(H) consisting of trace-class operators with the trace-norm, the
weak topology σ(B(H), C1(H)) is also defined on B(H), which is called the σ-weak topology
and particularly important in studies of von Neumann algebras.
We write B(H)sa for the set of all self-adjoint a = a
∗ in B(H). The order a ≤ b for
a, b ∈ B(H)sa means that 〈ξ, aξ〉 ≤ 〈ξ, bξ〉 for all ξ ∈ H, which is a partial order on B(H)sa.
When a net {aα} in B(H)sa is increasing and bounded above, it has the supremum a ∈ B(H)sa
and aα → a strongly; in this case, we write aα ր a.
1.2 Basics of von Neumann algebras
A *-subalgebra of B(H) is called a von Neumann algebra (also W ∗-algebra) if it contains the
identity operator 1 and closed in the weak topology. For S ⊂ B(H), define the commutant
S′ of S by
S′ := {a ∈ B(H) : ab = ba for all b ∈ S},
and also S′′ := (S′)′. For a *-subalgebra M of B(H) with 1 ∈ M , the double commuta-
tion theorem or von Neumann’s density theorem says that the following three conditions are
equivalent:
(i) M is a von Neumann algebra (i.e., weakly closed);
(ii) M is strongly closed;
(iii) M ′′ =M .
From this, the polar decompositions and the spectral decompositions of operators in a von
Neumann algebra M are taken inside M itself, so M contains plenty of projections. Starting
1 This is the English translation of a part of my article in Encyclopedic Dictionary of Mathematics, 4th
edition (in Japanese), Iwanami Publisher, Japan.
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from this theorem (1929), J. von Neumann developed basics (including the classification in
Sec. 1.4) of von Neumann algebra theory in a series of joint papers with F. J. Murray.
C∗-algebras are another major subject of operator algebras, which are faithfully repre-
sented as norm-closed subalgebras of B(H). Sakai [52] gave the abstract characterization of
von Neumann algebras in such a way that a C∗-algebra is isomorphic to a von Neumann alge-
bra if and only if it is the dual Banach space of some Banach space. In this case, the predual
space is unique in a strong sense. The term W ∗-algebra is often used to stress this abstract
(or Hilbert space-free) situation. Although von Neumann algebras are special C∗-algebras,
both categories of operator algebras are quite different theoretically and methodologically.
The Kaplansky density theorem is particularly useful2 in study of von Neumann algebras,
saying that if A is a *-subalgebra A of B(H) containing 1, then {a ∈ A : ‖a‖ ≤ 1} is strongly
dense in {a ∈ A′′ : ‖a‖ ≤ 1}.
Let M,N be von Neumann algebras, and π : M → N be a *-homomorphism. If aα ր a
in M implies π(aα)ր π(a), it is said that π is normal, which is equivalent to the continuity
of π with respect to the σ-weak topologies on M,N . A *-homomorphism π :M → B(K) (K
is a Hilbert space) is called a *-representation (or simply representation). The range π(M)
of a normal representation π is a von Neumann algebra and its kernel is represented as Me
for some central projection e (i.e., a projection in the center Z(M) :=M ∩M ′), so π induces
a *-isomorphism between M(1− e) and π(M). Note that a faithful representation is normal
automatically.
For two Hilbert spaces H1,H2, the tensor product Hilbert space H1 ⊗ H2 is defined by
completing the algebraic (as an complex vector space) of H1,H2 with respect to the inner
product determined by 〈ξ ⊗ ξ2, η1 ⊗ η2〉 = 〈ξ1, η1〉〈ξ2, η2〉 (ξi, ηi ∈ Hi). For any a1 ∈ B(H1)
and a2 ∈ B(H2) the tensor product a1 ⊗ a2 ∈ B(H1 ⊗ H2) is uniquely determined by
(a1 ⊗ a2)(ξ1 ⊗ ξ2) = a1ξ1 ⊗ a2ξ2 (ξi ∈ Hi). For von Neumann algebras Mi ⊂ B(Hi), the
von Neumann algebra generated by {a1 ⊗ a2 : a1 ∈ M1, a2 ∈ M2} is denoted by M1 ⊗M2
and called the tensor product of M1,M2. The commutant theorem
(M1 ⊗M2)
′ =M ′1 ⊗M
′
2
holds for tensor products of von Neumann algebras.
1.3 States, weights, and traces
We write M∗ for the set of all σ-weakly continuous linear functionals on a von Neumann
algebraM , which is a Banach space as a closed subspace of the dual Banach spaceM∗. Then
the dual Banach space of M∗ is isometric to M . In fact, M∗ is a unique Banach space with
this property, so it is called the predual of M . A positive linear functional ϕ on M is in
M∗ if and only if ϕ is normal (i.e., aα ր a =⇒ ϕ(aα) ր ϕ(a)). In particular, a normal
positive linear functional ϕ on M with ϕ(1) = 1 is called a normal state of M . Any ϕ ∈M∗
is represented as a linear combination of normal states.
A functional ϕ : M+ = {a ∈ M : a ≥ 0} → [0,+∞] is called a weight on M if it satisfies,
for all a, b ∈M+ and λ ≥ 0,
• additivity: ϕ(a+ b) = ϕ(a) + ϕ(b),
2 In his book Pedersen wrote “The density theorem is Kaplansky’s great gift to mankind. It can be used
every day, and twice on Sundays.”
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• positive homogeneity: ϕ(λa) = λϕ(a), where 0(+∞) := 0.
A weight ϕ is faithful if ϕ(a) > 0 for all a ∈ M+ \ {0}, and normal if aα ր a =⇒
ϕ(aα) ր ϕ(a). Let Nϕ = {a ∈ M : ϕ(a
∗a) < ∞}, and Mϕ be the linear span of N∗ϕNϕ. If
Mϕ is σ-weakly dense inM , ϕ is said to be semifinite. The weight ϕ extends toMϕ as a linear
functional. Similarly to the GNS construction of a C∗-algebra with respect to a state, the
GNS construction (Hϕ, πϕ, ηϕ) of M with respect to a semifinite normal weight ϕ is defined
as follows: πϕ : M → B(Hϕ) is a normal representation, ηϕ : Nϕ → Hϕ is a linear map,
ηϕ(Nϕ) = Hϕ, 〈ηϕ(a), ηϕ(b)〉 = ϕ(a
∗b) and πϕ(x)ηϕ(a) = ηϕ(xa) for all a, b ∈ Nϕ, x ∈M .
A weight τ satisfying τ(a∗a) = τ(aa∗) for all a ∈M is called a trace. A finite (τ(1) < +∞)
trace τ uniquely extends to M as a linear functional satisfying τ(ab) = τ(ba) (a, b ∈M).
1.4 Classification of von Neumann algebras
The notion of the Murray-von Neumann equivalence on the set Proj(M) of all projections
in a von Neumann algebra M is defined as follows: e, f ∈ Proj(M) is said to be equivalent
(e ∼ f) if there is a v ∈M such that v∗v = e and vv∗ = f . A projection e ∈ Proj(M) is called
an abelian projection if eMe is an abelian algebra, and a finite projection if for f ∈ Proj(M),
e ∼ f ≤ e =⇒ f = e.
The von Neumann algebra M is said to be finite if 1 is a finite projection, and semifinite
if, for every central projection e 6= 0 (i.e., a projection in the center of M), there is a finite
projection f ∈ Proj(M) such that 0 6= f ≤ e. If M has no finite central projection (6= 0),
then M is said to be properly infinite. If M has no finite projection (6= 0), then M is said to
be purely infinite or of type III. A von Neumann algebra M is properly infinite if and only if
M ∼= M ⊗ B(H) for separable Hilbert spaces H, and M is semifinite if and only if M has a
faithful semifinite normal trace.
A von Neumann algebra M is called a factor if the center is trivial (i.e., Z(M) = C1).
The factors are classified into one of the following types:
• type In (n ∈ N) – M is isomorphic to the matrix algebra Mn(C); M is finite and has a
finite abelian projection 6= 0,
• type I∞ – M is isomorphic to B(H) with dimH = ∞; M is properly infinite and has
an abelian projection 6= 0,
• type II1 – M is finite and has no abelian projection 6= 0,
• type II∞ – M is semifinite and properly infinite, and has no abelian projection 6= 0,
• type III – M has no finite projection 6= 0.
A finite factor has a faithful finite normal trace (unique up to positive constants). A factor
of type II∞ is represented as (a factor of type II1) ⊗ B(H). Corresponding to the types of
factors, the quotient set Proj(M)/ ∼ is identified with one of the following:
• type In – {0, 1, . . . , n},
• type I∞ – {0, 1, . . . ,∞},
• type II1 – [0,∞],
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• type III – {0,∞}.
Von Neumann algebras of type I (i.e., a direct sum of factors of type I) is said to be discrete
or atomic. For each type of II1, II∞ and III, there are continuously many non-isomorphic
classes (due to McDuff, Sakai for type II1, see Sec. 1.6 for type III).
Any von Neumann algebra M on a separable Hilbert space H is decomposed into fac-
tors as a direct integral (called von Neumann’s reduction theory) as follows: There exists a
measurable field of factors {M(γ),H(γ)}γ∈Γ on a standard Borel space (Γ, µ) with a finite
measure µ such that
H =
∫ ⊕
Γ
H(γ) dµ, M =
∫ ⊕
Γ
M(γ) dµ, Z(M) =
∫ ⊕
Γ
C1γ dµ (∼= L
∞(Γ, µ)).
Many issues of von Neumann algebras can be reduced to the case of factors by using this
reduction.
1.5 Tomita-Takesaki theory
The study of type III von Neumann algebras was extensively developed in 1970’s, whose start
point is the modular theory constructed by M. Tomita and more developed by M. Takesaki,
so the theory is called the Tomita-Takesaki theory.
Let (Hϕ, πϕ, ηϕ) be the GNS construction of a von Neumann algebra M with respect
to a faithful semifinite normal weight ϕ on M . Define a conjugate-linear operator Sϕ on a
dense subspace ηϕ(Nϕ ∩N
∗
ϕ) by Sϕηϕ(a) := ηϕ(a
∗), which is closable. By taking the polar
decomposition Sϕ = Jϕ∆
1/2
ϕ of the closure of Sϕ, we define a positive self-adjoint operator
∆ϕ called the modular operator, and a conjugate-linear unitary involution Jϕ (J
2
ϕ = 1) called
the modular conjugation. The following two statements are Tomita’s fundamental theorem:
(i) JϕMJϕ =M
′,
(ii) ∆itϕM∆
−it
ϕ =M (t ∈ R),
where M = πϕ(M) with deleting the faithful representation πϕ. By (ii), σ
ϕ
t (a) = ∆
it
ϕa∆
−it
ϕ
(a ∈ M) defines a strongly continuous one-parameter automorphism group on M called the
modular automorphism group associated with ϕ. Takesaki’s theorem says that ϕ satisfies the
the KMS (Kubo-Martin-Schwinger) condition at β = −1 as follows: For every a, b ∈ Nϕ∩N
∗
ϕ,
there exists a bounded continuous function fa,b(z) on β ≤ Im z ≤ 0, analytic in β < Im z ≤ 0,
such that
fa,b(t) = ϕ(aσ
ϕ
t (b)), fa,b(t+ iβ) = ϕ(σ
ϕ
t (b)a) (t ∈ R).
Furthermore, the modular automorphism group σϕt is uniquely determined by this condition
for ϕ. The KMS condition was introduced by Haag-Hugenholtz-Winnink to characterize the
equilibrium states in quantum systems in the C∗-algebraic approach to quantum statistical
mechanics. (In statistical mechanics, β corresponds to the inverse temperature.) The link
between the modular theory and the KMS condition was quite a remarkable occurrence.
1.6 Classification of factors of type III
In the same period of time as the appearance of the Tomita-Takesaki theory, R. T. Powers
showed the existence of continuously many non-isomorphic factors of type III, called the
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Powers factors. Next, H. Araki and E. J. Woods classified the so-called ITPFI factors (also
called the Araki-Woods factors) defined from infinite tensor products of factors of type I.
When an infinite sequence of pairs {Mkn , ϕn} of matrix algebras and states, the ITPFI factor⊗∞
n=1{Mkn , ϕn} is given by making the GNS construction of the infinite tensor product⊗∞
1 Mkn with respect to the tensor state
⊗∞
1 ϕn. In particular, for 0 < λ ≤ 1 consider the
state of M2 defined by ωλ = Tr (Dλ ·), where Dλ =
[ 1
1+λ 0
0 λ1+λ
]
. Then Rλ =
⊗∞
1 {M2, ωλ},
0 < λ < 1, are the Powers factors, which are non-isomorphic factors of type III for different
λ. On the other hand, this infinite tensor product when λ = 1 is the so-called hyperfinite
factor of type II1 (see Sec. 1.8).
Motivated by the idea to reconstruct the Araki-Woods factors by the Tomita-Takesaki the-
ory, A. Connes construct the classification theory of type III factors. To do so, he introduced
the T -set and the S-set of M by
T (M) := {t ∈ R : σϕt ∈ Int(M)} (Int(M) = the inner automorphisms of M),
S(M) :=
⋂
{Sp(∆ϕ) : ϕ is a faithful semifinite normal weight on M},
which are invariants for isomorphism classes of von Neumann algebras. For any two faithful
semifinite normal weights ϕ,ψ on M there exists a unitary cocycle ut = (Dψ : Dϕ)t (∈ M)
with respect to σϕt for which σ
ψ
t (a) = utσ
ϕ
t (a)u
∗
t (a ∈ M , t ∈ R). Therefore, T (M) is a
subgroup of R determined independently of the choice of ϕ. On the other hand, S(M) \ {0}
is a closed subgroup of the multiplicative group R+ (= (0,∞)). A von Neumann algebra M
is semifinite if and only if S(M) = {1}. The factors of type III are classified in terms of the
S-set as
• type III1 – S(M) = {1},
• type IIIλ (0 < λ < 1) – S(M) = {0} ∪ {λ
n : n ∈ Z},
• type III0 – S(M) = {0, 1}.
The T -set of type III1 factors is T (M) = {0}, that of IIIλ factors (0 < λ < 1) is T (M) =
(2π/ log λ)Z, and T (M) of III0 factors is not unique. From the result of Araki-Wood, there
is a unique ITPFI factor for each of type IIIλ (0 < λ < 1) and type III1, and that of type
IIIλ is the Powers factor Rλ. There are continuously many ITPFI factors of type III0.
1.7 Crossed products and type III structure theory
Let α = {αg}g∈G be a continuous action of a locally compact group G on M ⊂ B(H), i.e.,
g ∈ G 7→ αg ∈ Aut(M) is a homomorphism and g 7→ αg(a) is strongly continuous for any
a ∈ M . On the Hilbert space L2(G,H) = L2(G) ⊗H (with respect to the Haar measure on
G), a representation πα of M and a unitary representation λ of G are defined by
(πα(a)ξ)(h) := αh−1(a)ξ(h), (λ(g)ξ)(h) := ξ(g
−1h) (ξ ∈ L2(G,H), g, h ∈ G).
The crossed product M ⋊αG of M by the action α is the von Neumann algebra generated by
πα(M)∪λ(G). When G is abelian, a unitary representation of the dual group Ĝ on L
2(G,H)
is defined by
(µ(p)ξ)(h) := 〈h, p〉ξ(h) (ξ ∈ L2(G,H)).
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Then an action α̂ of Ĝ of M ⋊α G is defined by
α̂p(x) := µ(p)xµ(p)
∗ (x ∈M ⋊α G, p ∈ Ĝ),
which is called the dual action. Takesaki’s duality theorem holds:
(M ⋊α G)⋊α̂ Ĝ ∼= M ⊗B(L
2(G)).
In particular, if M is properly infinite and G satisfies the second axiom of countability, then
(M ⋊α G) ⋊α̂ Ĝ ∼= M holds. This duality theorem was extended to the case of actions
of non-abelian locally compact groups and more general Kac algebras (Hopf algebras with
*-structure).
Connes and Takesaki established the type III structure theory by use of crossed products.
• The structure of type IIIλ factors (Connes): For any factor of type IIIλ (0 < λ < 1),
there exist a factor N of type II∞ and a θ ∈ Aut(N) such that
M ∼= N ⋊θ Z, τ ◦ θ = λτ,
where τ is a faithful semifinite normal trace on N . Moreover, (N , θ) is unique up to
conjugacy.
Connes showed a similar (but a bit more complicated) structure theorem for type III0
factors.
• The structure of type III von Neumann algebras (Takesaki): For any von Neumann al-
gebra of type III, there exist a von Neumann algebra N of type II∞, a faithful semifinite
normal trace τ on N , and a continuous one-parameter action θt on N such that
M ∼= N ⋊θ R, τ ◦ θt = e
−tτ (t ∈ R).
Moreover, (N , θ) is unique up to conjugacy. Note that (N, θ) is realized as N =M⋊σϕR
the crossed product by the modular automorphism group σϕt and the dual action θ = σ̂
ϕ
in Takesaki’s duality.
The above structure theorems give the crossed product decompositions of type III von
Neumann algebras M by Z or R-action of type II von Neumann algebras. Thus, the study of
type III structure may be reduced to that of type II and actions with trace-scaling properties
as τ ◦ θ = λτ and τ ◦ θt = e
−tτ .
When a properly infinite factor M is decomposed as M ∼= N ⋊θ R as above, Connes-
Takesaki introduced the flow of weights of M as
(X,FMt ) := (Z(N), θt|Z(N)),
which is a non-singular ergodic flow and classify the type of M as follows:
• if X is a single point (i.e., N is a factor), then M is of type III1,
• if (X,FMt ) is a translation on [0,− log λ) with a period − log λ, then M is of type IIIλ,
• if (X,FMt ) is aperiodic and not the R-translation, then M is of type III0,
• if (X,FMt ) is the R-translation, then M is semifinite.
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1.8 Classification of AFD factors
Here, assume that a von Neumann algebra M is on a separable Hilbert space, or equiva-
lently, M has the separable predual M∗. If M is generated by an increasing sequence of
finite-dimensional *-subalgebras, then M is said to be hyperfinite or AFD (approximately
finite dimensional). The uniqueness of type II1 AFD factors is an old result of Murray-von
Neumann. ITPFI factors (see Sec. 1.6) is obviously AFD. A von Neumann algebraM ⊂ B(H)
is said to be injective if there exists a norm one projection from B(H) ontoM . Connes (1976)
proved that a von Neumann algebra is AFD if and only if it is injective, and in the same
time, he proved that injective factors of types II1, II∞, IIIλ (0 < λ < 1) are unique for each
type, which are, respectively,
R, R0,1 := R⊗ B(H), Rλ (see Sec. 1.6).
It was also shown that injective factors of type III0 are only Krieger factors, where a Krieger
factor is realized as the crossed product L∞(Ω)⋊T Z by a non-singular ergodic transformation
T acting freely on a Lebesgue space (Ω, µ). This construction is called the group measure
space construction, known since the early stage of von Neumann algebra study. Two Krieger
factors are isomorphic if and only if two transformations are weakly equivalent, i.e., orbit
equivalent (Dye, Krieger). The class of Krieger factors is bigger than that of ITPFI factors.
More general Krieger type construction is known for ergodic action of countable groups and
for ergodic countable equivalence relations (Feldman-Moore).
U. Haagerup (1984) proved the uniqueness of injective factors of type III1, that is, the
III1 ITPFI factor is a unique injective factor of type III1, thus completing the classification
of AFD (= injective) factors. In other words, the conjugacy class of the flow of weights (see
Sec. 1.7) is a complete invariant for injective factors of type III.
Classification of group actions on AFD factors was also well developed. When M is a
factor, the outer period p0(α) and the obstruction γ(α) of α ∈ Aut(M) are defined as follows:
p0(α) is the smallest integer n > 0 such that α
n ∈ Int(M) (p0(α) = 0 if such n does not
exist). Then, for a unitary u ∈ M such that αp0(α)(a) = uau∗, define γ(α) as γ ∈ C
satisfying α(u) = γu, where γ(α) := 1 if p0(α) = 0. Note that γ(α) is a p0(α)th root of
1 (a cohomological quantity). Connes proved around 1985 that (p0(α), γ(α)) is a complete
invariant of outer conjugacy (conjugacy modulo inner automorphisms) for automorphism
of the AFD type II1 factor R. Moreover, for automorphisms of the AFD II∞ factor R0,1,
(p0(α), γ(α),mod(α)) is a complete invariant of outer conjugacy, where the module mod(α)
is the λ > 0 satisfying τ ◦ α = λτ for the trace on R0,1. Since then, there were many studies
on classification of amenable group actions on AFD factors, by Jones, Ocneanu, Takesaki,
and others.
1.9 Standard form and natural positive cone
Let ϕ be a faithful semifinite normal weight on a general von Neumann algebra M . The
closure Pϕ of {∆
1/4
ϕ ηϕ(a) : 0 ≤ a ∈Mϕ} is a self-dual cone of Hϕ, which is called the natural
positive cone of M . The quadruple (M,H, J,P) of a von Neumann algebra M , its faithful
representing Hilbert space H = Hϕ, the conjugate-linear unitary involution J = Jϕ, and the
self-dual cone P = Pϕ satisfies the following properties:
• JMJ ′ =M ′,
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• JcJ = c∗ (c ∈ Z(M)),
• Jξ = ξ (ξ ∈ P),
• aJaJ(P) ⊂ P (a ∈M).
Such a (M,H, J,P) is unique up to unitary equivalence for any M , and it is called the
standard form of M . Theory of standard form obtained independently by Araki, Connes,
and Haagerup is important in studies of von Neumann algebras. The map ξ ∈ P 7→ ωξ =
〈ξ, · ξ〉 ∈M+∗ := {ϕ ∈M∗ : ϕ ≥ 0} is a homeomorphism in the norm topologies and satisfies
‖ξ − η‖2 ≤ ‖ωξ − ωη‖ ≤ ‖ξ − η‖ ‖ξ + η‖ (ξ, η ∈ P).
For any g ∈ Aut(M) there exists a unique unitary ug ∈ B(H) such that ugJ = Jug,
ug(P) = P and g(a) = ugau
∗
g (a ∈ M). The ug is a unitary representation of the group
Aut(M) and satisfies ωugξ = ωξ ◦ g
−1 (g ∈ Aut(M), ξ ∈ P). When M is a semifinite von
Neumann algebra with a faithful semifinite normal trace τ , its standard form is realized as
(M,L2(M, τ), J, L2(M, τ)+), where the Hilbert space L
2(M, τ) is the non-commutative L2-
space with respect to τ (consisting of τ -measurable operators a with τ(a∗a) < +∞), M is
represented on L2(M, τ) by left multiplications, and Ja = a∗ for a ∈ L2(M, τ).
We end the overview with a list of a few standard textbooks on von Neumann algebras.
• R. V. Kadison and J. R. Ringrose, Fundamentals of the theory of operator algebras, I,
II, Academic Press, 1983, 1986.
• G. T. Pedersen, C∗-Algebras and Their Automorphism Groups, Academic Press, 1979.
• S. Sakai, C∗-algebras and W ∗-algebras, Springer-Verlag, 1971.
• S. Straˇtilaˇ and L. Zsido´, Lectures on von Neumann Algebras, Abacus Press, 1979.
• M. Takesaki, Theory of Operator Algebras, I, II, Springer-Verlag, 1979, 2003.
2 Tomita-Takesaki modular theory
After the appearance of Tomita’s unpublished paper on the subject in 1960’s, a readable
monograph was published by Takesaki [57] and a simplified proof was given by van Daele
[66]. Then a proof minimizing the use of unbounded operators was also presented in [49].
Below, following the expositions in [60, 67], we present a proof of Tomita’s theorem in the
Tomita-Takesaki theory of von Neumann algebras, in the setting with a cyclic and separating
vector.
2.1 Tomita’s fundamental theorem
Let M be a von Neumann algebra. We assume that there is a faithful ω ∈ M+∗ , that is
equivalent to that M is σ-finite, i.e., mutually orthogonal projections in M are at most
countable. By making the GNS cyclic representation {πω,Hω,Ω} of M with respect to ω,
we have an isomorphism πω : M → B(Hω) with a cyclic and separating vector Ω ∈ Hω for
πω(M) such that
ω(x) = 〈Ω, πω(x)Ω〉, x ∈M.
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Thus, by identifying M with πω(M), we may assume that M itself is a von Neumann algebra
on H with a cyclic and separating vector Ω for M . Here, Ω is cyclic for M if MΩ = H,
and Ω is separating for M if x ∈ M , xΩ = 0 =⇒ x = 0, equivalently M ′Ω = H. When
M is not σ-finite, the construction of the modular theory is essentially similar to below (but
technically more complicated) with a faithful semifinite normal weight on M based on the
left Hilbert algebra theory.
We begin with the two conjugate-linear operators S0 and F0 with the dense domains
D(S0) =MΩ and D(F0) =M
′Ω defined by
S0xΩ := x
∗Ω, x ∈M,
F0x
′Ω := x′∗Ω, x′ ∈M ′.
For any x ∈M and x′ ∈M ′ note that
〈x′Ω, S0xΩ〉 = 〈x′Ω, x∗Ω〉 = 〈xΩ, x′∗Ω〉 = 〈xΩ, F0x′Ω〉,
which implies that S0 and F0 are closable, F0 ⊂ S
∗
0 and S0 ⊂ F
∗
0 . So we set S := S0 and
F := S∗ = S∗0 , and take the polar decomposition of S as
S = J∆1/2, ∆ := S∗S = FS.
Since the ranges of S and S∗ are dense, it follows that J is a conjugate-linear unitary and ∆
is a non-singular positive self-adjoint operator.
Lemma 2.1. We have:
(i) J = J∗ and J2 = 1.
(ii) ∆ = FS and ∆−1 = SF .
(iii) S = J∆1/2 = ∆−1/2J and F = J∆−1/2 = ∆1/2J .
(iv) ∆−1 = J∆J and J∆it = ∆−itJ for all t ∈ R.
(v) JΩ = Ω and ∆Ω = Ω.
Proof. Since S2 ⊃ S20 = 1MΩ, it is easy to see that S = S
−1, which implies that S = J∆1/2 =
∆−1/2J∗ = J∗J∆−1/2J∗. Therefore, J = J∗ and ∆1/2 = J∆−1/2J∗ so that (i) and (iv) hold.
Since F = ∆1/2J , (ii) and (iii) hold. Moreover, since SΩ = FΩ = Ω, (v) holds as well.
The next theorem is Tomita’s fundamental theorem.
Theorem 2.2 (Tomita). With J and ∆ given above, we have
JMJ =M ′, (2.1)
∆itM∆−it =M, t ∈ R. (2.2)
Definition 2.3. The operator ∆ is called the modular operator with respect to Ω (or ω),
and J is called the modular conjugation with respect to Ω (or ω). By (2.2) the one-parameter
automorphism group σt = σ
ω
t of M is defined by σ
ω
t (x) := ∆
itx∆−it (x ∈ M , t ∈ R), which
is called the modular automorphism group with respect to Ω (or ω).
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Example 2.4. Consider the simple case where ω = τ is a faithful normal finite trace of M ,
so M is a finite von Neumann algebra of type II1. Since ‖xΩ‖
2 = τ(x∗x) = τ(xx∗) = ‖x∗Ω‖2
for all x ∈ M , S is a conjugate-linear unitary, which means that S = J and ∆ = 1. Hence
(2.2) trivially holds. For every x, y, y1 ∈M note that
JxJyy1Ω = Jxy
∗
1y
∗Ω = yy1x∗Ω = yJxy∗1Ω = yJxJy1Ω
so that JxJy = yJxJ . Hence JMJ ⊂M ′. Moreover, for every x ∈M and x′ ∈M ′ note that
〈xΩ, Jx′Ω〉 = 〈x′Ω, JxΩ〉 = 〈x′Ω, x∗Ω〉 = 〈xΩ, x′∗Ω〉
so that Jx′Ω = x′∗Ω. Hence, similarly to the above, JM ′J ⊂M , so M ′ ⊂ JMJ . Therefore,
(2.1) holds. In this way, Tomita’s theorem in this case is quite easy.
The proof of Theorem 2.2 taken from [67] needs several lemmas as below.
Lemma 2.5. Let λ ∈ C with |λ| = 1 and λ 6= −1. For every x′ ∈M ′ there exists a (unique)
x ∈M such that
x′Ω = (∆ + λ)xΩ, i.e., (∆ + λ)−1x′Ω = xΩ. (2.3)
Hence (∆ + λ)−1M ′Ω ⊂MΩ.
Proof. We may assume that 0 ≤ x′ ≤ 1. Let α := 11+λ ; then α + α = 1. Define ψ,ψx ∈ M∗
for x ∈Msa by
ψ(y) := 〈x′Ω, yΩ〉, ψx(y) := ω(αxy + αyx), y ∈M.
Clearly, 0 ≤ ψ ≤ ω and ψx ∈ M
sa∗ since ψx(y) = ω(αy∗x + αxy∗) = ψx(y∗). Let us first
prove that there exists an x ∈ Msa such that ψ = ψx. Since x ∈ Msa 7→ ψx ∈ M
sa∗ is
σ(M,M∗)-σ(M∗,M)-continuous, it follows that
V := {ψx : x ∈Msa, ‖x‖ ≤ 1}
is σ(M∗,M)-compact and convex in M sa∗ . Now, assume on the contrary that ψ 6∈ V. Then
by the Hahn-Banach separation theorem, there is a y0 ∈Msa such that
ψ(y0) > sup{ψx(y0) : x ∈Msa, ‖x‖ ≤ 1}.
Take the Jordan decomposition y0 := y
+
0 − y
−
0 and let x0 := s(y
+
0 ) − s(y
−
0 ), where s(y
+
0 ) is
the support projection of y+0 . Since ‖x0‖ ≤ 1 and x0y0 = y0x0 = y
+
0 + y
−
0 , we have
ψ(y0) ≤ ψ(y
+
0 + y
−
0 ) ≤ ω((α+ α)x0y0) = ω(αx0y0 + αy0x0) = ψx0(y0) < ψ(y0),
a contradiction. Hence an x ∈Msa with ψ = ψx exists, so for every y ∈M ,
〈x′Ω, yΩ〉 = 〈Ω, αxyΩ〉+ 〈Ω, αyxΩ〉
so that
〈x′Ω− αxΩ, yΩ〉 = 〈y∗Ω, αxΩ〉 = 〈SyΩ, αxΩ〉.
This means that xΩ ∈ D(F ) and
αF (xΩ) = F (αxΩ) = x′Ω− αxΩ.
Since xΩ = x∗Ω = SxΩ, by Lemma 2.1 (ii) we have xΩ ∈ D(∆) and α∆xΩ = x′Ω − αxΩ so
that
x′Ω = (α∆+ α)xΩ =
∆+ λ
1 + λ
xΩ,
which gives (2.3) by replacing 11+λ x with x.
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Lemma 2.6. Let λ ∈ C with |λ| = 1 and λ 6= −1. Assume that x′ ∈ M ′ and x ∈ M satisfy
(2.3). Then for every ξ1, ξ2 ∈ D(∆
1/2) ∩ D(∆−1/2),
〈ξ1, x
′ξ2〉 = 〈∆1/2ξ1, Jx∗J∆−1/2ξ2〉+ λ〈∆−1/2ξ1, Jx∗J∆1/2ξ2〉. (2.4)
Proof. Let x′ ∈M ′ and x ∈M be as stated above. For every y1, y2 ∈M we find that
〈y1Ω, x
′y2Ω〉 = 〈y∗2y1Ω, x
′Ω〉 = 〈y∗2y1Ω,∆xΩ〉+ λ〈y
∗
2y1Ω, xΩ〉
= 〈SxΩ, Sy∗2y1Ω〉+ λ〈y1Ω, y2xΩ〉
= 〈y1x
∗Ω, y2Ω〉+ λ〈y1Ω, y2xΩ〉
= 〈SxSy1Ω, y2Ω〉+ λ〈y1Ω, Sx
∗Sy2Ω〉
= 〈∆−1/2JxJ∆1/2y1Ω, y2Ω〉+ λ〈y1Ω,∆−1/2Jx∗J∆1/2y2Ω〉
thanks to Lemma 2.1 (iii).
Now, assume that y1Ω, y2Ω ∈ (∆ + 1)
−1M ′Ω (⊂ MΩ by (1)). Since M ′Ω = D(F0) ⊂
D(F ) = D(∆−1/2), it follows that y1Ω, y2Ω ∈ D(∆−1/2) and
〈y1Ω, x
′y2Ω〉 = 〈∆1/2y1Ω, Jx∗J∆−1/2y2Ω〉+ λ〈∆−1/2y1Ω, Jx∗J∆1/2y2Ω〉.
Thus, what remains to show is that, for any ξ ∈ D(∆1/2) ∩ D(∆−1/2), there is a sequence
yn ∈M such that
ynΩ ∈ (∆ + 1)
−1M ′Ω, ynΩ→ ξ, ∆1/2ynΩ→ ∆1/2ξ, ∆−1/2ynΩ→ ∆−1/2ξ.
Since ∆−1/2M ′Ω = JFM ′Ω = JF0M ′Ω = JM ′Ω, we see that ∆−1/2M ′Ω is dense in H.
For any ξ ∈ D(∆1/2) ∩ D(∆−1/2), there is a sequence y′n ∈ M ′ such that ∆−1/2y′nΩ →
(∆1/2 +∆−1/2)ξ. By Lemma 2.5 choose yn ∈M such that ynΩ = (∆ + 1)−1y′nΩ. Then
ynΩ =
1
∆1/2 +∆−1/2
∆−1/2y′nΩ −→ ξ,
∆1/2ynΩ =
∆1/2
∆1/2 +∆−1/2
∆−1/2y′nΩ −→ ∆
1/2ξ,
∆−1/2ynΩ =
∆−1/2
∆1/2 +∆−1/2
∆−1/2y′nΩ −→ ∆
−1/2ξ,
as desired.
Lemma 2.7. Let λ = eiθ with −π < θ < π. Assume that x, y ∈ B(H) satisfy
〈ξ1, xξ2〉 = 〈∆
1/2ξ1, y∆
−1/2ξ2〉+ λ〈∆−1/2ξ1, y∆1/2ξ2〉 (2.5)
for all ξ1, ξ2 ∈ D(∆
1/2) ∩ D(∆−1/2). Then
y = i
∫ ∞
−∞
e−θte−iθ/2
eπt + e−πt
∆−itx∆it dt,
where the integral converges in the strong operator topology.
Proof. For each n ∈ N let En be the spectral projection of ∆ corresponding to [n
−1, n]. Define
f(z) :=
eiθz
sinπz
∆−zEnxEn∆z, z ∈ C,
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which is analytic in the operator norm in C except at z = k (k ∈ Z). Note that f has simple
poles at z = k (k ∈ Z). Consider the contour integral along the following closed curve:
✲
✻
0
❄
✻
✲
− 1
2
1
2
−iR
iR
Note that, for R > 0 and −1/2 ≤ s ≤ 1/2,
‖f(s± iR)‖ ≤
2e|θ|R
eπR − e−πR
‖∆−sEn‖ ‖x‖ ‖∆sEn‖ ≤
2e|θ|R
eπR − e−πR
n2‖x‖ −→ 0 (R→∞),
and the residue of f at z = 0 is
lim
z→0
zf(z) =
1
π
EnxEn.
Use the residue theorem and let R→∞ to obtain
1
π
EnxEn =
1
2πi
[∫ ∞
−∞
f
(
it+
1
2
)
i dt−
∫ ∞
−∞
f
(
it−
1
2
)
i dt
]
.
Since
f
(
it±
1
2
)
=
2ieiθ(it±
1
2
)
eiπ(it±
1
2
) − e−iπ(it±
1
2
)
∆−(it±
1
2
)EnxEn∆
it± 1
2
=
±2ie−θte±iθ/2
eπt + e−πt
∆∓1/2En∆−itx∆itEn∆±1/2,
one has
−iEnxEn = ∆
1/2Enx˜En∆
−1/2 + λ∆−1/2Enx˜En∆1/2, (2.6)
where
x˜ :=
∫ ∞
−∞
e−θte−iθ/2
eπt + e−πt
∆itx∆−it dt.
On the other hand, since (2.5) holds for all ξ1, ξ2 ∈ EnH, one has
EnxEn = ∆
1/2EnyEn∆
−1/2 + λ∆−1/2EnyEn∆1/2. (2.7)
It follows from (2.6) and (2.7) that
0 = ∆1/2En(y − ix˜)En∆
−1/2 + λ∆−1/2En(y − ix˜)En∆1/2 (2.8)
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Now, let a and b denote the left and the right multiplication operators by ∆En and
∆−1En, respectively, acting on B(H). Let A be the unital commutative Banach subalgebra
of B(B(H)) generated by a, b. Then (2.8) means that abv = −λv, where v := En(y− ix˜)En ∈
B(H). Assume that v 6= 0; then −λ ∈ σ(ab), the spectrum of ab in A. In view of the Gelfand
transform, we can easily see that σ(ab) ⊂ σ(a)σ(b). Since σ(a), σ(b) ⊂ [0,∞) obviously,
we have −λ ∈ σ(ab) ⊂ [0,∞), contradicting |λ| = 1 with λ 6= −1. Therefore, v = 0, i.e.,
En(y − ix˜)En = 0. Letting n→∞ gives y = ix˜.
Lemma 2.8. Let λ = eiθ with −π < θ < π. Then
∆1/2(∆ + λ)−1 = i
∫ ∞
−∞
e−θte−iθ/2
eπt + e−πt
∆−it dt, (2.9)
where the integral converges in the strong operator topology.
Proof. Apply the proof of Lemma 2.7 to
f(z) :=
eiθz
sinπz
∆−zEn.
Since limz→0 zf(z) = 1π En, one obtains
1
π
En =
1
2πi
[∫ ∞
−∞
f
(
it+
1
2
)
i dt−
∫ ∞
−∞
f
(
it−
1
2
)
i dt
]
,
which is specified as
−iEn =
∫ ∞
−∞
e−θte−iθ/2
eπt + e−πt
(∆1/2 + λ∆−1/2)∆−itEn dt.
Since ∆1/2 + λ∆−1/2 = ∆−1/2(∆ + λ), one has
∆1/2(∆ + λ)−1En = i
(∫ ∞
−∞
e−θte−iθ/2
eπt + e−πt
∆−it dt
)
En.
Letting n→∞ gives (2.9).
Proof of Theorem 2.2. Let x′ ∈M ′ and λ = eiθ with −π < θ < π. By Lemma 2.5 there exists
an x ∈M satisfying (2.3), so by Lemma 2.6, (2.4) holds for all ξ1, ξ2 ∈ D(∆
1/2) ∩D(∆−1/2).
Then by Lemma 2.7 applied to x′, Jx∗J (for x, y), it follows that
Jx∗J = i
∫ ∞
−∞
e−θte−iθ/2
eπt + e−πt
∆−itx′∆it dt. (2.10)
Therefore, for every y′ ∈M ′ we have by (2.3) and (2.10)
y′J∆1/2(∆ + λ)−1x′Ω = y′J∆1/2xΩ = y′x∗Ω = x∗y′Ω
= −ieiθ/2
∫ ∞
−∞
e−θt
eπt + e−πt
J∆−itx′∆itJy′Ω dt.
On the other hand, by Lemma 2.8 we have
y′J∆1/2(∆ + λ)−1x′Ω = −ieiθ/2
∫ ∞
−∞
e−θt
eπt + e−πt
y′J∆−itx′Ω dt.
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Combining the above two identities gives∫ ∞
−∞
e−θt
eπt + e−πt
(
J∆−itx′∆itJy′Ω− y′J∆−itx′Ω
)
dt = 0, −π < θ < π.
Since
z 7−→
∫ ∞
−∞
e−zt
eπt + e−πt
(
J∆−itx′∆itJy′Ω− y′J∆−itx′Ω
)
dt = 0
is analytic in −π < Re z < π as easily verified, it follows from analytic continuation that∫ ∞
−∞
e−ist
eπt + e−πt
(
J∆−itx′∆itJy′Ω− y′J∆−itx′Ω
)
dt = 0, s ∈ R.
The injectivity of the Fourier transform yields
J∆−itx′∆itJy′Ω = y′J∆−itx′Ω, t ∈ R. (2.11)
Now, for every y′1, y
′
2 ∈M
′, using (2.11) twice we have
y′1J∆
−itx′∆itJy′2Ω = y
′
1y
′
2J∆
−itx′Ω = J∆−itx′∆itJy′1y
′
2Ω,
which implies that y′1J∆
−itx′∆itJ = J∆−itx′∆itJy′1 so that J∆
−itx′∆itJ ∈ M ′′ = M . Let-
ting t = 0 gives Jx′J ∈ M . Therefore, JM ′J ⊂ M and so M ′ ⊂ JMJ . Furthermore, for
every x, y ∈M and x′ ∈M ′ we find that
〈x′∗Ω, yJxΩ〉 = 〈y∗Ω, x′JxΩ〉 = 〈y∗Ω, J(Jx′J)xΩ〉
= 〈y∗Ω, JSx∗Jx′∗JΩ〉 (since Jx′J ∈M)
= 〈y∗Ω, FJx∗Jx′∗Ω〉 (by Lemma 2.1 (iii))
= 〈Jx∗Jx′∗Ω, Sy∗Ω〉 = 〈x′∗Ω, JxJyΩ〉.
Therefore,
JxJyΩ = yJxΩ.
For every y1, y2 ∈M we hence have
y1JxJy2Ω = y1y2JxΩ = JxJy1y2Ω,
which implies that JxJ ∈ M ′, so JMJ ⊂ M ′. Thus, (2.1) follows. Moreover, since
J∆−itM ′∆itJ ⊂ M as proved above, we have ∆−itM ′∆it ⊂ JMJ = M ′ and hence M ′ ⊂
∆itM ′∆−it as well. Thus, ∆itM ′∆−it =M ′ and (2.2) follows.
Remark 2.9. From (2.1) note that JMΩ = JMJΩ =M ′Ω and for every x′ ∈M ′,
JS0Jx
′Ω = JS0(Jx′J)Ω = JJx′∗JΩ = x′∗Ω = F0x′Ω
so that F0 = JS0J and hence F0 = JSJ = F = S
∗
0 . In this way, we have the complete
symmetry between S0 and F0. If we start from (M
′,Ω, F0) in place of (M,Ω, S0), then the
modular operator is ∆−1 and the modular conjugation is the same J . A direct proof of
F0 = S
∗
0 without the use of (2.1) is found in e.g., [5, Proposition 2.5.9].
Proposition 2.10. If x ∈M ∩M ′ (the center of M), then
JxJ = x∗, σt(x) = ∆itx∆−it = x, t ∈ R.
Proof. Assume that x ∈M∩M ′; then SxΩ = x∗Ω and Fx∗Ω = xΩ. Hence by Lemma 2.1 (ii),
∆xΩ = FSxΩ = xΩ. Hence, since σt(x)Ω = ∆
itxΩ = xΩ, one has σt(x) = x. Moreover,
since JxJΩ = J∆1/2xΩ = SxΩ = x∗Ω, one has JxJ = x∗.
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2.2 KMS condition
In the rest of the section we present Takesaki’s theorem on the KMS condition of the modular
automorphism group, an important ingredient of the Tomita-Takesaki theory in addition to
Tomita’s theorem. Let αt (t ∈ R) be a one-parameter weakly continuous automorphism
group of M . It is worth noting that αt is automatically strongly* continuous. Indeed, for
any x ∈M and ξ ∈ H,
‖(αt(x)− x)ξ‖
2 = 〈ξ, (αt(x)− x)
∗(αt(x)− x)ξ〉
= 〈ξ, αt(x
∗x)ξ〉 − 〈αt(x)ξ, xξ〉 − 〈xξ, αt(x)ξ〉 + 〈ξ, x∗xξ〉
−→ 0 (t→ 0),
and also ‖(αt(x)
∗ − x∗)ξ‖ → 0 (t→ 0).
For β ∈ R with β 6= 0, if β < 0,
Dβ := {z ∈ C : 0 < Im z < −β}, Dβ := {z ∈ C : 0 ≤ Im z ≤ −β},
and if β > 0, Dβ := {z ∈ C : −β < Im z < 0} and Dβ is similar.
Definition 2.11. A functional ϕ ∈M+∗ is said to satisfy the KMS (Kubo-Martin-Schwinger)
condition with respect to αt at β, or the (αt, β)-KMS condition, if for every x, y ∈ M there
is a bounded continuous function fx,y(z) on Dβ, that is analytic in Dβ, such that
fx,y(t) = ϕ(αt(x)y), fx,y(t− iβ) = ϕ(yαt(x)), t ∈ R.
This condition proposed by Haag, Hugenholtz and Winnink serves as a mathematical
formulation of equilibrium states in the quantum statistical mechanics, which is also de-
fined and more useful in C∗-algebraic dynamical systems (see [6]). To illustrate this, given
a Hamiltonian H ∈ B(H)sa in a finite-dimensional H, consider the Gibbs state ϕ(x) =
Tr e−βHx/Tr e−βH and the corresponding dynamics αt(x) = eitHxe−itH , t ∈ R. For any
x, y ∈ B(H) the entire function fx,y(z) := Tr (e
−βHeizHxe−izHy)/Tr e−βH satisfies
fx,y(t) = Tr (e
−βHeitHxe−itHy)/Tr e−βH = ϕ(αt(x)y),
fx,y(t− iβ) = Tr (e
itHxe−itHe−βHy)/Tr e−βH = ϕ(yαt(x)), t ∈ R,
so that ϕ satisfies the (αt, β)-KMS condition. Moreover, the Gibbs state ϕ is a unique state
satisfying the (αt, β)-KMS condition (an exercise).
The following lemma is another justification for the KMS condition to describe equilibrium
states.
Lemma 2.12. If ϕ ∈M+∗ satisfies the (αt, β)-KMS condition, then ϕ ◦αt = ϕ for all t ∈ R.
Proof. Let x ∈ M . From the KMS condition applied to x and y = 1, the function f(t) =
ϕ(αt(x)) can extend to a bounded continuous function f(z) on Dβ, analytic in Dβ, such that
f(t) = f(t − iβ), t ∈ R. From the Schwarz reflection principle, f can further extend to an
entire function with a period iβ, which is bounded. Hence the Liouville theorem says that f
is a constant function, so f(t) ≡ f(0), i.e., ϕ(αt(x)) = ϕ(x), t ∈ R.
An element x ∈M is said to be αt-analytic (entire) if there is anM -valued entire function
x(z) in the strong* topology such that x(t) = αt(x) for all t ∈ R. In this case, we write αz(x)
for x(z), z ∈ C.
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Lemma 2.13. The set of αt-analytic elements is an αt-invariant subalgebra of M that is
strongly* dense in M . Moreover, if x ∈ M is αt-analytic, then αζ(x) is also αt-analytic for
every ζ ∈ C.
Proof. Write M(α) for the set of αt-analytic elements x ∈ M . If x, y ∈ M(α) with analytic
extensions αz(x) and αz(y), then we have xy, x
∗, αt(x) ∈ M(α) with αz(xy) = αz(x)αz(y),
αz(x
∗) = αz(x)∗ and αz(αt(x)) = αz+t(x). Hence M(α) is an αt-invariant subalgebra of M .
Since αt(αζ(x)) = αt+ζ(x), we have also αζ(x) ∈M(α) with αz(αζ(x)) = αz+ζ(x). To prove
the strong* denseness of M(α), for every x ∈M and n ∈ N define
xn :=
√
n
π
∫ ∞
−∞
e−nt
2
αt(x) dt.
It is easy to verify that xn → x strongly* as n→∞. Moreover, define
xn(z) :=
√
n
π
∫ ∞
−∞
e−n(t−z)
2
αt(x) dt, z ∈ C.
It then follows that xn(z) is entirely analytic in the strong* topology and xn(s) = αs(x) for
all s ∈ R.
Takesaki’s theorem in [57] is the following:
Theorem 2.14 (Takesaki). In the same situation as in Theorem 2.2, the ω satisfies the
(σt,−1)-KMS condition. Furthermore, σ
ω
t is uniquely determined as a weakly continuous
one-parameter automorphism group of M for which ω satisfies the KMS condition at β = −1.
Proof. For any x, y ∈M , since xΩ, yΩ ∈ D(∆1/2), it follows from Theorem A.7 of Appendix A
that ∆−iz/2xΩ and ∆−iz/2yΩ are bounded continuous on 0 ≤ Im z ≤ 1 and analytic in
0 < Im z < 1 in the norm on H. Therefore,
f(z) := 〈∆iz/2xΩ,∆−iz/2yΩ〉
is bounded continuous on 0 ≤ Im z ≤ 1 and analytic in 0 < Im z < 1. For every t ∈ R
compute
f(t) = 〈∆it/2xΩ,∆−it/2yΩ〉 = 〈∆itx∆−itΩ, yΩ〉 (by Lemma 2.1 (v))
= 〈σt(x)Ω, yΩ〉 = ω(σt(x
∗)y),
f(t+ i) = 〈∆1/2∆it/2xΩ,∆−it/2∆1/2yΩ〉 = 〈∆1/2∆itx∆−itΩ,∆1/2yΩ〉
= 〈J∆1/2yΩ, J∆1/2σt(x)Ω〉 = 〈y
∗Ω, σt(x∗)Ω〉 = ω(yσt(x∗)).
Hence ω satisfies the (σt,−1)-KMS condition.
To prove the uniqueness assertion, let αt be a weakly (hence strongly) continuous one-
parameter automorphism group of M such that ω satisfies the (αt,−1)-KMS condition. By
Lemma 2.12, ω is αt-invariant, so one can define UtxΩ := αt(x)Ω for x ∈ M to obtain a
continuous one-parameter unitary group Ut on H such that αt(x) = UtxU
∗
t for all x ∈M and
t ∈ R. Let x ∈M be an αt-analytic element with the analytic extension αz(x), and y ∈M be
a σt-analytic element with σz(y). Define f(z) := ω(αz(x)σz(y)), which is an entire function.
For any s ∈ R let y˜ := σs(y). Since the entire function fx,y˜(z) := ω(αz(x)y˜) satisfies
fx,y˜(t) := ω(αt(x)y˜), fx,y˜(t+ i) := ω(y˜αt(x)), t ∈ R,
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from the (α,−1)-KMS condition of ω, we have ω(αz(x)y˜) = ω(y˜αz−i(x)) for all z ∈ C.
Therefore,
ω(αt(x)σs(y)) = ω(σs(y)αt−i(x)), t, s ∈ R. (2.12)
Similarly, for any s ∈ R let x˜ := αs−i(x). Since the entire function fy,x˜(z) := ω(σz(y)x˜)
satisfies
fy,x˜(t) = ω(σt(y)x˜), fy,x˜(t+ i) = ω(x˜σt(y)), t ∈ R,
from the (σ,−1)-KMS condition of ω, we have ω(σz(y)x˜) = ω(x˜σz−i(y)) for all z ∈ C.
Therefore,
ω(σt(y)αs−i(x)) = ω(αs−i(x)σt−i(y)), t, s ∈ R. (2.13)
Combining (2.12) and (2.13) gives
f(t) = ω(αt(x)σt(y)) = ω(σt(y)αt−i(x))
= ω(αt−i(x)σt−i(y)) = f(t− i), t ∈ R,
that is, f has a period i. From this and the three-lines theorem it follows that f is bounded
on 0 ≤ Im z ≤ 1 and hence bounded on the whole C. By the Liouville theorem, f ≡ f(0)
so that ω(αt(x)σt(y)) = ω(xy) for all t ∈ R. By Lemma 2.13 (applied to αt and σt), this
equality can extend to all x, y ∈M , so we have
〈x∗Ω, U∗t ∆
ityΩ〉 = 〈αt(x
∗)Ω, σt(y)Ω〉 = ω(αt(x)σt(y))
= ω(xy) = 〈x∗Ω, yΩ〉
for all x, y ∈M . Therefore, U∗t ∆it = 1, i.e., Ut = ∆it, which implies that αt = σt.
Definition 2.15. The centralizer of ω is defined as
Mω := {x ∈M : ω(xy) = ω(yx), y ∈M}.
It is obvious that Mω is a subalgebra of M including the center M ∩M
′.
Proposition 2.16. The centralizer Mω coincides with the fixed-point algebra of σ
ω
t , i.e.,
Mω = {x ∈M : σ
ω
t (x) = x, t ∈ R}.
Proof. Let x ∈ M . For every σt-analytic element y ∈ M , the entire function fy,x(z) :=
ω(σz(y)x) satisfies
fy,x(t) = ω(σt(y)x) = ω(yσ−t(x)), fy,x(t+ i) = ω(xσt(y)), t ∈ R,
from ω ◦ σt = ω (by Lemma 2.12) and the (σ,−1)-KMS condition of ω. If σt(x) = x for
all t ∈ R, then fy,x(z) ≡ ω(yx) so that ω(xy) = ω(yx). By Lemma 2.13, x ∈ Mω follows.
Conversely, if x ∈ Mω, then fy,x(t) = fy,x(t+ i) for all t ∈ R so that fy,x ≡ fy,x(0) as in the
proof of Theorem 2.14. Therefore,
〈y∗Ω, σ−t(x)Ω〉 = ω(yσ−t(x)) = ω(yx) = 〈y∗Ω, xΩ〉,
which implies by Lemma 2.13 that σ−t(x) = x for all t ∈ R.
By Proposition 2.16 we see that σt(x) = x for all x ∈M ∩M
′ and t ∈ R, which was shown
in Proposition 2.10. Also, it follows that ω is a trace if and only if σt = id for all t ∈ R.
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3 Standard form
The theory of the standard form of von Neumann algebras was developed, independently, by
Araki [2] and Connes [12] in the case of σ-finite von Neumann algebras, and by Haagerup
[18, 20] in the general case. In this section we present a concise exposition of the theory,
mainly following [18, 20] with certain simplifications in [6, §2.5.4].
3.1 Definition and basic properties
Let M be a σ-finite von Neumann algebra, thus represented on a Hilbert space H with a
cyclic and separating vector Ω, for which we have the modular operator ∆ and the modular
conjugation J , as in Sec. 2. Let j : M → M ′ be the conjugate-linear *-isomorphism defined
by j(x) := JxJ , x ∈M .
Definition 3.1. The natural positive cone P = P♮ in H associated with (M,Ω) is defined by
P := {xj(x)Ω : x ∈M} = {xJxΩ : x ∈M}. (3.1)
In addition, define
P♯ := M+Ω, P
♭ := M ′+Ω.
Theorem 3.2. We have:
(i) P = ∆1/4M+Ω = ∆1/4P♯ = ∆−1/4M ′+Ω = ∆−1/4P♭. In particular, P is a closed cone.
(ii) Jξ = ξ for all ξ ∈ P.
(iii) ∆itP = P for all t ∈ R.
(iv) xj(x)P ⊂ P for all x ∈M .
(v) If f is a positive definite function on R, then f(log∆)P ⊂ P.
(vi) P is self-dual, i.e.,
P = {η ∈ H : 〈ξ, η〉 ≥ 0, ξ ∈ P}.
Proof. (i) Let σt be the modular automorphism group for (M,Ω). write M(σ) for the set of
σ-analytic elements x ∈ M . For every x ∈ M(σ) let y := σi/4(x); then y ∈ M(σ) and x =
σ−i/4(y). Note by Lemma 2.13 and Theorem A.7 that, for any ζ ∈ C, σζ(y)Ω ∈
⋂
z∈CD(∆
z)
and ∆zσζ(y)Ω = σ−iz+ζ(y)Ω. We hence have
xj(x)Ω = σ−i/4(y)Jσ−i/4(y)Ω = σ−i/4(y)Jσ−i/2+i/4(y)Ω
= σ−i/4(y)J∆1/2σi/4(y)Ω = σ−i/4(y)σi/4(y)∗Ω
= σ−i/4(y)σ−i/4(y∗)Ω = σ−i/4(yy∗) = ∆1/4yy∗Ω. (3.2)
This implies by Lemma 2.13 and the Kaplansky density theorem that P ⊂ ∆1/4M+Ω ⊂
∆1/4P♯. Conversely, for every η ∈ P♯, from Lemma 2.13 and the Kaplansky density theorem
again, there is a sequence {yn} in M(σ) such that yny
∗
nΩ→ η. Then Syny
∗
nΩ = yny
∗
nΩ→ η,
so η ∈ D(S) = D(∆1/2) ⊂ D(∆1/4) and Sη = η. Hence
∆1/2yny
∗
nΩ = Jyny
∗
nΩ −→ Jη = ∆
1/2η,
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which implies that
‖∆1/4(yny
∗
nΩ− η)‖
2 = 〈yny
∗
nΩ− η,∆
1/2(yny
∗
nΩ− η)〉 −→ 0.
Letting xn := σ−i/4(yn) we have ∆1/4yny∗nΩ = xnj(xn)Ω similarly to (3.2), so ∆1/4η ∈ P.
Therefore, ∆1/4P♯ ⊂ P, implying P = ∆1/4M+Ω = ∆1/4P♯. When we replace (M,Ω)
with (M ′,Ω), the modular conjugation is the same J and the modular operator is ∆−1 (see
Remark 2.9). Moreover, the natural positive cone is the same P due to (2.1). Therefore,
P = ∆−1/4M ′+Ω = ∆−1/4P♭ as well.
(ii) follows since
Jxj(x)Ω = Jj(x)xΩ = xj(x)Ω, x ∈M.
(iii) follows from (i) and
∆it∆1/4M+Ω = ∆
1/4∆itM+∆
−itΩ = ∆1/4M+Ω.
(iv) For every x, y ∈M ,
xj(x)yj(y)Ω = xyj(x)j(y)Ω = xyj(xy)Ω ∈ P.
(v) Bochner’s theorem says that f has the form f(t) =
∫∞
−∞ e
ist dµ(s) with a finite pos-
itive Borel measure µ on R. We hence write f(log∆) =
∫∞
−∞∆
is dµ(s), which implies that
f(log∆)P ⊂ P by (iii).
Before proving (vi) we give the following lemma.
Lemma 3.3. P♯ and P♭ are mutually the dual cones in H, i.e.,
P♭ = {η ∈ H : 〈ξ, η〉 ≥ 0, ξ ∈ P♯}, P♯ = {η ∈ H : 〈ξ, η〉 ≥ 0, ξ ∈ P♭}.
Proof. Write P♯∨ and P♭∨ for the dual cones of P♯ and P♭, respectively. For every x ∈ M+
and x′ ∈M ′+,
〈xΩ, x′Ω〉 = 〈Ω, x1/2x′x1/2Ω〉 ≥ 0,
which implies that P♭ ⊂ P♯∨ and P♯ ⊂ P♭∨. To prove the converse, let η ∈ P♯∨ and define
an operator T0 :MΩ→H by T0xΩ := xη for x ∈M . Since
〈xΩ, T0xΩ〉 = 〈xΩ, xη〉 = 〈x
∗xΩ, η〉 ≥ 0,
it follows T0 is a densely-defined positive symmetric operator. So one has the Friedrichs
extension (the largest positive self-adjont extension) T of T0 (see [50, §124]). For every
unitary u ∈M , T0uxΩ = uxη = uT0xΩ for x ∈M , which means that u
∗T0u = T0. From the
construction of the Friedrichs extension, it follows that u∗Tu = T for all unitaries u ∈M , so
T is affiliated with M ′. Taking the spectral projection e′n of T corresponding to [0, n], one
has x′n := Te′n ∈M ′+ and x′nΩ→ TΩ = η so that η ∈ P♭. Hence P♭ = P♯∨, and P♯ = P♭∨ is
similar.
Proof of Theorem 3.2 (vi). Since
〈∆1/4xΩ,∆−1/4x′Ω〉 = 〈xΩ, x′Ω〉 ≥ 0, x ∈M, x′ ∈M ′,
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it follows from (i) that 〈ξ, η〉 ≥ 0 for all ξ, η ∈ P. Conversely, assume that η ∈ H and
〈ξ, η〉 ≥ 0 for all ξ ∈ P. For each n ∈ N let fn(t) := e
−t2/2n2 (t ∈ R). Since 0 < fn(log t)ր 1
(nր∞) for every t > 0, we have ηn := fn(log∆)η → η. For any α ∈ R, note that∫ ∞
0
t2α d‖E(t)ηn‖
2 =
∫ ∞
0
t2α exp
(
−
(log t)2
n2
)
d‖E(t)η‖2
=
∫ ∞
0
exp
(
2α log t−
(log t)2
n2
)
d‖E(t)η‖2 < +∞,
where E(·) is the spectral measure of ∆. Therefore, by Theorem A.7, ηn ∈
⋂
z∈CD(∆
z).
Furthermore, it is well-known that fn is a positive definite function on R, so by (v) and
assumption, 〈ξ, ηn〉 = 〈fn(log∆)ξ, η〉 ≥ 0 for all ξ ∈ P. Therefore, for every x ∈ M+, since
∆1/4xΩ ∈ P by (i), we have 〈xΩ,∆1/4ηn〉 = 〈∆
1/4xΩ, ηn〉 ≥ 0. By Lemma 3.3 this implies
that ∆1/4ηn ∈ P
♭. So ηn ∈ ∆
−1/4P♭ ⊂ P by (i). Letting n→∞ gives η ∈ P.
Remark 3.4. The cones P♯ and P♭ were first introduced by Takesaki [57], where Lemma
3.3 was proved. In [2], Araki introduced a one-parameter family of cones V αΩ := ∆
αM+Ω for
α ∈ [0, 1/2]. Note that V 0Ω = P
♯, V
1/4
Ω = P
♮ and V
1/2
Ω = P
♭. In [2] it was shown, among
others, that the dual of V αΩ is V
1
2
−α
Ω .
Summing up the discussions so far with Sec. 2, we conclude that any (σ-finite) von Neu-
mann algebra is faithfully represented on a Hilbert space H with a conjugate-linear involution
J and a self-dual cone P such that
(a) JMJ =M ′ (Theorem 2.2),
(b) JxJ = x∗ for all x ∈M ∩M ′ (Proposition 2.10),
(c) Jξ = ξ for all ξ ∈ P,
(d) xj(x)P ⊂ P for all x ∈M , where j(x) := JxJ .
Definition 3.5. A quadruple (M,H, J,P) satisfying the above conditions (a)–(d) is called a
standard form of a von Neumann algebra M . This is the abstract (or axiomatic) definition,
and we have shown the existence of a standard form for any σ-finite von Neumann algebra.
Example 3.6. (1) Let (X,X , µ) be a σ-finite (or more generally, localizable) measure space.
The commutative von Neumann algebra M = L∞(X,µ) is faithfully represented on the
Hilbert space L2(X,µ) as multiplication operators π(f)ξ := fξ for f ∈ L∞(X,µ) and ξ ∈
L2(X,µ). The standard form of M is
(L∞(X,µ), L2(X,µ), Jξ = ξ, L2(X,µ)+),
where L2(X,µ)+ is the cone of non-negative functions ξ ∈ L
2(X,µ).
(2) LetM = B(H), a factor of type I. Let C2(H) be the space of Hilbert-Schmidt operators
(i.e., a ∈ B(H) with Tr a∗a < +∞), which is a Hilbert space with the Hilbert-Schmidt inner
product 〈a, b〉 := Tr a∗b for a, b ∈ C2(H). Then M = B(H) is faithfully represented on C2(H)
as left multiplication operators π(x)a := xa for x ∈ B(H) and a ∈ C2(H). The standard form
of M is
(B(H), C2(H), J =
∗, C2(H)+),
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where J = ∗ is the adjoint operation and C2(H)+ is the cone of positive a ∈ C2(H). In
this case, note that, for any x ∈ B(H), JxJ is the right multiplication of x∗ on C2(H) and
xj(x)C2(H)+ = xC2(H)+x
∗ ⊂ C2(H)+.
The following gives geometric properties of the cone P.
Proposition 3.7. Let (M,H, J,P) be a standard form. Then:
(1) P is a pointed cone, i.e., P ∩ (−P) = {0}.
(2) If ξ ∈ H and Jξ = ξ, then ξ has a unique decomposition ξ = ξ1− ξ2 with ξ1, ξ2 ∈ P and
ξ1 ⊥ ξ2.
(3) H is linearly spanned by P.
Proof. (1) If ξ ∈ P ∩ (−P), then the self-duality of P implies that 〈ξ,−ξ〉 ≥ 0, hence ξ = 0.
(2) Assume that ξ ∈ H and Jξ = ξ. Since P is a closed convex set in H, there is a unique
ξ1 ∈ P such that
‖ξ1 − ξ‖ = inf{‖η − ξ‖ : η ∈ P}.
Set ξ2 := ξ1−ξ. For any η ∈ P and λ > 0, since ξ1+λη ∈ P, one has ‖ξ1−ξ‖
2 ≤ ‖ξ1+λη−ξ‖
2,
i.e., ‖ξ2‖
2 ≤ ‖ξ2 + λη‖
2 so that
2λRe 〈ξ2, η〉+ λ
2‖η‖2 ≥ 0, λ > 0.
Therefore, Re 〈ξ2, η〉 ≥ 0. Since Jξ2 = Jξ1 − Jξ = ξ2, 〈ξ2, η〉 = 〈Jξ2, Jη〉 = 〈η, ξ2〉 so that
〈ξ2, η〉 ∈ R and 〈ξ2, η〉 ≥ 0 for all η ∈ P. Hence ξ2 ∈ P. Next, show that ξ1 ⊥ ξ2. For any
λ ∈ (0, 1), since (1− λ)ξ1 ∈ P, one has ‖ξ1− ξ‖
2 ≤ ‖(1− λ)ξ1− ξ‖
2, i.e., ‖ξ2‖
2 ≤ ‖ξ2− λξ1‖
2
so that
−2λ〈ξ2, ξ1〉+ λ
2‖ξ1‖
2 ≥ 0, λ ∈ (0, 1).
Therefore, 〈ξ2, ξ1〉 ≤ 0. But 〈ξ2, ξ1〉 ≥ 0 since ξ1, ξ2 ∈ P, hence ξ1 ⊥ ξ2. To show the
uniqueness of the decomposition, besides ξ = ξ1 − ξ2, let ξ = η1 − η2 with η1, η2 ∈ P and
η1 ⊥ η2. Then ξ1 − η1 = ξ2 − η2 and so
‖ξ1 − η1‖
2 = 〈ξ1 − η1, ξ2 − η2〉 = −〈ξ1, η2〉 − 〈η1, ξ2〉 ≤ 0,
implying ξ1 = η1 and ξ2 = η2.
(3) For any η ∈ H, let ξ := (η + Jη)/2 and ξ′ := (η − Jη)/2i; then Jξ = ξ, Jξ′ = ξ′ and
η = ξ + iξ′. By (2), η = (ξ1 − ξ2) + i(ξ3 − ξ4) with ξi ∈ P.
The next proposition is the description of the standard form of a reduced von Neumann
algebra eMe, where e is a projection in M .
Proposition 3.8. Let (M,H, J,P) be a standard form. Let e ∈ M be a projection and set
q := ej(e). Then:
(1) exe 7→ qxq is a *-isomorphism of eMe onto qMq. In particular, e 6= 0 ⇐⇒ q 6= 0.
(2) (qMq, qH, qJq, qP) is a standard form of qMq ∼= eMe.
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Proof. (1) Note that the commutant of eMe on eH is M ′e. As is well-known, the central
support cM ′e(q) of q ∈ M
′e is the projection onto M ′eqeH = eM ′j(e)H. Hence cM ′e(q) =
ecM ′(j(e)), where cM ′(j(e)) is the central support of j(e) ∈ M
′. Since J commutes with
projections in M ∩M ′ (see Proposition 2.10), we have
cM ′(j(e)) = JcM ′(j(e))J ≥ Jj(e)J = e
so that cM ′e(q) = e. This is equivalent to that x ∈ eMe 7→ xq ∈ (eMe)q is a *-isomorphism.
(2) Since Jq = JeJeJ = qJ , J leaves qH invariant. Hence qJ = Jq is a conjugate-linear
involution on qH. Since qP ⊂ P by (d), it is obvious that 〈ξ, η〉 ≥ 0 for all ξ, η ∈ qP. Assume
that η ∈ qH and 〈ξ, η〉 ≥ 0 for all ξ ∈ qP. Then for every ζ ∈ P,
0 ≤ 〈qζ, η〉 = 〈ζ, qη〉 = 〈ζ, η〉
so that η ∈ P and η = qη ∈ qP. Therefore, qP is a self-dual cone in qH. Now we may show
the conditions (a)–(d) for (qMq, qH, qJq, qH).
(a) follows since
(qJ)(qMq)(qJ) = qJMJq = qM ′q = ej(e)(eMe)′ej(e)
= (eMej(e))′ = (qMq)′.
(b) Note that Z(qMq) = Z(eMe)ej(e) = Z(M)ej(e) = Z(M)q, where Z(N) denotes
the center of a von Neumann algebra N . For every z ∈ Z(qMq), writing z = xq for some
x ∈ Z(M) one has
(qJ)z(qJ) = q(JxJ)q = qx∗q = z∗.
(c) For every ξ ∈ P one has qJ(qξ) = qJξ = qξ.
(d) For every x ∈M one has
(qxq)(qJ)(qxq)(qJ)qP = qxqJxJqP = qxej(e)j(x)ej(e)P
= qexej(exe)P ⊂ qP.
Here, let us introduce a few simple notations for later use. For each ξ ∈ H we denote by
ωξ (∈ M
+∗ ) the vector functional x 7→ 〈ξ, xξ〉 on M . We write e(ξ) for the projection onto
M ′ξ. Note that e(ξ) ∈M and e(ξ) = s(ωξ), the support projection of ωξ (an exercise).
Lemma 3.9. Let (M,H, J,P) be a standard form.
(1) If ξ ∈ P, then ξ is cyclic for M if and only if ξ is separating for M .
(2) If M is σ-finite, then there exists a ξ ∈ P that is cyclic and separating for M .
Proof. (1) Let ξ ∈ P. If ξ is cyclic for M , then ξ = Jξ is cyclic for JMJ = M ′, so ξ is
separating for M . The converse is similar.
(2) Take a maximal family (ξk)k∈K of non-zero vectors in P such that e(ξk) (k ∈ K)
are mutually orthogonal. Assume that e := 1 −
∑
k∈K e(ξk) 6= 0. By Proposition 3.8,
q := ej(e) 6= 0 and qP is a self-dual cone in qH, so qP 6= {0}. Since qP ⊂ P, one can choose
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a ξ ∈ P such that ξ = qξ 6= 0, so ξ = eξ. Since eM ′ξ =M ′eξ =M ′ξ, one has e(ξ) ≤ e, which
contradicts the maximality of (ξk)k∈K . Therefore,
∑
k∈K e(ξk) = 1. Since M is σ-finite, the
index set K is at most countable. So we may assume that
∑
k∈K ‖ξk‖
2 < +∞. Now, set
ξ :=
∑
k∈K ξk ∈ P. Since M
′ξk ⊥ M ′ξj (k 6= j) and M ′ = JMJ , we have Mξk ⊥ Mξj
(k 6= j). Hence it follows that ωξ =
∑
k∈K ωξk so that
e(ξ) = s(ωξ) =
∨
k∈K
s(ωξk) =
∨
k∈K
e(ξk) =
∑
k∈K
e(ξk) = 1,
which means that ξ is cyclic for M ′, or equivalently, ξ is separating for M . By (1), ξ is cyclic
and separating for M .
The next proposition says the universality of (J,P) for the choice of a cyclic and separating
vector ξ in P.
Proposition 3.10. Let (M,H, J,P) be a standard form. If ξ ∈ P is cyclic and separating
for M , then
Jξ = J, Pξ = P,
where Jξ is the modular conjugation and Pξ is the natural positive cone associated with (M, ξ).
Proof. Let Sξ be the closure of xξ 7→ x
∗ξ for x ∈ M , and Fξ is the closure of x′ξ 7→ x′∗ξ for
x′ ∈M ′; then Fξ = S∗ξ (see Remark 2.9). For every x ∈M one has
JFξJxξ = JFξ(JxJ)ξ = J(JxJ)
∗ξ = x∗ξ = Sξxξ,
so Sξ ⊂ JFξJ , and Fξ ⊂ JSξJ by a symmetric argument. Hence JSξ = FξJ = (JSξ)
∗, so
JSξ is self-adjoint. Moreover, for every x ∈M one has
〈xξ, JSξxξ〉 = 〈xξ, Jx
∗ξ〉 = 〈ξ, x∗j(x∗)ξ〉 ≥ 0,
since ξ, x∗j(x∗) ∈ P by (d). Since Mξ is a core of JSξ, it follows that JSξ is a positive
self-adjoint operator. Take the polar decomposition Sξ = Jξ∆
1/2
ξ . Since J(JSξ) = Jξ∆
1/2
ξ , it
follows from the uniqueness of the polar decomposition that J = Jξ. From the definition of
Pξ as in (3.1) and Jξ = J , we have
Pξ = {xJxξ : x ∈M} ⊂ P
due to (d). Thanks to the self-duality of Pξ (see Theorem 3.2 (vi)) and P, we hence have
Pξ ⊃ P as well, so Pξ = P.
In later sections we will sometimes consider the tensor product M ⊗M2(C) = M2(M) of
M with the 2× 2 matrix algebra M2 = M2(C). The next example gives a description of the
standard form of M2(M).
Example 3.11. Let (M,H, J,P) be a standard form. We write M (2) for the tensor product
M⊗M2 of M andM2. Choose a cyclic and separating vector Ω ∈ P and set ω(x) := 〈Ω, xΩ〉,
x ∈M . Consider a faithful ω(2) ∈ (M (2))+∗ defined by ω(2)
([
x11 x12
x21 x22
])
; = ω(x11) + ω(x22).
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Then the GNS cyclic representation {π(2),H(2),Ω(2)} of M (2) with respect to ω(2) is given as
follows:
H(2) = H⊕H⊕H⊕H =
{[
ξ11 ξ12
ξ21 ξ22
]
: ξij ∈ H
}
, Ω(2) =
[
Ω 0
0 Ω
]
, (3.3)
and π(2)
([
x11 x12
x21 x22
])
acts like 2 × 2 matrix product as
[
x11 x12
x21 x22
] [
ξ11 ξ12
ξ21 ξ22
]
, whose 4× 4
representation is 
x11 0 x12 0
0 x11 0 x12
x21 0 x22 0
0 x22 0 x22


ξ11
ξ12
ξ21
ξ22
 for

ξ11
ξ12
ξ21
ξ22
 ∈ H(2). (3.4)
Write S(2) and ∆(2) for (M (2),Ω(2)) as well as S and ∆ for (M,Ω), see Sec. 2.1. Since
S(2)
([
x11 x12
x21 x22
]
Ω(2)
)
=
[
x∗11Ω x
∗
21Ω
x∗12Ω x
∗
22Ω
]
,
one can write
S(2) =

S 0 0 0
0 0 S 0
0 S 0 0
0 0 0 S
 and ∆(2) =

∆ 0 0 0
0 ∆ 0 0
0 0 ∆ 0
0 0 0 ∆
 . (3.5)
From this with S = J∆1/2 one has the polar decomposition S(2) = J (2)(∆(2))1/2 where
J (2) =

J 0 0 0
0 0 J 0
0 J 0 0
0 0 0 J
 . (3.6)
Therefore, the standard form of M (2) is given as (M (2),H(2), J (2),P(2)) with identifications
(3.3), (3.4) and (3.6). Moreover, by (3.1) one has P(2) =
{
xJ (2)xΩ(2) : x ∈M (2)
}
. In partic-
ular, restricting to x =
[
x1 0
0 x2
]
one has P(2) ⊃
{[
ξ 0
0 η
]
: ξ, η ∈ P
}
.
3.2 Uniqueness theorem
The following is the most important property of the standard form, establishing the relation
between P and M+∗ .
Theorem 3.12. Let (M,H, J,P) be a standard form. For every ϕ ∈M+∗ there exists a ξ ∈ P
such that ϕ(x) = 〈ξ, xξ〉 for all x ∈M . Furthermore, the following estimates hold:
‖ξ − η‖2 ≤ ‖ωξ − ωη‖ ≤ ‖ξ − η‖ ‖ξ + η‖, ξ, η ∈ P.
Consequently, the map ξ 7→ ωξ is a homeomorphism from P onto M
+∗ when P and M+∗ are
equipped with the norm topology.
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An essential property of the standard form is the universality (uniqueness) in the following
strict sense:
Theorem 3.13. Let (M,H, J,P) and (M1,H1, J1,P1) be standard forms of von Neumann
algebras of M and M1, respectively. If Φ : M → M1 is a *-isomorphism, then there exists a
unique unitary U : H → H1 such that
(1) Φ(x) = UxU∗ for all x ∈M ,
(2) J1 = UJU
∗,
(3) P1 = UP.
The above theorems were proved in [18, 20] for general von Neumann algebras, but below
we assume that von Neumann algebras are σ-finite. We first prove Theorem 3.13, assuming
that Theorem 3.12 holds true. The proof of the latter will be presented later on.
Proof of Theorem 3.13. First, we prove the uniqueness of U . Assume that U, V : H → H1
are unitaries satisfying (1)–(3). For every ξ ∈ P, by (3) and (1) we have Uξ, V ξ ∈ P1 and
ωUξ(Φ(x)) = 〈ξ, U
∗Φ(x)Uξ〉 = 〈ξ, xξ〉 = 〈ξ, V ∗Φ(x)V ξ〉 = ωV ξ(Φ(x)), x ∈M.
Since η ∈ P1 7→ ωη ∈ (M1)
+∗ is injective by Theorem 3.12, Uξ = V ξ for all ξ ∈ P. Hence
U = V by Proposition 3.7 (3). (Note that condition (2) is unnecessary for the uniqueness of
U .)
Next, we prove the existence. By Lemma 3.9 (2) there exists a cyclic and separating vector
ξ0 ∈ P for M . By Theorem 3.12 there exists an η0 ∈ P1 such that ωη0 = ωξ0 ◦Φ
−1, i.e.,
ωη0(Φ(x)) = ωξ0(x), x ∈M.
Then η0 is separating for M1, so it is also cyclic by Lemma 3.9 (1). Note that
‖Φ(x)η0‖
2 = ωη0(Φ(x
∗x)) = ωξ0(x
∗x) = ‖xξ0‖2, x ∈M.
Hence an isometry U : Mξ0 → M1η0 is defined by Uxξ0 := Φ(x)η0 for x ∈ M , which can
extend by continuity to a unitary U : H → H1. We now show that U satisfies (1)–(3).
(1) Let ζ ∈M1η0, so ζ = Φ(y)η0 = Uyξ0 for some y ∈M . For every x ∈M ,
Φ(x)ζ = Φ(xy)η0 = Uxyξ0 = UxU
∗ζ.
Since M1η0 = H1, one has Φ(x) = UxU
∗.
(2) Let Sξ0 (resp., Sη0) be the closure of S
0
ξ0
xξ0 = x
∗ξ0 for x ∈ M (resp., S0η0yη0 = y
∗η0
for y ∈M1). Since
US0ξ0U
∗Φ(x)η0 = US0ξ0xξ0 = Ux
∗ξ0 = Φ(x)∗η0 = S0η0Φ(x)η0,
one has S0η0 = US
0
ξ0
U∗ and hence Sη0 = USξ0U
∗. Taking the polar decompositions Sξ0 =
Jξ0∆
1/2
ξ0
and Sη0 = Jη0∆
1/2
η0 , one has Jη0 = UJξ0U
∗. Since J = Jξ0 and J1 = Jη0 by
Proposition 3.10, J1 = UJU
∗ follows.
(3) By Proposition 3.10 one has
P1 = Pη0 = {yJ1yη0 : y ∈M1} = {(UxU
∗)(UJU∗)(UxU∗)η0 : x ∈M}
= U{xJxξ0 : x ∈M} = UPξ0 = UP.
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In the rest of the section we give the proof of Theorem 3.12, which we divide into several
lemmas.
Lemma 3.14. The linear map Φ :Msa →Hsa, where Hsa := P − P, defined by
Φ(x) := ∆1/4xΩ
is an order isomorphism from Msa onto the set
L := {ξ ∈ Hsa : −αΩ ≤ ξ ≤ αΩ for some α > 0},
where the orders on Msa and Hsa are induced by the cones M+ and P, respectively.
Proof. By Theorem 3.2 (i), if x ∈ M+, then ∆
1/4xΩ ∈ P. Conversely, if x ∈ Msa and
∆1/4xΩ ∈ P, then for any x′ ∈M ′,
〈x′Ω, xx′Ω〉 = 〈|x′|2Ω, xΩ〉 = 〈∆−1/4|x′|2Ω,∆1/4xΩ〉 ≥ 0,
hence x ≥ 0. Since Φ(1) = Ω and Φ is clearly injective, it follows that Φ :Msa → Φ(Msa) ⊂ L
is an order isomorphism. Hence it remains to show that Φ(Msa) = L. First we show that Φ
is continuous with respect to the σ(M,M∗)-topology and the weak topology on H. For any
x ∈M note that (1 + ∆1/2)xΩ = xΩ+ Jx∗Ω so that
∆1/4xΩ = ∆1/4(1 + ∆1/2)−1(xΩ+ Jx∗Ω) = (∆1/4 +∆−1/4)−1(xΩ + Jx∗Ω).
Since (∆1/4 +∆−1/4)−1 is bounded and
〈η,∆1/4xΩ〉 = 〈(∆1/4 +∆−1/4)−1η, xΩ + Jx∗Ω〉, η ∈ H,
the above stated continuity of Φ follows.
Now, let ξ ∈ L. We may assume that 0 ≤ ξ ≤ Ω. Put ξn := fn(log∆)ξ, where fn(t) :=
e−t2/2n. Since fn(log∆)P ⊂ P by Theorem 3.2 (v), one has
0 ≤ ξn = fn(log∆)ξ ≤ fn(log∆)Ω = Ω.
Furthermore, one has ξn → ξ and ξn ∈
⋂
z∈CD(∆
z) as in the proof of Theorem 3.2 (vi).
For any η ∈ P♭, since ∆−1/4η ∈ P by Theorem 3.2 (i), 〈η,∆−1/4ξn〉 = 〈∆−1/4η, ξn〉 ≥ 0.
Hence ∆−1/4ξn ∈ P♯ by Lemma 3.3. Similarly, Ω − ∆−1/4ξn = ∆−1/4(Ω − ξn) ∈ P♯. Let
ζn := ∆
−1/4ξn and, as in the proof of Lemma 3.3, define an operator Tn : M ′Ω → H by
Tnx
′Ω := x′ζn for x′ ∈M ′. Since
〈x′Ω, Tnx′Ω〉 = 〈x′∗x′Ω, ζn〉 ≥ 0,
〈x′Ω, x′Ω〉 − 〈x′Ω, Tnx′Ω〉 = 〈x′∗x′Ω,Ω− ζn〉 ≥ 0,
one has 0 ≤ 〈x′Ω, Tnx′Ω〉 ≤ 〈x′Ω, x′Ω〉 for all x′ ∈ M ′. Hence the Friedrichs extension of Tn
is indeed an xn ∈M with 0 ≤ xn ≤ 1, so ξn = ∆
1/4xnΩ = Φ(xn). Therefore,
{ξn} ⊂ K := {Φ(x) : x ∈Msa, 0 ≤ x ≤ 1}.
But K is weakly compact due to the continuity of Φ shown above. Thus ξ = limn ξn ∈ K ⊂
Φ(Msa).
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Lemma 3.15. For every ξ, η ∈ P,
‖ξ − η‖2 ≤ ‖ωξ − ωη‖ ≤ ‖ξ − η‖ ‖ξ + η‖.
Proof. The second inequality holds for all ξ, η ∈ H since
(ωξ − ωη)(x) =
1
2
[〈ξ − η, x(ξ + η)〉+ 〈ξ + η, x(ξ − η)〉].
Prove the first inequality. First, assume that ξ + η is cyclic and separating for M , so
Pξ+η = P by Proposition 3.10. Since
−(ξ + η) ≤ ξ − η ≤ ξ + η,
there exists, by Lemma 3.14 applied to Ω = ξ + η, an x ∈Msa with −1 ≤ x ≤ 1 such that
ξ − η = ∆
1/4
ξ+η(ξ + η),
where ∆ξ+η is the modular operator with respect to ξ + η. Therefore,
‖ωξ − ωη‖ ≥ (ωξ − ωη)(x) = 〈ξ, xξ〉 − 〈η, xη〉
= Re 〈ξ − η, x(ξ + η)〉 =
〈
ξ − η,∆
−1/4
ξ+η (ξ − η)
〉
.
Since J∆
1/4
ξ+η = ∆
−1/4
ξ+η J (see Proposition 3.10), we have〈
ξ − η,∆
−1/4
ξ+η (ξ − η)
〉
=
〈
ξ − η,∆
1/4
ξ+η(ξ − η)
〉
,
so
‖ωξ − ωη‖ ≥
〈
ξ − η,
1
2
(
∆
1/4
ξ+η +∆
−1/4
ξ+η
)
(ξ − η)
〉
≥ ‖ξ − η‖2,
thanks to 12
(
∆
1/4
ξ+η +∆
−1/4
ξ+η
)
≥ 1.
Next, let ξ, η ∈ P be arbitrary. Let σ′t be the modular automorphism group for (M ′,Ω).
From Theorem 3.2 (i) and Lemma 2.13, one can choose sequences x′n, y′n ∈ M ′+ such that
x′n, y′n are σ′t-analytic and ‖ξn − ξ‖ → 0, ‖ηn − η‖ → 0, where ξn := ∆−1/4x′nΩ = σ′−i/4(x
′
n)
and ηn := ∆
−1/4y′nΩ = σ−i/4(y′n). Here, by adding εn1 (εn ց 0) to x′n, we may assume that
x′n + y′n ≥ εn1, so σ′−i/4(x
′
n + y
′
n) ∈ M
′ are invertible. Hence ξn + ηn = ∆−1/4(x′n + y′n)Ω =
σ′−i/4(x
′
n + y
′
n)Ω ∈ P is separating and also cyclic for M by Lemma 3.9 (1). Therefore, from
the first part it follows that ‖ωξn − ωηn‖ ≥ ‖ξn − ηn‖
2. Letting n → ∞ gives the asserted
inequality.
Lemma 3.16. The map ξ 7→ ωξ is a homeomorphism from P onto a closed subset E := {ωξ :
ξ ∈ P} of M+∗ with respect to the norm topologies on P and M+∗ .
Proof. It follows from Lemma 3.15 that ξ ∈ P 7→ ωξ ∈ E is a homeomorphism. If {ωξn} is
a Cauchy sequence in M+∗ , then ‖ξm − ξn‖2 ≤ ‖ωξm − ωξn‖ → 0 as m,n → ∞, so {ξn} is
Cauchy in P. Hence ξn → ξ ∈ P and ωξn → ωξ for some ξ ∈ P. Hence E is closed inM
+∗ .
Lemma 3.17. Let ξ ∈ P. If ψ ∈ M+∗ and ψ ≤ ωξ, then there exists an η ∈ P such that
η ≤ ξ and ψ(x) = 12(〈η, xξ〉 + 〈ξ, xη〉) for all x ∈M .
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Proof. First, assume that ξ is cyclic and separating for M . There exists a b′ ∈M ′ such that
0 ≤ b′ ≤ 1 and ψ(x) = 〈ξ, b′xξ〉 for all x ∈ M . Note that b′ξ, (1 − b′)ξ ∈ P♭ξ , where P
♭
ξ is
P♭ for Ω = ξ. Since ∆
−1/4
ξ P
♭
ξ ⊂ Pξ = P by Theorem 3.2 (i) and Proposition 3.10, we have
ζ := ∆
−1/4
ξ b
′ξ ∈ P and ξ − ζ = ∆−1/4ξ (1− b
′)ξ ∈ P, i.e., 0 ≤ ζ ≤ ξ. Set
η := 2
(
1 + ∆
1/2
ξ
)−1
b′ξ = 2
(
1 + ∆
1/2
ξ
)−1
∆
1/4
ξ ζ = 2
(
∆
1/4
ξ +∆
−1/4
ξ
)−1
ζ = f(log∆ξ)ζ,
where f(t) := 2/(et/4 + e−t/4) = [cosh(t/4)]−1. Note that f(t) is the Fourier transform of
4π[cosh(2πs)]−1, so f is a positive definite function on R. Hence by Theorem 3.2 (v),
0 ≤ η = f(log∆ξ)ζ ≤ ξ = f(log∆ξ)ξ.
Furthermore, since η = Jη = Jξη, we find that b
′ξ = 12
(
1 +∆
1/2
ξ
)
η = 12 (η+Fξη), see Lemma
2.1 (iii). Hence, for every x ∈M we have
ψ(x) = 〈b′ξ, xξ〉 =
1
2
(〈η, xξ〉 + 〈Fξη, xξ〉) =
1
2
(〈η, xξ〉 + 〈Sξxξ, η〉)
=
1
2
(〈η, xξ〉 + 〈x∗ξ, η〉) =
1
2
(〈η, xξ〉 + 〈ξ, xη〉).
Next, let ξ ∈ P be arbitrary. Let e := e(ξ) = s(ωξ) and q := ej(e). Then ξ ∈ qP is
cyclic and separating for qMq whose standard form is (qMq, qH, qJq, qP), see Proposition
3.8 (2). By Proposition 3.8 (1) one can define ψq ∈ (qMq)
+∗ by ψq(qxq) = ψ(exe) = ψ(x)
for x ∈ M . Since ψ ≤ ωξ where ωξ is regarded as an element of (qMq)
+∗ , it follows from
the first part of the proof that there exists an η ∈ qP (⊂ P by (d)) such that η ≤ ξ and
ψq(x) =
1
2(〈η, xξ〉 + 〈ξ, xη〉) for all x ∈ qMq. Therefore, for every x ∈M ,
ψ(x) = ψq(qxq) =
1
2
(〈η, xξ〉 + 〈ξ, xη〉).
Lemma 3.18. If ξ0 ∈ P, ψ ∈M
+∗ and ψ ≤ ωξ0, then ψ = ωη for some η ∈ P.
Proof. Put ψ1 := ωξ0 − ψ. By Lemma 3.17 one can find an η1 ∈ P such that η1 ≤
1
2ξ0 and
ψ1(x) = 〈η1, xξ0〉+ 〈ξ0, xη1〉 for all x ∈M . Set ξ1 := ξ0 − η1 ∈ P; then
ωξ1(x) = 〈ξ0, xξ0〉 − 〈ξ0, xη1〉 − 〈η1, xξ0〉+ 〈η1, xη1〉
= ωξ0(x)− ψ1(x) + ωη1(x) = ψ(x) + ωη1(x), x ∈M,
so ωξ1 − ψ = ωη1 and
‖ψ1‖ = ψ1(1) = 2Re 〈η1, ξ0〉 = 2〈η1, ξ0〉.
Therefore,
‖ωξ1 − ψ‖ = ‖η1‖
2 ≤
〈
η1,
1
2
ξ0
〉
=
1
4
‖ψ1‖ =
1
4
‖ωξ0 − ψ‖.
Apply the above argument to ξ1 in place of ξ0 to obtain ξ2 ∈ P such that ‖ωξ2 − ψ‖ ≤
1
4‖ωξ1 − ψ‖. Repeating the argument we find a sequence ξn ∈ P such that ‖ωξn − ψ‖ → 0.
By Lemma 3.16, ψ = ωη with η := limn ξn ∈ P.
Lemma 3.19. The set {ψ ∈M+∗ : ψ ≤ αωΩ for some α > 0} is norm-dense in M+∗ .
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Proof. Recall that each ψ ∈ M+∗ has the form ψ(x) =
∑∞
n=1〈ξn, xξn〉 for some sequence
ξn ∈ H with
∑
n ‖ξn‖
2 < +∞. By approximating ψ by ψm(x) :=
∑m
n=1〈ξn, xξn〉 and then
ξn by x
′
nΩ with x
′
n ∈ M
′, one can approximate ψ in norm by ψ˜ ∈ M+∗ of the form ψ˜(x) :=∑m
n=1〈x
′
nΩ, xx
′
nΩ〉. Since
ψ˜(x) =
m∑
n=1
〈x1/2Ω, x′∗n x
′
nx
1/2Ω〉 ≤
(
m∑
n=1
‖x′n‖
2
)
〈Ω, xΩ〉, x ∈M+,
it follows that ψ˜ ≤ αωΩ for some α > 0.
End of Proof of Theorem 3.12. By Lemma 3.18 applied to ξ0 = Ω,
E = {ωξ : ξ ∈ P} ⊃ {ψ ∈M
+
∗ : ψ ≤ αωΩ for some α > 0}.
By Lemmas 3.16 and 3.19 we have E = E = M+∗ , which shows the first assertion of the
theorem. The remaining are Lemmas 3.15 and 3.16.
4 τ-measurable operators
The non-commutative integration theory was created by Segal [53], where measurable op-
erators affiliated with a von Neumann algebra were discussed. Later in [41], Nelson intro-
duced the notion of τ -measurable operators in a stricter connection with a given trace τ ,
whose notion is quite tractable to develop the non-commutative integration, in particular,
non-commutative Lp-spaces associated with τ . This section is a study of the theory of τ -
measurable operators, mainly based on [62, Chap. I] whose exposition is considerably more
readable than that in [41]. Throughout the section we assume that M is a semifinite von
Neumann algebra on a Hilbert space H and τ is a faithful semifinite normal trace on M .
4.1 τ-measurable operators
Let M be a von Neumann algebra on a Hilbert space H. Let a : D(a) → H be a linear
operator whose domain D(a) is a linear subspace of H. We say that a is affiliated with M ,
denoted by a ηM , if x′a ⊂ ax′ for all x′ ∈ M ′, or equivalently, if u′au′∗ = a for all unitaries
u′ ∈M ′. The following facts are easy to verify (exercises):
(a) If a, b are linear operators affiliated with M , then a + b with D(a + b) = D(a) ∩ D(b)
and ab with D(ab) = {ξ ∈ D(b) : bξ ∈ D(a)} are affiliated with M .
(b) If a is densely defined and a ηM , then a∗ ηM .
(c) If a is closable and a ηM , then a ηM .
(d) Assume that a is densely defined and closed, so we have the polar decomposition a =
w|a| and the spectral decomposition |a| =
∫∞
0 λ eλ. Then a ηM if and only if w, eλ ∈M
for all λ ≥ 0.
Hereafter, let M be a semifinite von Neumann algebra with a faithful semifinite normal
trace τ , that is, τ is a faithful semifinite normal weight on M (see Sec. 1.3) satisfying the
trace condition that τ(x∗x) = τ(xx∗) for all x ∈M .
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For each ε, δ > 0 define
O(ε, δ) := {a ηM : eH ⊂ D(a), ‖ae‖ ≤ ε and τ(e⊥) ≤ δ for some e ∈ Proj(M)},
where Proj(M) is the set of projections in M .
Lemma 4.1. For any ε1, ε2, δ1, δ2 > 0,
(1) O(ε1, δ1) +O(ε2, δ2) ⊂ O(ε1 + ε2, δ1 + δ2),
(2) O(ε1, δ1)O(ε2, δ2) ⊂ O(ε1ε2, δ1 + δ2).
Proof. Let a ∈ O(ε1, δ1) and b ∈ O(ε2, δ2), so there are e, f ∈ Proj(M) such that
eH ⊂ D(a), ‖ae‖ ≤ ε1, τ(e
⊥) ≤ δ1,
fH ⊂ D(b), ‖bf‖ ≤ ε1, τ(f
⊥) ≤ δ1.
(1) Letting p := e ∧ f ∈ Proj(M) one has
pH ⊂ eH ∩ fH ⊂ D(a) ∩ D(b) = D(a+ b),
‖(a+ b)p‖ ≤ ‖ap‖+ ‖bp‖ ≤ ‖ae‖ + ‖bf‖ ≤ ε1 + ε2,
τ(p⊥) = τ(e⊥ ∨ f⊥) ≤ τ(e⊥) + τ(f⊥) ≤ δ1 + δ2.
Hence a+ b ∈ O(ε1 + ε2, δ1 + δ2).
(2) For every x′ ∈M ′ one has
x′e⊥bf = e⊥x′bf ⊂ e⊥bx′f = e⊥bfx′,
which implies that e⊥bf ∈M . Let g be the projection onto the kernel of e⊥bf , so g ∈ Proj(M)
and bfg = ebfg. If ξ ∈ gH, then bfξ ∈ eH and hence ξ ∈ D(abf), so fξ ∈ D(ab). Let
q := f ∧ g ∈ Proj(M). Then qH ⊂ D(ab) and
abq = abfgq = aebfgq = aebfq
so that ‖abq‖ ≤ ‖ae‖ ‖bf‖ ≤ ε1ε2. Since
g⊥ = [the projection onto the range closure of (e⊥bf)∗]
∼ [the projection onto the range closure of e⊥bf ] ≤ e⊥,
one has
τ(q⊥) = τ(f⊥ ∨ g⊥) ≤ τ(f⊥) + τ(g⊥) ≤ δ2 + δ1.
Hence ab ∈ O(ε1ε2, δ1 + δ2).
Definition 4.2. A linear subspace L of H is said to be τ -dense if, for any δ > 0, there exists
an e ∈ Proj(M) such that eH ⊂ L and τ(e⊥) ≤ δ.
Lemma 4.3. A τ -dense linear subspace L of H is dense in H.
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Proof. Let L be τ -dense. For δ = 1/2k (k ∈ N) choose a qk ∈ Proj(M) such that qkH ⊂ L and
τ(q⊥k ) ≤ 1/2
k. Let en :=
∧∞
k=n qk ∈ Proj(M). Then en ր and enH ⊂ L. Since e
⊥
n =
∨∞
k=n q
⊥
k ,
one has
τ(e⊥n ) = limm→∞ τ
(
m∨
k=n
q⊥k
)
≤
∞∑
k=n
τ(q⊥k ) ≤
1
2n−1
−→ 0 (n→∞).
Hence e⊥n ց 0, i.e., en ր 1. This implies that L is dense in H.
Lemma 4.4. Let a be a densely-defined closed operator with a ηM . Let a = w|a| and |a| =∫∞
0 λdeλ be as in (d) above. Then for any ε, δ > 0,
a ∈ O(ε, δ) ⇐⇒ τ(e⊥ε ) ≤ δ.
Proof. Assume that a ∈ O(ε, δ), so there is an e ∈ Proj(M) such that ‖ |a|e‖ = ‖ae‖ ≤ ε and
τ(e⊥) ≤ δ. For any t > ε and ξ ∈ e⊥t H,
‖ |a|ξ‖2 =
∫
(t,∞)
λ2 d‖eλξ‖
2 ≥ t2‖ξ‖2
so that e ∧ e⊥t = 0. So one has
e⊥t = e
⊥
t − e ∧ e
⊥
t ∼ e ∨ e
⊥
t − e ≤ e
⊥,
which implies that τ(e⊥t ) ≤ τ(e⊥) ≤ δ. Since e⊥t ր e⊥ε as t ց ε, τ(e⊥ε ) ≤ δ follows. The
converse is obvious by taking e = eε.
Lemma 4.5. Let a and b be densely-defined closed operator with a, b ηM . If there exists a
τ -dense linear subspace L of H such that L ⊂ D(a) ∩ D(b) and a|L = b|L, then a = b.
Proof. Consider the von Neumann algebra
M (2) := M ⊗M2(C) =
{[
x11 x12
x21 x22
]
: xij ∈M
}
on H(2) := H⊕H with a faithful semifinite normal trace
τ (2)
([
x11 x12
x21 x22
])
:= τ(x11) + τ(x22) for
[
x11 x12
x21 x22
]
∈ (M (2))+.
Let pa, pb be the projections from H
(2) onto the graphs (closed subspaces) G(a), G(b) of a, b,
respectively. Note that
(M (2))′ =
{[
x′ 0
0 x′
]
: x′ ∈M ′
}
.
For every x′ ∈M ′ and ξ ∈ D(a) one has (x′⊕x′)(ξ⊕aξ) = x′ξ⊕ax′ξ ∈ G(a), so (x′⊕x′)pa =
pa(x
′ ⊕ x′)pa. This implies that pa ∈ (M (2))′′ = M (2). Similarly, pb ∈ M (2). For any δ > 0
there is an e ∈ Proj(M) such that eH ⊂ L and τ(e⊥) ≤ δ/2. Set e(2) :=
[
e 0
0 e
]
∈ Proj(M (2));
then τ (2)(e(2)) ≤ δ. Since a|L = b|L, one has
G(a) ∩ e(2)H(2) = {ξ ⊕ aξ : ξ ∈ eH, aξ ∈ eH}
= {ξ ⊕ bξ : ξ ∈ eH, bξ ∈ eH} = G(b) ∩ e(2)H(2),
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which means that pa ∧ e
(2) = pb ∧ e
(2). Let p0 := pa − pa ∧ pb. Since pa ∧ e
(2) = pa ∧ pb ∧ e
(2),
it follows that p0 ∧ e
(2) = 0 so that
p0 = p0 − p0 ∧ e
(2) ∼ p0 ∨ e
(2) − e(2) ≤ e(2)⊥.
Therefore, τ (2)(p0) ≤ τ
(2)(e(2)⊥) ≤ δ. Since δ > 0 is arbitrary, τ (2)(p0) = 0 so p0 = 0, i.e.,
pa = pa ∧ pb. Similarly, pb = pa ∧ pb, so pa = pb, i.e., G(a) = G(b) or a = b.
Definition 4.6. Let a be a densely-defined closed operator such that a ηM . We say that
a is τ -measurable if, for any δ > 0, there exists an e ∈ Proj(M) such that eH ⊂ D(a) and
τ(e⊥) ≤ δ. Since eH ⊂ D(a) ⇐⇒ ‖ae‖ < +∞ due to the closed graph theorem, the
condition is equivalent to that for any δ > 0 there is an ε > 0 such that a ∈ O(ε, δ). We
denote by M˜ the set of such τ -measurable operators.
Proposition 4.7. Let a be a densely-defined closed operator affiliated with M with a = w|a|
and |a| =
∫∞
0 λdeλ as above. Then the following conditions are equivalent:
(i) a ∈ M˜ ;
(ii) |a| ∈ M˜ ;
(iii) τ(e⊥λ )→ 0 as λ→∞;
(iv) τ(e⊥λ ) < +∞ for some λ > 0.
Proof. (i) ⇐⇒ (ii) is obvious and (iii) =⇒ (iv) is trivial. (ii) ⇐⇒ (iii) immediately follows
from Definition 4.6 and Lemma 4.4.
(iv) =⇒ (iii). Assume that τ(e⊥λ ) < +∞ for some λ > 0. Since et − eλ ր 1 − eλ as
λ < t→∞, one has τ(et − eλ)ր τ(1− eλ) < +∞ so that
τ(e⊥t ) = τ((1− eλ)− (et − eλ)) = τ(1− eλ)− τ(et − eλ) −→ 0 as t→∞.
Hence (iii) follows.
For each ε, δ > 0 define
N (ε, δ) := M˜ ∩ O(ε, δ)
= {a ∈ M˜ : ‖ae‖ ≤ ε and τ(e⊥) ≤ δ for some e ∈ Proj(M)}.
Lemma 4.8. If a ∈ M˜ , then a∗ ∈ M˜ . Moreover, a ∈ N (ε, δ) ⇐⇒ a∗ ∈ N (ε, δ).
Proof. Let a ∈ M˜ with a = w|a| and |a| =
∫∞
0 λdeλ. One can define a spectral resolution
{êλ}λ≥0 by ê⊥λ := we
⊥
λw
∗ ∈ Proj(M). Then |a∗| = w|a|w∗ =
∫∞
0 λdêλ. Since τ(ê
⊥
λ ) = τ(e
⊥
λ ),
a∗ ∈ M˜ follows from Proposition 4.7. Moreover, this implies by Lemma 4.4 that a ∈ O(ε, δ)
⇐⇒ a∗ ∈ O(ε, δ). Hence the latter assertion follows.
Lemma 4.9. If a, b ∈ M˜ , then a+ b and ab are densely defined and closable, and a+ b, ab ∈
M˜ . Moreover, if a ∈ N (ε1, δ1) and b ∈ N (ε2, δ2), then a+ b ∈ N (ε1 + ε2, δ1 + δ2) and
ab ∈ N (ε1ε2, δ1 + δ2).
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Proof. Let a, b ∈ M˜ . For any δ1, δ2 > 0 there are ε1, ε2 > 0 such that a ∈ O(ε1, δ1) and
b ∈ O(ε2, δ2). By Lemma 4.1 one has a + b ∈ O(ε1 + ε2, δ1 + δ2) and ab ∈ O(ε1ε2, δ1 + δ2).
Since δ1+ δ2 is arbitrarily small, it follows that D(a+ b) and D(ab) are τ -dense. So a+ b and
ab are densely defined by Lemma 4.3. Since a∗, b∗ ∈ M˜ by Lemma 4.8, a∗ + b∗ and b∗a∗ are
also densely defined so that (a∗ + b∗)∗ and (b∗a∗)∗ exist. Note that a + b ⊂ (a∗ + b∗)∗ and
ab ⊂ (b∗a∗)∗ (exercises). Therefore, a+ b and ab are closable, so a+ b ∈ O(ε1 + ε2, δ1 + δ2)
and ab ∈ O(ε1ε2, δ1 + δ2). Since δ1 + δ2 is arbitrarily small, it follows that a+ b, ab ∈ M˜ .
Moreover, the latter assertion follows from the above proof.
Proposition 4.10. M˜ is a *-algebra with respect to the adjoint ∗, the strong sum a+ b and
the strong product ab.
Proof. First, note by Lemmas 4.8 and 4.9 that M˜ is closed under the adjoint ∗, the strong
sum and product. Let a, b, c ∈ M˜ . Since a+ b+ c, a+ b+ c ⊃ a+ b+ c and D(a + b + c) is
τ -dense by Lemma 4.1 (1), it follows from Lemma 4.5 that
a+ b+ c = a+ b+ c.
Since abc, abc ⊃ abc and D(abc) is τ -dense by Lemma 4.1 (2), it also follows that
abc = abc.
Since (a+ b)c, ac+ bc ⊂ (a+b)c and D((a+b)c) is τ -dense by Lemma 4.1, one has (a+ b)c =
ac+ bc and similarly a(b+ c) = ab+ ac. Also, since (a+ b)∗ = (a + b)∗ ⊃ a∗ + b∗, one has
(a+ b)∗ = a∗ + b∗. Since (ab)∗ = (ab)∗ ⊃ b∗a∗, one has (ab)∗ = b∗a∗. Moreover, a∗∗ = a
holds.
In view of Proposition 4.10, for every a, b ∈ M˜ we will use the convention that a+ b and
ab mean the strong sum a+ b and the strong product ab, respectively. A big advantage of
τ -measurable operators is that we can freely take adjoint, sum and product in M˜ . So the
domain problem never occurs, which is an annoying problem in the case of more general
measurable operators as in [53].
Lemma 4.11. For any ε, ε1, ε2, δ, δ1, δ2 > 0,
(1) N (ε, δ)∗ = N (ε, δ),
(2) λN (ε, δ) = N (|λ|ε, δ) for all λ ∈ C, λ 6= 0,
(3) ε1 ≤ ε2, δ1 ≤ δ2 =⇒ N (ε1, δ1) ⊂ N (ε2, δ2),
(4) N (ε ∧ ε2, δ1 ∧ δ2) ⊂ N (ε1, δ1) ∩ N (ε2, δ2),
(5) N (ε1, δ1) +N (ε2, δ2) ⊂ N (ε1 + ε2, δ1 + δ2),
(6) N (ε1, δ1)N (ε2, δ2) ⊂ N (ε1ε2, δ1 + δ2).
Proof. (1), (5) and (6) are in Lemmas 4.8 and 4.9, while (2)–(4) are obvious.
The main result of the section is the following:
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Theorem 4.12. M˜ is a complete metrizable Hausdorff topological *-algebra with {N (ε, δ) :
ε, δ > 0} as a neighborhood basis of 0. Moreover, M is dense in M˜ .
Proof. From (2), (4) and (5) of Lemma 4.11 it follows that {N (ε, δ) : ε, δ > 0} defines a linear
topology on M˜ wth it as a neighborhood basis of 0. Assume that a ∈
⋂
ε,δ>0N (ε, δ) with
the spectral decomposition |a| =
∫∞
0 λdeλ. By Lemma 4.4, τ(e
⊥
ε ) ≤ δ for all ε, δ > 0, which
implies that e⊥ε = 0 for all ε > 0, so |a| = 0 or a = 0. Hence the defined topology is Hausdorff,
which is metrizable since there is a countable neighborhood basis {N (1/n, 1/n) : n ∈ N} of
0. By Lemma 4.11 (1), a 7→ a∗ is continuous on M˜ . For any a0, b0 ∈ M˜ and any ε, δ > 0, take
r, s > 0 such that a0 ∈ N (r, δ/6) and b0 ∈ N (s, δ/6). Choose an ε1 > 0 with ε1(ε1+r+s) ≤ ε.
If a− a0, b− b0 ∈ N (ε1, δ/6), then
ab− a0b0 = (a− a0)(b− b0) + a0(b− b0) + (a− a0)b0
∈ N (ε1, δ/6)N (ε1 , δ/6) +N (r, δ/6)N (ε1 , δ/6) +N (ε1, δ/6)N (s, δ/6) ⊂ N (ε, δ)
thanks to (5) and (6) of Lemma 4.11. Hence (a, b) 7→ ab is continuous on M˜ × M˜ .
Let a = w|a| ∈ M˜ with |a| =
∫∞
0 λdeλ. For any ε, δ > 0 choose an r > 0 such that
τ(e⊥r ) ≤ δ, and let a1 := w
∫
[0,r] λdeλ ∈M . Then
(a− a1)er = w
(∫
(r,∞)
λdeλ
)
er = 0,
and so a− a1 ∈ N (ε, δ). Hence M is dense in M˜ .
Finally, to prove the completeness, let {an} be a Cauchy sequence in M˜ . By taking a
subsequence we may assume that an+1− an ∈ N (2
−n, 2−n) for all n ∈ N. Choose a sequence
pn ∈ Proj(M) such that ‖(an+1 − an)pn‖ ≤ 2
−n and τ(pn) ≤ 2−n. Let en :=
∧∞
k=n pk ∈
Proj(M); then en ր and τ(e
⊥
n ) ≤ 2
−n+1. When l > m ≥ n,
‖(al − am)en‖ ≤
l−1∑
k=m
‖(ak+1 − ak)pk‖ ≤ 2
−n+1.
Hence one can define a0ξ := limm→∞ amξ for ξ ∈ D(a0) =
⋃
n enH. Similarly, for {a
∗
n}
choose a sequence qn ∈ Proj(M) such that ‖(a
∗
n+1 − a
∗
n)qn‖ ≤ 2
−n and τ(qn) ≤ 2−n. Let
fn :=
∧∞
k=n qk and define b0ζ := limm→∞ bmζ for ζ ∈ D(b0) =
⋃
n fnH. For every ξ ∈ D(a0)
and ζ ∈ D(b0),
〈a0ξ, ζ〉 = lim
m→∞〈amξ, ζ〉 = limm→∞〈ξ, a
∗
mζ〉 = 〈ξ, b0ζ〉,
which implies that a0 ⊂ b
∗
0, so a0 is closable. Now, let a := a0. Since a0 ηM as easily verified,
we have a ηM . Since enH ⊂ D(a0) ⊂ D(a) and τ(e
⊥
n ) ≤ 2
−n+1 for all n ∈ N, we have a ∈ M˜ .
Furthermore, for any ε, δ > 0 choose an n0 with 2
−n0+1 ≤ ε ∧ δ. Then τ(e⊥n0) ≤ δ. When
l > m ≥ n0, since ‖(al−am)en0‖ ≤ ε, we have ‖(al−am)en0ξ‖ ≤ ε for all ξ ∈ H with ‖ξ‖ ≤ 1.
Letting l→∞ gives ‖(a−am)en0‖ ≤ ε, so a−am ∈ N (ε, δ) for all m ≥ n0, implying am → a
as m→∞.
Let M˜+ be the set of positive self-adjoint a ∈ M˜ (denoted by a ≥ 0). Note that M˜+ is a
closed convex cone in M˜ . In fact, assume that an ∈ M˜+ (n ∈ N) and an → a ∈ M˜ . Then
in the last paragraph of the proof of Theorem 4.12, one can let en = fn and a0 = b0 so that
〈ξ, a0ξ〉 ≥ 0 for all ξ ∈ D(a0). Since a = a0, a ≥ 0 follows. Hence M˜ is an ordered topological
space with the order a ≥ b defined by a− b ≥ 0.
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The topology on M˜ given in Theorem 4.12 is called the measure topology. This topology
is not necessarily locally convex. Indeed, it is an exercise to show that if M is a finite non-
atomic von Neumann algebra with a faithful normal finite trace τ , then a non-empty open
convex set in M˜ is only the whole M˜ and there is no non-zero continuous functional on M˜ .
Example 4.13. (1) When M = B(H) and τ is the usual trace Tr , M˜ = B(H) and the
measure topology is the operator norm topology. Indeed, for a ∈ M˜ there is a projection e
such that ‖ae‖ < +∞ and Tr (e⊥) < 1. The latter implies that e⊥ = 0 or e = 1, so a ∈ M .
Moreover, when δ < 1, N (ε, δ) = {a ∈M : ‖a‖ ≤ ε}.
(2) Let M be finite with a faithful normal finite trace τ . Then M˜ is the set of all densely-
defined closed operators x ηM . Indeed, if a is in the latter set with |a| =
∫∞
0 λdeλ, then
τ(e⊥λ )→ 0 as λ→∞ automatically.
(3) Let (X,X , µ) be a localizable measure space, where (X,X , µ) is localizable if for every
A ∈ X there is a B ∈ X such that B ⊂ A and µ(B) < +∞. For an abelian von Neumann
algebra A = L∞(X,µ) = L1(X,µ)∗ with τ(f) :=
∫
X f dµ for f ∈ L
∞(X,µ)+, A˜ is the space
of measurable functions f on X such that there is an A ∈ X such that µ(A) < +∞ and f is
bounded on X \A, where f = g in A˜ means f(x) = g(x) µ-a.e.
4.2 Generalized s-numbers
In the rest of this section we present a brief exposition of the generalized s-numbers of τ -
measurable operators. The more detailed accounts are found in [17] that is the best literature
on the topic.
Let a ∈ M˜ . For an interval I of [0,∞) let eI(|a|) denote the spectral projection of |a|
corresponding to I. For example, e[0,s](|a|) = es and e(s,∞)(|a|) = e⊥s when |a| =
∫∞
0 λdeλ is
the spectral decomposition.
Definition 4.14. For a ∈ M˜ and t > 0 the (tth) generalized s-number µt(a) is defined by
µt(a) := inf{s ≥ 0 : τ(e(s,∞)(|a|) ≤ t}.
Note that µt(a) < +∞ for all t > 0 since τ(e(s,∞)(|a|))→ 0 as s→∞ by Proposition 4.7.
Example 4.15. (1) Let M = B(H) with τ = Tr . Let a be a compact operator on H,
and take the spectral decomposition |a| =
∑∞
n=1 λn|ξn〉〈ξn| into rank one projections with
λ1 ≥ λ2 ≥ · · · → 0 and orthonormal vectors ξn. For each n ∈ N with n − 1 ≤ t < n, since
Tr (e(s,∞)(|a|)) ≤ t ⇐⇒ s ≥ λn, we have
µt(a) = λn (n− 1 ≤ t < n, n ∈ N),
which is the nth singular value of a.
(2) Let (X,X , µ) be a localizable measure space, andM = L∞(X,µ) with τ(f) =
∫
X f dµ
for f ∈ L∞(X,µ)+. For f ∈ M˜ (see Example 4.13 (3)), since e(s,∞)(|f |) = χ{x:|f(x)|>s}, we
have
µt(f) = inf{s ≥ 0 : µ({x : |f(x)| > s}) ≤ t}, t > 0,
which is the decreasing rearrangement of |f |.
In the following, we use the operator norm ‖a‖ for any a ∈ M˜ with the convention that
‖a‖ = +∞ unless a ∈M .
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Lemma 4.16. Let a, an ∈ M˜ for n ∈ N.
(1) For every s, t > 0,
µt(a) ≤ s ⇐⇒ τ(e(s,∞)(|a|) ≤ t ⇐⇒ a ∈ N (s, t).
Hence,
µt(a) = inf{s > 0 : a ∈ N (s, t)}. (4.1)
(2) For every t > 0,
µt(a) = inf{‖ae‖ : e ∈ Proj(M), τ(e
⊥) ≤ t}. (4.2)
Moreover, if A is a von Neumann subalgebra of M containing all spectral projections of
|a|, then
µt(a) = inf{‖ae‖ : e ∈ Proj(A), τ(e
⊥) ≤ t}. (4.3)
(3) When a ∈ M˜+, for every t > 0,
µt(a) = inf
{
sup
ξ∈eH, ‖ξ‖=1
〈ξ, aξ〉 : e ∈ Proj(M), τ(e⊥) ≤ t
}
. (4.4)
Here, 〈ξ, aξ〉 is defined to be
∫∞
0 λd‖eλξ‖
2, where a =
∫∞
0 λdeλ is the spectral decom-
position of a.
(4) an → a in the measure topology if and only if µε(an − a)→ 0 for any ε > 0.
Proof. (1) The first equivalence is immediately seen from the definition of µt(a). The second
equivalence follows from Lemma 4.4.
(2) For any s ≥ 0, let e := e[0,s](|a|) ∈ A. Then ‖ae‖ = ‖ |a|e‖ ≤ s and e
⊥ = e(s,∞)(|a|).
Hence µt(a) ≥ the RHS of (4.3). Conversely, let r := the RHS of (4.2). For any ε > 0 there
is an e ∈ Proj(M) such that ‖ae‖ ≤ r + ε and τ(e⊥) ≤ t. Hence a ∈ N (r + ε, t). So
µt(a) ≤ r + ε by (1). Letting εց 0 gives µt(a) ≤ r.
(3) Similarly to the proof of (2) one has µt(a) ≥ the RHS of (4.4). Hence, by (2) it suffices
to show that ‖ae‖ = sup{〈ξ, aξ〉 : ξ ∈ eH, ‖ξ‖ = 1} for any e ∈ Proj(A), where A is as in
(2). If ae is bounded, then ‖ae‖ = ‖eae‖ = sup{〈ξ, aξ〉 : ξ ∈ eH, ‖ξ‖ = 1}. If ae is not
unbounded, then both sides are +∞.
(4) By (1), µε(an−a)→ 0 for any ε > 0 if and only if, for any ε, δ > 0, there is an n0 such
that an − a ∈ N (ε, δ) for all n ≥ n0, which means that an → a in the measure topology.
Proposition 4.17. Let a, b, c ∈ M˜ .
(1) The function t ∈ (0,∞) 7→ µt(a) ∈ [0,∞) is non-increasing and right-continuous.
(2) µt(a)ր ‖a‖ (∈ [0,+∞]) as tց 0.
(3) µt(a) = µt(|a|) = µt(a
∗) for all t > 0.
(4) µt(αa) = |α|µt(a) for all α ∈ C and t > 0.
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(5) If 0 ≤ a ≤ b, then µt(a) ≤ µt(b) for all t > 0.
(6) µt(bac) ≤ ‖b‖ ‖c‖µt(a) for all t > 0.
(7) µt+t′(a+ b) ≤ µt(a) + µt′(b) for all t, t
′ > 0.
(8) µt+t′(ab) ≤ µt(a)µt′(b) for all t, t
′ > 0.
(9) If f is a continuous non-decreasing function on [0,∞) with f(0) = 0, then f(|a|) ∈ M˜
and µt(f(|a|)) = f(µt(a)) for all t > 0.
(10) |µt(a)− µt(b)| ≤ ‖a− b‖ for all t > 0.
Proof. (1) is easy.
(2) By (4.1), µf (a) ≤ ‖a‖ is clear. Let s := limtց0 µt(s); then τ(e(s,∞)(|a|)) = 0 and so
‖a‖ ≤ s. Hence the assertion follows.
(3) That µt(a) = µt(|a|) is obvious. By Lemma 4.11 (1) and (4.1), µt(a) = µt(a
∗) follows.
(4) By Lemma 4.11 (2).
(5) It suffices to show that τ(e(s,∞)(a)) ≤ τ(e(s,∞)(b)) for all s ≥ 0. Let a =
∫∞
0 λdeλ
and b =
∫∞
0 λdfλ be the spectral decompositions. Let 0 < s < s
′ and ξ be in the range of
e(s′,∞)(a) ∧ e[0,s](b). Since
s‖ξ‖2 ≥
∫
[0,s]
λd‖fλξ‖
2 = ‖b1/2ξ‖2 ≥ ‖a1/2ξ‖2 =
∫
(s′,∞)
λd‖eλξ‖
2 ≥ s′‖ξ‖2
so that ξ − 0. Hence e(s′,∞)(a) ∧ e[0,s](b) = 0. Since
e(s′,∞)(a) = e(s′∞)(a)− e(s′,∞)(a) ∧ e[0,s](b)
∼ e(s′,∞)(a) ∧ e[0,s](b)− e[0,s](b) ≤ e(s,∞)(b),
one has τ(e(s′,∞)(a)) ≤ τ(e(s,∞)(b)). Letting s′ ց s gives the desired inequality.
(6) By (4.2) and (3) one has
µt(bac) ≤ ‖b‖µt(ac) = ‖b‖µt(c
∗a∗) ≤ ‖b‖ ‖c∗‖µt(a∗) = ‖b‖ ‖c‖µt(a).
(7) By (4.1) and Lemma 4.11 (5) one has
µt(a) + µt′(b) = inf{s+ s
′ : s, s′ > 0, a ∈ N (s, t), b ∈ N (s′, t′)}
≥ inf{s > 0 : a+ b ∈ N (s, t+ t′)} = µt+t′(a+ b).
(8) By (4.1) and Lemma 4.11 (6) one has
µt(a)µt′(b) = inf{ss
′ : s, s′ > 0, a ∈ N (s, t), b ∈ N (s′, t′)}
≥ inf{s > 0 : ab ∈ N (s, t+ t′)} = µt+t′(ab).
(9) Let A be the commutative von Neumann subalgebra of M generated by the spec-
tral projections of |a|. Let |a| =
∫∞
0 λdeλ be the spectral decomposition. Then f(|a|) =∫∞
0 f(λ) deλ and hence e(s,∞)(f(|a|)) = ef−1((s,∞))(|a|) ∈ A. This implies that f(|a|) ∈ M˜ .
By (4.3) we have
µt(f(|a|)) = inf{‖f(|a|)e‖ : e ∈ Proj(A), τ(e
⊥) ≤ t}.
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When e ∈ Proj(A), note that
f(|a|)e =
∫ ∞
0
f(λ) d(eλe) = f
(∫ ∞
0
λd(eλe)
)
= f(|a|e),
where we have used f(0) = 0 for the second equality. Therefore, ‖f(|a|)e‖ = f(‖ |a|e‖) holds
so that
µt(f(|a|)) = inf{f(‖ |a|e‖) : e ∈ Proj(A), τ(e
⊥) ≤ t} = f(µt(a)).
(10) For every t > 0 and ε > 0, by (7) and (2) one has
µt+ε(a) = µt+ε(b+ (a− b)) ≤ µt(b) + µε(a− b) ≤ µt(b) + ‖a− b‖.
Letting ε ց 0 gives, by (1), µt(a) ≤ µt(b) + ‖a − b‖, and similarly µt(b) ≤ µt(a) + ‖a − b‖.
Hence the assertion follows.
We extend the trace τ on M+ to a ∈ M˜+ by
τ(a) :=
∫ ∞
0
λdτ(eλ), (4.5)
where a =
∫∞
0 λdeλ is the spectral decomposition.
Proposition 4.18. For every a ∈ M˜+,
τ(a) =
∫ ∞
0
µt(a) dt. (4.6)
Moreover, for any continuous non-decreasing function f on [0,∞) with f(0) ≥ 0,
τ(f(a)) =
∫ ∞
0
f(µt(a)) dt. (4.7)
Proof. For each n ∈ N define
fn(λ) :=
∞∑
k=0
k
2n
χ[ k
2n
, k+1
2n
)(λ), an := fn(a) = ∞∑
k=0
k
2n
e[ k
2n
, k+1
2n
)(a).
Then we have
τ(an) =
∞∑
k=0
k
2n
τ
(
e[ k
2n
, k+1
2n
)(a)) = ∫ ∞
0
fn(λ) dτ(eλ) −→
∫ ∞
0
f(λ) dτ(eλ) = τ(a).
Since ‖a−an‖ ≤ 1/2
n, we have |µt(a)−µt(an)| ≤ 1/2
n by Proposition 4.17 (10), so µt(an)ր
µt(a) for all t > 0. Hence
∫∞
0 µt(an) dtր
∫∞
0 µt(a) dt. Note that
µt(an) =
k
2n
if τ
(
e[ k+1
2n
,∞
)(a)) ≤ t < τ(e[ k
2n
,∞
)(a)),
which implies that ∫ ∞
0
µt(an) dt =
∞∑
k=0
k
2n
τ
(
e[ k
2n
, k+1
2n
)(a)) = τ(an).
Letting n→∞ gives (4.6). Furthermore, (4.7) follows from Proposition 4.17 (9).
40
Lemma 4.19. Let a, an ∈ M˜ (n ∈ N) be such that an → a in the measure topology. Then:
(1) µt(a) ≤ lim infn→∞ µt(an) for all t > 0.
(2) µt(a) = limn→∞ µt(an) if µt(a) is continuous at t.
Proof. (1) For any ε > 0 Proposition 4.17 (7) implies that µt+ε(a) ≤ µt(an) + µε(a − an).
Since µε(a− an)→ 0 as n→∞ by Lemma 4.16 (4), one has
µt+ε(a) ≤ lim inf
n→∞ µt(an).
Letting εց 0 gives the assertion.
(2) If 0 < ε < t, then
µt(an) ≤ µt−ε(a) + µε(an − a),
and so lim supn→∞ µt(an) ≤ µt−ε(a). Letting εց 0 gives µt(a) ≥ lim supn→∞ µt(an), imply-
ing the assertion.
Proposition 4.20. Let a, an ∈ M˜ , an ≥ 0 (n ∈ N), be such that an → a in the measure
topology. Then:
(1) τ(a) ≤ lim infn→∞ τ(an). (Fatou’s lemma)
(2) If an ≤ a for all n (in particular, an is increasing), then τ(a) = limn→∞ τ(an).
(Monotone convergence theorem)
Proof. (1) We have
τ(a) =
∫ ∞
0
µt(a) dt (by (4.6))
≤
∫ ∞
0
lim inf
n→∞ µt(an) dt (by Lemma 4.19 (1))
≤ lim inf
n→∞
∫ ∞
0
µt(an) dt (by Fatou’s lemma)
= lim inf
n→∞ τ(an).
(2) follows from (1) and τ(an) =
∫∞
0 µt(an) dt ≤
∫∞
0 µt(a) dt = τ(a).
Proposition 4.21. Let a, an ∈ M˜ with an → a in the measure topology. Assume that there is
an f ∈ L1((0,∞), dt) such that µt(an) ≤ f(t) a.e. for all n (in particular, there is a b ∈ M˜+
such that τ(b) < +∞ and |an| ≤ b for all n). Then
lim
n→∞ τ(|an − a|) = 0, limn→∞ τ(|an|) = τ(|a|).
(Lebesgue’s convergence theorem)
Proof. Note that
µt(an − a) ≤ µt/2(an) + µt/2(a) ≤ 2f(t/2) a.e.
and
∫∞
0 f(t/2) dt = 2
∫∞
0 f(t) dt < +∞. Since µt(an−a)→ 0 for all t > 0 by Lemma 4.16 (4),
it follows from Proposition 4.18 and the Lebesgue’s convergence theorem that τ(|an − a|) =∫∞
0 µt(an − a) dt → 0. Since µt(an) ≤ f(t) a.e. and µt(an) → µt(a) a.e. by Lemma 4.19 (2),
τ(|an|) =
∫∞
0 µt(an) dt→
∫∞
0 µt(a) dt = τ(|a|) similarly.
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We end the section with the next lemma, which will be used to prove Proposition 11.26
of Sec. 11.2.
Lemma 4.22. Let a ∈ M˜+ and v ∈ M be a contraction. If f is a non-negative continuous
and convex function on [0,∞) with f(0) = 0, then
µt(f(vav
∗)) = f(µt(vav∗)) ≤ µt(vf(a)v∗)
for all t > 0.
Proof. It is clear that the function f stated is non-decreasing on [0,∞). Hence f(vav∗) ∈ M˜+
and the first equality follows from Proposition 4.17 (9). First, assume that a is bounded with
the spectral decomposition a =
∫ ‖a‖
0 λdeλ. For any vector ξ ∈ H, ‖ξ‖ = 1, since ‖v
∗ξ‖ ≤ 1
and f(0) = 0, one finds that
〈ξ, vf(a)v∗ξ〉 =
∫ ∞
0
f(λ) d‖eλv
∗ξ‖2
=
∫ ∞
0
f(λ) d‖eλv
∗ξ‖2 + f(0)(1 − ‖v∗ξ‖2)
≥ f
(∫ ∞
0
λd‖eλv
∗ξ‖2
)
= f(〈ξ, vav∗ξ〉).
In the above, vf(a)v∗ξ and vav∗ξ make sense and the inequality follows from the convexity
of f . Hence by (4.4) one has
µt(vf(a)v
∗) = inf
{
sup
ξ∈eH, ‖ξ‖=1
〈ξ, vf(a)v∗ξ〉 : e ∈ Proj(M), τ(e⊥) ≤ t
}
≥ f
(
inf
{
sup
ξ∈eH,‖ξ‖=1
〈ξ, vav∗ξ〉 : e ∈ Proj(M), τ(e⊥) ≤ t
})
= f(µt(vav
∗)).
Next, let a ∈ M˜+ be arbitrary with a =
∫∞
0 λdeλ. Set an :=
∫ n
0 λdeλ for n ∈ N; then
f(an) =
∫ n
0 f(λ) deλ ≤
∫∞
0 f(λ) deλ = f(a) and vf(an)v
∗ ≤ vf(a)v∗. From the above case
one has
f(µt(vanv
∗)) ≤ µt(vf(an)v∗) ≤ µt(vf(a)v∗), t > 0.
Since vanv
∗ → vav∗ in the measure topology, it follows from Lemma 4.19 (1) that µt(vav∗) ≤
lim infn→∞ µt(vanv∗) so that
f(µt(vav
∗)) ≤ lim inf
n→∞ f(µt(vanv
∗)) ≤ µt(vf(a)v∗)
thanks to f being non-decreasing and continuous on [0,∞).
5 Lp-spaces with respect to a trace
In this section we assume as in Sec. 4 that M is a semifinite von Neumann algebra with a
faithful semifinite normal trace τ . The section gives a concise but self-contained exposition of
the non-commutative Lp-spaces with respect to a trace, as a nice application of the topics of
Sec. 4. The non-commutative Lp-spaces Lp(M, τ) on (M, τ) was first developed in [16, 40, 53],
which was later discussed in [41] in a simpler approach based on τ -measurable operators.
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Definition 5.1. For each a ∈ M˜ define
‖a‖p := τ(|a|
p)1/p ∈ [0,+∞], 0 < p <∞.
By (4.7) note that ‖a‖p =
(∫∞
0 µt(a)
p dt
)1/p
. Furthermore, define ‖a‖∞ := ‖a‖ ∈ [0,+∞].
By Proposition 4.17 (3) note that ‖a‖p = ‖a
∗‖p for every a ∈ M˜ and 0 < p ≤ ∞. The
non-commutative Lp-space on (M, τ) is defined as
Lp(M) = Lp(M, τ) := {a ∈ M˜ : ‖a‖p < +∞}, 0 < p ≤ ∞.
(In particular, L∞(M) = L∞(M, τ) =M .)
Example 5.2. (1) When M = B(H) and τ = Tr , Lp(M) is the Schatten and von Neumann
p-class Cp(H) := {a ∈ B(H) : Tr |a|
p < +∞} with ‖a‖p := (Tr |a|
p)1/p. In particular, the
case p = 1 is the trace-class and the case p = 2 is the Hilbert-Schmidt class.
(2) When M = L∞(X,µ) on a localizable measure space (X,X , µ), Lp(M) is the usual
Lp-space Lp(X,µ) := {f : measurable,
∫
X |f |
p dµ < +∞} with ‖f‖p :=
(∫
X |f |
p dµ
)1/p
.
Lemma 5.3. Let 0 < p ≤ ∞.
(1) Lp(M) is a linear subspace of M˜ .
(2) If a ∈ Lp(M), 0 < p ≤ ∞, and x, y ∈ M , then xay ∈ Lp(M) and ‖xay‖p ≤
‖x‖ ‖y‖ ‖a‖p.
Proof. (1) Since the case p = ∞ is obvious, let 0 < p < ∞ and a, b ∈ Lp(M). For α ∈ C,
since
‖αa‖p =
[∫ ∞
0
µt(αa)
p dt
]1/p
=
[∫ ∞
0
(|α|µt(a))
p dt
]1/p
= |α| ‖a‖p < +∞,
one has αa ∈ Lp(M). Since
µt(a+ b) ≤ µt/2(a) + µt/2(b) ≤ 2max{µt/2(a), µt/2(b)},
one has µt(a+ b)
p ≤ 2p
[
µt/2(a)
p + µt/2(b)
]
so that
‖a+ b‖pp =
∫ ∞
0
µt(a+ b)
p dt ≤ 2p
[∫ ∞
0
µt/2(a)
p dt+
∫ ∞
0
µt/2(b)
p dt
]
= 2p+1(‖a‖pp + ‖b‖
p
p) < +∞, (5.1)
so a+ b ∈ Lp(M).
(2) The case p = ∞ is obvious. For 0 < p < ∞, since µt(xay) ≤ ‖x‖ ‖y‖µt(a) by
Proposition 4.17 (6), we may take the pth power of both sides and integrate to have the
assertion.
Lemma 5.4. Set
Fτ := {x ∈M+ : τ(x) < +∞} =M+ ∩ L
1(M),
Nτ := {x ∈M : τ(x
∗x) < +∞} =M ∩ L2(M),
Mτ := span{y
∗x : x, y ∈ Nτ}.
Then:
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(1) Nτ is a two-sided ideal of M .
(2) Mτ = spanFτ (⊂ L
1(M)) and Fτ =M+ ∩Mτ .
(3) τ |Fτ uniquely extends by linearity to a positive linear functional on Mτ , and the extended
τ satisfies τ(xy) = τ(yx) for all x, y ∈ Nτ .
Proof. (1) If x, y ∈ Nτ , then (x + y)
∗(x + y) ≤ 2(x∗x+ y∗y) and so x + y ∈ Nτ . If x ∈ Nτ
and y ∈ M , then (yx)∗(yx) ≤ ‖y‖2x∗x, so yx ∈ Nτ . Also τ((xy)∗(xy)) = τ((xy)(xy)∗) ≤
‖y‖2τ(xx∗) = ‖y‖2τ(x∗x) < +∞, so xy ∈ Nτ . Hence Nτ is a two-sided ideal of M .
(2) For every x, y ∈M recall the polarization
y∗x =
1
4
3∑
k=0
ik(x+ iky)∗(x+ iky). (5.2)
If x, y ∈ Nτ , then x + i
ky ∈ Nτ by (1) so that y
∗x ∈ spanFτ . Hence Mτ ⊂ spanFτ . The
converse is obvious. Next, if a =
∑n
j=1 y
∗
jxj ∈ M+ ∩ Mτ (xj , yj ∈ Nτ ), then from the
polarization and a∗ = a, one has
a =
1
4
n∑
j=1
{(xj + yj)
∗(xj + yj)− (xj − yj)∗(xj − yj)} ≤
1
4
n∑
j=1
(xj + yj)
∗(xj + yj),
which implies that a ∈ Fτ . Hence Fτ =M+ ∩Mτ .
(3) From (2) we can uniquely extend τ |Fτ to a linear functional τ : Mτ → C. For every
x, y ∈ Nτ , using the polarization in (5.2) we have
τ(xy) =
1
4
3∑
k=0
[
τ((y + x∗)∗(y + x∗))− τ((y − x∗)∗(y − x∗))
+ iτ((y + ix∗)∗(y + ix∗))− iτ((y − ix∗)∗(y − ix∗))
]
=
1
4
3∑
k=0
[
τ((y + x∗)(y + x∗)∗)− τ((y − x∗)(y − x∗)∗)
+ iτ((y + ix∗)(y + ix∗)∗)− iτ((y − ix∗)(y − ix∗)∗)
]
=
1
4
3∑
k=0
[
τ((x+ y∗)∗(x+ y∗))− τ((x− y∗)∗(x− y∗))
+ iτ((x+ iy∗)∗(x+ iy∗))− iτ((x− iy∗)∗(x− iy∗))
]
= τ(yx),
as asserted.
Proposition 5.5. The functional τ on Mτ (defined in Lemma 5.4 (3)) uniquely extends to
a positive linear functional on L1(M) such that
|τ(a)| ≤ ‖a‖1, a ∈ L
1(M). (5.3)
Moreover, if a ∈ L1(M)+, then τ(a) coincides with the definition in (4.5).
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Proof. Since (y, x) ∈ Nτ ×Nτ 7→ τ(y
∗x) is an inner product, the Schwarz inequality says that
|τ(y∗x)| ≤ τ(x∗x)1/2τ(y∗y)1/2 = ‖x‖2‖y‖2, x, y ∈ Nτ .
Let a ∈M ∩L1(M) with the polar decomposition a = w|a|. Set x := |a|1/2 and y := |a|1/2w∗;
then x, y ∈ M . Since τ(x∗x) = τ(|a|) and τ(y∗y) = τ(w|a|w∗) = τ(|a|1/2w∗w|a|1/2) = τ(|a|),
one has x, y ∈ Nτ , ‖x‖2 = ‖y‖2 = ‖a‖
1/2
1 and a = y
∗x ∈ Mτ , so |τ(a)| ≤ ‖x‖2‖y‖2 = ‖a‖1.
Therefore, M ∩ L1(M) ⊂Mτ and
|τ(a)| ≤ ‖a‖1, a ∈M ∩ L
1(M). (5.4)
Next, let a ∈ L1(M) with a = w|a| and |a| =
∫∞
0 λdeλ. Set an := w
∫ n
0 λdeλ for n ∈ N;
then |an| =
∫ n
0 λdeλ and |a − an| =
∫
(0,n) λdeλ. Hence an → a in the measure topology
and µt(an) ≤ µt(a) ∈ L
1((0,∞), dt), so we have an ∈ M ∩ L
1(M) and ‖an − a‖1 → 0 by
Proposition 4.21. Moreover, by (5.4) and (5.1) for p = 1,
|τ(am)− τ(an)| = |τ(am − an)| ≤ ‖am − an‖1 = ‖(am − a) + (a− an)‖1
≤ 4(‖am − a‖1 + ‖an − a‖1) −→ 0 as m,n→∞.
So one can define
τ(a) := lim
n→∞ τ(an).
Since |τ(an)| ≤ ‖an‖1 by (5.4) and ‖an‖1 → ‖a‖1 by Proposition 4.21, (5.3) holds. The
linearity of τ on L1(M) and the uniqueness of τ with (5.3) are easy to see, so the details are
omitted.
Finally, let a ∈ L1(M)+ and set an :=
∫ n
0 λdeλ ∈M+ ∩ L
1(M) as above. Since
n2m∑
k=1
k
2m
e[ k
2m
, k+1
2m
) ր an as m→∞,
it follows from the normality of τ that
τ(an) = lim
m→∞ τ
(
n2m∑
k=1
k
2m
e[ k
2m
, k+1
2m
)) = lim
m→∞
n2m∑
k=1
k
2m
τ
(
e[ k
2m
, k+1
2m
)) = ∫ n
0
λdτ(eλ).
Therefore,
τ(a) = lim
n→∞ τ(an) = limn→∞
∫ n
0
λdτ(eλ) =
∫ ∞
0
λde(eλ),
which is the definition in (4.5).
Proposition 5.6 (Ho¨lder’s inequality). Let 1 ≤ p < ∞ and 1/p + 1/q = 1, If a ∈ Lp(M)
and b ∈ Lq(M), then ab ∈ L1(M) and
|τ(ab)| ≤ ‖ab‖1 ≤ ‖a‖p‖b‖q. (5.5)
Proof. Since the case p = 1 holds by Lemma 5.3 (2), assume that 1 < p <∞. Let a = u|a| ∈
Lp(M) and b = v|b| ∈ Lq(M) in the polar decompositions. For each n ∈ N define
xn :=
n2n∑
k=0
k
2n
ek, where ek := e[ k
2n
, k+1
2n
)(|a|),
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yn :=
n2n∑
k=0
k
2n
fk, where fk := e[ k
2n
, k+1
2n
)(|b|).
Then xn ≤ |a|, xn → |a| in the measure topology, and yn ≤ |b|, yn → |b| in the measure
topology. Since
xpn =
n2n∑
k=0
(
k
2n
)p
ek ≤ |a|
p,
one has
+∞ > τ(xpn) =
n2n∑
k=0
(
k
2n
)p
τ(ek)
so that τ(ek) < +∞ for 1 ≤ k ≤ n2
n. Similarly, τ(fk) < +∞ for 1 ≤ k ≤ n2
n. For any n
fixed, take the polar decomposition uxnvyn = w|uxnvyn|, and note that
xpzn =
n2n∑
k=1
(
k
2n
)pz
ek, y
q(1−z)
n =
n2n∑
k=1
(
k
2n
)q(1−z)
fk
are in Nτ for 0 ≤ Re z ≤ 1. Hence by Lemma 5.4 we can define
f(z) := τ(w∗uxpzn vy
q(1−z)
n ) =
n2n∑
j,k=1
(
j
2n
)pz( k
2n
)q(1−z)
τ(w∗uejvfk)
is bounded continuous on 0 ≤ Re z ≤ 1 and analytic in 0 < Re z < 1. Moreover, we find that
|f(it)| ≤ ‖w∗uxiptn vy
q
ny
−iqt
n ‖1 ≤ ‖y
q
n‖1 ≤ ‖ |b|
q‖1 = ‖b‖
q
q,
|f(1 + it)| ≤ ‖w∗uxpnx
ipt
n vy
−iqr
n ‖1 ≤ ‖x
p
n‖1 ≤ ‖ |a|
p‖1 = ‖a‖
p
P , t ∈ R.
From the three-lines theorem it follows that
|f(1/p)| ≤
(
‖b‖qq
)1−1/p(
‖a‖pp)
1/p = ‖a‖p‖b‖q.
Since f(1/p) = τ(w∗uxnvyn) = ‖uxnvyn‖1, we have ‖uxnvyn‖1 ≤ ‖a‖p‖b‖q. Note that
uxnvyn → u|a|v|b| = ab in the measure topology and
µt(uxnvyn) ≤ µt/2(uxn)µt/2(vyn) ≤ µt/2(xn)µt/2(yn) ≤ µt/2(a)µt/2(b),
∫ ∞
0
µt/2(a)µt/2(b) dt = 2
∫ ∞
0
µt(a)µt(b) dt
≤ 2
[∫ ∞
0
µt(a)
p dt
]1/p[∫ ∞
0
µt(b)
q dt
]1/q
= 2‖a‖p‖b‖q < +∞.
By Proposition 4.21 we obtain ‖ab‖1 = limn→∞ ‖uxnvyn‖1 ≤ ‖a‖p‖b‖q so that ab ∈ L1(M)
and |τ(ab)| ≤ ‖ab‖1 follows from (5.3).
Proposition 5.7. Let 1 ≤ p < ∞ and 1/p + 1/q = 1. If a ∈ Lp(M) and b ∈ Lq(M), then
τ(ab) = τ(ba).
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Proof. By linearity we may assume that a, b ≥ 0. When 1 < p < ∞, with the spectral
decompositions a =
∫∞
0 λdeλ and b =
∫∞
0 λdfλ define
an :=
∫ n
1/n
λdeλ = qe[1/n,n](a), bn :=
∫ n
1/n
λdfλ = be1/n,n](b).
Since
e[1/n,n](a) ≤ n
p
∫ n
1/n
λp deλ ≤ n
pap,
one has τ(e[1/n,n](a)) < +∞, and similarly τ(e[1/n,n](b)) < +∞. Let e := e[1/n,n](a) ∨
e[1/n,n](b) ∈ Proj(M); then τ(e) < +∞. Since an, bn ∈ eMe ⊂ Nτ , one has τ(anbn) = τ(bnan)
by Lemma 5.4 (3). Since ‖an − a‖p → 0 and ‖bn − b‖1 → 0, we find by (5.5) that
|τ(anbn)− τ(ab)| ≤ |τ((an − a)bn)|+ |τ(a(bn − b))|
≤ ‖an − a‖p‖bn‖q + ‖a‖p‖bn − b‖q −→ 0.
Hence we have τ(anbn) → τ(ab), and similarly τ(bnan) → τ(ba), so τ(ab) = τ(ba). When
p = 1 and q =∞, since a1/2, a1/2b, ba1/2 ∈ L2(M), we have
τ(ab) = τ(a1/2a1/2b) = τ(a1/2ba1/2) = τ(ba1/2a1/2) = τ(ba).
Proposition 5.8 (Minkowski’s inequality). Let 1 ≤ p ≤ ∞. For every a, b ∈ Lp(M),
‖a+ b‖p ≤ ‖a‖p + ‖b‖p. (5.6)
Proof. Since the case p =∞ is trivial, assume that 1 ≤ p <∞ and 1/p+1/q = 1. It suffices
to show that
‖a‖p = sup{|τ(ac)| : c ∈ L
q(M), ‖c‖q ≤ 1}. (5.7)
It follows from (5.5) that ‖a‖p ≥ the RHS of (5.7). To prove the converse, let a = w|a| be
the polar decomposition of a, so a∗ = |a|w∗. When p = 1, let c := w∗ ∈ M ; then ‖c‖∞ ≤ 1
and τ(ac) = τ(ca) = τ(|a|) = ‖a‖1. When 1 < p < ∞, let c := |a|
p−1w∗. Since |c∗|2 =
|a|p−1w∗w|a|p−1 = |a|2(p−1), we have |c∗| = |a|p−1 and |c∗|q = |a|p, so ‖c‖q = ‖c∗‖q = ‖a‖
p/q
p .
Since ca = |a|p, it follows that τ(ac) = τ(ca) = ‖a‖pp. We may assume that ‖a‖p > 0 (i.e.,
a 6= 0), and let c1 := ‖a‖
−p/q
p c. We then find that ‖c1‖q = 1 and τ(ac1) = ‖a‖p. Hence (5.7)
follows.
Remark 5.9. As explained in [17] a more systematic approach to Minkowski’s and Ho¨lder’s
inequalities is to develop majorization such as∫ s
0
µt(a+ b) dt ≤
∫ s
0
{µt(a) + µt(b)} dt, s > 0,∫ s
0
log µt(ab) dt ≤
∫ s
0
log{µt(a)µt(b)} dt, s > 0, (5.8)
for a, b in M˜ (or its certain subclass). In particular, when M = B(H), this approach was
fully adopted in [27]. The majorization theory is a major subject in matrix theory, whose
version in (semi)finite von Neumann algebras is also worth discussing (see, e.g., [30, 31]).
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Theorem 5.10. For every p ∈ [1,∞], Lp(M) is a Banach space with respect to the norm ‖·‖p.
In particular, L2(M) is a Hilbert space with the inner product 〈a, b〉τ = τ(a
∗b). Moreover,
M ∩ L1(M) is dense in Lp(M) for any p ∈ [1,∞).
Proof. We may assume that 1 ≤ p <∞. From Lemma 5.3 (1) and (5.6) it follows that Lp(M)
is a normed space, by noting that ‖a‖p = 0 =⇒ µt(a) = 0 for all t > 0 =⇒ a = 0. So it
remains to prove the completeness of ‖ · ‖p. Let {an} be a Cauchy sequence in L
p(M). By
(4.7) note that
‖am − an‖
p
p = τ(|am − an|
p) =
∫ ∞
0
µt(am − an)
p dt. (5.9)
For any δ > 0, since
δµδ(am − an)
p ≤
∫ δ
0
µt(am − an)
p dt ≤
∫ ∞
0
µt(am − an)
p dt −→ 0 as m,n→∞,
it follows from Lemma 4.16 (4) that {an} is Cauchy in M˜ , so by Theorem 4.12 there is an
a ∈ M˜ such that an → a in the measure topology. For any ε > 0 there is an n0 ∈ N such
that ‖am − an‖p ≤ ε for all m,n ≥ n0. Since am − an → a − an as m → ∞ in the measure
topology, we have µt(am − an)→ µt(a− an) a.e. by Lemma 4.19 (2). By Fatou’s lemma and
(5.9) we have∫ ∞
0
µt(a− an)
p dt ≤ lim inf
m→∞
∫ ∞
0
µt(am − an)
p dt ≤ εp, n ≥ n0.
Therefore, if n ≥ n0, then a− an ∈ L
p(M) and ‖a− an‖p ≤ ε, which implies that a ∈ L
p(M)
and ‖a− an‖p → 0.
When p = 2, it is clear that 〈a, b〉τ := τ(a
∗b) is an inner product on L2(M). Since
‖a‖2 = τ(|a|
2)1/2 = 〈a, a〉τ , it follows that L
2(M) is a Hilbert space.
If a ∈ M ∩ L1(M), then it is clear that |a|p ≤ ‖a‖p−1|a| and so τ(|a|p) < +∞. Hence
M ∩ L1(M) ⊂ Lp(M) for all p ∈ [1,∞). Let 1 ≤ p < ∞ and a ∈ Lp(M) with a = w|a| and
|a| =
∫∞
0 λdeλ. For each n ∈ N let an := w
∫ n
1/n λdeλ; then
|an| =
∫ n
1/n
λdeλ ≤ n
p−1
∫ n
1/n
λp deλ ≤ n
p−1|a|p,
so that τ(|an|) < +∞ and hence an ∈M ∩ L
1(M). Note that
|a− an|
p =
∫
(0,1/n)
λp deλ +
∫
(n,∞)
λp deλ ≤ |a|
p ∈ L1(M),
∥∥∥∥ ∫
(0,1/n)
λp deλ
∥∥∥∥
∞
≤ (1/n)p −→ 0,
(∫
(n,∞)
λp deλ
)
en = 0, τ(e
⊥
n ) −→ 0,
which imply that |a − an|
p → 0 as n → ∞ in the measure topology, so ‖a − an‖
p
p = τ(|a −
an|
p)→ 0 by Proposition 4.21. Hence the last assertion follows.
The following are famous inequalities for the ‖ · ‖p-norms with 1 < p < ∞, whose proofs
are omitted here. But Clarkson’s inequality will be proved in Proposition 11.26 for more
general Haagerup’s Lp-spaces.
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Proposition 5.11. When 2 ≤ p <∞, for every a, b ∈ Lp(M),
‖a+ b‖pp + ‖a− b‖
p
p ≤ 2
p−1(‖a‖pp + ‖b‖pp). (Clarkson’s inequality)
When 1 < p ≤ 2 and 1/p + 1/q = 1, for every a, b ∈ Lp(M),
‖a+ b‖qp + ‖a− b‖
q
p ≤ 2
(
‖a‖pp + ‖b‖
p
P
)q/p
. (McCarthy’s inequality)
Recall that a Banach space X is said to be uniformly convex if, for any ε ∈ (0, 2),
δ(ε) := inf
{
1−
∥∥∥∥x+ y2
∥∥∥∥ : x, y ∈ X, ‖x‖ = ‖y‖ = 1, ‖x− y‖ ≥ ε} > 0.
As is well-known, a uniformly convex Banach space X is reflexive, i.e., X∗∗ = X.
The next result follows from Proposition 5.11.
Corollary 5.12. When 1 < p <∞, Lp(M) is uniformly convex (hence reflexive).
The last theorem of the section is the Lp-Lq-duality for Lp(M), 1 ≤ p <∞.
Theorem 5.13. Let 1 ≤ p <∞ and 1/p + 1/q = 1. Then the dual Banach space of Lp(M)
is Lq(M) under the duality pairing (a, b) ∈ Lp(M)× Lq(M) 7→ τ(ab) ∈ C.
Proof. First, assume that 1 < p <∞ and 1/p + 1/q = 1. Define Φ : Lq(M)→ Lp(M)∗ by
Φ(b)(a) := τ(ab), a ∈ Lp(M), b ∈ Lq(M),
where Φ(b) ∈ Lp(M)∗ is seen from (5.5). Clearly Φ is linear. Furthermore, it follows from
(5.7) (with p, q exchanged) that ‖Φ(b)‖ = ‖b‖q, so Φ is a linear isometry. Now, we prove that
Φ is surjective. Since Φ(Lq(M)) is norm-closed in Lp(M)∗ and Lp(M)∗, as well as Lp(M), is
reflexive by Corollary 5.12 we have
Φ(Lq(M)) = Φ(Lq(M))
w
= Φ(Lq(M))
w∗
(the weak* closure).
Let a ∈ Lp(M) and assume that Φ(b)(a) = τ(ab) = 0 for all b ∈ Lq(M). Then a = 0 follows
from (5.7). This implies that Φ(Lq(M))
w∗
= Lp(M)∗, so Φ(Lq(M)) = Lp(M)∗.
Next, assume that p = 1 and q =∞. Define Ψ : L1(M)→M∗ by
Ψ(a)(x) := τ(ax), a ∈ L1(M), x ∈M = L∞(M).
Then Ψ is a linear isometry since ‖Ψ(a)‖ = ‖a‖1 thanks to (5.7). Let a ∈ L
1(M) with a ≥ 0.
Let a =
∫∞
0 λdeλ and an :=
∫ n
0 λdeλ. For every net {xα} in M+ such that xα ր x ∈ M+,
note by Proposition 5.7 that τ(axα) = τ(a
1/2xαa
1/2) ≤ τ(a1/2xa1/2) = τ(ax). Moreover, one
has
τ(ax)− τ(axα) ≤ τ((a− an)x) + τ(an(x− xα)) + τ((an − a)xα)
≤ 2‖an − a‖1‖x‖∞ + τ(a1/2n xa
1/2
n )− τ(a
1/2
n xαa
1/2
n ).
Since a
1/2
n xαa
1/2
n , a
1/2
n xa
1/2
n ∈M+ and a
1/2
n xαa
1/2
n ր a
1/2
n xa
1/2
n for any n fixed, the normality
of τ gives
τ(ax)− sup
α
τ(axα) ≤ 2‖an − a‖1‖x‖∞ −→ 0 as n→∞.
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Therefore, Ψ(a)(xα) = τ(axα)ր τ(ax) = Ψ(a)(x), which implies that Ψ(a) ∈M∗. Hence Ψ
is a linear isometry from L1(M) to M∗, so Ψ(L1(M)) = Ψ(L1(M))
w
. Let x ∈M and assume
that Ψ(a)(x) = τ(ax) = 0 for all x ∈ L1(M). For every e ∈ Proj(M) with τ(e) < +∞, since
x∗e ∈ L1(M), it follows that τ(x∗ex) = 0. We can let e ր 1 to have x = 0. This implies
that Ψ(L1(M))
w
= M∗, so Ψ(L1(M)) = M∗. By taking the dual map Φ := Ψ∗ we have
an isometric isomorphism Φ : M = (M∗)∗ → L1(M)∗ and Φ(x)(a) = Ψ(a)(x) = τ(ax) for
a ∈ L1(M) and x ∈M .
Corollary 5.14. We have M∗ = L1(M) under the correspondence ϕ ∈ M∗ ↔ a ∈ L1(M)
given by ϕ(x) = τ(ax), x ∈M . Moreover, ϕ ∈M+∗ ⇐⇒ a ∈ L1(M)+.
Proof. The first assertion was shown in the proof of the case p = 1 of Theorem 5.13. For the
latter assertion, if a ≥ 0, then ϕ(x) = τ(a1/2xa1/2) ≥ 0 for all x ∈M+, so ϕ ≥ 0. Conversely,
if ϕ ≥ 0, then for every x ∈M+,
τ(ax) = ϕ(x) = ϕ(x) = τ(xa∗) = τ(a∗x),
which implies that a = a∗. For each n ∈ N let en be the spectral projection of a corresponding
to [−n,−1/n]. Since aen ≤ −(1/n)en, one has 0 ≤ τ(aen) ≤ −(1/n)τ(en), so τ(en) = 0 and
hence en = 0 for all n. Hence a ≥ 0.
The a in L1(M, τ) given in Corollary 5.14 is often called the Radon-Nikodym derivative
of ϕ with respect to τ and denoted by dϕ/dτ .
Remark 5.15. For x ∈M consider the left multiplication π(x)a := xa for a ∈ L2(M). Since
‖xa‖2 ≤ ‖x‖ ‖a‖2, π(x) ∈ B(L
2(M)). Since 〈a, xb〉τ = τ(a
∗xb) = τ((x∗a)∗b) = 〈x∗a, b〉τ
for a, b ∈ L2(M), π(x∗) = π(x)∗. If π(x) = 0, then π(x∗x) = π(x)∗π(x) = 0 and for every
e ∈ Proj(M) with τ(e) < +∞, 0 = 〈e, x∗xe〉τ = ‖xe‖22 and hence xe = 0. Letting eր 1 gives
x = 0. Thus, π is a faithful representation of M on L2(M). We further note that L2(M) is
the completion of (Nτ , 〈·, ·〉τ ) and
(π(M), L2(M), J = ∗, L2(M)+)
is the standard form of M . For x ∈ M , Jπ(x)J in π(M)′ = Jπ(M)J acts as the right
multiplications πr(x)a := ax
∗, a ∈ L2(M) (in fact, Jπ(x)Ja = Jxa∗ax∗). By Corollary 5.14,
for every ϕ ∈ M+∗ there is an a ∈ L1(M)+ such that ϕ(x) = τ(ax) = 〈a1/2, xa1/2〉τ , x ∈ M ,
so that a1/2 ∈ L2(M)+ is the vector representative of ϕ.
6 Conditional expectations and generalized conditional ex-
pectations
The notion of conditional expectations is essential in probability theory. Let (X,X , µ) be
a probability space and Y be a sub-σ-algebra of X . For every f ∈ L1(X,X , µ) we have
a unique f˜ ∈ L1(X,Y, µ) such that
∫
B f˜ dµ =
∫
B f dµ for all B ∈ Y, which is called the
conditional expectation of f with respect to Y and denoted by Eµ(f |Y). If f ∈ L
1(X,X , µ)
and g ∈ L∞(X,Y, µ), then Eµ(fg|Y) = Eµ(f |Y)g. In this section we discuss some non-
commutative versions of conditional expectations in the von Neumann algebra setting.
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6.1 Conditional expectations
Before entering the subject of the section let us recall different positivity notions of linear
maps between general C∗-algebras.
Definition 6.1. Let A and B be C∗-algebras and Φ : A → B be a linear map. Define:
• Φ is positive if Φ(a∗a) ≥ 0 for all a ∈ A.
• Φ is a Schwarz map if Φ(a∗a) ≥ Φ(a)∗Φ(a) for all a ∈ A.
• For each n ∈ N, Φ is n-positive if Φ(n) = Φ⊗ idn : Mn(A)→ Mn(B) is positive, where
Mn(A) = A ⊗ Mn(C) is the C
∗-algebra tensor product of A with the n × n matrix
algebra Mn(C), whose elements are represented as n×n matrices [aij ]
n
i,j=1 of aij ∈ A),
and Φ(n) is defined by Φ(n)([aij ]) := [Φ(aij)]. (Of course, 1-positivity means positivity.)
• Φ is completely positive if it is n-positive for every n ∈ N.
Obviously we have that completely positive =⇒ n-positive =⇒ positive. A few basic
properties on the notions are summarized in the next proposition.
Proposition 6.2. Let A and B be unital C∗-algebras and Φ : A → B be a linear map. Then:
(1) If Φ is a Schwarz map, then it is positive. If Φ is unital and 2-positive, then it is a
Schwarz map.
(2) For each n ∈ N, Φ is n-positive if and only if
∑n
i,j=1 b
∗
iΦ(a
∗
i aj)bj ≥ 0 for all ai ∈ A and
bi ∈ B (i = 1, . . . , n).
(3) If A or B is commutative, then any positive Φ is completely positive.
(4) If Φ is positive, then it is bounded with ‖Φ‖ = ‖Φ(1)‖. Hence, if Φ is unital (i.e.,
Φ(1) = 1) and positive, then ‖Φ‖ = 1.
The next lemma will be useful in proving the above proposition.
Lemma 6.3. For any a, b ∈ B(H) with a ≥ 0,
[
a b∗
b 1
]
≥ 0 in B(H ⊕ H) if and only if
a ≥ b∗b.
Proof. If a ≥ b∗b, then [
a b∗
b 1
]
≥
[
b∗b b∗
b 1
]
=
[
b 1
0 0
]∗ [
b 1
0 0
]
≥ 0.
Conversely, assume that
[
a b∗
b 1
]
≥ 0. If a is invertible, then
0 ≤
[
a−1/2 0
0 1
] [
a b∗
b 1
] [
a−1/2 0
0 1
]
=
[
1 a−1/2b∗
ba−1/2 1
]
.
It is easy to verify that this is equivalent to w := ba−1/2 is a contraction, which implies that
b∗b = (wa1/2)∗(wa1/2) = a1/2w∗wa1/2 ≤ a. When a is not invertible, since
[
a+ ε1 b∗
b 1
]
≥ 0
for every ε > 0, we have b∗b ≤ a+ ε1. Letting εց 0 gives b∗b ≤ a.
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Proof of Proposition 6.2. We may assume that A and B are unital C∗-subalgebras of B(H)
and B(K) on Hilbert spaces H,K, respectively.
(1) The first assertion is obvious. Assume that Φ is unital and 2-positive. For any a ∈ A,
since
[
a∗a a∗
a 1
]
≥ 0 by Lemma 6.3, we have
[
Φ(a∗a) Φ(a)∗
Φ(a) 1
]
≥ 0 (here Φ(a∗) = Φ(a)∗ for
positive Φ is standard), so that Φ(a∗a) ≥ Φ(a)∗Φ(a) by Lemma 6.3 again.
(2) Since [aij ]
∗[aij ] =
∑n
k=1[a
∗
kiakj]
n
i,j=1 for [aij ]
n
i,j=1 ∈Mn(A), we see that Φ is n-positive
if and only if [Φ(a∗i aj)]
n
i,j=1 ≥ 0 for all ai ∈ A (i = 1, . . . , n). If Φ is n-positive, then
n∑
i,j=1
b∗iΦ(aia
∗
j)bj =
b1...
bn

∗ [
Φ(a∗i aj)
] b1...
bn
 ≥ 0
for all ai ∈ A and bi ∈ B. Conversely, assume that the above inequality holds for all ai, bi.
For any cyclic representation {π0,K0, ξ0} of B one has
n∑
i,j=1
〈π0(bi)ξ0, π0(Φ(a
∗
i aj))π(bj)ξ0〉 =
〈
ξ0, π0
(
n∑
i,j=1
biΦ(a
∗
i aj)bj
)
ξ0
〉
≥ 0
for all bi ∈ B. This implies that (π0 ⊗ idn)([φ(a
∗
i aj)]) = [π0(Φ(a
∗
i aj))] ≥ 0. Note that the
representation B in B(K) is represented as the direct sum π =
⊕
k πk of cyclic representa-
tions {πk,Kk, ξk} of B. Then it is immediate to see that π˜ =
⊕
k(πk ⊗ idn) is a faithful
representation of Mn(B). From the above discussion it follows that π˜([Φ(a
∗
i aj)]) ≥ 0, and
hence [Φ(a∗i aj)] ≥ 0.
(3) Assume that A is commutative; then by the Gelfand-Naimark theorem we may write
A = C(X), the complex continuous functions on a compact Hausdorff space X. As noted in
the proof of (2) it suffices to show that
∑n
i,j=1〈ξi,Φ(f ifj)ξj〉 ≥ 0 for all fi ∈ C(X) and ξ ∈ K
(i = 1, . . . , n). By the Riesz-Markov theorem there are Radon measures µij (i, j = 1, . . . , n) on
the Borel space (X,BX ) such that 〈xi,Φ(f)ξj〉 =
∫
X f dµij for all f ∈ C(X). Choose a positive
Radon measure µ on (X,BX) such that µij ≪ µ (absolutely continuous) for all i, j, and let
φij = dµij/dµ ∈ L
1(X,µ) be the Radon-Nikodym derivatives. For every c1, . . . , cn ∈ C, since∫
X
f
(
n∑
i,j=1
cicjφij
)
dµ =
n∑
i,j=1
cicj
∫
X
f dµij =
〈 n∑
i=1
ciξi,Φ(f)
(
n∑
j=1
cjξj
)〉
≥ 0
for all f ∈ C(X)+, we have
∑n
i,j=1 cicjφij(x) ≥ 0 for µ-a.e. x ∈ X. This implies that∑n
i,j=1 fi(x)fj(x)φij(x) ≥ 0 for µ-a.e. x ∈ X, and hence
n∑
i,j=1
〈ξi,Φ(f ifj)ξj〉 =
∫
X
n∑
i,j=1
fi(x)fj(x)φij(x) dµ(x) ≥ 0.
Next, assume that B is commutative, so we write B = C(X) as above. For every ai ∈ A
and fi ∈ C(X) (i = 1, . . . , n) and every x ∈ X one has(
n∑
i,j=1
f iΦ(a
∗
i aJ)fj
)
(x) =
n∑
i,j=1
fi(x)Φ(a
∗
i aj)(x)fj(x)
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=n∑
i,j=1
Φ
(
fi(x)fj(x)a
∗
i aj
)
(x)
= Φ
((
n∑
i=1
fi(x)ai
)∗( n∑
j=1
fj(x)aj
))
(x) ≥ 0,
and hence Φ is n-positive by (2).
(4) Assume first that Φ is unital and positive. For each unitary u ∈ A let A0 be the
commutative C∗-subalgebra of A generated by u, 1. Since Φ|A0 is completely positive by
(3) and
[
1 u∗
u 1
]
≥ 0 by Lemma 6.3, one has
[
1 Φ(u)∗
Φ(u) 1
]
≥ 0. Hence by Lemma 6.3
again one has Φ(u)∗Φ(u) ≤ 1 and so ‖Φ(u)‖ ≤ 1. The Russo-Dye theorem says that the
unit ball {a ∈ A : ‖a‖ ≤} is the norm-closed convex hull of the unitaries of A, see [44,
Proposition 1.1.12] for instance. It thus follows that ‖Φ(a)‖ ≤ 1 for all a ∈ A, ‖a‖ ≤ 1, so
that ‖Φ‖ = 1. Next, let Φ be a positive map. When Φ(1) is invertible, define a unital map
Φˆ(a) := Φ(1)−1/2Φ(a)Φ(1)−1/2, a ∈ A. The previous case implies that ‖Φˆ‖ = 1 so that
‖Φ(a)| = ‖Φ(1)1/2Φˆ(a)Φ(1)1/2‖ ≤ ‖Φ(1)‖ ‖Φˆ(a)‖ ≤ ‖Φ(1)‖ ‖a‖.
Hence ‖Φ‖ = ‖Φ(1)‖ follows. When Φ(1) is not invertible, define Φε(a) := Φ(a) + εω(a)1,
where ε > 0 and ω is a state of A. Since Φε(1) is invertible, one has ‖Φε(a)‖ ≤ ‖Φε(1)‖ ‖a‖.
Letting εց 0 gives ‖Φ(a)‖ ≤ ‖Φ(1)‖ ‖a‖, as desired.
Concerning complete positive maps the most significant is the Stinespring representation
theorem saying that, for any completely positive map Φ : A → B(H), there exist a represen-
tation {π,K} of A and a bounded operator V : H → K such that Φ(a) = V ∗π(a)V for all
a ∈ A. Under the minimality condition π(A)VH = K, the triplet {π,K, V } is unique up to
a unitary conjugation. Moreover, Φ is unital ⇐⇒ V is an isometry. See [43, Chap. 4] for
the proof of the Stinespring theorem and other dilation theorems.
Now we turn to the subject of the present section. In [65] Umegaki introduced the notion
of conditional expectations in the finite von Neumann algebra setting as follows. Let M
be a von Neumann algebra with a faithful normal tracial state τ . In this case, by Ho¨lder’s
inequality in (5.5) the following are easy to show (exercises):
M ⊂ Lp(M, τ) ⊂ L1(M, τ), 1 < p <∞,
‖a‖∞ ≥ ‖a‖p ≥ ‖a‖1, a ∈ M˜, 1 < p <∞.
Theorem 6.4 (Umegaki). Let (M, τ) be as stated above, and N be a von Neumann subalgebra
of M .
(1) There exists a unique linear map Eτ :M → N such that
(i) Eτ (y) = y for all y ∈ N ,
(ii) Eτ (y1xy2) = y1Eτ (x)y2 for all x ∈M and y1, y2 ∈ N ,
(iii) τ(Eτ (x)) = τ(x) for all x ∈M .
Moreover, Eτ satisfies the following properties as well:
(iv) ‖Eτ (x)‖ ≤ ‖x‖ for all x ∈M ,
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(v) Eτ is completely positive, in particular, Eτ (x
∗x) ≥ Eτ (x)∗Eτ (x) for all x ∈M ,
(vi) Eτ (x
∗x) = 0 =⇒ x = 0,
(vii) Eτ is normal, i.e., xα ր x in M+ =⇒ Eτ (xα)ր Eτ (x).
(2) The map Eτ : M → N uniquely extends to a linear map Eτ : L
1(M, τ) → L1(N, τ) =
L1(N, τ |N ) satisfying
(i)′ Eτ (b) = b for all b ∈ L1(N, τ),
(ii)′ Eτ (y1ay2) = y1Eτ (a)y2 for all a ∈ L1(M, τ) and y1, y2 ∈ N ,
(iii)′ τ(Eτ (a)) = τ(a) for all a ∈ L1(M, τ),
(iv)′ ‖Eτ (a)‖1 ≤ ‖a‖1 for all a ∈ L1(M, τ).
(3) When restricted to the Hilbert space L2(M, τ), Eτ is the orthogonal projection from
L2(M, τ) onto the closed subspace L2(N, τ) = L2(N, τ |N ).
Proof. (1) For every x ∈M define ϕx(b) := τ(xb) for b ∈ L
1(N, τ). Since |ϕx(b)| ≤ ‖xb‖1 ≤
‖x‖ ‖b‖1, it follows that ϕx ∈ L
1(N, τ)∗ = N by Theorem 5.13 or Corollary 5.14, so there is
a unique yx ∈ N with ‖yx‖ ≤ ‖x‖ such that ϕx(b) = τ(yxb) for all y ∈ L
1(N, τ). By letting
Eτ (x) := yx we have a map Eτ :M → N , which is clearly linear and satisfies (i)–(iii). Indeed,
(i) and (iii) are obvious and (ii) follows since, for x ∈M and y1, y2 ∈ N ,
τ(y1xy2b) = τ(xy2by1) = τ(Eτ (x)y2by1) = τ(y1Eτ (x)y2b), b ∈ L
1(N, τ).
To show the uniqueness, assume that E : M → N is a linear map satisfying (i)–(iii). Then
for every x ∈M and b ∈ L1(N, τ) with b = w|b| = w
∫∞
0 λdeλ, we have
τ(xb) = lim
n→∞ τ(xyn) = limn→∞ τ(E(xyn)) = limn→∞ τ(E(x)yn) = τ(E(x)b),
where yn := w
∫ n
0 λdeλ ∈ N . Hence E = Eτ follows.
We show (iv)–(vii). (iv) is ‖yx‖ ≤ ‖x‖ noted above. From Corollary 5.14 it follows that
Eτ is positive. Furthermore, for every xi ∈M and yi ∈ N (1 ≤ i ≤ n) we have
n∑
i,j=1
y∗iEτ (x
∗
i xj)yj =
n∑
i,j=1
Eτ (y
∗
i x
∗
ixjyj) = Eτ
((
n∑
i,j=1
xiyj
)∗( n∑
j=1
xjyj
))
≥ 0, (6.1)
which implies (v). If Eτ (x
∗x) = 0, then τ(x∗x) = τ(Eτ (x∗x)) = 0 so that x = 0. If xα ր x
in M+, then Eτ (xα) ր y ≤ Eτ (x) for some y ∈ N+. Since τ(xα) = τ(Eτ (xα)) ր τ(y), we
have τ(y) = τ(x) = τ(Eα(x)), so y = Eτ (x). Hence Eτ (xα)ր E(x) follows.
(2) We first prove that ‖Eτ (x)‖1 ≤ ‖x‖1 for all x ∈ M . For x ∈ M let x = v|x| and
Eτ (x) = w|Eτ (x)| be the polar decompositions. We have
‖Eτ (x)‖1 = τ(w
∗Eτ (x)) = τ(Eτ (w∗x)) = τ(w∗x)
= τ(w∗v|x|) ≤ ‖vw‖ ‖x‖1 ≤ ‖x‖1
thanks to (5.5) and Lemma 5.3 (2). Since M is dense in L1(M) by Theorem 5.10, we can
uniquely extend Eτ to Eτ : L
1(M, τ)→ L1(N, τ) by continuity. Then (i)′(iv)′ are verified by
simple arguments taking limits, whose details are omitted.
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(3) For every x ∈M and y ∈ N note that
‖Eτ (x)‖2 = τ(Eτ (x)
∗Eτ (x))1/2 ≤ τ(Eτ (x∗x))1/2 = τ(x∗x)1/2 = ‖x‖2,
〈y,Eτ (x)〉τ = τ(y
∗Eτ (x)) = τ(y∗x) = 〈y, x〉τ .
Since M and N are dense in L2(M, τ) and L2(N, τ) respectively, we see by arguments taking
limits that the Eτ extended to L
1(M, τ) in (2) maps L2(M, τ) to L2(N, τ), and the above
inequality and equality are extended to all x ∈ L2(M, τ) and y ∈ L2(N, τ). Hence the
assertion follows.
The map Eτ given in Theorem 6.4 is called the conditional expectation from M onto N
with respect to τ .
In [63, 64] Tomiyama characterized conditional expectations from a unital C∗-algebra onto
a C∗-subalgebra in terms of norm one projections.
Theorem 6.5 (Tomiyama). Let A be a C∗-algebra and B be a C∗-subalgebra of A. A norm
one projection E : A → B satisfies the properties (ii) and (v) of Theorem 6.4.
Proof. For simplicity let us prove the case whereA is a von Neumann algebra and B is a unital
von Neumann subalgebra of A. Consider the dual map E∗ : B∗ → A∗. If ψ ∈ B∗ and ψ ≥ 0,
then (E∗ψ)(1) = ψ(E(1)) = ψ(1) = ‖ψ‖ ≥ ‖E∗ψ‖, which implies that E∗ψ ≥ 0. Hence for
every x ∈ A+ we have ψ(E(x)) = (E
∗ψ)(x) ≥ 0 for all positive ψ ∈ B∗, so E(x) ≥ 0 follows.
To prove (ii), it suffices to show that E(px) = pE(x) and E(xp) = E(x)p for all x ∈ A+ and
p ∈ Proj(B). We may and do assume that 0 ≤ x ≤ 1. Since 0 ≤ E(pxp) ≤ E(p) = p, one has
E(pxp) = pE(pxp)p, similarly E(p⊥xp⊥) = p⊥E(p⊥xp⊥)p⊥. (6.2)
Let y := E(pxp⊥). For any λ ∈ C and any ξ ∈ pH with ‖ξ‖ = 1, one has
|〈ξ, yξ〉+ λ|2 ≤ ‖y + λp‖2 = ‖E(pxp⊥ + λp)‖2
≤ ‖pxp⊥ + λp‖2 = ‖(pxp⊥ + λp)(p⊥xp+ λp)‖
= ‖pxp⊥xp+ |λ|2p‖ ≤ 1 + |λ|2
so that
|〈ξ, yξ〉|2 + 2Re (λ〈ξ, yξ〉) + |λ|2 ≤ 1 + |λ|2,
which implies that 〈ξ, yξ〉 = 0 for all ξ ∈ pH. Therefore, pyp = 0. By a similar argument
with ξ ∈ p⊥H, one has p⊥yp⊥ = 0 as well, so y = pyp⊥ + p⊥yp = py + yp. Hence, for any
λ > 0 one has
(λ+ 1)‖p⊥yp‖ ≤ ‖pyp⊥ + (λ+ 1)p⊥yp‖ = ‖py + yp+ λp⊥yp‖
= ‖y + λp⊥yp‖ = ‖E(pxp⊥ + λp⊥yp)‖
≤ ‖pxp⊥ + λp⊥yp‖ = max{‖pxp⊥‖, λ‖p⊥yp‖}
which implies that p⊥yp = 0. Since pyp = p⊥yp⊥ = p⊥yp = 0, we find that y = pyp⊥. Since
E(x) = E(pxp) + y + y∗ + E(p⊥xp⊥),
we have by (6.2),
pE(x)p⊥ = pyp⊥ + py∗p⊥ = y = E(pxp⊥), pE(x)p = E(pxp).
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Therefore,
E(px) = E(pxp⊥) + E(pxp) = pE(x)p⊥ + pE(x)p = pE(x),
and (ii) of Theorem 6.4 has been shown. Then (v) is shown in the same way as in (6.1).
Takesaki [58] presented a necessary and sufficient condition of a von Neumann subalgebra
onto which the conditional expectation exists for a given faithful normal state (or weight).
Theorem 6.6 (Takesaki). Let M be a von Neumann algebra and N be a von Neumann
subalgebra of M . Let ω be a faithful normal state on M . Then the following conditions are
equivalent:
(a) N is globally invariant under the modular automorphism group σωt , i.e., σ
ω
t (N) = N
for all t ∈ R;
(b) there exists a conditional expectation (i.e., a normal norm one projection) E :M → N
such that ω = ω ◦E on M .
The equivalence of (a) and (b) was more generally proved in [58] when ω is a faithful
semifinite normal weight on M which is also semifinite on N , where ω = ω ◦ E in (b) holds
on Mω that is defined as in Lemma 5.4 with ω in place of τ (see Definition 7.1 of Sec. 7.1).
Proof. By taking the GNS representation of M with respect to ω, we may assume that M
is represented on a Hilbert space H with a cyclic and separating vector Ω for M such that
ω(x) = 〈Ω, xΩ〉, x ∈ M . Consider the modular operator ∆ and the modular conjugation J
with respect to ω so that S = J∆1/2 (see Sec. 2.1). Let HN := NΩ and P be the projection
onto HN ; then P ∈ N
′ and Ω is a cyclic and separating vector for NP ∼= N |HN representing
ω|N . So the modular operator ∆N and the modular conjugation JN with respect to ω|N (or
Ω ∈ HN ) are given on HN .
Assume (a); then σ
ω|N
t = σ
ω
t |N by the KMS condition (Theorem 2.14). Hence for every
y ∈ N and t ∈ R,
∆ityΩ = ∆ity∆−itΩ = σωt (y)Ω = σ
ω|N
t (y)Ω = ∆
it
NyΩ,
which implies that ∆itN = ∆
it|HN , t ∈ R, so ∆N = ∆|HN . Moreover, for every y ∈ N ,
JN∆
1/2
N yΩ = y
∗Ω = J∆1/2yΩ = J∆1/2N yΩ,
which implies that JN = J |HN and JP = PJ . Now, let x ∈ M and set ξx := PJxΩ ∈ HN .
Since P ∈ N ′ and JxJ ∈M ′, one has for any y ∈ N ,
‖yξx‖ = ‖PyJxJΩ‖ = ‖PJxJyΩ‖ ≤ ‖x‖ ‖yΩ‖.
Hence one can define an x′ ∈ B(HN ) with ‖x′‖ ≤ ‖x‖ so that x′(yΩ) = yξx for all y ∈ N .
Then it is easy to verify that x′ ∈ (N |HN )
′. Moreover, one has
PxΩ = JNPJxΩ = JNξx = JNx
′Ω = JNx′JNΩ.
Since JNx
′JN ∈ JN (N |HN )
′JN = N |HN by Tomita’s theorem (Theorem 2.2) for N |HN ,
there exists an E(x) ∈ N such that JNx
′JN = E(x)|HN , so ‖E(x)‖ = ‖x
′‖ ≤ ‖x‖ and
PxΩ = E(x)Ω. Since Ω is separating for N |HN , E(x) ∈ N is uniquely determined by the
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equality E(x)Ω = PxΩ, so E : M → N is a linear map and E(y) = y for all y ∈ N .
Furthermore, for every x ∈M ,
ω(E(x)) = 〈Ω, E(x)Ω〉 = 〈Ω, PxΩ〉 = 〈Ω, xΩ〉 = ω(x).
Therefore, E is a norm one projection onto N with ω = ω ◦ E, so (b) follows.
Conversely, assume (b). For every x ∈M and y ∈ N ,
〈yΩ, E(x)Ω〉 = ω(y∗E(x)) = ω(y∗x) = 〈yΩ, xΩ〉 = 〈yΩ, PxΩ〉.
Hence E(x)Ω = PxΩ and moreover
PSxΩ = Px∗Ω = E(x∗)Ω = SE(x)Ω = SPxΩ, x ∈M.
This implies that PS ⊂ SP and so (1 − 2P )S ⊂ S(1 − 2P ). Since 1 − 2P is a self-adjoint
unitary, one has (1 − 2P )S = S(1 − 2P ) and S∗(1 − 2P ) = (1 − 2P )S∗. Since ∆ = S∗S, it
follows that ∆ = (1− 2P )∆(1 − 2P ) so that ∆it = (1− 2P )∆it(1− 2P ). Therefore, one has
(1− 2P )∆it = ∆it(1− 2P ) so that ∆itP = P∆it for all t ∈ R. For every y ∈ N ,
σωt (y)Ω = ∆
itPyΩ = P∆ityΩ = Pσωt (y)Ω = E(σ
ω
t (y))Ω,
implying σωt (y) = E(σ
ω
t (y)) ∈ N , t ∈ R. Hence (a) follows.
6.2 Generalized conditional expectations
Theorem 6.6 says that the existence of the conditional expectation with respect to a non-
tracial normal state is rather restrictive. But there is a weaker and generalized notion of
conditional expectations introduced by Accardi and Cecchini [1], which can be defined for
any von Neumann subalgebra and for any faithful normal state. The rest of the section is a
concise account on this generalized conditional expectation.
First, we consider the general situation that M and N are von Neumann algebras and
γ : N → M is a unital (i.e., γ(1) = 1) positive linear map. Let a faithful ω ∈ M+∗ be given,
and assume that ω0 := ω ◦ γ is normal and faithful on N . In this case, γ is automatically
normal and faithful (i.e., γ(y∗y) = 0 =⇒ y = 0). We may assume that M and N are
represented on H and H0 with respective cyclic and separating vectors Ω and Ω0 satisfying
ω(x) = 〈Ω, xΩ〉 (x ∈M), ω0(y) = 〈Ω0, yΩ0〉 (y ∈ N).
Theorem 6.7 (Accardi and Cecchini). In the above situation, there exists a unique positive
linear map γ′ :M ′ → N ′ such that
〈γ(y)Ω, x′Ω〉 = 〈yΩ0, γ′(x′)Ω0〉 for all y ∈ N and x′ ∈M ′. (6.3)
Moreover,
(1) γ′ is unital, normal and faithful.
(2) γ is completely positive if and only if so is γ′.
57
Proof. For every x′ ∈ M ′+ define ψx′(y) := 〈x′Ω, γ(y)Ω〉 for y ∈ N . Then ψx′ ∈ N+∗ and for
every y ∈ N+,
ψx′(y) = ‖x
′1/2γ(y)1/2Ω‖2 ≤ ‖x′‖ ‖γ(y)1/2Ω‖2 = ‖x′‖ω(γ(y)) = ‖x′‖ω0(y).
Hence there is a unique γ′(x′) ∈ N ′+ such that ψx′(y) = 〈Ω0, γ′(x′)yΩ0〉 so that
〈γ(y)Ω, x′Ω〉 = 〈yΩ0, γ′(x′)Ω0〉, y ∈ N. (6.4)
By linearly extending γ′, for every x′ ∈ M ′ there is a unique γ′(x′) ∈ N ′ for which (6.4)
holds. Then it is clear that γ′ :M ′ → N ′ is linear, positive and unital. Let {x′α} be a net in
M ′+ with x′α ր x′ ∈M ′+. Then γ′(x′α)ր y′ ≤ γ′(x′) for some y′ ∈ N ′+. For every y ∈ N ,
〈yΩ0, y
′Ω0〉 = lim
α
〈yΩ0, γ
′(x′α)Ω0〉 = limα 〈γ(y)Ω, x
′
αΩ〉
= 〈γ(y)Ω, x′Ω〉 = 〈yΩ0, γ′(x′)Ω0〉,
which implies that y′Ω0 = γ′(x′)Ω0 and so y′ = γ′(x′) since Ω0 is separating for N ′. Hence
γ′ is normal. If x′ ∈ M ′+ and γ′(x′) = 0, then 〈Ω, x′Ω〉 = 〈γ(1)Ω, x′Ω〉 = 〈Ω0, γ′(x′)Ω0〉 = 0,
so x′ = 0. Hence γ′ is faithful.
Finally, let x′i ∈M
′ and yi ∈ N for 1 ≤ i ≤ n. Then
n∑
i,j=1
〈yiΩ0, γ
′(x′∗i x
′
j)yjΩ0〉 =
n∑
i,j=1
〈y∗j yiΩ0, γ
′(x′∗i x
′
j)Ω0〉
=
n∑
i,j=1
〈γ(y∗j yi)Ω, x
′∗
i x
′
jΩ〉 =
n∑
i,j=1
〈γ(y∗j yi)x
′
iΩ, x
′
jΩ〉,
which shows the assertion in (2).
In the situation of Theorem 6.7, let J and J0 be the modular conjugations with respect
to Ω and Ω0, respectively. One can transform γ
′ : M ′ → N ′ into γ∗ : M → N by defining
γ∗ := j0 ◦ γ′ ◦ j, where j := J · J and j0 := J0 · J0, so Theorem 6.7 is reformulated as follows:
Corollary 6.8. In the situation of Theorem 6.7, there exists a unique unital normal positive
map γ∗ :M → N such that
〈JxΩ, γ(y)Ω〉 = 〈J0γ
∗(x)Ω0, yΩ0〉 for all x ∈M and y ∈ N. (6.5)
We have ω0 ◦ γ
∗ = ω, and γ is completely positive if and only if so is γ∗.
In fact, (6.5) is a restatement of (6.3), and ω0 ◦ γ
∗ = ω follows by letting y = 1 in (6.5).
Definition 6.9. The map γ∗ (also, more explicitly, denoted by γ∗ω) is called the ω-dual map
of γ, which is often called the Petz’ recovery map too because Petz [46, 47, 33] successfully
used the map γ∗ in the reversibility (or recovery) theorem for quantum operations in von
Neumann algebras. Note that the correspondence between γ : N → M and γ∗ : M → N ,
determined by (6.5), is completely dual so that γ is the ω0-dual of γ
∗.
Now, assume that γ : N → M is a Schwarz map, i.e., γ(y∗y) ≥ γ(y)∗γ(y) for all y ∈ N .
Since
‖yΩ0‖
2 = ω0(y
∗y) = ω(γ(y∗y)) ≥ ω(γ(y)∗γ(y)) = ‖γ(y)Ω‖2, y ∈ N, (6.6)
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we have a linear contraction V : H0 →H by extending the operator given by
V yΩ0 = γ(y)Ω, y ∈ N. (6.7)
Then we have:
Lemma 6.10. Let γ : N → M be a Schwarz map and V : H0 → H be as given above. Let
γ′ :M ′ → N ′ be the ω-dual of γ. Then the following conditions are equivalent:
(i) V is an isometry;
(ii) γ is a *-isomorphism from N into M ;
(iii) γ′(x′) = V ∗x′V for all x′ ∈M ′.
Proof. (ii) ⇐⇒ (iii). Note that, for every x′ ∈M ′ and y1, y2 ∈ N ,
〈y1Ω0, γ
′(x′)y2Ω0〉 = 〈y∗2y1Ω0, γ
′(x′)Ω0〉 = 〈γ(y∗2y1)Ω, x
′Ω〉,
〈y1Ω0, V
∗x′V y2Ω〉 = 〈γ(y1)Ω, x′γ(y2)Ω〉 = 〈γ(y2)∗γ(y1)Ω, x′Ω〉.
Hence (iii) holds if and only if γ(y∗2y1) = γ(y
∗
2)γ(y1) for all y1, y2 ∈ N , that is equivalent to
(ii) since γ is faithful.
(ii) =⇒ (i) is obvious since the inequality in (6.6) becomes equality.
(i) =⇒ (iii). For every x′ ∈M ′+ and y ∈ N one has
〈yΩ0, (γ
′(x′)− V ∗x′V )yΩ0〉 = 〈y∗yΩ0, γ′(x′)Ω0〉 − 〈V yΩ0, x′V yΩ0〉
= 〈γ(y∗y)Ω, x′Ω〉 − 〈γ(y)Ω, x′γ(y)Ω〉
= 〈(γ(y∗y)− γ(y)∗γ(y))Ω, x′Ω〉 ≥ 0,
which implies that Φ : M ′ → B(H0) defined by Φ(x′) := γ′(x′) − V ∗x′V is a positive map.
Assume (i); then Φ(1) = 0. Hence by Proposition 6.2 (4) one has Φ(x′) = 0 for all x′ ∈ M ′,
i.e., (iii) holds.
In particular, assume that N is a von Neumann subalgebra of M and γ : N →֒ M is the
injection. Then ω0 := ω|N and we may take Ω0 = Ω and H0 = NΩ ⊂ H. In this case, the
isometry V given by (6.7) is the injection H0 →֒ H so that V
∗ is the projection from H onto
H0. By specializing Corollary 6.8 with Lemma 6.10 we have the following:
Corollary 6.11. Let M be a von Neumann algebra on H with a cyclic and separating vector
Ω, and ω(x) = 〈Ω, xΩ〉, x ∈ M . For every von Neumann subalgebra N of M , let P be the
projection from H onto NΩ. Let J and JN be the respective modular conjugations for M and
N with respect to Ω. Then the ω-dual map Eω := γ
∗
ω : M → N of the injection γ : N →֒ M
is explicitly given as
Eω(x) = JNPJxJPJN = JNPJxJJN , x ∈M, (6.8)
which satisfies ω ◦Eω = ω.
Definition 6.12. The map Eω : M → N given in Corollary 6.11 is called the ω-conditional
expectation or the generalized conditional expectation for N with respect to ω, which is a
weaker notion of conditional expectations due to Accardi and Cecchini [1]
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For further discussions we recall a few notions related to a Schwarz map between C∗-
algebras.
Definition 6.13. Let A and B be unital C∗-algebras.
(1) For a unital Schwarz map γ : B → A, the multiplicative domain of γ is defined as
Mγ := {y ∈ B : γ(y
∗y) = γ(y)∗γ(y), γ(yy∗) = γ(y)γ(y)∗}.
(2) For a unital Schwarz map γ from A into itself, the fixed-point set of γ is defined as
Fγ := {x ∈ A : γ(x) = x}.
The next result was first shown by Choi [7] when γ is a unital 2-positive map. The proof
below is from [1].
Lemma 6.14. Let γ be as in Definition 6.13 (1). For any y ∈ B,
γ(y∗y) = γ(y)∗γ(y) ⇐⇒ γ(by) = γ(b)γ(y) for all b ∈ B, (6.9)
γ(yy∗) = γ(y)γ(y∗) ⇐⇒ γ(yb) = γ(y)γ(b) for all b ∈ B. (6.10)
Consequently,
Mγ = {y ∈ B : γ(by) = γ(b)γ(y), γ(yb) = γ(y)γ(b) for all b ∈ B},
and it is a unital C∗-subalgebra of B. If A,B are von Neumann algebras and γ is normal,
then Mγ is a von Neumann subalgebra of B.
Proof. Let Rγ := {y ∈ B : γ(y
∗y) = γ(y)∗γ(y)} and Lγ := {y ∈ B : γ(yy∗) = γ(y)γ(y)∗};
then R∗γ = Lγ . We may prove (6.9) only since (6.10) follows from (6.9) immediately. Define
D(b1, b2) := γ(b
∗
1b2)− γ(b1)
∗γ(b2) for b1, b2 ∈ B, which is sesquilinear on B × B and satisfies
D(b, b) = γ(b∗b) − γ(b)∗γ(b) ≥ 0 since γ is a Schwarz map. Assume that y ∈ Rγ , i.e.,
D(y, y) = 0. For any ψ ∈ A∗+ and b ∈ B, since ψ ◦ D is a positive sesquilinear form, the
Schwarz inequality gives
|ψ(D(b, y))| ≤ ψ(D(b, b))1/2ψ(D(y, y))1/2 = 0.
Hence ψ(D(b, y)) = 0 for all ψ ∈ A∗+ and so D(b, y) = 0 for all b ∈ B, i.e., (6.9) holds.
The converse follows by taking b = y∗ in (6.9). It is easy to see that Rγ and Lγ are unital
algebras, so Mγ = Rγ ∩ Lγ is a unital C
∗-subalgebra of B.
The set Fγ is not generally a subalgebra of A, and there are no general inclusion relations
between Fγ and Mγ , see [29, Appendix B]. But we have the next result, which seems first
observed in [39] (see also [1], [4, Theorem 2.3]).
Lemma 6.15. Let γ be as in Definition 6.13 (2). Assume that there exists a faithful ω ∈ A∗+
such that ω ◦ γ = ω. Then
Fγ = {x ∈ A : γ(xa) = xγ(a), γ(ax) = γ(a)x for all a ∈ A} ⊂Mγ ,
and hence Fγ is a unital C
∗-subalgebra of A. If A,B are von Neumann algebras and γ is
normal, then Fγ is a von Neumann subalgebra of A.
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Proof. It suffices to prove the first equality assertion. The inclusion ⊃ is obvious. Conversely,
assume that x ∈ Fγ . Then x
∗x = γ(x)∗γ(x) ≤ γ(x∗x) and ω(γ(x∗x) − x∗x) = ω(x∗x) −
ω(x∗x) = 0, implying γ(x∗x) = x∗x = γ(x)∗γ(x). Similarly, γ(xx∗) = xx∗ = γ(x)γ(x)∗.
Therefore, x ∈ Mγ , and by Lemma 6.14 we have γ(xa) = γ(x)γ(a) and γ(ax) = γ(a)γ(x)
for all a ∈ A.
Now, we return to the situation of Corollary 6.11 and state the result concerning the
fixed-points of the ω-conditional expectation.
Theorem 6.16 (Accardi and Cecchini). Let N ⊂ M and ω be as in Corollary 6.11, and
Eω : M → N be the ω-conditional expectation. For any y ∈ N the following conditions are
equivalent:
(i) Eω(y) = y;
(ii) Eω(yx) = yEω(x) and Eω(xy) = Eω(x)y for all x ∈M ;
(iii) σωt (y) ∈ N for all t ∈ R;
(iv) σωt (y) = σ
ω|N
t (y) for all t ∈ R.
Proof. (i) ⇐⇒ (ii) holds by Lemma 6.15.
(iii) =⇒ (iv). Assume (iii). For each n ∈ N let fn(z) :=
√
n
π e
−nz2 (z ∈ C), which is an
entire function. Define
yn(z) :=
∫ ∞
−∞
fn(s− z)σ
ω
s (y) ds, bn(z) :=
∫ ∞
−∞
fn(t− z)σ
ω|N
t (b) dt
for any b ∈ N . It is easy to verify that yn(z) (resp., bn(z)) is an entire analytic M -valued
(resp., N -valued) function. For every r ∈ R let y1 := σ
ω
r (y) and b1 := σ
ω|N
r (b). Note that
yn(r) =
∫ ∞
−∞
fn(s − r)σ
ω
s (y) ds =
∫ ∞
−∞
fn(s)σ
ω
s+r(y) ds =
∫ ∞
−∞
fn(s)σ
ω
s (y1) ds,
yn(r + i) =
∫ ∞
−∞
fn(s− r − i)σ
ω
s (y) ds =
∫ ∞
−∞
fn(s − i)σ
ω
s (y1) ds,
and similarly for bn(r) and bn(r + i). From the KMS condition (see Definition 2.11 and [6,
Proposition 5.3.12]) it follows that
ω(bn(r)yn(r)) =
∫ ∞
−∞
fn(s)
∫ ∞
−∞
fn(t)ω(σ
ω|N
t (b1)σ
ω
s (y1)) dt ds
=
∫ ∞
−∞
fn(s)
∫ ∞
−∞
fn(t− i)ω(σ
ω
s (y1)σ
ω|N
t (b1)) dt ds
=
∫ ∞
−∞
fn(t− i)
∫ ∞
−∞
fn(s)ω(σ
ω
s (y1)σ
ω|N
t (b1)) ds dt
=
∫ ∞
−∞
fn(t− i)
∫ ∞
−∞
fn(s− i)ω(σ
ω|N
t (b1)σ
ω
s (y1)) ds dt
= ω(bn(r + i)yn(r + i)), r ∈ R.
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This implies that the entire function ω(bn(z)yn(z)) has a period i, so it is bounded on C. The
Liouville theorem yields that ω(bn(z)yn(z)) ≡ ω(bn(0)yn(0)) so that∫ ∞
−∞
∫ ∞
−∞
fn(s)fn(t)ω(σ
ω|N
t (σ
ω|N
r (b))σ
ω
s (σ
ω
r (y))) ds dt
=
∫ ∞
−∞
∫ ∞
−∞
fn(s)fn(t)ω(σ
ω|N
t (b)σ
ω
s (y)) ds dt, r ∈ R. (6.11)
Since limn→∞
∫∞
−∞ fn(s)φ(s) ds = φ(0) for any bounded continuous function φ on R, it follows
that ∫ ∞
−∞
fn(s)σ
ω
s (σ
ω
r (y)) ds −→ σ
ω
r (y),
∫ ∞
−∞
fn(t)σ
ω|N
t (σ
ω|N
r (b)) dt −→ σ
ω|N
r (b)
strongly. Therefore, letting n → ∞ for both sides of (6.11) we arrive at ω(σ
ω|N
r (b)σωr (y)) =
ω(by), that is, 〈∆irN b
∗Ω,∆iryΩ〉 = 〈b∗Ω, yΩ〉 for all r ∈ R and b ∈ N , where ∆ and ∆N are
the respective modular operators for M and N with respect to Ω. Since (iii) implies that
∆iryΩ = σωr (y)Ω ∈ NΩ, it follows that 〈b
∗Ω,∆−irN (∆
iryΩ)〉 = 〈b∗Ω, yΩ〉 for all b ∈ N so that
∆−irN (∆
iryΩ) = yΩ. Hence
σωr (y)Ω = ∆
iryΩ = ∆irNyΩ = σ
ω|N
r (y)Ω,
implying that σωr (y) = σ
ω|N
r (y) for all r ∈ R.
(iv) =⇒ (i). From (iv) it follows that ∆ityΩ = ∆itNyΩ for all t ∈ R. Since yΩ ∈ D(∆
1/2)∩
D(∆
1/2
N ), the analytic continuation gives ∆
1/2yΩ = ∆
1/2
N yΩ. Therefore,
y∗Ω = JN∆
1/2
N yΩ = JNP∆
1/2yΩ = JNPJy
∗Ω = Eω(y∗)Ω
thanks to (6.8), implying that Eω(y
∗) = y∗ so that Eω(y) = y.
(i) =⇒ (iii). Choose an invariant mean m on ℓ∞(N). For every x ∈ M , note that ψ ∈
M∗ 7→ m[ψ(Enω(x))] is a bounded linear functional onM∗ such that |m[ψ(Enω(x))]| ≤ ‖x‖ ‖ψ‖.
Hence there is an E(x) ∈ M such that ‖E(x)‖ ≤ ‖x‖ and ψ(E(x)) = m[ψ(Enω(x))] for all
ψ ∈M∗. Since
ψ(Eω(E(x)) = m[ψ ◦ Eω(E
n
ω(x))] = m[ψ(E
n+1
ω (x))] = ψ(E(x)), ψ ∈M∗,
we have Eω(E(x)) = E(x), i.e., E(x) ∈ FEω . If x ∈ FEω , then ψ(Eω(x)) = ψ(x) for all
ψ ∈M∗, so E(x) = x. Therefore, E :M → FEω is a norm one projection onto FEω . Moreover,
since ω(E(x)) = m[ω(Enω(x))] = ω(x), it follows that E is the conditional expectation from
M onto FEω with respect to ω. By Theorem 6.6 we have σ
ω
t (FEω ) = FEω for all t ∈ R, which
shows that (i) =⇒ (iii).
Corollary 6.17. In the situation of Theorem 6.16, FEω is the largest von Neumann subal-
gebra of N onto which the conditional expectation from M with respect to ω exists.
Proof. In the above proof of (i) =⇒ (iii) we have shown the existence of the conditional
expectation from M onto FEω with respect to ω. Let N1 be a von Neumann subalgebra of
N and assume that there is the conditional expectation from M onto N1 with respect to ω.
For every y ∈ N1, since Theorem 6.6 implies that σ
ω(y) ∈ N1 ⊂ N for all t ∈ R, we have
y ∈ FEω due to Theorem 6.16. Hence N1 ⊂ FEω follows.
62
7 Connes’ cocycle derivatives
Up to now, we have avoided using the notion of normal weights on von Neumann algebras,
except the semifinite normal trace in Secs. 4 and 5, to make the presentations simpler, which
may be rather harmless as far as von Neumann algebras are σ-finite. However, it seems that
the notion of Connes’ cocycle derivatives for (faithful) semifinite normal weights will play
an essential role in the study of the structure theory of von Neumann algebras and that of
operator valued weights, presented in Secs. 8 and 9 below. Thus, in this section, we will
give a minimal requirement about Connes’ cocycle derivatives for faithful semifinite normal
weights, and further discussions will be in Sec. 12.2.
7.1 Basics of f.s.n. weights
Let M be a von Neumann algebra on a Hilbert space H. We start with the next definition.
Definition 7.1. A functional ϕ :M+ → [0,+∞] satisfying the following properties is called
a weight on M : for any x, y ∈M+,
• ϕ(λx) = λϕ(x), λ ≥ 0,
• ϕ(x+ y) = ϕ(x) + ϕ(y).
Define
Fϕ := {x ∈M+ : ϕ(x) < +∞},
Nϕ := {x ∈M : ϕ(x
∗x) < +∞},
Mϕ := N
∗
ϕNϕ := span{y
∗x : x, y ∈ Nϕ}.
Then Nϕ is a left ideal of M , Mϕ = spanFϕ and Fϕ =M+ ∩Mϕ (similarly to Lemma 5.4).
• ϕ is said to be normal if, for any increasing net {xα} in M+ with xα ր x ∈ M+,
ϕ(xα)ր ϕ(x).
• ϕ is said to be faithful if ϕ(x∗x) = 0 =⇒ x = 0 for any x ∈M .
• ϕ is said to be semifinite if the following equivalent conditions hold:
(a) Nϕ is weakly dense in M ;
(b) sup{e ∈ Proj(M) : ϕ(e) < +∞} = 1;
(c) there is an increasing net {uα} in Fϕ such that uα ր 1.
Here we record Haagerup’s theorem [19] characterizing normal weights on von Neumann
algebras, where the implication (iv) =⇒ (v) is due to [45, Theorem 7.2].
Theorem 7.2 (Haagerup). Let ϕ be a weight on M . Then the following properties are
equivalent:
(i) ϕ is normal;
(ii) ϕ is completely additive, i.e., ϕ
(∑
i xi
)
=
∑
i ϕ(xi) for any set {xi} in M+ with
∑
i xi ∈
M+;
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(iii) ϕ is σ-weakly lower semicontinuous;
(iv) ϕ(x) = sup{ω(x) : ω ∈M+∗ , ω ≤ ϕ} for all x ∈M+;
(v) ϕ(x) =
∑
i∈I ωi(x) for all x ∈M+ with some (ωi)i∈I ⊂M
+∗ ;
(vi) ϕ(x) =
∑
i∈I〈ζi, xζi〉 for all x ∈M+ with some (ζi)i∈I ⊂ H.
Example 7.3. (1) Let M = L∞(X,µ) be a commutative von Neumann algebra over a
localizable measure space (X,X , µ). Define ϕ(f) :=
∫
X f dµ for f ∈ L
∞(X,µ)+. Then
ϕ is a faithful semifinite normal weight on M . In this case, Fϕ = L
∞(X,µ)+ ∩ L1(X,µ),
Nϕ = L
∞(X,µ) ∩ L2(X,µ) and Mϕ = L∞(X,µ) ∩ L1(X,µ).
(2) Let M be a semifinite von Neumann algebra with a faithful semifinite normal trace τ
(discussed in Secs. 4 and 5), in particular, M = B(H) with the usual trace Tr . Then τ is a
special case of faithful semifinite normal weights, Fτ = M+ ∩ L
1(M, τ), Nτ = M ∩ L
2(M, τ)
and Mτ =M ∩ L
1(M, τ) as in Lemma 5.4.
In the rest of the section we write ‘f.s.n.’ to mean ‘faithful semifinite normal.’ Associated
with an f.s.n. weight ϕ on M , we can perform the GNS construction in the following way. A
Hilbert space Hϕ is the completion of Nϕ with an inner product 〈a, b〉ϕ := ϕ(b
∗a), a, b ∈ Nϕ.
Let a ∈ Nϕ 7→ aϕ ∈ Hϕ be the canonical injection of Nϕ into Hϕ. For any x ∈M , since Nϕ
is a left ideal of M and ‖(xa)ϕ‖ = ϕ(a
∗x∗xa)1/2 ≤ ‖x‖ ‖aϕ‖, πϕ(x) ∈ B(Hϕ) is defined by
πϕ(x)aϕ := (xa)ϕ. Then it is easy to see that πϕ is a faithful representation of M on Hϕ.
So we may consider M as a von Neumann algebra on Hϕ by identifying x with πϕ(x). Note
that Nϕ ∩N
∗
ϕ has a *-algebra structure. Although we don’t enter into the details here, the
following fundamental results hold (see [61, 56] for details):
(A) The subspace Aϕ := {aϕ : a ∈ Nϕ ∩N
∗
ϕ} of Hϕ becomes a so-called left Hilbert algebra
with the product aϕbϕ = (ab)ϕ and the involution (aϕ)
♯ := (a∗)ϕ, and the associated
left von Neumann algebra L(Aϕ) := {Lξ : ξ ∈ Aϕ}
′′ is πϕ(M) ∼= M , where Lξ is the
left multiplication (bounded operator) Lξη := ξη for η ∈ Aϕ. Moreover, the weight ϕ
is recaptured from Aϕ in such a way that, for x ∈M+,
ϕ(x) =
{
‖ξ‖2 if πϕ(x)
1/2 = Lξ for some ξ ∈ Aϕ,
+∞ otherwise.
(Note that if x ∈ Fϕ and so x
1/2 ∈ Nϕ, then πϕ(x
1/2) = L(x1/2)ϕ and ϕ(x) = ‖(x
1/2)ϕ‖
2.)
(B) (Tomita’s theorem) Let Sϕ be the closure of the conjugate linear closable operator
aϕ ∈ Aϕ 7→ (a
∗)ϕ ∈ Aϕ, and Sϕ = Jϕ∆
1/2
ϕ be the polar decomposition of Sϕ. Then Jϕ
and ∆ϕ satisfy the properties (i)–(iv) of Lemma 2.1, and Tomita’s fundamental theorem
holds as
Jϕπϕ(M)Jϕ = πϕ(M)
′, ∆−itϕ πϕ(M)∆
−it
ϕ = πϕ(M), t ∈ R.
(C) Define the modular automorphism group σϕt (t ∈ R) of M associated with ϕ by
πϕ(σ
ϕ
t (x)) := ∆
it
ϕπϕ(x)∆
−it
ϕ .
Then ϕ ◦ σϕt = ϕ, t ∈ R, and the KMS condition (i.e., Definition 2.11 with β = −1 and
x, y restricted to elements of Nϕ ∩N
∗
ϕ) holds. Furthermore, σ
ϕ
t is uniquely determined
as a weakly continuous one-parameter automorphism group satisfying these properties.
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(D) More intrinsic behind the above results (A)–(C) are the following: The subspace JAϕ
of Hϕ is the right Hilbert algebra A
′
ϕ := {η ∈ D(S
∗) : Rη is bounded}, where Rη is the
right multiplication Rηxϕ := πϕ(x)η for x ∈ Nϕ, and
RJξ = JLξJ (ξ ∈ Aϕ), Jπϕ(x)Jyϕ = πϕ(y)Jxϕ (x, y ∈ Nϕ)
hold. Furthermore, for every t ∈ R, ∆itAϕ = Aϕ and
L∆itξ = ∆
itLξ∆
−it (ξ ∈ Aϕ), (σ
ϕ
t (x))ϕ = ∆
itxϕ (x ∈ Nϕ)
hold.
(E) Although we don’t give the explicit definition, there exists a subalgebra
Tϕ ⊂ Aϕ ∩ A
′
ϕ ∩
⋂
α∈C
D(∆zϕ),
which is called the Tomita algebra and satisfies the nice properties
JϕTϕ = Tϕ, ∆
z
ϕTϕ = Tϕ, Tϕ is a core of ∆
z
ϕ
for all z ∈ C.
7.2 Connes’ cocycle derivatives
Now, consider the tensor product M ⊗M2(C) = M2(M) of M and the 2× 2 matrix algebra
M2(C). Let ϕ,ψ be f.s.n. weights on M . The balanced weight θ = θ(ϕ,ψ) on M2(M) is given
by
θ
(
2∑
i,j=1
xij ⊗ eij
)
:= ϕ(x11) + ψ(x22),
2∑
i,j=1
xij ⊗ eij ∈M2(M)+, (7.1)
where eij (i, j = 1, 2) are the matrix units of M2(C). Then we have:
Lemma 7.4. (1) θ is an f.s.n. weight on M2(M),
(2) Nθ = Nϕ ⊗ e11 +Nψ ⊗ e12 +Nϕ ⊗ e21 +Nψ ⊗ e22,
(3) Mθ = Mϕ ⊗ e11 +N
∗
ϕNψ ⊗ e12 +N
∗
ψNϕ ⊗ e21 +Mψ ⊗ e22, where N
∗
ψNϕ := span{y
∗x :
x ∈ Nϕ, y ∈ Nψ},
(4) Nθ ∩N
∗
θ = (Nϕ ∩N
∗
ϕ)⊗ e11 + (Nψ ∩N
∗
ϕ)⊗ e12 + (Nϕ ∩N
∗
ψ)⊗ e21 + (Nψ ∩N
∗
ψ)⊗ e22.
Proof. (2) For X =
[
x11 x12
x21 x22
]
∈M2(M), since
θ(X∗X) = ϕ(x∗11x11 + x
∗
21x21) + ψ(x
∗
12x12 + x
∗
22x22), (7.2)
it follows that θ(X∗X) < +∞ if and only if x11, x21 ∈ Nϕ and x12, x22 ∈ Nψ.
(1) By (7.2), θ(X∗X) = 0 ⇐⇒ X = 0, so θ is faithful. From definition (7.1) it is easy
to verify that θ is normal. There are increasing nets {uα} ⊂ Fϕ and {vα} ⊂ Fψ such that
uα ր 1 and vα ր 1. Then uα ⊗ e11 + vα ⊗ e22 ∈ Fθ and uα ⊗ e11 + vα ⊗ e22 ր 1, hence θ is
semifinite.
(3) and (4) are immediate from (2).
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By Lemma 7.4 (2) the GNS Hilbert space for θ is given as
Hθ = Hϕ ⊕Hψ ⊕Hϕ ⊕Hψ
with the canonical injection
[
a11 a12
a21 a22
]
∈ Nθ 7−→
[
a11 a12
a21 a22
]
θ
=

(a11)ϕ
(a12)ψ
(a21)ϕ
(a22)ψ
 ,
and the GNS representation of M2(M) associated with θ is
πθ
([
x11 x12
x21 x22
])[
a11 a12
a21 a22
]
θ
=
[
x11a11 + x12a21 x11a12 + x12a22
x21a11 + x22a21 x21a12 + x21a22
]
θ
,
so that πθ is given in the 4× 4 form as
πθ
([
x11 x12
x21 x22
])
=

πϕ(x11) 0 πϕ(x12) 0
0 πψ(x11) 0 πψ(x12)
πϕ(x21) 0 πϕ(x22) 0
0 πψ(x21) 0 πψ(x22)
 . (7.3)
By Lemma 7.4 (4) the closure Sθ of
[
a11 a12
a21 a22
]
θ
7→
[
a∗11 a
∗
21
a∗12 a
∗
22
]
θ
(
[
a11 a12
a21 a22
]
∈ Nθ ∩ N
∗
θ) is
given as
Sθ =

Sϕ 0 0 0
0 0 Sψ,ϕ 0
0 Sϕ,ψ 0 0
0 0 0 Sψ
 , (7.4)
where Sϕ,ψ is the closure of a12 ∈ Nψ ∩ N
∗
ϕ 7→ a
∗
12 ∈ Nϕ ∩ N
∗
ψ and Sψ,ϕ is the closure of
a21 ∈ Nϕ ∩N
∗
ψ 7→ a
∗
21 ∈ Nψ ∩N
∗
ϕ. Thus, the polar decomposition Sθ = Jθ∆
1/2
θ is given as
Jθ =

Jϕ 0 0 0
0 0 Jψ,ϕ 0
0 Jϕ,ψ 0 0
0 0 0 Jψ
 , ∆θ =

∆ϕ 0 0 0
0 ∆ϕ,ψ 0 0
0 0 ∆ψ,ϕ 0
0 0 0 ∆ψ
 , (7.5)
where Sϕ,ψ = Jϕ,ψ∆
1/2
ϕ,ψ and Sψ,ϕ = Jψ,ϕ∆
1/2
ψ,ϕ. Concerning the modular automorphism group
σθt of M2(M) we have:
Lemma 7.5. The σθt is given as
σθt
([
x11 x12
x21 x22
])
=
[
σϕt (x11) σ
ϕ,ψ
t (x12)
σψ,ϕt (x21) σ
ψ
t (x22)
]
,
[
x11 x12
x21 x22
]
∈M2(M), (7.6)
where σϕt , σ
ψ
t are the modular automorphism groups of M associated with ϕ,ψ, respectively,
σψ,ϕt is a strongly continuous one-parameter group of isometries on M , and σ
ϕ,ψ
t (x) =
σψ,ϕt (x
∗)∗, x ∈M . Furthermore,
πϕ(σ
ψ,ϕ
t (x)) = ∆
it
ψ,ϕπϕ(x)∆
−it
ϕ , πψ(σ
ψ,ϕ
t (x)) = ∆
it
ψπψ(x)∆
−it
ϕ,ψ, x ∈M. (7.7)
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Proof. Note that πθ(σ
θ
t (X)) = ∆
it
θ πθ(X)∆
−it
θ for X =
[
x11 x12
x21 x22
]
∈ M2(M). Hence the
expression in (7.6) with (7.7) is a direct computation based on (7.3) and (7.5). Since σθt is a
strongly continuous one-parameter automorphism group of M2(M), it is clear that σ
ψ,ϕ
t is a
strongly continuous one-parameter group of isometries of M and σϕ,ψt (x) = σ
ψ,ϕ
t (x
∗)∗.
Theorem 7.6 ([10]). Define ut := σ
ψ,ϕ
t (1) ∈ M for t ∈ R. Then t ∈ R 7→ ut is a strongly*
continuous map into the unitaries of M satisfying
σψt (x) = utσ
ϕ
t (x)u
∗
t , t ∈ R, x ∈M. (7.8)
us+t = usσ
ϕ
s (ut), s, t ∈ R ( cocycle identity). (7.9)
Proof. By Lemma 7.5 note that
[
0 0
ut 0
]
= σθt
([
0 0
1 0
])
for t ∈ R, so t 7→ ut is strongly*
continuous. Since [
u∗tut 0
0 0
]
=
[
0 0
ut 0
]∗ [
0 0
ut 0
]
= σθt
([
0 0
1 0
]∗ [
0 0
1 0
])
= σθt
([
1 0
0 0
])
=
[
σϕt (1) 0
0 0
]
=
[
1 0
0 0
]
and similarly
[
0 0
0 utu
∗
t
]
= σθt
([
0 0
0 1
])
=
[
0 0
0 1
]
, we see that ut’s are unitaries. Moreover,
[
0 0
0 σψt (x)
]
= σθt
([
0 0
0 x
])
= σθt
([
0 0
1 0
] [
x 0
0 0
] [
0 0
1 0
]∗)
=
[
0 0
ut 0
] [
σϕt (x) 0
0 0
] [
0 0
ut 0
]∗
=
[
0 0
0 utσ
ϕ
t (x)u
∗
t
]
so that (7.8) follows.
Since [
0 0
us+t 0
]
= σθs+t
([
0 0
1 0
])
= σθs
([
0 0
ut 0
])
= σθs
([
0 0
1 0
] [
ut 0
0 0
])
=
[
0 0
us 0
] [
σϕs (ut) 0
0 0
]
=
[
0 0
usσ
ϕ
s (ut) 0
]
,
we have (7.9).
Definition 7.7. The map t 7→ ut given in Theorem 7.6 is called Connes’ cocycle (Radon-
Nikodym) derivative of ψ with respect to ϕ, and denoted by (Dψ : Dϕ)t, i.e., ut = (Dψ : Dϕ)t,
t ∈ R.
By construction it is clear that σϕ,ϕt = σ
ϕ
t and so (Dϕ : Dϕ)t = 1 for all t ∈ R. It is also
clear that
(Dϕ : Dψ)t = (Dψ : Dϕ)
∗
t , t ∈ R. (7.10)
More properties of Connes’ cocycle derivatives (Dψ : Dϕ)t will be given in Proposition 9.6
and will be also discussed for (not necessarily faithful) ϕ,ψ ∈M+∗ in Sec. 12.2.
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8 Operator valued weights
This section is aimed at giving an essential part of operator valued weights in von Neumann
algebras developed by Haagerup [23, 24]. LetM be a von Neumann algebra with the predual
M∗ as before.
8.1 Generalized positive operators
Definition 8.1. A functional m : M+∗ → [0,∞] satisfying the following properties is called
a generalized positive operator affiliated with M : for any ϕ,ψ ∈M+∗ ,
• m(λϕ) = λm(ϕ), λ ≥ 0,
• m(λ+ ψ) = m(ϕ) +m(ψ),
• m is lower semicontinuous on M+∗ .
We denote by M̂+ the set of generalized positive operators affiliated with M and call it the
extended positive part of M . Obviously, M+ ⊂ M̂+ by regarding x ∈ M+ as ϕ 7→ ϕ(x),
ϕ ∈M+∗ .
For any m,n ∈ M̂+, a ∈M and λ ≥ 0, define λm, m+ n, a
∗ma ∈ M̂+ by
(λm)(ϕ) := λm(ϕ), (m+ n)(ϕ) := m(ϕ) + n(ϕ), (a∗ma)(ϕ) := m(aϕa∗)
for ϕ ∈M+∗ , where aϕa∗ := ϕ(a∗ · a). Define m ≤ n if m(ϕ) ≤ n(ϕ) for all ϕ ∈M+∗ . For an
increasing net (mα) in M̂+, m ∈ M̂+ is defined by m(ϕ) := supαmα(ϕ) for ϕ ∈M
+∗ . In this
case, write mα ր m. In particular, the sum m =
∑
i∈I mi ∈ M̂+ is defined for any family
(mi)i∈I ⊂ M̂+.
Example 8.2. (1) Let A be a positive self-adjoint operator affiliated with M with the
spectral decomposition A =
∫∞
0 λdeλ. Define
mA(ϕ) :=
∫ ∞
0
λdϕ(eλ), ϕ ∈M
+
∗ .
Then mA is lower semicontinuous on M
+∗ since mA(ϕ) = supn ϕ(xn) where xn :=
∫ n
0 λdeλ ∈
M+, n ∈ N. Hence we have mA ∈ M̂+. For each ξ ∈ H write ωξ for the vector functional
x ∈M 7→ 〈ξ, xξ〉. Note that
mA(ωξ) =
∫ ∞
0
λd‖eλξ‖
2 =
{
‖A1/2ξ‖2 if ξ ∈ D(A1/2),
∞ otherwise.
For positive self-adjoint operators A,B affiliated with M , if mA = mB, then D(A
1/2) =
D(B1/2) and ‖A1/2ξ‖2 = ‖B1/2ξ‖2 for all ξ ∈ D(A1/2), which means that A = B (see
Theorem A.10 of Appendix A).
(2) Let M = L∞(X,µ) be a commutative von Neumann algebra over a σ-finite measure
space (X,X , µ). Let f : X → [0,∞] be a measurable function. Define
mf (ϕ) :=
∫
X
fϕdµ, ϕ ∈ L1(X,µ)+ ∼=M
+
∗ .
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When ϕ,ϕn ∈ L
1(X,µ)+ with ‖ϕn − ϕ‖1 → 0, a subsequence ϕnk can be chosen so that
mf (ϕnk) → lim infnmf (ϕn) and ϕnk → ϕ a.e. By Fatou’s lemma we have mf (ϕ) ≤
lim infkmf (ϕnk) = lim infnmf (ϕn). Hence mf is lower semicontinuous on L
1(X,µ)+, so
mf ∈ M̂+. It is clear that mf = mf ⇐⇒ f = g µ-a.e. Conversely, for any m ∈ M̂+, by The-
orem 8.3 below, there is an increasing sequence fn ∈ L
∞(X,µ)+ such that
∫
X fnϕdµր m(ϕ)
for all ϕ ∈ L1(X,µ)+. By letting f := supn fn we have m = mf . Thus, M̂+ is identified with
{f : X → [0,∞] measurable}, where f = g means f = g µ-a.e.
The next theorem gives an explicit description of m ∈ M̂+ in terms of a certain spectral
resolution in M .
Theorem 8.3. Each m ∈ M̂+ has a unique spectral resolution of the form
m(ϕ) =
∫ ∞
0
λdϕ(eλ) +∞ϕ(p), ϕ ∈M
+
∗ , (8.1)
where (eλ)λ≥0 is an increasing family of projections in M such that λ 7→ eλ is strongly
right-continuous and p = 1− limλ→∞ eλ. Moreover,
e0 = 0 ⇐⇒ m(ϕ) > 0 for any ϕ ∈M
+∗ \ {0}, (8.2)
p = 0 ⇐⇒ {ϕ ∈M+∗ : m(ϕ) <∞} is dense in M+∗ . (8.3)
Consequently, there is an increasing sequence xn ∈ M+ such that ϕ(xn) ր m(ϕ) for all
ϕ ∈M+∗ .
Proof. (Sketch). Define the function q : H → [0,∞] by q(ξ) := m(ωξ), which is a positive
form form (see Definition A.13) satisfying
(1) q(λξ) = |λ|2q(ξ) for all λ ∈ C,
(2) q(ξ + η) + q(ξ − η) = 2q(ξ) + 2q(η),
(3) q is lower semicontinuous,
(4) q(u′ξ) = q(ξ) for any unitary u′ ∈M ′.
Then the closure K of {ξ ∈ H : q(ξ) <∞} is a closed subspace of H. There exists a positive
self-adjoint operator A on K such that
m(ωξ) = q(ξ) =
{
‖A1/2ξ‖2 if ξ ∈ D(A1/2),
∞ otherwise.
Furthermore, A is affiliated with M and the projection onto K is in M . Take the spectral
decomposition A =
∫∞
0 λdeλ. Then eλ ∈ M and eλ ր 1 − p as λ → ∞, where p is the
projection onto K⊥. We then have
m(ωξ) =
∫ ∞
0
λd‖eλξ‖
2 +∞‖pξ‖2 =
∫ ∞
0
λdeωξ(eλ) +∞ωξ(p), ξ ∈ H,
which extends to (8.1) for all ϕ ∈M+∗ . The uniqueness of (eλ)λ≥0 follows from that of (K, A)
as above. The assertions in (8.2) and (8.3) are easy to verify. The last assertion follows by
letting xn :=
∫ n
0 λdeλ + np for n ∈ N.
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Proposition 8.4. Any normal weight ϕ on M has a unique extension (denoted by the same
ϕ) to M̂+ satisfying
(1) ϕ(λm) = λϕ(m) for all m ∈ M̂+, λ ≥ 0,
(2) ϕ(m+ n) = ϕ(m) + ϕ(n) for all m,n ∈ M̂+,
(3) m,mα ∈ M̂+, mα ր m =⇒ ϕ(mα)ր ϕ(m).
Proof. For m ∈ M̂+ with the spectral resolution m =
∫∞
0 λdeλ+∞p, let xn :=
∫ n
0 λdeλ+np
and define ϕ(m) := limn→∞ ϕ(xn). On the other hand, it is known [45] (see Theorem 7.2)
that ϕ is written as ϕ =
∑
i∈I ωi with some (ωi)i∈I ⊂M
+∗ . Then
ϕ(m) = lim
n→∞
∑
i∈I
ωi(xn) =
∑
i∈I
m(ωi),
from which it is easy to verify (1)–(3). The uniqueness of the extension is immediate by
applying (3) to xn ր m.
8.2 Operator valued weights
Next, we state the definition of operator valued weights, which is considered as the unbounded
version (like weights) of conditional expectations discussed in Sec. 6.1. In the rest of the
section we assume that N is a von Neumann subalgebra of M .
Definition 8.5. A map T :M+ → N̂+ satisfying the following properties is called an operator
valued weight from M to N : for any x, y ∈M+,
• T (λx) = λT (x), λ ≥ 0,
• T (x+ y) = T (x) + T (y),
• T (b∗xb) = b∗T (x)b for all b ∈ N .
For such T define
FT := {x ∈M+ : T (x) ∈ N+},
NT := {x ∈M : T (x
∗x) ∈ N+},
MT := N
∗
TNT := span{y
∗x : x, y ∈ NT }.
It is easy to see that NT and MT are bimodules over N . We have MT = spanFT and
FT =M+ ∩MT similarly to the weight case in Definition 7.1.
• T is said to be normal if, for any increasing net {xα} in M+ with xα ր x ∈ M+,
T (xα)ր T (x).
• T is said to be faithful if T (x∗x) = 0 =⇒ x = 0 for any x ∈M .
• T is said to be semifinite if NT is weakly dense in M , or equivalently, there is an
increasing net {uα} in FT such that uα ր 1.
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For an operator valued weight T :M+ → N̂+ we can define a linear map T˙ : MT → N in
such a way that for any x = x1 − x2 + i(x3 − x4) with xk ∈ FT (k = 1, . . . 4),
T˙ (x) := T (x1)− T (x2) + i(T (x3)− T (x4)).
Then we have T˙ (b1xb2) = aT˙ (x)b for all x ∈ MT and b1, b2 ∈ N . Hence, if T (1) = 1, then
T˙ :M → N is a conditional expectation.
We write
P (M) := {ϕ : f.s.n. weight on M},
P (N) := {ϕ : f.s.n. weight on N},
P (M,N) := {T : f.s.n. operator valued weight from M to N}.
Proposition 8.6. Let T be a normal operator valued weight from M to N and ϕ be a
normal weight on N . Then ϕ ◦ T is a normal weight on M . Furthermore, if T ∈ P (M,N)
and ϕ ∈ P (N), then ϕ ◦ T ∈ P (M).
Proof. From Proposition 8.4 it is obvious that ϕ ◦ T is a well-defined normal weight on M .
Let T ∈ P (M,N) and ϕ ∈ P (N). Assume that x ∈M and ϕ(T (x∗x)) = 0. By Theorem 8.3
choose a sequence yn ∈ N+ such that yn ր T (x
∗x). Then ϕ(yn) = 0 and so yn = 0 for all n,
implying T (x∗x) = 0, so x = 0 follows. Hence ϕ ◦ T is faithful. Since ϕ is semifinite, one can
choose a net {bα} in Nϕ such that bα → 1 strongly. For any x ∈ NT , since
(ϕ ◦ T )(b∗αx
∗xbα) = ϕ(b∗αT (x
∗x)bα) ≤ ‖T (x∗x)‖ϕ(b∗αbα) < +∞,
it follows that xbα ∈ Nϕ◦T . Since xbα → x strongly, Nϕ◦T is strongly dense in NT . Since T
is semifinite, Nϕ◦T is strongly dense in N , so ϕ ◦ T is semifinite.
The rest of the section is devoted to the proof of the following theorem:
Theorem 8.7 (Haagerup). Let T ∈ P (M,N) and ϕ,ψ ∈ P (N). Then:
(a) σϕ◦Tt (y) = σ
ϕ
t (y) for all y ∈ N and t ∈ R,
(b) (Dϕ ◦ T : Dψ ◦ T )t = (Dϕ : Dψ)t for all t ∈ R.
In particular, we have:
Corollary 8.8. Let E : M → N be a normal conditional expectation and ϕ,ψ ∈ N+∗ be
faithful. Then σϕ◦Et (y) = σ
ϕ
t (y) and (Dϕ◦E : ψ ◦E)t = (Dϕ : Dψ)t for all y ∈ N and t ∈ R.
Since σϕt = σ
ϕ,ϕ
t and (Dϕ : Dψ)t = σ
ψ,ϕ
t (1) (see Definition 7.7 and a remark after that),
the statements (a) and (b) of Theorem 8.7 are unified into
(⋆) σψ◦T,ϕ◦Tt (y) = σ
ψ,ϕ
t (y) for all y ∈ N and t ∈ R.
Toward the proof of (⋆), we start with recalling results of Cioraˇnescu and Zsido´ [8] on
analytic generators for one-parameter groups of linear operators. Let σt (t ∈ R) be a σ-
weakly (equivalently, weakly) continuous one-parameter group of isometries on M (though
71
[8] dealt with more general one-parameter groups of linear operators on a Banach space). For
α ∈ C with Imα > 0, define
D(σα) := {x ∈M : there exists a σ-weakly continuous M -valued function
fx(z) on 0 ≤ Im z ≤ Imα, analytic in 0 < Im z < Imα,
such that fx(t) = σt(x), t ∈ R},
and similarly for α ∈ C with Imα < 0. Define σα(x) := fx(α) for x ∈ D(σα). We further write
M(σ) for the set of σt-analytic elements, i.e., the set of x ∈M such that there is a σ-weakly
entire M -valued function fx(z) such that fx(t) = σt(x), t ∈ R. We recall the next theorem
without proof from [8, Theorems 2.4 and 4.4]. The theorem explains the methodological idea
of the following proof of Theorem 8.7 while it will not be directly utilized and its extension
to the inclusion N ⊂M setting will be given in Lemma 8.14.
Theorem 8.9 (Cioraˇnescu and Zsido´). (1) In the above situation, for any α ∈ C, σα
is a closed densely-defined operator on M (with the σ-weak topology). In fact, M(σ) =⋂
α∈CD(σα) is σ-weakly dense in M . Moreover,
σασβ = σα+β , α, β ∈ C, (Imα)(Im β) ≥ 0,
σ−α = σ−1α , α ∈ C.
(2) Let σ˜t (t ∈ R) be another σ-weakly continuous one-parameter group of isometries on
M . Then σt = σ˜t for all t ∈ R if and only if σ−i = σ˜−i.
The operator σ−i is called the analytic generator of σt. A familiar version of Theorem
8.9 (2) is Stone’s representation theorem saying that a continuous one-parameter unitary
group Ut on a Hilbert space is uniquely determined by its generator (a positive self-adjoint
operator) A as Ut = A
it (t ∈ R).
To prove the above (⋆), we need to analyze the analytic generator σψ,ϕ−i , for which the next
theorem is the most essential.
Theorem 8.10. Let ϕ,ψ ∈ P (M) and a, b ∈ M . Then the following conditions are equiva-
lent:
(i) a ∈ D(σψ,ϕ−i ) and b = σ
ψ,ϕ
−i (a);
(ii) aN∗ϕ ⊂ N∗ψ, Nψb ⊂ Nϕ and ψ(ax) = ϕ(xb) for all x ∈ N
∗
ϕNψ.
Corollary 8.11. Let ϕ,ψ ∈ M+∗ be faithful. Then a ∈ D(σ
ψ,ϕ
−i ) and b = σ
ψ,ϕ
−i (a) if and only
if ψ(ax) = ϕ(xb) for all x ∈M .
To prove Theorem 8.10, we first give the following lemma.
Lemma 8.12. Let ϕ,ψ ∈ P (M), a ∈ M and k > 0. Then the following conditions are
equivalent:
(a) a∗ψa (= ψ(a · a∗)) ≤ k2ϕ;
(b) Nϕa
∗ ⊂ Nψ and ‖(xa∗)ψ‖ ≤ k‖xϕ‖ for all x ∈ Nϕ;
(c) a ∈ D
(
σψ,ϕ−i/2
)
and
∥∥σψ,ϕ−i/2(a)∥∥ ≤ k.
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If ϕ = ψ and (a)–(c) hold, then
(xa∗)ϕ = Jϕπϕ
(
σϕ−i/2(a)
)
Jψxϕ, x ∈ Nϕ.
Proof. (a) ⇐⇒ (b). (a) means that ψ((xa∗)∗(xa∗)) ≤ k2ϕ(x∗x) for all x ∈ M , which is
equivalent to (b).
(c) =⇒ (a) [in the case ϕ = ψ]. Assume that a ∈ D(σϕ−i/2) and ‖σ
ϕ
−i/2(a)‖ ≤ k. Since
∆itϕπϕ(a)(x
∗)ϕ = πϕ(σ
ϕ
t (a))∆
it
ϕ(x
∗)ϕ, x ∈ N∗ϕ,
we have, by analytic continuation,
∆1/2ϕ πϕ(a)(x
∗)ϕ = πϕ(σ
ϕ
−i/2(a))∆
1/2
ϕ (x
∗)ϕ, x ∈ Nϕ ∩N∗ϕ,
so that
Sϕπϕ(a)(x
∗)ϕ = Jϕπϕ(σ
ϕ
−i/2(a))JϕSϕ(x
∗)ϕ, x ∈ Nϕ ∩N∗ϕ.
That is,
(xa∗)ϕ = Jϕπϕ(σ
ϕ
−i/2(a))Jϕxϕ, x ∈ Nϕ ∩N
∗
ϕ. (8.4)
If x ∈M+ and ϕ(x) < +∞, then x
1/2 ∈ Nϕ ∩N
∗
ϕ and so
ϕ(axa∗) = ‖(x1/2a∗)ϕ‖2 ≤ ‖πϕ(σ
ϕ
−i/2(a))‖
2‖(x1/2)ϕ‖
2 ≤ k2ϕ(x).
Hence (a) holds.
Moreover, since {xϕ : x ∈ Nϕ∩N
∗
ϕ} is dense in Hϕ and xϕ 7→ (xa
∗)ϕ (x ∈ Nϕ) is bounded
thanks to (a) =⇒ (b), the latter assertion of the lemma follows from (8.4).
(b) =⇒ (c) [in the case ϕ = ψ]. By (b) there is a T ∈ B(Hϕ) with ‖T‖ ≤ k such that
Txϕ = (xa
∗)ϕ for all x ∈ Nϕ. For every x ∈ Nϕ ∩N∗ϕ, since
πϕ(a)∆
−1/2
ϕ Jϕxϕ = πϕ(a)Sϕxϕ = πϕ(a)(x
∗)ϕ = (ax∗)ϕ,
one has
∆1/2ϕ πϕ(a)∆
−1/2
ϕ Jϕxϕ = JϕSϕ(ax
∗)ϕ = Jϕ(xa∗)ϕ = JϕTxϕ.
Let ξ ∈ D(∆
1/2
ϕ ) and η ∈ D(∆
−1/2
ϕ ). Then the function z 7→
〈
∆izϕ ξ, πϕ(a)∆
−iz
ϕ η
〉
is analytic
in −1/2 < Im z < 0. When Im z = 0 so that z = t, one has
〈∆−itϕ ξ, πϕ(a)∆
−it
ϕ η〉 = 〈ξ,∆
it
ϕπϕ(a)∆
−it
ϕ η〉 = 〈ξ, πϕ(σ
ϕ
t (a))η〉,
|〈∆−itϕ ξ, πϕ(a)∆
−it
ϕ η〉| ≤ ‖a‖ ‖ξ‖ ‖η‖.
When Im z = −1/2 so that z = t− i/2, one has∣∣〈∆izϕ ξ, πϕ(a)∆−izϕ η〉∣∣ = |〈∆1/2ϕ ∆−itϕ ξ, πϕ(a)∆−1/2ϕ ∆−itϕ η〉|
= |〈∆−itϕ ξ,∆
1/2
ϕ πϕ(a)∆
−1/2
ϕ ∆
−it
ϕ η〉|
= |〈∆−itϕ ξ, JϕTJϕ∆
−it
ϕ η〉| ≤ k‖ξ‖ ‖η‖.
Therefore, from the three-lines theorem it follows that∣∣〈∆izϕ ξ, πϕ(a)∆−izϕ η〉∣∣ ≤ (‖a‖ ∨ k)‖ξ‖ ‖η‖, −1/2 ≤ Im z ≤ 0,
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so that there exists an f(z) ∈ B(Hϕ) for −1/2 ≤ Im z ≤ 0 such that
〈ξ, f(z)η〉 =
〈
∆izϕ ξ, πϕ(a)∆
−iz
ϕ η
〉
, ‖f(z)‖ ≤ ‖a‖ ∨ k.
Then it is easy to see that f(z) is σ-weakly continuous on −1/2 ≤ Imx ≤ 0 and analytic
in −1/2 < Im z < 0. Moreover, we have f(t) = πϕ(σ
ϕ
t (a)), t ∈ R. It is easily seen that
π−1ϕ (f(z)) ∈ M for −1/2 ≤ Im z ≤ 0 so that πϕ(f(z)) is the analytic continuation of σ
ϕ
t (a)
to −1/2 ≤ Im z ≤ 0. Hence we find that a ∈ D
(
σϕ−i/2
)
and
∥∥σϕ−i/2(a)∥∥ ≤ k.
(a) ⇐⇒ (c) [in the general case]. Consider the balanced weight θ := θ(ϕ,ψ) on M2(M).
Let a˜ :=
[
0 0
a 0
]
and x˜ :=
[
x11 x12
x21 x22
]
∈ M2(M)+. Since a˜x˜a˜
∗ =
[
0 0
0 ax11a
∗
]
so that
θ(a˜x˜a˜∗) = ψ(ax11a∗), one has
(a) ⇐⇒ θ(a˜x˜a˜∗) ≤ k2θ(x˜) for all x˜ ∈M2(M)+
⇐⇒ a˜ ∈ D
(
σθ−i/2
)
and
∥∥σθ−i/2(a˜)∥∥ ≤ k
⇐⇒ (c)
thanks to σθt (a˜) =
[
0 0
σψ,ϕt (a) 0
]
, t ∈ R, by Lemma 7.5.
Proof of Theorem 8.10. (i) =⇒ (ii) [in the case ϕ = ψ]. Assume that a ∈ D(σϕ−i) and
b = σϕ−i(a). Then a ∈ D(σ
ϕ
−i/2), b ∈ D(σ
ϕ
i/2) and σ
ϕ
−i/2(a) = σ
ϕ
i/2(b). For x ∈ M , since
σϕt (x
∗) = σϕt (x)
∗ for t ∈ R, note that x∗ ∈ D(σϕz ) ⇐⇒ x ∈ D(σ
ϕ
z ) for any z ∈ C, so
b∗ ∈ D(σϕ−i/2). Hence by Lemma 8.12 we have Nϕa
∗ ⊂ Nϕ, so aN∗ϕ ⊂ N∗ϕ, and Nϕb ⊂ Nϕ.
Therefore, aMϕ ⊂ Mϕ and Mϕb ⊂ Mϕ so that ϕ(ax) and ϕ(xb) are well defined for any
x ∈Mϕ. If x ∈ Fϕ, then, using Lemma 8.12 twice, we have
ϕ(ax) = 〈(x1/2a∗)ϕ, (x1/2)ϕ〉
= 〈Jϕπϕ(σ
ϕ
−i/2(a))Jϕ(x
1/2)ϕ, (x
1/2)ϕ〉
= 〈Jϕπϕ(σ
ϕ
i/2(b))Jϕ(x
1/2)ϕ, (x
1/2)ϕ〉
= 〈(x1/2ϕ , Jϕπϕ(σ
ϕ
i/2(b)
∗)Jϕ(x1/2)ϕ〉
= 〈(x1/2ϕ , Jϕπϕ(σ
ϕ
−i/2(b
∗))Jϕ(x1/2)ϕ〉
= 〈(x1/2)ϕ, (x
1/2b)ϕ〉 = ϕ(xb).
Since Mϕ = spanFϕ, it follows that ϕ(ax) = ϕ(xb) for all x ∈Mϕ.
(ii) =⇒ (i) [in the case ϕ = ψ]. Assume (ii). We here utilize the Tomita algebra Tϕ
associated with ϕ, see (E) of Sec. 7.1. Let ξ, η ∈ Tϕ, and let ξ1 := Sϕξ and η1 := Fϕη
(Fϕ := S
∗
ϕ). Since ξ1, η1 ∈ Tϕ, we write ξ1 = xϕ and η1 = yϕ with x, y ∈ Nϕ ∩N
∗
ϕ. Since (ii)
implies that ay∗ ∈ N∗ϕ and xb ∈ Nϕ, note that ya∗, xb ∈ Nϕ ∩N∗ϕ. Since
∆ϕξ = FϕSϕξ = Fϕxϕ, ξ = Sϕξ1 = Sϕxϕ,
∆−1ϕ η = SϕFϕη = Sϕyϕ, η = Fϕη1 = Fηyϕ,
we have
〈∆ϕξ, πϕ(a)∆
−1
ϕ η〉 = 〈Fϕxϕ, πϕ(a)Sϕyϕ〉 = 〈Fϕxϕ, (ay
∗)ϕ〉 = 〈Fϕxϕ, Sϕ(ya∗)ϕ〉
74
= 〈(ya∗)ϕ, xϕ〉 = ϕ(ay∗x) = ϕ(y∗xb) = 〈yϕ, (xb)ϕ〉
= 〈Sϕ(xb)ϕ, Fϕyϕ〉 = 〈(b
∗x∗)ϕ, Fϕyϕ〉 = 〈πϕ(b∗)Sϕxϕ, Fϕyϕ〉
= 〈ξ, πϕ(b)η〉. (8.5)
For every ξ, η ∈ Tϕ consider the entire function
z ∈ C 7−→
〈
∆izϕ ξ, πϕ(a)∆
−iz
ϕ η
〉
.
When Im z = 0, i.e., z = t, one has
〈∆−itϕ ξ, πϕ(a)∆
−it
ϕ η〉 = 〈ξ, πϕ(σ
ϕ
t (a))η〉,
|〈∆−itϕ ξ, πϕ(a)∆
−it
ϕ η〉| ≤ ‖a‖ ‖ξ‖ ‖η‖.
When Im z = −1, i.e., z = t− i, one has, by applying (8.5) to ∆−itϕ ξ,∆−itϕ η ∈ Tϕ,
〈∆ϕ∆
−it
ϕ ξ, πϕ(a)∆
−1
ϕ ∆
−it
ϕ η〉 = 〈∆
−it
ϕ ξ, πϕ(b)∆
−it
ϕ η〉 = 〈ξ, πϕ(σ
ϕ
t (b))η〉,
|〈∆ϕ∆
−it
ϕ ξ, πϕ(a)∆
−1
ϕ ∆
−it
ϕ η〉| ≤ ‖b‖ ‖ξ‖ ‖η‖.
Therefore, as in the proof of Lemma 8.12, there exists a B(Hϕ)-valued σ-weakly continuous
function f(z) on −1 ≤ Im z ≤ 0, analytic in −1 < Im z < 0, such that f(t) = πϕ(σ
ϕ
t (a))
and f(t − i) = πϕ(σ
ϕ
t (b)) for all t ∈ R. Since π
−1
ϕ (f(z)) ∈ M for −1 ≤ Im z ≤ 0, we have
a ∈ D(σϕt−i) and σ
ϕ
t−i(a) = σ
ϕ
t (b) for all t ∈ R. In particular, (i) holds.
(i) ⇐⇒ (ii) [in the general case]. Consider the balanced weight θ := θ(ϕ,ψ) on M2(M).
Let a˜ :=
[
0 0
a 0
]
, b˜ :=
[
0 0
b 0
]
∈M2(M). Since σ
θ
t (a˜) =
[
0 0
σψ,ϕt (a) 0
]
for t ∈ R,
a ∈ D(σψ,ϕ−i ) and b = σ
ψ,ϕ
−i (a) ⇐⇒ a˜ ∈ D(σ
θ
−i) and b˜ = σ
θ
−i(a˜).
Therefore, from the case ϕ = ψ,
(i) ⇐⇒ a˜N∗θ ⊂ N
∗
θ, Nθ b˜ ⊂ Nθ and θ(a˜x˜) = θ(x˜b˜) for all x˜ ∈Mθ.
By Lemma 7.4 note that
a˜N∗θ ⊂ N
∗
θ ⇐⇒ aN
∗
ϕ ⊂ N
∗
ψ, Nθ b˜ ⊂ Nθ ⇐⇒ Nψb ⊂ Nϕ,
and for x˜ =
[
x11 x12
x21 x22
]
∈ Mθ =
[
Mϕ N
∗
ϕNψ
N∗ψNϕ Mψ
]
, θ(a˜x˜) = ψ(ax12) and θ(x˜b˜) = ϕ(x12b).
Combining the above facts altogether, (i) ⇐⇒ (ii) has been shown.
To prove Theorem 8.7, we need several lemmas. Let σt (t ∈ R) be a σ-weakly continuous
one-parameter group of isometries on M . An element x ∈ M is said to be of σ-exponential
type if x is σ-analytic and there is a c > 0 such that
sup
z∈C
‖σz(x)‖e
−c|Im z| < +∞.
Lemma 8.13. Let Mexp(σ) be the set of x ∈ M of σ-exponential type. Then Mexp(σ) is
σ-weakly dense in M .
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Proof. Let
pR(x) :=
{
R−1/2, |x| ≤ R/2,
0, |x| > R/2.
The Fourier transform of pR is
p̂R(z) = (2π)
−1/2
∫ ∞
−∞
pR(x)e
−izx dx = (2πR)−1/2
∫ R/2
−R/2
e−izx dx
= (2πR)−1/2
[
e−izx
−iz
]R/2
−R/2
=
(
2
πR
)1/2 sin(Rz/2)
z
, z ∈ C.
Define
qR(z) := p̂R(z)
2 =
2 sin2(Rz/2)
πRz2
=
1− cosRz
πRz2
.
We then notice that qR(s) ≥ 0 (s ∈ R) and
(1)
∫∞
−∞ qR(s) ds = 1,
(2) limR→∞
∫∞
−∞ qR(s)f(s) ds = f(0) for all continuous bounded functions f on R,
(3)
∫∞
−∞ |qR(s+ it)| ds ≤ e
R|t| for all t ∈ R.
Indeed, (1) follows from ∫ ∞
−∞
qR(s) ds = ‖p̂R‖
2
2 = ‖pR‖
2
2 = 1.
(2) is easy to check directly. (3) follows since∫ ∞
−∞
|qR(s + it)| ds = ‖p̂R(·+ it)‖
2
2 = ‖pR(x)e
tx‖22
=
1
R
∫ R/2
−R/2
e2tx dx =
eRt − e−Rt
2Rt
≤ eR|t|.
Now, for any x ∈M and R > 0 let xR :=
∫∞
−∞ qR(s)σs(x) ds. Define
f(z) :=
∫ ∞
−∞
qR(s− z)σs(x) ds, z ∈ C.
Then, by Lebesgue’s convergence theorem, one can see that f(z) is an entire function. Since
f(t) =
∫ ∞
−∞
qR(s)σs+t(x) ds = σt(xR), t ∈ R,
it follows that xR is σ-analytic. Furthermore, one has by (3)
‖f(z)‖ ≤ ‖x‖
∫ ∞
−∞
qR(s− z) ds ≤ ‖x‖e
R|Im z|, z ∈ C,
so that xR ∈Mexp(σ) for any R > 0. For every ϕ ∈M∗, not by (1) and (2) that
ϕ(xR − x) =
∫ ∞
−∞
qR(s)ϕ(σs(x)− x) ds −→ 0 as R→∞.
Hence, xR → x σ-weakly as R→∞.
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The next lemma extends Theorem 8.9 (2) to the case of a von Neumann subalgebra N ⊂
M . When N =M , the lemma says that σ˜−i ⊂ σ−i =⇒ σ˜−i = σ−i, similarly to the fact that
for self-adjoint operators A,B on a Hilbert space, A ⊂ B =⇒ A = B.
Lemma 8.14. Let N ⊂M be a von Neumann subalgebra. Let σt and σ˜t (t ∈ R) be σ-weakly
continuous one-parameter groups of isometries on M and N , respectively. If σ˜−i ⊂ σ−i, then
σt(y) = σ˜t(y) for all y ∈ N and all t ∈ R.
Proof. Assume that σ˜−i ⊂ σ−i. First, we prove that Nexp(σ˜) ⊂ Mexp(σ). Let y ∈ Nexp(σ˜),
i.e., y ∈ N is σ˜-analytic and ‖σ˜z(y)‖ ≤ Ke
c|Im z| for all z ∈ C with some K, c > 0. Hence,
in particular, ‖y‖ ≤ K. For every n ∈ Z, since σ˜−in = (σ˜−i)n ⊂ (σ−i)n = σ−in, one has
y ∈ D(σ−ni) and σ−in(y) = σ˜−in(y). Hence it is clear that y is σ-analytic. For every z ∈ C
write z = s+ it and n− 1 ≤ t < n (or −(n− 1) ≥ t > −n) for some n ∈ N. By the three-lines
theorem, for Im z ≥ 0 we have
‖σz(y)‖ ≤
(
sup
s∈R
‖σs(y)‖
)
∨
(
sup
s∈R
‖σs+in(y)‖
)
= ‖y‖ ∨ sup
s∈R
‖σs(σin(y))‖
= ‖y‖ ∨ ‖σin(y)‖ = ‖y‖ ∨ ‖σ˜in(y)‖ ≤ Ke
cn ≤ (Kec)ec|t|,
and the same holds also for Im z ≤ 0. Hence y ∈Mexp(σ).
Now, for any Nexp(σ˜) (⊂ Mexp(σ)) set f(z) := σz(y) − σ˜z(y), z ∈ C, which is an entire
function. Then the following hold:
• ‖f(z)‖ ≤ ‖σz(y)‖ + ‖σ˜z(y)‖ ≤ Ke
c|Im z|, z ∈ C, for some K, c > 0,
• ‖f(t)‖ ≤ 2‖y‖, t ∈ R,
• f(in) = (σ−i)n(y)− (σ˜−i)n(y) = 0 for all n ∈ Z.
Carlson’s theorem3 implies that f(z) ≡ 0, so σt(y) = σ˜t(y) for all t ∈ R. Since Nexp(σ˜) is
σ-weakly dense in N by Lemma 8.13, the result follows.
Lemma 8.15. Let T ∈ P (M,N) and T˙ : MT → N be as defined after Definition 8.5. Define
R :M2(MT )→M2(N) by
R
([
x11 x12
x21 x22
])
:=
[
T˙ (x11) T˙ (x12)
T˙ (x21) T˙ (x22)
]
, xij ∈MT .
Then:
(1) M2(MT ) is a bimodule over M2(N) and R(axb) = aR(x)b for all x ∈ M2(MT ) and
a, b ∈M2(N).
(2) M2(MT ) = spanM2(MT )+, and x ∈M2(MT )+ =⇒ R(x) ≥ 0.
3 Carlson’s theorem: Assume that f is a continuous function on Im z ≥ 0, analytic in Im z > 0, |f(z)| ≤
Kec|z|, Im z > 0, with some K, c > 0, |f(t)| ≤ K′ec
′|t|, t ∈ R, with some K′, c′ > 0, and f(in) = 0 for all
non-negative integers n. Then f(z) ≡ 0.
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Proof. (1) Since MT is a bimodule over N , it is clear that so is M2(MT ) over M2(N). If
x = [xij ] ∈M1(MT ) and a = [aij ], b = [bij] ∈M2(N), then axb =
[∑2
k,l=1 aikxklblj
]2
i,j=1
and
R(axb) =
[
2∑
k,l=1
aikT˙ (xkl)blj
]2
i,j=1
= aR(x)b.
(2) Since MT = N
∗
TNT , we have
M2(MT ) = span
{[
x∗11y11 x
∗
12y12
x∗21y21 x
∗
22y22
]
: xij , yij ∈ NT
}
.
Furthermore, since[
x∗11y11 x
∗
12y12
x∗21y21 x
∗
22y22
]
=
[
x11 0
0 0
]∗ [
y11 0
0 0
]
+
[
0 0
x12 0
]∗ [
0 0
y12 0
]
+
[
0 x21
0 0
]∗ [
0 y21
0 0
]
+
[
0 0
0 x22
]∗ [
0 0
0 y22
]
,
we find that M2(MT ) = M2(NT )
∗M2(NT ). Hence as in the proof of Lemma 5.4 (2) with
use of polarization, M2(MT ) = spanM2(MT )+. For any ϕ ∈ N
+∗ let θ := ϕ ⊗ Tr and
θ˜ := (ϕ ◦T )⊗Tr , where Tr is the usual trace on M2, i.e., θ
([
a11 a12
a21 a22
])
= ϕ(a11)+ϕ(a22),
aij ∈ N . Since x ∈ M2(MT )+ =⇒ θ˜(x) < +∞, we have Mθ˜ ⊃ spanM2(MT )+ = M2(MT ).
Note that, for any x = [xij] ∈M2(MT ),
θ˜(x) = ϕ ◦ T˙ (x11) + ϕ ◦ T˙ (x22) = θ ◦R(x).
With the cyclic representation (πθ,Hθ, ξθ) of M2(N) associated with θ, for any x ∈M2(MT )
and a ∈M2(N),
〈πθ(a)ξθ, πθ(R(x))πθ(a)ξθ〉 = θ(a
∗R(x)a) = θ ◦R(a∗xa) (by (1))
= θ˜(a∗xa) ≥ 0
so that πθ(R(x)) ≥ 0, i.e., s(πθ)R(x) ≥ 0, where s(πθ) is the support projection of πθ. It is
easy to see that {θ = ϕ⊗Tr : ϕ ∈ N+∗ } is a separating family of M2(N), which implies that∨
θ s(πθ) = 1. Hence R(x) ≥ 0.
Lemma 8.16. Let T ∈ P (M,N), ϕ,ψ ∈ P (N) and ϕ˜ := ϕ ◦ T , ψ˜ := ψ ◦ T . Then x ∈
(Nϕ˜ ∩NT )
∗(N
ψ˜
∩NT ) =⇒ T˙ x ∈ N
∗
ϕNψ.
Proof. First, recall that T˙ x ∈ N is well-defined for x ∈ N∗TNT = MT . We may assume that
x = y∗z with y ∈ Nϕ˜ ∩NT and z ∈ Nψ˜ ∩ NT . Set x11 := y
∗y, x12 := y∗z = x, x21 := z∗y
and x22 := z
∗z; then x˜ :=
[
x11 x12
x21 x22
]
∈ M2(MT ) and x˜ =
[
y z
0 0
]∗ [
y z
0 0
]
≥ 0. Hence
R(x˜) =
[
T˙ (x11) T˙ (x12)
T˙ (x21) T˙ (x22)
]
≥ 0 by Lemma 8.15 (2). Consider θ := θ(ϕ,ψ) ∈ P (M2(N)) and
note that
θ(R(x˜)) = ϕ(Tx11) + ψ(Tx22) = ϕ˜(y
∗y) + ψ˜(z∗z) < +∞.
Therefore, we have R(x˜) ∈Mθ so that T˙ x = T˙ x12 ∈ N
∗
ϕNψ by Lemma 7.4 (2).
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We are now in a position to prove Theorem 8.7.
Proof of Theorem 8.7. Let T ∈ P (M,N) and ϕ,ψ ∈ P (N). We prove the claim (⋆). By
Lemma 8.14 it suffices to prove that σψ,ϕ−i ⊂ σ
ψ◦T,ϕ◦T
−i . Let ϕ˜ := ϕ◦T and ψ˜ := ψ ◦T . Assume
that
a ∈ D
(
σψ,ϕ−i
)
and b = σψ,ϕ−i (a), (8.6)
and prove that
a ∈ D
(
σψ˜,ϕ˜−i
)
and b = σψ˜,ϕ˜−i (a). (8.7)
One has a ∈ D
(
σψ,ϕ−i/2
)
, b ∈ D
(
σψ,ϕ
i/2
)
and σψ,ϕ−i/2(a) = σ
ψ,ϕ
i/2
(b), since b = σψ,ϕ−i/2
(
σψ,ϕ−i/2(a)
)
. Since
σϕ,ψt (b
∗) = σψ,ϕt (b)
∗ by Lemma 7.5, one has b∗ ∈ D
(
σϕ,ψ−i/2
)
. Hence by Lemma 8.12, there is
a k > 0 such that a∗ψa ≤ k2ϕ and bϕb∗ ≤ k2ψ on N+. For any m ∈ N̂+, by Theorem 8.3
there is a sequence yn ∈ N+ such that yn ր m. Then
ψ(ama∗) = (a∗ψa)(m) = lim
n→∞(a
∗ψa)(yn) ≤ k2 lim
n→∞ϕ(yn) = k
2ϕ(m)
and similarly ϕ(b∗mb) ≤ k2ψ(m). Therefore, for every x ∈M+ one has
ψ˜(axa∗) = ψ(aT (x)a∗) ≤ k2ϕ(T (x)) = k2ϕ˜(x)
and similarly ϕ˜(b∗xb) ≤ k2ψ˜(x). By Lemma 8.12 again, one has
Nϕ˜a
∗ ⊂ N
ψ˜
, i.e., aN∗ϕ˜ ⊂ N
∗
ψ˜
, (8.8)
N
ψ˜
b ⊂ Nϕ˜, (8.9)
‖(ya∗)
ψ˜
‖ ≤ k‖yϕ˜‖ for all y ∈ Nϕ˜, (8.10)
‖(zb)ϕ˜‖ ≤ k‖zψ˜‖ for all z ∈ Nψ˜. (8.11)
By Theorem 8.10 with (8.8) and (8.9), to show (8.7), it remains to prove that
ψ˜(ax) = ϕ˜(xb) for all x ∈ N∗ϕ˜Nψ˜. (8.12)
First, assume that x0 = y
∗
0z0 with y0 ∈ Nϕ˜ ∩ NT and z0 ∈ Nψ˜ ∩ NT . Since x0 ∈ MT and
T˙ x0 ∈ N
∗
ϕNψ by Lemma 8.16, we have by (8.6) and Theorem 8.10
ψ(T˙ (ax0)) = ψ(a(T˙ x0)) = ϕ((T˙ x0)b) = ϕ(T˙ (x0b)).
Moreover, note from (8.8) and (8.9) that
ax0 = (y0a
∗)∗z0 ∈ (Nψ˜ ∩NT )
∗(N
ψ˜
∩NT ) ⊂ span(Fψ˜ ∩ FT ),
x0b = y
∗
0(z0b) ∈ (Nϕ˜ ∩NT )
∗(Nϕ˜ ∩NT ) ⊂ span(Fϕ˜ ∩ FT ),
so that ψ(T˙ (ax0)) = (ψ ◦ T )(ax0) = ψ˜(ax0) and ϕ(T˙ (x0b)) = (ϕ ◦ T )(x0b) = ϕ˜(x0b). There-
fore,
ψ˜(ax0) = ϕ˜(x0b). (8.13)
79
Next, assume that x = y∗z with y ∈ Nϕ˜ and z ∈ Nψ˜. Since ϕ(T (y
∗y)) < +∞, T (y∗y) has
the spectral resolution T (y∗y) =
∫∞
0 λdeλ (see Theorem 8.3). For any s > 0, since
T (esy
∗yes) = esT (y∗y)es =
∫ s
0
λdeλ,
we have yes ∈ NT and
ϕ ◦ T (esy
∗yes) = ϕ
(∫ s
0
λdeλ
)
≤ ϕ
(∫ ∞
0
λdeλ
)
< +∞
so that yes ∈ Nϕ˜. Hence yes ∈ Nϕ˜ ∩NT . Moreover,
‖(y − yes)ϕ˜‖
2 = ϕ ◦ T ((y − yes)
∗(y − yes))
= ϕ ◦ T (y∗y − y∗yes − esy∗y + esy∗yes)
= ϕ(T (y∗y)− T (y∗y)es − esT (y∗y) + esT (y∗y)es)
= ϕ((1 − es)T (y
∗y)(1− es))
= ϕ
(∫ ∞
s
λdeλ
)
−→ 0 as s→∞.
Similarly, T (z∗z) has the spectral resolution T (z∗z) =
∫∞
0 λdfλ, and for any s > 0, zfs ∈
N
ψ˜
∩NT and ‖(z − zfs)ψ˜‖
2 → 0 as s→∞. Fron (8.10) and (8.11) it follows that
‖(ya∗)
ψ˜
− (yesa
∗)
ψ˜
‖ −→ 0, ‖(zb)
ψ˜
− (zfsb)ψ˜‖ −→ 0 as s→∞.
Therefore, we have
ψ˜(ax) = ψ˜((ya∗)∗z) = 〈(ya∗)
ψ˜
, z
ψ˜
〉
= lim
s→∞〈(yesa
∗)
ψ˜
, (zfs)ψ˜〉 = lims→∞ ψ˜(aesy
∗zfs) = lim
s→∞ ψ˜(a(esxfs)),
ϕ˜(xb) = ϕ˜(y∗zb) = 〈yϕ˜, (zb)ϕ˜〉
= lim
s→∞〈(yes)ϕ˜, (zfsb)ϕ˜〉 = lims→∞ ϕ˜((esxfs)b).
From (8.13) for x0 := esxfs = (yes)
∗(zfs) it follows that
ψ˜(a(esxfs)) = ϕ˜((esxfs)b), s > 0.
Letting s→∞ gives (8.12).
9 Pedersen-Takesaki’s construction
In this section we present a concise description of Pedersen-Takesaki’s construction [45] and
related results, based on the results in Sec. 8.2. Define the centralizer Mϕ for ϕ ∈ P (M) as
the fixed-point algebra of σϕt (see Proposition 2.16 in the case of ϕ ∈M
+∗ faithful), i.e.,
Mϕ := {x ∈M : σ
ϕ
t (x) = x, t ∈ R}.
Of course, Mϕ is a von Neumann subalgebra of M .
Lemma 9.1. Let ϕ ∈ P (M).
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(1) For a ∈M , a ∈Mϕ ⇐⇒ aN
∗
ϕ ⊂ N
∗
ϕ, Nϕa ⊂ Nϕ and ϕ(ax) = ϕ(xa) for all x ∈Mϕ.
(2) For a unitary u ∈M , u ∈Mϕ ⇐⇒ ϕ(u · u
∗) = ϕ.
(3) If a ∈ (Mϕ)+ (:=Mϕ ∩M+), then
ϕa(x) := ϕ(a
1/2xa1/2), x ∈M+ (9.1)
is a semifinite normal weight on M and ϕa(x) = ϕ(ax) = ϕ(xa) for all x ∈ Mϕ.
Moreover,
ϕa(x
∗x) = ‖πϕ(a)1/2Jϕxϕ‖2 = 〈Jϕxϕ, πϕ(a)Jϕxϕ〉, x ∈ Nϕ, (9.2)
(4) If a, b ∈ (Mϕ)+, then ϕa+b = ϕa+ϕb. Hence, if a, b ∈Mϕ and 0 ≤ a ≤ b, then ϕa ≤ ϕb.
(5) If aα is an increasing net in (Mϕ)+ and aα ր a ∈ (Mϕ)+, then ϕaα ր ϕa.
Proof. (1) Assume that a ∈ Mϕ; then it is obvious that a ∈ D(σ
ϕ
−i) and σ
ϕ
−i(a) = a. Hence
the stated condition holds by Theorem 8.10 for ϕ = ψ. Conversely, assume the stated
condition. Then the same holds for a∗ too since for y, z ∈ Nϕ,
ϕ(a∗y∗z) = ϕ((ya)∗z) = ϕ(z∗ya) = ϕ(az∗y) = ϕ((za∗)∗y) = ϕ(y∗za∗).
Hence we may assume that a = a∗. By Theorem 8.10 for ϕ = ψ again, we have a ∈ D(σϕ−i)
and σϕ−i(a) = a so that σ
ϕ
t−i(a) = σ
ϕ
t (σ
ϕ
−i(a)) = σ
ϕ
t (a) for all t ∈ R. Therefore, from the
Schwarz reflection principle it follows that, for any ξ ∈ H, fξ(t) := 〈ξ, σ
ϕ
t (a)ξ〉 extends to an
entire function fξ(z) with a period i. From the Liouville theorem, fξ(z) ≡ fξ(0) for all ξ ∈ H,
so σϕt (a) = a for all t ∈ R. Hence a ∈Mϕ holds.
(2) Assume that u ∈ Mϕ, so u
∗ ∈ Mϕ as well. Then by (1), uMϕ = Mϕu∗ = Mϕ
and ϕ(uxu∗) = ϕ(xu∗u) = ϕ(x) for all x ∈ Mϕ. Hence ϕ(u · u∗) = ϕ holds. Conversely,
assume that ϕ(u · u∗) = ϕ. Then ϕ(u∗ · u) = ϕ holds as well. So Nϕu∗ = Nϕu = Nϕ and
ϕ(ux) = ϕ(u∗uxu) = ϕ(xu) for all x ∈Mϕ. Hence u ∈Mϕ follows from (1).
(3) Assume that a ∈ (Mϕ)+. It is clear that ϕa is a normal weight on M . If x ∈ Nϕ,
then xa ∈ Nϕ by (1), so ϕa(x
∗x) = ϕ((xa)∗(xa)) < +∞. This means that Nϕ ⊂ Nϕa , so
ϕa is semifinite. For every x ∈ Mϕ, since a
1/2 ∈ Mϕ, by (1) one has a
1/2x, xa1/2 ∈ Mϕ and
ϕ(a1/2xa1/2) = ϕ(ax) = ϕ(xa). Moreover, for every x ∈ Nϕ, by Lemma 8.12 for ϕ = ψ, one
has (xa1/2)ϕ = Jϕπϕ(a
1/2)Jψxϕ, which gives (9.2).
(4) We have unique contractions v,w ∈M such that a1/2 = v(a+b)1/2, b1/2 = w(a+b)1/2
and v(1 − s(a+ b)) = w(1− s(a+ b)) = 0, where s(a+ b) is the support projection of a+ b.
It is immediate to see that v,w ∈Mϕ and v
∗v+w∗w = s(a+ b). Let x ∈M+. First, assume
that ϕa+b(x) = +∞. If ϕa(x) < +∞ and ϕb(x) < +∞, then x
1/2a1/2, x1/2b1/2 ∈ Nϕ so that
x1/2(a+ b)1/2v∗v = x1/2a1/2v ∈ Nϕ and x1/2(a+ b)1/2w∗w = x1/2b1/2w ∈ Nϕ thanks to (1).
Hence x1/2(a+ b)1/2 ∈ Nϕ, contradicting fa+b(x) = +∞. Therefore, ϕa(x) + ϕv(x) = +∞ =
ϕa+b(x) in this case.
Next, assume that ϕa+b(x) < +∞ and so (a + b)
1/2x(a + b)1/2 ∈ Mϕ. By (1) one has
(a+ b)1/2x(a+ b)1/2v∗ ∈Mϕ and
ϕa(x) = ϕ(v(a+ b)
1/2x(a+ b)1/2v∗) = ϕ((a+ b)1/2x(a+ b)1/2v∗v),
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and similarly ϕb(x) = ϕ((a + b)
1/2x(a+ b)1/2w∗w). Hence ϕa(x) + ϕb(x) = ϕa+b(x) follows.
The latter assertion of (4) is now obvious.
(5) From (4) it is clear that ϕaα ր and ϕaα ≤ ϕa. For any x ∈ M+, since a
1/2
n xa
1/2
n →
a1/2xa1/2 strongly, by the lower semicontinuity of ϕ (see Theorem 7.2 (iii)) one has
ϕa(x) = ϕ(a
1/2xa1/2) ≤ lim inf
α
ϕ(a1/2α xa
1/2
α ) ≤ sup
α
ϕaα(x).
Hence ϕaα ր ϕa follows.
Lemma 9.2. Let ϕ ∈ P (M).
(1) If α is an automorphism of M , then
σϕ◦αt = α
−1 ◦ σϕt ◦ α, t ∈ R.
(2) If a ∈Mϕ is positive invertible, then ϕa ∈ P (M) and
σϕat (x) = a
itσϕt (x)a
−it, x ∈M, t ∈ R.
(3) If e ∈Mϕ is a projection, then ϕ|e := ϕ|eMe ∈ P (eMe) and
σ
ϕ|e
t (x) = σ
ϕ
t (x), x ∈ eMe, t ∈ R.
(Note that ϕ|e is essentially the same as ϕe though ϕe is defined on M .)
Proof. (1) It is immediate to see that Nϕ◦α = α−1(Nϕ) and so Mϕ◦α = α−1(Mϕ). Define a
σ-weakly continuous one-parameter automorphism group σt by σt := α
−1 ◦ σϕt ◦ α (t ∈ R).
From Lemma 8.14 in the case of N =M (or Theorem 8.9) it suffices to prove that σϕ◦α−i = σ−i.
Note that D(σ−i) = α−1(D(σ
ϕ
−i)) and σ−i(a) = α
−1 ◦ σϕ−i ◦ α(a) for all a ∈ D(σ−i). From
Theorem 8.10 we find that
a ∈ D(σϕ◦α−i ) and b = σ
ϕ◦α
−i (a)
⇐⇒ aN∗ϕ◦α ⊂ N∗ϕ◦α, Nϕ◦αb ⊂ Nϕ◦α and ϕ ◦ α(ax) = ϕ ◦ α(xb) for all x ∈Mϕ◦α
⇐⇒ α(a) ∈ D(σϕ−i) and α(b) = σ
ϕ
−i(α(a))
⇐⇒ a ∈ D(σ−i) and b = σ−i(a).
Therefore, σϕ◦α−i = σ−i holds.
(2) Assume that a ∈ Mϕ is positive invertible. It is clear that ϕa ∈ P (M). Since
‖a−1‖−1 ≤ a ≤ ‖a‖, it follows from Lemma 9.1 (4) that ‖a−1‖−1ϕ ≤ ϕa ≤ ‖a‖ϕ and so
Nϕ = Nϕa and Mϕ = Mϕa . Define a σ-weakly continuous one-parameter automorphism
group σt by σt(x) := a
itσϕt (x)a
−it (x ∈ M , t ∈ R). Note that D(σ−i) = D(σ
ϕ
−i) and
σ−i(c) = aσ
ϕ
−i(c)a
−1 for all c ∈ D(σ−i). From Theorem 8.10 and Lemma 9.1 (3), we find that
c ∈ D(σϕa−i ) and b = σ
ϕa
−i (c)
⇐⇒ cN∗ϕa ⊂ N
∗
ϕa , Nϕab ⊂ Nϕa and ϕa(cx) = ϕa(xb) for all x ∈Mϕa
⇐⇒ cN∗ϕ ⊂ N∗ϕ, Nϕb ⊂ Nϕ and ϕ(cxa) = ϕ(xba) for all x ∈Mϕ
⇐⇒ cN∗ϕ ⊂ N∗ϕ, Nϕ(a−1ba) ⊂ Nϕ and ϕ(cx) = ϕ(xa−1ba) for all x ∈Mϕ
(since Nϕa
−1 = Nϕ and Mϕa−1 = Mϕ)
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⇐⇒ c ∈ D(σϕ−i) and a
−1ba = σϕ−i(c)
⇐⇒ c ∈ D(σ−i) and b = σ−i(c).
Therefore, σϕa−i = σ−i so that σ
ϕa
t = σt follows from Lemma 8.14 in the case of N =M .
(3) It is clear that ϕ|e is faithful and normal. Since Nϕ|e = eNϕe, note that ϕ|e is
also semifinite. Moreover, Mϕ|e ⊂ eMϕe is clear. If x ∈ eFϕe, then x
1/2 ∈ eNϕe so that
x ∈ Mϕ|e . Hence eMϕe ⊂ Mϕ|e , so one has Mϕ|e = eMϕe. For every x ∈ eMe, one has
σϕt (x) = σ
ϕ
t (exe) = eσ
ϕ
t (x)e. Hence one can define a σ-weakly continuous one-parameter
automorphism group σt on eMe by σt(x) = σ
ϕ
t (x) = eσ
ϕ
t (x)e (s ∈ eMe, t ∈ R). For
a, b ∈ eMe, from Theorem 8.10 we have
a ∈ D(σ−i) and b = σ−i(a)
⇐⇒ a ∈ D(σϕ−i) and b = σ
ϕ
−i(a)
⇐⇒ aN∗ϕ ⊂ N∗ϕ, Nϕb ⊂ Nϕ and ϕ(ax) = ϕ(xb) for all x ∈Mϕ
=⇒ aN∗ϕ|e ⊂ N
∗
ϕ|e
, Nϕ|eb ⊂ Nϕ|e and ϕ(ax) = ϕ(xb) for all x ∈Mϕ|e
⇐⇒ a ∈ D(σ
ϕ|e
−i ) and b = σ
ϕ|e
−i (a).
Therefore, σ−i ⊂ σ
ϕ|e
−i so that σ
ϕ|e
t = σt follows from Lemma 8.14.
Note that another standard way to prove Lemma 9.2 is to use the KMS condition char-
acterizing the modular automorphism group (see (C) in Sec. 7.1).
Let ϕ ∈ P (M) and A be a positive self-adjoint operator affiliated with Mϕ. We extend
ϕa (defined by (9.1) for a ∈ (Mϕ)+) to ϕA. To do so, set
Aε := A(1 + εA)
−1 ∈ (Mϕ)+, ε > 0.
Then Lemma 9.1 (4) implies that ϕAε ր as εց, so we define
ϕA(x) := sup
ε>0
ϕAε(x) = lim
εց0
ϕAε(x), x ∈M+. (9.3)
Proposition 9.3. Let ϕ and A be as above.
(1) ϕA is a semifinite normal weight on M , and
ϕA(x
∗x) = ‖πϕ(A)1/2Jϕxϕ‖2, x ∈ Nϕ,
where the quadratic form in the right-hand side =∞ unless Jϕxϕ ∈ D(πϕ(A)
1/2).
(2) ϕA is faithful if and only if A is non-singular.
(3) Let B be another positive self-adjoint operator affiliated with Mϕ. Then A ≤ B (in the
sense of Definition A.2 of Appendix A) ⇐⇒ ϕA ≤ ϕB.
(4) Let Aα be a net of positive self-adjoint operators affiliated with Mϕ. Then Aα ր A (in
the sense of Definitions A.2 and A.6) ⇐⇒ ϕAα ր ϕA.
Proof. (1) That ϕA is normal is clear by definition (9.3). Let En be the spectral projection
of A corresponding to [0, n], so En ∈Mϕ. For every x ∈ Nϕ one has
ϕAε(Enx
∗xEn) = ϕ(A1/2ε Enx
∗xEnA1/2ε ) = ϕ(x
∗xEnAε) ≤ nϕ(x∗x) < +∞
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thanks to Lemma 9.1 (1) and (4). Hence ϕA(Enx
∗xEn) < +∞ so that NϕEn ⊂ NϕA . Since
En ր 1, ϕA is semifinite. Moreover, for every x ∈ Nϕ, by (9.2)
ϕA(x
∗x) = sup
ε>0
‖πϕ(Aε)
1/2Jϕxϕ‖
2 = ‖πϕ(A)
1/2Jϕxϕ‖
2.
(2) is easy to verify.
(3) If A ≤ B, then Aε ≤ Bε for all ε > 0 by Lemma A.1. By Lemma 9.1 (4), for any
x ∈M+ one has ϕAε(x) ≤ ϕBε(x) ≤ ϕB(x). Hence ϕA(x) ≤ ϕB(x). Conversely, assume that
ϕA ≤ ϕB . Let Fn be the spectral projection of B corresponding to [0, n]. Then, for every
x ∈ Nϕ one has
〈Jϕxϕ, πϕ(FnAεFn)Jϕxϕ〉 = 〈πϕ(Fn)Jϕxϕ, πϕ(Aε)πϕ(Fn)Jϕxϕ〉
= 〈Jϕ(xFn)ϕ, πϕ(Aε)Jϕ(xFn)ϕ〉 (by Lemma 8.12)
= ϕAε(Fnx
∗xFn) (by (9.2))
≤ ϕB(Fnx
∗xFn) = sup
ε>0
ϕ(B1/2ε Fnx
∗xFnB1/2ε )
≤ ϕBFn(x
∗x) = 〈Jϕxϕ, πϕ(BFn)Jϕxϕ〉,
which implies that FnAεFn ≤ BFn ≤ B. Since Fn ր 1, Aε ≤ B for any ε > 0, implying that
A ≤ B.
(4) For any ε > 0, since (Aα)ε ր Aε by Lemmas A.1 and A.4, for every x ∈M+ one has
ϕ(Aα)ε(x)ր ϕAε(x) by Lemma 9.1 (5). This implies that ϕAα ր and
ϕA(x) = sup
ε>0
ϕAε(x) = sup
ε>0
sup
α
ϕ(Aα)ε(x) = sup
α
ϕAα(x)
so that ϕAα ր ϕA. Conversely, assume that ϕAα ր ϕA. It follows from (3) that Aα is
an increasing net and Aα ≤ A. Hence there is a positive self-adjoint operator B such that
Aα ր B. Noting that B ηMϕ, one has ϕAα ր ϕB by the first part of the proof. Hence
ϕA = ϕB so that A = B holds by (3).
Theorem 9.4. Let ϕ ∈ P (M) and A be a non-singular positive self-adjoint operator affiliated
with Mϕ. Then:
(1) σϕAt (x) = A
itσϕt (x)A
−it for all x ∈M and t ∈ R.
(2) (DϕA : Dϕ)t = A
it for all t ∈ R.
For the proof we need one more lemma.
Lemma 9.5. Let ϕ and A be as in Theorem 9.4. Let en be the spectral projection of A
corresponding to [1/n, n] for n ∈ N. Then en ∈MϕA.
Proof. For every ε > 0, since ϕAε ≤ ϕA by Proposition 9.3 (3), one has NϕA ⊂ NϕAε . For
any x ∈M one has
ϕAε(enx
∗xen) = ϕ(A1/2ε enx
∗xenA1/2ε ) = ϕAεen(x
∗x) ≤ ϕA(x∗x).
Letting ε ց 0 yields that ϕAε(enx
∗xen) ≤ ϕA(enx∗xen) ≤ ϕA(x∗x). Therefore, NϕAen ⊂
NϕA and NϕAen ⊂ NϕAε , so it follows that
MϕAen = N
∗
ϕANϕAen ⊂ N
∗
ϕAε
NϕAε = MϕAε ,
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enMϕA = enN
∗
ϕANϕA ⊂ N
∗
ϕAε
NϕAε = MϕAε .
Furthermore, since ϕA(x
∗x) = supε>0 ϕ(A
1/2
ε x∗xA
1/2
ε ) for all x ∈M , we have
NϕAA
1/2
ε ⊂ Nϕ, hence A
1/2
ε MϕAA
1/2
ε ⊂Mϕ (9.4)
for all ε > 0. For every x ∈MϕA , since enx, xen ∈MϕAε , we find that
ϕAε(enx) = ϕ(A
1/2
ε enxA
1/2
ε ) = ϕ(enA
1/2
ε xA
1/2
ε )
= ϕ(A1/2ε xA
1/2
ε en) (by (9.4) and Lemma 9.1 (1))
= ϕ(A1/2ε xenA
1/2
ε ) = ϕAε(xen).
Letting ε ց 0 yields that ϕA(enx) = ϕA(xen). This, with NϕAen ⊂ NϕA shown above,
implies by Lemma 9.1 (1) that en ∈MϕA .
Proof of Theorem 9.4. (1) For each n ∈ N let en be as given in Lemma 9.5. From Lemma
9.2 (3) it follows that σ
ϕ|en
t (Aen) = σ
ϕ
t (Aen) = Aen for all t ∈ R, so that Aen ∈ Mϕ|en . On
the other hand, en ∈MϕA by Lemma 9.5. For every x ∈ (enMen)+ note that
(ϕA)|en(x) = ϕA(x) = sup
ε>0
ϕ(A1/2ε enxenA
1/2
ε ) = sup
ε>0
(ϕ|en)Aεen(x) = (ϕ|en)Aen(x),
where the last equality follows from Proposition 9.3 (4) since Aεen ր Aen. Therefore,
(ϕA)|en = (ϕ|en)Aen .
Since Aen is invertible in enMen, for any x ∈ enMen we have
σϕAt (x) = σ
(ϕA)|en
t (x) = σ
(ϕ|en )Aen
t (x) = (Aen)
itσ
ϕ|en
t (x)(Aen)
−it
= Aitenσ
ϕ
t (x)enA
−it = Aitσϕt (x)A
−it,
where the first and the fourth equalities follow from Lemma 9.2 (3) and the third equality
follows from Lemma 9.2 (2). Since
⋃
n∈N enMen is strongly dense in M due to en ր 1, the
result follows.
(2) Consider the balanced weights θ := θ(ϕ,ϕ) and θ˜ := θ(ϕ,ϕA). If a, b ∈ Mϕ, then
σθt
([
a 0
0 b
])
=
[
σϕt (a) 0
0 σϕt (b)
]
=
[
a 0
0 b
]
by Lemma 7.5, so
[
a 0
0 b
]
∈ Mθ. Hence we have
A˜ :=
[
1 0
0 A
]
ηMθ. Then it is immediate to see that θ˜ = θA˜. Therefore, from (1) it follows
that [
0 0
(DϕA : Dϕ)t 0
]
= σθ˜t
([
0 0
1 0
])
=
[
1 0
0 A
]it
σθt
([
0 0
1 0
])[
1 0
0 A
]−it
=
[
1 0
0 Ait
] [
0 0
1 0
] [
1 0
0 A−it
]
=
[
0 0
Ait 0
]
so that (DϕA : Dϕ)t = A
it holds.
While (2) of Theorem 9.4 has been proved from (1), we note that (1) conversely follows
from (2) in view of Theorem 7.6.
Here, we give some basic properties of Connes’ cocycle derivatives to use in the proof of
Theorem 9.7.
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Proposition 9.6. Let ϕ, ψ and ϕi be f.s.n. weights on M .
(1) (Dϕ : Dψ)t = (Dψ : Dϕ)
∗
t , t ∈ R.
(2) ψ = ϕ ⇐⇒ (Dψ : Dϕ)t = 1, t ∈ R.
(3) (Dϕ1 : Dϕ3)t = (Dϕ1 : Dϕ2)t(Dϕ2 : Dϕ3)t, t ∈ R ( chain rule).
(4) ϕ1 = ϕ2 ⇐⇒ (Dϕ1 : Dϕ)t = (Dϕ2 : Dϕ)t, t ∈ R.
Proof. (1) Let θ := θ(ϕ,ψ) and θ̂ := θ(ψ,ϕ). Define an automorphism γ of M2(M) by
γ(x) :=
[
0 1
1 0
]
x
[
0 1
1 0
]
for x =
[
x11 x12
x21 x22
]
∈ M2(M). Since θ̂(x) = θ(γ(x)) for all x ∈
M2(M), we find by Lemma 9.2 (1) that
σθ̂t (x) = γ
−1 ◦ σθt ◦ γ(x) =
[
σψ(x11) σ
ψ,ϕ(x12)
σϕ,ψ(x21) σ
ϕ(x22)
]
,
and hence (Dϕ : Dψ)t = σ
ϕ,ψ
t (1) = σ
ψ,ϕ
t (1)
∗ = (Dψ : Dϕ)∗t by Lemma 7.5.
(2) That (Dϕ : Dϕ)t = 1 is clear as seen at the end of Sec. 7.2. Conversely, assume that
(Dψ : Dϕ) = 1 for all t ∈ R. Let θ := θ(ϕ,ψ). Then we have σθt
([
0 0
1 0
])
=
[
0 0
1 0
]
and so
σθt
([
0 1
1 0
])
=
[
0 1
1 0
]
for all t ∈ R. Hence
[
0 1
1 0
]
∈ (M2(M))θ follows. By Lemma 9.1 (1)
this implies that
ϕ(x) = θ
([
x 0
0 0
])
= θ
([
0 1
1 0
] [
x 0
0 0
] [
0 1
1 0
])
= θ
([
0 0
0 x
])
= ψ(x)
for all x ∈M+.
(3) It is convenient to use the triple balanced weight on M3(M):
θ
(
3∑
i,j=1
xij ⊗ eij
)
:=
3∑
i=1
ϕi(xii),
3∑
i,j=1
xij ⊗ eij ∈M3(M)+.
As in the case of θ(ϕ,ψ) treated in Sec. 7.2, though the details are omitted here, we have
σθt (x⊗ eij) = σ
ϕi,ϕj
t (x)⊗ eij , x ∈M, i, j = 1, 2, 3.
Therefore,
(Dϕ1 : Dϕ3)t ⊗ e13 = σ
ϕ1,ϕ3
t (1)⊗ e13 = σ
θ
t (1⊗ e13) = σ
θ
t (1⊗ e12)σ
θ
t (1⊗ e23)
= (Dϕ1 : Dϕ2)t(Dϕ2 : Dϕ3)t ⊗ e13.
(4) By (1), (3) and (2) we find that
(Dϕ1 : Dϕ)t = (Dϕ2 : Dϕ)t, t ∈ R ⇐⇒ (Dϕ1 : Dϕ2)t = 1, t ∈ R ⇐⇒ ϕ1 = ϕ2.
The main result of Pedersen and Takesaki [45] is the following:
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Theorem 9.7 (Pedersen and Takesaki). Let ϕ,ψ ∈ P (M). Then the following conditions
are equivalent:
(i) ψ is σϕ-invariant, i.e., ψ ◦ σϕt = ψ for all t ∈ R;
(ii) ϕ is σψ-invariant;
(iii) (Dψ : Dϕ)t ∈Mψ for all t ∈ R;
(iv) (Dψ : Dϕ)t ∈Mϕ for all t ∈ R;
(v) (Dψ : Dϕ)t (t ∈ R) is a strongly continuous one-parameter unitary group;
(vi) there exists a (unique) non-singular positive self-adjoint operator AηMϕ such that ψ =
ϕA.
Proof. Let ut := (Dψ : Dϕ)t, t ∈ R.
(i) =⇒ (iii). By Lemma 9.2 (1) one has σψs = σ
ϕ
−t ◦ σ
ψ
s ◦ σ
ϕ
t so that
σϕt ◦ σ
ψ
s = σ
ψ
s ◦ σ
ϕ
t , s, t ∈ R.
If x ∈ Mψ, then σ
ϕ
t (x) = σ
ϕ
t (σ
ψ
s (x)) = σ
ψ
s (σ
ϕ
t (x)) for all s, t ∈ R, so σ
ϕ
t (x) ∈ Mψ. Hence
σϕt (Mψ) =Mψ, t ∈ R. For every x ∈M+ and t ∈ R,
ψ(x) = ψ(σψt (x)) = ψ(utσ
ϕ
t (x)u
∗
t ) (by (7.8))
= ψ(σϕ−t(utσ
ϕ
t (x)u
∗
t )) = ψ(σ
ϕ
−t(ut)xσ
ϕ
−t(ut)
∗).
Hence by Lemma 9.1 (2) one has σϕ−t(ut) ∈Mψ, so ut ∈ σ
ϕ
t (Mψ) =Mψ for all t ∈ R.
(iii) ⇐⇒ (v). Since σψs (ut) = usσ
ϕ
s (ut)u
∗
s = us+tu
∗
s by (7.8) and (7.9), we have
ut ∈Mψ, t ∈ R ⇐⇒ σ
ψ
s (ut) = ut, s, t ∈ R ⇐⇒ ut+s = utus, s, t ∈ R.
(iv) ⇐⇒ (v). This is immediate from (iii) ⇐⇒ (v) since u∗t = (Dϕ : Dψ)t.
(v) =⇒ (vi). From (v) (also (iv)), Stone’s theorem says that there exists a non-singular
positive self-adjoint operator AηMϕ such that ut = A
it for all t ∈ R. Hence one has (Dψ :
Dϕ)t = A
it = (DϕA : Dϕ)t, t ∈ R, by Theorem 9.4 (2), so Proposition 9.6 (4) implies that
ψ = ϕA. The uniqueness of A in (vi) is immediate from Theorem 9.4 (2).
(vi) =⇒ (i). Assume that ψ = ϕA as stated in (vi). Then, for every x ∈M+ one has
ψ(σϕt (x)) = sup
ε>0
ϕ(A1/2ε σ
ϕ
t (x)A
1/2
ε ) = sup
ε>0
ϕ(σϕt (A
1/2
ε xA
1/2
ε ))
= sup
ε>0
ϕ(A1/2ε xA
1/2
ε ) = ϕA(x) = ψ(x),
showing (i).
In this way, A 7→ ϕA is a bijective correspondence between the set of non-singular positive
self-adjoint operators AηMϕ and {ψ ∈ P (M) : σ
ϕ-invariant}. When ψ = ϕA, A is called
the Radon-Nikodym derivative of ψ with respect to ϕ, and ϕA is often written as ϕ(A ·). In
particular, assume that ϕ = τ is an f.s.n. trace on M ; then στt = id (t ∈ R) so that Mτ =M .
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So Theorem 9.7 shows that any ψ ∈ P (M) is represented as ψ = τ(A ·) with a positive self-
adjoint AηM . This extends Corollary 5.14. In fact, Connes’ cocycle derivative (Dψ : Dϕ)t
can be extended to the case where ψ is a (not necessarily faithful) semifinite normal weight
on M , and the conditions (except (ii)) of Theorem 9.7 are still equivalent in this case.
Since σϕt (Mϕ) = Mϕ (t ∈ R) trivially, Takesaki’s theorem [58] (see Theorem 6.6 for
ϕ bounded) implies that if ϕ is semifinite on Mϕ, then there exists a a normal faithful
conditional expectation Eϕ :M →Mϕ such that ϕ = ϕ ◦Eϕ. In fact, Combes [9] proved the
next theorem characterizing the situation, which we record here without proof.
Theorem 9.8. Let ϕ ∈ P (M). Then the following conditions are equivalent:
(a) ϕ|Mϕ is an f.s.n. trace on Mϕ;
(b) there exists a normal faithful conditional expectation Eϕ : M → Mϕ with ϕ = ϕ ◦ Eϕ
(then Eϕ is automatically σ
ϕ-invariant);
(c) there exists a family {ϕi} ⊂M
+∗ such that
∑
i s(ϕi) = 1 and ϕ =
∑
i ϕi;
(d) M is σϕ-finite in the sense that for any x ∈ M , x 6= 0, there exists a σϕ-invariant
f ∈M+∗ such that f(x) 6= 0.
When the conditions of Theorem 9.8 hold, ϕ is said to be strictly semifinite. In this case,
let τ := ϕ|Mϕ . Then one can easily see that ψ ∈ P (M) is σ
ϕ-invariant if and only if ψ is
Eϕ-invariant, and if this is the case, then ψ = ϕA = τA ◦Eϕ with AηMϕ as in (vi). Thus, by
Theorem 8.7 (b),
(DϕA : Dϕ)t = (DτA ◦ Eϕ : Dτ ◦Eϕ)t = (DτA : Dτ) = A
it
so that Theorem 9.4 (2) reduces to (DτA : Dτ) = A
it. Furthermore, we note a result in
[24] that Mϕ is semifinite (a bit weaker condition than (a)) if and only if there exists an
σϕ-invariant T ∈ P (M,Mϕ) (weaker than (b)).
We end the section with Takesaki’s theorem first proved in [57], saying thatM is semifinite
if and only if the modular automorphism group is inner.
Theorem 9.9. The following conditions are equivalent:
(i) M is semifinite;
(ii) σϕ is inner for any (equivalently, some) ϕ ∈ P (M).
Proof. Assume that M is semifinite with an f.s.n. trace τ , so Mτ = M . For any ϕ ∈ P (M),
it follows from Theorem 9.7 that ϕ = τA for some non-singular positive self-adjoint operator
AηM . Hence by Theorem 9.4 (1),
σϕt (x) = A
itστt (x)A
−it = AitxA−it, x ∈M, t ∈ R.
Conversely, assume that σϕ is inner for some ϕ ∈ P (M), that is, there is a non-singular
positive self-adjoint operator AηM such that σϕt = A
it · A−it, t ∈ R. Since σϕt (A
is) = Ais,
we have Ais ∈ Mϕ for all s ∈ R. Hence AηMϕ, so we can define τ := ϕA−1 ∈ P (M). Then
by Theorem 9.4 (1),
στt (x) = A
−itσϕt (x)A
it = x, x ∈M, t ∈ R,
that is, Mτ =M , which means that τ is an f.s.n. trace.
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10 Takesaki duality and structure theory
The subject of this section is Takesaki’s duality theorem for crossed products by locally
compact abelian group actions and the crossed product decomposition theorem based on
Takesaki’s duality.
10.1 Takesaki’s duality theorem
We begin with the definition of crossed products of von Neumann algebras. Let M be a
von Neumann algebra on a Hilbert space H. Let G be a locally compact group and α be
a continuous action of G on M , i.e., t ∈ G 7→ αt ∈ Aut(M) (= the automorphism group
of M) is a weakly (equivalently, strongly) continuous homomorphism. The triplet (M,G,α)
is called a W ∗-dynamical system. We write ds for a left invariant Haar measure on G. Let
L2(G) be the Hilbert space of square integral functions on G with respect to ds. Further,
let L2(G,H) be the H-valued integral functions on G with respect to ds, which becomes a
Hilbert space with the inner product 〈ξ, η〉 :=
∫
G〈ξ(s), η(s)〉 ds for ξ, η ∈ L
2(G,H). Note that
L2(G,H) ∼= H ⊗ L2(H), the tensor product Hilbert space of H and L2(G,H), so we always
identify L2(G,H) and H⊗ L2(G). For every x ∈M and t ∈ G define
(πα(x)ξ)(s) := αs−1(x)ξ(s), (λ(t)ξ)(s) := ξ(t
−1s), s ∈ G, ξ ∈ L2(G,H).
Lemma 10.1. Let πα and λ be as above. Then:
(1) πα is a faithful normal representation of M on L
2(G,H).
(2) λ is a strongly continuous unitary representation of G on L2(G,H).
(3) πα(αt(x)) = λ(t)πα(x)λ(t)
∗ for all x ∈M and t ∈ G.
Proof. (1) and (2) are shown by direct computations (an exercise). As for (3) let x ∈M and
t ∈ G. For every ξ ∈ L2(G,H) we have
(λ(t)πα(x)λ(t)
∗ξ)(s) = (πα(x)λ(t)∗ξ)(t−1s) = αs−1t(x)(λ(t)
∗ξ)(t−1s)
= αs−1(αt(x))ξ(s) = (πα(αt(x))ξ)(s), s ∈ G.
The above pair {πα, λ} is called a covariant representation of (M,G,α). Obviously, λ(t)
is written as λ(t) = 1⊗ λt, where λt ∈ B(L
2(G)) is a unitary defined by (λtf)(s) := f(t
−1s),
s ∈ G, for f ∈ L2(G).
Definition 10.2. The crossed product M ⋊αG (or M ⊗αG) of M by the action α is the von
Neumann algebra generated by πα(M) and λ(G), i.e.,
M ⋊α G :=
(
{πα(x) : x ∈M} ∪ {λ(t) : t ∈ G}
)′′
.
By Lemma 10.1 (3) note that span{πα(x)λ(t) : x ∈M, t ∈ G} is a subalgebra of M ⋊α G
and its strong closure is equal to M ×α G.
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Example 10.3. (1) WhenM = C is trivial and so G acts trivially on C, the crossed product
C ⋊ G is nothing but the group von Neumann algebra L(G) := λ(G)′′ generated by the left
regular representation λ(t), t ∈ G, on L2(G).
(2) Let n ∈ N. Let M = Cn, an abelian von Neumann algebra on H = Cn, and G =
Zn be the cyclic group of order n. Define the action α of Zn on C
n by cyclic coordinate
permutations. Then the crossed product Cn ⋊α Zn is *-isomorphic to Mn(C) = B(C
n).
This might be the simplest non-trivial example of crossed products. The proof is easy as
follows: Let ei (1 ≤ i ≤ n) be the natural basis of C
n, and w := λ(1), where 1 is the
generator of Zn = {0, 1, . . . , n − 1}. Since πα(ei) = w
i−1πα(e1)w∗(i−1), Cn ⋊ Zn is generated
by Eij := w
i−1πα(e1)w∗(j−1) (i, j = 1, . . . , n). We find that E∗ij = Eji and
EijEkl = w
i−1w∗(j−k)πα(e1)w∗(k−1) = wi−j+k−1πα(ej−k+1e1)w∗(k−1) = δjkEil,
where j − k + 1 is given in mod n. Hence {Eij}
n
i,j=1 constitutes a system of n × n matrix
units. So Cn ⋊α Zn ∼=Mn(C).
(3) Let M = ℓ∞(Z), an abelian von Neumann algebra on H = ℓ2(Z), and G = Z acts on
ℓ∞(Z) by shift, i.e., (αn(a))(i) = a(i + n) for a ∈ ℓ∞(Z) and n, i ∈ Z. Then ℓ∞(Z) ⋊α Z ∼=
B(ℓ2(Z)). The proof is similar to that in (2). The crossed products in (2) and (3) are factors
(of type I). This is due to the fact that the action α of Z (or Zn) on the space Z (or Zn) is
ergodic.
In the rest of the section we assume that G is a locally compact abelian group and Ĝ is
the (Pontryagin) dual group of G. We write 〈t, p〉 := p(t) for t ∈ G and a character p ∈ Ĝ.
For every p ∈ Ĝ define a unitary v(p) ∈ B(L2(G,H)) by
(v(p)ξ)(s) := 〈s, p〉ξ(s), s ∈ G, ξ ∈ L2(G,H).
Then v is a strongly continuous unitary representation of Ĝ on L2(G,H) and it is written as
v(p) = 1⊗ vp, where vp is defined by (vpf)(s) := 〈s, p〉f(s), s ∈ G, for f ∈ L
2(G).
Lemma 10.4. For every x ∈M , t ∈ G and p ∈ Ĝ,
v(p)πα(x)v(p)
∗ = πα(x), v(p)λ(t)v(p)∗ = 〈t, p〉λ(t).
The proof of the lemma is a straightforward computation (an exercise).
Definition 10.5. The continuous action α̂ of Ĝ on M ⋊α G can be defined by
α̂p(y) := v(p)yv(p)
∗, p ∈ Ĝ, y ∈M ⋊α G.
The action α̂ of Ĝ is called the dual action.
The next proposition shows that α̂ is independent, up to conjugacy, of the particular
representation of α on M ; in particular, the crossed product M ⋊α G is independent, up to
isomorphism, of the particular representation {M,H} of M .
Proposition 10.6. Let (M,G,α) and (N,G, β) be covariant representations of von Neumann
algebras M and N . If α and β is conjugate, i.e., there is a *-isomorphism γ :M → N such
that γ ◦ αt = βt ◦ γ (t ∈ G). Then there exists a *-isomorphism γ̂ :M ⋊α G→ N ⋊β G such
that γ̂ ◦ πα = πβ ◦ γ and γ̂ ◦ α̂p = β̂p ◦ γ̂ (p ∈ Ĝ).
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Proof. Note that γ˜ := γ⊗ id :M ⊗B(L2(G))→ N ⊗B(L2(G)) is a *-isomorphism. Consider
a directed set consisting of finite Borel partitions of G, where for finite Borel partition ν, ν ′
the order ν ≤ ν ′ is defined if ν ′ is a refinement of ν. For every x ∈M and any Borel partition
ν = {A1, . . . , An} define x˜ν :=
∑n
i=1 αs−1i
(x) ⊗MAi with some si ∈ Ai, where MAi is the
multiplication operator by the indicator function of Ai. Then {x˜ν} is a net inM⊗B(L
2(G)).
For ξ = η ⊗ f with η ∈ H and f ∈ L2(G),
‖πα(x)ξ − x˜νξ‖
2 =
n∑
i=1
∫
Ai
∥∥αs−1(x)η − αs−1i (x)η∥∥2|f(s)|2 ds.
For any ε > 0 choose a compact K ⊂ G such that
∫
G\K |f(s)|
2 ds < ε2. Moreover, choose a
Borel partition {B1, . . . , Bm} of K such that ‖αs−1(x)η − αs′−1(x)η‖ < ε for all s, s
′ ∈ Bi,
1 ≤ i ≤ m. If a Borel partition ν refines {B1, . . . , Bm, G \K}, then
‖πα(x)ξ − x˜νξ‖
2 ≤ (2‖x‖ ‖η‖)2ε2 + ‖f‖2ε2.
Hence x˜ν → πα(x) strongly. Also, since
γ˜(x˜ν) =
n∑
i=1
γ(αs−1i
(x)) ⊗MAi =
m∑
i=1
βs−1i
(γ(x)) ⊗MAi ,
one similarly has γ˜(x˜ν)→ πβ(γ(x)) strongly, so that γ˜(πα(x)) = πβ(γ(x)) for all x ∈M . On
the other hand, one has γ˜(1M ⊗λt) = 1N ⊗λt for all t ∈ G. Therefore, it follows that γ˜ maps
M ⋊α G (⊂M ⊗B(L
2(G))) onto N ⋊β G (⊂ N ⊗B(L
2(G))).
Furthermore, for every p ∈ Ĝ and X ∈M ⋊α G one has
γ˜(α̂p(X)) = γ˜((1M ⊗ vp)X(1M ⊗ v
∗
p)) = (1N ⊗ vp)γ˜(X)(1N ⊗ v
∗
p) = β̂p(γ˜(X)).
We can introduce the second crossed product
(M ⋊α G)⋊α̂ Ĝ,
the crossed product of M ⋊α G by the dual action α̂, which is a von Neumann algebra on
H⊗L2(G)⊗L2(Ĝ) = H⊗L2(G× Ĝ). Moreover, we have the second dual action ̂̂α of G = ̂̂G
that is dual to α̂ of Ĝ. Tekesaki’s duality theorem [59] is stated as follows:
Theorem 10.7 (Takesaki). We have the *-isomorphism
(M ⋊α G)⋊α̂ Ĝ ∼= M ⊗B(L
2(G)),
and the action ̂̂α is transformed to the action α˜ onM⊗B(L2(G)) defined by α˜t := αt⊗Ad(λ∗t ),
t ∈ G, where Ad(λ∗t ) := λ∗t · λt.
From Lemma 10.1 there is a faithful representation π of M on a Hilbert space H1 and a
continuous unitary representation V of G on H1 such that π(αt(x)) = Vtπ(x)V
∗
t for all x ∈M
and t ∈ G (in fact, we may take π = πα and V = λ on H1 = L
2(G,H)). So by Proposition
10.6, to prove the theorem, we may assume that α is given as αt = Ad(Vt) (= Vt · V
∗
t ) with
a continuous unitary representation V of G on H. We define a unitary U ∈ B(L2(G,H)) by
(Uξ)(s) := Vsξ(s), s ∈ G, ξ ∈ L
2(G,H).
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Lemma 10.8. By Ad(U) we have
M ⋊α G ∼= {x⊗ 1, Vt ⊗ λt : x ∈M, t ∈ G}
′′,
and α̂p = Ad(1⊗ vp) is unchanged under this *-isomorphism.
Proof. Since (U∗ξ)(s) = V ∗s ξ(s) and ((x⊗ 1)ξ)(s) = xξ(s) for all ξ ∈ L2(G,H), one has
(U∗(x⊗ 1)Uξ)(s) = V ∗s xVsξ(s) = αs−1(x)ξ(s) = (πα(x)ξ)(s), s ∈ G, (10.1)
so that Uπα(x)U
∗ = x⊗ 1 for all x ∈M . Since ((Vt ⊗ λt)ξ)(s) = Vtξ(t−1s), one has
(U∗(Vt ⊗ λt)Uξ)(s) = V ∗s Vt(Uξ)(t
−1s) = V ∗s VtVt−1sξ(t
−1s) = (λ(t)ξ)(s), s ∈ G, (10.2)
so that Uλ(t)U∗ = Vt⊗λt for all t ∈ G. Moreover, since U(1⊗ vp)U∗ = 1⊗ vp obviously, one
has Ad(U) ◦ α̂ ◦Ad(U∗) = α̂p for all p ∈ Ĝ.
Lemma 10.9. (1)
{
vp : p ∈ Ĝ
}′′
is the maximal abelian von Neumann algebra on L2(G)
consisting of all multiplication operators.
(2)
{
λt, vp : t ∈ G, p ∈ Ĝ
}′′
= B(L2(G)).
Proof. (1) Let A be the abelian von Neumann algebra consisting of all multiplication op-
erators mf on L
2(G) with f ∈ L∞(G). Since L1(G)∗ = L∞(G) (i.e., the Haar measure
on G is localizable), it is well-known that A is maximal abelian. Obviously,
{
vp : p ∈
Ĝ
}′′
⊂ A. To prove equality, assume that ϕ ∈ A∗ and ϕ(vp) = 0 for all p ∈ Ĝ. There
are sequences {un}, {vn} ⊂ L
2(G) with
∑∞
n=1 ‖un‖
2 < +∞,
∑∞
n=1 ‖vn‖
2 < +∞ such that
ϕ(a) =
∑∞
n=1〈un, avn〉 for all a ∈ A. Set w(s) :=
∑∞
n=1 un(s)vn(s); then w ∈ L
1(G)
and
∫
G 〈s, p〉w(s) da = ϕ(vp) = 0 for all p ∈ Ĝ. The injectivity of the Fourier transform
yields w = 0. Hence ϕ(mf ) =
∫
G f(s)w(s) ds = 0 for all f ∈ L
∞(G), so ϕ = 0. Thus,
A =
{
vp : p ∈ Ĝ
}′′
follows.
(2) Let x ∈
{
λt, vp : t ∈ G, p ∈ Ĝ
}′
; then x ∈ A′ = A by (1). Hence x = mf for some
f ∈ L∞(G). For any t ∈ G, since mf = λtmfλ∗t , one has f(s) = f(t−1s) a.e. This implies
that f is constant (a.e.), so x ∈ C1 follows.
Now, we give a sketchy proof of Theorem 10.7. Apart from the original paper [59], a
detailed exposition is found in [68].
Proof of Theorem 10.7. (Sketch) The proof is divided into several steps, which we sketch as
follows:
Step 1. (M ⋊α G)⋊α̂ Ĝ is *-isomorphic to
N1 :=
{
x⊗ 1⊗ 1, Vt ⊗ λt ⊗ 1, 1⊗ vp ⊗ λt : x ∈M, t ∈ G, p ∈ Ĝ
}′′
on H⊗ L2(G)⊗ L2(Ĝ), and ̂̂αt = Ad(1⊗ 1⊗ vt) is unchanged under this *-isomorphism. In
fact, applying Lemma 10.8 twice to α̂ and then to α, we find that
(M ⋊α G)⋊α̂ Ĝ ∼=
{
X ⊗ 1, 1⊗ vp ⊗ λp : X ∈M ⋊α G, p ∈ Ĝ
}′′
∼=
{
x⊗ 1⊗ 1, Vt ⊗ λt ⊗ 1, 1 ⊗ vp ⊗ vp : x ∈M, t ∈ G, p ∈ Ĝ
}′′
.
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Since 1 ⊗ 1 ⊗ vt commutes with U ⊗ 1, we see that ̂̂α is unchanged under the above *-
isomorphism.
Step 2. N1 is *-isomorphic to
N2 :=
{
x⊗ 1⊗ 1, Vt ⊗ λt ⊗ 1, 1 ⊗ vp ⊗ vp : x ∈M, t ∈ G, p ∈ Ĝ
}′′
on H ⊗ L2(G) ⊗ L2(G), and Ad(1 ⊗ 1 ⊗ vt) is transformed to Ad(1 ⊗ 1 ⊗ λ
∗
t ) under this
*-isomorphism. To see this, consider the Fourier transform F : L2(Ĝ) → L2(G), that is a
unitary operator. Then, since FλpF
∗ = vp for all p ∈ Ĝ, we have (1⊗1⊗F)N1(1⊗1⊗F∗) =
N2. Moreover, since FvtF
∗ = λ∗t for all t ∈ G, we see that Ad(1 ⊗ 1⊗ vt) is transformed by
Ad(1⊗ 1⊗F) to Ad(1⊗ 1⊗ λ∗t ).
Step 3. N2 is *-isomorphic to
N3 :=
{
x⊗ 1, Vt ⊗ λt, 1⊗ vp : x ∈M, t ∈ G, p ∈ Ĝ
}′′
on H ⊗ L2(G), and Ad(1 ⊗ 1 ⊗ λ∗t ) is transformed to Ad(1 ⊗ λ∗t ) under this *-isomorphism.
To see this, consider a unitary operator W on L2(G) ⊗ L2(G) = L2(G × G) defined by
(Wf)(s, t) := f(st, t) for f ∈ L2(G×G). Then, since
W ∗(λt ⊗ 1)W = λt ⊗ 1, W ∗(vp ⊗ vp)W = vp ⊗ 1,
we have (1⊗W ∗)N2(1⊗W ) = N3⊗C1. Furthermore, since W ∗(1⊗λ∗t )W = λ∗t ⊗λ∗t , we see
that Ad(1⊗ 1⊗ λ∗t ) is transformed by Ad(W ∗) to Ad(1⊗ λ∗t ⊗ λ∗t ) that is Ad(1⊗ λ∗t ⊗ 1) on
N3 ⊗ C1.
Step 4. By Ad(U∗) we have
N3 ∼= M ⊗B(L
2(G)),
and Ad(1 ⊗ λ∗t ) is transformed to α˜t under this *-isomorphism. To see this, let A :=
{
vp :
p ∈ Ĝ
}′′
. We have
U∗(M ⊗ C1)U = πα(M) ⊂ (C1⊗ A)′ ∩ (M ⊗B(L2(G))
= (C1⊗ A)′ ∩ (M ′ ∩C1)′ = (M ′ ⊗ A)′ =M ⊗ A,
where we have used (10.1) for the above first equality, Lemma 10.4 for the inclusion (also
see the proof of Proposition 10.6), and Lemma 10.9 (1) for the last equality. Since 1 ⊗ vp
commutes with U , we have U∗(C1⊗A)U = C1⊗A, so U∗(M ⊗A)U ⊂M ⊗A. Furthermore,
for every x ∈M , x′ ∈M ′ and ξ ∈ L2(G,H) one has
(U(x⊗ 1)U∗(x′ ⊗ 1)ξ)(s) = VsxV ∗s x
′ξ(s) = αs(x)x′ξ(s)
= x′αs(x)ξ(s) = ((x′ ⊗ 1)U(x⊗ 1)U∗ξ)(s), s ∈ G,
(U(x⊗ 1)U∗(1⊗ vp)ξ)(s) = 〈s, p〉VsxV ∗s ξ(s)
= ((1 ⊗ vp)U(x⊗ 1)U
∗ξ)(s), p ∈ Ĝ, s ∈ G.
Therefore,
U(M ⊗ C1)U∗ ⊂ (M ′ ⊗ C1)′ ∩ (C1⊗ A)′ = (M ′ ⊗ A)′ =M ⊗ A
so that U(M ⊗A)U∗ ⊂M ⊗A as well. Hence U∗(M ⊗A)U =M ⊗A, from which we obtain
U∗N3U = U∗((M ⊗ A) ∪ {Vt ⊗ λt : t ∈ G})′′U
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= ((M ⊗A) ∪ {1⊗ λt : t ∈ G})
′′
=M ⊗ (A ∪ {λt : t ∈ G})
′′ =M ⊗B(L2(G)),
where we have used (10.2) for the above second equality and Lemma 10.9 (2) for the last
equality. Furthermore, since U∗(1 ⊗ λ∗t )U = Vt ⊗ λ∗t , we see that Ad(1 ⊗ λ∗t ) is transformed
by Ad(U∗) to Ad(Vt ⊗ λ∗t ) = λ˜t.
Remark 10.10. When M is properly infinite (i.e., any non-zero central projection in M
is infinite) and G satisfies the second axiom of countability (so L2(G) is separable), since
M ⊗B(L2(G)) ∼=M , it follows that (M ⋊α G)⋊α̂ Ĝ is *-isomorphic to the original M .
The next theorem says that the original M (∼= πα(M))) is captured as the fixed-point
algebra of the dual action α̂.
Theorem 10.11. We have
(1) πα(M) =
{
y ∈M ⋊α G : α̂p(y) = y, p ∈ Ĝ
}
,
(2) M ⋊α G =
{
x ∈M ⊗B(L2(G)) : α˜t(x) = x, t ∈ G
}
.
Proof. As in the proof of Theorem 10.7, we may assume that α is given as αt = Ad(Vt) with
a continuous unitary representation V of G on H.
(1) That α̂p(πα(x)) = πα(x) for all x ∈M is in Lemma 10.4. Since
(πα(x)(Vt ⊗ λ
∗
t )ξ)(s) = αs−1(x)Vtξ(st) = Vtα(st)−1(x)ξ(st)
= ((Vt ⊗ λ
∗
t )πα(x)ξ)(s), ξ ∈ L
2(G,H),
it follows that πα(x) commutes with Vt ⊗ λ
∗
t . It is also clear that 1 ⊗ λs commutes with
Vt ⊗ λ
∗
t . Hence M ⋊α G ⊂ {Vt ⊗ λ
∗
t : t ∈ G}
′. Now, assume that y ∈M ⋊α G and α̂p(y) = y
for all p ∈ Ĝ. Then
y ∈ (M ⊗B(L2(G))) ∩
{
Vt ⊗ λ
∗
t , 1⊗ vp : t ∈ G, p ∈ Ĝ
}′
.
Since Vt ⊗ λ
∗
t = U
∗(1 ⊗ λ∗t )U (as already mentioned in Step 4 of the proof of Theorem 10.7)
and 1⊗ vp = U
∗(1⊗ vp)U , we have{
Vt ⊗ λ
∗
t , 1⊗ vp : t ∈ G, p ∈ Ĝ
}′′
= U∗
(
C1⊗
{
λ∗t , vp : t ∈ G, p ∈ Ĝ
}′′)
U
= U∗(C1⊗B(L2(G)))U.
Therefore,
y ∈ (M ⊗B(L2(G)) ∩ U∗(B(H)⊗ C1)U
so that y = U∗(x ⊗ 1)U for some x ∈ B(H). For every x′ ∈ M ′ and any continuous
ξ ∈ L2(G,H), we have
[x, x′]ξ(e) =
(
[U∗(x⊗ 1)U, x′ ⊗ 1]ξ
)
(e) = 0,
where [x, x′] := xx′ − x′x and e is the identity of G. Hence [x, x′] = 0 for any x′ ∈ M ′, so
that we have x ∈M and y = U∗(x⊗ 1)U = πα(x) ∈ πα(M).
(2) We can apply the above proof of (1) to (M ⋊α G, Ĝ, α̂) in place of (M,G,α). Then
we obtain
πα̂(M ⋊α G) =
{
X ∈ (M ⋊α G)⋊α̂ Ĝ : ̂̂αt(X) = X, t ∈ G}.
It is easy to check that πα̂(M ⋊α G) is mapped to M ⋊α G by the *-isomorphism from
(M ⋊α G)⋊α̂ Ĝ onto M ⊗B(L
2(G)) given in the proof of Theorem 10.7.
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In the rest of the section we give a short survey on the dual weights, whose notion is quite
important in theory of crossed products. The notion was introduced in Takesaki’s paper [59]
for a special class of weights, and then developed by Digernes [15] and Haagerup [21, 22].
Let (M,G,α) be a W ∗-dynamical system, where G is a general locally compact group,
and M ⋊α G be the crossed product. The basic idea here is to construct a map
ϕ ∈ P (M) (= the set of f.s.n. weights on M) 7−→ ϕ˜ ∈ P (M ⋊α G)
in such a way that the modular automorphism groups σϕ and σϕ˜ have a natural close relation.
This is done by using a suitable construction of left Hilbert algebra whose left von Neumann
algebra is N ⋊α G. The approach to do this is to consider the set K(G,M) of σ-strongly*
continuous functions x : G → M with compact support. The set K(G,M) becomes a *-
algebra with the product
(a ⋆ b)(s) :=
∫
G
αt(a(st))b(t
−1) dt
and the involution
a♯(s) := ∆G(s)
−1αs−1(a(s
−1)∗)
for a, b ∈ K(G,M), where ∆G is the modular function ofG. With the covariant representation
{πα, λ} of (M,G,α), define
µ(a) :=
∫
G
λ(s)πα(a(s)) ds, a ∈ K(G,M).
Then it is not difficult to see that µ is a *-representation of the *-algebra K(G,M) on
L2(G,H), whose range is σ-weakly dense in M ⋊α G. Now, we may assume that M is
represented in a standard form (M,H, J,P), so by the uniqueness of the standard form, for
any ϕ ∈ P (M), we may identify the GNS Hilbert space Hϕ with H. For a given ϕ ∈ P (M)
define
Bϕ := K(G,M) ·Nϕ = {a(·)x : a ∈ K(M,G), x ∈ Nϕ}, a left ideal in K(G,M),
and
Λϕ : Bϕ −→ L
2(G,H), (Λϕa)(s) := (a(s))ϕ.
Then it is shown that Aϕ := Λϕ(Bϕ∩B
♯
ϕ) has a left Hilbert algebra structure and its left von
Neumann algebra is M ⋊α G. By taking the corresponding weight ϕ˜, called the dual weight,
onM⋊αG, the following theorem is proved (see [21] for details). The proof of this is omitted
here, for Theorem 10.13 below is sufficient for us.
Theorem 10.12. For any ϕ ∈ P (M) there corresponds a ϕ˜ ∈ P (M ⋊α G) having the
following properties:
(1) ϕ˜(µ(a♯ ⋆ a)) = ϕ((a♯ ⋆ a)(e)) for any a ∈ Bϕ.
(2) The modular automorphism σϕ˜t is given by{
σϕ˜t (πα(x)) = πα(σ
ϕ
t (x)), x ∈M, t ∈ R,
σϕ˜t (λ(s)) = ∆G(s)
itλ(s)πα((Dϕ ◦ αs : Dϕ)t), s ∈ G, t ∈ R.
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(3) For any ϕ,ψ ∈ P (M),
(Dψ˜ : Dϕ˜)t = πα((Dψ : Dϕ)t), t ∈ R.
Moreover, ϕ˜ is determined as a unique element of P (M ⋊α G) satisfying (1) and (2).
When G is a locally compact abelian group, Haagerup [22] gave an alternative construction
of the dual weights by using an operator valued weight. In the following let dp denote the
dual Haar measure on Ĝ taken under the normalization that the Fourier and the inverse
Fourier transforms are formally given as
f̂(p) =
∫
G
f(s)〈s, p〉 ds (p ∈ Ĝ), f(s) =
∫
Ĝ
f̂(p)〈s, p〉 dp (s ∈ G).
Theorem 10.13 ([22]). Let M ⋊αG be the crossed product of M by an action α of a locally
compact abelian group G.
(a) The expression
Tx :=
∫
Ĝ
α̂p(x) dp, x ∈ (M ⋊α G)+
defines an f.s.n. operator valued weight from M ⋊α G to πα(M), where α̂ be the dual
action and dp is the dual Haar measure.
(b) T satisfies
T (µ(a♯ ⋆ a)) = πα((a
♯ ⋆ a)(e)), a ∈ K(G,M), (10.3)
T (λ(s)xλ(s)∗) = λ(s)T (x)λ(s)∗, x ∈ (M ⋊α G)+, s ∈ G. (10.4)
(c) For any ϕ ∈ P (M) the dual weight ϕ˜ on M ⋊α G is given by
ϕ˜ = (ϕ ◦ π−1α ) ◦ T. (10.5)
Proof. We write N for M ⋊α G for brevity.
(a) For any x ∈ N+, a generalized positive operator Tx ∈ N̂+ is defined by
〈ω, Tx〉 :=
∫
G
ω(α̂p(x)) dp, ω ∈ N
+
∗ .
One can naturally extend α̂p to N̂+ by 〈ω, α̂p(m)〉 := 〈ω ◦ α̂p,m〉 for m ∈ N̂+, ω ∈ N
+∗ . Since
〈ω, α̂p(Tx)〉 = 〈ω ◦ α̂p, Tx〉 =
∫
G
ω(α̂pq(x)) dq = 〈ω, Tx〉, ω ∈ N
+
∗ ,
one has α̂p(Tx) = Tx for all p ∈ Ĝ. Let Tx =
∫∞
0 λdeλ +∞e∞ be the spectral resolution of
Tx (see Theorem 8.3). Since the spectral resolution of α̂p(Tx) = Tx is
α̂p(Tx) =
∫ ∞
0
λdα̂p(eλ) +∞α̂p(e∞),
one has α̂p(eλ) = eλ and α̂p(e∞) = e∞ for all p ∈ Ĝ by Theorem 8.3. Hence Theorem
10.11 (1) implies that eλ, e∞ ∈ πα(M) for all λ, which means that Tx ∈ π̂α(M)+. Hence
T : N+ → π̂α(M)+ is defined. For any x ∈ N+ and a ∈ πα(M) one has
〈ω, T (a∗xa)〉 =
∫
Ĝ
ω(α̂p(a
∗xa)) dp =
∫
Ĝ
ω(a∗α̂p(x)a) dp
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= 〈aωa∗, T (x)〉 = 〈ω, a∗T (x)a〉, ω ∈ N+∗ ,
so that T (a∗xa) = a∗T (x)a. Therefore, T is an operator valued weight from N to πα(M). It
is straightforward to see that T is normal and faithful. The semifiniteness of T will be shown
in the proof of (b).
(b) To show this, let K(G) be the set of continuous functions on G with compact support,
and P (G) be the set of continuous, positive definite functions on G. We show the fact that
if f ∈ K(G) and f̂(p) =
∫
G f(s)〈s, p〉 ds ≥ 0 for all p ∈ Ĝ, then f̂ ∈ L
1(Ĝ) and∫
Ĝ
f̂(p) dp = f(e). (10.6)
Indeed, for any φ ∈ P (G), since Φ is given as φ(s) =
∫
Ĝ
〈s, p〉 dµ(p) for some finite positive
measure µ on Ĝ (Bochner’s theorem, see [51, 1.4.3]), we have∫
G
f(s)φ(s) ds =
∫
Ĝ
∫
G
f(s)〈s, p〉 ds dµ(p) ≥ 0.
For any k ∈ K(G), since k∗ ∗ k ∈ P (G), one has
∫
G f(s)(k
∗ ∗ k)(s) ds ≥ 0, so f ∈ P (G).
Hence it follows from [51, 1.5.1] that f̂ ∈ L1(Ĝ) and f(s) =
∫
Ĝ f̂(p)〈s, p〉 dp for all s ∈ G; in
particular, (10.6) holds.
Now, let a ∈ K(M,G) and ω ∈ N+∗ . Since
0 ≤ 〈ω, α̂p(µ(a
♯ ⋆ a))〉 =
∫
G
〈ω, α̂p(λ(s))πα((a
♯ ⋆ a)(s))〉 ds
=
∫
G
〈s, p〉〈ω, λ(s)πα((a
♯ ⋆ a)(s))〉 ds (by Lemma 10.4),
one can apply (10.6) to f(s) := 〈ω, λ(s)πα((a
♯ ⋆ a)(s))〉 and f̂(p) := 〈ω, α̂p(µ(a
♯ ⋆ a))〉 so that∫
Ĝ
〈ω, α̂p(µ(a
♯ ⋆ a))〉 dp = f(e) = 〈ω, πα((a
♯ ⋆ a)(e))〉, ω ∈ N+∗ ,
which means (10.3). In particular, one has T (µ(a)∗µ(a)) ∈ πα(M), i.e., µ(a) ∈ NT for all a ∈
K(G,M), so T is semifinite. For any x ∈ N and s ∈ G, since α̂p(λ(s)xλ(s)
∗) = λ(s)α̂p(x)λ(s)
for all p ∈ Ĝ, (10.4) is immediate.
(c) For each ϕ ∈ P (M) we write ϕ˜ := (ϕ ◦ π−1α ) ◦ T ; then ϕ˜ ∈ P (N) by Proposition 8.6.
By Theorem 8.7, for every ϕ,ψ ∈ P (M) we have
σϕ˜t (πα(x)) = σ
ϕ◦π−1α
t (πα(x)) = πα(σ
ϕ
t (x)), x ∈M, t ∈ R, (10.7)
(Dψ˜ : Dϕ˜)t = (Dψ ◦ π
−1
α : Dϕ ◦ π
−1
α )t = πα((Dψ : Dϕ)t), t ∈ R, (10.8)
where Lemma 10.14 (1) below have been used. From Lemma 10.1 (3) and (10.4) it follows
that
ϕ˜ ◦ αs(x) = (ϕ ◦ αs ◦ π
−1
α )(Tx) = ϕ ◦ π
−1
α (λ(s)(Tx)λ(s)
∗)
= (ϕ ◦ π−1α ) ◦ T (λ(s)xλ(s)
∗) = ϕ˜(λ(s)xλ(s)∗), x ∈ N+, s ∈ G.
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Hence by (10.8) we have
πα((Dϕ ◦ αs,Dϕ)t) = (Dϕ˜ ◦ αs : Dϕ˜)t = (Dϕ˜ ◦ Ad(λ(s)) : Dϕ˜)t
= λ(s)∗σϕ˜t (λ(s)), s ∈ G, t ∈ R,
where Lemma 10.14 (2) below has been used. Therefore,
σϕ˜t (λ(s)) = λ(s)πα((Dϕ ◦ αs : Dϕ)t), s ∈ G, t ∈ R. (10.9)
Furthermore, for any a ∈ K(G,M) it follows from (10.3) that
ϕ˜(µ(a♯ ⋆ a)) = (ϕ ◦ π−1α ) ◦ T (µ(a
♯ ⋆ a)) = ϕ((a♯ ⋆ a)(e)). (10.10)
Thus, it follows from (10.7)–(10.10) that the map ϕ ∈ P (M) 7→ ϕ˜ ∈ P (M ⋊α G) defined by
(10.5) satisfies the properties in (1) and (2) (also (3)) of Theorem 10.12. So the uniqueness
assertion in Theorem 10.12 shows that the present ϕ˜ coincides with the dual weight.
Note that (10.10) gives a slight extension of (1) of Theorem 10.12 to all a ∈ K(G,M).
Also, the new definition (10.5) is applicable to all normal weights ϕ on M (see Proposition
8.6), for which
ϕ˜+ ψ = ϕ˜+ ψ˜ for every normal weights ϕ,ψ on M. (10.11)
From Theorem 10.13 we may conveniently consider (10.5) as the definition of the dual weight
ϕ˜.
Lemma 10.14. Let ϕ,ψ ∈ P (M).
(1) Let α :M0 →M be a *-isomorphism between von Neumann algebras. Then:
σϕ◦αt = α
−1 ◦ σϕt ◦ α, (Dψ ◦ α : Dϕ ◦ α)t = α
−1((Dψ : Dϕ)t), t ∈ R.
(2) For every unitary u ∈M ,
D(ϕ ◦ (Ad(u)) : Dϕ)t = u
∗σϕt (u), t ∈ R.
Proof. (1) The first formula is essentially the same as Lemma 9.2 (1). For the second, apply
the first to α ⊗ id2 : M2(M0) → M2(M) and the balanced weight θ := θ(ϕ,ψ). Since
θ ◦ (α⊗ id2) = θ(ϕ ◦ α,ψ ◦ α), we have
σ
θ(ϕ◦α,ψ◦α)
t = (α
−1 ⊗ id2) ◦ σθt ◦ (α⊗ id2)
so that[
0 0
(Dψ ◦ α : Dϕ ◦ α)t 0
]
= σ
θ(ϕ◦α,ψ◦α)
t
([
0 0
1 0
])
= (α−1 ⊗ id2) ◦ σθt
([
0 0
1 0
])
= (α−1 ⊗ id2)
([
0 0
(Dψ : Dϕ)t 0
])
=
[
0 0
α−1((Dψ : Dϕ)t) 0
]
.
(2) Note that θ(ϕ,ϕ ◦Ad(u)) = θ(ϕ,ϕ) ◦Ad
([
1 0
0 u
])
. From (1) we have
σ
θ(ϕ,ϕ◦Ad(u))
t = Ad
([
1 0
0 u
]∗)
◦ σ
θ(ϕ,ϕ)
t ◦ Ad
([
1 0
0 u
])
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so that [
0 0
(Dϕ ◦Ad(u) : Dϕ)t 0
]
= Ad
([
1 0
0 u∗
])
◦ σ
θ(ϕ,ϕ)
t ◦Ad
([
1 0
0 u
])([
0 0
1 0
])
= Ad
([
1 0
0 u∗
])
◦ σ
θ(ϕ,ϕ)
t
([
0 0
u 0
])
= Ad
([
1 0
0 u∗
])([
0 0
σϕt (u) 0
])
=
[
0 0
u∗σϕt (u) 0
]
.
10.2 Structure of von Neumann algebras of type III
Let M be a general von Neumann algebra on H. Choose a ϕ0 ∈ P (M), and construct the
pair (
N :=M ⋊σϕ0 R, θ := σ̂ϕ0
)
(10.12)
of the crossed product M ⋊σϕ0 R by the modular automorphism group σ
ϕ0 and the dual
action σ̂ϕ0 . Now, choose another ϕ1 ∈ P (M), and let ut := (Dϕ1 : Dϕ0)t be Connes’ cocycle
derivative and define a unitary U on L2(R,H) by (Uξ)(s) := u−sξ(s) for ξ ∈ L2(R,H). For
any ξ ∈ L2(R,H), x ∈M and t, s ∈ R, we compute
(Uπσϕ0 (x)U
∗ξ)(s) = u−sσ
ϕ0
−s(x)u
∗
−sξ(s) = σ
ϕ1
−s(x)ξ(s) (by (7.8))
= (πσϕ1 (x)ξ)(s)
and
(Uλ(t)U∗ξ)(s) = u−su∗−s+tξ(s− t) = u−s(u−sσ
ϕ0
−s(ut))
∗ξ(s− t) (by (7.9))
= u−sσ
ϕ0
−s(u
∗
t )u
∗
−sξ(s− t) = (σ
ϕ1
−s(u
∗
t )λ(t)ξ)(s),
= (πσϕ1 (u
∗
t )λ(t)ξ)(s),
so that Uπσϕ0 (x)U
∗ = πσϕ1 (x) and Uλ(t)U∗ = πσϕ1 (u∗t )λ(t). Hence U(M ⋊σϕ0 R)U∗ ⊂
M ⋊σϕ1 R. Since u
∗
s = (Dϕ0 : Dϕ1)
∗
s by (7.10), the argument can be reversed, so that
U∗(M ⋊σϕ1 R)U ⊂M ⋊σϕ0 R. Therefore,
U(M ⋊σϕ0 R)U
∗ =M ⋊σϕ1 R. (10.13)
Moreover, since (Uv(t)U∗ξ)(s) = e−istξ(s) = (v(t)ξ)(s) for any ξ ∈ L2(R,H) and t, s ∈ R, we
have
Ad(U) ◦ σ̂ϕ0t = σ̂
ϕ1
t ◦Ad(U), t ∈ R. (10.14)
From (10.13) and (10.14) we see that the construction (10.12) is canonical in the sense that
it is independent of the choice of ϕ0 ∈ P (M).
Theorem 10.15. Let (N, θ) be defined in (10.12) and ϕ˜0 be the dual weight defined in (10.5).
Then:
(1) σϕ˜0t = Ad(λ(t)) for all t ∈ R.
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(2) N is a semifinite von Neumann algebra with an f.s.n. trace τ (called the canonical trace)
satisfying the trace scaling property
τ ◦ θs = e
−sτ, s ∈ R. (10.15)
(3) M ⊗B(L2(R)) ∼= N ⋊θ R and M ∼= N
θ (the fixed-point algebra of θ).
Proof. (1) By (10.7) we have
σϕ˜0t (πσϕ0 (x)) = πσϕ0 (σ
ϕ0
t (x)) = λ(t)πσϕ0 (x)λ(t)
∗, x ∈M, t ∈ R.
Also, since ϕ0 ◦ σ
ϕ0 = ϕ0, by (10.9) we have
σϕ˜0t (λ(s)) = λ(s) = λ(t)λ(s)λ(t)
∗, s, t ∈ R.
These shows that σϕ˜0t = Ad(λ(t)) for all t ∈ R.
(2) By (1) and Theorem 9.9, N is semifinite. Furthermore, there is a non-singular positive
self-adjoint operator A such that λ(t) = Ait for all t ∈ R. Then as in the proof of Theorem
9.9, it follows that AηNϕ˜0 and τ := (ϕ˜0)A−1 ∈ P (N) is an f.s.n. trace. Since
θs(A
−1)it = θs(A−it) = θs(λ(−t)) = eistλ(−t) (by Lemma 10.4 and Definition 10.5)
= eistA−it = (esA−1)it, t ∈ R,
one has θs(A
−1) = esA−1 for all s ∈ R. Set B := A−1; then τ := (ϕ˜0)B . From definition
(9.3), for every x ∈ N+ it follows that
τ ◦ θs(x) = lim
εց0
ϕ˜0(B
1/2
ε θs(x)B
1/2
ε ) = lim
εց0
ϕ˜0(θ−s(B1/2ε θs(x)B
1/2
ε ))
= lim
εց0
ϕ˜0(θ−s(Bε)1/2xθ−s(Bε)1/2) = lim
εց0
ϕ˜0(e
−sB1/2
e−sε
xB
1/2
e−sε
)
= e−sτ(x), s ∈ R,
where we have used ϕ˜0 ◦ θ−s = ϕ˜0 by definition (10.5) and
θ−s(Bε) = θ−s(B)(1 + εθ−s(B))−1 = e−sB(1 + e−sεB)−1 = e−sBe−sε.
Hence (10.15) holds.
(3) is seen from Theorems 10.7 and 10.11 (1).
Remark 10.16. In particular, when M is semifinite with an f.s.n. trace τ0, we may let
ϕ0 = τ0; then σ
τ0 = id and (N, θs) = (M ⊗ L(R), id⊗Ad(vs)). Via the Fourier transform F
(a unitary on L2(R)), note that FL(R)F∗ = L∞(R) (the multiplication operators), FλsF∗ :
ξ ∈ L2(R) 7→ e−istξ(t) and FvsF∗ : ξ 7→ ξ( · + s), so that Ad(vs) is transformed to the
shift f ∈ L∞(R) 7→ f( · + s). Furthermore, ϕ˜0 and τ (= (ϕ˜0)A−1 , see the proof of Theorem
10.15 (2)) are transformed to τ0 ⊗
∫
R
· dt and τ0 ⊗
∫
R
· et dt, respectively. Thus we see that
(N, θs, τ) is identified with(
M ⊗ L∞(R), id⊗ (f 7→ f(·+ s)), τ0 ⊗
∫
R
· et dt
)
. (10.16)
When M is of type III, we state the continuous crossed product decomposition or the
structure theorem for von Neumann algebras of type III.
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Theorem 10.17 ([59]). Let M be a von Neumann algebra of type III. Then there exist
a von Neumann algebra N of type II∞, an f.s.n. trace τ on N and a continuous action
θ : R→ Aut(N) such that the trace scaling property (10.15) holds and
M = N ⋊θ R.
Furthermore, such (N, θ) as above is unique up to conjugacy.
After Theorem 10.15, what we need to prove is type II∞ of N and the last assertion of
uniqueness, whose proofs are omitted here. For the details see [59] or [61] (a proof of type
II∞ of N is also in [68]).
Remark 10.18. WhenM is a factor of type III, Connes and Takesaki [14] introduced an im-
portant concept called the flow of weights on M . Under the above continuous decomposition
ofM , the (smooth) flow of weights onM may be defined by (X,FMt ) where X := N ∩N
′, the
center of N , and FMt := θt|X . Then (X,F
M
t ) is an ergodic flow, and the type classification
of factors of type III can be given in terms of (X,FMt ) as follows:
• M is of type III1 if X is a single point (i.e., N is a factor),
• M is of type IIIλ, 0 < λ < 1, if (X,F
M
t ) has a period − log λ,
• M is of type III0 otherwise (i.e., (X,F
M
t ) is aperiodic).
Furthermore, the flow of weights is a complete invariant for the isomorphism classes of injec-
tive factors of type III.
Finally, we record the discrete crossed product decompositions of factors of type IIIλ (0 ≤
λ < 1) due to Connes [11].
Theorem 10.19 ([11]). Let M be a factor of type IIIλ where 0 < λ < 1. Then there exist a
factor N of type II∞ and a θ ∈ Aut(N) such that τ ◦ θ = λτ (where τ is an f.s.n. trace on
N) and M = N ⋊θ Z. Furthermore, such (N, θ) as above is unique up to conjugacy.
Theorem 10.20 ([11]). Let M be a factor of type III0. Then there exist a von Neumann
algebra N of type II∞ whose center is non-atomic, λ ∈ (0, 1) and a θ ∈ Aut(N) such that
τ ◦ θ ≤ λτ , θ is ergodic on the center of N , and M = N ⋊θ Z.
11 Haagerup’s Lp-spaces
In this section, based on Terp’s thesis [62],4 we give a concise exposition on Haagerup’s Lp-
spaces associated to general von Neumann algebras, extending conventional non-commutative
Lp-spaces Lp(M, τ) on semifinite von Neumann algebras in Sec. 5.
4Unfortunately, the thesis [62] was not published as a paper, though it is well distributed. There is
Haagerup’s paper [25] about this, but just a brief survey.
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11.1 Description of L1(M)
Let M be a general von Neumann algebra, and choose a ϕ0 ∈ P (M). Consider the triple
(N, θ, τ) given in Theorem 10.15 associated with (M,ϕ0), that is, N := M ⋊σϕ0 R, θ := σ̂ϕ0
and τ is an f.s.n. trace on N satisfying (10.15). Here we may assume for simplicity that
M ⊂ N by identifying x and πσϕ0 (x) for x ∈ M . Consider also the f.s.n. operator valued
weight T :=
∫
R
θs ds from N to M (see Theorem 10.13 (a)).
We first give the following fact. This is rather obvious while a proof is given for complete-
ness.
Lemma 11.1. The dual action θs (s ∈ R) on N uniquely extends to N˜ (the τ -measurable
operators affiliated with N , see Sec. 4.1) as a one-parameter group of homeomorphic *-
isomorphisms with respect to the measure topology.
Proof. Recall Theorem 4.12 saying that N˜ is a complete metrizable Hausdorff *-algebra and
N is dense in N˜ . Since θs’s are *-isomorphism on N , we may only show that if {yn} ⊂ N is
Cauchy in the measure topology, then so is {θs(yn)} for any s ∈ R. The Cauchyness of {yn}
means that for any ε, δ > 0 there is an n0 ∈ N such that ym− yn ∈ N (ε, δ) for all n ≥ n0. So
it suffices to prove that
θs(N (ε, δ) ∩N) = N (ε, e
−sδ) ∩N
for any ε, δ > 0. Assume that a ∈ N (ε, δ) ∩ N , so ‖ae‖ ≤ ε and τ(e⊥) ≤ δ for some
e ∈ Proj(N). Then ‖θ(a)θs(e)‖ = ‖ae‖ ≤ ε and τ(θs(e)
⊥) = τ(θs(e⊥)) = e−sτ(e⊥) ≤ e−sδ.
Hence θs(N (ε, δ) ∩ N) ⊂ N (ε, e
−sδ) ∩ N) follows. The converse inclusion is similar. The
uniqueness of the extension is clear.
More generally, let a be a positive self-adjoint operator affiliated with N , and let a =∫∞
0 λdeλ be the spectral decomposition of a. Then one can define a positive self-adjoint
operator θs(a) ηN for any s ∈ R as θs(a) :=
∫∞
0 λdθs(eλ). It is immediate to see that this
definition θs(a) for a ∈ N˜+ coincides with that given in Lemma 11.1.
In the following we will deal with general (not necessarily faithful) semifinite normal
weights on M and N , so we write, instead of P (M) and P (N),
P (M) := {ϕ : semifinite normal weight on M},
P (N) := {ψ : semifinite normal weight on N},
P θ(N) := {ψ ∈ P (N) : ψ ◦ θs = ψ, s ∈ R},
N+ := {a : positive self-adjoint operator, a ηN},
N+,θ := {a ∈ N+ : θs(a) = e
−sa, s ∈ R},
N˜+,θ := {a ∈ N˜+ : θs(a) = e
−sa, s ∈ R},
where N˜ is the space of τ -measurable operators affiliated with N (see Sec. 4.1). Obviously,
P θ(N) ⊂ P (N), N˜+,θ ⊂ N+,θ ⊂ N+.
We first show the following correspondences:
Lemma 11.2. (1) a 7→ τ(a ·) is a bijection between N+ and P (N), where τ(a ·) is defined
as (9.3) for ϕ = τ , i.e., τ(ax) := limεց0 τ(aεx), x ∈ N+. Moreover, we have s(τ(a ·)) =
s(a) for support projections s(·).
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(2) h 7→ τ(h ·) is a bijection between N+,θ and P θ(N). Moreover, we have s(τ(h ·)) = s(h).
(3) ϕ 7→ ϕ˜ is a bijection between P (M) and P θ(N), where ϕ˜ is defined by ϕ˜ := ϕ ◦ T ,
extending (10.5) to P (M) (with omitting πσϕ0 ). Moreover, we have s(ϕ˜) = s(ϕ).
Proof. (1) We mentioned this assertion after Theorem 9.7. But we give a brief proof for
completeness. It is clear that τ(a ·) ∈ P (N) for any a ∈ N+. The bijection between {a ∈
N+ : non-singular} and P (N) is really a special case of (i) ⇐⇒ (vi) of Theorem 9.7 when
ϕ = τ . For any ψ ∈ P (N) we can apply the faithful case to (s(ψ)Ns(ψ), τ |s(ψ)Ns(ψ)). Hence
a 7→ τ(a ·) is surjective. To see injectivity, assume that τ(a ·) = τ(b ·) for a, b ∈ N+. Then
s(a) = s(b) follows immediately. Hence the question reduces to the faithful case as above.
(2) From (1) it suffices to prove that for a ∈ N+, τ(a ·) ∈ P θ(N) if and only if a ∈ N+,θ.
If τ(a ·) ∈ P θ(N), then
τ(ax) = τ(aθ−s(x)) = esτ(θs(aθ−s(x)) = esτ(θs(a)x), x ∈ N,
so that a = esθs(a) for all s ∈ R, i.e., a ∈ N+,θ. The argument can be reversed to see the
converse implication.
(3) We see from the proof of Proposition 8.6 with definition (10.5) that ϕ˜ is a semifinite
weight on N if ϕ ∈ P (M). First, prove equality for supports. For any ϕ ∈ P (M) let
p0 := 1 − s(ϕ) ∈ M and q0 := 1 − s(ϕ˜) ∈ N . Note that Mp0 = {x ∈ M : ϕ(x
∗x) = 0} and
Np0 = {y ∈ N : ϕ˜(y
∗y) = 0}. For any y ∈ NT and any x ∈M ,
ϕ˜(p0x
∗y∗yxp0) = ϕ(T (p0x∗y∗yxp0)) = ϕ(p0x∗T (y∗y)xp0) = 0,
so that NTMp0 ⊂ Nq0. Since NT is σ-weakly dense inM , one hasMp0 ⊂ Nq0, which implies
that p0 ≤ q0. Since ϕ˜ is θ-invariant, so is q0 and hence q0 ∈M . So, to prove that p0 = q0, it
suffices to show that ϕ(q0) = 0. There is an increasing net {uα} ⊂ FT such that uα ր 1. For
any uα and any n ∈ N one has
ϕ(q0(T (nuα) ∧ 1)q0) ≤ nϕ(T (q0uαq0) = nϕ˜(q0uαq0) = 0.
Letting n → ∞ gives ϕ(q0s(T (uα))q0) = 0. Since T (uα) is increasing, s(T (uα)) ր e0 for
some projection e0 ∈M . Let f0 := 1− e0. Then
0 = f0T (uα)f0 = T (f0uαf0) ր T (f0)
so that one has T (f0) = 0. Hence f0 = 0 and e0 = 1, so that ϕ(q0) = 0 follows.
To see injectivity, assume first that ϕ1, ϕ2 ∈ P (M) and ϕ˜1 = ϕ˜2. By (10.8) one has
(Dϕ1 : Dϕ2)t = (Dϕ˜1 : Dϕ˜2)t = 1 for all t ∈ R. Hence ϕ1 = ϕ2 by Proposition 9.6 (2). Now,
assume that ϕ1, ϕ2 ∈ P (M) and ϕ˜1 = ϕ˜2. Then s(ϕ1) = s(ϕ2) follows from the fact already
proved. Choose an ω ∈ P (M) such that s(ω) = 1 − s(ϕ1). Then one has ϕ˜1 + ω = ϕ˜2 + ω
by (10.11), which implies that ϕ1 + ω = ϕ2 + ω. Hence ϕ1 = ϕ2 follows.
Next, to prove surjectivity, we first assume that ψ ∈ P θ(N) is faithful. Choose a ϕ1 ∈
P (M). Since both ψ and ϕ˜1 are θ-invariant, by Lemma 10.14 (1) we have (Dψ : Dϕ˜1)t’s are
θ-invariant, so that ut := (Dψ : Dϕ˜1)t ∈M . Then,
us+t = usσ
ϕ˜1
s (ut) = usσ
ϕ1
s (ut), s, t ∈ R,
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thanks to (10.7). Hence, by Theorem ?? there exists a ϕ ∈ P (M) such that (Dϕ : Dϕ1)t = ut
for all t ∈ R. By (10.8),
(Dϕ˜ : Dϕ˜1)t = (Dϕ : Dϕ1)t = ut = (Dψ : Dϕ˜1)t, t ∈ R.
Hence ϕ˜1 = ψ holds by Proposition 9.6 (4). For general ψ ∈ P θ(N) set e0 := 1− s(ψ). Since
ψ is θ-invariant, one has e0 ∈ M . Choose a semifinite normal weight ω on M such that
s(ω) = e0. Then ω˜ ∈ P θ(N) and s(ω˜) = s(ω) = e0 as already proved. Since ψ+ ω˜ is faithful,
it follows from the faithful case that ψ + ω˜ = ϕ̂ for some ϕ ∈ P (M). Then,
ψ = s(ψ) · (ψ + ω˜) · s(ψ) = s(ψ) · ϕ˜ · s(ψ) = ˜(s(ψ) · ϕ · s(ψ)),
where the last equality is easily verified from definition (10.5) (extended to ϕ ∈ P (M)).
Combining the correspondences given in (2) and (3) of Lemma 11.2, we immediately see
that a bijective map
ϕ ∈ P (M) 7−→ hϕ ∈ N+,θ (11.1)
is determined by equality ϕ˜ = τ(hϕ ·) for all ϕ ∈ P (M), satisfying s(hϕ) = s(ϕ) for the
support projections. The next lemma plays a key role in defining Haagerup’s Lp-spaces.
Lemma 11.3. In the correspondence (11.1) between P (M) and N+,θ,
ϕ ∈M+∗ ⇐⇒ hϕ ∈ N˜+,θ i.e., hϕ is τ -measurable.
Hence we have the bijection ϕ ∈M+∗ 7→ hϕ ∈ N˜+,θ by restricting (11.1) to M+∗ .
Proof. Let ϕ ∈ P (M) and hϕ ∈ N+,θ be as given in (11.1). Let hϕ =
∫∞
0 λdeλ be the spectral
decomposition. What is essential to prove is the formula
τ(e⊥1 ) = ϕ(1).
Since ∫ ∞
0
λdθs(eλ) = θs(hϕ) = e
−shϕ =
∫ ∞
0
e−sλdeλ =
∫ ∞
0
λdeesλ, (11.2)
we note that θs(eλ) = eesλ for all λ ≥ 0 and s ∈ R. Hence it follows that∫
R
θs(h
−1
ϕ e
⊥
1 ) ds =
∫
R
θs
(∫
(1,∞)
λ−1 deλ
)
ds =
∫
R
(∫
(1,∞)
λ−1 deesλ
)
ds
=
∫
R
(∫
(es,∞)
esλ−1 deλ
)
ds =
∫
(0,∞)
(∫
(−∞,log λ)
es ds
)
λ−1 deλ
(note λ > es ⇐⇒ s < log λ)
=
∫
(0,∞)
λλ−1 deλ = s(hϕ) = s(ϕ).
Therefore, recalling that τ(hϕ ·) = ϕ˜ = ϕ ◦ T , we find that
τ(e⊥1 ) = ϕ˜(h
−1
ϕ e
⊥
1 ) = ϕ
(∫
R
θs(h
−1
ϕ e
⊥
1 ) ds
)
= ϕ(s(ϕ)) = ϕ(1).
Furthermore, for every λ > 0,
τ(e⊥λ ) = τ((θlog λ(e1)
⊥) = τ(θlog λ(e⊥1 )) = e
− logλτ(e⊥1 ) =
1
λ
ϕ(1). (11.3)
From this and Proposition 4.7, the assertion follows.
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Lemma 11.4. For every ϕ,ψ ∈M+∗ and x ∈M ,
(1) hϕ+ψ = hϕ + hψ,
(2) hxϕx∗ = xhϕx
∗, where (xϕx∗)(y) := ϕ(x∗yx), y ∈M .
Proof. (1) One has
ϕ˜+ ψ = (ϕ+ ψ) ◦ T = ϕ ◦ T + ψ ◦ T = ϕ˜+ ψ˜ = τ(hϕ ·) + τ(hψ ·).
Since hϕ, hψ ∈ N˜+,θ, note that hϕ + hψ (:= hϕ + hψ) ∈ N˜+ is well-defined and by Lemma
11.1,
θs(hϕ + hψ) = θs(hϕ) + θs(hψ) = e
−s(hϕ + hψ).
Hence hϕ + hψ ∈ N˜+,θ, and so it suffices to show that
τ((hϕ + hψ) ·) = τ(hϕ ·) + τ(hψ ·).
For this, choose sequences {an}, {bn} ⊂ N+ such that an ր hϕ and bn ր hψ. By Proposition
9.3 (4) one has τ(an ·)ր τ(hϕ ·), τ(bn ·)ր τ(hψ ·) and τ((an + bn) ·)ր τ((hϕ + hψ) ·). Since
τ((an + bn) ·) = τ(an ·) + τ(bn ·), the desired equality follows.
(2) For every y ∈ N+ one has
˜(xϕx∗)(y) = (xϕx∗) ◦ T (y) = ϕ(x∗T (y)x) = ϕ(T (x∗yx)) (see Definition 8.5)
= ϕ˜(x∗yx) = τ(hϕ · x∗yx) = τ(xhϕx∗ · y).
Note that xhϕx
∗ ∈ N˜+ and by Lemma 11.1,
θs(xhϕx
∗) = θs(x)θs(hϕ)θs(x) = e−sxhϕx∗.
Hence one has xhϕx
∗ ∈ N˜+,θ, so that hxϕx∗ = xhϕx∗ follows.
We are now in a position to prove the following:
Theorem 11.5. (a) The bijection ϕ ∈M+∗ 7→ hϕ ∈ N˜+,θ extends to a linear bijection, still
denoted by ϕ 7→ hϕ, from M∗ onto the subspace
N˜θ := {a ∈ N˜ : θs(a) = e
−sa, s ∈ R} (11.4)
of N˜ .
(b) For every ϕ ∈M∗ and x, y ∈M ,
hxϕy∗ = xhϕy
∗, hϕ∗ = h∗ϕ.
(c) If ϕ = u|ϕ| is the polar decomposition of ϕ ∈ M∗, then hϕ = uh|ϕ| is the polar decom-
position of hϕ. Hence
|hϕ| = h|ϕ|
and the partial isometry part of hϕ is u ∈M .
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Proof. First, note that N˜θ is an M -bimodule and invariant under a 7→ a
∗ and a 7→ |a|. For
the invariance under a 7→ |a|, we may just note that |θs(a)| = θs(|a|).
(a) Each ϕ ∈M∗ is written as ϕ = ϕ1 − ϕ2 + i(ϕ3 − ϕ4) with ϕk ∈M+∗ . So define
hϕ := hϕ1 − hϕ2 + i(hϕ3 − hϕ4).
By Lemma 11.4 (1) it is easy to check that this definition is well defined independent of the
expression of ϕ as above and ϕ 7→ hϕ is a linear map from M∗ to N˜θ. On the other hand, for
each a ∈ N˜θ let
a+a∗
2 = a1 − a2 and
a−a∗
2i = a3 − a4 be the Jordan decompositions. Since
a+ a∗
2
= esθs
(
a+ a∗
2
)
= es(θs(a1)− θs(a2)),
the uniqueness of the Jordan decomposition implies that esθs(a1) = a1 and e
sθs(a2) = a2 for
all s ∈ R, so a1, a2 ∈ N˜+,θ. Similarly, a3, a4 ∈ N˜+,θ. Hence there are ϕi ∈ M
+∗ such that
hϕk = ak for 1 ≤ k ≤ 4. Putting ϕ := ϕ1 − ϕ2 + i(ϕ3 − ϕ4) ∈ M∗ we have hϕ = a. Hence
ϕ 7→ hϕ is a linear surjection from M∗ onto N˜θ. The injectivity of the map will be shown in
(c).
(b) The property hϕ∗ = h
∗
ϕ is obvious from the definition of ϕ 7→ hϕ in (a). Consider the
polarization
xϕy∗ =
1
4
3∑
k=0
ik(x+ iky)ϕ(x+ iky)∗
and that for xhϕy
∗. Then the property hxϕy∗ = xhϕy∗ follows from Lemma 11.4 (2).
(c) Let ϕ = u|ϕ| be the polar decomposition of ϕ ∈ M∗, so u is a partial isometry in M
with u∗u = s(|ϕ|). By (b) we have hϕ = uh|ϕ|. Hence it suffices to show that hϕ = uh|ϕ|
is indeed the polar decomposition of hϕ. But this is clear since u
∗u = s(|ϕ|) = s(h|ϕ|). In
particular, |hϕ| = h|ϕ|. Finally, if ϕ ∈ M∗ and hϕ = 0, then h|ϕ| = 0 so that |ϕ| = 0, i.e.,
ϕ = 0 follows. Hence ϕ 7→ hϕ is injective.
Definition 11.6. We rewrite (11.4) as Haagerup’s L1-space
L1(M) := {a ∈ N˜ : θs(a) = e
−sa, s ∈ R}. (11.5)
Due to the linear bijection given in Theorem 11.5 (a), define a linear functional tr on L1(M)
by
tr(hϕ) := ϕ(1), ϕ ∈M∗.
Then
tr(|hϕ|) = tr(h|ϕ|) = |ϕ|(1) = ‖ϕ‖, ϕ ∈M∗.
This means that ‖a‖1 := tr(|a|) for a ∈ L
1(M) is the norm on L1(M) copied from the norm
on M∗ by the linear bijection.
In this way, (L1(M), ‖ · ‖1) becomes a Banach space identified with M∗. Since |ϕ(1)| ≤
|ϕ|(1) in the above, note that
|tr(a)| ≤ ‖a‖1, a ∈ L
1(M). (11.6)
The following rewriting of (11.3) is useful:
τ(e(λ,∞)(|a|)) =
1
λ
tr(|a|) =
1
λ
‖a‖1, a ∈ L
1(M), λ > 0, (11.7)
where e(λ,∞)(|a|) is the spectral projection of |a| corresponding to the interval (λ,∞).
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11.2 Haagerup’s Lp-spaces
Definition 11.7. Including L1(M) in (11.5) we define, for each p ∈ (0,∞], Haagerup’s
Lp-space
Lp(M) := {a ∈ N˜ : θs(a) = e
−s/pa, s ∈ R}.
Clearly, Lp(M)’s are (closed) linear subspaces of N˜ , which areM -bimodules and invariant
under a 7→ a∗ and a 7→ |a|. Moreover, similarly to the proof of Theorem 11.5 (a), they are
linearly spanned by their positive part Lp(M)+ := L
p(M) ∩ N˜+. By Theorem 11.5 with
Definition 11.6 we have
(L1(M), ‖ · ‖1) ∼=M∗ (isometric).
Note that Lp(M)’s are disjointly realized in N˜ for different p, i.e., Lp1(M) ∩ Lp2(M) = {0}
if p1 6= p2. This situation is quite different from that of L
p(M, τ) in Sec. 5.
Proposition 11.8. We have L∞(M) =M .
Proof. In view of Theorem 10.15 (3) it suffices to show that every a ∈ L∞(M) is bounded.
Assume that a ∈ L∞(M) with |a| =
∫∞
0 λdeλ. Since |a| ∈ L
∞(M) so that θs(eλ) = eλ for all
λ ≥ 0 and s ∈ R. Since
τ(e⊥λ ) = τ(θs(e
⊥
λ )) = e
−sτ(e⊥λ ), s ∈ R,
it follows that τ(e⊥λ ) = 0 or +∞. But τ(e
⊥
λ ) < +∞ for some λ > 0 by Proposition 4.7. Hence
one has τ(e⊥λ ) = 0 and so e
⊥
λ = 0 for some λ > 0. This means that |a| is bounded.
Remark 11.9. In contrast to Proposition 11.8, any non-zero element of Lp(M) for 0 < p <∞
is unbounded. Indeed, assume that 0 6= a ∈ Lp(M), 0 < p < ∞, with |a| =
∫∞
0 λdeλ. Then
τ(e⊥λ ) > 0 for some λ > 0. Similarly to the argument in (11.2) one has θs(eλ) = ee−s/pλ for
any λ ≥ 0, so that
τ(e⊥
e−s/pλ
) = τ(θs(e
⊥
λ )) = e
−sτ(e⊥λ ), s ∈ R,
which implies that |a| is unbounded.
Remark 11.10. To construct Haagerup’s Lp-spaces Lp(M), we have started with (M,ϕ0)
where ϕ0 ∈ P (M). But we remark that the construction is canonical independently of choice
of ϕ0. For this choose another ϕ1 ∈ P (M). By taking a unitary U on L
2(G,H) defined in
the beginning of Sec. 10.2 and setting κ := Ad(U) we have
κ : N0 :=M ⋊σϕ0 R −→ N1 :=M ⋊σϕ1 R,
κ ◦ θ0s ◦ κ
−1 = θ1s , s ∈ R,
where θ0, θ1 are the corresponding dual actions on N0, N1, see (10.13) and (10.14). Hence
κ ◦ T0 ◦ κ
−1 = T1 (11.8)
for the corresponding operator valued weights T0, T1. Under identification M = πσϕ0 (M) =
πσϕ1 (M) (we have used in this section), since κ|M = idM , (11.8) may be written as
T0 ◦ κ
−1 = T1,
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so that for any ϕ ∈ P (M) we furthermore have
ϕ˜(0) ◦ κ−1 = ϕ˜(1) for ϕ˜(0) := ϕ ◦ T0, ϕ˜(1) := ϕ ◦ T1.
From this and the definition of τ in the proof of Theorem 10.15 (2) it follows that
τ0 ◦ κ
−1 = τ1
for the corresponding canonical traces τ0, τ1 on N0, N1. Extending κ to κ˜ : N˜0 → N˜1, we find
that κ˜ transforms Lp(M) with respect to ϕ0 to L
p(M) with respect to ϕ1.
Example 11.11. Assume that M is semifinite with an f.s.n. trace τ0. Then (N, θs, τ) is
identified with (10.16) in Remark 10.16. In this case, for each ϕ ∈M+∗ , we find that
ϕ˜ = ϕ ◦ T = ϕ⊗
∫
R
· dt, hϕ =
dϕ
dτ
⊗ e−t,
where dϕ/dτ is the Radon-Nikodym derivative of ϕ with respect to τ , see Corollary 5.14.
Hence, for each p ∈ (0,∞],
Lp(M) = Lp(M, τ0)⊗ e
−t/p
and ‖a ⊗ e−t/p‖Lp(M) = ‖a‖Lp(M,τ0) for all a ∈ L
p(M, τ0). With neglecting the superfluous
tensor factor e−t/p we may identify Lp(M) with Lp(M, τ0).
Lemma 11.12. Let a ∈ N˜ with the polar decomposition a = u|a|. Then for every p ∈ [1,∞),
a ∈ Lp(M) ⇐⇒ u ∈M and |a|p ∈ L1(M).
Proof. Assume that a ∈ Lp(M). Since
a = es/pθs(a) = e
s/pθs(u)θs(|a|) = e
s/pθs(u)|θs(a)|,
it follows from the uniqueness of the polar decomposition that
u = θs(u), |a| = e
s/pθs(|a|), s ∈ R.
The latter equality above is equivalent to |a|p = esθs(|a|
p), so that u ∈M and |a|p ∈ L1(M).
Conversely, assume that u ∈ M and |a|p ∈ L1(M). Then θ(a) = uθs(|a|) = e
−s/pa for all
s ∈ R. Hence a ∈ Lp(M) follows.
Definition 11.13. In view of Lemma 11.12, for every a ∈ Lp(M) define ‖a‖p ∈ [0,+∞) by
‖a‖p := tr(|a|
p)1/p if 0 < p <∞,
‖a‖∞ := ‖a‖ if p =∞.
In the case p = 1, ‖ · ‖1 is the same as that given in Definition 11.6.
Lemma 11.14. For every p ∈ (0,∞) and ε, δ > 0,
N (ε, δ) ∩ Lp(M) = {a ∈ Lp(M) : ‖a‖p ≤ εδ
1/p}.
Furthermore,
µt(a) = t
−1/p‖a‖p, a ∈ Lp(M), 0 < p <∞, (11.9)
where µt(a) is the (tth) generalized s-number of a (as an element in N˜ with respect to τ), see
Definition 4.14.
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Proof. Let a ∈ Lp(M); then |a|p ∈ L1(M)+ and so |a|
p = hϕ for some ϕ ∈ M
+∗ . Since, by
(11.7),
τ(e(ε,∞)(|a|)) = τ(e(εp,∞)(|a|
p) =
1
εp
tr(|a|p) =
1
εp
‖a‖pp,
we have
a ∈ N (ε, δ) ⇐⇒ |a| ∈ N (ε, δ) ⇐⇒ τ(e(ε,∞)(|a|)) ≤ δ
⇐⇒
1
εp
‖a‖pp ≤ δ ⇐⇒ ‖a‖p ≤ εδ
1/p, (11.10)
implying the first assertion. For every t > 0 it follows from (11.10) that
µt(a) = inf{s > 0 : τ(e(s,∞)(|a|) ≤ t} = inf{s > 0 : s−p‖a‖pp ≤ t},
which implies (11.9).
The formula given in (11.9) was first explicitly pointed out in [38], which is quite useful
in treating Haagerup’s Lp-norm.
Lemma 11.14, in particular, implies the following:
Corollary 11.15. The norm topology on L1(M) coincides with the relative topology induced
from N˜ with the measure topology.
Lemma 11.16. Let 0 < p ≤ ∞. For every a ∈ Lp(M) and x, y ∈M ,
‖xay‖p ≤ ‖x‖ ‖y‖ ‖a‖p. (11.11)
Proof. The case p = ∞ is obvious. Let 0 < p < ∞, a ∈ Lp(M) and x, y ∈ M . Note that
xay ∈ Lp(M), for Lp(M) is an M -bimodule as mentioned right after Definition 11.7. By
(11.9) and Proposition 4.17 (6) one has
‖xay‖p = µ1(xay) ≤ ‖x‖ ‖y‖µ1(a) = ‖x‖ ‖y‖ ‖a‖p,
as asserted.
Lemma 11.17. Let a ∈ N˜+. The function
z ∈ {z ∈ C : Re z > 0} 7−→ az ∈ N˜
is differentiable in the measure topology and ddz a
z = az log a.
Proof. Let a =
∫∞
0 deλ ∈ N˜+. Then, for any z ∈ C, Re z > 0, note that a
z =
∫∞
0 λ
z deλ and
|az| = aRe z, so az ∈ N˜ follows.
First, assume that a is bounded, and prove that z 7→ az is differentiable in the norm
on Re z > 0. Note that for any λ > 0, ddz λ
z = λz log λ on Re z > 0 and z 7→ λz log λ is
continuous on Re z ≥ 0. From this one can easily show that for any z0 ∈ C, Re z0 > 0 and
ε > 0, there exists an r > 0 such that
Re z > 0, |z − z0| ≤ r =⇒ sup
0≤λ≤‖a‖
∣∣∣∣λz − λz0z − z0 − λz0 log λ
∣∣∣∣ ≤ ε.
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This implies that if Re z > 0 and |z − z0| ≤ r, then∥∥∥∥az − az0z − z0 − az0 log a
∥∥∥∥ ≤ sup
0≤λ≤‖a‖
∣∣∣∣λz − λz0z − z0 − λz0 log λ
∣∣∣∣ ≤ ε.
Hence the assertion follows.
Next, let a ∈ N˜+ and ε, δ > 0 be arbitrary. Choose a λ > 0 such that τ(e
⊥
λ ) < δ. Let
p := eλ. Since ap is bounded, the first case implies that one can choose an r > 0 such that∥∥∥∥(az − az0z − z0 − az0 log a
)
p
∥∥∥∥ = ∥∥∥∥(ap)z − (ap)z0z − z0 − (ap)z0 log(ap)
∥∥∥∥ ≤ ε
if Re z > 0 and |z − z0| ≤ r. Hence
az − az0
z − z0
− az0 log a ∈ N (ε, δ) if Re z > 0 and |z − z0| ≤ r.
This shows the result.
Lemma 11.18. Let a, b ∈ L1(N)+. Then for any z ∈ C with 0 < Re z < 1, we have
azb1−z ∈ L1(N) and the function
z ∈ {0 < Re z < 1} 7−→ azb1−z ∈ L1(N)
is analytic in the norm ‖ · ‖1.
Proof. Since az, b1−z ∈ N˜ , by Lemma 11.1 we have
θs(a
zb1−z) = θs(az)θs(b1−z) = θs(a)zθs(b)1−z
= e−zsaz · e−(1−z)sb1−z = e−sazb1−z, s ∈ R,
so that azb1−z ∈ L1(M). By Corollary 11.15 we may prove the differentiability of z 7→ azb1−z
on 0 < Re z < 1 as a function to N˜ . For any z0, 0 < Re z0 < 1, we have
azb1−z − az0b1−z0
z − z0
=
az − az0
z − z0
b1−z + az0
b1−z − b1−z0
z − z0
−→ az0 log a · b1−z0 − az0 · b1−z0 log b
thanks to Lemma 11.17.
Lemma 11.19. For any t ∈ R put
N˜
(
1
2 + it
)
:=
{
a ∈ N˜ : θs(a) = e
−s( 12+it)a, s ∈ R
}
.
If a, b ∈ N˜
(
1
2 + it
)
, then ab∗, b∗a ∈ L1(M) and tr(ab∗) = tr(b∗a).
Proof. That b∗a, ab∗ ∈ L1(M) is shown similarly to the proof of Lemma 11.18. To prove that
tr(b∗a) = tr(ab∗), assume first that a = b. From (11.7) it follows that
tr(a∗a) = τ(e(1,∞)(a∗a)) = τ(e(1,∞)(aa∗)) = tr(aa∗).
For the general case, since a + ib ∈ N˜
(
1
2 + it
)
, the result immediately follows from the
polarizations
b∗a =
1
4
3∑
k=0
ik(a+ ikb)∗(a+ ikb), ab∗ =
1
4
3∑
k=0
ik(a+ ikb)(a+ ikb)∗
and the linearity of tr.
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Proposition 11.20. Let 1 ≤ p, q ≤ ∞ with 1/p + 1/q = 1. If a ∈ Lp(M) and b ∈ Lq(M),
then ab, ba ∈ L1(M) and
tr(ab) = tr(ba).
Proof. If p = 1 (so q =∞), then we have a = hϕ for some ϕ ∈M∗. Hence by Theorem 11.5
one has
tr(hϕb) = tr(hϕb) = (ϕb)(1) = ϕ(b) = (bϕ)(1) = tr(hbϕ) = tr(bhϕ),
and the case q = 1 is similar.
Now, assume that 1 < p, q < ∞. Note that a can be written as a = a1 − a2 + i(a3 − a4)
with ak ∈ L
p(M)+ and similarly for b. By the linearity of tr we may assume that a ∈ L
p(M)+
and b ∈ Lq(M)+, so a
p, bq ∈ L1(M)+. Then we have ab, ba ∈ L
1(M) by Lemma 11.18. From
Lemma 11.18 it follows that the functions
F (z) := tr(apzbq(1−z)), G(z) := tr(bq(1−z)apz)
are analytic in 0 < Re z < 1. For any t ∈ R, since ap(
1
2
+it), bq(
1
2
+it) ∈ N˜
(
1
2 + it
)
, by Lemma
11.19 we have
F
(
1
2 + it
)
= tr
(
ap(
1
2
+it)b(
1
2
−it)) = tr(ap( 12+it)(bq( 12+it))∗)
= tr
((
bq(
1
2
+it)
)∗
ap(
1
2
+it)
)
= tr
(
bq(
1
2
−it)ap(
1
2
+it)
)
= G
(
1
2 + it
)
.
This implies that F = G on 0 < Re z < 1; in particular,
tr(ab) = F (1/p) = G(1/p) = tr(ba).
Lemma 11.21. Let a, b ∈ L1(M)+ with ‖a‖1 = ‖b‖1 = 1. Then ‖a
zb1−z‖1 ≤ 1 for all z ∈ C
with 0 < Re z < 1.
Proof. Write z = s + it (0 < s < 1, t ∈ R). Then as ∈ L1/s(M) with ‖as‖1/s = 1 = s
−sss,
Lemma 11.14 gives as ∈ N (s−s, s), and similarly b1−s ∈ N ((1 − s)−(1−s), 1 − s). Hence by
Lemma 4.11 (6) we have asb1−s ∈ N (s−s(1− s)−(1−s), 1) so that
azb1−z = aitasb1−sb−it ∈ N (s−s(1− s)−(1−s), 1).
By Lemma 11.14 again we have ‖azb1−z‖1 ≤ s−s(1 − s)−(1−s). Since s ∈ [0, 1] 7→ s−s(1 −
s)−(1−s) is bounded, it follows from Lemma 11.18 that z ∈ {0 < Re z < 1} 7→ azb1−z ∈ L1(M)
is a bounded analytic function. Thanks to the three-lines theorem, for any ε ∈ (0, 1/2) it
follows that
sup
ε≤Re z≤1−ε
‖azb1−z‖1 ≤ ε−ε(1− ε)−(1−ε).
Since
ε−ε(1− ε)−(1−ε) = exp(−ε log ε− (1− ε) log(1− ε)) −→ 1 as ε→ 0+,
the result follows.
Theorem 11.22 (Ho¨lder’s inequality). Let 1 ≤ p, q ≤ ∞ with 1/p + 1/q = 1. If a ∈ Lp(M)
and b ∈ Lq(M), then ab ∈ L1(M) and
|tr(ab)| ≤ ‖ab‖1 ≤ ‖a‖p‖b‖q.
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Proof. Let a ∈ Lp(M) and b ∈ Lq(M). Then ab ∈ L1(M) by Proposition 11.20 and |tr(ab)| ≤
‖ab‖1 holds by (11.6). When p = 1 (so q =∞), the inequality ‖ab‖1 ≤ ‖a‖p‖b‖q is a special
case of (11.11). The case q = 1 is similar.
Now, assume that 1 < p, q < ∞. We may assume that ‖a‖p = ‖b‖q = 1. Let a = u|a|
be the polar decomposition and b = |b∗|v is the right polar decomposition. Then |a|p, |b∗|q ∈
L1(M) and ‖ |a|p‖1 = ‖ |b
∗|q‖1 = 1. Lemma 11.21 yields
‖ab‖1 = ‖u|a| |b
∗|v‖1 ≤ ‖ |a| |b∗| ‖1 = ‖(|a|p)1/p(|b∗|q)1/q‖1 ≤ 1,
where the above first inequality follows from (11.11).
Remark 11.23. Ho¨lder’s inequality in Theorem 11.22 (also in Proposition 5.6 in the semifi-
nite case) holds in a bit more general form as follows: For every p, q, r ∈ (0,∞] with
1/p + 1/q = 1/r, if a ∈ Lp(M) and b ∈ Lq(M), then ab ∈ Lr(M) and ‖ab‖r ≤ ‖a‖p‖b‖q. A
nice real analytic proof of this is found in [17], while the above proof from [62] is based on
a complex analytic method using the three-lines theorem. The idea in [17] is to apply the
majorization in (5.8) of Remark 5.9 (proved in [17] in a real analytic way) to the expressions
µt(a) = t
1/p‖a‖p, µt(b) = t
1/q‖b‖q and µt(ab) = t
1/r‖ab‖r in (11.9). Then one has
log ‖ab‖r +
1
r
∫ 1
0
log t dt ≤ log(‖a‖p‖b‖q) +
1
p
∫ 1
0
log t dt+
∫ 1
0
log t dt,
which implies that ‖ab‖r ≤ ‖a‖p‖b‖q.
Proposition 11.24. Let 1 ≤ p, q ≤ ∞ with 1/p + 1/q = 1. Then for every a ∈ Lp(M),
‖a‖p = sup{|tr(ab)| : b ∈ L
q(M), ‖b‖q ≤ 1}. (11.12)
Proof. If p = 1, then a = hϕ for some ϕ ∈M∗ and
‖hϕ‖1 = ‖ϕ‖ = sup{|ϕ(b)| : b ∈M, ‖b‖∞ ≤ 1}
= sup{|tr(hϕb)| : b ∈M, ‖b‖∞ ≤ 1}.
If p =∞, then a ∈M∗ and
‖a‖∞ = sup{|ϕ(a)| : ϕ ∈M∗, ‖ϕ‖ ≤ 1}
= sup{|tr(ahϕ)| : hϕ ∈ L
1(M), ‖hϕ‖1 ≤ 1}.
Now, assume that 1 < p, q < ∞. We may assume that ‖a‖p = 1. Let a = u|a| be the
polar decomposition. Put b := |a|p/qu∗; then b ∈ Lq(M) and |b|q = u|a|u∗. Hence one has
‖b‖qq = tr(u|a|pu∗) = tr(|a|p) = 1 by Proposition 11.20, so ‖b‖q = 1. By Proposition 11.20
again one has
tr(ab) = tr(ba) = tr(|a|p/q|a|) = tr(|a|p) = 1,
so that ‖a‖p ≤ the RHS of (11.12). Since |tr(ab)| ≤ ‖ab‖1 ≤ ‖a‖p‖b‖q by Theorem 11.22, the
reverse inequality holds as well.
Theorem 11.25. (a) For every p ∈ [1,∞], (Lp(M), ‖ · ‖p) is a Banach space.
(b) In particular, L2(M) is a Hilbert space with respect to the inner product 〈a, b〉 := tr(a∗b)
(= tr(ba∗)) for a, b ∈ L2(M).
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(c) For any p ∈ [1,∞), the norm topology on Lp(M) coincides with the relative topology
induced from N˜ with the measure topology. More precisely, the uniform structure on
Lp(M) by ‖ · ‖p coincides with that induced from N˜ .
Proof. (a) Let a, b ∈ Lp(M). The triangle inequality, i.e., Minkowski’s inequality
‖a+ b‖p ≤ ‖a‖p + ‖b‖p
is immediate from the variational expression (11.12). It is obvious that ‖a‖p = 0 =⇒ a = 0.
The completeness will be shown after proving (c).
(b) It is straightforward to check that (a, b) 7→ 〈a, b〉 is an inner product on L2(M) and
‖a‖2 = 〈a, a〉
1/2.
(c) For every p ∈ [1,∞), since ‖ · ‖p is a norm on L
p(M), the result is immediate from
Lemma 11.14.
Finally, we show the completeness of (Lp(M), ‖ · ‖p). The case p = ∞ is obvious. When
1 ≤ p < ∞, it suffices by (c) to show that Lp(M) is complete with respect to the uniform
topology on N˜ . But this is immediate since N˜ is a complete metrizable space (see Theorem
4.12) and Lp(M) is a closed subspace of N˜ .
Proposition 11.26 (Clarkson’s inequality). Let 2 ≤ p <∞. The for every a, b ∈ Lp(M),
‖a+ b‖pp + ‖a− b‖
p
p ≤ 2
p−1(‖a‖pp + ‖b‖
p
p).
Proof. An elegant complex analytic proof of this based on the three-lines theorem is in [62].
We here give a real analytic proof from [17]. Set p′ := p/2, so 1 ≤ p′ < ∞. For any
a, b ∈ Lp(M), from Lemma 11.27 below we have
‖a+ b‖pp + ‖a− b‖
p
p = ‖ |a+ b|
2‖p
′
p′ + ‖ |a− b|
2‖p
′
p′
≤ ‖ |a+ b|2 + |a− b|2‖p
′
p′
= ‖2(|a|2 + |b|2)‖p
′
p′ = 2
p′‖ |a|2 + |b|2‖p
′
p′
≤ 2p
′
2p
′−1(‖ |a|2‖p′p′ + ‖ |b|2‖p′p′)
= 2p−1(‖a‖pp + ‖b‖
p
p).
Lemma 11.27. Let 1 ≤ p <∞. For every a, b ∈ Lp(M)+,
21−p‖a+ b‖pp ≤ ‖a‖
p
p + ‖b‖
p
p ≤ ‖a+ b‖
p
p.
Proof. The first inequality follows from
2−p‖a+ b‖pp ≤
(
‖a‖p + ‖b‖p
2
)p
≤
‖a‖pp + ‖b‖
p
p
2
.
For the second, there are unique contractions u and v in N such that a1/2 = u(a+ b)1/2 and
b1/2 = v(a+b)1/2 with us(a+b)⊥ = vs(a+b)⊥ = 0. Since a+b = (a+b)1/2(u∗u+v∗v)(a+b)1/2,
it immediately follows that u∗u+ v∗v = s(a+ b). Moreover, applying θs to a1/2 = u(a+ b)1/2
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gives e−s/2pa1/2 = e−s/2pθs(u)(a + b)1/2 so that θs(u) = u for all s ∈ R. Hence u ∈ M and
similarly v ∈M . We now have
‖a‖pp + ‖b‖
p
p = ‖u(a+ b)u
∗‖pp + ‖v(a+ b)v
∗‖pp
= µ1((u(a+ b)u
∗)p) + µ1((v(a+ b)v∗)p)
(by (11.9) and Proposition 4.17 (9))
≤ µ1(u(a+ b)
pu∗) + µ1(v(a+ b)pv∗) (by Lemma 4.22)
= tr(u(a+ b)pu∗) + tr(v(a + b)pv∗) (by (11.9))
= tr((a+ b)p/2u∗u(a+ b)p/2) + tr((a+ b)p/2v∗v(a+ b)p/2)
(by Proposition 11.20)
= tr((a+ b)p/2s(a+ b)(a+ b)p/2) = tr((a+ b)p) = ‖a+ b‖pp.
Theorem 11.28. Let 1 ≤ p <∞ and 1/p+1/q = 1. Then the dual Banach space of Lp(M)
is Lq(M) under the duality pairing (a, b) ∈ Lp(M)× Lq(M) 7→ tr(ab) ∈ C.
Proof. Let 1 ≤ p < ∞ and write Φ(b)(a) := tr(ab) for a ∈ Lp(M) and b ∈ Lq(M). From
Proposition 11.24 it follows that Φ(b) ∈ Lp(M)∗ and ‖Φ(b)‖ = ‖b‖q. Hence Φ : Lq(M) →
Lp(M)∗ is a linear isometry so that Φ(Lq(M)) is a norm-closed (hence w-closed) subspace of
Lp(M)∗, for Lq(M) is complete.
If 2 ≤ p < ∞, then Lp(M) is uniformly convex by Clarkson’s inequality (Proposition
11.26) and so Lp(M) is reflexive. Hence Lp(M)∗ is also reflexive so that Φ(Lq(M)) is w*-
closed. But it follows from Proposition 11.24 that Φ(Lq(M)) is w*-dense in Lp(M)∗. Hence
Φ(Lq(M)) = Lp(M)∗ follows.
If 1 < p < 2, then 2 < q <∞. Hence from the above case it follows that Lp(M) = Lq(M)∗
under the duality (b, a) 7→ tr(ba) = tr(ab) thanks to Proposition 11.20. Hence Lp(M)∗ =
Lq(M)∗∗ = Lq(M) under the duality (a, b) 7→ tr(ab). Finally, the result holds for p = 1 since
L1(M)∗ = (M∗)∗ =M .
Proposition 11.29. Let 1 ≤ p, q ≤ ∞ with 1/p + 1/q = 1. Let a ∈ Lq(M). Then
a ≥ 0 ⇐⇒ tr(ab) ≥ 0 for all b ∈ Lp(M)+.
Proof. When p =∞, the result is trivial. When p = 1, the result is well-known.
Now, assume that 1 < p, q < ∞. If a ∈ Lq(M)+, then a
1/2ba1/2 ∈ L1(M)+ and hence
tr(ab) = tr(a1/2ba1/2) ≥ 0. Conversely, assume that a ∈ Lq(M) satisfies tr(ab) ≥ 0 for all
b ∈ Lq(M)+. Since
tr(ab) = tr(ab) = tr((ab)∗) = tr(ba∗) = tr(a∗b)
for all b ∈ L2(M)+, we have a = a
∗. Let a = a+ − a− be the Jordan decomposition, so
a+a− = 0. For b := a
q/p
− ∈ L
p(M)+ we have
0 ≤ tr(ab) = tr(a+b)− tr(a−b) = −tr(a−b) = −tr(a
q
−),
which implies that a− = 0. Therefore, we have a = a+ ∈ Lq(M)+.
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The last result in the section is the following:
Theorem 11.30. For each x ∈ M we define the left action λ(x) and the right action ρ(x)
on the Hilbert space L2(M) by
λ(x)a := xa, ρ(x)a := ax, a ∈ L2(M),
and the involution J on L2(M) by Ja := a∗. Then:
(1) λ (resp., ρ) is a normal faithful representation (resp., anti-representation) of M on
L2(M).
(2) The von Neumann algebras λ(M) and ρ(M) are the commutants of each other and
ρ(M) = Jλ(M)J.
(3) (λ(M), L2(M), J, L2(M)+) is a standard form of M .
Proof. (1) Since 〈a∗, b〉 = tr(ab) = tr(ba) = 〈b∗, a〉 for a, b ∈ L2(M) by Proposition 11.20, it
is clear that J is an involution on L2(M). Since (ax)∗ = x∗a∗ for x ∈M and a ∈ L2(M), we
have
ρ(x) = Jλ(x∗)J, x ∈M. (11.13)
Note that
〈a, λ(x)b〉 = tr(a∗xb) = tr((x∗a)∗b) = 〈λ(x∗)a, b〉, x ∈M, a, b ∈ L2(M),
and if xα ր x ∈M+, then
〈a, λ(xα)a〉 = tr(a
∗xαa) = tr(xαaa∗) ր tr(xaa∗) = tr(a∗xa) = 〈a, λ(x)a〉, a ∈ L2(M).
Assume that x ∈M and λ(x) = 0; then
0 = 〈a, λ(x)b〉 = tr(a∗xb) = tr(xba∗), a, b ∈ L2(M).
Since L1(M) = {ba∗ : a, b ∈ L2(M)}, we have x = 0. Therefore, λ is a normal faithful
representation of M on L2(M). The assertion for ρ is immediate from (11.13).
(2) By (1), λ(M) and ρ(M) are von Neumann algebras, and ρ(M) = Jλ(M)J follows from
(11.13). Moreover, ρ(M) ⊂ λ(M)′ is obvious by definition. To prove the converse inclusion,
let T ∈ λ(M)′, and let us prove that there is a bounded linear map Q : L1(M) → L1(M)
such that
Q
( n∑
i=1
biai
)
=
n∑
i=1
biT (ai)
for any ai, bi ∈ L
2(M). To show that Q is well defined, assume that
∑n
i=1 biai = 0. Put
a :=
(∑n
i=1 a
∗
i ai
)1/2
∈ L2(M)+. For 1 ≤ i ≤ n, since a
∗
i ai ≤ a
2, one can choose a unique
xi ∈ N such that xi(1− s(a)) = 0 and ai = xia. Applying θs gives e
−s/2ai = θs(xi)(e−s/2a),
implying that θs(xi) = xi for all s ∈ R. Hence we have xi ∈M . Since(
n∑
i=1
bixi
)
a =
n∑
i=1
biai = 0 and
(
n∑
i=1
bixi
)
(1− s(a)) = 0,
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we have
∑n
i=1 bixi = 0 so that
n∑
i=1
biT (ai) =
n∑
i=1
biT (xia) =
n∑
i=1
biT (λ(xi)a) =
(
n∑
i=1
bixi
)
T (a) = 0,
as desired. For any c ∈ L1(M) one can choose a, b ∈ L2(M) such that c = ab and ‖c‖1 =
‖a‖2‖b‖2. Since
‖Q(c)‖1 = ‖bT (a)‖1 ≤ ‖b‖2‖T (a)‖2 ≤ ‖b‖2‖T‖ ‖a‖2 = ‖T‖ ‖c‖1,
it follows that Q : L1(M) → L1(M) is a bounded linear map. Now, set x := Q∗(1) ∈ M ,
where Q∗ :M →M is the dual map of Q. For every a, b ∈ L2(M) we find that
〈b∗, T (a)〉 = tr(bT (a)) = tr(Q(ba)) = tr(Q∗(1)ba)
= tr(xba) = tr(bax) = 〈b∗, ax〉 = 〈b∗, ρ(x)a〉,
which implies that T = ρ(x) ∈ ρ(M). Therefore, λ(M)′ ⊂ ρ(M) has been obtained, so that
ρ(M) = λ(M)′.
(3) That L2(M)+ is a self-dual cone follows from Proposition 11.29. The conditions of
Definitions 3.5 are verified as follows:
(a) Jλ(M)J = ρ(M) = λ(M)′.
(b) Any element in the center of λ(M) is given as λ(z) with z ∈M ∩M ′. Since Jλ(z)J =
ρ(z∗) = ρ(z)∗, so we need to show that ρ(z) = λ(z). For every a ∈ L1(M) and y ∈M we have
tr(zay) = tr(ayz) = tr(azy). This implies that za = az for all a ∈ L1(M)+. By considering
the spectral decomposition of a, we find that za1/2 = a1/2z for all a ∈ L1(M)+, which means
that zb = bz for all b ∈ L2(M)+. Hence λ(z) = ρ(z) holds.
(c) Ja = a∗ = a for all a ∈ L2(M)+.
(d) For every x ∈ M and a ∈ L2(M) we have λ(x)j(λ(x))a = λ(x)ρ(x∗)a = xax∗ ∈
L2(M)+.
Remark 11.31. For any projection e ∈M , Haagerup’s Lp-space Lp(eMe) is identified with
eLp(M)e. Furthermore, since ej(e)L2(M) = eL2(M)e, we see from Proposition 3.8 that
(eMe, eL2(M)e, J = ∗, eL2(M)+e)
is a standard form of eMe, where eMe acts on eL2(M)e as the left multiplication.
12 Relative modular operators and Connes’ cocycle deriva-
tives (cont.)
The notion of relative modular operators was introduced by Araki [3] to extend the relative
entropy, the most important quantum divergence in quantum information, to the general
von Neumann algebra setting. The notion is a kind of Radon-Nikodym derivative for two
functionals ψ,ϕ ∈ M+∗ , in a similar vein to Connes’ cocycle derivatives in Sec. 7.2. In
this section we give a concise account of relative modular operators and then give a more
detailed description of Connes’ cocycle derivatives for functionals in M+∗ (not weights, while
not necessarily faithful).
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12.1 Relative modular operators
Let M be a von Neumann algebra represented in a standard form (M,H, J,P), see Sec. 3.1.
Let ψ,ϕ ∈M+∗ be given with their vector representatives ξψ, ξϕ ∈ P, so that ψ(x) = 〈ξψ, xξψ〉
and ϕ(x) = 〈ξϕ, xξϕ〉 for all x ∈M . The support projection s(ϕ) (∈M) of ϕ is the orthogonal
projection onto M ′ξϕ, which is more specifically written as sM(ϕ), theM -support of ϕ. Also,
let sM ′(ϕ) (∈ M
′) be the orthogonal projection onto Mξϕ, the M ′-support of ϕ. Note that
JsM(ϕ)J = sM ′(ϕ), for
JsM (ϕ)JH = JsM (ϕ)H = JM ′ξϕ = JM ′Jξϕ =Mξϕ = sM ′(ϕ)H
thanks to Jξϕ = ξϕ and JM
′J =M .
Definition 12.1. For every ψ,ϕ ∈M+∗ define the operators S0ψ,ϕ and F
0
ψ,ϕ by
S0ψ,ϕ(xξϕ + η) := sM (ϕ)x
∗ξψ, x ∈M, η ∈ (1− sM ′(ϕ))H,
F 0ψ,ϕ(x
′ξϕ + ζ) := sM ′(ϕ)x′∗ξψ, x′ ∈M ′, ζ ∈ (1− sM (ϕ))H,
which are closable conjugate linear operators, as shown in the next lemma. Let Sψ,ϕ, Fψ,ϕ be
the closures of S0ψ,ϕ, F
0
ψ,ϕ, respectively. Define
∆ψ,ϕ := S
∗
ψ,ϕSψ,ϕ
and call it the relative modular operator with respect to ψ,ϕ. When ψ = ϕ, we simply write
Sϕ, Fϕ and ∆ϕ for Sϕ,ϕ, Fϕ,ϕ and ∆ϕ,ϕ, respectively, and call ∆ϕ the modular operator with
respect to ϕ. Note that when ϕ is faithful, ∆ϕ here coincides with the modular operator in
Sec. 2.1.
Lemma 12.2. S0ψ,ϕ and F
0
ψ,ϕ are well defined and they are densely-defined and closable
conjugate linear operators.
Proof. Assume that x1ξϕ + η1 = x2ξϕ + η2 for xi ∈ M and ηi ∈ (1 − sM ′(ϕ))H. Since
(x1 − x2)ξϕ = η2 − η1 = 0 is in sM ′(ϕ)H ∩ (1 − sM ′(ϕ))H = {0}, one has (x1 − x2)ξϕ = 0,
which implies that x1sM (ϕ) = x2sM(ϕ) so that sM (ϕ)x
∗
1ξψ = sM (ϕ)x
∗
2ξψ. Hence S
0
ψ,ϕ is
well defined and similarly for F 0ψ,ϕ. It is clear that S
0
ψ,ϕ and F
0
ψ,ϕ are conjugate linear and
densely-defined. For every x ∈ M , η ∈ (1 − sM ′(ϕ))H and x
′ ∈ M ′, ζ ∈ (1 − sM(ϕ))H, one
has
〈S0ψ,ϕ(xξϕ + η), x
′ξϕ + ζ〉 = 〈sM (ϕ)x∗ξψ, x′ξϕ + ζ〉 = 〈x∗ξψ, x′ξϕ〉 = 〈x′∗ξψ, xξϕ〉
= 〈sM ′(ϕ)x
′∗ξψ, xξϕ + η〉 = 〈F 0ψ,ϕ(x
′ξϕ + ζ), xξϕ + η〉.
Since S0ψ,ϕ and F
0
ψ,ϕ are densely-defined, the above equality implies that so are S
0∗
ψ,ϕ and F
0∗
ψ,ϕ
and hence S0ψ,ϕ and F
0
ψ,ϕ are closable.
Proposition 12.3. For every ψ,ϕ ∈M+∗ the following hold:
(1) The support projection of ∆ψ,ϕ := S
∗
ψ,ϕSψ,ϕ is sM(ψ)sM ′(ϕ).
(2) Sψ,ϕ = F
∗
ψ,ϕ and Fψ,ϕ = S
∗
ψ,ϕ.
(3) Sψ,ϕ = J∆
1/2
ψ,ϕ (the polar decomposition).
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(4) ∆−1ϕ,ψ = J∆ψ,ϕJ , where ∆
−1
ψ,ϕ is defined with restriction to the support.
Proof. First, assume that ψ = ϕ. Let e := sM (ϕ), e
′ := sM ′(ϕ) and q := ee′ = eJeJ . By
Proposition 3.8, (qMq, qH, qJq, qP) is a standard form of qMq ∼= eMe. Define ϕ ∈ (qMq)+∗
by ϕ(qxq) := ϕ(exe) for x ∈ M , whose vector representative is ξϕ = qξϕ ∈ qP. Note that
ξϕ is cyclic and separating for qMq on qH. Let ∆ϕ and Jϕ be the modular operator and
the modular conjugation with respect to ϕ. Since Sϕ((1 − e)xξϕ) = ex
∗(1 − e)ξϕ = 0 for all
x ∈M , note that Sϕ|(1−e)e′H = 0 as well as Sϕ|(1−e′)H = 0. Since (1− e′) + (1− e)e′ = 1− q,
we find that Sϕ|(1−q)H = 0, and similarly Fϕ|(1−q)H = 0. For every x ∈M , qxqξϕ = exξϕ and
Sϕ(qxqξϕ) = qx
∗qξϕ = ex∗ξϕ = Sϕ(xξϕ) = Sϕ(qxqξϕ).
Also, for every x′ ∈M ′, qx′qξϕ = e′x′ξϕ and
Fϕ(qx
′qξϕ) = qx′∗qξϕ = e′x′∗ξϕ = Fϕ(x′ξϕ) = Fϕ(qx′qξϕ).
Therefore, we find that
Sϕ = Sϕ ⊕ 0, Fϕ = Fϕ ⊕ 0, so ∆ϕ = ∆ϕ ⊕ 0
on the decomposition H = qH ⊕ (1 − q)H. Hence the support projection of ∆ϕ is q. Since
Jϕ = qJq by Proposition 3.10, we have
Sϕ = Jϕ∆
1/2
ϕ ⊕ 0 = (Jq ⊕ J(1− q))(∆
1/2
ϕ ⊕ 0) = J∆
1/2
ϕ .
So (1) and (3) in this case hold. Furthermore, (2) and (4) follow from those properties of Sϕ,
Fϕ and ∆ϕ, see Lemma 2.1 and Remark 2.9.
Next, prove the case of general ψ,ϕ. Let M (2) := M ⊗ M2, whose standard form
(M (2),H(2), J (2),P(2)) was described in Example 3.11. Define θ ∈ (M (2))+∗ to be the bal-
anced functional of ϕ,ψ similar to (7.1), i.e., θ
([
x11 x12
x21 x22
])
:= ϕ(x11) + ψ(x22), whose
vector representative in P(2) is
ξθ =
[
ξϕ 0
0 ξψ
]
=

ξϕ
0
0
ξψ
 .
It is clear that sM (2)(θ) =
[
sM (ϕ) 0
0 sM (ψ)
]
or in the 4× 4 form,
sM (2)(θ) =

sM(ϕ) 0 0 0
0 sM (ϕ) 0 0
0 0 sM (ψ) 0
0 0 0 sM (ψ)
 , (12.1)
and also by (3.6),
s(M (2))′(θ) = J
(2)sM (2)(θ)J
(2) =

sM ′(ϕ) 0 0 0
0 sM ′(ψ) 0 0
0 0 sM ′(ϕ) 0
0 0 0 sM ′(ψ)
 , (12.2)
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Furthermore, in view of (3.4), S0θ is defined as
S0θ


x11 0 x12 0
0 x11 0 x12
x21 0 x22 0
0 x22 0 x22


ξϕ
0
0
ξψ
+

η11
η12
η21
η22

 = sM (2)(θ)

x∗11 0 x
∗
21 0
0 x∗11 0 x
∗
21
x∗12 0 x
∗
22 0
0 x∗12 0 x
∗
22


ξϕ
0
0
ξψ
 ,
that is,
S0θ

x11ξϕ + η11
x12ξψ + η12
x21ξϕ + η21
x22ξψ + η22
 =

sM (ϕ)x
∗
11ξϕ
sM (ϕ)x
∗
21ξψ
sM (ψ)x
∗
12ξϕ
sM(ψ)x
∗
22ξψ
 , xij ∈M,

η11
η12
η21
η22
 ∈ (1− s(M (2))′(θ))H(2).
Therefore, extending (3.5) (also (7.4)) we find that the closure of S0θ is
Sθ =

Sϕ 0 0 0
0 0 Sψ,ϕ 0
0 Sϕ,ψ 0 0
0 0 0 Sψ
 (12.3)
and so ∆θ is written as
∆θ =

S∗ϕSϕ 0 0 0
0 S∗ϕ,ψSϕ,ψ 0 0
0 0 S∗ψ,ϕSψ,ϕ 0
0 0 0 S∗ψSψ
 =

∆ϕ 0 0 0
0 ∆ϕ,ψ 0 0
0 0 ∆ψ,ϕ 0
0 0 0 ∆ψ
 . (12.4)
On the other hand, in view of (3.4) and (3.6) note that J (2)XJ (2) for X =
[
x11 x12
x21 x22
]
∈M (2)
is represented in the 4× 4 form as
J (2)XJ (2) =

Jx11J Jx12J 0 0
Jx21J Jx22J 0 0
0 0 Jx11J Jx12J
0 0 Jx21J Jx22J
 .
Hence, F 0θ is defined by
F 0θ


x′11 x
′
12 0 0
x′21 x
′
22 0 0
0 0 x′11 x
′
12
0 0 x′21 x
′
22


ξϕ
0
0
ξψ
+

ζ11
ζ12
ζ21
ζ22

 = s(M (2))′(θ)

x′∗11 x
′∗
21 0 0
x′∗12 x
′∗
22 0 0
0 0 x′∗11 x
′∗
21
0 0 x′∗12 x
′∗
22


ξϕ
0
0
ξψ

for x′∗ij ∈M
′ and

ζ11
ζ12
ζ21
ζ22
 ∈ (1− sM (2)(θ))H(2), from which we find that the closure of F 0θ is
Fθ =

Fϕ 0 0 0
0 0 Fϕ,ψ 0
0 Fψ,ϕ 0 0
0 0 0 Fψ
 . (12.5)
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Now, the assertions (1)–(4) of the proposition follow from those (applied to θ) in the case
ψ = ϕ proved previously. That is, (1) is seen by (12.4), (12.1) and (12.2); (2) is seen by
(12.3) and (12.5); (3) follows from (12.3), (3.6) and (12.4); and (4) follows from (12.4) and
(3.6).
Example 12.4. (1) LetM = L∞(X,µ) as in Example 3.6 (1). For every ψ,ϕ ∈ L1(X,µ)+ ∼=
M+∗ , it is easy to verify that ∆ψ,ϕ is the multiplication of 1{ϕ>0}(ψ/ϕ), which is the Radon-
Nikodym derivative of ψ dµ with respect to ϕdµ (restricted on the support of ϕ) in the
classical sense.
(2) Let M = B(H) as in Example 3.6 (2). For every ψ,ϕ ∈ B(H)+∗ we have the density
operators (positive trace-class operators) Dψ,Dϕ such that ϕ(x) = TrDϕx for x ∈ B(H) and
similarly for Dψ. Let Dψ =
∑
a>0 aPa and Dϕ =
∑
b>0 bQb be the spectral decompositions
of Dψ,Dϕ, where Pa and Qb are finite-dimensional orthogonal projections. Then the relative
modular operators ∆ψ,ϕ on C2(H) is given as
∆ψ,ϕ = LDψRD−1ϕ =
∑
a>0, b>0
ab−1LPaRQb , (12.6)
where L[−] and R[−] denote the left and the right multiplications and D−1ϕ is the generalized
inverse of Dϕ.
In the rest of the subsection we discuss a bit more about relative modular operators in
the standard form on Haagerup’s L2(M). The next lemma (due to Kosaki [37]) gives the
description of the modular automorphism group σϕt in terms of the element hϕ in L
1(M)
corresponding to ϕ ∈M+∗ .
Lemma 12.5. For every ϕ ∈M+∗ let σ
ϕ
t be the modular automorphism group with respect to
ϕ|s(ϕ)Ms(ϕ), where s(ϕ) us the M -support of ϕ. Then
σϕt (x) = h
it
ϕxh
−it
ϕ , x ∈ s(ϕ)Ms(ϕ), t ∈ R, (12.7)
where hitϕ is defined with restriction to the support of hϕ (note that s(hϕ) = s(ϕ)).
Proof. First, assume that ϕ is faithful. Define αt(x) := h
it
ϕxh
−it
ϕ for x ∈M and t ∈ R. Since
θs(αt(x)) = θs(h
it
ϕ)θs(x)θs(h
−it
ϕ ) = (e
−isthϕ)x(eisthϕ) = αt(x), s ∈ R,
it follows that αt(x) ∈M and hence αt is a strongly continuous one-parameter automorphism
group of M . Let x, y ∈M and assume that x is entire α-analytic with the analytic extension
αz(x) (z ∈ C), see, e.g., [5, §2.5.3]. By analytic continuation one can see that h
is
ϕαz(x) =
αz+s(x)h
is
ϕ for all s ∈ R and z ∈ C, which implies further that hϕαz(x) = αz−i(x)hϕ. Since
ϕ(αt(x)y) = tr(hϕαt(x)y) = tr(αt−i(x)hϕy) = ϕ(yαt−i(x)), t ∈ R,
it follows that ϕ satisfies the (σϕt ,−1)-KMS condition for x, y. By a convergence argument
based on Lemma 2.13 one can show that the KMS condition holds for all x, y ∈ M (for
further details see, e.g., [6, p. 82]). Hence Theorem 2.14 implies that σϕt = αt. For general
ϕ ∈ M+∗ let e := s(ϕ). Since hϕ ∈ eL1(M)e corresponds to ϕ|eMe (see Remark 11.31), the
result follows from the above case.
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Before further discussions we here examine Haagerup’s Lp-spaces for M (2) = M ⊗M2.
Take the tensor product ψ0⊗Tr of a faithful semifinite normal weight ψ0 onM and the trace
functional Tr on M2. Then it is immediate to see that σ
ψ0⊗Tr
t = σ
ψ0
t ⊗ id2, where id2 is the
identity map on M2. By looking at the construction of the crossed products N :=M ⋊σψ0 R
and N :=M (2) ⋊σψ0⊗id2 R (see Sec. 10.1), the following are easily seen:
(a) N = N ⊗M2 (so we write N = N
(2)).
(b) The canonical trace on N (2) (= M (2) ⋊σϕ0 R = N ⊗ M2) is τ ⊗ Tr , where τ is the
canonical trace on N .
(c) The dual action on N (2) is θs ⊗ id2 (s ∈ R), where θs is the dual action on N .
Based on these facts we see that N˜ (2) = N˜ ⊗M2 for the spaces N˜ and N˜ (2) of τ -measurable
and τ ⊗ Tr -measurable operators affiliated with N and N (2), respectively. Therefore, for
0 < p ≤ ∞, Haagerup’s Lp-space
Lp(M (2)) := {a ∈ N˜ (2) = N˜ ⊗M2 : (θs ⊗ id2)(a) = e
−s/pa, s ∈ R}
is written as
Lp(M (2)) = Lp(M)⊗M2 =
{
a =
[
a11 a12
a21 a22
]
: aij ∈ L
p(M), i, j = 1, 2
}
,
and its positive part is (Lp(M) ⊗M2) ∩ N˜ (2)+. In particular, L
2(M (2)) = L2(M) ⊗M2 is
viewed as the Hilbert space tensor product of L2(M) and M2 with the Hilbert-Schmidt inner
product. Moreover, by closely looking at the construction of the functional tr, we notice the
following:
(d) The tr-functional on L1(M (2)) = L1(M) ⊗M2 is tr ⊗ Tr , where tr is the tr-functional
on L1(M).
In this way, the standard form of M (2) = M ⊗M2 is given in terms of Haagerup’s L
2-space
(more specifically than Example 3.11) as
(M ⊗M2, L
2(M)⊗M2, J =
∗, (L2(M)⊗M2)+),
where [xij ]
2
i,j=1 ∈ M ⊗M2 acts on L
2(M) ⊗M2 as the left multiplication as 2 × 2 matrices[
x11 x12
x21 x22
] [
ξ11 ξ12
ξ21 ξ22
]
and J = ∗ is the matrix ∗-operation
[
ξ11 ξ12
ξ21 ξ22
]∗
=
[
ξ∗11 ξ
∗
21
ξ∗12 ξ
∗
22
]
for
[ξij]
2
i,j=1 ∈ L
2(M)⊗M2.
Proposition 12.6. Let ψ,ϕ ∈M+∗ with corresponding hψ, hϕ ∈ L1(M). Then:
∆itψ,ϕξ = h
it
ψξh
−it
ϕ , ξ ∈ L
2(M), t ∈ R, (12.8)
∆pψ,ϕxh
1/2
ϕ = h
p
ψxh
1
2
−p
ϕ , x ∈M, 0 ≤ p ≤ 1/2, (12.9)
with the convention that h0ψ = s(ψ), h
0
ϕ = s(ϕ) and ∆
0
ψ,ϕ = s(ψ)Js(ϕ)J .
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Proof. Since s(ψ)j(s(ϕ))L2(M) = s(ψ)L2(M)s(ϕ) (see Proposition 12.3 (1)), we may assume
that ξ ∈ s(ψ)L2(M)s(ϕ) and x ∈ s(ψ)Ms(ϕ). First, assume that ψ = ϕ. Since ∆ϕh
1/2
ϕ = h
1/2
ϕ
and so ∆itϕh
1/2
ϕ = h
1/2
ϕ , for every x ∈ s(ϕ)Ms(ϕ) and t ∈ R one has
∆itϕ(xh
1/2
ϕ ) = ∆
it
ϕx∆
−it
ϕ h
1/2
ϕ = σ
ϕ
t (x)h
1/2
ϕ = h
it
ϕxh
−it
ϕ h
1/2
ϕ = h
it
ϕ(xh
1/2
ϕ )h
−it
ϕ (12.10)
thanks to Lemma 12.5. Since s(ϕ)Mh
1/2
ϕ is dense in s(ϕ)L2(M)s(ϕ), the above implies (12.8)
in the case ψ = ϕ. Since xh
1/2
ϕ ∈ D(∆
1/2
ϕ ), Theorem A.7 of Appendix A implies that there
is an s(ϕ)L2(H)s(ϕ)-valued strongly continuous function f on 0 ≤ Im z ≤ 1/2, analytic in
0 < Re z < 1/2, such that f(it) = ∆itϕ(xh
1/2
ϕ ), t ∈ R. On the other hand, consider the
function g(z) := h
1
2
+z
ϕ xh
1
2
−z
ϕ for −1/2 < Re z < 1/2. For z = r + it with −1/2 < r < 1/2 we
write
g(r + it) = h
1
2
+r
ϕ h
it
ϕxh
−it
ϕ h
1
2
−r
ϕ = h
1
2
+r
ϕ σ
ϕ
t (x)h
1
2
−r
ϕ
thanks to Lemma 12.5 again. Hence g(z) ∈ s(ϕ)L1(M)s(ϕ) for −1/2 < Re z < 1/2 by
Theorem 11.22 (while it is immediately seen by applying θs). Moreover, from Lemma 11.17
and Theorem 11.25 (c) it follows that g(z) is an s(ϕ)L1(M)s(ϕ)-valued analytic function in
−1/2 < Re z < 1/2. For every y ∈ s(ϕ)Ms(ϕ) note that
tr(yg(it)) = tr(yh1/2ϕ σ
ϕ
t (y)h
1/2
ϕ )
= tr(yh1/2ϕ ∆
it
ϕ(xh
1/2
ϕ )) (by (12.10))
= tr(yh1/2ϕ f(it)), t ∈ R.
By analytic continuation this implies that tr(yg(z)) = tr(yh
1/2
ϕ f(z)) for all z with 0 ≤ Re z <
1/2. Taking z = p with 0 ≤ p < 1/2 one has
tr(yh1/2ϕ h
p
ϕxh
1
2
−p
ϕ ) = tr(yh
1/2
ϕ ∆
p
ϕ(xh
1/2
ϕ )), 0 ≤ p < 1/2.
Noting that hpϕxh
1
2
−p
ϕ and ∆
p
ϕ(xh
1/2
ϕ ) are in s(ϕ)L2(M)s(ϕ) and s(ϕ)Mh
1/2
ϕ is dense in
s(ϕ)L2(M)s(ϕ), we see that (12.9) holds for 0 ≤ p < 1/2 in the case ψ = ϕ. When p = 1/2,
note that ∆
1/2
ϕ xh
1/2
ϕ = J(s(ϕ)xh
1/2
ϕ ) = h
1/2
ϕ xs(ϕ).
Next, prove the case of general ψ,ϕ. Define the balanced functional θ ∈ (M (2))+∗ as in the
proof of Proposition 12.3. From the previous case ψ = ϕ applied to θ we have
∆itθ Ξ = h
it
θ Ξh
−it
θ , Ξ ∈ L
2(M (2)), t ∈ R,
∆
p/2
θ Xh
1/2
θ = h
p
θXh
1
2
−p
θ , X ∈M
(2), 0 ≤ p ≤ 1/2.
In view of the above description of Lp(M (2)) before the projection, note that the element
of L1(M (2)) corresponding to θ is hθ =
[
hϕ 0
0 hψ
]
. With (12.4) apply the above formulas
to Ξ =
[
0 0
ξ 0
]
with ξ ∈ L2(M) and X =
[
0 0
x 0
]
with x ∈ M ; then (12.8) and (12.9) are
given.
The next theorem gives a somewhat explicit description of the positive powers ∆pψ,ϕ of
∆ψ,ϕ represented on L
2(M). The proof of the part p > 1/2 is indebted to Jencˇova´ [32] while
the part 0 ≤ p ≤ 1/2 is from [28, Lemma A.3].
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Theorem 12.7. For every ψ,ϕ ∈ M+∗ and every p ≥ 0, the domain of ∆
p
ψ,ϕ defined on
L2(M) coincides with
Dp(ψ,ϕ) := {ξ ∈ L
2(M) : hpψξs(ϕ) = ηh
p
ϕ for some η ∈ L
2(M)s(ϕ)},
where hpψξs(ϕ) = ηh
p
ϕ means equality as elements of N˜ , see Sec. 11.1. Moreover, if ξ, η are
given as above, then
∆pψ,ϕξ = ∆
p
ψ,ϕ(ξs(ϕ)) = η. (12.11)
Proof. First, we prove the case 0 ≤ p ≤ 1/2. When p = 0, the result is clear, for ∆0ψ,ϕ =
s(ψ)Js(ϕ)J so that ∆0ψ,ϕξ = s(ψ)ξs(ϕ) for all ξ ∈ L
2(M). So assume that 0 < p ≤ 1/2. Let
ξ ∈ L2(M) and η ∈ L2(M)s(ϕ) be given with hpψξs(ϕ) = ηh
p
ϕ and so s(ϕ)ξ∗hpψ = h
p
ϕη∗. For
every x ∈M one has, thanks to (12.9),
〈ξ,∆pψ,ϕ(xh
1/2
ϕ )〉 =
〈
ξ, hpψxh
1
2
−p
ϕ
〉
= tr
(
s(ϕ)ξ∗hpψxh
1
2
−p
ϕ
)
= tr
(
hpϕη
∗xh
1
2
−p
ϕ
)
= tr(η∗xh1/2ϕ ) (by Proposition 11.20)
= 〈η, xh1/2ϕ 〉.
This immediately extends to
〈ξ,∆pψ,ϕζ〉 = 〈η, ζ〉, ζ ∈Mh
1/2
ϕ + L
2(M)(1 − s(ϕ)).
Since Mh
1/2
ϕ + L2(M)(1 − s(ϕ)) is a core of ∆
1/2
ψ,ϕ, it is also a core of ∆
p
ψ,ϕ for 0 < p ≤ 1/2,
see [2, Lemma 4]. Hence we find that ξ ∈ D(∆pψ,ϕ) and (12.11) holds.
Conversely, assume that ξ ∈ D(∆pψ,ϕ) and ∆
p
ψ,ϕξ = η; then ∆
p
ψ,ϕ(ξs(ϕ)) = η ∈ L
2(M)s(ϕ).
Since Mh
1/2
ϕ + L2(M)(1 − s(ϕ)) is a core of ∆
p
ψ,ϕ, there exists a sequence {xn} in M such
that
‖xnh
1/2
ϕ − ξs(ϕ)‖2 −→ 0, ‖∆
p
ψ,ϕ(xnh
1/2
ϕ )− η‖2 −→ 0.
Let ηn := ∆
p
ψ,ϕ(xnh
1/2
ϕ ); then ηn = h
p
ψxnh
1
2
−p
ϕ thanks to (12.9) again. Hence one has
ηnh
p
ϕ = h
p
ψxnh
1/2
ϕ . (12.12)
By Ho¨lder’s inequality5 one has
‖ηnh
p
ϕ − ηh
p
ϕ‖2/(1+2p) ≤ ‖ηn − η‖2‖h
p
ϕ‖1/p −→ 0, (12.13)
‖hpψxnh
1/2
ϕ − h
p
ψξs(ϕ)‖2/(1+2p) ≤ ‖h
p
ψ‖1/p‖xnh
1/2
ϕ − ξs(ϕ)‖2 −→ 0. (12.14)
Combining (12.12)–(12.14) gives hpψξs(ϕ) = ηh
p
ϕ. Thus, D(∆
p
ψ,ϕ) = Dp(ψ,ϕ) has been shown
in the case 0 ≤ p ≤ 1/2.
Define
D∞(ψ,ϕ) :=
{
ξ ∈ L2(M) : t ∈ R 7→ ∆itψ,ϕξ ∈ L
2(M) extends to an entire function
}
.
5 Unfortunately, this version of Ho¨lder’s inequality is not proved in these lecture notes, see Remark 11.23.
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By a familiar regularization technique with Gaussian kernels (as in the proof of Lemma 2.13
and also used in the last part of the proof here), it is seen that D∞(ψ,ϕ) is dense in L2(M)
and is a core of ∆pψ,ϕ for any p ≥ 0. Let ξ ∈ D∞(ψ,ϕ). By Lemma 11.17 and Theorem
11.25 (c) we see that the N˜-valued functions z 7→ hzψξs(ϕ) and z 7→ (∆
z
ψ,ϕξ)h
z
ϕ are analytic
in Re z > 0. By the above proved case these functions coincide for z = p ∈ (0, 1/2], so they
must be equal for all z with Re z > 0. This shows that D∞(ψ,ϕ) ⊂ Dp(ψ,ϕ) for all p > 0
and (12.11) holds with η = ∆pψ,ϕξ for every ξ ∈ D∞(ψ,ϕ) and any p > 0.
Now, let p > 1/2 and let Tp be the operator with domain Dp(ψ,ϕ) defined by Tpξ := η,
which is clearly a linear operator on L2(M) (note here that η ∈ L2(M)s(ϕ) is uniquely
determined for each ξ ∈ Dp(ψ,ϕ)). By the previous paragraph note that Tpξ = ∆
p
ψ,ϕξ for
all ξ ∈ D∞(ψ,ϕ). Let us show that Tp is a closed operator with a core D∞(ψ,ϕ). Then the
result follows, for D∞(ψ,ϕ) is also a core of ∆
p
ψ,ϕ.
So let {ξn} be a sequence in Dp(ψ,ϕ) such that ξn → ξ and Tpξn → η in L
2(M). Then
by Theorem 11.25 (c), ξn → ξ and Tpξn → η in N˜ . Hence, from Theorem 4.12 it follows that
hpψξs(ϕ) = limn
hpψξns(ϕ) = limn
(Tpξn)h
p
ϕ = ηh
p
ϕ
in N˜ with the measure topology, so that ξ ∈ Dp(ψ,ϕ) and Tpξ = η. Hence Tp is closed. To
show that D∞(ψ,ϕ) is a core of Tp, let ξ ∈ Dp(ψ,ϕ) and η = Tpξ. For n ∈ N set
ξn :=
√
n
π
∫ ∞
−∞
e−nt
2
∆itψ,ϕξ dt+ ξ(1− s(ϕ)),
ηn :=
√
n
π
∫ ∞
−∞
e−nt
2
∆itψ,ϕη dt.
Then ξn ∈ D∞(ψ,ϕ) and ξn → ξ, ηn → η in L2(M). By (12.8) note that
hpψ∆
it
ψ,ϕξ = h
it
ψh
p
ψξh
−it
ϕ = h
it
ψηh
p
ϕh
−it
ϕ = (∆
it
ψ,ϕη)h
p
ϕ, t ∈ R. (12.15)
For each n, to see that Tpξn = ηn, one can take sequences ξn,k, ηn,k (k ∈ bN) of Riemann
sums
ξn,k :=
√
n
π
mk∑
l=1
(
t
(k)
l − t
(k)
l−1
)
e−n
(
t
(k)
l
)2
∆
it
(k)
l
ψ,ϕ ξ + ξ(1− s(ϕ)),
ηn,k :=
√
n
π
mk∑
l=1
(
t
(k)
l − t
(k)
l−1
)
e−n
(
t
(k)
l
)2
∆
it
(k)
l
ψ,ϕ η,
with −∞ < t
(k)
0 < t
(k)
1 < · · · < t
(k)
mk <∞, such that ‖ξn,k − ξn‖2 → 0 and ‖ηn,k − ηn‖2 → 0 as
k →∞. Then it follows from (12.15) that
hpψξns(ϕ) = limk
hpψξn,ks(ϕ) = limk
ηn,kh
p
ϕ = ηnh
p
ϕ
in N˜ , so that Tpξn = ηn for all n. Hence D∞(ψ,ϕ) is a core of Tp, as desired.
Remark 12.8. For the case p = 1, Theorem 12.7 says that ∆ψ,ϕξ = η when ξ, η ∈ L
2(M)
satisfy hψξs(ϕ) = ηhϕ with ηs(ϕ) = η. The condition might be formally written as η =
hψξh
−1
ϕ , so we may write ∆ψ,ϕ = LhψRh−1ϕ in a formal sense. This is the same expression as
in (12.6).
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12.2 Connes’ cocycle derivatives (cont.)
In this section, as a continuation of Sec. 7.2, we discuss more about Connes’ cocycle derivatives
here restricted to bounded functionals ϕ,ψ ∈M+∗ while not necessarily faithful unlike Sec. 7.2.
For each ϕ,ψ ∈ M+∗ consider the balanced functional θ = θ(ϕ,ψ) on M (2) = M ⊗M2
defined by θ
(∑2
i,j=1 xij ⊗ eij
)
:= ϕ(x11) + ψ(x22), xij ∈ M , where eij (i, j = 1, 2) are the
matrix units of M2(C). The θ has already been treated in the proof of Proposition 12.3.
Since the support projection of θ is s(θ) = s(ϕ) ⊗ e11 + s(ψ) ⊗ e22, note that [xij ]
2
i,j=1 =∑2
i,j=1 xij ⊗ eij ∈M
(2) belongs to s(θ)M (2)s(θ) if and only if
x11 ∈ s(ϕ)Ms(ϕ), x12 ∈ s(ϕ)Ms(ψ), x21 ∈ s(ψ)Ms(ϕ), x22 ∈ s(ψ)Ms(ψ). (12.16)
We then define the modular automorphism group σθt on s(θ)Ns(θ) as well as σ
ϕ
t on s(ϕ)Ms(ϕ)
and σψt on s(ψ)Ms(ψ).
Lemma 12.9. Let ϕ, ψ and θ be as above.
(1) s(ϕ)⊗ e11, s(ψ)⊗ e22 ∈ (s(θ)Ns(θ))
θ (the centralizer of θ|s(θ)Ns(θ), see Definition 2.15).
(2) σθt (x⊗ e11) = σ
ϕ
t (x)⊗ e11 for all x ∈ s(ϕ)Ms(ϕ) and t ∈ R.
(3) σθt (x⊗ e22) = σ
ψ
t (x)⊗ e11 for all x ∈ s(ψ)Ms(ψ) and t ∈ R.
(4) σθt (s(ψ)Ms(ϕ) ⊗ e21) ⊂ s(ψ)Ms(ϕ) ⊗ e21.
Proof. (1) Note that, for every [xij ] ∈ s(θ)Ns(θ),
θ
([
s(ϕ) 0
0 0
] [
x11 x12
x21 x22
])
= ϕ(s(ϕ)x11) = ϕ(x11s(ϕ)) = θ
([
x11 x12
x21 x22
] [
s(ϕ) 0
0 0
])
and similarly
θ
([
0 0
0 s(ψ)
] [
x11 x12
x21 x22
])
= θ
([
x11 x12
x21 x22
] [
0 0
0 s(ψ)
])
.
Hence (1) follows.
(2) By (1) with Proposition 2.16 there is a strongly* continuous automorphism group αt
on s(ϕ)Ms(ϕ) such that
σθt (x⊗ e11) = αt(x)⊗ e11, x ∈ s(ϕ)Ms(ϕ), t ∈ R.
When x, y ∈ s(ϕ)Ms(ϕ), the KMS condition of θ for σθt with x⊗ e11 and y⊗ e11 induces that
of ϕ for αt with x and y. Hence Theorem 2.14 implies that αt = σ
ϕ
t on s(ϕ)Ms(ϕ).
(3) is similar to (2).
(4) For every x ∈ s(ψ)Ms(ϕ), by (1) with Proposition 2.16 we have
σθt
([
0 0
x 0
])
= σθt
([
0 0
0 s(ψ)
] [
0 0
x 0
] [
s(ϕ) 0
0 0
])
=
[
0 0
0 s(ψ)
]
σθt
([
0 0
x 0
])[
s(ϕ) 0
0 0
]
∈ s(ψ)Ms(ϕ) ⊗ e21.
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Definition 12.10. Let ϕ,ψ ∈ M+∗ and θ = θ(ϕ,ψ). By Lemma 12.9 (4) there exists a
strongly* continuous map t ∈ R 7→ ut ∈ s(ψ)Ms(ϕ) such that
σθt (s(ψ)s(ϕ) ⊗ e21) = ut ⊗ e21, t ∈ R.
The map t 7→ ut is called Connes’ cocycle (Radon-Nikodym) derivative of ψ with respect to
ϕ, and denoted by (Dψ : Dϕ)t. Note that the definition here extends Definition 7.7 when
ϕ,ψ are faithful.
The next proposition specifies the relation between Connes’ cocycle derivative (Dψ : Dϕ)t
and Araki’s relative modular operator ∆ψ,ϕ.
Proposition 12.11. For every ϕ,ψ ∈M+∗ ,
(Dψ : Dϕ)tJs(ϕ)J = ∆
it
ψ,ϕ∆
−it
ϕ , (12.17)
(Dψ : Dϕ)tJs(ψ)J = ∆
it
ψ∆
−it
ϕ,ψ, (12.18)
(Dψ : Dϕ)t∆
it
ϕ = ∆
it
ψ,ϕ (12.19)
for all t ∈ R.
Proof. Consider the balanced functional θ = θ(ϕ,ψ) on M (2) = M ⊗M2 and the associated
∆θ represented in the standard form of M
(2) as described in Example 3.11 and in the proof
of Proposition 12.3. From (12.1) and (12.2) the support projection of ∆θ is
s(∆θ) =

s(ϕ)Js(ϕ)J 0 0 0
0 s(ϕ)Js(ψ)J 0 0
0 0 s(ψ)Js(ϕ)J 0
0 0 0 s(ψ)Js(ψ)J
 . (12.20)
For every X = [xij] ∈ s(θ)M
(2)s(θ) (see (12.16)) we write
σθt (X) = ∆
it
θ

x11 0 x12 0
0 x11 0 x12
x21 0 x22 0
0 x21 0 x22
∆−itθ
=

∆itϕx11∆
−it
ϕ 0 ∆
it
ϕx12∆
−it
ψ,ϕ 0
0 ∆itϕ,ψx11∆
−it
ϕ,ψ 0 ∆
it
ϕ,ψx12∆
−it
ψ
∆itψ,ϕx21∆
−it
ϕ 0 ∆
it
ψ,ϕx22∆
−it
ψ,ϕ 0
0 ∆itψx21∆
−it
ϕ,ψ 0 ∆
it
ψx22∆
−it
ψ
 . (12.21)
In articular, letting X = s(ψ)s(ϕ) ⊗ e21 we find that
(Dψ : Dϕ)t|s(ϕ)Js(ϕ)J = ∆
it
ψ,ϕs(ψ)s(ϕ)∆
−it
ϕ |s(ϕ)Js(ϕ)J ,
(Dψ : Dϕ)t|s(ϕ)Js(ψ)J = ∆
it
ψs(ψ)s(ϕ)∆
−it
ϕ,ψ |s(ϕ)Js(ψ)J ,
where s(ϕ)Js(ϕ)J and s(ϕ)Js(ψ)J arise from (12.20). By taking account of the supports of
∆ψ,ϕ, ∆ϕ, ∆ψ and ∆ϕ,ψ we have (12.17) and (12.18). It is immediate to see that (12.17)
gives (12.19) as well.
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Remark 12.12. Since x ∈ s(ϕ)Ms(ϕ) 7→ xJs(ϕ)J ∈ s(ϕ)Ms(ϕ)Js(ϕ)J is a *-isomorphism
and (Dψ : Dϕ)t ∈ s(ψ)Ms(ϕ), from (12.17) and (12.18) we may a bit roughly write
(Dψ : Dϕ)t = ∆
it
ψ,ϕ∆
−it
ϕ if s(ψ) ≤ s(ϕ),
(Dψ : Dϕ)t = ∆
it
ψ∆
−it
ϕ,ψ if s(ϕ) ≤ s(ψ),
Similarly, from (12.21) we may also write
σψt (x) = ∆
it
ψ,ϕx∆
−it
ψ,ϕ, x ∈ s(ψ)Ms(ψ), if s(ψ) ≤ s(ϕ).
We next show the expression of (Dψ : Dϕ)t in terms of Haagerup’s L
1(M)-elements,
which is quite convenient to derive properties of Connes’ cocycle derivative.
Lemma 12.13. Let ψ,ϕ ∈M+∗ with corresponding hψ, hϕ ∈ L1(M). Then:
(Dψ : Dϕ)t = h
it
ψh
−it
ϕ , t ∈ R, (12.22)
with the same convention as in Lemma 12.5 and Proposition 12.6.
Proof. In view of the description of Lp(M ⊗M2) before Proposition 12.6, since the element
of L1(N) corresponding to θ(ϕ,ψ) is hθ =
[
hϕ 0
0 hψ
]
, it follows from (12.7) that, for [xij ] ∈
s(θ)Ns(θ),
σθt
([
x11 x12
x21 x22
])
=
[
hϕ 0
0 hψ
]it [
x11 x12
x21 x22
] [
hϕ 0
0 hψ
]−it
=
[
hitϕx11h
−it
ϕ h
it
ϕx12h
−it
ψ
hitψx21h
−it
ϕ h
it
ψx22h
−it
ψ
]
, t ∈ R. (12.23)
Therefore, [
0 0
(Dψ : Dϕ)t 0
]
= σθt
([
0 0
s(ψ)s(ϕ) 0
])
=
[
0 0
hitψh
−it
ϕ 0
]
so that (12.22) follows.
Remark 12.14. Indeed, the assertions of Lemma 12.9 are immediately seen from the ex-
pression in (12.23) and Lemma 12.5.
Example 12.15. Assume thatM is a semifinite von Neumann algebra with a faithful semifi-
nite normal trace τ . As explained in Example 11.11, the Haagerup L1-space L1(M) in this
case is identified with the conventional L1-space L1(M, τ) with respect to τ . More precisely,
for each ϕ ∈M∗, hϕ in L1(M) and the Radon-Nikodym derivative dϕdτ ∈ L
1(M, τ) are in the
relation that hϕ =
dψ
dτ ⊗ e
−t. Hence, for every ϕ,ψ ∈M+∗ we have
(Dψ : Dϕ)t =
(
dψ
dτ
)it(dϕ
dτ
)−it
.
In particular, when B = B(H) with the usual trace Tr , (Dψ : Dϕ)t = D
it
ψD
−it
ϕ where Dϕ,Dψ
are the density (trace-class) operators representing ϕ,ψ ∈ B(H)+∗ .
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In the following theorems we present important properties of the Connes cocycle derivative
(Dψ : Dϕ)t, which were first given by Connes [10, 11] for the case of the faithful semifinite
normal weights. The properties (ii) and (iv) appeared in Theorem 7.6 for f.s.n. weights ϕ,ψ.
Theorem 12.16. Let ϕ,ψ ∈ M+∗ and assume that s(ψ) ≤ s(ϕ). Then ut := (Dψ : Dϕ)t
satisfies the following properties:
(1) utu
∗
t = s(ψ) = u0 and u
∗
tut = σ
ϕ
t (s(ψ)) for all t ∈ R. In particular, ut’s are partial
isometries with the final projection s(ψ).
(2) us+t = usσ
ϕ
s (ut) for all s, t ∈ R ( cocycle identity).
(3) u−t = σ
ϕ
−t(u
∗
t ) for all t ∈ R.
(4) σψt (x) = utσ
ϕ
t (x)u
∗
t for all t ∈ R and x ∈ s(ψ)Ms(ψ).
(5) For every x ∈ s(ϕ)Ms(ψ) and y ∈ s(ψ)Ms(ϕ), there exists a continuous bounded
function F on 0 ≤ Im z ≤ 1, that is analytic in 0 < Im z < 1, such that
F (t) = ψ(utσ
ϕ
t (y)x), F (t+ i) = ϕ(xutσ
ϕ
t (y)), t ∈ R.
Furthermore, ut (t ∈ R) is uniquely determined by a strongly* continuous map t ∈ R 7→ ut ∈
M satisfying the above (1), (2), (4) and (5). (Note that (3) follows from (1) and (2).)
Proof. First note that s(hψ) = s(ψ) ≤ s(ϕ) = s(hϕ). In the proof below we repeatedly use
(12.22) as well as (12.7). We compute
utu
∗
t = (h
it
ψh
−it
ϕ )(h
it
ψh
−it
ϕ )
∗ = hitψh
−it
ϕ h
it
ϕh
−it
ψ = h
it
ψs(ϕ)h
−it
ψ = h
it
ψh
−it
ψ = s(ψ),
u0 = s(ψ)s(ϕ) = s(ψ),
u∗tut = h
it
ϕh
−it
ψ h
it
ψh
−it
ϕ = h
it
ϕs(ψ)h
−it
ϕ = σ
ϕ
t (s(ψ)),
usσ
ϕ
s (ut) = h
is
ψh
−is
ϕ h
is
ϕh
it
ψh
−it
ϕ h
is
ϕ = h
i(s+t)
ψ h
−i(s+t)
ϕ = us+t,
σϕ−t(u
∗
t ) = h
−it
ϕ h
it
ϕh
−it
ψ h
it
ϕ = h
−it
ψ h
it
ϕ = u−t,
and for any x ∈ s(ψ)Ms(ψ),
utσ
ϕ
t (x)u
∗
t = h
it
ψh
−it
ϕ h
it
ϕxh
−it
ϕ h
it
ϕh
−it
ψ = h
it
ψxh
−it
ψ = σ
ψ
t (x).
Hence all the properties in (1)–(4) have been shown.
(5) Let x ∈ s(ϕ)Ms(ψ) and y ∈ s(ψ)Ms(ϕ). When X = x ⊗ e12 and Y = y ⊗ e21, we
write by (12.23)
θ(σθt (Y )X) = θ
([
0 0
0 hitψyh
−it
ϕ x
])
= θ
([
0 0
0 utσ
ϕ
t (y)x
])
= ψ(utσ
ϕ
t (y)x),
θ(Xσθt (Y )) = θ
([
xhitψyh
−it
ϕ 0
0 0
])
= θ
([
xutσ
ϕ
t (y) 0
0 0
])
= ϕ(xutσ
ϕ
t (y)).
Hence the assertion follows from the KMS condition of θ for σθ.
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To prove the unicity assertion, assume that t ∈ R 7→ ut ∈ M is a strongly* continuous
map satisfying (1)–(4). For each t ∈ R define a map σt from s(θ)Ns(θ) into itself by
σt
([
x11 x12
x21 x22
])
:=
[
σϕt (x11) σ
ϕ
t (x12)u
∗
t
utσ
ϕ
t (x21) σ
ψ
t (x22)
]
=
[
1 0
0 ut
] [
σϕt (x11) σ
ϕ
t (x12)u
∗
t
utσ
ϕ
t (x21) σ
ϕ
t (x22)
] [
1 0
0 u∗t
]
for [xij ] ∈ s(θ)Ns(θ), where the last equality is due to (4). For X = [xij ], Y = [yij] ∈
s(θ)Ns(θ) we find by (1) and (2) that σt(X)σt(Y ) = σt(XY ), σt(X)
∗ = σt(X∗), σ0(X) = X
and
σs(σt(X)) =
[
σϕs (σ
ϕ
t (x11)) σ
ϕ
s (σ
ϕ
t (x12)u
∗
t )u
∗
s
usσ
ϕ
s (utσ
ϕ
t (x21)) usσ
ϕ
s (utσ
ϕ
t (x22)u
∗
t )u
∗
s
]
=
[
σϕs+t(x11) σ
ϕ
s+t(x12)u
∗
s+t
us+tσ
ϕ
s+t(x21) us+tσ
ϕ
s+t(x22)u
∗
s+t
]
= σs+t(X).
Hence σt (t ∈ R) is a strongly* continuous one-parameter automorphism group on s(θ)Ns(θ).
Furthermore, we write
θ(σt(Y )X) = θ
([
σϕt (y11) σ
ϕ
t (y12)u
∗
t
utσ
ϕ
t (y21) σ
ψ
t (y12)
] [
x11 x12
x21 x22
])
= ϕ(σϕt (y11)x11) + ϕ(σ
ϕ
t (y12)u
∗
tx21) + ψ(utσ
ϕ
t (y21)x12) + ψ(σ
ψ
t (y22)x22),
θ(Xσt(Y )) = ϕ(x11σ
ϕ
t (y11)) + ψ(x21σ
ϕ
t (y12)u
∗
t ) + ϕ(x21utσ
ϕ
t (y21)) + ψ(x22σ
ψ
t (y22)).
By property (v) there are continuous bounded functions F,G on 0 ≤ Im z ≤ 1, that are
analytic in 0 < Im z < 1, such that
F (t) = ψ(utσ
ϕ
t (y21)x12), F (t+ i) = ϕ(x12utσ
ϕ
t (y21)),
G(t) = ψ(utσ
ϕ
t (y
∗
12)x
∗
21), G(t+ i) = ϕ(x
∗
21utσ
ϕ
t (y
∗
12)).
Set G˜(z) := G(z + i) for 0 ≤ Im z ≤ 1, which is continuous bounded on 0 ≤ Im z ≤ 1 and
analytic in 0 < Im z < 1. Then
G˜(t) = G(t+ i) = ϕ(σϕt (y12x
∗
tx21), G(t+ i) = G(t) = ψ(x21σ
ϕ
t (y12)u
∗
t ).
From these boundary conditions with F and G˜ as well as the KMS conditions of ϕ for σϕt
and of ψ for σψt , it follows that θ satisfies the KMS condition for σt. Therefore, Theorem 2.14
implies that σt = σ
θ
t , from which
ut ⊗ e21 = utσ
ϕ
t (s(ψ)) ⊗ e21 = σt(s(ψ) ⊗ e21) = σ
θ
t (s(ψ)⊗ e21) = (Dψ : dϕ)t ⊗ e21
so that ut = (Dψ : Dϕ)t for all t ∈ R.
Proposition 12.17. Let ϕ,ψ, χ ∈M+∗ .
(1) (Dψ : Dϕ)∗t = (Dϕ : Dψ)t for all t ∈ R.
(2) If either s(ψ) ≤ s(ϕ) or s(χ) ≤ s(ϕ), the (Dψ : Dϕ)t(Dϕ : Dχ)t = (Dψ : Dχ)t for all
t ∈ R ( chain rule).
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(3) If s(ψ) ≤ s(ϕ) and s(χ) ≤ s(ϕ), then (Dψ : Dϕ)t = (Dχ : Dϕ)t for all t ∈ R if and
only if ψ = χ.
(4) For every α ∈ Aut(M), (D(ψ ◦ α) : D(ϕ ◦ α))t = α
−1((Dψ : Dϕ)t) for all t ∈ R.
Proof. (1) By Lemma 12.13 one has
(Dψ : Dϕ)∗t = (h
it
ψh
−it
ϕ )
∗ = hitϕh
−it
ψ = (Dϕ;Dψ)t.
(2) Since s(hψ) = s(ψ) ≤ s(ϕ) or s(hχ) = s(χ) ≤ s(ϕ), one has
(Dψ : Dϕ)t(Dϕ : Dχ)t = h
it
ψh
−it
ϕ h
it
ϕh
−it
χ = h
it
ψs(ϕ)h
−it
χ = h
it
ψh
−it
χ = (Dψ : Dχ)t.
(3) Since s(ψ), s(χ) ≤ s(ϕ), one has
(Dψ : Dϕ)t = (Dχ : Dϕ)t for all t ∈ R ⇐⇒ h
it
ψh
−it
ϕ = h
it
χh
−it
ϕ for all t ∈ R
⇐⇒ hitψ = h
it
χ for all t ∈ R
⇐⇒ hψ = hχ ⇐⇒ ψ = χ.
(4) Let θ := θ(ϕ,ψ), the balanced functional on M (2) :=M ⊗M2(C). Note that α⊗ id2 ∈
Aut(M (2)), θ ◦ (α ⊗ id2) = θ(ϕ ◦ α,ψ ◦ α), and s(θ ◦ (α ⊗ id2)) = (α
−1 ⊗ id2)(s(θ)). Hence
α−1⊗ id2 is a *-isomorphism from s(θ)M (2)s(θ) onto s(θ ◦ (α⊗ id2))M (2)s(θ ◦ (α⊗ id2)). As
in Lemma 9.2 (1) (or more directly by using the KMS condition with Theorem 2.14) we have
σ
θ◦(α⊗id2)
t = (α
−1 ⊗ id2) ◦ σθt ◦ (α⊗ id2), t ∈ R.
Therefore, we have
(D(ψ ◦ α) : D(ϕ ◦ α))t ⊗ e21 = σ
θ◦(α⊗id2)
t (s(ψ ◦ α)s(ϕ ◦ α)⊗ e21)
= (α−1 ⊗ id2)(σθt ((α ⊗ id2)(α
−1(s(ψ)s(ϕ)) ⊗ e21)))
= (α−1 ⊗ id2)(σθt (s(ψ)s(ϕ) ⊗ e21)
= α−1((Dψ : Dϕ)t), t ∈ R.
Proposition 12.18. Let ϕ,ψ ∈M+∗ with s(ψ) ≤ s(ϕ). The following conditions are equiva-
lent:
(i) ψ ◦ σϕt = ψ for all t ∈ R;
(ii) (Dψ : Dϕ)t ∈ (s(ϕ)Ms(ϕ))
ϕ (the centralizer of ϕ|s(ϕ)Ms(ϕ)) for all t ∈ R;
(iii) (Dψ : Dϕ)t ∈ (s(ψ)Ms(ψ))
ψ for all t ∈ R;
(iv) t ∈ R 7→ (Dψ : Dϕ)t is a one-parameter group of unitaries in s(ψ)Ms(ψ);
(v) hisψh
it
ϕ = h
it
ϕh
is
ψ for all s, t ∈ R;
(vi) hψhϕ = hϕhψ as elements of N˜ (the τ -measurable operators affiliated with N).
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Proof. First, in view of [48, Theorem VIII.13] one can easily verify that (v) ⇐⇒ (vi) and
they are also equivalent to that all the spectral projections of hψ and hϕ commute.
(i) ⇐⇒ (v). By (12.7), (i) implies that
tr(h−itϕ hψh
it
ϕx) = tr(hψh
it
ϕxh
−it
ϕ ) = tr(hψx), x ∈M, t ∈ R,
so that hitϕhψh
it
ϕ = hψ and hence h
it
ϕ(s(ϕ) + hψ)
−1 = (s(ϕ) + hψ)−1hitϕ in s(ϕ)Ms(ϕ) for all
t ∈ R. This implies (v). The argument can be reversed to see the reverse implication.
(ii) ⇐⇒ (v). By (12.7) and Lemma 12.13, (ii) is rewritten as hisϕ (h
it
ψh
−it
ϕ )h
−is
ϕ = h
it
ψh
−it
ϕ
for all s, t ∈ R, which is equivalent to (v) by multiplying h
i(s+t)
ϕ from the right.
(iii) ⇐⇒ (v). Similarly to the proof of (ii) ⇐⇒ (v), (iii) means that hitψh
−it
ϕ ∈ s(ψ)Ms(ψ)
and hisψ (h
it
ψh
it
ϕ)h
−is
ψ = h
it
ψh
it
ϕ , or equivalently, s(ψ)h
it
ϕh
−is
ψ = h
−is
ψ h
it
ϕ for all s, t ∈ R. Letting
t = 0 in the first condition gives s(ψ)s(ϕ) = s(ψ)s(ϕ)s(ψ) so that s(ψ)s(ϕ) = s(ϕ)s(ψ).
Hence we see that (iii) and (v) are equivalent.
(ii) =⇒ (iv). Let ut := (Dψ : Dϕ)t. From Theorem 12.16 (2) it follows from (ii) that
us+t = usσ
ϕ
s (ut) = usut for all s, t ∈ R. Letting t = 0 gives us = usu0 = uss(ψ) by
Theorem 12.16 (1). Hence u∗sus = u∗suss(ψ) so that u∗sus ≤ s(ψ). Since (ii) implies that
ϕ(u∗sus) = ϕ(usu∗s) = ϕ(s(ψ)), we have ϕ(s(ψ) − u∗sus) = 0 and hence u∗sus = s(ψ) = usu∗s.
Therefore, t ∈ R 7→ ut is a one-parameter unitary group in s(ψ)Ms(ψ).
(iv) =⇒ (ii). From (iv), u∗sus = usu∗s = u0 = s(ψ). For every s, t ∈ R, by Theorem
12.16 (1) and (2) we have
σϕs (ut) = σ
ϕ
s (s(ψ)ut) = u
∗
susσ
ϕ
s (ut) = u
∗
sus+t = u
∗
susut = s(ψ)ut = ut,
which implies (ii).
Definition 12.19. We say that ψ commutes with ϕ if the equivalent conditions of Theorem
12.18 hold. Condition (i) is often used to define the commutativity for normal positive
functionals (also semifinite normal weights), but (v) and (vi) are quite natural definitions of
commutativity that might be available for any ϕ,ψ ∈M+∗ without s(ψ) ≤ s(ϕ).
We finish the section with Connes’ inverse theorem in [11, Theorem 1.2.4] without proof.
Theorem 12.20 ([11]). Let ϕ is a faithful semifinite normal weight on M . Let t ∈ R 7→ ut ∈
M is a strongly* continuous map satisfying
us+t = usσ
ϕ
s (ut), t ∈ R, (12.24)
u−t = σ
ϕ
−t(u
∗
t ), t ∈ R. (12.25)
Then there exists a unique semifinite normal weight ψ on M such that ut = (Dψ : Dϕ)t for
all t ∈ R.
It is an easy exercise to show that (12.24) and (12.25) imply{
ut’s are partial isometries and
utu
∗
t = u0, u
∗
tut = σ
ϕ
t (u0), t ∈ R,
(12.26)
and conversely (12.24) and (12.26) imply (12.25). When ut = (Dψ : Dϕ)t with ϕ,ψ ∈ M
+∗ ,
we have shown the properties (12.24)–(12.26) in Theorem 12.16 (1)(3).
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In [11] ut’s are assumed to be unitaries in M . In this case, (12.25) is redundant and ψ is
faithful as well. The above version without ut’s being unitaries is taken from [55, Theorem
5.1]. Note that even when ϕ ∈M+∗ , ψ in the theorem cannot be in M+∗ in general.6
13 Spatial derivatives
In this section we give a concise account on the notion of spatial derivatives due to Connes
[13]. The notion is a kind of Radon-Nikodym derivative like the relative modular operator in
Sec. 12.1. But the spatial derivative is defined for a functional in M+∗ (or a semifinite normal
weight on M) with respect to an f.s.n. weight on the commutant M ′, unlike the relative
modular operator defined for two functionals in M+∗ . A merit of the spatial derivative is that
it is defined in any representing Hilbert space for M , the reason for the term ‘spatial’, while
the relative modular operator is given in a standard form of M .
Let M be a von Neumann algebra on a Hilbert space H. Let Ψ be a faithful semifinite
normal weight on the commutant N := M ′ (on H). Let HΨ be the Hilbert space of the GNS
construction of N associated with Ψ, i.e., the completion of NΨ := {y ∈ N : Ψ(y
∗y) < ∞}
with respect to the inner product 〈x, y〉Ψ := Ψ(x
∗y), x, y ∈ NΨ, and ηΨ : NΨ → HΨ be the
canonical injection.
Definition 13.1. A vector ξ ∈ H is said to be Ψ-bounded if there is a constant Cξ < ∞
such that ‖yξ‖ ≤ Cξ‖ηΨ(y)‖ for all y ∈ NΨ. Define D(H,Ψ) := {ξ ∈ H : Ψ-bounded}. For
ξ ∈ D(H,Ψ) a bounded operator RΨ(ξ) : HΨ →H is defined as
RΨ(ξ)ηΨ(y) := yξ, y ∈ NΨ. (13.1)
Lemma 13.2. With the above notations the following hold:
(1) D(H,Ψ) is an M -invariant dense subspace of H.
(2) For every ξ ∈ D(H,Ψ), RΨ(ξ) is N -linear, i.e., RΨ(ξ)πΨ(x) = xR
Ψ(ξ) for all x ∈ N ,
where πΨ is the GNS representation of N on HΨ.
(3) For every ξ ∈ D(H,Ψ), RΨ(ξ)RΨ(ξ)∗ belongs to N ′ =M .
(4) If ξ ∈ D(H,Ψ) and RΨ(ξ) = 0, then ξ = 0.
Proof. (1) It is clear that D(H,Ψ) is an M -invariant subspace of H. To prove the denseness
of D(H,Ψ), let e be the orthogonal projection onto D(H,Ψ). Since exe = xe for all x ∈M ,
one has e ∈M ′ = N . Suppose that e 6= 1; then Ψ(1− e) > 0. Then by Theorem 7.2 there is
an ω ∈ N+∗ such that ω ≤ Ψ and ω(1 − e) > 0. Since Ψ is written as Ψ =
∑
i ωζi for some
(ζi) ⊂ H by Theorem 7.2 (where ωζ := 〈ζ, ·ζ〉, an vector functional), there is a ζ ∈ H such
that ωζ ≤ Ψ and (1− e)ζ 6= 0. Since
‖yζ‖2 = ωζ(y
∗y) ≤ Ψ(y∗y) = ‖ηΨ(y)‖2, y ∈ NΨ,
it follows that ζ ∈ D(H,Ψ), so (1− e)ζ = 0, a contradiction. Hence e = 1 follows.
6 This fact suggests us that the von Neumann algebra theory cannot be self-completed when we stick to
functionals in M∗, so the (semifinite) normal weight theory is unavoidable.
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(2) is immediate since for every ξ ∈ D(H,Ψ) one has
RΨ(ξ)πΨ(x)ηΨ(y) = R
Ψ(ξ)ηΨ(xy) = xyξ = xR
Ψ(ξ)ηΨ(y), x ∈ N, y ∈ NΨ.
(3) Since (2) gives πΨ(x)R
Ψ(ξ)∗ = RΨ(ξ)∗x for all x ∈ N , one has
xRΨ(ξ)RΨ(ξ)∗ = RΨ(ξ)πΨ(x)RΨ(ξ)∗ = RΨ(ξ)RΨ(ξ)∗x, x ∈ N.
(4) If ξ ∈ D(H,Ψ) and RΨ(ξ) = 0, then yξ = 0 for all y ∈ NΨ. This gives ξ = 0, for Ψ is
semifinite, see Definition 7.1.
The next lemma is essential to define the spatial derivative, see [13] (also [55, §7.3] and
[62, Chapter III]) for details.
Lemma 13.3. Let H and Ψ be as stated above. Let ϕ be a (not necessarily faithful) semifinite
normal weight ϕ on M . Define the function q : D(H,Ψ)→ [0,∞] by
q(ξ) := ϕ(RΨ(ξ)RΨ(ξ)∗), ξ ∈ D(H,Ψ).
Then we have:
(1) D(q) := {ξ ∈ D(H,Ψ) : q(ξ) <∞} is dense in H.
(2) q : D(q)→ [0,∞) is a positive quadratic form in the sense of Definition A.8 (1).
(3) q is lower semicontinuous on D(H,Ψ).
Proof. (2) is easy, so we prove (1) and (3).
(1) Since D(H,Ψ) is dense in H and there is a net {uγ} ⊂ Nϕ such that 0 ≤ uγ ր 1, it
suffices to prove that if y ∈ N∗ϕ and ξ ∈ D(H,Ψ), then q(yξ) < +∞. For such y, ξ, since
RΨ(yξ)RΨ(yξ)∗ = yRΨ(ξ)RΨ(ξ)∗y∗ ≤ ‖RΨ(ξ)RΨ(ξ)∗‖yy∗,
we have q(yξ) ≤ ‖RΨ(ξ)RΨ(ξ)∗‖ϕ(yy∗) < +∞, as desired.
(3) Theorem 7.2 says that ϕ(x) = sup{ω(x) : ω ∈ M+∗ , ω ≤ ϕ} for x ∈ M+. Moreover,
each ω ∈M+∗ is written as ω =
∑
i ωξi for some {ξi} ⊂ H with
∑
i ‖ξi‖
2 < +∞. So it suffices
to show the result in the case where ϕ(x) = 〈ξ0, xξ0〉, x ∈ M+, for some ξ0 ∈ H. Then for
every ξ ∈ D(H,Ψ), we have
q(ξ)1/2 = ‖RΨ(ξ)∗ξ0‖ = sup{|〈RΨ(ξ)∗ξ0, ηΨ(y)〉| : y ∈ N, Ψ(y∗y) ≤ 1},
〈RΨ(ξ)∗ξ0, ηΨ(y)〉 = 〈ξ0, RΨ(ξ)ηΨ(y)〉 = 〈ξ0, yξ〉, y ∈ NΨ.
Since the last term is continuous in ξ, the result has been shown.
Definition 13.4. Let H, Ψ be as above. For every semifinite normal weight ϕ on M let
q : D(q) → [0,∞) be a positive quadratic form given in Lemma 13.3. By Lemma 13.3 and
Theorem A.11 we have the closure q of q, which is a closed positive quadratic form that
is the smallest closed extension of q. Then by Theorem A.10 there exist a unique positive
self-adjoint operator A on H such that D(A1/2) = D(q) and
‖A1/2ξ‖2 = q(ξ), ξ ∈ D(q).
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This A is denoted by dϕ/dΨ and called the spatial derivative of ϕ with respect to Ψ. Note
(see Remark A.12) that dϕ/dΨ is the largest positive self-adjoint operator A on H satisfying:
for every ξ ∈ D(H,Ψ), ϕ(RΨ(ξ)RΨ(ξ)∗) =
{
‖A1/2ξ‖2 if ξ ∈ D(A1/2),
∞ otherwise.
(13.2)
Also, note that D(q) is a core of (dϕ/dΨ)1/2. In particular, when ϕ ∈ M+∗ , D(H,Ψ) =
D(q) ⊂ D((dϕ/dΨ)1/2).
Example 13.5. Assume that M = B(H), a type I factor, so that N = M ′ = C1. Consider
the state Ψ(λ1) = λ on N . Any ϕ ∈ M+∗ is given as ϕ(x) = Tr (Dϕx) with the density
(positive trace-class) operator Dϕ on H; Dϕ is also denoted by dϕ/dTr , the Radon-Nikodym
derivative of ϕ with respect to Tr . It is clear that HΨ = C and D(H,Ψ) = H. For any
ξ ∈ H, RΨ(ξ)1 = ξ and hence RΨ(ξ)RΨ(ξ)∗ = |ξ〉〈ξ| (i.e., the rank one projection onto Cξ).
Therefore, we find that
ϕ(RΨ(ξ)RΨ(ξ)∗) = Tr (Dϕ|ξ〉〈ξ|) = ‖D1/2ϕ ξ‖
2, ξ ∈ H,
which means that dϕ/dΨ = Dϕ (= dϕ/dTr ).
In the special case where M is represented in its standard form and ϕ,ψ ∈M+∗ , the next
proposition says that the spacial derivative dϕ/dψ′ (where ψ′ ∈ (M ′)+∗ is defined by the same
representing vector as ψ) is nothing but the relative modular operator ∆ϕ,ψ. Although this is
stated in [42, p. 72] in an implicit way without proof, it does not seem widely known. From
the proposition we may consider that spatial derivatives properly extend relative modular
operators to the setting of an arbitrary representation M ⊂ B(H).
Proposition 13.6. Let (M,H, J,P) be a standard form of a von Neumann algebra M and
ϕ,ψ ∈ M+∗ with ψ faithful. Define a faithful ψ′ ∈ (M ′)+∗ by ψ′(x′) := ψ(Jx′∗J) for x′ ∈ M ′,
i.e., ψ′(x′) = 〈ξ0, x′ξ0〉 with ξ0 ∈ P such that ψ(x) = 〈ξ0, xξ0〉 for x ∈M . Then
dϕ
dψ′
= ∆ϕ,ψ.
Proof. By Theorems 3.13 and 11.30 we may assume that
(M,H, J,P) = (M,L2(M), J = ∗, L2(M)+),
whereM is represented by the left multiplication on Haagerup’s L2-space L2(M). We use the
linear bijection ω ∈M∗ 7→ hω ∈ L1(M) and the functional tr on L1(M), see Definition 11.6.
Note that M ′ = JMJ is identified with the opposite von Neumann algebra Mo = {xo : x ∈
M} with the reverse product xoyo = (yx)o, which is represented by the right multiplication
πr(x
o)ξ := ξx, ξ ∈ L2(M). In fact, we can write πr(x
o) = Jx∗J for x ∈ M , which is an
isomorphism fromMo ontoM ′. By this isomorphism, ψ′ onM ′ corresponds to ψ′(xo) = ψ(x)
on Mo (here we use the same notation ψ′ on Mo as ψ′ on M ′). Define ηψ′ :Mo → L2(M) by
ηψ′(x
o) := h
1/2
ψ x, x ∈M . Then for every x, y ∈M we write
〈ηψ′(x
o), ηψ′(y
o)〉 = 〈h
1/2
ψ x, h
1/2
ψ y〉 = tr(x
∗hψy) = tr(hψyx∗)
= ψ(yx∗) = ψ′((yx∗)o) = ψ′((xo)∗yo),
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ηψ′(x
oyo) = ηψ′((yx)
o) = h
1/2
ψ yx = ηψ′(y
o)x = πr(x
o)ηψ′(y
o).
Since ψ ∈ M+∗ and so ψ′ ∈ (Mo)+∗ are faithful, note that h
1/2
ψ M = L
2(M) and Nψ′ = M
o.
Hence (L2(M), πr, ηψ′) is identified with the GNS representation of M
o associated with ψ′.
For every ξ ∈ D(L2(M), ψ′) we have a bounded operator Rψ′(ξ) : L2(M) → L2(M) such
that
Rψ
′
(ξ)ηψ′(y
o) = πr(y
o)ξ = ξy, y ∈M. (13.3)
Furthermore, for every x, y ∈M ,
Rψ
′
(ξ)πr(x
o)ηψ′(y
o) = Rψ
′
(ξ)ηψ′((yx)
o) = ξyx
= (Rψ
′
(ξ)ηψ′(y
o))x = πr(x
o)Rψ
′
(ξ)ηψ′(y
o),
so that Rψ
′
(ξ) ∈ πr(M
o)′ = (JMJ)′ = M ′′ = M . Hence we put a := Rψ′(ξ) ∈ M . Since
(13.3) is rewritten as ξy = ah
1/2
ψ y for all y ∈ M , we have ξ = ah
1/2
ψ . On the other hand, if
ξ = ah
1/2
ψ with a ∈M , then we have
‖πr(y
o)ξ‖2 = ‖ξy‖2 = ‖ah
1/2
ψ y‖2 ≤ ‖a‖ ‖ηψ′ (y
o)‖2, y ∈M,
implying that ξ ∈ D(L2(M), ψ′). Therefore, we obtain
D(L2(M), ψ′) =Mh1/2ψ . (13.4)
Now, for every ξ = ah
1/2
ψ ∈ D(L
2(M), ψ′) with a ∈M , it follows from the above argument
that Rψ
′
(ξ) = a and so
ϕ(Rψ
′
(ξ)Rψ
′
(ξ)∗) = ϕ(aa∗) = tr(hϕaa∗) = ‖a∗h1/2ϕ ‖
2
2. (13.5)
From the definition of the relative modular operator ∆ϕ,ψ it also follows that (13.4) is a core
of ∆
1/2
ϕ,ψ and
‖∆
1/2
ϕ,ψξ‖
2
2 = ‖J∆
1/2
ϕ,ψah
1/2
ψ ‖
2
2 = ‖a
∗h1/2ϕ ‖
2
2. (13.6)
By (13.5) and (13.6) we have
ϕ(Rψ
′
(ξ)Rψ
′
(ξ)∗) = ‖∆1/2ϕ,ψξ‖
2
2, ξ ∈ D(L
2(M), ψ′),
which implies due to Definition 13.4 that dϕ/dψ′ = ∆ϕ,ψ.
In the rest of the section, following the approach in [62, Chap. III], we extend the notion
of spatial derivatives dϕ/dΨ to general (not necessarily semifinite) normal weights ϕ on M .
The approach is apparently more tractable than Connes’ original approach in [13]. The idea
in [62] is to define dϕ/dΨ as a generalized positive operator on H, i.e., an element of B̂(H)+,
see Sec. 8.1.
We first reformulate RΨ(ξ)RΨ(ξ)∗ in Definition 13.4 as an element of M̂+ for any ξ ∈ H.
To do this, for each ξ ∈ H we consider RΨ(ξ) to be a densely-defined operator defined by
(13.1) with D(RΨ(ξ)) = NΨ ⊂ HΨ. Then we have the adjoint operator R
Ψ(ξ)∗ whose domain
D(RΨ(ξ)∗) is a (not necessarily dense) subspace of H.
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Lemma 13.7. For each ξ ∈ H there exists a unique element θΨ(ξ) ∈ M̂+ such that, for every
η ∈ H,
θΨ(ξ)(ωη) =
{
‖RΨ(ξ)∗η‖2 if η ∈ D(RΨ(ξ)∗),
∞ otherwise,
(13.7)
where ωη(x) := 〈η, xη〉, x ∈M .
Proof. Let ξ ∈ H and p be the orthogonal projection from H onto D(RΨ(ξ)∗). In the present
situation, the proof of Lemma 13.2 (2) shows that
xRΨ(ξ) ⊂ RΨ(ξ)πΨ(x), x ∈M
′ (= N), (13.8)
and so
πΨ(x)R
Ψ(ξ)∗ ⊂ RΨ(ξ)∗x, x ∈M ′. (13.9)
This implies that xD(RΨ(ξ)∗) ⊂ D(RΨ(ξ)∗) so that xp = pxp for all x ∈ M ′. Therefore,
p ∈M follows. Consider RΨ(ξ)∗ as a closed densely-defined operator from pH to HΨ. Then
|RΨ(ξ)∗|2 can be defined as a positive self-adjoint operator on pH. From (13.8) and (13.9) one
can further see that u∗|RΨ(ξ)∗|2u = |RΨ(ξ)∗|2 for all unitaries u ∈ M ′ (an exercise). Hence
it follows that |RΨ(ξ)∗|2 is affiliated with pMp. So one can take the spectral decomposition
|RΨ(ξ)∗|2 =
∫∞
0 λdeλ with eλ ∈M and p = limλ→∞ eλ so that
‖RΨ(ξ)∗η‖2 = ‖ |RΨ(ξ)∗|η‖2 =
∫ ∞
0
λd‖eλη‖
2, η ∈ D(RΨ(ξ)∗).
Then, in view of the proof of Theorem 8.3 (also see Example 8.2 (1)), an element θΨ(ξ) ∈ M̂+
is defined as
θΨ(ξ)(ϕ) =
∫ ∞
0
λdϕ(eλ) +∞ϕ(1− p), ϕ ∈M
+
∗ ,
or equivalently, for every η ∈ H,
θΨ(ξ)(ωη) =
∫ ∞
0
λd‖eλη‖
2 +∞‖(1− p)η‖2
=
{
‖RΨ(ξ)∗η‖2 if η ∈ D(RΨ(ξ)∗),
∞ otherwise.
The uniqueness of θΨ(ξ) ∈ M̂+ as above is immediate.
Note that if ξ ∈ D(H,Ψ), then θΨ(ξ) = RΨ(ξ)RΨ(ξ)∗ ∈M+.
Lemma 13.8. For every ξ ∈ H and x ∈M ,
θΨ(x∗ξ) = x∗θΨ(ξ)x,
where (x∗θΨ(ξ)x)(ϕ) := θΨ(ξ)(xϕx∗) for ϕ ∈M+∗ .
Proof. Let ξ ∈ H and x ∈ M . That RΨ(x∗ξ) = x∗RΨ(ξ) is immediately seen, which implies
that RΨ(x∗ξ)∗ = RΨ(ξ)∗x. Hence for every η ∈ H, by expression (13.7) we have
θΨ(x∗ξ)(ωη) = θΨ(ξ)(ωxη) = θψ(ξ)(xωηx∗) = (x∗θΨ(ξ)x)(ωη),
implying the assertion.
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Lemma 13.9. Let ϕ be a (not necessarily semifinite) normal weight on M . Define qϕ : H →
[0,∞] by
qϕ(ξ) := ϕ(θ
Ψ(ξ)), ξ ∈ H.
(See Proposition 8.4 for this definition.) Then qϕ is a lower semicontinuous positive form in
the sense of Definition A.13 of Appendix A.
Proof. We need to show the following:
(1) qϕ(λξ) = |λ|
2qϕ(ξ) for all ξ ∈ H and λ ∈ C,
(2) qϕ(ξ1 + ξ2) + qϕ(ξ1 − ξ2) = 2qϕ(ξ1) + 2qϕ(ξ2) for all ξ1, ξ2 ∈ H,
(3) qϕ is lower semicontinuous on H.
(1) is easy. We first prove (2) and (3) in the case ϕ = ωη with η ∈ H. For (2) let us prove
that
qϕ(ξ1 + ξ2) + qϕ(ξ1 − ξ2) ≤ 2qϕ(ξ1) + 2qϕ(ξ2). (13.10)
If η 6∈ D(RΨ(ξ1)
∗) or η 6∈ D(RΨ(ξ2)∗), then the RHS of (13.10) = ∞, so (13.10) holds
trivially. So assume that η ∈ D(RΨ(ξ1)
∗) and η ∈ D(RΨ(ξ2)∗). Since RΨ(ξ1±ξ2) = RΨ(ξ1)±
RΨ(ξ2), one has R
Ψ(ξ1)
∗ ±RΨ(ξ2)∗ ⊂ RΨ(ξ1 ± ξ2)∗, so that η ∈ D(RΨ(ξ1 ± ξ2)∗). Therefore,
one has
‖RΨ(ξ1 + ξ2)
∗η‖2 + ‖RΨ(ξ1 − ξ2)∗η‖2
= ‖RΨ(ξ1)
∗η +RΨ(ξ2)∗η‖2 + ‖RΨ(ξ1)∗η −RΨ(ξ2)∗η‖2
= 2‖RΨ(ξ1)
∗η‖2 + 2‖RΨ(ξ1)∗η‖2,
which is (13.10). Replacing ξ1, ξ2 with ξ1 + ξ2, ξ1 − ξ2 in (13.10) we also have
qϕ(2ξ1) + qϕ(2ξ2) ≤ 2qϕ(ξ1 + ξ2) + qϕ(ξ1 − ξ2),
which is the reverse inequality of (13.10). Thus (2) has been shown.
Next, from (13.7) it follows that, for every ξ ∈ H,
qϕ(ξ) = θ
Ψ(ξ)(ωη) = sup{|〈η,R
Ψ(ξ)ηΨ(y)〉|
2 : y ∈ NΨ, ‖ηΨ(y)‖ ≤ 1}
= sup{|〈η, yξ〉|2 : y ∈ NΨ, ‖ηΨ(y)‖ ≤ 1}.
Since ξ ∈ H 7→ |〈η, yξ〉|2 is continuous, (3) follows in the case ϕ = ωη.
Now, let ϕ be an arbitrary normal weight onM . By Theorem 7.2 we can write ϕ =
∑
i ωηi
for some (ηi) ⊂ H. Since
qϕ(ξ) = ϕ(θ
Ψ(ξ)) =
∑
i
ωηi(θ
Ψ(ξ)), ξ ∈ H,
the properties (2) and (3) follow from those in the case ϕ = ωη proved above.
Definition 13.10. Let H,Ψ be as above. For every normal weight ϕ on M define qϕ : H →
[0,∞] as in Lemma 13.9. Then by Lemma 13.9 and Theorem A.15 there exists a unique
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positive self-adjoint operator A on K := D(qϕ), where D(qϕ) := {ξ ∈ H : qϕ(ξ) < ∞}, such
that
qϕ(ξ) =
{
‖A1/2ξ‖2 if ξ ∈ D(A1/2),
∞ otherwise.
We denote A by dϕ/dΨ and call it the spatial derivative of ϕ with respect to Ψ. Taking the
spectral decomposition A =
∫∞
0 λdEλ with P = limλ→∞Eλ, the orthogonal projection onto
K, and setting ∞ on K⊥, we can consider dϕ/dΨ as an element of B̂(H)+ as
dϕ
dΨ
(ωξ) =
∫ ∞
0
λd‖Eλξ‖
2 +∞ωξ(1− P ), ξ ∈ H,
see Theorem 8.3. Thus, dϕ/dΨ is uniquely determined as an element of B̂(H)+ such that
dϕ
dΨ
(ωξ) = ϕ(θ
Ψ(ξ)), ξ ∈ H.
Remark 13.11. Assume that ϕ is a semifinite normal weight on M . Then for every x ∈ NΨ
and ξ ∈ D(H,Ψ) we have
qϕ(x
∗ξ) = ϕ(θΨ(x∗ξ)) = ϕ(x∗θΨ(ξ)x) (by Lemma 13.8)
≤ ‖θΨ(ξ)‖ϕ(x∗x) <∞.
Since {x∗ξ : x ∈ NΨ, ξ ∈ D(H,Ψ)} is dense in H, it follows that D(qϕ) is dense in H so that
dϕ/dΨ is a positive self-adjoint operator on H. Indeed, the next theorem holds true.
Theorem 13.12. Assume that ϕ is a semifinite normal weight on M . Then both dϕ/dΨ in
Definitions 13.4 and 13.10 coincide
To prove the theorem, we need a lemma.
Lemma 13.13. For every ξ ∈ H there exists a sequence ξn ∈ D(H,Ψ) such that ξn → ξ and
qϕ(ξn)→ qϕ(ξ) as n→∞ for all normal weights ϕ on M .
Proof. As in the proof of Lemma 13.7 write the spectral resolution of θΨ(ξ) as θΨ(ξ) =∫∞
0 λdeλ +∞(1− p), where p is the orthogonal projection onto D(R
Ψ(ξ)∗). For each n ∈ N,
since RΨ(enξ)
∗ = RΨ(ξ)∗en (see the proof of Lemma 13.8), note that RΨ(enξ)∗ is bounded,
i.e. enξ ∈ D(H,Ψ). By Lemma 13.2 (1) choose a sequence ζn ∈ D(H,Ψ) such that ζn → ξ.
Then one has (1− p)ζn ∈ D(H,Ψ) by Lemma 13.2 (1). For each n ∈ N define
ξn := enξ + (1− p)ζn ∈ D(H,Ψ);
then ξn → pξ + (1− p)ξ = ξ as n→∞.
Let ϕ be a normal weight on M , and prove that qϕ(ξn)→ qϕ(ξ). If qϕ(ξ) =∞, then this
is clear by the lower semicontinuity of qϕ (Lemma 13.9). Now, assume that qϕ(ξ) < ∞. By
Theorem 7.2 write ϕ =
∑
i ωηi for some (ηi) ⊂ H. Since qϕ(ξ) =
∑
i θ
Ψ(ξ)(ωηi) <∞, one has
θΨ(ξ)(ωηi) < ∞ and so ηi ∈ pH for all i. This implies that pϕp =
∑
i pωηip =
∑
i ωηi = ϕ.
Furthermore, by Lemma 13.8,
pθΨ(ξn)p = θ
Ψ(pξn) = θ
Ψ(enξ) = enθ
ψ(ξ)en ր pθ
Ψ(ξ)p.
Therefore, one has
qϕ(ξn) = ϕ(θ
Ψ(ξn)) = ϕ(pθ
Ψ(ξn)p)ր ϕ(pθ
Ψ(ξ)p) = ϕ(θΨ(ξ)) = qϕ(ξ).
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Proof of Theorem 13.12. Let dψ/dΨ denote the spatial derivative in Definition 13.10, which
is a positive self-adjoint operator as noted in Remark 13.11. In view of the description in
Definition 13.4, it suffices to show that dϕ/dΨ is the largest positive self-adjoint operator on
H satisfying (13.2). It is clear that dϕ/dΨ satisfies (13.2).
Now, let A be any positive self-adjoint operator on H satisfying (13.2). Let us prove
that A ≤ dϕ/dΨ (in the sense of Definition A.2). By Lemma 13.13, for every ξ ∈ H there
exists a sequence ξn ∈ D(H,Ψ) such that ξn → ξ and qϕ(ξn) → qϕ(ξ). Since the function
qA : H → [0,∞] defined by
qA(ξ) :=
{
‖A1/2ξ‖2 if ξ ∈ D(A1/2),
∞ otherwise,
is lower semi-continuous (see Theorem A.15), we find that
qA(ξ) ≤ lim inf
n→∞ qϕ(ξn) = qϕ(ξ) =
∥∥∥∥( dϕdΨ
)1/2
ξ
∥∥∥∥2,
whenever ξ ∈ D((dϕ/dΨ)1/2). This implies that A ≤ dϕ/dΨ.
The following are basic properties of dϕ/dΨ.
Proposition 13.14. Let ϕ, ϕ1 and ϕ2 be normal weights on M and a ∈ M . Then the
following hold as elements of B̂(H)+:
(1)
d(ϕ1 + ϕ2)
dΨ
=
dϕ1
dΨ
+
dϕ2
dΨ
.
(2)
d(aϕa∗)
dΨ
= a
(
dϕ
dΨ
)
a∗.
(3) If ϕ1 ≤ ϕ2, then dϕ1/dΨ ≤ dϕ2/dΨ.
(4) Let (ϕi) be an increasing net of normal weights on M . If ϕi ր ϕ, then dϕi/dΨ ր
dϕ/dΨ.
Proof. The assertions in (1)–(3) follow from the following computations for every ξ ∈ H.
(1)
d(ϕ1 + ϕ2)
dΨ
(ωξ) = (ϕ1 + ϕ2)(θ
Ψ(ξ)) = ϕ1(θ
Ψ(ξ)) + ϕ2(θ
Ψ(ξ))
=
dϕ1
dΨ
(ωξ) +
dϕ2
dΨ
(ωξ) =
(
dϕ1
dΨ
+
dϕ2
dΨ
)
(ωξ).
(2)
d(aϕa∗)
dΨ
(ωξ) = ϕ(a
∗θΨ(ξ)a) = ϕ(θΨ(a∗ξ)) (by Lemma 13.8)
=
dϕ
dΨ
(ωa∗ξ) =
dϕ
dΨ
(a∗ωξa) =
(
a
(
dϕ
dΨ
)
a∗
)
(ωξ).
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(3)
dϕ1
dΨ
(ωξ) = ϕ1(θ
Ψ(ξ)) ≤ ϕ2(θ
Ψ(ξ)) =
dϕ2
dΨ
(ωξ).
(4) That dϕi/dΨր follows from (3). For every ξ ∈ H we have
dϕ
dΨ
(ωξ) = ϕ(θ
Ψ(ξ)) = sup
i
ϕi(θ
Ψ(ξ)) = sup
i
dϕi
dΨ
(ωξ),
where the above second equality is seen as follows: With the spectral resolution θΨ(ξ) =∫∞
0 λdeλ +∞p in Theorem 8.3 we have
ϕ(θΨ(ξ)) = sup
n
ϕ
(∫ n
0
λdλ
)
+∞ϕ(p)
= sup
n
sup
i
[
ϕi
(∫ n
0
λdeλ
)
+∞ϕi(p)
]
= sup
i
sup
n
[
ϕi
(∫ n
0
λdeλ
)
+∞ϕi(p)
]
= sup
i
ϕi(θ
Ψ(ξ)).
Remark 13.15. In the above (1) the sum dϕ1/dΨ + dϕ2/dΨ is equivalently considered as
the form sum in Example A.16. When ϕ1 and ϕ2 are semifinite in (3), dϕ1/dΨ ≤ dϕ2/dΨ
is equivalent to the inequality as positive self-adjoint operators in Definition A.2. When ϕ
is semifinite (hence so are all ϕi), dϕi/dΨ ր dϕ/dΨ is equivalent to the convergence in the
strong resolvent sense in Definition A.6.
Proposition 13.16. Let ϕ be a semifinite normal weight on M . Then the support projection
of dϕ/dΨ coincides with s(ϕ).
Proof. Let e = s(ϕ) ∈ M . For each ξ ∈ H note that ξ is in the kernel of dϕ/dΨ if and only
if (dψ/dΨ)(ωξ) = 0, i.e., ϕ(θ
Ψ(ξ)) = 0. Write θΨ(ξ) =
∫∞
0 λdeλ +∞(1 − p) as in the proof
of Lemma 13.7; then we find that
ϕ(θΨ(ξ)) = sup
n
ϕ
(∫ n
0
λdeλ
)
+∞ϕ(1 − p) = 0
⇐⇒ ϕ
(∫ n
0
λdeλ
)
= 0 (n ∈ N) and ϕ(1 − p) = 0
⇐⇒ e
(∫ n
0
λdeλ
)
e = 0 (n ∈ N) and e(1 − p)e = 0
⇐⇒ eθΨ(ξ)e = 0 ⇐⇒ θΨ(eξ) = 0 (by Lemma 13.8)
⇐⇒ RΨ(eξ) = 0 ⇐⇒ eξ = 0.
The above last equivalence is seen similarly to Lemma 13.2 (4). Hence the assertion follows.
The following are the most significant properties of the spatial derivative dϕ/dΨ given
in [13] in connection with the modular automorphism group and Connes’ cocycle derivative,
which we record here without proof.
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Theorem 13.17. Let ϕ, ϕ1 and ϕ2 be semifinite normal weights on M , and assume that ϕ
and ϕ2 are faithful. Then:
(1) σϕt (x) =
(
dϕ
dΨ
)it
x
(
dϕ
dΨ
)−it
for all x ∈M and t ∈ R.
(2) σΨt (y) =
(
dϕ
dΨ
)−it
y
(
dϕ
dΨ
)it
for all y ∈ N =M ′ and t ∈ R.
(3) (Dϕ1 : Dϕ2)t =
(
dϕ1
dΨ
)it(dϕ2
dΨ
)−it
for all t ∈ R, where (Dϕ1 : Dϕ2)t is Connes’
cocycle derivative and (dϕ1/dΨ)
it is defined with restriction to the support.
(4)
dΨ
dϕ
=
(
dϕ
dΨ
)−1
.
Remark 13.18. The expression in the above (3) has a resemblance to (12.22). That was
originally shown in [13] when both ϕ1, ϕ2 are faithful. The case where ϕ1 is not necessarily
faithful is given in [55, §7]; however the proof there does not seem transparent. Below we give,
for completeness, its more explicit proof based on the case of faithful ϕ1, ϕ2 and Propositions
13.14 and 13.16.
Proof. Let e := s(ϕ1). Choose a semifinite normal weight ϕ0 on M with s(ϕ0) = 1 − e, and
take a faithful ϕ := ϕ1 + ϕ0. By (3) for faithful weights in [13] we have
(Dϕ : Dϕ2)t =
(
dϕ
dΨ
)it(dϕ2
dΨ
)−it
, t ∈ R.
From Propositions 13.14 (1) and 13.16 it follows that
e
(
dϕ
dΨ
)it
=
(
dϕ1
dΨ
)it
, t ∈ R.
So we may prove prove that
e(Dϕ : Dϕ2)t = (Dϕ1 : Dϕ2)t, t ∈ R.
To do this, let θ = θ(ϕ2, ϕ) and θ1 = θ(ϕ2, ϕ1) be the balanced weights on M2(M) =
M ⊗M2(C), see (7.1). Note that s(θ1) =
[
1 0
0 e
]
. Let E0 :=
[
0 0
0 1− e
]
. For every X =
[xij] ∈Mθ = N
∗
θNθ, i.e., x11 ∈Mϕ2 , x12 ∈ N
∗
ϕ2Nϕ, x21 ∈ N
∗
ϕNϕ2 , x22 ∈Mϕ (Lemma 7.4 (3)),
we have
θ(E0X) = θ
([
0 0
(1− e)x21 (1− e)x22
])
= ϕ((1− e)x22) = ϕ0(x22) = ϕ(x22(1− e))
= θ
([
0 x12(1− e)
0 x22(1− e)
])
= θ(XE0),
so that E0 and hence 1 − E0 =
[
1 0
0 e
]
belong to the centralizer of θ. Therefore, from [61,
Theorem VIII.2.6] (see Proposition 2.16 for a faithful normal functional) it follows that
σθt
([
1 0
0 e
])
=
[
1 0
0 e
]
, t ∈ R,
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which further implies that σθ1t (X) = σ
θ
t (X) for all X ∈ s(θ1)M2(M)s(θ1) and all t ∈ R. We
hence have[
0 0
(Dϕ1 : Dϕ2)t 0
]
= σθ1t
([
0 0
e 0
])
= σθ1t
([
1 0
0 e
] [
0 0
1 0
] [
1 0
0 e
])
= σθt
([
1 0
0 e
] [
0 0
1 0
] [
1 0
0 e
])
=
[
1 0
0 e
]
σθt
([
0 0
1 0
])[
1 0
0 e
]
=
[
1 0
0 e
] [
0 0
(Dϕ : dϕ2)t 0
] [
1 0
0 e
]
=
[
0 0
e(Dϕ : Dϕ2)t 0
]
.
A Positive self-adjoint operators and positive quadratic forms
In this appendix we summarize basic facts on positive self-adjoint operators and positive
quadratic forms, some of which are effectively used in the main body of the lecture notes.
A.1 Positive self-adjoint operators
Let H be a Hilbert space. Let A be a positive self-adjoint operator on H, which is represented
in the spectral decomposition
A =
∫ ∞
0
λdEλ
with a unique spectral measure dEλ on [0,∞). The domain of A is given as
D(A) =
{
ξ ∈ H :
∫ ∞
0
λ2 d‖Eλξ‖
2 < +∞
}
,
and for ξ ∈ D(A) we have
Aξ =
∫ ∞
0
λdEλξ = lim
n→∞
∫ n
0
λdEλξ (strongly), ‖Aξ‖
2 =
∫ ∞
0
λ2 d‖Eλξ‖
2.
For a complex-valued Borel function f on [0,∞), the Borel functional calculus f(A) is defined
by
f(A) :=
∫ ∞
0
f(λ) dEλ,
whose domain is
D(f(A)) =
{
ξ ∈ H :
∫ ∞
0
|f(λ)|2 d‖Eλξ‖
2 < +∞
}
.
The operator f(A) is self-adjoint if f is real-valued, and bounded if f is bounded. For
instance,
A1/2 =
∫ ∞
0
λ1/2 dEλ
and
(α1 +A)−1 =
∫ ∞
0
1
α+ λ
dEλ, A(1 + αA)
−1 =
∫ ∞
0
t
1 + αλ
dEλ for α > 0.
The next lemma summarizes equivalent conditions on order between two positive self-
adjoint operators.
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Lemma A.1. Let A,B be positive self-adjoint operators on H. Then the following conditions
are equivalent:
(i) D(B1/2) ⊂ D(A1/2) and ‖A1/2ξ‖2 ≤ ‖B1/2‖2 for all ξ ∈ D(B)1/2;
(ii) there exists a core D of B1/2 such that D ⊂ D(A1/2) and ‖A1/2ξ‖2 ≤ ‖B1/2ξ‖2 for all
ξ ∈ D;
(iii) (α1 +B)−1 ≤ (α1 +A)−1 for all α > 0;
(iv) (1 +B)−1 ≤ (1 +A)−1;
(v) A(1 + αA)−1 ≤ B(1 + αB)−1 for some (equivalently, any) α > 0.
Proof. (i) =⇒ (ii) and (iii) =⇒ (iv) are trivial.
(ii) =⇒ (i). Let D0 be a core of B
1/2 for which condition (ii) holds. For any ξ ∈ D(B1/2)
there exists a sequence {ξn} in D0 such that ξn → ξ and B
1/2ξn → B
1/2ξ. Since
‖A1/2ξn −A
1/2ξm‖ = ‖A
1/2(ξn − ξm)‖ ≤ ‖B
1/2(ξn − ξm)‖ −→ 0 as n,m→∞,
it follows that A1/2ξn converges to some η ∈ H, and hence we have ξ ∈ D(A
1/2) and A1/2ξ = η.
Therefore,
‖A1/2ξ‖ = lim
n
‖A1/2ξn‖ ≤ lim
n
‖B1/2ξn‖ = ‖B
1/2ξ‖.
(i) =⇒ (iii). Since (i) implies the same condition for α−1A and α−1B for any α > 0, we
may prove the case α = 1 (i.e., (iv)). Since
‖(1 +A)1/2ξ‖2 = ‖ξ‖2 + ‖A1/2ξ‖2 ≤ ‖ξ‖2 + ‖B1/2ξ‖2 = ‖(1 +B)1/2ξ‖2
for all ξ ∈ D(B1/2), there is a contraction C on H such that
(1 +A)1/2ξ = C(1 +B)1/2ξ, ξ ∈ D(B1/2).
For any η ∈ H let ξ := (1+B)−1/2η ∈ D((1+B)1/2) = D(B1/2). Then, since η = (1+B)1/2ξ,
we have
(1 +A)−1/2Cη = (1 +A)−1/2C(1 +B)1/2ξ = ξ = (1 +B)−1/2η,
so that (1 +A)−1/2C = (1 +B)−1/2. Therefore,
(1 +B)−1 =
[
(1 +A)−1/2C
][
(1 +A)−1C
]∗
= (1 +A)−1/2CC∗(1 +A)−1/2 ≤ (1 +A)−1.
(iv) =⇒ (i). Since (iv) means that ‖(1 + B)−1/2ξ‖ ≤ ‖(1 + A)−1/2ξ‖ for all ξ ∈ H,
there is a contraction C on H such that (1+B)−1/2 = C(1+A)−1/2 = (1+A)−1/2C∗. Since
D(B1/2) = D((1+B)1/2) = R((1+B)−1/2), the range of (1+B)−1/2, for any ξ ∈ D(B1/2) there
is an η ∈ H such that ξ = (1+B)−1/2η = (1+A)−1/2C∗η. Then ξ ∈ D((1+A)1/2) = D(A1/2)
and (1 +A)1/2ξ = C∗η. Therefore,
‖ξ‖2 + ‖A1/2ξ‖2 = ‖(1 +A)1/2ξ‖2 = ‖C∗η‖2 ≤ ‖η‖2
= ‖(1 +B)1/2ξ‖2 = ‖ξ‖2 + ‖B1/2ξ‖2,
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so that ‖A1/2‖2 ≤ ‖B1/2ξ‖2.
(iv) ⇐⇒ (v). Since t(1 + αt)−1 = α−1 − α−2(α−1 + t)−1, one has
A(1 + αA)−1 = α−11− α−2(α−11 +A)−1, α > 0,
from which (iv) ⇐⇒ (v) is seen immediately.
Definition A.2. For positive self-adjoint operators A,B we write A ≤ B if the equivalent
conditions in Lemma A.1 hold.
By Lemma A.1 and Definition A.2 we have the following:
Proposition A.3. For densely-defined closed operators A,B on H the following are equiva-
lent:
(i) A∗A ≤ B∗B;
(ii) there exists a core D of B such that D ⊂ D(A) and ‖Aξ‖ ≤ ‖Bξ‖ for all ξ ∈ D.
The next lemma gives equivalent conditions on convergence of positive self-adjoint oper-
ators.
Lemma A.4. Let An (n ∈ N) and A be positive self-adjoint operators on H. Then the
following conditions are equivalent:
(i) (1 +An)
−1 → (1 +A)−1 strongly;
(ii) (i+An)
−1 → (i+A)−1 strongly;
(iii) An(1 + αAn)
−1 → A(1 + αA)−1 strongly for some (equivalently, any) α > 0.
Moreover, assume that all An and A are non-singular, so we write An = e
Hn and A = eH ,
where Hn := logAn and H := logA. Then the above conditions are also equivalent to the
following:
(iv) (i+Hn)
−1 → (i+H)−1 strongly;
(v) Aitn → A
it strongly for all t ∈ R.
To prove the above lemma, we state the next result due to Kadison [34] without proof.
For details, see [34] or [55, Theorem A.2].
Lemma A.5 (Kadison). Let f be a complex-valued continuous function on a subset S ⊂ C
such that (S \ S) ∩ S = ∅ and
sup
z∈S
|f(z)|
1 + |z|
< +∞.
Then f is strong-operator continuous, i.e., the functional calculus f(A) from {A ∈ B(H) :
normal, σ(A) ⊂ S} to B(H) is strongly continuous.
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Proof of Lemma A.4. (i) ⇐⇒ (ii). Consider a homeomorphism
φ1 : [0, 1] =
{ 1
1 + t
: 0 ≤ t ≤ ∞
}
−→
{ 1
i+ t
: 0 ≤ t ≤ ∞
}
,
φ1
( 1
1 + t
)
:=
1
i+ t
(where φ1(0) := 0 for t =∞).
Since (i + A)−1 = φ1((1 + A)−1) and (1 + A)−1 = φ−11 ((i + A)
−1), the result is seen from
Lemma A.5.
(i) ⇐⇒ (iii). For each α > 0 consider a homeomorphism
φ2 : [0, 1] −→ [0, α
−1] =
{ t
1 + αt
: 0 ≤ t ≤ ∞
}
,
φ2
( 1
1 + t
)
:=
t
1 + αt
(where φ2(0) := α
−1 for t =∞).
Since A(1 + αA)−1 = φ2((1 + A)−1) and (1 + A)−1 = φ−12 (A(1 + αA)
−1), the result follows
from Lemma A.5.
Next, assume that all An and A are non-singular. Let Hn := logAn and H := logA.
(i) =⇒ (iv) follows as above by considering a continuous function
φ3 : [0, 1] =
{ 1
1 + t
: 0 ≤ t ≤ ∞
}
−→
{ 1
i+ log t
: 0 ≤ t ≤ ∞
}
,
φ3
( 1
1 + t
)
:=
1
i+ log t
(where φ3(1) = φ3(0) := 0 for t = 0,∞).
(iv) =⇒ (v). By considering a homeomorphism
φ4 :
{ 1
i+ t
: −∞ ≤ t ≤ ∞
}
−→
{ 1
i− t
: −∞ ≤ t ≤ ∞
}
,
φ4
( 1
i+ t
)
:=
1
i− t
(where φ4(0) := 0 for t = ±∞),
it follows from (iv) that (i−Hn)
−1 → (i−H)−1 strongly as well. Let C0(R) denote the Banach
space of complex continuous functions φ on R vanishing at infinity (limt→±∞ f(t) = 0) with
sup-norm. By the Stone-Weierstrass theorem, the set of polynomials of (i ± t)−1 is dense in
C0(R). Hence for any ψ ∈ C0(R) and ε > 0 one can choose a polynomial p(i+ t)
−1, (i− t)−1)
such that ‖ψ(t)− p((i+ t)−1, (i− t)−1)‖∞ < ε, so that
‖ψ(H) − p((i+H)−1, (i−H)−1)‖ < ε, ‖ψ(Hn)− p((i+Hn)−1, (i −Hn)−1)‖ < ε
for all n ∈ N. For any ξ ∈ H with ‖ξ‖ = 1, there is an n0 such that
‖p((i+Hn)
−1, (i−Hn)−1)ξ − p((i+H)−1, (i−H)−1)ξ‖ < ε, n ≥ n0.
Therefore,
‖ψ(Hn)ξ − ψ(H)ξ‖ < 3ε, n ≥ n0,
which implies that ψ(Hn)→ ψ(H) strongly for every ψ ∈ C0(R).
Now, for each fixed s ∈ R set
f(t) := eist, t ∈ R.
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For k ∈ N set
φk(x) :=

1 (|t| ≤ k − 1),
k − |t| (k − 1 ≤ |t| ≤ k),
0 (|t| ≥ k),
and fk(t) := f(t)φk(t). For every ξ ∈ H and ε > 0, there is a k0 such that ‖φk0(H)ξ− ξ‖ < ε.
Moreover, there is an n0 such that
‖φk0(Hn)ξ − φk0(H)ξ‖ < ε, n ≥ n0,
so that
‖φk0(Hn)ξ − ξ‖ < 2ε, n ≥ n0.
Hence for every n ≥ n0 one has
‖eisHnξ − eisHξ‖
≤ ‖f(Hn)ξ − fk0(Hn)ξ‖+ ‖fk0(Hn)ξ − fk0(H)ξ‖+ ‖fk0(H)ξ − f(H)ξ‖
= ‖f(Hn)(ξ − φk0(Hn)ξ)‖ + ‖fk0(Hn)ξ − fk0(H)ξ‖ + ‖f(H)(φk0(H)ξ − ξ)‖
≤ ‖ξ − φk0(Hn)ξ‖+ ‖fk0(Hn)ξ − fk0(H)ξ‖+ ‖φk0(H)ξ − ξ‖
≤ 3ε+ ‖fk0(Hn)ξ − fk0(H)ξ‖
so that, thanks to fk0 ∈ C0(R),
lim sup
n→∞
‖eisHnξ − eisHξ‖ ≤ 3ε,
which implies that Aisn = e
isHn → Ais = eisH strongly for every s ∈ R.
(iv) =⇒ (i). The proof is similar to that of (iv) =⇒ (v) by replacing f(t) = eist with
f(t) = (1 + et)−1, t ∈ R, so the details are omitted.
(v) =⇒ (iv). The proof is from [48, Theorem VIII.21]. Letting dFt := dEet we write
H =
∫∞
0 log λdEλ =
∫∞
−∞ t dFt. We have
(i+H)−1 =
∫ ∞
−∞
1
i+ t
dFt =
∫ ∞
−∞
(
i
∫ ∞
0
e−seist ds
)
dFt
= i
∫ ∞
0
e−s
(∫ ∞
−∞
eist dFt
)
ds = i
∫ ∞
0
e−seisH ds,
and similarly (i+Hn)
−1 = i
∫∞
0 e
−seisHn ds. Hence it is immediate to see the conclusion.
Definition A.6. If the equivalent conditions in Lemma A.4 hold, then we say that An
converges to A in the strong resolvent sense or just strongly.
The following theorem may be a reformulation of famous Stone’s representation theorem
from the viewpoint of the analytic generator. This may be considered as a particular case of
Cioraˇnescu and Zsido´’s theorem [8], mentioned in Theorem 8.9 in the case of a one-parameter
isometry group on a von Neumann algebra. For a strongly continuous one-parameter unitary
group Ut = e
itH on H, where H is a self-adjoint generator, the H is usually obtained in the
real analytic method as H = limt→0(Ut − 1)/it, while the following theorem says that the
analytic generator A = eH can be obtained in a complex analytic method.
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Theorem A.7. Let A be a non-singular self-adjoint operator on H with the spectral decom-
position A =
∫∞
0 λdEλ. Let α > 0. Then, for every ξ ∈ H, the following conditions are
equivalent:
(i) ξ ∈ D(Aα).
(ii)
∫∞
0 λ
2α d‖Eλξ‖
2 < +∞.
(iii) There exists an H-valued bounded weakly continuous function f on −α ≤ Im z ≤ 0,
weakly analytic in −α < Im z < 0, such that f(t) = Aitξ for all t ∈ R.
(iv) There exists an H-valued bounded strongly continuous function f on −α ≤ Im z ≤ 0,
strongly analytic in −α < Im z < 0, such that f(t) = Aitξ for all t ∈ R.
Furthermore, in either condition (iii) or (iv), the function f(z) is unique and Aξ = f(−iα)
holds.
Proof. Write dµ(λ) := d‖Eλξ‖
2, a finite positive measure on (0,∞), and dν(s) := dµ(es) for
s ∈ R. Without loss of generality we may assume that α = 1, by replacing A with Aα.
(i) ⇐⇒ (ii) is a well-known fact, and (iv) =⇒ (iii) is trivial.
(i) =⇒ (iv). From (i) one can define
f(z) := Aizξ =
∫ ∞
0
λiz dEλξ, −1 ≤ Im z ≤ 0,
which is bounded on −1 ≤ Im z ≤ 0 since
‖f(z)‖2 =
∫ ∞
0
|λiz |2 dµ(λ) ≤
∫ ∞
0
λ2 dµ(λ) < +∞.
Assume that −1 ≤ Im zn ≤ 0 (n ∈ N) and zn → z0. Since
|λizn − λiz0 |2 ≤ 2(|λizn |2 + |λiz0 |2) ≤ 4λ2
and λizn → λiz0 for all λ ∈ (0,∞), the Lebesgue convergence theorem gives
‖f(zn)− f(z0)‖
2 =
∫ ∞
0
|λizn − λiz0 |2 dµ(λ) −→ 0.
Hence f(z) is strongly continuous on −1 ≤ Im z ≤ 0.
Next, assume that −1 < Im z0 < 0, and choose a δ > 0 such that −1 + 2δ ≤ Im z0 ≤ −2δ.
For each λ ∈ (0,∞) and any k ∈ C with 0 < |k| ≤ δ, by the mean value theorem (applied to
Reλi(z0+tk) and Imλi(z0+tk) in t ∈ [0, 1]), there are ζ1, ζ2 in the segment joining z0 and z0+ k
such that
λi(z0+k) − λiz0
k
= Re (λiz)′(ζ1) + i Im (λiz)′(ζ2) = Re (iλiζ1 log λ) + i Im (iλiζ2 log λ)
so that ∣∣∣∣λi(z0+k) − λiz0k − iλiz0 log λ
∣∣∣∣ ≤ 2( max|ζ−z0|≤δ |λiζ − λiz0 |
)
| log λ|. (A.1)
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Note that if |ζ − z0| ≤ δ, then Im ζ ≤ Im z0 + δ ≤ −δ and Im ζ ≥ Im z0 − δ ≥ −1 + δ. Hence,
when 0 < λ ≤ 1, one has(
max
|ζ−z0|≤δ
|λiζ − λiz0 |
)
| log λ| ≤
(
max
Im ζ≤−δ
(λ−Im ζ + λ−Im z0)
)
| log λ| ≤ 2λδ | log λ|, (A.2)
and when λ ≥ 1, one has(
max
|ζ−z0|≤δ
|λiζ − λiz0 |
)
| log λ| ≤
(
max
Im ζ≥−1+δ
(λ−Im ζ + λ−Im z0)
)
log λ
≤ 2λ1−δ log λ = 2
log λ
λδ
λ. (A.3)
Set
K0 := sup
0<λ≤1
λδ| log λ| < +∞, K1 := sup
λ≥1
log λ
λδ
< +∞.
φ(λ) := K0 +K1λ, λ > 0.
Then
∫∞
0 φ(λ)
2 dµ(λ) < +∞ by condition (ii), and we have by (A.1)–(A.3),∣∣∣∣λi(z0+k) − λiz0k − iλiz0 log λ
∣∣∣∣ ≤ 4φ(λ), λ > 0.
Moreover, since |λiz0 log λ| ≤ φ(λ) for λ > 0 similarly to (A.2) and (A.3), it follows that∫∞
0 |λ
iz0 log λ|2 dµ(λ) < +∞ so that η0 :=
∫∞
0 iλ
iz0 log λdEλξ ∈ H is defined. We then have∥∥∥∥f(z0 + k)− f(z0)k − η0
∥∥∥∥2 = ∫ ∞
0
∣∣∣∣λi(z0+k) − λiz0k − iλiz0 log λ
∣∣∣∣2 dµ(λ) −→ 0
as δ ≥ |k| → 0 by the Lebesgue convergence theorem, which implies that f ′(z0) = η0. Hence
f(z) is strongly analytic in −1 < Im z < 0.
(iii) =⇒ (i). Let f(z) be as given in (iii), and set ϕ(z) := 〈ξ, f(z)〉, −1 ≤ Im z ≤ 0, which
is bounded and continuous on −1 ≤ Im z ≤ 0 and analytic in −1 < Im z < 0. Note that
ϕ(t) =
∫ ∞
0
λit dµ(λ) =
∫ ∞
−∞
eist dν(s), t ∈ R, (A.4)
that is, ϕ(t) = ν̂(−t) where ν̂ is the Fourier transform of ν. For n ∈ N consider an entire
function Gn(z) :=
n√
2π
e−n
2z2/2, z ∈ C. Then it is well-known that
∫∞
−∞Gn(t) dt = 1 and
Ĝn(s) :=
∫ ∞
−∞
e−istGn(s) ds = e
− s2
2n2 , s ∈ R. (A.5)
For any δ ∈ (0, 1/2) take the contour integral of Gn(z)ϕ(−i − z) along the rectangle joining
R− iδ, −R− iδ, −R− i(1− δ) and R− i(1− δ), and then take the limit as R→∞ to obtain∫ ∞
−∞
Gn(t− iδ)ϕ(−t − i(1− δ)) dt =
∫ ∞
−∞
Gn(t− i(1 − δ))ϕ(−t − iδ) dt.
By the Lebesgue convergence theorem, letting δ ց 0 gives∫ ∞
−∞
Gn(t)ϕ(−t− i) dt =
∫ ∞
−∞
Gn(t− i)ϕ(−t) dt
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=∫ ∞
−∞
Gn(t− i)
(∫ ∞
−∞
e−ist dν(s)
)
dt (by (A.4))
=
∫ ∞
−∞
(∫ ∞
−∞
Gn(t− i)e
−ist dt
)
dν(s)
=
∫ ∞
−∞
(∫ ∞
−∞
Gn(t)e
−is(t+i) dt
)
dν(s)
=
∫ ∞
−∞
(∫ ∞
∞
Gn(t)e
−ist dt
)
es dν(s) =
∫ ∞
−∞
Ĝn(s)e
s dν(s).
By (A.5) letting n→∞ yields
ϕ(−i) =
∫ ∞
−∞
es dν(s) =
∫ ∞
0
λdµ(λ),
which implies that
∫∞
0 λdµ(λ) < +∞. Hence ξ ∈ D(A
1/2), and it follows from the above
proof of (i) =⇒ (iv) that f(z) = Aizξ for −1/2 ≤ Im z ≤ 0.
Next. for any η ∈ D(A) let g(z) := Aizη for −1 ≤ Im z ≤ 0. From (i) =⇒ (iv), g(z) is
bounded and strongly continuous on −1 ≤ Im z ≤ 0 and strongly analytic in −1 < Im z < 0.
Define
F (z) := 〈g(z − i), f(z)〉, −1 ≤ Im z ≤ 0.
It is easy to verify that F (z) is bounded continuous on −1 ≤ Im z ≤ 0 and analytic in
−1 < Im z < 0. For any r ∈ (0, 1/2) we have
F (−ir) = 〈g(−i(1 − r)), f(−ir)〉 = 〈A1−rη,Arξ〉 = 〈Aη, ξ〉 = F (0),
which implies that F (z) ≡ F (0) for −1 ≤ Im z ≤ 0. Hence we have
〈Aη, ξ〉 = F (0) = F (−i) = 〈η, f(−i)〉.
Since this holds for all η ∈ D(A), we have ξ ∈ D(A) and Aξ = f(−i). Therefore, (i) follows
and the last statement has been shown as well.
A.2 Positive quadratic forms
An important aspect of positive self-adjoint operators on H is their correspondence to closed
(densely-defined) positive quadratic forms on H. We begin with the definition.
Definition A.8. (1) A function q : D(q) → [0,∞), where D(q) is a dense subspace of H,
is called a positive quadratic form on H if
(a) q(λξ) = |λ|2q(ξ), ξ ∈ D(q), λ ∈ C,
(b) q(ξ + η) + q(ξ − η) = 2q(ξ) + 2q(η), ξ, η ∈ D(q).
(2) The above q is said to be closed if {ξn} ⊂ D(q), ξ ∈ H, ‖ξn−ξ‖ → 0 and q(ξn−ξm)→ 0
as n,m→∞, then ξ ∈ D(q) and q(ξn − ξ)→ 0.
Lemma A.9. Let q : D(q)→ [0,∞) be a positive quadratic form on H. Define
q(ξ, η) :=
1
4
3∑
k=0
ikq(η + ikξ), ξ, η ∈ D(q), (A.6)
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Then q(ξ, η) is a positive sesquilinear form on D(q) such that q(ξ) = q(ξ, ξ) for all ξ ∈ D(q).
Hence q(ξ)1/2 is a semi-norm on D(q), so that
|q(ξ1)
1/2 − q(ξ2)
1/2| ≤ q(ξ1 − ξ2)
1/2, ξ1, ξ2 ∈ D(q).
Moreover, if ξ, ξn ∈ D(q) (n ∈ N) and q(ξn − ξ)→ 0, then q(ξn)→ q(ξ).
Proof. The well-known Jordan-von Neumann theorem says that a (semi-)norm on a com-
plex vector space comes from a (semi-)inner product if and only if the norm satisfies the
parallelogram law. Condition (b) is the parallelogram law for q(ξ)1/2 and (A.6) is the usual
polarization formula to define a semi-inner product. Even when q(ξ)1/2 is not assumed to be
a semi-norm, the usual proof of the Jordan-von Neumann theorem can work to prove that
q(ξ, η) is s sesquilinear form on D(q). Although the details are left to an exercise, a point
we have to check here is that the function λ > 0 7→ q(ξ, λη) is continuous. For this, note
that, for every ξ, η ∈ D(q), the function λ > 0 7→ q(λη + ξ) is mid-point convex and locally
bounded by (a) and (b), so it is continuous, see, e.g., [26, §3.18]. The remaining assertions
of the lemma are now obvious.
The equivalence of (i) and (iii) in the next theorem is the most fundamental representation
result for positive quadratic forms, see [36, Chap. 6, §2.6] for more details. The equivalence
of (i) and (ii) was first given in [54, Theorem 2] with stating that it is attributed to Kato.
Theorem A.10. Let q be a positive quadratic form on H. Then the following conditions are
equivalent:
(i) q is closed.
(ii) q˜ is lower semicontinuous on H, where q˜ is the extension of q as
q˜(ξ) :=
{
q(ξ) if ξ ∈ D(q),
∞ if ξ ∈ H \ D(q).
(A.7)
(iii) There exists a positive self-adjoint operator A on H such that D(A1/2) = D(q) and
q(ξ) = ‖A1/2ξ‖2, ξ ∈ D(A1/2).
Moreover, A in condition (iii) is unique.
Proof. (iii) =⇒ (i). Assume that q is as given in (iii) by a positive self-adjoint operator A
with the spectral decomposition A =
∫∞
0 λdEλ. First, let us confirm that q is a positive
quadratic form. The property (a) of Definition A.8 (1) is obvious. For ξ, η ∈ D(A1/2) one has
q(ξ + η) + q(ξ − η) =
∫ ∞
0
λd‖Eλ(ξ + η)‖
2 +
∫ ∞
0
λd‖Eλ(ξ − η)‖
2
= 2
∫ ∞
0
λd‖Eλξ‖
2 + 2
∫ ∞
0
λd‖Eλη‖
2 = 2q(ξ) + 2q(η),
since ‖Eλ(ξ − η)‖
2 + ‖Eλ(ξ − η)‖
2 = 2‖Eλξ‖
2 + 2‖Eλη‖
2. So (b) holds as well. Moreover,
the closedness of q immediately follows from that of A1/2.
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(i) =⇒ (iii). Assume that q is a closed positive quadratic form on H. It is easy to see (an
exercise) that D(q) becomes a Hilbert space with the inner product
〈ξ, η〉q := 〈ξ, η〉 + q(ξ, η), ξ, η ∈ D(q),
where q(ξ, η) is given in (A.6). For every ζ ∈ H, since |〈ζ, η〉| ≤ ‖ζ‖ ‖η‖ ≤ ‖ζ‖ ‖η‖q , where
‖η‖q := 〈η, η〉
1/2
q , the linear functional η ∈ D(q) 7→ 〈ζ, η〉 is bounded on D(q). By the Riesz
theorem there is a Bζ ∈ D(q) such that
〈ζ, η〉 = 〈Bζ, η〉q = 〈Bζ, η〉+ q(Bζ, η), η ∈ D(q). (A.8)
It follows from (A.8) that B is an injective linear operator from H into D(q). If η ∈ D(q)
satisfies 〈Bζ, η〉q = 0 for all ζ ∈ H, then 〈ζ, η〉 = 0 for all ζ ∈ H and so η = 0. This means that
R(B) (the range of B) is dense in D(q) and so dense in H. Hence we have a densely-defined
operator B−1 : D(B−1) = R(B)→H. Define
Aξ := B−1ξ − ξ, ξ ∈ D(A) := R(B).
It then follows from (A.8) that
q(ξ, η) = 〈B−1ξ, η〉 − 〈ξ, η〉 = 〈Aξ, η〉, ξ ∈ D(A) ⊂ D(q), η ∈ D(q). (A.9)
Hence 〈Aξ, ξ〉 = q(ξ, ξ) ≥ 0 for all ξ ∈ D(A), so A is positive. This implies that A and hence
1 +A = B−1 are symmetric. For every ζ ∈ H, letting ξ := Bζ, we have (1 +A)ξ = ζ and
〈Bζ, ζ〉 = 〈ξ, (1 +A)ξ〉 = 〈(1 +A)ξ, ξ〉 = 〈ζ,Bζ〉,
which means that B is symmetric. The well-known Hellinger-Toeplitz theorem (see [48, p. 84],
an easy corollary of the closed graph theorem) says that a symmetric operator defined on the
wholeH is a bounded self-adjoint operator. Hence B is a bounded self-adjoint operator, which
implies that B−1 = 1+A is self-adjoint and so A is self-adjoint (and positive). Moreover, by
(A.9) we have q(ξ) = ‖A1/2ξ‖2 for all ξ ∈ D(A) ⊂ D(A1/2)
For every ξ ∈ D(q), since D(A) is dense in D(q) with 〈·, ·〉q , there is a sequence ξn ∈ D(A)
such that ‖ξn− ξ‖ → 0, q(ξn− ξ)→ 0 and ‖A
1/2ξn−A
1/2ξm‖
2 = q(ξn− ξm)→ 0. Since A
1/2
is closed, ξ ∈ D(A1/2) and ‖A1/2ξn −A
1/2ξ‖ → 0, so that
‖A1/2ξ‖2 = lim
n
‖A1/2ξn‖
2 = lim
n
q(ξn) = q(ξ)
by Lemma A.9 for the above last equality. On the other hand, for every ξ ∈ D(A1/2), since
D(A) is a core of A1/2, there is a sequence ξn ∈ D(A) ⊂ D(q) such that ‖ξn − ξ‖ → 0,
‖A1/2ξn−A
1/2ξ‖ → 0 and q(ξn− ξm) = ‖A
1/2ξn−A
1/2ξm‖
2 → 0. Since q is closed, ξ ∈ D(q)
and q(ξn − ξ)→ 0. Therefore, D(A
1/2) = D(q) and (iii) follows.
(ii) =⇒ (i). Assume (ii). Let {ξn} ⊂ D(q) and ξ ∈ H be such that ‖ξn − ξ‖ → 0 and
q(ξn − ξm) → 0 as n,m → ∞. For any ε > 0 choose an n0 such that q(ξn − ξm) ≤ ε for all
n,m ≥ n0. From (ii) we find that, for every n ≥ n0,
q˜(ξn − ξ) ≤ lim inf
m
q˜(ξn − ξm) ≤ ε.
This in particular implies that ξn − ξ ∈ D(q) so that ξ ∈ D(q). Hence q(ξn − ξ) ≤ ε for all
n ≥ n0. Therefore, q(ξn − ξ)→ 0 and (i) follows.
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(iii) =⇒ (ii). Assume (iii). To show (ii), it suffices to prove that
q˜(ξ) = sup{|〈Aζ, ξ〉|2 : ζ ∈ D(A), 〈Aζ, ζ〉 = 1} (A.10)
for all ξ ∈ H. Let ζ ∈ D(A) ⊂ D(A1/2) with 〈Aζ, ζ〉 = 1. For every ξ ∈ D(q) = D(A1/2) one
has
|〈Aζ, ξ〉|2 = |〈A1/2ζ,A1/2ξ〉|2 ≤ ‖A1/2ζ‖2‖A1/2ξ‖2 = 〈Aζ, ζ〉q(ξ) = q˜(ξ).
If ξ ∈ H \ D(q), then |〈Aζ, ξ〉|2 ≤ ∞ = q˜(ξ). Therefore, q˜(ξ) ≥ the RHS of (A.10) for all
ξ ∈ H.
On the other hand, taking the spectral decomposition A =
∫∞
0 λdEλ, for every ξ ∈ H one
has
〈AEnξ, ξ〉 =
∫ n
0
λd‖Eλξ‖
2 ր
∫ ∞
0
λd‖Eλξ‖
2 = q˜(ξ).
If 〈AEnξ, ξ〉 = 0 for all n, then q˜(ξ) = 0. Otherwise, letting ζn := 〈AEnξ, ξ〉
−1/2Enξ ∈ D(A)
for n large, one has
〈Aζn, ζn〉 = 〈AEnξ, ξ〉
−1〈AEnξ, ξ〉 = 1,
|〈Aζn, ξ〉|
2 = |〈AEnξ, ξ〉
−1/2〈AEnξ, ξ〉|2 = 〈AEnξ, ξ〉 ր q˜(ξ).
Therefore, (A.10) holds.
Finally, the uniqueness of A in condition (iii) is immediately seen from Lemma A.1.
Let p, q be positive quadratic forms on H. It is said that p is an extension of q if D(p) ⊃
D(q) and p(ξ) = q(ξ) for all ξ ∈ D(q). It is said that q is closable if q has a closed extension.
The proof of the next theorem was given in [13].
Theorem A.11. Let q : D(q)→ [0,∞) be a positive quadratic form on H. Then the following
conditions are equivalent:
(i) q is closable.
(ii) if {ξn} ⊂ D(q), ‖ξn‖ → 0 and q(ξn − ξm)→ 0 as n,m→∞, then q(ξn)→ 0.
(iii) q is lower semicontinuous on D(q).
In this case, there exists the smallest closed extension q of q.
Proof. (i) =⇒ (ii). Assume that q is closable, and let p be a closed extension of q. Let
{ξn} ⊂ D(q), ‖ξn‖ → 0 and q(ξn − ξm) → 0 as n,m → ∞. Then q(ξn) = p(ξn − 0) → 0 by
Definition A.8 (2) for p.
(ii) =⇒ (i). Assume that (ii) holds, and define
D(q) := {ξ ∈ H : there exists a sequence ξn ∈ D(q) such that
‖ξn − ξ‖ → 0 and q(ξn − ξm)→ 0 as n,m→∞} (A.11)
and
q(ξ) := lim
n→∞ q(ξn) for ξ ∈ D(q). (A.12)
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Here, the above limit limn q(ξn) exists by Lemma A.9. Moreover, this limit is independent of
the choice of {ξn}; indeed, if {ηn} ⊂ D(q) is another sequence as above, then ‖ξn − ηn‖ → 0
and q((ξn − ηn)− (ξm − ηm)) ≤ 2q(ξn − ξm) + 2q(ηn − ηm)→ 0, so condition (ii) implies that
q(ξn − ηn) → 0 and so limn q(ξn) = limn q(ηn). It is clear that D(q) ⊃ D(q) and q(ξ) = q(ξ)
for all ξ ∈ D(q).
Let us prove that q is a closed positive quadratic form on H. For every ξ, η ∈ D(q) choose
{ξn}, {ηn} ⊂ D(q) such that ‖ξn − ξ‖ → 0, ‖ηn − η‖ → 0 and q(ξn − ξ) → 0, q(ηn − η)→ 0.
Then for every λ, µ ∈ C,
‖(λξn + µηn)− (λξ + µη)‖ −→ 0,
q((λξn + µηn)− (λξn + µηn))
1/2 ≤ |λ|q(ξn − ξm)
1/2 + |µ|q(ηn − ηm)
1/2 −→ 0,
so that λξ + µη ∈ D(q). Hence D(q) is a dense subspace of H. Since
q(λξ) = lim
n
q(λξn) = |λ|
2 lim
n
q(ξn) = |λ|
2q(ξ),
q(ξ + η) + q(ξ − η) = lim
n
{q(ξn + ηn) + q(ξn − ηn)}
= lim
n
{2q(ξn) + 2q(ηn)} = 2q(ξ) + 2q(η),
it follows that q is a positive quadratic form on H. Furthermore, note that
lim
n
q(ξn − ξ) = lim
n
lim
m
q(ξn − ξm) = 0, ξ ∈ D(q). (A.13)
To show the closedness of q, let {ηn} ⊂ D(q), η ∈ H, ‖ηn− η‖ → 0 and q(ηn− ηm)→ 0 as
n,m→∞. For each n choose a ξn ∈ D(q) such that ‖ξn − ηn‖ < 1/n and q(ξn − ηn) < 1/n
(thanks to (A.13)). Then ‖ξn − η‖ → 0 and
q(ξn − ξm)
1/2 = q(ξn − ξm)
1/2
≤ q(ξn − ηn)
1/2 + q(ηn − ηm)
1/2 + q(ηm − ξm)
1/2 −→ 0 as n,m→∞.
Hence we have η ∈ D(q) and
lim sup
n
q(ηn − η)
1/2 ≤ lim sup
n
{q(ηn − ξn)
1/2 + q(ξn − η)
1/2}
= lim sup
n
lim
m
q(ξn − ξm)
1/2 = 0,
since q(ξn − η) = limm q(ξn − ξm). Therefore, q(ηn − η) → 0, so that q is a closed extension
of q.
(i) =⇒ (iii). Let p be a closed extension of q. Then p˜ is lower semicontinuous on H by
Theorem A.10. Since q = p˜ on D(q), it follows that q is lower semicontinuous on D(q).
(iii) =⇒ (ii). Assume (iii). Let {ξn} ⊂ D(q), ‖ξ‖ → 0 and q(ξn − ξm)→ 0 as n,m→∞.
For every ε > 0 choose an n0 such that q(ξn − ξm) ≤ ε for all n,m ≥ n0. From (iii) we find
that
q(ξn) ≤ lim inf
m
q(ξn − ξm) ≤ ε, n ≥ n0,
so that q(ξn)→ 0 and (ii) follows.
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Finally, we show that q given in the above proof of (ii) =⇒ (i) is the smallest closed
extension of q. For this, let p be any closed extension of q. If ξ ∈ D(q), then by the definition
of q in (A.11) and (A.12) there is a sequence ξn ∈ D(q) ⊂ D(p) such that ‖ξn − ξ‖ → 0 and
p(ξn− ξm) = q(ξn− ξm)→ 0, so ξ ∈ D(p) and p(ξn− ξ)→ 0. Hence q(ξ) = limn q(ξn) = p(ξ),
so the result follows.
Remark A.12. Let q be a positive quadratic form on H and assume that q is lower semicon-
tinuous on D(q). Then by Theorems A.11 and A.10 there exists a unique positive self-adjoint
operator A1 on H such that D(A
1/2
1 ) = D(q) and
‖A
1/2
1 ξ‖
2 = q(ξ), ξ ∈ D(q).
In particular,
D(A
1/2
1 ) ⊃ D(q) and ‖A
1/2
1 ξ‖
2 = q(ξ), ξ ∈ D(q). (A.14)
Furthermore, note that D(q) is a core of A
1/2
1 and A1 is the largest (in the sense of Definition
A.2) positive self-adjoint operator on H satisfying (A.14). Indeed, that D(q) is a core of
A
1/2
1 is immediately seen from (A.11) and (A.13). Let A be any positive self-adjoint operator
satisfying (A.14). For every ξ ∈ D(A
1/2
1 ) = D(q) there is a sequence ξn ∈ D(q) such that
‖ξn − ξ‖ → 0 and q(ξn)→ q(ξ). Hence one has
‖A1/2ξ‖2 ≤ lim inf
n
‖A1/2ξ‖2 = lim
n
q(ξn) = q(ξ) = ‖A
1/2
1 ξ‖
2,
implying that A ≤ A1 in sense of Definition A.2.
In view of condition (ii) of Theorem A.10, it is convenient to reformulate positive quadratic
forms as those defined on the whole H but allowed to have the value ∞ in the following way:
Definition A.13. We call a function q : H → [0,∞] a positive form on H if the properties
(a) and (b) of Definition A.8 (1) hold for all ξ, η ∈ H, with the convention 0∞ = 0. Here we
use the term “positive form” instead of “positive quadratic form” to distinguish the present
definition from Definition A.8 (1).
Lemma A.14. Let q : H → [0,∞] be a positive form on H, and set D(q) := {ξ ∈ H : q(ξ) <
∞}. Then K := D(q) is a closed subspace of H and q|D(q) is a positive quadratic form on K.
Conversely, let q : D(q)→ [0,∞) be a positive quadratic form on a closed subspace of H,
and set q˜ : H → [0,∞] by (A.7). Then q˜ is a positive form.
Proof. For the first assertion, it suffices to show that D(q) is a subspace of H. But this is
clear from (a) and (b) for q. Next, let q and q˜ be as stated in the second assertion. We shows
that q˜ satisfies (a) and (b) for all ξ, η ∈ H. Obviously, when λ = 0, both sides of (a) are 0
for all ξ ∈ H. When λ 6= 0, both sides of (a) are ∞ for all ξ ∈ H \ D(q). Hence (a) holds
for all ξ ∈ H. When ξ 6∈ D(q) or η 6∈ D(q), it follows from (b) for q that ξ + η 6∈ D(q) or
ξ − η 6∈ D(q), so both sides of (b) are ∞. Hence (b) holds for all ξ, η ∈ H.
The next theorem is a reformulation of Theorem A.10.
Theorem A.15. Let q be a positive form on H in the sense of Definition A.13. Set D(q) :=
{ξ ∈ H : q(ξ) <∞} and K := D(q). Then the following conditions are equivalent:
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(i) q|D(q) is a closed positive quadratic form on K in the sense of Definition A.8.
(ii) q is lower semicontinuous on H.
(iii) There exists a positive self-adjoint operator A on K such that D(A1/2) = D(q) and
q(ξ) =
{
‖A1/2ξ‖2 if ξ ∈ D(A1/2),
∞ if ξ ∈ H \ D(A1/2).
Moreover, A in condition (iii) is unique.
Proof. It is clear that (ii) is equivalent to the lower semicontinuity of q|K. Hence the theorem
immediately follows from Lemma A.14 and Theorem A.10 applied to a positive quadratic
form q|D(q) on K.
We write q = qA for the positive form determined by A as in the above (iii).
Example A.16. We here recall the notion of form sums of two positive self-adjoint operators;
the idea goes back to [35]. Let A,B be positive self-adjoint operators on some respective closed
subspaces of H. Define D(q) := D(A1/2) ∩ D(B1/2) and
q(ξ) :=
{
‖A1/2ξ‖2 + ‖B1/2ξ‖2 if ξ ∈ D(q),
∞ if ξ ∈ H \ D(q).
Then it is immediate to see that q is a positive form on H satisfying condition (ii) of The-
orem A.15. Hence there exists a unique positive self-adjoint operator C on D(q) such that
D(C1/2) = D(q) and
‖C1/2ξ‖2 = ‖A1/2ξ‖2 + ‖B1/2ξ‖2, ξ ∈ D(A1/2) ∩D(B1/2).
That is, C is determined by the equality qC = qA + qB . The C is denoted by A +˙B and
called the form sum of A and B.
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