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Supplementary Materials and Methods

I. EXPERIMENT I-A. Setup
The measurements were carried out in a cryogenic 22-pole radiofrequency ion trap (29) . Details of the experimental setup have been given in previous publications (38), a schematic overview is shown in fig. S1 . Here we provide a brief outline. The setup mainly consists of a radiofrequency storage ion source (30), two guiding quadrupoles, the 22-pole ion trap, a quadrupole mass filter for the product analysis, and a channeltron detector, operated in single-particle mode. Inside the source the ions can be stored in the recesses of a compact stack of molybdenum plates that are alternatingly supplied with radiofrequency signals of opposite polarity with typical amplitudes of 60V at a frequency of 16.7 MHz. The ions are extracted from the source by lowering the voltage of an exit electrode that is usually kept at a small positive voltage for storage. After exiting the source, the ions are guided by two consecutive quadrupoles (one straight quadrupole, one quadrupole with a 90º bend) toward the ion trap. The purpose of the two ion guides is to maintain an efficient transport from the ion source to the 22-pole, while at the same time avoiding a direct flow of water vapor or other unwanted gases from the source to the high vacuum chamber of the trap.
fig. S1. Schematic of the experimental setup.
The heart of the setup is the 22-pole ion trap. The trap consists of two massive copper side plates into which 22 straight stainless steel rods of 1 mm diameter are planted alternatingly. The rods form a cylindrical cage of 1 cm diameter and 4 cm length. By applying a suitable radiofrequency signal to the side plates (and thus the rods), charged particles are trapped radially inside the cage. For longitudinal confinement, a set of cylindrical end caps with an inner diameter of 8mm are situated inside the copper side plates. By applying small dc voltages to these end caps, ions can be loaded into the trap, as well as stored and extracted. The entire 22-pole trap is mounted onto the second stage of a closed-cycle helium cold head that can cool it down to ~ 20 K. Using small heating pads below the trap mount, it is also possible to heat the trap up to around 150 K during operation. The trap is shielded from the surrounding 300 K radiation by a thin aluminum housing that is connected to the first stage of the cold head. The trap temperature is read out by two silicon diodes (Lakeshore DT-470-CU-11A) that are directly attached to the copper housing.
While the ions are stored inside the trap, they are cooled by helium buffer gas that is bled in through the trap ground plate. At the same time, small amounts of H2 reactant gas can be let into the trap volume through precision valves. After a pre-defined storage time the reaction products are guided into a quadrupole mass filter and counted individually by a channeltron detector.
I-B. Determination of the H2 density inside the ion trap
A crucial aspect of the current measurements was the determination of the H2 density inside the 22-pole trap. To this end, we employed three different pressure gauges. We used an inverted magnetron cold cathode gauge (Pfeiffer IKR 270) and a hot cathode Bayard-Alpert (Hornet IGM401) installed at the 22-pole trap vacuum chamber. We verified that these gauges measure a pressure that is lower but proportional to the pressure inside the ion trap. We calibrated their readings with an absolute capacitance pressure gauge (Leybold Ceravac CTR 101N) that was connected to an unused vacuum line ending inside the trap volume. All pressure gauges were operated at 300 K. The capacitance gauge is gas-type independent and it has an absolute uncertainty of 2 × 10 -4 mbar, therefore we had to perform the calibration at higher pressure values than those used during the measurements. Above 10 -4 mbar we observed a linear correlation between the readings of the three gauges. It is important to note that the capacitance gauge will not actually measure the pressure inside the ion trap at low temperature, as it is operated outside the trap volume and kept at room temperature. To account for the thermomolecular pressure difference (40), we calculated the actual pressure inside the ion trap using
This approximation (41) is valid under the assumption that the mean free path of hydrogen molecules is large compared to the diameter of the tubing that leads to the pressure gauge, which is a good approximation in our case. After proper calibration of the cold cathode and BayardAlpert gauges (which showed very similar calibration factors), we used the reading of the cold cathode gauge to derive the hydrogen density inside the ion trap, applying the ideal gas law at the respective temperature. The determination of the H2 density is the dominant parameter for the absolute uncertainty of the present work, we estimate it to be accurate to within 20 %.
I-C Kinetic model
Figure 1 (left panel) shows the decay of both OH + and H2O + in the ion trap for a given H2 density and temperature. Both the OH + and H2O + ion counts decrease as they react with H2 to form H2O + and H3O + , respectively. The instantaneous number of each of the species in the trap is governed by a set of simple coupled differential equations
where r1,2 represent the rate of decay/growth attributed to reactions (1) and (2), respectively.
The solution to these differential equations yields
In our treatment we neglect the back-reactions, which are endothermic by E = 1.03 eV (corresponding to kBT = 11900 K) for reaction (1) (21), and E = 1.77 eV (corresponding to kBT = 20500 K) for reaction (2) (22), and therefore can be ignored under the present conditions. The first two of the above equations are used simultaneously to fit the decay curves of OH + and H2O + , whereas the last equation has been used as a cross-check with the growth-rate of the H3O + ion (under low-ion-count conditions).
The loss rates of the two ionic species described by equations (1) and (2) increase linearly with the density, as illustrated in Fig. 1 , the upper right panel of which shows the density dependence of the rates at 21 K, whereas the lower right panel shows the same at 155 K. The linear fits to the two loss rates of OH + and H2O + provide the rate coefficients at the corresponding temperatures. It is apparent that the rate coefficients of the reaction of OH + with H2 is higher than that of H2O + with H2 at 155 K, whereas the opposite is true at 21 K. Our measurements are summed up in Table 1 in the main manuscript, including relative uncertainties. The absolute uncertainty is estimated to be 20 %.
II. THEORY II-A. Computational procedure
The ring polymer molecular dynamics (RPMD) calculations reported here used the RPMDrate code developed by one of us (Y.V.S.) (34). We shall constrain our description only to basic equations of the computational procedure. The remaining details of the RPMD methodology can be found in the RPMDrate manual (34) or online (http://rpmdrate.cyi.ac.cy/). In summary, we use the reaction coordinate  defined using the formalism of two dividing surfaces (35) that connects the reactant ( = 0) and transition state ( = 1) regions. This choice of reaction coordinate may be not optimal but it does not affect the final RPMDrate results (35). The RPMD thermal rate coefficient is calculated using the Bennett-Chandler approach as a product of two factors
The first term,
, denotes the static contribution. In this particular case when  is defined using the ring polymer centroid coordinates, it becomes the centroid-density quantum transition-state theory (QTST) rate coefficient. This quantity depends on the position of the dividing surface   and is determined entirely by the static equilibrium properties, namely the potential of mean force (free energy) via the following expressions
where R ¥ is an adjustable parameter (distance between centers of mass of the reactants) that is chosen to be sufficiently large as to make the interaction between the reactants negligible, mi is the atomic mass (i = O, H), is the reciprocal temperature. For the present calculations, we have chosen  R = 30 a0 (see table S1 ) but verified that the final kRPMD rate coefficients do not depend on  R .
The free-energy difference in Eqs. (S9) and (S10) is calculated by umbrella integration. By default, RPMDrate evaluates this quantity in Eqs. (S9) and (S10) at the maximum value of the free-energy barrier,   , along the reaction coordinate  in order to reduce recrossings in the dynamical correction, which is provided by the second term in Eq. (S8) (
). This factor is the long-time limit of a time-dependent ring-polymer transmission coefficient accounting for recrossing at   when t → tp, where tp is a ''plateau'' time (which is usually high for complex-forming reactions) (35). It counterbalances
, ensuring the independence of the RPMD rate coefficient k RPMD (T ) of the choice of the dividing surface. The RPMD calculations were performed on the recently developed full-dimensional potential energy surfaces for reactions (1) and (2) (26, 36). The RPMD trajectories are thermostatted using simple stochastic Andersen thermostatting scheme (transmission coefficient) or more elaborate generalized Langevin equation (GLE) thermostat (umbrella integration) both implemented in the RPMDrate code (27). Such approach allowed the reduction of the number of ring polymer beads in the umbrella integration without compromising the accuracy of the reported rate coefficients. The parameters used in the present simulations are summarized in table S1. For both reactions, they are similar to those used in our previous studies of insertion reactions (30). They were checked to be sufficient to converge the final RPMD rate coefficients to within a statistical error of ∼ 10%, within typical errors of the RPMDrate computational procedure (below 15%) (30). For chemical reactions which proceed via complex-formation, such as reactions (1) and (2), the freeenergy profiles are rather flat in the long-range region and therefore umbrella integration requires less computation time, whereas the main computation expense is due to recrossing dynamics in the complex-formation region that results in significantly higher values of propagation time. The room temperature rate coefficient for reaction (2) is not reported because of convergence issues presumably associated with artifacts in the potential energy surface due to lack of ab initio points in these areas. These artifacts do not affect classical trajectories, but could potentially be accessible by path integral (ring polymer) molecular dynamics trajectories with more enhanced sampling of the phase space by ring polymer beads which could enter the potential artifact zones. It was easy to discover such trajectories as they immediately lead to extremely large values for the computed parameters due to unphysical geometries (such as mean values and dispersion in the umbrella integration procedure). We notice that, to some extent, this is a general issue that we observed in several preliminary RPMD simulations for polyatomic systems modeled by recent PESs obtained in a similar fashion (26, 36) . In the future, we believe it will be important to use such "non-classical" methods as RPMD (or path integrals molecular dynamics) for verification of new PESs and refining ab initio data sets, though it does not align with the scope of the present work. At lower temperatures (50 and 100 K), we have not observed such behavior and additional geometry check has confirmed that RPMD trajectories did not access unphysical configurations.
The results of the above RPMD simulations are summarized in table S2. The potential of mean force along the reaction coordinate ξ and the time-dependent transmission coefficients obtained at two temperatures are also plotted in figs. S2 and S3 for OH + + H2 and H2O + + H2, respectively. Although these reactions have barrierless reaction paths (26, 36), small free-energy barriers occur prior to the complex (deep well) in the long-range region. This is due to the entropic factor as was expected from the previous studies of chemical reactions of insertion type (35).
k(t)
The lower panels of figs. S2 and S3 show that for both OH + + H2 and H2O + + H2 reactions the plateau regime (tp) is reached only after picoseconds of propagation, as expected for complexforming reactions (35). For reaction (1), the plateau value decreases with decreasing the temperature and propagation to longer times is required for more accurate convergence at lower temperatures (we have ensured that the plateau values do not change for longer propagation times.). For reaction (2), the plateau value does not change significantly with decreasing the temperature from 100 to 50 K. Both scenarios have been already observed in the previous studies of chemical reactions of insertion type (30,31). In both cases, the
profiles exhibit short-time oscillations apparently due to entering and re-entering in the complex formation zone. These short-time oscillations are more active at 50 K thus taking more time to reach the plateau. Note that these oscillations are most likely due to our particular choice of a transition state dividing surface, which has no effect on the final RPMD rates (30). For both OH + + H2 and H2O + + H2 reactions, the transmission coefficients are significantly below unity, confirming that it is important to include this factor in the total RPMD rate coefficient calculation. In order to verify that the recrossing trajectories with  >   at t = tp were terminated in the product region, we analyzed the final geometries, in particular the distances between the centers of mass, which are presented in fig. S4 . For both reactions at temperatures higher T > 50 K, most of the ring polymer recrossing trajectories have reached long distances (> 10 a0) between the products, suggesting the dominant role of the direct mechanism, i.e., when the ring polymer trajectories do not spend much time in the complex wells along the reaction coordinate. At lower temperatures, however, fig. S4 suggests that there is a competition between direct and indirect mechanisms, when the ring polymer trajectories get trapped for some time in the complex wells. However, fig. S4 also shows that even at 50 K the lowest distance between the H atom and the H2O + and H3O + product cations exceeds the distances observed in the pre-product complexes (26, 36) thus confirming that the recrossing trajectories have reached the product side for both reactions within the given propagation time.
Finally, schematic energy diagrams for the OH + + H2  H2O + + H and H2O + + H2  H3O + + H chemical reactions on the PES employed in the present study (26, 36) along with the zero-point energy corrections are presented in fig. S5 . table S1. Rate coefficients (in 10 −9 cm 3 s −1 ) for the OH + + H2 and H2O + + H2 reactions calculated using centroid-density quantum transition state theory (kQTST) and RPMD (kRPMD). Ring polymer recrossing factors () which connect kQTST and kRPMD are also included in the Table. T kQTST 
