Abstract-Data mining is the process of analyzing data from a different category. This data provide information and data mining will extracts a new knowledge from it and a new useful information is created. Decision tree learning is a method commonly used in data mining. The decision tree is a model of decision that looklike as a tree-like graph with nodes, branches and leaves. Each internal node denotes a test on an attribute and each branch represents the outcome of the test. The leaf node which is the last node will holds a class label. Decision tree classifies the instance and helps in making a prediction of the data used. This study focused on a J48 algorithm for classifying a gender by using fingerprint features. There are four types of features in the fingerprint that is used in this study, which is Ridge Count (RC), Ridge Density (RD), Ridge Thickness to Valley Thickness Ratio (RTVTR) and White Lines Count (WLC). Different cases have been determined to be executed with the J48 algorithm and a comparison of the knowledge gain from each test is shown. All the result of this experiment is running using Weka and the result achieve 96.28% for the classification rate.
INTRODUCTION
A decision tree is a graph that uses a branching method to illustrate every possible outcome of the decision. A decision tree consists decision nodes and leaf nodes, where the decision node specifies a test over one attribute and a leaf node represent the class value [1] . A decision tree is a most powerful approach in knowledge discovery and data mining [2] . It is a non-parametric supervised learning method which is used to learn a classification function. It creates a model that predicts the value of the target variables by learning a simple decision rule from the data features.
Decision tree always be used with a complex bulk of data to enable a knowledge extraction in order to discover a useful pattern [2] . There are two approaches for decision tree [3] which is a univariate decision tree and multivariate decision tree. The univariate decision tree is a decision node which considers only one feature that leads to the axis splits while the multivariate decision tree is a decision nodes that divide the input space into two widths an arbitrary hyperplane and leading to an oblique splits [4] . A J48 algorithm is an extension of an ID3 algorithm which is also from the univariate decision trees. For this study, the J48 algorithm has been used a proposed technique as it has more accuracy rate [5] compared to the available univariate decision tree.
Since 2006 until now, researchers keep finding the best classifier for gender classification problem. But until today there is no implementation of decision tree in gender classification based on the fingerprint. Badawi et al. [6] used three different types of classifier which are Neural Network (NN), Fuzzy C-Means (FCM) and Linear Discriminat Analysis (LDA) as a classifier for gender classification using the fingerprint. From his study, all three classifiers achieved above 80% of classification rate and the best classifier are NN with 88.5% of classification rate.
Verma et al. [7] used Support Vector Machine (SVM) as a classifier for fingerprint-based gender classification problem. SVM is used to separate the two classes of gender, which is male and female. From the study, SVM is able to get 88.00% of classification rate.
In the year of 2011, Arun et al. [8] used SVM to classify gender and they achieved 96.00% of classification rate using Radial Basis Function (RBF) kernel SVM. Early 2012, Gananasivam et al. [9] applied k-Nearest Neighbors (kNN) on the same problem and they achieved 88.28% of classification rate at k=1.
In the year of 2014, there are some researchers studies on gender classification problems to enhance and improve fingerprint-based gender classification problem. Gupta et al. [10] used the back propagation neural network as classifier to classify the gender and they achieved 92.67% of the classification rate. Agrawal et al. [11] used multi-SVM as a classifier to classify gender based fingerprint and they achieved 217 | P a g e www.ijacsa.thesai.org 81.00% of classification rate which is lower than Verma et al. [7] and Arun et. al [8] even though they are applied the same classifier for the same problem.
Abdullah et. al. [12] [13] used several popular classifier for classification such as Multilayer Perceptron Neural Network (MLPNN), Support Vector Machine (SVM), Bayes Net and kNearest Neighbor (kNN) in classifying gender using the fingerprint features. They achieved above 95% of overall classification rate using 10-fold cross validation test. But in the study, there is a problem with MLPNN and kNN which is the popular overfitting problem. In order to overcome this problem, the number of features needs to reduce or needs to do the feature selection process before the classification part.
All the literature studies is shown in Table 1 below. From that, we can conclude that until now there is still a problem in the gender classification problem especially in terms of the accuracy rate. Thus, this study aims to see the performance of the J48 algorithm on fingerprint-based gender classification where J48 is commonly used in classification problem for the univariate decision trees. The performance of the J48 is compared with three different test cases, whereby each test case has a different number of fingerprint features selected. The paper is organized as follows. Section II presents the methodology that has been done in this study, while the result analysis and discussion in Section III. Lastly, Section IV present the conclusion and future work.
II. METHODOLOGY
The sample of this study consist of four extracted features of 296 respondent which is Ridge Count (RC), Ridge Density (RD), Ridge Thickness to Valley Thickness Ratio (RTVTR) and White Lines Count (WLC). The database of the extracted fingerprint features are obtained from Abdullah et.al. [14] . The process of classification is done using Weka programme with a 10-fold cross validation test. All features are arrange as shown in Figure 1 and save as a Comma Deliminated (CSV) file format. RESULT AND DISCUSSION
The result of each test case is given in Table II and the result is illustrated in a bar chart as shown in Figure 3 . It can be seen that Test Case 3 gives a higher classification rate, which is Table III shows the result of the t-Test of the means of the four features which are RD, RTVTR, RC and WLC. It is shown that the female had a statistically significantly higher number of RD (0.654 ± 0.002 mm 2 ), RTVTR (0.811 ± 0.034) and RC (16.34 ±1.242 per 25mm
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2 ) compared to a male which lower numbers of RD (0.470 ± 0.002 mm 2 ), RTVTR (0.537 ± 0.008) and RC (11.71 ±1.346 per 25mm
2 ). As we can see from Table III , the value of the variance of female for the White Lines Count (WLC) is higher than the variance for male. We decided that the WLC feature is not to be include as a reliable feature for the gender classification in this work. Table IV shows the number of respondents in term of correct classification, misclassification and the confusion matrix. For the Test Case 1, it is shown that 283 of 296 respondents are correctly classified as a male and as a female while another 13 of that are incorrectly classified. While for Test Case 2, it is shown that 285 respondents are correctly classified as a male and as a female. For Test case 3, 281 of 296 respondents are correctly classified as a male and as a female, while another 15 respondents are incorrectly classified as male and female. As we can see from the confusion matrix of test case 3, from 15 respondents who are incorrectly classified, nine of them are actually a female and six of them are males. 
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Accuracy 219 | P a g e www.ijacsa.thesai.org Figure 6 and Figure 7 shows the tree visualization of the univariate decision tree generated by WEKA for each test cases. For Test Case 1, the total number of leaves in the generated tree is four and the size of the tree is seven.
For Test Case 2, the total number of leaves in the generated tree are nine and the size of the tree is 17. For Test Case 3, the total number of leaves in the generated tree are four and the size of the tree is 7 while for Test Case 4, the total number of leaves in the generated tree are seven and the size of the tree is 13. The number of leaves in the generated tree and size of tree from Test Case 2 is higher than Test Case 3, Test 4 and Test Case 1.
The decision tree has many benefits to classification process, where it can handle a variety input data which is nominal, numeric and text data. Decision tree also is able to handle effectively the missing values and had a high performance when tested with a small number of efforts. On the other hand, the J48 algorithm is still having a problem where it will slows down the process of generate a tree especially if the data sets used are large and not clean. In conclusion, this paper used J48 decision tree in fingerprint gender classification problem, and the accuracy of the approach is approximately 96.28% for the four fingerprint features used. Using WEKA tool, the decision tree is generated and we got the higher correctly classified male and female which is 285 from 296 respondents. In this study, we can state that we can use J48 decision tree as a classifier for fingerprint based gender classification.
