Abstract. We study a scheme which decomposes a singularly perturbed linear system with several small parameters into a block-diagonal form. The algorithm of the scheme contains k steps of a successive splitting based on the integral manifold of quick and slow variables method. The splitting substitution is defined constructively in the form of expansions by powers of small parameters.
INTRODUCTION
The theory of singularly perturbed systems of differential equations has been intensively developed recently, and its methods have been widely used for the study of various problems of science and technology. Singularly perturbed models describe dynamic processes in physics, theory of automatic control, hydroscopic systems, economical and biological processes [2, 3] . Singularly perturbed systems have boundary layer and stiffness property in numerical calculations. In this connection the main results for high-dimensional systems with fast and slow variables boil down to the construction of asymptotic expansions of the initial and boundary problems. Let us note the surveys [6, 8, 13] , where a great amount of works dedicated to this subject were analyzed.
For qualitative studies of entire systems it is expedient to apply decomposition algorithms. Effective methods of decomposition of singularly perturbed systems, which are based on the ideas of the integral manifold method, were developed in the works [11, 12] . For linear singularly perturbed systems such an approach allows us to make the decomposition of an input system to the independent fast and slow subsystems [7, 10] . Linear non-autonomous three-time and n-time scale systems were studied in [1, 4, 9] .
The aim of this paper is to justify the decomposition method of a linear singularly perturbed system with several small parameters to the collection of independent subsystems. Such an approach is effective if we can find the coefficients of the splitting transformation. The suggested approach combines both asymptotic and qualitative methods of analysis. The splitting transformation is constructed with an arbitrary precision as asymptotic expansions in a series of small parameters.
THE SCHEME OF DECOMPOSITION
Consider a linear singularly perturbed system given by
A ij x j ; i D 0; k; (2.1)
where t 2 R, x i 2 R n i , A ij D A ij .t /; i; j D 0; k; are n i n j matrices, " 0 D 1; " 1 ; " 2 ; : : : ; " k are small positive parameters. Let the following conditions be true: 1) matrices A ij .t /; i; j D 0; k; are uniformly bounded in t 2 R, 2) eigenvalues of the matrix A kk .t / satisfy the inequality
The decomposition of system (2.1) will be performed in k steps. At the first step the substitution is made as follows 8 < :
where H 
then system (2.1) has the form
To perform the second step of decomposition, we make such assumption:
3) eigenvalues of B 
two independent subsystems are obtained from system (2.4a) 
At the step k by making the substitution
we obtain the block-diagonal system 8 < :
where
. Here the matrices H k 0 ; P k 0 of appropriate dimensions satisfy the equations
At each step of decomposition we assume that 3 i ) eigenvalues of matrices B k i C1 i i
; i D 1; k 1; satisfy the inequality
For the transformation of system (2.1) to block-diagonal form (2.9) the existence of the corresponding solutions of systems (2.3a)-(2.3b), (2.7), . . . , (2.10) is necessary. Then, we have the following lemma. Proof. Write the subsystem (2.3a) in the equivalent form
where Q.t; s; "/ is the fundamental matrix of the equation
which by 1)-2) satisfies the estimation
for some K > 0 and any 1 < s Ä t < 1:
We shall seek a bounded solution of system (2.11) on the entire real axis by the method of successive approximations
i D 0; k 1; n D 0; 1; 2; : : : ;
Using inequality (2.13) and conditions 1)-2) in the way analogous to [5] it is easy to show that there exists " 
Denote by Q H i .t; s; "/ the fundamental matrices of the equations
and by Q.t; s; "/ the fundamental matrix of the equation
We can equivalently rewrite system (2.15) as follows
If conditions 1)-2) are satisfied and " k are sufficiently small then the fundamental matrix Q.t; s; "/ satisfies the estimation [5] Q.t; s; "/ˇÄ Ke
Using inequality (2.18) we can prove the existence of a bounded on the entire real axis solution of system (2.17) in a similar way as for (2.11).
The lemma is proved.
Similar statements for systems (2.7), . . . , (2.10) are true.
Let us obtain now a general decomposing transformation. 
which transforms system (2.1) to .k C 1/ independent subsystems (2.9).
Proof. The structure of elements of decomposition transformation
follows from the representation of the substitution at each step of the decomposition. Let us show that this transformation is nonsingular.
From (2.4a), (2.4b) we obtain
Now by making the next substitution we obtain
where for n D 0; k 1; j D 0; k one has
Therefore, there exists the inverse matrix˚
The theorem is proved. Remark 1. Condition 3 i ) is difficult to verify, because matrices P i j and H i j can be found only in the simplest cases. It is easy to make sure that condition 3 i ) will be verified for small " 1 ; " 2 ; : : : ; " k 1 , if system (2.1) is of such form We can find the exact form for the coefficients of the asymptotic decomposition only in the simplest cases, so we are interested in finding asymptotic decomposition of these coefficients and obtaining corresponding split systems.
Let us make the following important assumption: 4) matrices A ij .t /; i; j D 0; k; A 1 kk .t / and their derivatives up to .n C 1/ order are uniformly bounded in t 2 R.
Consider the differential expression 
where matrices P 1 i;j .t /; j D 0; n; i D 0; k 1; and their .n j C 1/ derivatives are uniformly bounded, is such that for bounded solutions of system (2.1) one has
We substitute (3.2) to (3.1) and choose the functions
so that in (3.1) all the terms that contain powers of " k less than .n C 1/, are vanishing. For the coefficients in representation (3.2) we obtain
Observe that 4) implies that P If we make in input system (2.1) the substitution
then for the variables x 0 ; x 1 ; : : : ; x k 1 ;´we obtain the system
" j Ṕ D 
for which the asymptotic decomposition
is valid.
By making in system (2.1) the substitution
Consider now the differential expressions 
Let us show, that there exist functions u We substitute (3.9) to (3.8) and choose functions H 1 i;j ; j D 0; n; so that in (3.8) all the terms that contain powers of " k less than .n C 1/, are vanishing. For the coefficients H 1 i;j we obtain H If we make the substitution in system (3.7) now
then for the variables y 1 i ; i D 0; k; we obtain the system
of type (2.1), for which there exist integral manifolds
If system (3.11) has integral manifolds (3.12), then system (3.7) has integral manifolds
is valid. By making in system (3.7) the substitution
we obtain system (2.4a)-(2.4b) and the first stage of decomposition of (2.1) is finished.
Theorem 2. Let the conditions 1), 2), 4) be true. Then for a sufficiently small " k there exists a substitution (2.2), which transforms system (2.1) to form (2.4a)-(2.4b), and the coefficients of the asymptotic decomposition of transformation (2.2) can be uniquely found from algebraic relations (3.3), (3.10).
Consider now l C 1.l 1/ stage of the decomposition of the system
Assume the following condition to be true: Consider the differential expression
Let us show that the function u l .t; y .t /; " k l /, which can be presented in the form
where the matrices P lC1 i;j .t /; j D 0; n; i D 0; k l 1; and their .n j C 1/ derivatives are uniformly bounded, is such that for bounded solutions of the system (3.13a) we have
We substitute (3.15) to (3.14) and choose functions P so that in (3.14) all the terms that contain powers of " k l less than .n C 1/, are vanishing. For the coefficients in representation (3.2) we obtain
(3.16) Observe that 5 l ) implies that P ;´we obtain the system
System (3.17) is a system of type (3.13a), for which there exists an integral manifold
where P lC1 i;? ; i D 0; k l 1 are uniformly bounded functions. If system (3.17) has integral manifold (3.18), then system (3.13a) has integral manifold
holds. By making in system (3.13a) the substitution
we can get
the coefficients H lC1 i;j we obtain 
to system (3.21) then for variables y lC1 i ; i D 0; k l; we obtain the system
(3.25) of type (3.13a), for which there exist integral manifolds
If system (3.25) has integral manifolds (3.26), then system (3.21) has the integral manifolds
for which the asymptotic decomposition we obtain system with l C 1 decomposed variables and l C 1 stage of decomposition of the system (2.1) is finished. and the coefficients of the asymptotic decomposition of the transformation can be uniquely found by (3.16) and (3.24).
Remark 2. By completing k steps of the decomposition of system (2.1) by the scheme described above, we obtain block-diagonal system (2.9). Moreover, the coefficients of the asymptotic decomposition of the transformation can be found by recurrent algebraic relations analogous to (3.16), (3.24).
EXAMPLE.
Consider the singularly perturbed system of differential equations with constant coefficients and two small parameters
(4.1)
Let us make the substitution in (4.1) analogous to (2.2)
x 0 D y 0 C " 1 " 2 h 0 w; x 1 D y 1 C " 2 h 1 w; x 2 D w C p 0 x 0 C p 1 x 1 ; (4.2)
where p 0 ; p 1 ; h 0 ; h 1 are the solutions of the algebraic systems
By solving of these systems we obtain
Thus the substitution has the form
w;
x 2 D w x 0 x 1 : In this case system (4.1) at the first step is split to the collection of independent equations 8 < : P y 0 D 0; " 1 P y 1 D 0; " 1 " 2 P w D . 1 C " 1 " 2 C " 2 /w:
