This paper presents a hybrid BIST 
Introduction
The rapid advances of the microelectronics technology in recent years have brought new possibilities to integrated circuits (ICs) design and manufacturing. Many systems are nowadays designed by embedding predesigned and preverified complex functional blocks, usually referred as cores, into one single die ( Figure 1 ). Such a design style allows designers to reuse previous designs and will lead therefore to shorter time to market and reduced cost. Such a System-on-Chip (SoC) approach is very attractive from the designers' perspective. Testing of SoC, on the other hand, shares all the problems related to testing modern deep submicron chips, and introduces also some additional challenges due to the protection of intellectual property as well as the increased complexity and higher density [1] .
To test the individual cores of the system the test pattern source and sink have to be available together with an appropriate test access mechanism (TAM) [2] as depicted in Figure 1 . A traditional approach implements both source and sink off-chip and requires therefore the use of external Automatic Test Equipment (ATE). But, as the requirements for the ATE speed and memory size are continuously increasing, the ATE solution can be unacceptably expensive and inaccurate. Therefore, in order to apply at-speed tests and to keep the test costs under control, on-chip test solutions are becoming more and more popular. Such a solution is usually referred to as built-in self-test (BIST).
A typical BIST architecture consists of a test pattern generator (TPG), a test response analyzer (TRA) and a BIST control unit (BCU), all implemented on the chip. This approach allows at-speed tests and eliminates the need for an external tester. It can be used not only for manufacturing test but also for periodical field maintenance tests.
The classical way to implement the TPG for logic BIST (LBIST) is to use linear feedback shift registers (LFSR). But as the test patterns generated by the LFSR are pseudorandom by their nature [3] , the LFSR-based approach often does not guarantee a sufficiently high fault coverage (especially in the case of large and complex designs) and demands very long test application times in addition to high area overheads. Therefore, several proposals have been made to combine pseudorandom test patterns, generated by LFSRs, with deterministic patterns [4] [5] [6] [7] [8] , to form a hybrid BIST solution.
The main concern of the hybrid BIST approaches has been to improve the fault coverage by mixing pseudorandom vectors with deterministic ones, while the issue of cost minimization has not been addressed directly.
To reduce the hardware overhead in the LBIST architectures the hardware LFSR implementation can be replaced by software, which is especially attractive to test SoCs, because of the availability of computing resources directly in the system (a typical SoC usually contains at least one processor core). On the other hand, the software based approach, is criticized because of the large memory Figure 1 . Testing a system-on-chip requirements (to store the test program and test patterns). Similar work has been reported in [7] . However, the approach presented there has no direct cost considerations and can therefore lead to very long test application times because of the unlimited number of pseudorandom test patterns.
In our approach we propose to use a hybrid test set, which contains a limited number of pseudorandom and deterministic test vectors. The pseudorandom test vectors can be generated either by hardware or by software and later complemented by the stored deterministic test set which is specially designed to shorten the pseudorandom test cycle and to target the random resistant faults. The basic idea of Hybrid BIST was discussed in [13] .
The main objective of the current work is to propose a test architecture that supports the combination of pseudorandom and deterministic vectors and to find the optimal balance between those two test sets with minimum cost of time and memory, without losing test quality. We propose two different algorithms to calculate the total cost of the hybrid BIST solution and a fast method to find the optimal switching moment from the pseudorandom test to the stored deterministic test patterns.
A similar problem has been addressed in [8] , where an approach to minimize testing time has been presented. It has shown that hybrid BIST (or CBET in their terminology) can achieve shorter testing time than pseudorandom or deterministic test alone. However, the proposed algorithm does not address total cost minimization (time and memory).
The rest of this paper is organized as follows. In section 2 we introduce the target architecture to implement our approach, section 3 gives an overview of the concepts of hybrid BIST. In sections 4 and 5 we discuss the concepts of calculating the test cost for different solutions, including hybrid BIST. In section 6 Tabu search based method is proposed for optimizing the hybrid BIST test set and in section 7 we present the experimental results which demonstrate the efficiency of our approach. In section 8 we will draw some conclusions together with an introduction to future work.
Target Hybrid BIST Architecture
A hardware based hybrid BIST architecture is depicted in Figure 2 , where the pseudorandom pattern generator (PRPG) and the Multiple Input Signature Analyzer (MISR) are implemented inside the core under test (CUT). The deterministic test pattern are precomputed off-line and stored inside the system.
To avoid the hardware overhead caused by the PRPG and MISR, and the performance degradation due to excessively large LFSRs, a software based hybrid BIST can be used where pseudorandom test patterns are produced by the test software. However, the cost calculation and optimization algorithms to be proposed are general, and can be applied as well to the hardware based as to the software based hybrid BIST optimization.
In case of software based solution, the test program, together with test data (LFSR polynomials, initial states, pseudorandom test length, signatures), is kept in a ROM. The deterministic test vectors are generated during the development process and are stored in the same place. For transporting the test patterns, we assume that some form of TAM is available.
In test mode the test program is executed in the processor core. The test program proceeds in two successive stages. In the first stage the pseudorandom test pattern generator, which emulates the LFSR, is executed. In the second stage the test program will apply precomputed deterministic test vectors to the core under test.
The pseudorandom TPG software is the same for all cores in the system and is stored as one single copy. All characteristics of the LFSR needed for emulation are specific to each core and are stored in the ROM. They will be loaded upon request. Such an approach is very effective in the case of multiple cores, because for each additional core, only the BIST characteristics for this core have to be stored. The general concept of the software based pseudorandom TPG is depicted in Figure 3 .
Although it is assumed that the best possible pseudorandom sequence is used, not always all parts of the system are testable by a pure pseudorandom test sequence. It can also take a very long test application time to reach a In case of hybrid BIST, we can dramatically reduce the length of the initial pseudorandom sequence by complementing it with deterministic stored test patterns, and achieve the 100% fault coverage. The method proposed in the paper helps to find tradeoffs between the length of the best pseudorandom test sequence and the number of stored deterministic patterns.
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Cost of Hybrid BIST
Since the test patterns generated by LFSRs are pseudorandom by nature, the generated test sequences are usually very long and not sufficient to detect all the faults. Figure 4 shows the fault coverage of the pseudorandom test as the function of the test length for some larger ISCAS'85 [9] benchmark circuits. To avoid the test quality loss due to the random pattern resistant faults and to speed up the testing process, we have to apply deterministic test patterns targeting the random resistant and difficult to test faults. Such a hybrid BIST approach starts with a pseudorandom test sequence of length L. On the next stage, stored deterministic test approach takes place: precomputed test patterns, stored in the ROM, are applied to the core under test to reach the desirable fault coverage.
In a hybrid BIST technique the length of the pseudorandom test L is an important parameter, which determines the behavior of the whole test process [7] . It is assumed in this paper that for the hybrid BIST the best polynomial for the pseudorandom sequence generation will be chosen. Removing the latter part of the pseudorandom sequence leads to a lower fault coverage achievable by the pseudorandom test. The loss in fault coverage should be covered by additional deterministic test patterns. In other words, a shorter pseudorandom test set implies a larger deterministic test set. This requires additional memory space, but at the same time, it shortens the overall test process. A longer pseudorandom test, on the other hand, will lead to longer test application time with reduced memory requirements. Therefore it is crucial to determine the optimal length of the pseudorandom test L OPT in order to minimize the total testing cost. Figure 5 illustrates the total cost calculation for the hybrid BIST consisting of pseudorandom test and stored test, generated off-line. We can define the total test cost of the hybrid BIST C TOTAL as:
where C GEN is the cost related to the time for generating L pseudorandom test patterns (number of clock cycles), C MEM is related to the memory cost for storing S precomputed test patterns to improve the pseudorandom test set, and α, β are constants to map the test length and memory space to the costs of the two parts of the test solutions to be mixed. Figure  5 illustrates how the cost of pseudorandom test is increasing when striving to higher fault coverage (the C GEN curve). The total cost C TOTAL is the sum of the above two costs. The weights α and β reflect the correlation between the cost and the pseudorandom test time (number of clock cycles used) and between the cost and the memory size needed for storing the precomputed test sequence, respectively. For simplicity we assume here α = 1, and β = B where B is the number of bytes of the input test vector to be applied on the CUT. Hence, to carry out some experimental work for demonstrating the feasibility and efficiency of the following algorithms, we use as the cost units the number of clocks used for pseudorandom test generation and the number of bytes in the memory needed for storing the precomputed deterministic test patterns. In practice those weights are determined by the system specification and requirements and can be used to drive the final implementation towards different alternatives (for example slower, but more memory efficient solution).
Equation 1, which is used for calculating the test cost as a sum of costs of pseudorandom test, and of the memory associated with storing the ATPG produced test, represents a simplified cost model for the hybrid BIST. In this model neither the basic cost of memory (or its equivalent) occupied by the LFSR emulator, nor the time needed for generating deterministic test patterns are taken into account. However, the goal of this paper was not to develop accurate cost function for the whole BIST solution. The goal was to show that the total cost of a hybrid BIST is essentially a function of arguments L and S, and to develop a method to calculate the value of S at a given value of L to find the tradeoffs between the length of pseudorandom test and the number of deterministic patterns to minimize the total cost of a hybrid BIST.
Hence, the main problem of the formulated optimization task is how to find the curves C GEN and C MEM in Figure 5 in a most efficient way.
Calculation of the Cost for Pseudorandom Test
Creating the curve C GEN = αL is not difficult. For this purpose, the cumulative fault coverage (like in Figure 4 ) for the pseudorandom sequence generated by a LSFR should be calculated by a fault simulation. As the result we find for each clock cycle the list of faults which were covered at this time moment. In fact, we are interested to identify only these clock numbers at which at least one new fault will be covered. Let us call such clock numbers and the corresponding pseudorandom test patterns efficient clocks and efficient patterns, respectively.
As an example, in Table 1 The rows in Table 1 correspond to selected efficient clocks for the circuit c880. If we decide to switch from pseudorandom mode to the deterministic mode after the clock number k, then L = k.
More difficult is to find the values for C MEM = βS. Let t(k) be the number of test patterns needed to cover r NOT (k) not yet detected faults (these patterns should be precomputed and used as stored test patterns in the hybrid BIST). As an example, this data for the circuit c880 are depicted in the last column of Table 1 . In the following section the difficulties and possible ways to solve the problem are discussed.
Calculation of the Cost for Stored Test
There are two approaches to find t(k): ATPG based and fault table based. Let us have the following notations:
the current number of the entry in the table of BIST analysis data; • k(i) -the number of the efficient clock cycle; • R DET (i) -the set of new faults detected by the pseudorandom pattern generated at k(i); • R NOT (i) -the set of not yet covered faults after applying the pseudorandom pattern number k(i); • T(i) -the set of test patterns found by ATPG to cover the faults in R NOT (i); • N -the number of all efficient patterns in the sequence created by the pseudorandom test; • FT -the fault table for a given set of test patterns T and for the given set of faults R: the table defines the subsets R(t j )∈R of detected faults for each pattern t j ∈ T. Algorithm 1: ATPG based generation of t(k) 1. Let k:=N; 2. Generate for R NOT (k) a test T(k), T := T(k), t(k) := |T|; 3. For all k= N-1, N-2, … 1:
Generate
for the faults R NOT (k) not covered by T a test set T(k), T := T+ T(k), t(k) := |T|; 4. END.
This algorithm generates a new deterministic test set for the not yet detected faults at every efficient clock cycle. In this way we have the complete test set (consisting of pseudorandom and deterministic test vectors) for every efficient clock, which can reach to the maximal achievable fault coverage. The number of deterministic test vectors at all efficient clocks are then used to create the curve C MEM (βS). The algorithm is straightforward, however, very time consuming because of repetitive use of ATPG. (βS) and to use this information to find the optimal C TOTAL .
More details about the algorithm can be found in [10] , but in the case of very large circuits both of these algorithms may lead to very expensive and time-consuming experiments. It would be desirable to find the global optimum of the total cost curve by as few sampled calculations of the total cost for selected values of k as possible.
Tabu search
For reducing the number of Total Cost calculations in Algorithms 1 and 2 for finding the minimum value, the method of Tabu search [11] [12] Tabu search is a form of local neighborhood search. Each solution SO∈Ω where Ω is the search space (the set of all feasible solutions) has an associated set of neighbors Ν(SO)⊆Ω. A solution SO'∈Ν(SO) can be reached from SO by an operation called a move to SO'. At each step, the local neighborhood of the current solution is explored and the best solution is selected as a new current solution. Unlike local search which stops when no improved new solution is found in the current neighborhood, Tabu search continues the search from the best solution in the neighborhood even if it is worse than the current solution. To prevent cycling, information pertaining to the most recently visited solutions are inserted in a list called Tabu list. Moves to the Tabu solutions are not allowed. The Tabu status of a solution is overridden when a certain criteria (aspiration criteria) is satisfied. One example of an aspiration criterion is when the cost of the selected solution is better than the best seen so far, which is an indication that the search is actually not cycling back, but rather moving to a new solution not encountered before [12] .
The procedure of the Tabu search starts from an initial feasible solution SO (current solution) in the search space Ω. In our approach we use a fast estimation method proposed in [13] to find an initial solution. This estimation method is based on number of not yet covered faults R NOT (i) and can be obtained from the pseudorandom test simulation results (Table 1) . A neighborhood Ν(SO) is defined for each SO. Based on the experimental results it was concluded, that the most efficient step size for defining the neighborhood N(SO) was 3% of efficient clocks, as the larger step size, even if it can give considerable speedup, will decrease the accuracy of the final result. A sample of neighbor solutions V* ⊂ Ν(SO) is generated. An extreme case is to generate the entire neighborhood, that is to take V* = Ν(SO). Since this is generally impractical (computationally expensive), a small sample of neighbors (V* ⊂ Ν(SO)) is generated, and called trial solutions (V*= n << Ν(SO)). In case of ISCAS'85 benchmark circuits the best results were obtained, when the size of the sample of neighborhood solutions was 4. Increase of the size of V* had no effect to the improvement of the results. From these trial solutions the best solution say SO*∈V*, is chosen for consideration as the next solution. The move to SO* considered even if SO* is worse than SO, that is, Cost(SO*)>Cost(SO). A move from SO to SO* is made provided certain conditions are satisfied. The best candidate solution SO*∈V* may or may not improve the current solution but is still considered. It is this feature that enables escaping from local optima.
One of the parameters of the algorithm is the size of the Tabu list. A Tabu list T is maintained to prevent returning to previously visited solutions. The list contains information that to some extent forbids the search from returning to a previously visited solutions. Generally the Tabu list size is small. The size can be determined by experimental runs, watching the occurrence of cycling when the size is too small, and the deterioration of solution quality when the size is too large [14] . Results have shown that the best average size for the ISCAS'85 benchmark family was 3. Larger size lead to the loss of result quality.
Let's have the following additional notations: E -number of allowed empty iterations (i.e. iterations that do not result in finding a new best solution), defined for each circuit, and SO trial -solution generated from current solution as a result of the move.
Experimental results
Experiments were carried out on the ISCAS'85 benchmark circuits for comparing the algorithms 1 and 2, and for investigating the efficiency of the Tabu method for optimizing the hybrid BIST. Experiments were carried out using the Turbo Tester toolset [15] for deterministic test pattern generation, fault simulation, and test set compaction. The results are presented in Table 2 and illustrated by a diagram in Figure 6 .
In the columns of Table 2 the following data is depicted: ISCAS'85 benchmark circuit name, L -length of the pseudorandom test sequence, C -fault coverage, S -number of test patterns generated by deterministic ATPG to be stored in BIST, C T -total cost of BIST, T G -the time (sec) needed for ATPG to generate the deterministic test set, T A -the time (sec) needed for carrying out manipulations on fault tables (subtracting faults, and compacting the test set), N -number of efficient patterns in the pseudorandom test sequence, T 1 and T 2 -the time (sec) needed for calculating the cost curve by Algorithms 1 and 2, T 3 -the time (sec) to find the optimal cost by using Tabu search. T S -the number of calculations in Tabu search, Acc -accuracy of the Tabu search solution in percentage compared to the exact solution found from the full cost curve, The total testing time for Algorithms 1 and 2 and for Tabu Search was calculated as follows:
where ∆ is the time needed to perform the Tabu search calculations (was below 0.1 sec in the given experiments)
In fact, the values for T G and T A differ for the different values of i = 1,2, …, N. However the differences were in the range of few percents, which allowed us to neglect this impact and to use the average values of T G and T A .
In Figure 6 the amount of pseudorandom and deterministic test patterns in the optimal BIST solution is compared to the sizes of pseudorandom and deterministic test sets when only either of the sets is used. In the typical cases less than half of the deterministic vectors and only a small fraction of pseudorandom vectors are needed, however the maximum achievable fault coverage is guaranteed and achieved. Figure 7 compares the costs of different approaches using for Hybrid BIST cost calculation an equation 1 with the parameters α = 1, and β = B where B is the number of bytes of the input test vector to be applied on the CUT. As pseudorandom test is usually the most expensive method, it has been selected as a reference and given value 100%. The other methods give considerable reduction in terms of cost and as it can be seen, hybrid BIST approach has significant advantage compare to the pure pseudorandom or stored test approach in most of the cases.
Conclusions
This paper describes a hybrid BIST architecture for testing systems-on-chip. It supports the combination of pseudorandom test patterns with deterministic test patterns in cost effective way. The self-test architecture can be implemented either in classical way, by using LFSRs, or in software to reduce the area overhead and to take advantage of the SoC architecture. For selecting the optimal switching moment from pseudorandom test mode to stored test mode two algorithms were proposed for calculating the complete cost curve of the different hybrid BIST solutions. The first one is a straightforward method based on using traditional fault simulation and test pattern generation approach. The second one is based on fault table manipulations and uses test compaction tool. The speed-up of the second algorithm was in the range from 7 to 184 (in average 64,5) for the ISCAS'85 benchmark family. A Tabu search algorithm was also developed to reduce the number of calculations in search for the optimal solution for hybrid BIST. The speedup of using Tabu search varies from 3,5 to 34,9 (in average 10,5) compare to the faster, fault table manipulations based algorithm, whereas the accuracy of the solution (the reached minimum cost compared to the exact minimum) was not less than 97,2 % for the whole family of ISCAS'85 benchmark circuits.
The experimental results demonstrate the feasibility of the method and algorithms proposed, and the efficiency of the fault table based cost calculation method combined with Tabu search for finding optimized cost-effective solutions for hybrid BIST.
As a future work we would like to investigate possibilities to use the proposed approach for parallel testing issues (testing multiple cores simultaneously) and to use the same ideas in case of sequential cores. Additionally different search algorithms should be investigated to find the best possible method to find the optimal balance point from the search space.
