In this paper; a new tracking algorithm ispmposed. It treats the target acceleration as a nonrandom term, and consists of a constant velociryfilter; an input estimator and a maneuver detector implemented in parallel. The new method has the same advaqtaes as the two-stage Kalman esrimator; which requires lesser amount of computation andprovides even a better performance when compared with an augmented state i$almpnfilter At the same time, the new method uses a better tuning parameter and removes a dificuliy in implementation of the hvo-stage Kalman estimator: It is shown rhat the newfilter is a better altemarive to the two-stage Kalman estimator on tracking maneuvering targets.
Introduction
Consider the problem of estimating the state of a linear system in the presence of a dynamical bias. Common approaches to this problem treat the bias as a part of the system state. This leads to an augmented state filter whose implementation can be computationally intensive. To maintain the computational cost at a lower level, Freidland [l] proposed a two-stage filter scheme that decouples the augmented filter into two parallel reduced-order filters. The first filter, the "bias-free" filter, is formed by ignoring the bias term. The second filter, the "bias" filter, provides an estimate of the bias term. The output of the "bias-free'' filter is compensated by the output of the "bias" filter to reconstruct the augmented state filter. After [I] , many researchers have conhibuted to this problem. Considering the case that a bias is driven by a white noise which is uncorrelated with the system noise, Ignagni 121 proposed a suboptimal twostage filter. Alouani et al. [3] extended the results of [l] and 121 to include a white Gaussian bias that is correlated with the system noises. It was proven that under an algebraic constraint on the correlation between the system noise and the bias noise, their two-stage Kalman estimator is equivalent to the augmented state Kalman filter. However, since this consuaint is not satisfied by almost all real systems, the proposed two-stage Kalman estimator is only suboptimal. Recently, Hsieh [7] proposed an optimal two-stage Kalman estimator, which removes the algebraic constraint but lost the parallel filter smcture. The two-stage Kalman estimator has been applied to maneuvering target tracking problems ([41, [5] ) by treating the target acceleration as a bias term. It consists of two parallel filters. A constant velocity filter represents the ''bias-free" filter and a acceleration filter represents the "bias" filter. However, this approach has disadvantages. First, a restriction on the tuning parameter must be satisfied to gurantee the filter stability. This restriction limits the applicability of this method. Second, changes of the tuning parameter affect both the constant velocity filter and the acceleration filter. which makes it difficult to optimize. This paper proposes a maneuvering target tracking algorithm with input estimation, and compares its performance with the two-stage Kalman estimator. The ,new filtering method has a similar smcture to the two-stage tracker. It implements a constant velocity filter and an input estimator in parallel. The input estimator is designed to minimize the estimation error covariance for giving input estimator convergence speed. The proposed method uses the input estimator convergence speed as a tuning parameter. This parameter is independent of the system noise, and its physical meaning is more clear than that in the two-stage uacker. This makes the proposed method more suitable for implementation in complex applications. Forthemore, changes of the tuning parameter in the proposed me.thod only affect the input estimator and not the constant velocity filter. This makes the proposed method easier to tune.
Remainder of this paper is organized as follows. Section 2 states the problem. A summary of two-stage tracker is presented in Section 3. The proposed algorithm is derived in Section 4, and the evaluation of its performance is presented in Section 5. A maneuvering target trackingexample is shown in Section 6. Section 7 provides conclusions. 
Statement of the Pmblem
The problem is to estimate the state of a discrete time system subjected to unknown inputs. The system is described by
where Xk E R" is the system state, yk E Rm is the unknown input, m < n, yk E R" is the measurement. A k , 4, and c k are time-varying coefficient matrices, and the quantities Wk and Vk are zero-mean uncorrelated random sequences with
This system may represent the dynamics of a maneuvering target, where the system state represents the target position and velocity. and the unknown input represents the target acceleration. Appoaches to this problem fall into two broad categories: modeling the unknown inputs as random processes or nonrandom terms. The two-stage Kalman estimator uses the first approach, and the proposed algorithm uses the second.
'bo-Stage Kalman Estimator
In this approach, the unknown input is modeled by yk+l = y k + W : ( 5 ) where w: is a zero-mean random sequence uncorrelated with V k , and
Based on the models given by (I), (2) and (5). an augmented state Kalman filter may be used to produce the optimal state estimates. However, in order to response quicker to a maneuver, Qi must maintain at a higher level, and the aug- The constant velocity filter is given by The estimation error covariance is given by the two-stage Kalman estimator is equivalent to the augmented Kalman filter.
For given Qk and R k , Q: is the tuning parameter in the twostage Kalman estimator. As can be seen from (13), (31) 
Since 
where
(44) is yet to be determined. If there are multiple sensors avaliable to measure the target, it is possible to get e [ r k ] based on them. However. in most cases there are not enough sensors avaliable to get an reasonable estimate. In the proposed method the estimate of unknown input is given by
where A = diag(al,...,a,,,), and 0 < ai < 1 is the tuning parameter, which actually determines the input estimator convergence speed. Substituting (37)- (39) and (45) into (32) and (33), the proposed algorithm is obtained as
?k+Ilk
?k+llk
Noticed that the filter given by (48)- (49) 
where 1;. is the optimal state estimate and P.1. is the error covariance of iii..
Derivation of proposed algorithm Define
,fl+ilk 
Optimal choice of
The optimal is chosen in such a way that it minimizes the e m r covariance given by (52)-(57). As mentioned previously, the only constraint on p~ is given by (U), this minimizing can be achieved by solving which yields 
Maneuver detector
Since the constant velocity filter and the input estimator are connected in parallel, the input estimator can be turned on and off as needed. When the target moves with a constant velocity, the input estimator is turned off. Whenever a maneuver is detected, the input estimator is turned on and its ouput is used to correct the estimate of the constant velocity filter until the maneuver ends. Therefore, the proposed method consists of three paralle blocks: a constant velocity filter, an input estimator, and a maneuver detector, as shown in 
Comments on the proposed algorithm
The proposed algorithm has similar structure to the twostage Kalman estimator. Since A determines the convergence speed of input estimator, from the implementation point of view, the proposed method has advantages over the two-stage estimator in the following senses. First, the same input estimator can be used for a wide range of noise conditions, while the two-stage estimator has to change Q: to match up changes of noise conditions. Second, the tuning of the new method only affects the input estimator, but the tuning of the two-stage estimator affects both the constant velocity filter and the acceleration filter. Third, the restriction given by (31) yields a difficulty in implementation of the two-stage Kalman estimator, and the proposed method is free from such restrictions.
Evaluation of Proposed Wacking Method
In this section, the tracking perfonnance of the proposed method is compared with the two-stage tracker. The comparison criterion is, for the same noise condition, i.e., same Qk and RL, and the same input estimator convergence speed, the method with smaller estimation error covariance is considered better. Forthemore, since larger convergence speed implies larger estimation error covarince, this also means the better method converges faster to achieve the same level of estimation enor covariance. Although the results presented in this section should be true in general, to easily present the results, it is assumed that the system ( I ) and (2) are pice-wise time-invariant, the noises are picewise stationary, and the noises in different channels are uncorrelated. Therefore, we only need to compare both methods in one single channel, i.e.,
Since a maneuver manifests itself as a "large" innovation, it can be detected by watching the normalized innovations squared
The input estimator convergence speed of the proposed method is given by a, the estimation e m r covariance is given by (52)-(57). From (60)
The input estimator (acceleration filter) convergence speed of two-stage Kalman estimator is given by B = 6s. From Proof: see Appendix.
Since A2 < hl, we have the following Corallary Ifa < h2, with the same input estimator convergence speed, the proposed method has smaller estimation ermr covariance.
Simulation Results
A maneuvering target tracking example is presented in this section. The tracking performance of the proposed method and the two-stage tracker are compared. Consider a target moving at a constant velocity from t = 0 to t = 5s. a constant acceleration of 0.5g is applied at f = 5s. 
I Conclusions
A maneuvering target tracking algorithm with input estimation has been proposed in this paper. It has been shown that this new method is a better altenative to the two-stage Kalman estimator. The tuning of the new filter is independent of processing and measurement noises, and does not affect the constant velocity filter. This makes the proposed method easy to implement in practical applications. As mentioned in the previous section, the difficulty associated with the two-stage "an estimator is the condition given by (31) must be satisfied to guarantee the stability. The new method is free from such conditions.
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