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Chapter 1
Introduction
The mathematical and numerical analysis for partial differential equations in multi-scale and
high-contrast media are important in many practical applications. In fact, in many appli-
cations related to fluid flows in porous media the coefficient models the permeability (which
represents how easy the porous media let the fluid flow). The values of the permeability
usually, and specially for complicated porous media, vary in several orders of magnitude. We
refer to this case as the high-contrast case and we say that the corresponding elliptic equation
that models (e.g. the pressure) has high-contrast coefficients, see for instance [11,12,16].
A fundamental purpose is to understand the effects on the solution related to the vari-
ations of high-contrast in the properties of the porous media. In terms of the model, these
variations appear in the coefficients of the differential equations. In particular, this interest
rises the importance of computations of numerical solutions. For the case of elliptic problems
with discontinuous coefficients and bounded contrast, Finite Element Methods and Multiscale
methods have been helpful to understand numerically solutions of these problems.
In the case of high-contrast (not necessarily bounded contrast), in order to devise efficient
numerical strategies it is important to understand the behavior of solutions of these equa-
tions. Deriving and manipulating asymptotic expansions representing solutions certainly help
in this task. The nature of the asymptotic expansion will reveal properties of the solution.
For instance, we can compute functionals of solutions and single out its behavior with respect
to the contrast or other important parameters.
Other important application of elliptic equations correspond to elasticity problems. In
particular, linear elasticity equations model the equilibrium and the local deformation of de-
formable bodies. For instance, an elastic body subdues to local external forces. In this way,
we recall these local forces as strains. The local relationship between strains and deformations
is the main problem in the solid mechanics, see [8, 9, 23, 27]. Under mathematical develop-
ment these relations are known as Constitutive Laws, which depend on the material, and the
process that we want to model.
In the case of having composite materials, physical properties such as the Young’s modulus
can vary in several orders of magnitude. In this setting, having asymptotic series to express
solutions it is also useful tool to understand the effect of the high-contrast in the solutions,
as well as the interaction among different materials.
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In this manuscript we study asymptotic expansions of high-contrast elliptic problems.
In Chapter 2 we recall the weak formulation and make the overview of the derivation for
high-conductivity inclusions. In addition, we explain in detail the derivation of asymptotic
expansions for the one dimensional case with one concentric inclusion, and we develop a
particular example. In Chapter 3 we use the Finite Element Method, which is applied in the
numerical computation of terms of the asymptotic expansion. We also present an application
to Multiscale Finite Elements, in particular, we numerically design approximation for the
term u0 with local harmonic characteristic functions. Chapter 4 is dedicated to the case of
the linear elasticity, where we study the asymptotic problem with one inelastic inclusion and
we provide the convergence for this expansion problem. Finally, in Chapter 5 we state some
conclusions and final comments.
Chapter 2
Asymptotic Expansions for the Pressure Equation
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2.1 Introduction
In this chapter we detail the derivation of asymptotic expansions for high-contrast elliptic
problems of the form,
− div(κ(x)∇u(x)) = f(x), in D, (2.1)
with Dirichlet data defined by u = g on ∂D. We assume that D is the disjoint union of a back-
ground domain and inclusions, D = D0 ∪ (
⋃M
m=1Dm). We assume that D0, D1, . . . , DM , are
polygonal domains (or domains with smooth boundaries). We also assume that each Dm is a
connected domain, m = 0, 1, . . . ,M . Additionally, we assume that Dm is compactly included
in the open setD\⋃M`=1,`6=mD`, i.e., Dm ⊂ D\⋃M`=1,` 6=mD`, and we defineD0 := D\⋃Mm=1Dm.
Let D0 represent the background domain and the sub-domains {Dm}Mm=1 represent the inclu-
sions. For simplicity of the presentation we consider only interior inclusions. Other cases can
be study similarly.
We consider a coefficient with multiple high-conductivity inclusions. Let κ be defined by
κ(x) =
{
η, x ∈ Dm, m = 1, . . . ,M,
1, x ∈ D0 = D \
⋃M
m=1Dm.
(2.2)
We seek to determine {uj}∞j=0 ⊂ H1(D) such that
uη = u0 +
1
η
u1 +
1
η2
u2 + · · · =
∞∑
j=0
η−juj , (2.3)
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and such that they satisfy the following Dirichlet boundary conditions,
u0 = g on ∂D and uj = 0 on ∂D for j ≥ 1. (2.4)
This work complements current work in the use of similar expansions to design and analyze
efficient numerical approximations of high-contrast elliptic equations; see [12,13].
We have the following weak formulation of problem (2.1): find u ∈ H1(D) such that{ A(u, v) = F(v), for all v ∈ H10 (D),
u = g, on ∂D.
(2.5)
The bilinear form A and the linear functional F are defined by
A(u, v) =
ˆ
D
κ(x)∇u(x) · ∇v(x)dx, for all u, v ∈ H10 (D) (2.6)
F(v) =
ˆ
D
f(x)v(x)dx, for all v ∈ H10 (D).
For more details of weak formulation, see Section A.3. We denote by uη the solution of the
problem (2.5) with Dirichlet boundary condition (2.4). From now on, we use the notation
w(m), which means that the function w is restricted on domain Dm, that is w
(m) = w|Dm , m =
0, 1, . . . ,M.
2.2 Overview of the Iterative Computation of Terms in Ex-
pansions
In this section we summarize the procedure to obtain the terms in the expansion. We present
a detailed derivation of the expansion in Section 2.3 for the one dimensional case.
2.2.1 Derivation for One High-Conductivity Inclusion
Let us denote by uη the solution of (2.5) with the coefficient κ(x) defined in (2.2). We express
the expansion as in (2.3) with the functions uj , j = 0, 1, . . . , satisfying the conditions on the
boundary of D given in (2.4). For the case of the one inclusion with m = 0, 1, we consider D as
the disjoint union of a background domain D0 and one inclusion D1, such that D = D0 ∪D1.
We assume that D1 is compactly included in D (D1 ⊂ D).
We obtain the following development for each term of this asymptotic expansion in the
problem (2.5). First we replace u(x) for the expansion (2.3) in the bilinear form (2.6), we
have ˆ
D
κ(x)
∞∑
j=0
η−j∇uj · ∇v =
ˆ
D0
∞∑
j=0
η−j∇uj · ∇v + η
ˆ
D1
∞∑
j=0
η−j∇uj · ∇v
=
∞∑
j=0
η−j
ˆ
D0
∇uj · ∇v + η
∞∑
j=0
η−j
ˆ
D1
∇uj · ∇v
=
∞∑
j=0
η−j
ˆ
D0
∇uj · ∇v +
∞∑
j=0
η−j+1
ˆ
D1
∇uj · ∇v,
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we change the index in the last sum to obtain,
∞∑
j=0
η−j
ˆ
D0
∇uj · ∇v +
∞∑
j=−1
η−j
ˆ
D1
∇uj+1 · ∇v,
and then, we have
∞∑
j=0
η−j
ˆ
D0
∇uj · ∇v + η
ˆ
D1
∇u0 · ∇v +
∞∑
j=0
η−j
ˆ
D1
∇uj+1 · ∇v.
We obtain,
η
ˆ
D1
∇u0 · ∇v +
∞∑
j=0
η−j
(ˆ
D0
∇uj · ∇v +
ˆ
D1
∇uj+1 · ∇v
)
=
ˆ
D
fv. (2.7)
In brief, we obtain the following equations after matching equal powers,ˆ
D1
∇u0 · ∇v = 0, (2.8)
ˆ
D0
∇u0 · ∇v +
ˆ
D1
∇u1 · ∇v =
ˆ
D
fv, (2.9)
and for j ≥ 1, ˆ
D0
∇uj · ∇v +
ˆ
D1
∇uj+1 · ∇v = 0, (2.10)
for all v ∈ H10 (D).
The equation (2.8) tells us that the function u0 restricted to D1 is constant, that is u
(1)
0 is
a constant function. We introduce the following subspace,
Vconst = {v ∈ H10 (D), such that v(1) = v|D1 is constant}.
If in the equation (2.9) we choose test function z ∈ Vconst, then, we see that u0 satisfies the
problem ´
D∇u0 · ∇z =
´
D fz, for all z ∈ Vconst
u0 = g, on ∂D.
(2.11)
The problem (2.11) is elliptic and it has a unique solution. This follows from the ellipticity
of bilinear form A, see Section B.2.
We introduce the harmonic characteristic function χD1 ∈ H10 (D) with the condition
χ
(1)
D1
= 1, in D1,
and which is equal to the harmonic extension of its boundary data in D0 (see [7]). We then
have, ˆ
D0
∇χ(0)D1 · ∇z = 0, for all z ∈ H10 (D0), (2.12)
χ
(0)
D1
= 1, on ∂D1,
χ
(0)
D1
= 0, on ∂D.
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To obtain an explicit formula for u0 we use the facts that the problem (2.11) is elliptic and
has unique solution, and a property of the harmonic characteristic functions described in the
next Remark.
Remark 2.1. Let w be a harmonic extension to D0 of its Neumann data on ∂D0. That is,
w satisfy the following problem
ˆ
D0
∇w · ∇z =
ˆ
∂D0
∇w · n0z, for all z ∈ H1(D0).
Since χD1 = 0 on ∂D and χD1 = 1 on ∂D1, we have thatˆ
D0
∇χD1 · ∇w =
ˆ
∂D0
∇w · n0χD1 = 0
(ˆ
∂D
∇w · n
)
+ 1
(ˆ
∂D1
∇w · n0
)
,
and we conclude that for every harmonic function on D0,ˆ
D0
∇χD1 · ∇w =
ˆ
∂D1
∇w · n0.
Note that if ξ ∈ H1(D) is such that ξ(1) = ξ|D1 = c is a constant in D1 and ξ(0) = ξ|D0 is
harmonic in D0, then ξ = cχD1.
An explicit formula for u0 is obtained as
u0 = u0,0 + c0χD1 , (2.13)
where u0,0 ∈ H1(D) is defined by u(1)0,0 = 0 in D1 and u(0)0,0 solves the Dirichlet problemˆ
D0
∇u(0)0,0 · ∇z =
ˆ
D0
fz, for all z ∈ H10 (D0). (2.14)
u
(0)
0,0 = 0, on ∂D1,
u
(0)
0,0 = g, on ∂D.
From equation (2.11), (2.13) and the facts in the Remark 2.1 we have
ˆ
D0
∇u0 · ∇χD1 =
ˆ
D
fχD1 ,
or ˆ
D0
∇(u0,0 + c0χD1) · ∇χD1 =
ˆ
D
fχD1 ,
from which we can obtain the constant c0 given by
c0 =
´
D fχD1 −
´
D0
∇u0,0 · ∇χD1´
D0
|∇χD1 |2
, (2.15)
or, using the Remark above we also have
c0 =
´
D1
f − ´∂D1 ∇u0,0 · n0´
∂D1
∇χD1 · n0
. (2.16)
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Figure 2.1: Illustration of local problems related to u0 in the inclusion and the background.
Thus, by (2.16) c0 balances the fluxes across ∂D1, see [7].
In Figure 2.1 we illustrate the properties of u0, that is, the local problem u0 solves in the
inclusions and the background.
To get the function u1 we proceed as follows. We first write
u
(1)
1 = u˜
(1)
1 + c1, where
ˆ
D1
u˜
(1)
1 = 0,
and u˜
(1)
1 solves the Neumann problem
ˆ
D1
∇u˜(1)1 · ∇z =
ˆ
D1
fz −
ˆ
∂D1
∇u(0)0 · n1z, for all z ∈ H1(D1). (2.17)
The detailed deduction of this Neumann problem will be presented later in Section 2.3. Prob-
lem (2.17) satisfies the compatibility condition so it is solvable. The constant c1 is given
by
c1 = −
´
∂D1
∇u˜(0)1 · n0´
∂D1
∇χ(0)D1 · n0
= −
´
D0
∇u˜1 · ∇χD1´
D0
|∇χD1 |2
. (2.18)
Figure 2.2: Illustration of local problems related to u1 in the inclusions and the background.
First a problem in D1 is solved and then a problem in D0 is solved using the boundary data
in ∂D1.
In the Figure 2.2 we illustrate the properties of u1, that is, the local problem u1 solves in
the inclusion and the background. Now, we complete the construction of u1 and show how to
construct uj , j = 2, 3, . . . . For a given j = 1, 2, . . . and given u
(1)
j we show how to construct
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u
(0)
j and u
(1)
j+1.
Assume that we already constructed u
(1)
j in D1 as the solution of a Neumann problem in
D1 and can be written as
u
(1)
j = u˜
(1)
j + cj , where
ˆ
D1
u˜j = 0. (2.19)
We find u
(0)
j in D0 by solving a Dirichlet problem with known Dirichlet data, that is,ˆ
D0
∇u(0)j · ∇z = 0, for all z ∈ H10 (D0),
u
(0)
j = u
(1)
j
(
= u˜
(1)
j + cj
)
on ∂D1 and uj = 0 on ∂D.
(2.20)
Since cj , j = 1, 2, . . . , are constants, their harmonic extensions are given by cjχD1 , j =
1, 2, . . . . Then, we conclude that
uj = u˜j + cjχD1 , (2.21)
where u˜
(0)
j is defined by (2.20). The balancing constant cj is given as
cj = −
´
∂D1
∇u˜(0)j · n0´
∂D1
∇χ(0)D1 · n0
= −
´
D0
∇u˜j · ∇χD1´
D0
|∇χD1 |2
, (2.22)
so we have
´
∂D1
∇u(0)j · n0 = 0. This completes the construction of uj . The compatibility
conditions are satisfied, so the problem can be to solve (2.22). This will be detailed in the
one dimensional case in Section 2.3. In the Figure 2.3 we illustrate the properties of uj , that
is, the local problem uj solves in the inclusions and the background.
Figure 2.3: Illustration of local problems related to uj , j ≥ 2, in the inclusion and the
background. First a problem in D1 is solved and then a problem in D0 is solved using the
boundary data in ∂D1.
We recall the convergence result obtained in [7]. There it is proven that there is a constant
C > 0 such that for every η > C, the expansion (2.3) converges (absolutely) in H1(D). The
asymptotic limit u0 satisfies (2.13). Additionally, for every η > C, we have∥∥∥∥∥∥u−
J∑
j=0
η−juj
∥∥∥∥∥∥
H1(D)
≤ C1
(
‖f‖H−1(D1) + ‖g‖H1/2(D)
) ∞∑
j=J+1
(
C
η
)j
,
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for J ≥ 0. For the proof we refer to [7]. See also Section 2.2.2 and Chapter 4 were we extended
the analysis for the case of high-contrast elliptic problems.
2.2.2 Derivation for Multiple High-Conductivity Inclusions
In this section we express the expansion as in (2.3) with the coefficient
κ(x) =
{
η, x ∈ Dm, m = 1, . . . ,M,
1, x ∈ D0 = D \
⋃M
m=1Dm.
First, we describe the asymptotic problem.
We recall the space of constant functions inside the inclusions
Vconst =
{
v ∈ H10 (D), such that v|Dm is a constant for all m = 1, . . . ,M
}
.
By analogy with the case of one high-conductivity inclusion, if we choose test function
z ∈ Vconst, then, we see that u0 satisfies the problem´
D∇u0 · ∇z =
´
D fz, for all z ∈ Vconst
u0 = g, on ∂D.
(2.23)
The problem (2.11) is elliptic and it has a unique solution. For each m = 1, . . . ,M we
introduce the harmonic characteristic function χDm ∈ H10 (D) with the condition
χ
(1)
Dm
≡ δm` in D`, for ` = 1, . . . ,M, (2.24)
and which is equal to the harmonic extension of its boundary data in D0, χDm (see [7]).
We then have,ˆ
D0
∇χDm · ∇z = 0, for all z ∈ H10 (D0). (2.25)
χDm = δm`, on ∂D`, for ` = 1, . . . ,M,
χDm = 0, on ∂D.
Where δm` represent the Kronecker delta, which is equal to 1 when m = ` and 0 otherwise.
To obtain an explicit formula for u0 we use the facts that the problem (2.11) is elliptic and
has unique solution, and a similar property of the harmonic characteristic functions described
in the Remark 2.1, we replace χD1 by χDm for this case.
We decompose u0 into the harmonic extension to D0 of a function in Vconst plus a function
u0,0 with value g on the boundary and zero boundary condition on ∂Dm, m = 1, . . . ,M . We
write
u0 = u0,0 +
M∑
m=1
cm(u0)χDm ,
where u0,0 ∈ H1(D) with u0,0 = 0 in Dm for m = 1, . . . ,M , and u0,0 solves the problem in D0ˆ
D0
∇u0,0 · ∇z =
ˆ
D0
fz, for all z ∈ H10 (D0), (2.26)
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with u0,0 = 0 on ∂Dm, m = 1, . . . ,M and u0,0 = g on ∂D. We compute the constants cm
using the same procedure as before. We have
ˆ
D0
∇
(
u0,0 +
M∑
m=1
cm(u0)χDm
)
· ∇χD` =
ˆ
D
fχD` , for ` = 1, . . . ,M,
or
M∑
m=1
cm(u0)
ˆ
D0
∇χDm · ∇χD` =
ˆ
D
fχD` −
ˆ
D0
∇u0,0 · ∇χD` ,
and this last problem is equivalent to the linear system,
AgeomX = b,
where Ageom = [am`] and b = (b1, . . . , bM ) ∈ RM are defined by
am` =
ˆ
D
∇χDm · ∇χD` =
ˆ
D0
∇χDm · ∇χD` , (2.27)
b` =
ˆ
D
fχD` −
ˆ
D0
∇u0,0 · ∇χD` , (2.28)
and X = (c1(u0), . . . , cM (u0)) ∈ RM . Then we have
X = A−1geomb. (2.29)
Now using the conditions given for χDm in the Remark 2.1 we have
am` =
ˆ
D
∇χDm · ∇χD` =
ˆ
∂Dm
χD` · nm =
ˆ
∂D`
∇χD` · n`. (2.30)
Note that
∑M
m=1 cm(u0)χDm is the solution of a Galerkin projection in the space Span {χDm}Mm=1.
For more details see [7] and references there in.
Now, we describe the next individual terms of the asymptotic expansion. As before, we
have the restriction of u1 to the sub-domain Dm, that is
u
(m)
1 = u˜
(m)
1 + c1,m, with
ˆ
Dm
u˜
(m)
1 = 0,
and u˜
(m)
1 satisfies the Neumann problem
ˆ
Dm
∇u˜(m)1 · ∇z =
ˆ
Dm
fz −
ˆ
∂Dm
∇u(0)0 · nmz, for all z ∈ H1(Dm),
for m = 1, . . . ,M . The constants c1,m will be chosen later.
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Now, for j = 1, 2, . . . we have that u
(m)
j in Dm, m = 1, . . . ,M , then we find u
(0)
j in D0 by
solving the Dirichlet problemˆ
D0
∇u(0)j · ∇z = 0, for all z ∈ H10 (D0) (2.31)
u
(0)
j = u
(m)
j
(
= u˜
(m)
j + cj,m
)
, on ∂Dm, m = 1, . . . ,M,
u
(0)
j = 0, on ∂D.
Since cj,m are constants, we define their corresponding harmonic extension by
∑M
m=1 cj,mχDm .
So we rewrite
uj = u˜j +
M∑
m=1
cj,mχDm . (2.32)
The u
(m)
j+1 in Dm satisfy the following Neumann problemˆ
Dm
∇u(m)j+1 · ∇z = −
ˆ
∂Dm
∇u(0)j · n0z, for all z ∈ H1(D).
For the compatibility condition we need that for ` = 1, . . . ,M
0 =
ˆ
∂D`
∇u(`)j+1 · n` = −
ˆ
∂D`
∇u(0)j · n0
= −
ˆ
∂D`
∇
(
u˜
(0)
j +
M∑
m=1
cj,mχ
(0)
Dm
)
· n0
= −
ˆ
∂D`
∇u˜(0)j · n0 −
M∑
m=1
cj,m
ˆ
∂Dm
∇χ(0)Dm · n0.
From (2.27) and (2.30) we have that Xj = (cj,1, . . . , cj,M ) is the solution of the system
AgeomXj = Yj ,
where
Yj =
(
−
ˆ
∂D1
∇u˜(0)j · n0, . . . ,−
ˆ
∂Dm
∇u˜(0)j · n0
)
,
or
Yj =
(
−
ˆ
D0
∇u˜(0)j · ∇χD1 , . . . ,−
ˆ
D0
∇u˜(0)j · ∇χDM
)
.
For the convergence we have the result obtained in [7]. There it is proven that there are
constants C,C1 > 0 such that η > C, the expansion (2.3) converges absolutely in H
1(D) for
η sufficiently large. We recall the following result.
Theorem 2.1. Consider the problem (2.5) with coefficient (2.2). The corresponding expan-
sion (2.3) with boundary condition (2.4) converges absolutely in H1(D) for η sufficiently large.
Moreover, there exist positive constants C and C1 such that for every η > C, we have∥∥∥∥∥∥u−
J∑
j=0
η−juj
∥∥∥∥∥∥
H1(D)
≤ C1
(
‖f‖H−1(D) + ‖g‖H1/2(∂D)
) ∞∑
j=J+1
(
C
η
)j
,
for J ≥ 0.
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2.3 Detailed Derivation in One Dimension
In this section we detail the procedure to derive (by using weak formulations) the asymptotic
expansion for the solution of the problem (2.1) in one dimension. In order to simplify the
presentation we have chosen a one dimensional problem with only one high-contrast inclusion.
The procedure, without detail on the derivation was summarized in Section 2.2.1 for one in-
clusion and Section 2.2.2 for multiple inclusions.
Let us consider the following one dimensional problem (in its strong form){ − (κ (x)u′ (x))′ = f (x) , for all x ∈ (−1, 1) ,
u (−1) = u (1) = 0. (2.33)
where the high-contrast coefficient is given by,
κ (x) =
{
1, −1 ≤ x < −δ or δ < x ≤ 1,
η, −δ ≤ x ≤ δ. (2.34)
In this case we assume η >> 1. This differential equation models the stationary temperature
of a bar represented by the one dimensional domain [−1, 1]. In this case, the coefficient κ
models the conductivity of the bar which depends on the material the bar is made of. For
this particular coefficient, the part of the domain represented by the interval (−δ, δ) is highly-
conducting when compared with the rest of the domain and we say that this medium (bar)
has high-contrast conductivity properties.
We first write the weak form of this problem. We follow the usual procedure, that is, we
select a space of test functions, multiply both sides of the equations by this test functions,
then, we use integration by parts formula (in one dimension) and obtain the weak form. In
order to fix ideas and concentrate on the derivation of the asymptotic expansion we use the
usual test function and solutions spaces, in this case, that would be subspaces of H1 (−1, 1)
for both, solutions and test functions.
Let v ∈ H10 (−1, 1) be a test function and u ∈ H1 (−1, 1) is the sought solution, for more
details of the spaces H1 and H10 see Section A.3. Then after integration by parts we can write
ˆ 1
−1
κu′v′ =
ˆ 1
−1
fv, for all v ∈ H10 (−1, 1) .
Here u is the weak solution of problem (2.33). Existence and uniqueness of the weak solu-
tion follows from usual arguments (Lax-Milgram theorem in Section B.3). To emphasis the
dependence of u on the contrast η, from now on, we write uη for the solution of (2.33). Here
we note that in order to simplify the notation we have omitted the integration variable x and
the integration measure dx. We can split this integral in sub-domains integrals and recalling
the definitions of the high-contrast conductivity coefficient κ = κ (x) in (2.34), we obtain
ˆ −δ
−1
u′v′ + η
ˆ δ
−δ
u′v′ +
ˆ 1
δ
u′v′ =
ˆ 1
−1
fv, (2.35)
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for all v ∈ H10 (−1, 1). We observe that each integral on the left side is finite (since all the
factors are in L2 (−1, 1)).
Our goal is a write a expansion of the form
uη (x) =
∞∑
j=0
η−juj (x) , (2.36)
with individual terms in H−1 (−1, 1) such that the satisfy the Dirichlet boundary condition
uj (−1) = uj (1) = 0 for j ≥ 1. Other boundary conditions for (2.33) can be handled similarly.
Each term will solve (weakly) boundary value problems in the sub-domains (−1,−δ) , (−δ, δ)
and (δ, 1). The different data on the boundary of sub-domains are revealed by the corre-
sponding local weak formulation derived from the power series above (2.36). We discuss this
in detailed below.
We first assume that (2.36) is a valid solution of problem (2.35), see [7], so that we can
substitute (2.36) into (2.35). We obtain that for all v ∈ H10 (−1, 1) the following hold
ˆ −δ
1
∞∑
j=0
η−ju′jv
′ + η
ˆ δ
−δ
∞∑
j=0
η−ju′jv
′ +
ˆ 1
δ
∞∑
j=0
η−ju′jv
′ =
ˆ 1
−1
fv,
or, after formally interchanging integration and summation signs,
∞∑
j=0
η−j
[ˆ −δ
1
u′jv
′ +
ˆ 1
δ
η−ju′jv
′
]
+
∞∑
j=0
η−j+1
ˆ δ
−δ
u′jv
′ =
ˆ 1
−1
fv.
Rearrange these to obtain,
∞∑
j=0
η−j
[ˆ −δ
1
u′jv
′ +
ˆ 1
δ
η−ju′jv
′
]
+ η
ˆ δ
−δ
u′0v
′ +
∞∑
j=0
η−j
ˆ δ
−δ
u′j+1v
′ =
ˆ 1
−1
fv,
which after collecting terms can be written as
∞∑
j=0
η−j
[ˆ −δ
1
u′jv
′ +
ˆ δ
−δ
u′j+1v
′ +
ˆ 1
δ
η−ju′jv
′
]
+ η
ˆ δ
−δ
u′0v
′ =
ˆ 1
−1
fv, (2.37)
which holds for all test function v ∈ H10 (−1, 1). Now we match up the coefficients correspond-
ing to equal powers on the both sides of equation (2.37).
Terms corresponding to η
In the equation (2.37) above, there is only one term with η so that we obtain
ˆ δ
−δ
u′0v
′ = 0, for all v ∈ H10 (−1, 1) .
Thus u′0 = 0 (which can be readily seen if we take a test function v such that v = u0) and
therefore u0 is a constant in (−δ, δ).
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Figure 2.4: v function in Vconst.
Terms corresponding to η0 = 1
The next coefficients to match up are those of η0 = 1, the coefficients in (2.37) with j = 0.
Let
Vconst =
{
v ∈ H10 (−1, 1) : v(1) = v|(−δ,δ) is constant
}
.
For an illustration of the function v in Vconst, see Figure 2.4. We have
ˆ −δ
−1
u′0v
′ +
ˆ 1
δ
u′0v
′ =
ˆ 1
−1
fv, for all v ∈ Vconst. (2.38)
To study further this problem we introduce the following decomposition for functions in
v ∈ Vconst. For any v ∈ Vconst, we write
v = c0χ+ v
(1) + v(2),
where v(1) ∈ H10 (−1,−δ), v(2) ∈ H10 (δ, 1) and χ is a continuous function defined by
χ(x) =

1, x ∈ (−δ, δ),
0, x = −1, x = 1,
harmonic, otherwise.
(2.39)
See Figure 2.5 for an illustration of χ. Note also that
Figure 2.5: χ function.
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χ′(x) =

0, x ∈ (−δ, δ),
1/(1− δ), x ∈ (−1,−δ)
−1/(1− δ), x ∈ (δ, 1),
(2.40)
and observe that χ ∈ H10 (−1, 1).
The same decomposition holds for the u0, that is, u0 = c0χ+u
(1) +u(2), since u0 ∈ Vconst.
Note that this is an orthogonal decomposition. This can be verified by direct integration.
Next we split (2.38) into three equations using the decomposition introduced above. This is
done by testing again subset of test functions determined by the decomposition introduced
above.
1. Test against χ, that is, let v = χ ∈ H10 (−1, 1) in (2.38) and using that u0 = dχ+ u(1) +
u(2) we get,
ˆ −δ
−1
(
c0χ+ u
(1) + u(2)
)′
χ′ +
ˆ 1
δ
(
c0χ+ u
(1) + u(2)
)′
χ′ =
ˆ 1
−1
fχ, (2.41)
which after simplification (using the definition of χ and the fundamental theorem of
calculus) gives ˆ −δ
−1
c0
(
χ′
)2
+
ˆ 1
δ
c0
(
χ′
)2
=
ˆ 1
−1
fχ,
from which we get
c0 =
´ 1
−1 fχ´ −δ
−1 (χ
′)2 +
´ 1
δ (χ
′)2
=
1− δ
2
ˆ 1
−1
fχ, (2.42)
where we have used the derivative of χ defined in (2.40) for (−1,−δ) and (δ, 1) respec-
tively.
2. We now test (2.38) against v(1) ∈ H10 (−1,−δ) (extended by zero), that is, we take
v = v(1) in v(1) ∈ H10 (−1,−δ) to get
ˆ −δ
−1
(
c0χ+ u
(1) + u(2)
)′ (
v(1)
)′
+
ˆ 1
δ
(
c0χ+ u
(1) + u(2)
)′ (
v(1)
)′
=
ˆ 1
−1
fv(1).
Note that
ˆ 1
δ
(
c0χ+ u
(1) + u(2)
)′ (
v(1)
)′
= 0 (since v(1) is supported in (−1,−δ)). Us-
ing this, we have that
ˆ −δ
−1
(
c0χ+ u
(1) + u(2)
)′ (
v(1)
)′
=
ˆ −δ
−1
fv(1).
After simplifying (using the definition of χ and the fundamental theorem of calculus)
we have
ˆ −δ
−1
(
u(1)
)′ (
v(1)
)′
=
ˆ −δ
−1
fv(1), for all v(1) ∈ H10 (−1,−δ) . (2.43)
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Recalling the boundary values of u(1) we see that (2.43) is the weak formulation of
Dirichlet problem {
− (u(1))′′ = f, in (−1,−δ),
u(1) (−1) = 0, u(1) (−δ) = 0. (2.44)
3. Testing against v(2) ∈ H10 (δ, 1) we get (in a similar fashion) that
ˆ 1
δ
(
u(2)
)′ (
v(2)
)′
=
ˆ 1
δ
fv(2), for all v(2) ∈ H10 (δ, 1) . (2.45)
Then u(2) is the weak formulation to the Dirichlet problem{
− (u(2))′′ = f, in (δ, 1),
u(2) (δ) = 0, u(2) (1) = 0.
A Remark about Dirichlet and Neumann Sub-Domain Problems
Now we make the following remark that will be central for the upcoming arguments. Look-
ing back to (2.38) we make the following observation about u0. Taking test functions v ∈
H10 (−1,−δ) we see that u0 solve the following Dirichlet problem
ˆ −δ
−1
u′0v
′ =
ˆ −δ
−1
fv, for all v ∈ H10 (−1,−δ) ,
with the corresponding boundary data. The strong form for this Dirichlet problem is given
by { −z′′ = f, in (−1,−δ)
z (−1) = 0, z (−δ) = u0 (−δ) ,
with only solution z = u0 in (−1,−δ). From here we conclude that z = u0 is also the solution
of the following mixed Dirichlet and Neumann boundary condition problem{ −z′′ = f, in (−1,−δ),
z (−1) = 0, z′ (−δ−) = u′0 (−δ−) ,
with weak formulation given by
ˆ −δ
−1
z′v′ = u′0
(−δ−) v (−δ−)+ ˆ −δ
−1
fv, for all v ∈ H1(−1,−δ),
for all v ∈ H1 (−1,−δ). Since z = u0 ∈ H1 (−1,−δ) is solution of this problem we can write
ˆ −δ
−1
u′0v
′ = u′0
(−δ−) v (−δ−)+ ˆ −δ
−1
fv, for all v ∈ H1(−1,−δ) (2.46)
for all v ∈ H1 (−1,−δ). Analogously we can write
ˆ 1
δ
u′0v
′ = u′0
(
δ+
)
v
(
δ+
)
+
ˆ 1
δ
fv, for all v ∈ H1(δ, 1) (2.47)
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for all v ∈ H1 (δ, 1).
By substituting the equations (2.46) and (2.47) into (2.38) we have(
u′0
(−δ−) v (−δ−)+ ˆ −δ
−1
fv
)
+
ˆ δ
−δ
u′1v
′ +
(ˆ 1
δ
fv − u′0
(
δ+
)
v
(
δ+
))
=
ˆ 1
−1
fv,
so that, after simplifying it gives, for all v ∈ H1 (−1, 1), that
ˆ δ
−δ
u′1v
′ =
ˆ δ
−δ
fv + u′0
(
δ+
)
v
(
δ+
)− u′0 (−δ−) v (−δ−) . (2.48)
This last equation (2.48) is the weak formulation of the Neumann problem for u1 defined by{ −u′′1 = f, in (−δ, δ),
u′1 (−δ+) = u′0 (−δ−) , u′1 (δ−) = u′0 (δ+) .
(2.49)
This classical Neumann problem has solution only if the compatibility condition is satisfied.
The compatibility condition comes from the fact that if we integrate directly the first equation
in (2.49), we have
−
ˆ δ
−δ
u′′1 =
ˆ δ
−δ
f, and then we need u′1(−δ+)− u′1(δ−) =
ˆ δ
−δ
f.
Here, the derivatives are defined using side limits for the function u1. Using the fact that
u′1(−δ+) = u′0(−δ−) and u′1(δ−) = u′0(δ+) then, the compatibility conditions becomes
u′0(−δ−)− u′0(δ+) =
ˆ δ
−δ
f. (2.50)
In other to verify this compatibility condition we first observe that if we take v = χ in (2.46)
and (2.47) and recalling the definition of χ we obtain
ˆ −δ
−1
u′0χ
′ = u′0(−δ−)(1) +
ˆ −δ
−1
fχ and
ˆ 1
δ
u′0χ
′ = u′0(δ
+)(−1) +
ˆ 1
δ
fχ.
On the other hand, if we take v = χ in (2.38) we have
ˆ −δ
−1
u′0χ
′ + 0 +
ˆ 1
δ
u′0χ
′ =
ˆ 1
−1
fχ.
Combining these three equations we conclude that (2.50) holds true.
Now, observe that (2.49) has unique solution up to a constant so, the solution take the
form u1 = u˜1 + c1, with c1 an integration constant; in addition, u˜1 is a function with the
property that its means measure is 0, i.e.,
ˆ δ
−δ
u˜1 = 0.
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In this way, we need to determine the value of constant c1, for this we substitute the function
u1 with a total function u˜1 + c1, but the constant c1 cannot be computed in this part, so it
will be specified later.
So u˜1 solves the Neumann problem in (−δ, δ)
ˆ δ
−δ
u˜′1v
′ =
ˆ δ
−δ
fv − [u′0(δ+)− u′0(−δ−)] , for all v ∈ H1(−δ, δ). (2.51)
Terms Corresponding to η−1
For the other parts of u1 in the interval, we need the term of η with j = 1, which is given
from the equation (2.37), we have
ˆ −δ
−1
u′1v
′ +
ˆ δ
−δ
u′2v
′ +
ˆ 1
δ
u′1v
′ = 0, for all v ∈ H10 (−1, 1) . (2.52)
Note that if we restrict this equation to test functions v ∈ H10 (−1,−δ) and v ∈ H10 (δ, 1) such
as in (2.38), i.e.,
´ δ
−δ u
′
2v
′ = 0, we have
ˆ −δ
−1
u′1v
′ = 0, for all v ∈ H10 (−1,−δ),
and ˆ 1
δ
u′1v
′ = 0, for all v ∈ H10 (δ, 1),
where each integral is a weak formulation to problems with Dirichlet conditions
−u′′1 = 0, in (−1,−δ)
u1(−1) = 0,
u1(−δ−) = u1(−δ+) = u˜1(−δ+) + c1,
(2.53)
and 
−u′′1 = 0, in (δ, 1)
u1(δ
+) = u1(δ
−) = u˜1(δ−) + c1,
u1(1) = 0,
(2.54)
respectively.
Back to the problem (2.52) above, we compute u2 with given solutions in (2.53) and (2.54)
we get ˆ δ
−δ
u′2v
′ = u′1(−δ−)v(−δ−)− u′1(δ+)v(δ+).
This equation is the weak formulation to the Neumann problem{ −u′′2 = 0, in (−δ, δ)
u′2(−δ+) = u′1(−δ−), u′2(δ−) = u′1(δ+).
(2.55)
Note that, since u2 depends only on the (normal) derivative of u1, then, it does not depend
on the value of c1. But the value of c1 is chosen such that compatibility condition holds.
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Terms Corresponding to η−j, j ≥ 2
In order to determinate the other parts of u2 we need the term of η but this procedure is
similar for the case of uj with j ≥ 2, so we present the deduction for general uj with j ≥ 2.
Thus we have that
ˆ −δ
−1
u′jv
′ +
ˆ δ
−δ
u′j+1v
′ +
ˆ 1
δ
u′jv
′ = 0, for all v ∈ H10 (−1, 1). (2.56)
Again, if we restrict this last equation to v ∈ H10 (−1,−δ) and v ∈ H10 (δ, 1) to be defined in
(2.38), we have ˆ −δ
−1
u′jv
′ = 0, for all v ∈ H10 (−1,−δ),
and ˆ 1
δ
u′jv
′ = 0, for all v ∈ H10 (δ, 1),
respectively. Where each integral is a weak formulation to the Dirichlet problem
−u′′j = 0, in (−1, δ),
uj(−1) = 0,
uj(−δ−) = uj(−δ+) = u˜j(−δ+) + cj ,
(2.57)
and 
−u′′j = 0, in (δ, 1),
uj(δ
+) = uj(δ
−) = u˜j(δ−) + cj ,
uj(1) = 0.
(2.58)
Following a similar argument to the one given above, we conclude that uj is harmonic in the
intervals (−1,−δ) and (δ, 1) for all j ≥ 1 and uj−1 is harmonic in (−δ, δ) for j ≥ 2. As before,
we have
u′j(δ
−)− u′j(−δ+) = −
[
u′j−1(δ
+)− u′j−1(−δ−)
]
, for all j ≥ 2.
Note that uj is given by the solution of a Neumann problem in (−δ, δ). Thus, the function
take the form uj = u˜j + cj , with cj being a integration constant, though, u˜j is a function with
the property that its integral is 0, i.e.,
ˆ δ
−δ
u˜j = 0, for all j ≥ 2.
In this way, we need to determinate the value of constant cj , for this, we substitute the func-
tion uj with a total function u˜j + cj . Note that u˜j solves the Neumann problem in (−δ, δ)
ˆ δ
−δ
u˜′jv
′ = − [u′j−1(δ+)− u′j−1(−δ−)] , for all v ∈ H1(−δ, δ). (2.59)
Since cj , with j = 2, . . . , are constants, their harmonic extensions are given by cjχ in
(−1, 1); see Remark 2.1, We have
uj = u˜j + cjχ, in (−δ, δ).
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This complete the construction of uj .
From the equation (2.56), and solutions of Dirichlet problems (2.57) and (2.58) we have
ˆ δ
−δ
u′j+1v
′ = u′j(−δ−)v(−δ−)− u′j(δ+)v(δ+) (2.60)
This equation is the weak formulation to the Neumann problem{ −u′′j+1 = 0, in (−δ, δ)
u′j+1(−δ+) = u′j(−δ−), u′j+1(δ−) = u′j(δ+).
(2.61)
As before, we have
u′j+1(δ
−)− u′j+1(−δ+) = −
[
u′j(δ
+)− u′j(−δ−)
]
.
The compatibility conditions need to be satisfied. Observe that
u′j+1(δ
−)− u′j+1(−δ+) = −
[
u′j(δ
+)− u′j(−δ−)
]
= −u˜′j(δ+)− cjχ′(δ+) + u˜′j(−δ−) + cjχ′(−δ−)
= u˜′j(−δ−)− u˜′j(δ+) + cj
[
χ′(−δ−)− χ′(δ+)]
= 0.
By the latter we conclude that, in order to have the compatibility condition of (2.61) it is
enough to set,
cj = −
u˜′j(−δ−)− u˜′j(δ+)
χ′(−δ−)− χ′(δ+) .
We can choose uj+1 in (−δ, δ) such that
uj+1 = u˜j+1 + cj+1, where
ˆ δ
−δ
u˜j+1 = 0,
and u˜j+1 solves the Neumann problem
ˆ δ
−δ
u˜′j+1v
′ = − [u′j(δ+)− u′j(−δ−)] , for all v ∈ H1(−δ, δ). (2.62)
and, as before
cj+1 = −
u˜′j+1(−δ−)− u˜′j+1(δ+)
χ′(−δ−)− χ′(δ+) .
2.3.1 Illustrative Example in One Dimension
In this part we show a simple example of the weak formulation with the purpose of illustrating
of the development presented above. First take the next (strong) problem{
(κ (x)u′ (x))′ = 0, in (−2, 2),
u (−2) = 0, u (2) = 4, (2.63)
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with the function κ (x) defined by
κ (x) =

1, −2 ≤ x < −1,
η, −1 ≤ x < 1,
1, 1 ≤ x ≤ 2.
The weak formulation for problem (2.63) is to find a function u ∈ H1(−2, 2) such that{ ´ 2
−2 κ(x)u
′(x)v′(x)dx = 0
u(−2) = 0, u(2) = 4, (2.64)
for all v ∈ H10 (−2, 2).
Note that the boundary condition is not homogeneous but this case is similar and only
the term u0 inherit a non-homogeneous boundary condition.
As before, for j = 0 we have the equation (2.38), then u0 is constant in (−1, 1) and we
write the decomposition u0 = c0χ+u
(1) +u(2), and if v = χ ∈ H10 (−2, 2) from equation (2.41)
we have that c0 = 2.
Now, similarly, we can take v = v(1) ∈ H10 (−2,−1) and we obtain the weak formulation of
Dirichlet problem {
− (u(1))′′ = 0, in (−2,−1),
u(1)(−2) = 0, u(1)(−1) = 0,
that after integrating directly twice gives a linear function u(1) = α1(x + 2) in (−2,−1) and
α1 is an integration constant. Using the boundary data we have u
(1) = 0.
If v = v(2) ∈ H10 (1, 2) we have the weak formulation to the Dirichlet problem (2.44) that
in this case becomes, {
− (u(2))′′ = 0, in (1, 2),
u(2)(1) = 0, u(2)(2) = 4.
Integrating twice in the interval (1, 2) we obtain the solution, u(2) = α2(x−1), which becomes
u(2) = 4(x − 1). We use the boundary condition to determine the integration constant α2.
Then, we find the decomposition for u0 = c0χ+ u
(1) + u(2) for each part of interval which is
given by
u0 =

2(x+ 2), x ∈ (−2,−1),
2, x ∈ (−1, 1),
2x, x ∈ (1, 2).
With the u0 already computed we can to obtain the boundary data for the Neumann problem
that determines u1 in the equation (2.49). We have{ −u′′1 = 0, in (−1, 1),
u′1(−1) = 2, u′1(1) = 2.
As before, we see that the compatibility condition holds and therefore it has solution in the
interval (−1, 1). Easy calculation gives u1 = 2x. Computing the constant c1, we consider the
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Neumann problem (2.51), which has the solution u˜1 = 2x. By the definition of u1 = u˜1 + c1
we conclude that c1 = 0. Now, in order to compute u1 in the (−2,−1) and (1, 2) we apply
the condition in (2.52). It follows from the Dirichlet problems (2.53) and (2.54), that the
solutions are u1 = −2(x+ 2) and u1 = −2x+ 4. We summarize the expression for u1 as,
u1 =

−2(x+ 2), x ∈ (−2,−1),
2x, x ∈ (−1, 1),
−2(x− 2), x ∈ (1, 2).
Returning to equation (2.52) we can obtain u2 in the interval (−1, 1) by solving the Neumann
problem { −u′′2 = 0 in (−1, 1),
u′2(−1) = −2, u′2(1) = 2.
Note again that the compatibility condition holds. The solution is given by u2 = −2x. Com-
puting the constant c2, we consider the Neumann problem (2.59) for j = 2, has the solution
u˜2 = −2x. Note that we assume the boundary conditions of Dirichlet problems (2.57) and
(2.58). Then c2 = 0. So, in order to find u2 in the intervals (−2,−1) and (1, 2), we apply the
condition in (2.56). It follows from (2.57) and (2.58) that the solutions are u2 = 2(x+ 2) and
u2 = 2(x− 2), respectively.
For this case of terms uj+1 with j ≥ 2, we consider the Neumann problem (2.61) with
solution uj+1 = ±2x in (−1, 1). Note that the compatibility condition holds. Again we recall
the Neumann problem (2.62) with solution u˜j+1 = ±2x in this case. We conclude that cj = 0
for each j = 2, 3 . . . . Again in order to find uj+1 in the intervals (−2,−1) and (1, 2). It follows
of analogous form above that the solutions uj+1 = ∓2(x+2) in (−2,−1) and uj+1 = ∓2(x−2)
in (1, 2), for j = 2, 3, . . . . So, we can be calculated following terms of the power series.
We note that above we computed an approximation of the solution by solving local prob-
lems to the inclusion and the background. In this example, we can directly compute the
solution for the problem (2.63) and verify that the expansion is correct. We have
u(x) = α
ˆ x
−2
1
κ(t)
dt.
Then with boundary condition of problem (2.63) we calculate a constant α =
2η
1 + η
, so we
have
u (x) =

η
1 + η
2 (x+ 2) x ∈ [−2,−1),
η
1 + η
2
[
1 +
1
η
(x+ 1)
]
x ∈ [−1, 1),
η
1 + η
2
[
1 +
2
η
+ (x− 1)
]
x ∈ [1, 2].
(2.65)
Recall that the term η1+η can be written as a power series given by
η
1+η =
∑∞
j=0
(−1)j
ηj
.
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By inserting this expression into (2.65) and after some manipulations, we have
u(x) =

2(x+ 2)
∞∑
j=0
(−1)j
ηj
, x ∈ [−2,−1),
2− 2x
∞∑
j=1
(−1)j
ηj
, x ∈ [−1, 1),
2x
∞∑
j=0
(−1)j
ηj
− 4x
∞∑
j=1
(−1)j
ηj
, x ∈ [1, 2].
(2.66)
We can rewrite this expression to get
u (x) =

2 (x+ 2)
2
2x
︸ ︷︷ ︸
u0
+
1
η

−2 (x+ 2)
2x
− (2x− 4)
︸ ︷︷ ︸
u1
+
1
η2

2 (x+ 2)
−2x
(2x− 4)
︸ ︷︷ ︸
u2
+ · · · , (2.67)
Observe that these were the same terms computed before by solving local problems in the
inclusions and the background.
2.4 An Application
We return to the two dimension case and show some calculations, that may be useful for
applications. In particular, we compute the energy of the solution. Other functionals of the
solution can be also considered as well.
2.4.1 Energy of Solution
In this section we discuss about the energy of solutions for the elliptic problems. This is special
application for our study. We show the case for problems with high-contrast coefficient, now
we consider the problem (2.5)
ˆ
D
κ(x)∇u(x) · ∇v(x)dx =
ˆ
D
f(x)v(x)dx, for all v ∈ H10 (D),
if we replace again u(x) = uη(x) and additionally, the test function v(x) = uη(x) ∈ Vconst we
have ˆ
D
κ(x)∇uη(x) · ∇uη(x)dx =
ˆ
D
f(x)uη(x)dx, for all uη ∈ Vconst, (2.68)
with uη(x) = 0 on ∂D. We rewrite the equation (2.68)
ˆ
D
κ(x)|∇uη(x)|2dx =
ˆ
D
f(x)uη(x)dx, for all uη ∈ H10 (D). (2.69)
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By the equation (2.69) we consider, for simplicity the integral on the right side and uη defined
in (2.3), so
ˆ
D
f(x)uη(x)dx =
ˆ
D
f(x)
 ∞∑
j=0
η−juj(x)
 dx
=
∞∑
j=0
η−j
ˆ
D
f(x)uj(x)dx
=
ˆ
D
f(x)u0(x)dx+
1
η
ˆ
D
f(x)u1(x)dx+ · · · .
First we assume that u0 ∈ Vconst for the integralˆ
D
f(x)u0(x)dx =
ˆ
D
|∇u0(x)|2dx, for all u0 ∈ Vconst. (2.70)
Now if u0 ∈ Vconst and we consider the equation (2.9) in the integral 1η
´
D fu1, we have
1
η
ˆ
D
f(x)u1(x)dx =
1
η
(ˆ
D0
∇u1(x) · ∇u0(x)dx+
ˆ
D1
|∇u1(x)|2
)
dx, for all u0 ∈ Vconst.
(2.71)
Observe that if u0 = u0,0 + c0χD1 given in (2.13) we haveˆ
D0
∇u0(x) · ∇u1(x)dx =
ˆ
D0
∇u0,0(x) · ∇u1(x)dx+ c0
ˆ
D0
∇χD1(x) · ∇u1(x)dx,
where ˆ
D0
∇u0,0(x) · ∇u1(x)dx = 0, (2.72)
for u0,0 ∈ H10 (D0) and ˆ
D0
∇χD1(x) · ∇u1(x)dx = 0, (2.73)
this is because we consider the problem{ −∆u1(x) = 0, in D0
u1(x) = 0, on ∂D0.
(2.74)
By the weak formulation of the equation (2.74) with test function z ∈ H10 (D0), in particular
z = χD1 we have the result. Thus by the equations (2.72) and (2.73) we conclude thatˆ
D0
∇u0(x) · ∇u1(x)dx = 0.
Thereby, we find an expression for the energy of the solution in terms of the expansion as
follows ˆ
D
κ(x) |∇uη(x)|2 dx =
ˆ
D0
|∇u0(x)|2dx+ 1
η
ˆ
D1
|∇u1(x)|2dx+O
(
1
η2
)
.
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This chapter is dedicated to illustrate numerically some examples of the elliptic problems
with high-contrast coefficients. We recall substantially procedures of the asymptotic expan-
sion in the previous chapter. We develop the numerical approximation of few terms of the
asymptotic expansion through the Finite Element Methods, which was implemented in a code
of MatLab using PDE toolbox, see Appendix D for a MatLab code.
3.1 Overview of the Using of the Finite Element Method
In this section we describe the development of the numerical implementation for example used
in the Section 3.2. We refer to techniques of the approximation of the Element Finite Method
to find numerical solutions. In this case we relates few terms of the asymptotic expansion
with Dirichlet and Neumann problems generate in the sub-domains.
The first condition is that the triangulation resolves the different geometries presented in
different examples of the Section 3.2. The triangulation of the implementation is well defined
and conforming geometrically in the domain. For more details of the triangulation see Ap-
pendix C.
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Configuring the geometry for each type of domain, we solve the problem (2.25) (for the
case in one inclusion, see (2.12)), using Finite Elements on the background, in general the
background is considered D0 for all examples.
The second condition we compute Ageom defined in (2.27) and b defined in (2.28). Then
we can find the vector X defined in (2.29).
We compute the function u0,0 using Finite Element in the background D0. We re-
call that u0,0 solves the problem defined in (2.26). Then we construct the function u0 =
u0,0 +
∑M
m=1 cmχDm .
For the other terms in the expansion we solve using Finite Element the corresponding
problems (2.30) and (2.31). Finally, we compute the corresponding constants in (2.32) by
solving AgeomXj = Yj .
3.2 Numerical Computation of Terms of the Expansion in Two
Dimensions
In this section we show some examples of the expansion terms in two dimensions. In partic-
ular, few terms are computed numerically using a Finite Element Method.
For details on the Finite Element Method, see the Appendix C, and the general theory
see for instance [15,19]. We recall that, apart for verifying the derived asymptotic expansions
numerically, these numerical studies are a first step to understand the approximation u0 and
with this understanding then device efficient numerical approximations for u0 (and then for
uη).
Figure 3.1: Example of geometry configurations with interior inclusion to solve the problem
(3.1) with u(x) = 0 on ∂D and the coefficient κ in (2.2).
3.2.1 Example 1: One inclusion
We numerically solve the problem
− div(κ(x)∇u(x)) = f(x), in D, (3.1)
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(a) u0 (b) u1
(c) u2 (d) u3
Figure 3.2: Few terms of the asymptotic expansion (2.3) for the solution of (3.1) with u(x) = 0
on ∂D and the coefficient κ in (2.2) where the domain configuration is illustrated in Figure
(3.1). Here we consider η = 10.
with u(x) = 0 on ∂D and the coefficient κ in (2.2) where the domain configuration is illus-
trated in Figure 3.1. This configuration contains one polygonal interior inclusion. We applied
the conditions above in a numerical implementation in MatLab using the PDE toolbox. We
set η = 10 and η = 100 for this example.
Figure 3.3: Error of the difference of the solution uη computed directly and the addition of
the truncation of the expansion (2.3). We consider η = 10 (solid line) and η = 100 (dashed
line).
We show the computed first four terms u0, u1, u2 and u3 of the asymptotic expansions
in Figure 3.2. In particular we show the asymptotic limit u0. In addition, observe that the
term u0 is constant inside the inclusion region. For this case η = 10 and the errors form the
truncated series and the whole domain solution uη is reported in Figure 3.3. We see a linear
decay of the logarithm of the error with respect to the number of terms that corresponds to
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the decay of the power series tail.
Figure 3.4: Example of geometry configurations with interior inclusion (left picture). Asymp-
totic limit u0 for the solution of (3.1) with u(x) = 0 on ∂D and the coefficient κ in (2.2)
where the domain configuration is illustrated in the left picture. Here we consider η = 10
(right picture).
3.2.2 Example 2: Few Inclusions
(a) u0 (b) u1 (c) u2
Figure 3.5: Illustration, inside inclusions, of first few terms of the asymptotic expansion (2.3)
for the solution of (3.1) with u(x) = 0 on ∂D and the coefficient κ in (2.2) where the domain
configuration is illustrated in Figure 3.4. Here we consider η = 10.
As a second example we consider several inclusions. The geometry for this problem posed
to the defined triangulation is coupled to the finite element. The domain is illustrated in
Figure 3.4 as well as the corresponding u0 term.
In the Figure 3.5 we display of the asymptotic solution and show its behaviour on inclu-
sions. Observe that the term u0, Figure 3.5 (a), is constant inside the respectively inclusions
regions. This checks that u0 is a combination of harmonic characteristic functions.
3.2.3 Example 3: Several Inclusions
In this case we design a domain with several inclusions are distributed homogeneously and
analyze numerically the derived asymptotic expansions.
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We consider D = B(0, 1) the circle with center (0, 0), radius 1 and 36 (identical) circular
inclusions of radius 0.07, this is illustrated in the Figure 3.6 (left side). Then we numerically
solve the problem { −div(κ(x)∇uη(x)) = 1, in D
u(x) = x1 + x
2
2, on ∂D.
(3.2)
We show in the Figure 3.6 an approximation for function u0 with η = 6. For this case we have
the behavior of term u0 inside the background. We refer to the term ucoarse for the number
of inclusions present in the geometry of problem (3.2).
Figure 3.6: Geometry of the problem (3.2). with η = 6. Asymptotic solution u0 = u00+ucoarse
homogeneously
In the Figure 3.7 we show the computed two terms u1 and u2 of the asymptotic expansion.
In the Top we plot the behavior of functions u1 and u2 in the background. For the Botton of
the Figure 3.7 we show the same functions only restricted to the inclusions.
An interesting case for different values of η and the number of terms needed to obtain
the relative error of the approximation is reported in the Table 3.1. We observe that to the
problem (3.2) is necessary using, for instance with a value of η = 108 one term of the expansion
for that the relative error was approximately of the order of 10−8.
η 3 4 5 6 7 8 9 10 102 103 104 105 106 107 108
# 25 16 13 11 10 9 8 8 4 3 2 2 2 1 1
Table 3.1: Number of terms needed to obtain a relative error of 10−8 for a given value of η.
3.3 Applications to Multiscale Finite Elements: Approxima-
tion of u0 with Localized Harmonic Characteristic
In Section 3.2 we showed examples of the expansions terms in two dimensions. In this section
we also present some numerically examples, but in this case we consider that the domain D is
the union of a background and multiple inclusions homogeneously distributed. In particular,
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Figure 3.7: Top: Functions u1 and u2. Bottom: Functions u1 and u2 restricted to the
inclusions.
we compute a few terms using Finite Element Method as above. The main issue here is that,
instead of using the harmonic characteristic functions defined in (2.24), we use a modification
of them that allows computation in a local domain (instead of the whole background domain
as in Section 3.2).
In particular, we consider one approximation of the terms of the expansion u0 with local-
ized harmonic characteristics. This is motivated due to the fact that, a main difficulty is that
the computation of the harmonic characteristic functions is computationally expensive. One
option is to approximate functions by solving a local problem (instead of a whole background
problem). For instance, the domain where a harmonic characteristic functions can computed
is illustrated in Figure 3.8 where the approximated harmonic characteristic function will be
zero on the a boundary of a neighborhood of the inclusions. This approximation will be
consider for the case of many (highly dense) high-contrast inclusions. The analysis of the
resulting methods is under study and results will be presented elsewhere.
Figure 3.8: Illustration of the Globally characteristic function and δ− neighborhood of an
inclusion (blue region).
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We know that the harmonic characteristic function are define by solving a problem in the
background, which is a global problem. The idea is then to solve a similar problem only a
neighborhood of each inclusion.
The exact characteristic functions are defined by the solution of
´
D∇χm · ∇v = 0, for v ∈ H10 (D0)
χm = 0, on ∂D`, m 6= `, ` = 1, 2, . . . ,M
χm = 1, on ∂Dm,
for m ≥ 1. We define the neighborhood of the inclusion Dm by
Dm,δ = Dm ∪ {x ∈ D0 : d(x,Dm) < δ} , (see Figure 3.8),
and we define the characteristic function for the δ-neighborhood
´
D∇χδm · ∇v = 0, for v ∈ H10 (Dm,δ)
χδm = 0, on ∂D` ∩ ∂Dm,δ
χδm = 1, on ∂Dm.
We remain that the exact expression for u0 is given by
u0 = u0,0 +
M∑
m=1
cmχDm , (3.3)
and the matrix problem for u0 with globally supported basis is then,
Ac = b,
with A = [am`], with am` =
´
Dm
∇χm · ∇χ`, c = [c0, . . . , cM ] and b = [b`] =
´
D fχD` . Define
uδ0 using similar expansion given by
uδ0 = u
δ
0,0 +
M∑
m=1
cδmχ
δ
Dm , (3.4)
where cδm is computed similarly to cm using an alternative matrix problem with basis χ
δ
Dm
instead of χDm . This system is given by
Aδcδ = bδ.
with Aδ = [aδm`], with a
δ
m` =
´
Dm
∇χδm · ∇χδ` , c = [cδ0, . . . , cδM ] and bδ = [bδ` ] =
´
D fχ
δ
D`
.
uδ0,0 is an approximation to u0,0 that solves the problem
ˆ
Dδ
∇uδ0,0 · ∇v =
ˆ
Dδ
fv, for allv ∈ H10 (Dδ) (3.5)
u = g, on ∂D (3.6)
u = 0, on ∂Dδ ∩D, (3.7)
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where
Dδ = {x ∈ D : d(x, ∂D) < δ} .
We recall relative errors given by
e(u0 − uδ0) =
‖u0 − uδ0‖H1
‖u0‖H1
, (3.8)
e(u0,0 − uδ0,0) =
‖u0,0 − uδ0,0‖H1
‖u0,0‖H1
. (3.9)
Which relate the exact solution (3.3) and the alternative solution (3.4). We use the numerical
implementation for this case and show two numerical examples.
3.3.1 Example 1: 36 Inclusions
We study of the expansion with χ in problem (3.2) was presented in the Section 3.2.3. The
geometry of this problem is illustrated in the Figure 3.6.
δ e(u0 − uδ0) e(u0,0 − uδ0,0) e(uc − uδc)
0.001000 0.830673 0.999907 0.555113
0.050000 0.530459 0.768135 0.549068
0.100000 0.336229 0.639191 0.512751
0.200000 0.081500 0.261912 0.216649
0.300000 0.044613 0.088706 0.048173
0.400000 0.041061 0.047743 0.007886
0.500000 0.033781 0.034508 0.001225
0.600000 0.029269 0.029362 0.000174
0.700000 0.020881 0.020888 0.000021
0.800000 0.012772 0.012773 0.000003
0.900000 0.006172 0.006172 0.000000
Table 3.2: Relative error in the approximation of u0 by using locally computed basis functions
and truncated boundary condition effect. e(w) = ‖w‖H1/‖u0‖H1 . Here u0 = u0,0 + uc where
uc is combination of harmonic characteristic functions and u
δ
0 = u
δ
0,0 + u
δ
c is computed by
solving uδ0,0 on a δ−strip of the boundary ∂D and the basis functions on a δ−strip of the
boundary of each inclusion.
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We have the numerical results for the different values of δ in the Table 3.2. We solve for
the harmonic characteristic function with zero Dirichlet boundary condition within a distance
δ of the boundary of the inclusion.
In the Table 3.2 we observe that as the neighborhood approximates total domain, its error
is relatively small. For instance, if we have a δ = 0.2, the error that relates the exact solution
u0 and the truncated solution u
δ
0 is around 8%. In analogous way an error presents around
6% between the function u0,0 and u
δ
0,0.
3.3.2 Example 2: 60 Inclusions
Similarly, we study of the expansion with χ in D = (0, 1) the circle with center (0, 0), radius
1 and 60 (identical) circular inclusions of radius 0.07. We numerically solve the following
problem { −div(κ(x)∇uη(x)) = 1, in D
u(x) = x1 + x
2
2, on ∂D,
(3.10)
Figure 3.9: Geometry for the problem (3.10).
In the Figure 3.9 we illustrate the geometry for the problem (3.10). We have the similar
numeric results for the different values of δ in the Table 3.3 for the problem (3.10). We solve
for the harmonic characteristic function with zero Dirichlet boundary condition within a dis-
tance δ of the boundary of the inclusion.
For this example we have a difference in the numerically analysis to the problem (3.2) in
the Section 3.3.1 it is due to numbers inclusions presents in the problem (3.10). In the Table
3.3 we observe that as the neighborhood approximates total domain, its error is relatively
small. For instance, if we have a δ = 0.20000, the error that relates the exact solution u0 and
the truncated solution uδ0 is around 1%. The relative error is 2% between the function u0,0
and uδ0,0.
We state that if there are several high-conductivity inclusions in the geometry, which are
closely distributed, the localized harmonic characteristic function decay rapidly to zero for
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δ e(u0 − uδ0) e(u00 − uδ0,0) e(uc − uδc)
0.001000 0.912746 0.999972 0.408063
0.050000 0.369838 0.549332 0.399472
0.100000 0.181871 0.351184 0.258946
0.200000 0.013781 0.020172 0.011061
0.300000 0.013332 0.013433 0.000737
0.400000 0.010394 0.010396 0.000057
0.500000 0.009228 0.009228 0.000004
0.600000 0.006102 0.006102 0.000000
0.700000 0.005561 0.005561 0.000000
0.800000 0.002239 0.002239 0.000000
0.900000 0.001724 0.001724 0.000000
Table 3.3: Relative error in the approximation of u0 by using locally computed basis functions
and truncated boundary condition effect. e(w) = ‖w‖H1/‖u0‖H1 . Here u0 = u0,0 + uc where
uc is combination of harmonic characteristic functions and u
δ
0 = u
δ
0,0 + u
δ
c is computed by
solving uδ0,0 on a δ−strip of the boundary ∂D and the basis functions on a δ−strip of the
boundary of each inclusion.
any δ-neighborhood.
We state that if there are several high-conductivity inclusions in the geometry, which are
closely distributed, the localized harmonic characteristic function decay rapidly to zero for
any δ-neighborhood. We state that if there are several high-conductivity inclusions in the
geometry, which are closely distributed, the localized harmonic characteristic function decay
rapidly to zero for any δ-neighborhood.
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In this chapter we recall one of the fundamental problems in solid mechanics, in which
relates (locally) strains and deformations. This relationship is known as the constitutive law,
that depending of the type of the material. We focus in the formulation of the constitutive
models, which present a measure of the stiffness of an elastic isotropic material and is used
to characterize of these material. Although, this formulation of models is complex when the
deformations are very large.
4.1 Problem Setting
In this section we consider the possible simplest case, the linear elasticity. This simple model
is in the base of calculus of solid mechanics and structures. The fundamental problem is the
formulation of the constitutive models express functionals that allow to compute the value of
the stress τ at a point from of the value of the strain  in that moment and in all previous.
Let D ⊂ Rd polygonal domain or a domain with smooth boundary. Given u ∈ H1(D)d
and a vector field f , we consider the linear elasticity Dirichlet problem
− div(τ(u)) = f in D, (4.1)
with u = g on ∂D. Where τ(u) is stress tensor, defined in the Section B.5.
We define the following weak formulation for the problem (4.1): find u ∈ H10 (D)d such
that { A(u, v) = F(v), for all v ∈ H10 (D)d,
u = g, on ∂D,
(4.2)
45
46 Chapter 4. Asymptotic Expansions for High-Contrast Linear Elasticity
where the bilinear form A and the linear functional f are defined by
A(u, v) =
ˆ
D
2µ˜E(u) · (v) + λ˜Ediv(u)div(v), for all u, v ∈ H10 (D)d (4.3)
F(v) =
ˆ
D
fv, for all v ∈ H10 (D)d. (4.4)
Here, the functions µ˜, E,  and λ˜ are defined in the Section B.5. As above, we assume that D
is the disjoint union of a background domain and inclusions, that is, D = D0 ∪ (
⋃M
m=1Dm).
We assume that D0, D1, . . . , DM are polygonal domains or domains with smooth boundaries.
We also assume that each Dm is a connected domain, m = 0, 1, . . . ,M . Let D0 represent the
background domain and the sub-domains {Dm}Mm=1 represent the inclusions. For simplicity
of the presentation we consider only interior inclusions. Given w ∈ H1(D)d we will use the
notation w(m), for the restriction of w to the domain Dm, that is
w(m) = w|Dm , m = 0, 1, . . . ,M.
For later use we introduce the following notation. Given Ω ⊂ D we denote by AΩ the bilinear
form
AΩ(u, v) =
ˆ
Ω
2µ˜(u) · (v) + λ˜div(u)div(v),
defined for functions u, v ∈ H1(Ω)d. Note that AΩ does not depend on the Young’s modulus
E(x). We also denote by RB(Ω) the subset of rigid body motions defined on Ω,
RB(Ω) = {(a1, a2) + b(x2,−x1) : a1, a2, b ∈ R} if d = 2
RB(Ω) = {(a1, a2, a3) + (b1, b2, b3)× (x1, x2, x3) : ai, bi ∈ R, i = 1, 2, 3.} if d = 3.
(4.5)
Observe that for d = 2, RB(Ω) = Span {(1, 0), (0, 1), (x2,−x1)}. For d = 3 the dimension is
6.
4.2 Expansion for One Highly Inelastic Inclusions
In this section we derive and analyze expansion for the case of highly inelastic inclusions. For
the sake of readability and presentation, we consider first the case of only one highly inelastic
inclusion in Section 4.2.1.
4.2.1 Derivation for One High-Inelastic Inclusion
Let E be defined by
E(x) =
{
η, x ∈ D1,
1, x ∈ D0 = D \D1, (4.6)
and denote by uη the solution of the weak formulation (4.2). We assume that D1 is compactly
included in D (D1 ⊂ D). Since uη is solution of (4.2) with the coefficient (4.6), we have
AD0(uη, v) + ηAD1(uη, v) = F(v), for all v ∈ H10 (D). (4.7)
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We seek to determine {uj}∞j=0 ⊂ H1(D)d such that
uη = u0 +
1
η
u1 +
1
η2
u2 + · · · =
∞∑
j=0
η−juj , (4.8)
and such that they satisfy the following Dirichlet boundary conditions
u0 = g on ∂D and uj = 0 on ∂D for j ≥ 1. (4.9)
We substitute (4.8) into (4.7) to obtain that for all v ∈ H10 (D) we have
ηAD1(u0, v) +
∞∑
j=0
η−j(AD0(uj , v) +AD1(uj+1, v)) = F(v). (4.10)
Now we collect terms with equal powers of η and analyze the resulting subdomains equations.
Term corresponding to η = η1
In (4.10) there is one term corresponding to η to the power 1, thus we obtain the following
equation
AD1(u0, v) = 0, for all v ∈ H10 (D)d. (4.11)
The problem above corresponds to an elasticity equation posed on D1 with homogeneous
Neumann boundary condition. Since we are assuming that D1 ⊂ D, we conclude that u(1)0 is
a rigid body motion, that is, u
(1)
0 ∈ RB(D1) where RB is defined in (4.5).
In the general case, the meaning of this equation depends on the relative position of the
inclusion D1 with respect to the boundary. It may need to take the boundary data into
account.
Terms corresponding to η0 = 1
The equation (4.9) contains three terms corresponding to η to the power 0, which are
AD0(u0, v) +AD1(u1, v) = F(v), for all ∈ H10 (D)d. (4.12)
Let
VRB = {v ∈ H10 (D)d, such that v(1) = v|D1 ∈ RB1(D1)}.
If consider z ∈ VRB in equation (4.12) we conclude that u0 satifies the following problem
AD0(u0, z) =
ˆ
D
fz, for all z ∈ VRB (4.13)
u0 = g on ∂D. (4.14)
The problem (4.13) is elliptic and it has a unique solution, for details see [9]. To analyze this
problem further we proceed as follows. Let {ξD1;`}Ld`=1 be a basis for the RB(D1) space. Note
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that L2 = 3 and L3 = 6 then u
(1)
0 =
∑Ld
`=1 c0;`ξD1;`. We define the harmonic extension of the
rigid body motions, χD1;1 ∈ H10 (D)d such that
χ
(1)
D1;`
= ξD1;`, in D1
and as the harmonic extension of its boundary data in D0 is given by
AD0(χ(0)D1;`, z) = 0, for all z ∈ H10 (D0)d
χ
(0)
D1;`
= ξD1;`, on ∂D1. (4.15)
χ
(0)
D1;`
= 0, on ∂D.
To obtain an explicit formula for u0 we will use the following facts:
(i) problem (4.13) is elliptic and has a unique solution, and
(ii) a property of the harmonic characteristic functions described in the Remark below.
Remark 4.1. Let w be a harmonic extension to D0 of its Neumann data on ∂D0. That is,
w satisfies the following problem
AD0(w, z) =
ˆ
∂D0
τ˜(w) · n0z, for all z ∈ H1(D0)d.
Since χD1;` = 0 in ∂D and χD1;` = ξD1;` on ∂D1, we readily have that
AD0(χD1;`, w) = 0
(ˆ
∂D
τ˜(w) · n0z
)
+ 1
(ˆ
∂D1
τ˜(w)n0χD1;`
)
,
and we conclude that for every harmonic function on D0
AD0(w,χD1;`) =
ˆ
∂D1
τ˜(w) · n0χD1:`. (4.16)
In particular, taking w = χD1 we have
AD0(χD1;`, χD1;`) =
ˆ
∂D1
τ˜(χD1;`) · n0χD1;`. (4.17)
We can decompose u0 into harmonic extension of its value inD1, given by u
(1)
0 =
∑Ld
`=1 c0;`ξD1;`,
plus the remainder u0,0 ∈ H1(D0). Thus, we write
u0 = u0,0 +
Ld∑
`=1
c0;`ξD1;`, (4.18)
where u0,0 ∈ H1(D) is defined by u(1)0,0 = 0 in D1 and u(0)0,0 solves the following Dirichlet problem
AD0(u(0)0,0, z) =
ˆ
D0
fz, for all z ∈ H10 (D0)d, (4.19)
u
(0)
0,0 = 0, on ∂D1,
u
(0)
0,0 = g, on ∂D.
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From (4.13) and (4.18) we get that
Ld∑
`=1
c0;`AD0(χD1;`, χD1;m) =
ˆ
D
fχD1;m −AD0(u0,0, χD1;m), (4.20)
from which we can obtain the constants c0;`, ` = 1, . . . , Ld by solving a Ld×Ld linear system.
As readily seen, the Ld × Ld matrix
Ageom = [a`m]
Ld
`,m=1 , where a`m = AD0(χD1;`, χD1;m). (4.21)
The matrix Ageom is positive and suitable constants exist. Given the explicit form of u0,
we use it in (4.12) to find u
(1)
1 = u1|D1 , from if conclude that u(0)0 and u(1)1 satisfy the local
Dirichlet problems
AD0(u(0)0 , z) =
ˆ
D0
fz, for all z ∈ H10 (D0)d,
AD1(u(1)1 , z) =
ˆ
D1
fz, for all z ∈ H10 (D1)d,
with given boundary data ∂D0 and ∂D1. Equation (4.12) also represents the transmission
conditions across ∂D1 for the functions u
(0)
0 and u
(1)
1 . This is easier to see when the forcing
f is square integrable. From now on, in order to simplify the presentation, we assume that
f ∈ L2(D). If f ∈ L2(D) , we have that u(0)0 and u(1)1 are the only solutions of the problems
AD0(u(0)0 , z) =
ˆ
D0
fz +
ˆ
∂D0\∂D
τ˜(u
(0)
0 ) · n0z, for all z ∈ H1(D0)d,
with z = 0 on ∂D and u
(0)
0 = g on ∂D, and
AD1(u(1)1 , z) =
ˆ
D1
fz +
ˆ
∂D1
τ˜(u
(1)
1 ) · n1z, for all z ∈ H1(D1)d.
Replacing these last two equations back into (4.12) we conclude that
τ˜(u
(1)
1 ) · n1 = −τ˜(u(0)0 ) · n0, on ∂D1. (4.22)
Using this interface condition we can obtain u
(1)
1 in D1 by writing
u
(1)
1 = u˜
(1)
1 +
Ld∑
`=1
c1;`ξD1;`, (4.23)
where u˜
(1)
1 solves the Neumann problem
AD1(u˜(1)1 , z) =
ˆ
D1
fz −
ˆ
∂D1
τ˜(u
(0)
0 ) · n1z, for all z ∈ H1(D1)d. (4.24)
Here the constants c1;` will be chosen later. Problem (4.24) needs the following compatibility
conditions ˆ
D1
fξ +
ˆ
∂D1
τ˜(u
(0)
0 ) · n1ξ = 0, for all ξ ∈ RB,
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which, using (4.18) and (4.22) and noting that χD1;` in D1, reduces to
Ld∑
`=1
c0;`
ˆ
∂D1
τ˜(χD1;`) · n1χD1;m =
ˆ
D1
fχD1;m −
ˆ
∂D1
τ˜(u˜0,0) · n1χD1;m, (4.25)
for m = 1, . . . , Ld. This system of Ld equations is the same encountered before in (4.20).
The fact that the two systems are the same follows from the next two integration by parts
relations:
(i) according to Remark 4.1
ˆ
∂D1
τ˜(χD1;`) · n1χD1;m = AD0(χD1;`, χD1;m). (4.26)
(ii) we have ˆ
∂D1
τ˜(u˜0,0 · n1χD1;m = AD0(u0,0, χD1;m)−
ˆ
D0
fχD1;m. (4.27)
By replacing the relations in (i) and (ii) into above (4.25) we obtain (4.20) and conclude that
the compatibility condition of problem (4.24) is satisfied. Next, we discuss how to compute
u
(0)
1 and u˜
(0)
1 to completely define the functions u1 ∈ H1(D)d and u˜1 ∈ H1(D)d. These are
presented for general j ≥ 1 since the construction is independent of j in this range.
Term corresponding to η−j with j ≥ 1
For powers 1/η larger or equal to one there are only two terms in the summation that lead to
the following system
AD0(uj , v) +AD1(uj+1, v) = 0, for all v ∈ H10 (D)d. (4.28)
This equation represents both the subdomain problems and the transmission conditions across
∂D1 for u
(0)
j and u
(1)
j+1. Following a similar argument to the one give above, we conclude that
u
(0)
j is harmonic in D0 for all j ≥ 1 and that u(1)j+1 is harmonic in D1 for j ≥ 2. As before, we
have
τ˜(u
(1)
j+1) · n1 = −τ(u(0)j ) · n0. (4.29)
we note that u
(1)
j in D1, (e.g., u
(1)
1 above) is given by the solution of a Neumann problem in
D1. Recall that the solution of a Neumann linear elasticity problem is defined up to a rigid
body motion. To uniquely determine u
(1)
j , we write
u
(1)
j = u˜
(1)
j +
Ld∑
`=1
cj;`ξD1;`, (4.30)
where u
(1)
j is L
2-orthogonal to the rigid body motion and the appropriate cj;` will be deter-
minated later. Given u
(1)
j in D1 we find u
(0)
j in D0 by solving a Dirichlet problem with known
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Dirichlet data, that is,
AD0(u(0)j , z) = 0, for all z ∈ H10 (D0)d
u
(0)
j = u
(1)
j
(
= u˜
(1)
j +
Ld∑
`=1
cj;`ξD1;`
)
, on ∂D1 and uj = 0 on ∂D.
(4.31)
We conclude that
uj = u˜j +
Ld∑
`=1
cj;`χD1;`, (4.32)
where u˜
(0)
j is defined by (4.31) replacing cj;` by 0. This completes the construction of uj . Now
we proceed to show how to find u
(1)
j+1 in D1. For this, we use (4.27) and (4.28) which lead to
the following Neumann problem
AD1(u˜(1)j+1, z) = −
ˆ
∂D1
τ˜(u
(0)
j ) · n0z, for all z ∈ H1(D1)d. (4.33)
The compatibility condition for this Neumann problem is satisfied if we choose cj;` the solution
of the Ld × Ld system
Ld∑
`=1
cj;`
ˆ
∂D1
τ˜(χD1;` · n1χD1;m = −
ˆ
∂D1
τ˜(u˜j) · n1χD1;m, (4.34)
with m = 1, . . . , Ld. As pointed out before, see (4.26), this system can be written as
Ld∑
`=1
cj;`AD0(χD1;`, χD1;m) = −AD0(u˜j , χD1;m).
In this form we readily see that this Ld × Ld system matrix is positive definite and therefore
solvable. We can choose u
(1)
j+1 in D1 such that
u
(1)
j+1 = u˜
(1)
j+1 +
Ld∑
`=1
cj+1;`ξD1;`,
where u˜
(1)
j+1 is properly chosen and, as before
Ld∑
`=1
cj+1,`
ˆ
∂D1
τ˜(χD1;`) · χD1;m = −
ˆ
∂D1
u˜j+1 · n1χD1;m,
m = 1, . . . , Ld and therefore we have the compatibility condition of the Neumann problem to
compute u
(1)
j+2. See the equation (4.33).
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4.2.2 Convergence in H1(D)d
We study the convergence of the expansion (4.8) with the Dirichlet data (4.9). For simplicity
of the presentation we consider the case of one high-inelastic inclusions. We assume that ∂D
and ∂D1 are sufficiently smooth. We follow the analysis in [7].
We use standard Sobolev spaces. Given a sub-domain D, we use the H1(D)d norm given
by
‖v‖2H1(D)d = ‖v‖2L2(D)d + ‖∇v‖2L2(D)d ,
and the seminorm
|v|2H1(D)d = ‖∇v‖2L2(D)d .
We also use standard trace spaces H1/2(∂D)d and dual space H−1(D)d.
Lemma 4.1. Let w˜ ∈ H1(D) be harmonic in D0 and define
w = w˜ +
Ld∑
`=1
c0;`ξD1;`,
where Y = (c0;1, . . . , c0;Ld) is the solution of the system Ld-dimensional linear system
AgeomY = −W (4.35)
with W = (AD0(w˜, ξD1;1), . . . ,AD0(w˜, ξD1;Ld)). Then,
‖w‖H1(D)d  ‖w˜‖H1(D)d ,
where the hidden constant is the Korn inequality constant of D.
Proof. We remember that
Ageom = [a`m]
Ld
`,m=1 , with a`,m = AD0(ξD1;`, ξD1;m).
Note that
∑Ld
`=1 c0;`ξD1;` is the Galerkin projection of w˜ into the space Span{ξD1;`}Ld`=1. Then,
as usual in finite element analysis of Galerkin formulations, we have
AD0
(
Ld∑
`=1
c0;`ξD1;`,
Ld∑
`=1
c0;`ξD1;`
)
= Y TAgeomY = −Y TW
= −
Ld∑
`=1
c0;`AD0(w˜, ξD1;`)
= −AD0
(
w˜,
Ld∑
`=1
c0;`ξD1;`
)
≤ |w˜|H1(D)d
∣∣∣∣∣
Ld∑
`=1
c0;`ξD1;`
∣∣∣∣∣
H1(D0)d
,
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by the Korn inequality∣∣∣∣∣
Ld∑
`=1
c0;`ξD1;`
∣∣∣∣∣
2
H1(D0)d
≤ CAD0
(
Ld∑
`=1
c0;`ξD1;`,
Ld∑
`=1
c0;`ξD1;`
)
≤ |w˜|H1(D0)d
∣∣∣∣∣
Ld∑
`=1
C0;`ξD1;`
∣∣∣∣∣
H1(D0)d
,
so ∣∣∣∣∣
Ld∑
`=1
c0;`ξD1;`
∣∣∣∣∣
H1(D0)d
≤ |w˜|H1(D0).
Using the fact above, we get
‖w‖H1(D)d ≤ ‖w˜‖H1(D)d +
∥∥∥∥∥
Ld∑
`=1
c0;`ξD1;`
∥∥∥∥∥
H1(D)d
 ‖w˜‖H1(D)d .
For the prove of the convergence of the expansion (4.8) with the boundary condition (4.9),
we consider the following additional results obtained by applying the Lax-Milgram theorem
in Section B.3 and the trace theorem in Section B.5.2.
Lemma 4.2. Let u0 in (4.18), with u0,0 defined in (4.19), and u1 be defined by (4.24) and
(4.31) with j = 1. We have that
‖u0‖H1(D)d  ‖f‖H−1(D)d + ‖g‖H1/2(∂D)d , (4.36)
‖u˜1‖H1(D1)d  ‖f‖H−1(D1)d + ‖g‖H1/2(∂D)d (4.37)
and
‖u˜1‖H1(D0)d  ‖u˜1‖H1/2(∂D1)d  ‖u˜1‖H1(D1)d . (4.38)
Proof. From the definition of u0,0 in (4.19) we have that
‖u0,0‖H1(D0)d  ‖f‖H−1(D0)d + ‖g‖H1/2(∂D)d ,
for more details see for instance, [1].
Now, using Korn inequality for Dirichlet data and Lax-Milgram theorem we have
‖u0‖H1(D)d  |u0|H1(D)d = |u0|H1(D0)d ≤ |u0,0|H1(D0)d +
∣∣∣∣∣
Ld∑
`=1
c0;`ξD1;`
∣∣∣∣∣
H1(D0)d
,
and using a similar fact in the Lemma 4.1, we have that∣∣∣∣∣
Ld∑
`=1
c0;`ξD1;`
∣∣∣∣∣
2
H1(D0)d
≤ C |u0,0|H1(D0)d
∣∣∣∣∣
Ld∑
`=1
c0;`ξD1;`
∣∣∣∣∣
H1(D0)d
+
ˆ
D
f
(
Ld∑
`=1
c0;`ξD1;`
)
 |u0,0|H1(D0)d
∣∣∣∣∣
Ld∑
`=1
c0;`ξD1;`
∣∣∣∣∣
H1(D0)d
+ ‖f‖H−1(D)d
∣∣∣∣∣
Ld∑
`=1
c0;`ξD1;`
∣∣∣∣∣
H1(D0)d
,
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so ∣∣∣∣∣
Ld∑
`=1
c0;`ξD1;`
∣∣∣∣∣
H1(D0)d
 |u0,0|H1(D0)d + ‖f‖H−1(D)d .
Using this fact and the definition of u0,0, we conclude that
‖u0‖H1(D)d  ‖f‖H−1(D)d + ‖g‖H1/2(∂D)d .
This concludes the proof.
The equation (4.37) uses the similar argument well as in the above proof, we use the Korn
inequality for Neumann conditions and the Trace theorem. Finally, the equation (4.38) is
given using Korn inequality for Dirichlet conditions and the Trace Theorem.
Lemma 4.3. Let uj defined on D0 by (4.31) with cj;` and uj+1 defined on D1 by (4.33). For
j ≥ 1 we have that
‖uj+1‖H1(D)d  ‖uj‖H1(D0)d .
Proof. Let j ≥ 1. Consider u˜j+1 defined by the Dirichlet in (4.31). From the Lemma 4.1 and
combining (B.2) with the trace theorem A.2, we have
‖uj+1‖H1(D)d  ‖u˜j+1‖H1(D)d ≤ C‖u˜j+1‖H1(D1)d ,
applying (B.2) in the last equation we obtain
‖u˜j+1‖H1(D1)d  ‖uj‖H1(D0)d .
Combining these inequalities we have
‖uj+1‖H1(D)d  ‖uj‖H1(D0)d .
This concludes the proof.
Theorem 4.1. There is a constant C > 0 such that for every η > C, the expansion (4.8)
converges (absolutely) in H1(D). The asymptotic limit u0 satisfies the problem (B.18) and u0
can be computed using formula (4.18).
Proof. From the Lemma 4.3 applied repeatedly j − 1 times, we get that for every j ≥ 2 there
is a constant C such that
‖uj‖H1(D)d ≤ C‖uj−1‖H1(D0)d ≤ C‖uj−1‖H1(D)d
≤ · · · ≤ Cj−1‖u˜1‖H1(D0)d
and then ∥∥∥∥∥∥
∞∑
j=2
η−juj
∥∥∥∥∥∥
H1(D)d
≤ ‖u˜1‖H1(D0)d
C
∞∑
j=2
(
C
η
)j
.
4.3. The Case of Highly Elastic Inclusions 55
The last expansion converges when η > C. Using (4.36) and (4.37) we conclude that there is
a constant C1 such that∥∥∥∥∥∥
∞∑
j=0
η−juj
∥∥∥∥∥∥
H1(D)d
 C1
(
‖f‖H−1(D)d + ‖g‖H1/2(∂D)d
) ∞∑
j=0
(
C
η
)j
.
Moreover, the asymptotic limit u0 satisfies (4.13).
Combining Lemma 4.1 with the results analogous to lemmas 4.2 and 4.3 we get convergence
for the expansion (4.8) with the boundary condition (4.9).
Corollary 4.1. There are positive constants C and C1 such that for every η > C, we have∥∥∥∥∥∥u−
J∑
j=0
η−juj
∥∥∥∥∥∥
H1(D)d
≤ C1
(
‖f‖H−1(D)d + ‖g‖H1/2(D)d
) ∞∑
j=J+1
(
C
η
)j
,
for J ≥ 0.
4.3 The Case of Highly Elastic Inclusions
In this section we derive and analyze expansions for the case of high-elastic inclusions. As
before, we present the case of one single inclusion. The analysis is similar to the one in
previous section and it is not presented here.
4.3.1 Expansion Derivation: One High-Elastic Inclusion
Let E defined by
E(x) =
{
, x ∈ D1,
1, x ∈ D0 = D \D1, (4.39)
and denote by u the solution of (4.2). We assume that D1 is compactly included in D
(D1 ⊂ D). Since u of (4.2) with the coefficient (4.39) we have
AD0(u, v) + AD1(u, v) =
ˆ
D
fv, for all v ∈ H1o (D)d. (4.40)
We try to determine {uj}∞j=−1 ⊂ H10 (D)d such that
u = 
−1u−1 + u0 + u1 + 2u2 + · · · =
∞∑
j=−1
juj , (4.41)
and such that they satisfy the following Dirichlet boundary conditions
u0 = g on ∂D uj = 0 on ∂D for j = −1, and j ≥ 1. (4.42)
Observe that when u−1 6= 0, then, u does not converge when  → 0. If we substitute (4.41)
in (4.40) we obtain that for all v ∈ H10 (D)d we have
−1AD0(u0, v) +
∞∑
j=0
j(AD0(uj ; v) +AD1(uj−1, v)) =
ˆ
D
fv.
Now we equate powers of  and analyze all the resulting subdomain equations.
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Term corresponding to −1
We obtain the equation
AD0(u−1, v) = 0 for all v ∈ H10 (D). (4.43)
Since we assumed u−1 = 0 on ∂D, we conclude that u
(0)
−1 = 0 in D0.
Term corresponding to 0 = 1
We get the equation
AD0(u0, v) +AD1(u−1, v) =
ˆ
D
fv for all v ∈ H10 (D). (4.44)
Since u
(0)
−1 = 0 in D0, we conclude that u
(1)
−1 satisfies the following Dirichlet problem in D1,
AD1(u(1)−1, z) =
ˆ
D1
fz for all z ∈ H10 (D1)
u
(1)
−1 = 0 on ∂D1.
(4.45)
Now we compute u
(0)
0 in D0. As before, from (4.44),
τ˜(u
(0)
0 ) · n0 = −τ˜(u(1)−1) · n1 on ∂D1.
Then we can obtain u
(0)
0 in D0 by solving the following problem
AD0(u(0)0 , z) =
´
D0
fz − ´∂D1 τ˜(u(1)−1) · n1z for all z ∈ H1(D0)d with z = 0 on ∂D,
u
(0)
0 = g on ∂D ⊂ ∂D0.
(4.46)
Term corresponding to j with j ≥ 1
We get the equation
AD0(uj , v) +AD1(uj−1, v) = 0
which implies that u
(1)
j is harmonic in D1 for all j ≥ 0 and that u(0)j is harmonic in D0 for
j ≥ 1. Also,
τ˜(u
(0)
j ) · n0 = −τ˜(u(1)j−1) · n1.
Given u
(0)
j−1 in D0 (e.g., u0 in D0 above) we can find u
(1)
j−1 in D1 by solving the Dirichlet
problem with the known Dirichlet data,
AD1(u(1)j−1, z) = 0, for all z ∈ H10 (D1)d
u
(1)
j−1 = u
(0)
j−1, on ∂D1.
(4.47)
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To find u
(0)
j in D0 we solve the problem
AD0(u(0)j , z) = −
ˆ
∂D0
τ˜(u
(1)
j−1) · n1z, for all z ∈ H1(D0)d, with z = 0, on ∂D,
u
(0)
j = 0 on ∂D.
(4.48)
For the convergence is similar to the case in the Section 4.2.2.
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Chapter 5
Final Comments and Conclusions
We state the summary about the procedure to compute the terms of the asymptotic expan-
sion for uη with high-conductivity inclusions. Other cases can be considered. For instance,
an expansion for the case where we interchange D0 and D1 can also be analyzed. In this case
the asymptotic solution is not constant in the high-conducting part. Other case is the study
about domains that contain low-high conductivity inclusions. This is part of ongoing research.
We reviewed some results and examples concerning asymptotic expansions for high-contrast
coefficient elliptic equations (pressure equation). In particular, we gave some explicit exam-
ples of the computations of the few terms in one dimension and several numerical examples
in two dimensions. We mention that a main application in mind is to find ways to quickly
compute the first few terms, in particular the term u0, which, as seen in the manuscript, it is
an approximation of order η−1 to the solution.
We will also consider an additional aim that is to implement a code in MatLab to illus-
trate some examples, which help us to understand the behavior of low-contrast and low-high
contrast coefficients in elliptic problems. In particular, we will mention explicit applications in
two dimension and compute a few consecutive terms. In this manuscript presented numerical
results the high-contrast case.
We recall that a main difficulty is that the computation of the harmonic characteris-
tic functions is computationally expensive. We developed numerically the idea of trying to
approximate these functions by solving a local problem in the background where the approx-
imated harmonic characteristic function is zero on the a boundary of a neighborhood of the
inclusions.
Applications of the expansion for the numerical solution of the elasticity problem will be
consider in the future.
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In this appendix, we collect and present, mainly without proofs, a structured review in
the study of the Sobolev spaces, which viewed largely form the analytical development to its
applications in numerical methods, in particular, to the Finite Element Method.
A.1 Domain Boundary and its Regularity
Before presenting the definition of Sobolev spaces, we present some properties of subsets of
Rd, in particular, open sets. We begin by introducing the notion of a domain.
Definition A.1. (Domain) A subset D ⊂ Rd is said to be domain if it is nonempty, open
and connected.
For more details see [28].
We assume an additional property about of the domain boundaries, specifically, the con-
tinuity of the boundaries known as Lipschitz-continuity, which we define it as follows.
Definition A.2. (Lipschitz-continuity) The boundary ∂D is Lipschitz continuous if there
exist a finite number of open sets Oi with i = 1, . . . ,m, that cover ∂D, such that, for every i,
the intersection ∂D ∩ Oi is the graph of a Lipschitz continuous function and D ∩ Oi lies on
one side of this graph.
A.2 Distributions and Weak Derivatives
In this section we consider the space Lp(D), where the functions are equal if they coincide
almost everywhere inD withD ⊂ Rd. The functions that belong to Lp(D) are thus equivalence
classes of measurable functions that satisfy the condition of the following definition.
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Definition A.3. (The space Lp) Let D be a domain in Rd and let p be a positive real
number. We denote by Lp(D) the class of all measurable functions f defined on D for which
‖f‖Lp(D) =
(ˆ
D
|f(x)|p
)1/p
< +∞.
The following notation is useful for operations with partial derivatives.
Definition A.4. (Multi-index) Let d be the spatial dimension. A multi-index is a vector
(α1, α2, . . . , αd) consisting of d nonnegative integers. We denote by |α| =
∑d
j=1 αj as the
length of the multi-index α. Let u be an m-times continuously differentiable function. We
denote the αth partial derivative of u by
Dαu =
∂|α|u
∂xα11 ∂x
α2
2 · · · ∂xαdd
.
In Lp spaces there are discontinuous and nonsmooth functions whose derivatives are not
defined in the classical sense, see [28], then we have a generalized notion of derivatives of
functions in Lp spaces. These derivatives are known as weak derivatives, whose suitable idea
depends of following definition.
Definition A.5. (Test functions) Let D ⊂ Rd be an open set. The space of test functions
(infinitely smooth functions with compact support) is defined by
C∞0 (D) = {ϕ ∈ C∞ : supp(ϕ) ⊂ D; supp(ϕ) is compact} .
Recall that the support is defined by
supp(ϕ) = {x ∈ D : ϕ(x) 6= 0}.
For more details see [1, 21,28].
Additionally, we consider the following space to complete the definition of weak derivatives.
Definition A.6. (Space of locally-integrable functions) Let D ⊂ Rd be an open set and
1 ≤ p < ∞. A function u : D → R is said to be locally p-integrable in D if u ∈ Lp(K) for
every compact subset K ⊂ D. The space of all locally p-integrable functions in D is denoted
by Lploc(D).
With this last concept we define the weak derivatives.
Definition A.7. (Weak derivatives) Let D ⊂ Rd be an open set, f ∈ L1loc(D) and let α be
a multi-index. The function Dαwf ∈ L1loc(D) is said to be the weak αth derivative of f if
ˆ
D
Dαwfϕdx = (−1)|α|
ˆ
D
fDαϕdx, for all ϕ ∈ C∞0 (D).
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A.3 Sobolev Spaces Hk
The Sobolev spaces are subspaces of Lp spaces where some control of the regularity of the
derivatives, see [1]. Moreover, the structure and properties of these spaces achieved a suitable
purpose for the analysis of partial differential equations.
The Sobolev spaces are defined as follows.
Definition A.8. (Sobolev space W k,p) Let D ⊂ Rd be an open set, k ≥ 1 an integer
number and p ∈ [1,∞]. We define
W k,p(D) = {f ∈ Lp(D) : Dαwf exists and belongs to Lp(D) for all multi-index α, |α| ≤ k} .
The Sobolev spaces are equipped with the Sobolev norm defined next.
Definition A.9. (Sobolev norm) For every 1 ≤ p <∞ the norm ‖ · ‖k,p is defined by
‖f‖k,p =
ˆ
D
∑
|α|≤k
|Dαwf |pdx
1/p =
∑
|α|≤k
‖Dαwf‖pp
1/p .
For p =∞ we define
‖f‖k,∞ = max|α|≤k ‖D
α
wf‖∞.
The relevant case for this document is the case p = 2. We denote Hk(D) = W k,p(D) and
recall the definition of space of square-summable functions on D, which is defined by
L2(D) =
{
f : D → R :
ˆ
D
|f |2dx <∞
}
.
It is a Hilbert space with the scalar product
(f, g)L2(D) =
ˆ
D
fgdx,
and norm given by
‖f‖2L2(D) = (f, f)L2(D) =
ˆ
D
|f |2dx.
We define the Sobolev space Hk(D) for any integer k ≥ 1. This Spaces are usually used in
the development and analysis of the numerical methods for partial differential equations, in
particular the Finite Element Methods applied to elliptic problems. We write the definition
of Hk next due to its relevance for this document.
Definition A.10. (Sobolev space Hk) A function f belongs to Hk(D) if, for every multi-
index α, with |α| ≤ k, there exists Dαf ∈ L2(D), such that
〈Dαwf, ϕ〉 =
ˆ
D
Dαwfϕdx, for all ϕ ∈ C∞0 (D).
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It is important to say that the space Hk(D) is a Hilbert space, we consider the following
result.
Theorem A.1. Let D ⊂ Rd be a open set, and let k ≥ 1 be a integer. The Sobolev space
W k,2(D) = Hk(D) equipped with the scalar product
(f, g)Hk =
ˆ
D
∑
|α|≤k
DαwfD
α
wgdx =
∑
|α|≤k
(DαwfD
α
wg)L2(D),
is a Hilbert space.
Proof. See [29].
The space Hk(D) with the scalar product induce a norm ‖ · ‖Hk(D) which is given by
‖f‖2Hk(D) = (f, f)Hk(D) =
∑
|α|≤k
ˆ
D
|Dαwf |2dx.
And a seminorm | · |Hk(D) that is given by
|f |2Hk(D) =
∑
|α|=k
ˆ
D
|Dαwf |2dx.
In the case k = 1, we have
‖f‖2H1(D) = ‖f‖2L2(D) + |f |2H1(D) = ‖f‖2L2(D) +
ˆ
D
|∇f |2dx,
where we denote the operator ∇ by
∇ =
(
∂
∂x1
, . . . ,
∂
∂xd
)
.
Frequently it is common to considered subspaces of the spaceHk(D) with important properties
or restrictions. We will consider, in particular, the subspace Hk0 (D) defined next.
Definition A.11. (Spaces Hk0 ) Let D ⊂ Rd be a open set. We denote the closure of C∞0 (D)
in Hk(D) by
Hk0 (D) =
{
g ∈ Hk(D) : Dαg = 0 on ∂D, for all |α| < k
}
.
Additionally, the space Hk0 (D) is equipped with the norm of H
k(D). In particular, H10 (D) is
equipped with the scalar product of H1(D).
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A.4 The Spaces of Fractional Order Hs, with s not an Integer
In this section we consider the notion of the standard Sobolev spaces of fractional order, in
particular for s ≥ 0. This Spaces are used in important results, e.g., the Poincare´-Friedrich
inequalities and Trace Theorem. Under special conditions we get the following lemma.
Definition A.12. Let σ ∈ (0, 1). Then, the norm
(
‖f‖2L2(D) + |f |Hσ(D)
)1/2
,
with the seminorm
|f |Hσ(D) =
ˆ
D
ˆ
D
|f(x)− f(y)|2
|x− y|2σ+n dxdy,
provides a norm in Hσ(D). Let s > 0, with [s] the integer part of s and σ = s − [s]. Then,
the norm in Hs(D) is given by
(
‖f‖H[s](D) + |f |2Hs(D)
)1/2
,
with the seminorm
|f |2Hs(D) =
∑
|α|=[s]
ˆ
D
ˆ
D
|Dαf(x)−Dαf(y)|2
|x− y|2σ+n .
For more details see [1].
We can also consider subspaces as before.
Remark A.1. We define Hs0(D) as the closure of C
∞
0 (D) in H
s(D). We observe that Hs0(D)
is a proper subspace of Hs(D) if and only if s > 1/2:{
Hs0(D) = H
s(D), s ≤ 1/2,
Hs0(D) 6= Hs(D), s > 1/2.
For details see the book [1] and for a discussion of the case s = 1/2 see [24].
Definition A.13. Let s a non-negative real number, then the space H−s(D) is by definition a
dual space of Hs0(D). Given a functional u ∈ H−s(D) and a function v ∈ Hs0(D), we consider
the value of u at v as 〈u, v〉. The space H−s(D) is then equipped with the dual norm
‖u‖H−s(D) = sup
v∈Hs0(D)
〈u, v〉
‖v‖Hs(D)
.
For more details and fundamental properties see [1, 6].
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A.5 Trace Spaces
In general Sobolev space are defined using the spaces Lp(D) and the weak derivatives. Hence,
functions in Sobolev spaces are defined only almost everywhere in D. The boundary ∂D usually
has measure zero in Rd, then, we see that the value of a Sobolev function is not necessarily
well defined on ∂D. However, it is possible to define the trace of the Sobolev function on
the boundary ∂D, its trace coincides with the boundary value. We consider the following
definition.
Definition A.14. (Trace of the function W k,p) For a function f ∈ W k,p(D) that is
continuous to the boundary ∂D, its trace in the boundary ∂D is defined by the function f ,
such that
f(x) = f(x) for all x ∈ ∂D.
Now we get the result about the traces of the functions H1
Theorem A.2. (Traces of functions H1) Let D ⊂ Rd be a bounded domain with Lipschitz-
continuous boundary. Then there exists a continuous linear operator T : H1 → H1/2(∂D)
such that
(i) (T f)(x) = f(x) for all x ∈ ∂D if f ∈ H1 ∩ C(D).
(ii) There exists a constant C > 0 such that
‖T f‖H1/2(∂D) ≤ C‖f‖H1(D),
for all f ∈ H1(D).
Proof. See [1, 22].
A.6 Poincare´ and Friedrichs Type Inequalities
The Poincare´ and Friedrichs inequalities are used in our case for the analysis of convergence of
the asymptotic expansions, in particular to bound the terms {uj}∞j=0 and its approximations.
We consider the following general result, see [30].
Theorem A.3. Let D ⊂ Rd be a bounded Lipschitz domain and let fj, j = 1, . . . , L, L ≥ 1,
be functionals (not necessarily linear) in H1(D), such that, if v is constant in D
L∑
j=1
|fj(v)|2 = 0, if and only if v = 0.
Then, there exist constants, depending only on D and the functionals fj, such that, for u ∈
H1(D)
‖u‖2L2(D) ≤ C1|u|2H1(D) + C2
L∑
j=1
|fj(u)|2.
Proof. The proof of the theorem is an application of the Rellich’s Theorem, see e.g., [25].
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With these important result we get the following two lemmas.
Lemma A.1. (Poincare´ inequality) Let u ∈ H1(D). Then there exist constants, depending
only on D, such that
‖u‖2L2(D) ≤ C1|u|2H1(D) + C2
(ˆ
D
udx
)2
.
Proof. Apply the theorem A.3 with L = 1 and the linear functional
f1(u) =
ˆ
D
udx.
Note that if
´
D u = 0 then we can bound the full H
1 norm by the semi-norm.
Lemma A.2. (Friedrichs inequality) Let Γ ⊆ ∂D have nonvanishing (n− 1)-dimensional
measure. Then, there exist constants, depending only on D and Γ, such that, for u ∈ H1(D)
‖u‖2L2(D) ≤ C1|u|2H1(D) + C2‖u‖2L2(Γ).
In particular, if u vanishes on Γ
‖u‖2L2(D) ≤ C1|u|2H1(D),
and thus
|u|2H1(D) ≤ ‖u‖2H1(D) ≤ (C1 + 1)|u|2H1(D).
Proof. Apply the theorem A.3 with L = 1 and f1(u) = ‖u‖L2(Γ).
For more details about these inequalities, see [1, 5, 25].
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In this appendix we are dedicated to discuss and recall some theoretical results about the
second-order linear elliptic problems.
First we assume a bounded open set D ⊂ Rd with Lipschitz-continuous boundary (defined
in A.2), and introduce for u ∈ C2(D) the second-order linear differential equation
−
d∑
i,j=1
∂
∂xj
(
κij(x)
∂u
∂xi
)
+
d∑
i=1
bi(x)
∂u
∂xi
+ c(x)u = f(x),
where the coefficient and the function f satisfy the assumptions of κij , bi ∈ C1(D), c ∈ C(D)
and f ∈ C(D).
B.1 Strong Form for Elliptic Equations
The purpose of the text is in particular, to find solubility of (uniformly) elliptic second-order
partial differential equations with boundary conditions.
Let D ⊂ Rd be a domain and u : D → R, is the unknown variable u(x), with x ∈ Rd, such
that {
Lu(x) = f(x), in D
u(x) = 0, on ∂D.
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Where f : D → R is a given function and L is the second-order partial differential operator
defined by
Lu = −
d∑
i,j=1
∂
∂xj
(
κij(x)
∂u(x)
∂xi
)
+
d∑
i=1
bj(x)
∂u(x)
∂xi
+ c(x)u(x),
or
Lu = −div(κ(x)∇u) +
d∑
i=1
bj(x)
∂u(x)
∂xi
+ c(x)u(x),
where the operator div is defined by
divu(x) = ∇ · u(x) =
d∑
i=1
∂
∂xi
u(x)
and the d× d symmetric matrix κ(x) is defined by
κ(x) =

κ11(x) κ12(x) . . . κ1d(x)
κ21(x) κ22(x) . . . κ2d(x)
...
...
...
...
κd1(x) κd2(x) . . . κdd(x)
 , with κij = κji, for i 6= j and i, j = 1, . . . , d.
For more details about of elliptic operators, see [14,18,24,25].
Now, for the development of the text we assume a special condition about the partial
differential operator, in this case we consider the uniformly elliptic conditions, which is defined
by.
Definition B.1. (Uniform ellipticity) We say the partial differential operator L is uni-
formly elliptic if there exists a constant K > 0 such that
d∑
i,j=1
κij(x)ξiξj ≥ K|ξ|2, (B.1)
for almost everywhere x ∈ D and all ξ ∈ Rd.
The ellipticity means that for each x ∈ D the symmetric d × d matrix κ(x) = [κij(x)] is
positive definite, with smallest eigenvalue greater than or equal to K, see [14]. We assume
that there exist κmin and κmax for each eigenvalue ρ1(x), . . . , ρd(x) of the matrix κ(x) such
that
κmin ≤ ρmin(x) ≤ · · · ≤ ρmax(x) ≤ κmax, for all x ∈ D,
where ρmin(x) and ρmax(x) are smallest and greatest eigenvalues of the matrix κ(x).
In particular, we consider D ⊂ R2 (or R3) and the problem in its strong form homogeneous{
Lu(x) = f(x), for all x ∈ D
u(x) = 0, for all x ∈ ∂D.
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We assume the operator L as
Lu(x) = −div(κ(x)∇u(x)), (B.2)
with coefficient functions bi(x) = 0 and c(x) = 0, then we get the strong form of the problem{ −div (κ(x)∇u(x)) = f(x), for all x ∈ D,
u(x) = 0, for all x ∈ ∂D. (B.3)
If the equation (B.3) has solution, we say that the problem has a solution in the classic
sense. However, only specific cases of elliptic differential equations have classic solutions, so
we introduce in the next section a alternative method for the elliptic problems.
B.2 Weak Formulation for Elliptic Problems
In this section we introduce solutions in the weak sense for elliptic partial differential equa-
tions. This method requires building a weak (or variational) formulation of the differential
equation, which can be put in a suitable function space framework, i.e., a Sobolev space W k,p
given in the definition A.8, particularly is a Hilbert space if p = 2.
We consider a domain D ⊂ Rd and the strong form (B.3) with the respective boundary
conditions. To obtain the weak formulation of the problem (B.3) first we multiply the equation
by a test function v ∈ C∞0 (D) and integrate over D, we have
−
ˆ
D
div (κ(x)∇u(x)) v(x)dx =
ˆ
D
f(x)v(x)dx, for all v ∈ C∞0 (D). (B.4)
We assume that v = 0 on ∂D.
From the equation (B.4) and using the integration by parts we can write
A(u, v) = F(v), for all v ∈ H10 (D), (B.5)
where we have introduced the notation
A(u, v) =
ˆ
D
κ(x)∇u(x) · ∇v(x)dx, for all u ∈ H1(D) and v ∈ H10 (D),
and
F(v) =
ˆ
D
f(x)v(x)dx, for all v ∈ H10 (D).
For more details see for instance [2, 14].
B.3 Existence of Weak Solutions
We recall results about the existence of weak solutions for elliptic problems. We recall defini-
tions above for A(u, v), F(v) and we consider H a Hilbert space with the norm ‖ · ‖H , scalar
product (·, ·). We deduce following general result.
72 Appendix B. Elliptic Problems
Theorem B.1. (Lax-Milgram) We assume that
A : H ×H → R,
is a bilinear application, for which there exist constants α, β > 0 such that
(i)
|A(u, v)| ≤ α‖u‖H‖v‖H , (continuity of A)
and
(ii)
β‖u‖2H ≤ A(u, u), for all u ∈ H, (ellipticity of A).
Finally, let f : H → R be a bounded linear functional in H. Then, there exists an unique
u ∈ H such that
A(u, v) = F(v), for all v ∈ H.
Proof. See [5, 14].
For the case (B.5) and D ⊂ R2 we assume that there exist κmin and κmax such that
0 < κmin ≤ ρmin(x) ≤ ρmax(x) ≤ κmax, for all x ∈ D,
where ρmin(x) and ρmax(x) are smallest and largest eigenvalue of the matrix κ(x), then we
have
|A(u, v)| =
∣∣∣∣ˆ
D
κ(x)∇u · ∇v
∣∣∣∣
≤
(ˆ
D
κ(x)|∇u|2
)1/2(ˆ
D
κ(x)|∇v|2
)1/2
≤ κmax
(ˆ
D
|∇u|2
)1/2(ˆ
D
|∇v|2
)1/2
≤ κmax
[(ˆ
D
|∇u|2
)1/2
+
(ˆ
D
|u|2
)1/2][(ˆ
D
|∇v|2
)1/2
+
(ˆ
D
|v|2
)1/2]
= κmax‖u‖H1(D)‖v‖H1(D),
where α = κmax.
Now, we have
β‖u‖2H ≤ A(u, u),
by the Poincare´ inequality in the Lemma A.1, we get
ˆ
D
|u|2 ≤ C
ˆ
D
|∇u|2,
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with C is a Poincare´ inequality constant of D, by adding the term
´
D |∇u|2 in both sides we
have ˆ
D
|u|2 +
ˆ
D
|∇u|2 ≤ C
ˆ
D
|∇u|2 +
ˆ
D
|∇u|2
= (C + 1)κ−1minκmin
ˆ
D
|∇u|2
= κ−1min(C + 1)
ˆ
D
κmin|∇u|2
≤ κ−1min(C + 1)
ˆ
D
κ(x)|∇u|2,
therefore
β‖u‖2H1(D) ≤ A(u, u),
where β = κmin(C + 1)
−1.
B.4 About Boundary Conditions
Above we consider boundary data u = 0 on ∂D. In this case, we say that the problem has a
homogeneous Dirichlet data. We present other situations in this section.
B.4.1 Non-Homogeneous Dirichlet Boundary Conditions
We consider the problem in its strong form{
Lu(x) = f(x), in D
u(x) = g(x), on ∂D,
(B.6)
where g(x) ∈ C(∂D), it means that u(x) = g(x) on ∂D in the trace sense, and the operator L
is defined in the equation (B.2). This may be possible, if g(x) is the trace of the any function
H1, we say w(x). We get that u˜(x) = u(x) − w(x) belongs H10 (D) and is a solution in the
weak sense of the elliptic problem{
Lu˜(x) = f˜(x), in D
u(x) = 0, on ∂D,
where f˜(x) = f(x)− Lw(x) ∈ H−1(D). The last problem is interpreted in the weak sense.
B.4.2 Neumann Boundary Conditions
We consider the problem in its strong form{
Lu(x) = f(x), in D
∇u(x) · n = g(x), on ∂D, (B.7)
where g(x) ∈ C(∂D) and n is the unit outer normal vector to ∂D. The weak formulation of
the problem (B.7) is derived next. Multiply (B.7) by the test function v ∈ C∞(D) ∩ C1(D),
integrate over D and using the Green’s theorem we getˆ
D
κ(x)∇u(x) · ∇v(x)dx−
ˆ
∂D
(κ(x)g(x))v(x)dS =
ˆ
D
f(x)v(x)dx,
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in linear forms, we have to find a v ∈ H1(D) such that
A(u, v) = F(v), for all v ∈ H1(D),
where
A(u, v) =
ˆ
D
κ(x)∇u(x) · ∇v(x)dx, for all u ∈ H1(D) and v ∈ H1(D),
(B.8)
F(v) =
ˆ
D
f(x)v(x)dx+
ˆ
∂D
(κ(x)g(x))v(x)dS, for all v ∈ H10 (D).
Note that the bilinear form A(·, ·) is given by the same equation as in the case of Dirich-
let boundary conditions, it is different since the H1 space is changed. For more details in
particular see [28,30].
B.5 Linear Elasticity
In this section we recall the case described in the Chapter 4 for the linear elasticity problem.
We state some definitions for the model (4.1) given in the Section 4.1.
We consider the equilibrium equations for a linear elastic material describes in any domain
of Rd. Let D ⊂ Rd polygonal domain or a domain with smooth boundary. Given u ∈ H1(D)d
we denote
 = (u) =
[
ij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)]
,
where  is a strain tensor that linearly depends on the derivatives of the displacement field
and we recall that τ(u) is stress tensor, which depends of the value of strains and is defined
by
τ = τ(u) = 2µ(u) + λdiv(u)Id×d,
where Id×d is the identity matrix in Rd and u is the displacement vector. the Lame´ coefficients
λ = λ(x) are represent fundamental elastic modulus of isotropic bodies, often used to replace
the two conventional modulus E and ν in engineering. See [20]. The function µ = µ(x)
describe the material.
We assume that the Poisson ratio ν = 0.5λ/(λ+µ) is bounded away from 0.5, i.e Poisson’s
ratio satisfies 0 < ν < 0.5. It is easy show that ν < 0.5. We recall the volumetric strain
modulus is given by
K =
E
3(1− 2ν) > 0,
and equivalently we have that 1 − 2ν > 0, then ν < 0.5. See [20]. We also assume that
ν = ν(x) has mild variation in D.
We introduce the heterogeneous function E = E(x) that represent the Young’s modulus
and we get
µ(x) =
1
2
E(x)
1 + ν(x)
= µ˜(x)E(x),
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and
λ(x) =
1
2
E(x)ν(x)
(1 + ν(x))(1− 2ν(x)) = λ˜(x)E(x).
Here E(x) can be calculated by dividing the stress tensor by the strain tensor in the elastic
linear portion τ/. We introduced λ˜ = ν/2(1+ν)(1−2ν) and µ˜ = 1/2(1+ν). We also denote
τ˜(u) = 2µ˜(u) + λ˜div(u)Id×d.
For the general theory of mathematical elasticity, and the particular functions τ, µ,E,  and
λ see e.g., [8, 20,27].
B.5.1 Weak Formulation
Given a vector field f , we consider the Dirichlet problem
− div(τ(u)) = f, in D, (B.9)
with u = g on ∂D. A weak formulation of the equation (B.9) goes as follows. First we multiply
the equation (B.9) by a test (vector) function v ∈ H10 (D)d, we integrate over the domain D
afterwards so we get
ˆ
D
−div(τ(u))v =
ˆ
D
fv, for all v ∈ H10 (D)d. (B.10)
Using Green’s formula, we get
ˆ
D
τ(u) · ∇v =
ˆ
D
fv +
ˆ
∂D
τ(u) · nv, for all v ∈ H10 (D)d, (B.11)
or
ˆ
D
(2µ(u) + λdiv(u)Id×d) · ∇v =
ˆ
D
fv +
ˆ
∂D
τ(u) · nv, for all v ∈ H10 (D)d. (B.12)
Using that
´
∂D τ(u) · nv = 0, the equation (B.12) is reduced
ˆ
D
(2µ(u) + λdiv(u)Id×d) · ∇v =
ˆ
D
fv, for all v ∈ H10 (D)d. (B.13)
Now, we rewrite the equation (B.13) as
ˆ
D
(2µ(u) · (v) + λdiv(u)div(v) =
ˆ
D
fv, for all v ∈ H10 (D)d, (B.14)
where (u) · (v) = ∑di,j=1 ij(u)ji(v). The equation (B.14) is the weak formulation for the
problem (B.9).
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B.5.2 Korn Inequalities
We have the analogous inequalities to Poincare´ and Friedrichs inequalities. First, we introduce
the quotient space H = H1(D)d/RB, see Section 4.1, which is defined as a space of equivalence
classes, i.e., two vectors in H1(D)d are equivalent if they differ by a rigid body motion. We
get the following result, known as Korn inequalities for the strain tensor.
Lemma B.1. Let D be a bounded Lipschitz domain. Then
|u|2H1(D)d ≤ 2
ˆ
D
|(u)|2 = 2
d∑
i,j=1
ˆ
D
|ij(u)|2, for all u ∈ H10 (D)d. (B.15)
There exists a constant C, depending only on D, such that
‖u‖2H1(D)d ≤ C
ˆ
D
|(u)|2, for all u ∈ H. (B.16)
If we assume that u = 0 in the problem (B.9) we get the important results in relation to
the Dirichlet problems.
Theorem B.2. (Dirichlet problem) Let f ∈ H−1(D)d. Then, there exists a unique u ∈
H10 (D)
d, satisfying (B.14) and constants, such that
‖u‖H1(D)d ≤ C1‖f‖H−1(D)d + ‖g‖H1/2(∂D)d , ‖u‖A ≤ C2‖f‖H−1(D)d .
Remember that the bilinear form A(·, ·) provides a scalar product in H, see [30], we denote
the norm and ‖u‖A and have the equivalence
β‖u‖2H ≤ ‖u‖2A ≤ α‖u‖2H , for all u ∈ H,
where H is a Hilbert space.
Analogously, for the Neumann problem
− div(τ(u)) = f in D, (B.17)
with τ(u) · n = g on ∂D. If a solution u of problem (B.17) exists, then it is defined only up
to a rigid body mode in RB. Moreover, the following compatibility condition must holdˆ
D
f · r +
ˆ
∂D
g · r = 0, for all r ∈ RB. (B.18)
We have the bilinear form
(u, v)H =
ˆ
D
(u) · (v),
defines a scalar product in H. We use the equation , the corresponding induced norm ‖u‖H
is equivalent to
inf
r∈RB
‖u− r‖H1(D)d .
We assume that f belongs to the dual space of H1(D)d and g to H−1/2(∂D)d. We consider
these assumptions and the condition (B.18), the expression
〈f, u〉 =
ˆ
D
f · u+
ˆ
∂D
g · u, for all u ∈ H,
defines a linear functional of H ′. Using the same equation (B.14) we have the next result.
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Theorem B.3. (Neumann problem) Assume that f and g satisfy the regularity assump-
tions given above and that (B.18) holds. Then, there exists a unique u ∈ H, satisfying (B.14)
and constants, such that
‖u‖H ≤ C1‖F‖H′ , ‖u‖A ≤ C2‖F‖H′ ,
with
‖F‖H′ ≤ C
(
‖f‖H−1(D)d + ‖g‖H−1/2(∂D)d
)
.
Note that the solution of a Neumann problem is defined only up to a rigid body motion.
That is if u is solution of a Neumann problem, then u+ ζ also is solution for any ζ ∈ RB.
For the case non-homogeneous and mixed boundary conditions can also be considered, see
e.g. [20,26,27].
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In this appendix we introduce an important numerical method in the development of par-
tial differential equations, specifically, the symmetric elliptic problems. We review the finite
element approximations which is mentioned in classical general references [10, 13, 19, 28, 30]
and specific references with examples in R1 and R2 [15,17].
The finite element method provides a formalism for discrete (finite) approximations of the
solutions of differential equations, in general boundary data problems.
C.1 Galerkin Formulation
We consider the elliptic problem in strong form
− div(κ(x)∇u(x)) = f(x), in D. (C.1)
We deduce the weak formulation of the problem (C.1), which consists in: find u ∈ V = H10 (D)
such that
A(u, v) = F(v), for all v ∈ V, (C.2)
where the space V , the bilinear form A(u, v) and the linear form F(v) satisfy the assumptions
of the Lax-Milgram theorem B.1. Then, the Galerkin method is used to approximate the
solution of an problem in its weak form. In this way, we consider the finite dimensional
subspace Vh ⊂ V , and associate the discrete problem, which consists in finding uh ∈ Vh such
that
A(uh, vh) = F(vh), for all vh ∈ Vh. (C.3)
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Applying the Lax-Milgram theorem B.1, it follows that the discrete problem (C.3) has an
unique solution uh which is called discret solution.
In this order, to apply the Galerkin approximation we need to construct finite dimensional
subspaces of the spaces H10 (D), H
1(D). The finite element method, in its simplest form, is
a specific process of constructing subspaces Vh, which are called finite element spaces. The
building is characterized in detail in [10]. We have the following result.
Lemma C.1. (Solubility unique) The problem (C.3) has an unique solution uh ∈ Vh.
Proof. The form A(·, ·), restricted to Vh × Vh results bilinear, bounded and Vh-elliptic. The
form F(vh) is linear and belongs V ′h (which is dual space of Vh). Then the assumptions of the
Lax-Milgram theorem B.1 are satisfied, thus there exists an unique solution.
The solution uh ∈ Vh to the discrete problem (C.3) can be found numerically, as the
subspace Vh contains a finite basis {φi}Nhj=1, where Nh is the dimension of Vh. So the solution
uh can be written as a linear combination of the basis functions with unknown coefficients
uh =
Nh∑
j=1
xjφj . (C.4)
By substituting (C.4) in problem (C.3) we find that
A
 Nh∑
j=1
xjφj , vh
 = Nh∑
j=1
xjA(φj , vh) = F(vh), for all vh ∈ Vh.
By the linearity of A and F we need to verify equation (C.3) only for the test functions
vh = φi, for i = 1, . . . , Nh, in the basis (C.4). This is equivalent to the formulation: find
uh =
∑Nh
j=1 xjφj such that
Nh∑
i=1
xiA(φi, φj) = F(φj), j = 1, . . . , Nh. (C.5)
Now, we define the Nh ×Nh stiffness matrix
A = [aij ], aij = A(vi, vj), i, j = 1, . . . , Nh,
the vector
b = [b1 . . . , bNh ]
T ∈ RNh , bj = F(vj), j = 1, . . . , Nh,
and unknown coefficient vector
uh = [x1, . . . , xNh ]
T ∈ RNh .
Then algebraic system (C.5) can be written of matrix form, which consists of finding uh ∈ RNh
such that
Auh = b. (C.6)
We consider a specific condition for the matrix A that is the invertibility. First we introduce
positive definiteness of the A in the following lemma.
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Lemma C.2. (Positive definiteness) Let Vh, dim(Vh) = Nh < ∞ be a Hilbert space and
A(·, ·) : Vh × Vh → R a bilinear Vh-elliptic form . Then the stiffness matrix A of the problem
(C.6) is positive definite.
Proof. We show that uThAuh > 0 for all uh 6= 0. Then we take an arbitrary uˆh = [xˆ1, . . . , xˆNh ]
and define the vector
vˆ =
Nh∑
j=1
xˆjvj ,
where {v1, . . . , vNh} is some basis in Vh. By the Vh-ellipticity of the form A(·, ·) it is
uˆThAuˆh =
Nh∑
j=1
Nh∑
i=1
xˆjajixˆi
= A
 Nh∑
j=1
xˆjvj ,
Nh∑
i=1
xˆivi

= A(vˆ, vˆ) ≥ β‖vˆ‖2V > 0,
which was to be shown.
Corollary C.1. (Invertibility A) The stiffness matrix A of the discrete problem (C.6) is
nonsingular.
Proof. See [28].
Finally we conclude that the matrix system (C.6) has an unique solution uh that defines
a unique solution uh ∈ Vh of (C.3).
C.2 Orthogonality of the Error (Cea’s Lemma)
In this section present a brief introduction of the analysis of the error of the solution. The
error in particular has the next orthogonality property.
Lemma C.3. (Orthogonality of the error) Let u ∈ V the exact solution of the continuous
problem (C.2) and uh the discrete solution of the problem (C.3). Then, the error eh = u− uh
satisfy
A (u− uh, vh) = 0, for all vh ∈ Vh. (C.7)
Proof. By subtracting formulas (C.2) and (C.3) and using the fact Vh ⊂ V , we get
A(u, v)−A(uh, v) = F(v)−F(v), for all v ∈ Vh
A(u, v)−A(uh, v) = 0, for all v ∈ Vh,
by the V -ellipticity of the bilinear form A results
A(u− uh, v) = 0, for all v ∈ Vh,
which was to be shown.
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For more details about of the error estimates, see e.g. [3, 4, 28]. We show the important
result about the error estimate.
Theorem C.1. (Ce´a’s lemma) Let V be a Hilbert space A(·, ·) : V × V → R a bilinear
V -elliptic form and F ∈ V ′. Let u ∈ V be the solution to the problem (C.2). Also let Vh be
the subspace of V and uh ∈ Vh the solution of the Galerkin approximation (C.3). Let α, β be
constants of the continuity and V -ellipticity of the bilinear form A(·, ·). then
‖u− uh‖V ≤
α
β
inf
vh∈Vh
‖u− v‖V .
Proof. Using the orthogonality given in (C.7), we obtain
A(u− uh, u− uh) = A(u− uh, u− vh)−A(u− uh, uh − vh)
= A(u− uh, u− vh)−A(u, uh − vh) +A(uh, uh − vh)
= A(u− uh, u− vh)−F(uh − vh) + F(uh − vh)
= A(u− uh, u− vh),
for any vh ∈ Vh. By the ellipticity of the bilinear form A(·, ·) we get
β ‖u− uh‖2V ≤ A(u− uh, u− uh). (C.8)
The boundedness of A(·, ·) yields
A(u− uh, u− uh) ≤ α ‖u− uh‖V ‖u− vh‖V , for all vh ∈ Vh. (C.9)
using conditions (C.8) and (C.9) we obtain
‖u− uh‖V ≤
α
β
‖u− vh‖V , for all vh ∈ Vh,
which was what we wanted to show.
C.3 Convergence of Galerkin Approximation
The convergence of the Galerkin formulation constitutes the main result of this section. The
proof of the following result uses ideas commonly used in the finite element methods and is a
immediate consequence of the Theorem C.1. Then we have the next result.
Theorem C.2. Let V be a Hilbert space and V1 ⊂ V2 ⊂ · · · ⊂ V a subsequence of its finite
dimensional subspaces such that
∞⋃
j=1
Vhj = V. (C.10)
Let A(·, ·) : V × V be a V -elliptic bounded bilinear form and F ∈ V ′. Then
lim
h→∞
‖u− uh‖V = 0,
i.e., the Galerkin formulation converges to the problem (C.2).
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Proof. Let {hj} such that hj+1 > hj with hj → 0 as j →∞. Given the exact solution u ∈ V
of the problem (C.2), from the equation (C.10) is possible to find a sequence {vj}Nhj=1 such
that vj ∈ Vhj for all j = 1, . . . and
lim
j→∞
∥∥u− vhj∥∥V = 0. (C.11)
From the Lemma C.1 yields the existence and uniqueness of the solution uhj ∈ Vhj of the
discrete problem (C.3) for all hj . Then by the Ce´a’s lemma we have∥∥u− uhj∥∥V ≤ αβ infv∈Vhj ‖u− v‖V ≤ αβ ∥∥u− vhj∥∥V , for all j = 1, 2, . . . .
From the equation (C.11) we conclude that
lim
h→∞
‖u− uh‖V = 0,
that is what we wanted to show.
For more details we refer to e.g., [17] and references there in.
C.4 Finite Element Spaces
In this section we consider piecewise linear functions as finite element spaces. For this we
introduce the next definition.
C.4.1 Triangulation
As above let D ⊂ Rd for d = 1, 2, 3 be a polygonal domain. A triangulation (or mesh) T h,
is a (finite) partition of D in disjoint subsets of D are called elements, that is T h = {Kj}Nhi=j
with
Nh⋃
j=1
Kj = D, Ki ∩Kj = ∅, for i 6= j, and h = max
1≤j≤Nh
diam(Kj).
We say that a triangulation is geometrically conforming if the intersection of the closures of
two different elements Ki ∩ Kj with i 6= j is either a common side or a vertex to the two
elements, see Figure C.1.
For the next definition we refer [15, 17, 30]. The reference triangle Kˆ in R2 is a triangle
with vertices (0, 0), (0, 1) and (1, 0) or tetrahedrons (0, 0, 0), (0, 0, 1) and (0, 1, 0) in R3. In
this part the triangulation is formed by triangles that are images of the affine mapping from
Kˆ onto an element K, i.e., for any K of the triangulation there exists a mapping fK : Kˆ → K
is defined by
fK (xˆ) =
[
bK11 b
K
12
bK21 b
K
22
] [
xˆ1
xˆ2
]
+
[
cK1
cK2
]
.
For each element K ∈ T h defines the aspect ratio
ρ (K) =
diam (K)
rK
,
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(a) Conforming (b) Non-conforming
Figure C.1: Example of geometrically conforming or non-conforming triangulation.
where rK is the radius of the largest circle contained in K.
A family of triangulations
{T h}
h>0
it says of regular aspect if there exists a independent
constant C > 0 of h such that ρ(K) ≤ C for all element K ∈ T h. This family is quasi-uniform
if there exists a independent constant C h such that diam (K) ≥ Ch for all element K ∈ T h.
Given a triangulation T h, let Nvh be the number of vertices of the triangulation. The trian-
gulation vertices {xi} are divided in boundary {xi ∈ ∂D} and interior {xi ∈ D}. Furthermore,
we define the space of linear continuous functions by parts associated to the triangulation T h
P1
(
T h
)
=

is the two variables polynomial
v ∈ C(D), of total grade 1for all element K
of the triangulation T h

where v|K denotes the restriction of the function v to the element K. We get the next result
Lemma C.4. A function u : Ω→ R belongs to the space H1(D) if and only if the restriction
of u to every K ∈ T h belongs to H1(K) and for each common face (or edge in two dimension)
f = K1 ∩K2 we have
u|k1 = u|K2 , in f.
The finite element spaces of piecewise linear continuous functions are therefore contained
in H1(D). For more details of the triangulations and finite element spaces see, [17,30].
Lemma C.5. The set of piecewise linear function P1
(T h) is subset of H1(D). The gradient
of the linear function is a piecewise constant vector function in T h.
C.4.2 Interpolation Operator
In this part we introduce the operator Ih which is denoted by
Ih : C(D)→ V h.
This operator associates each continuous function f to a new function Ihf ∈ V h. In addition,
the operator is useful tool in the Finite Element Method.
Ih is defined as follows: let vi, i = 1, 2 . . . , Nh be the set of vertices of the triangulation
T h. Then, given a continuous function f , Ihf ∈ V h and T hf(vi) = f(vi) for i = 1, 2, . . . , Nh.
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Note that Ihf is a continuous function and is well defined.
According Cea’s lemma, see Theorem C.1, allows us to limit the discretization error by
α/β infvh∈Vh ‖u− v‖V . We recall the result given in [17] to obtain an estimative of the error
in function of h, i.e., the discretization error is O(h)1. We consider v = Ihu in Cea’s lemma
and use the fact
inf
vh∈Vh
‖u− v‖V ≤ ‖Ihu− u‖V .
So we have the following result given in [17] for the case one or two dimensional.
Lemma C.6. Let D = (a, b) or D ⊂ R2 be a polygonal set. Given a family of triangulations
quasi-uniform T h of D, let V 10 be the piecewise linear function associated to T h. We have
‖T hu− u‖V ≤ ch‖u‖H2(D),
where ‖ · ‖H2(D) is defined by
‖f‖H2(D) =
ˆ
D
f(x)2 + |∇f(x)|2 +
2∑
i,j=1
(∂ijf)
2
1/2 .
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Appendix D
MatLab Codes
In this Appendix we present the code in MatLab using PDE toolbox with which we develop
the examples in this manuscript.We note that this code (as well as others codes used), is based
on a code developed by the authors of [7].
1 % loading mesh and parameter information
2 load newexample05.mat
3
4 ibackground=1;
5
6 NI=30;
7 eta=1000;
8
9 ref=3;
10 for refaux=1:ref
11 [p,e,t]=refinemesh(g,p,e,t) ;
12
13 end
14
15 M=t(1:3,:)’;
16 vx=p(1,:);
17 vy=p(2,:);
18 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
19 %%%%%% matrix assemble and interior index
20 [Kd,Fd,B,ud]=assempde(b,p,e,t,c,a,f);
21 Ifreeg=B’*(1:size(B,1))’;
22 for i=1:length(Ifreeg)
23 Ifreeginv(Ifreeg(i))=i;
24 end
25 I=1:length(Fd);
26
27 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%5
28 %%% extracting background subdomain info
29 com=pdesdp(p,e,t);
30 imax=max(t(4,:));
31 [idb,cdb]=pdesdp(p,e,t,ibackground);
32
33 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%5
34 %%%% extracting inclusions meshes
35 ido=[]; itinc=[];intido=[];
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36 basis=0;
37 for i=1:imax
38 if i~=ibackground
39 basis=basis+1;
40 [idaux,cdo]=pdesdp(p,e,t,i);
41 ido=[ido,[idaux,cdo]];
42 intido=[intido,ido];
43 it=pdesdt(t,i);
44 itinc=[itinc,it];
45 end
46 end
47 ido=Ifreeginv(ido);
48 intido=Ifreeginv(intido);
49 Ifree=setdiff(I,ido);
50
51 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%5
52 %%%%% Neumann matrix and mass matrix for inclusions
53 itbacground=pdesdt(t,ibackground);
54 [Kaux,Faux,Baux,aux]=assempde(b,p,e,t(:,itinc),c,a,f);
55 [Kaux2,Faux2,Baux2,aux2]=assempde(b,p,e,t(:,itbacground),c,a,f*0);
56 [Massaux,Faux,Baux,aux]=assempde(b,p,e,t(:,itinc),0,1,f);
57 mulaux=sum(Massaux,2);
58
59 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
60 %%%%% harmonic characteristic functions, coarse matrix and
61 %%%%% lagrange multipliers for Neumann problems
62 R=sparse(length(Fd),imax-1);
63 basis=0;
64 Mul=sparse(length(Fd),imax-1);
65 for i1=1:imax
66 if i1~=ibackground
67 basis=basis+1;
68 [id,cd]=pdesdp(p,e,t,i1);
69 id=Ifreeginv(id);
70 cd=Ifreeginv(cd);
71 u=Fd*0;
72 u(Ifree)=Kd(Ifree,Ifree)\(-Kd(Ifree,[id,cd])*([id,cd]’*0+1));
73 u([id,cd])=1;
74 R(:,basis)=u;
75 cvmul=mulaux*0;
76 cvmul([id,cd])=mulaux([id,cd]);
77 Mul(:,basis)=cvmul;
78 end
79 end
80 K0=R’*Kd*R;
81 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%55
82 %%%% computation of u00
83 u00=Fd*0;
84 u00(Ifree)=Kd(Ifree,Ifree)\(Fd(Ifree));
85
86 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
87 %%%% computation of uc=ucoarse
88 Fc=R’*(Fd-Kd*u00);
89 uc=K0\Fc;
90 u0=R*uc+u00;
91 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%5
89
92 %%%%%%%%%%%%% computation of u1%%%%%%%%%%%%%%%%%%%%%%%5
93 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%5
94 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%5
95
96 %%%%%%%%%%
97 %%% Neumann problem in inclusions
98 u1=Fd*0;
99 Ku0=[Fd-Kd*u0;sparse(imax-1,1)];
100 KauxMul=[Kaux,Mul;Mul’,sparse(imax-1,imax-1)];
101 u1aux=[u1;sparse(imax-1,1)];
102 idofmul=[ido,length(Fd)+(1:(imax-1))];
103 u1aux(idofmul)=KauxMul(idofmul,idofmul)\(Ku0(idofmul));
104 u1=u1aux(1:length(Fd));
105
106 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
107 %%%% Dirichlet problem on background
108
109 u1tilde=Fd*0;
110 u1tilde(Ifree)=Kd(Ifree,Ifree)\(-Kd(Ifree,:)*(u1));
111 u1tilde(ido)=u1tilde(ido)+u1(ido);
112
113 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
114 %%%% correction of constants for next compatibility condition
115 %%%% with a coarse problem
116 F1c=R’*(-Kd*u1tilde);
117 u1c=K0\F1c;
118 u1=u1tilde+R*u1c;
119
120 Sol=sparse(length(Fd),NI);
121 Sol(:,1)=u0;
122 Sol(:,2)=u1;
123
124 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
125 %%%%%%%%%%%%% computation of the ui, i\geq 1
126
127 uold=u1;
128 for k=1:(NI-2)
129 %%%%%%%%%%%%%%%%%%%%%%
130 % uold(intido)=0;
131 %%% Neumann problems on inclusions
132 unew1=Fd*0;
133 unew1aux=[unew1;sparse(imax-1,1)];
134 Kuold=[Kaux2*uold;sparse(imax-1,1)];
135 % Kuold(intido)=0;
136 unew1aux(idofmul)=KauxMul(idofmul,idofmul)\(-Kuold(idofmul));
137 unew1=unew1aux(1:length(Fd));
138
139 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%
140 %%%% dirichlet problem on background
141 unewtilde=Fd*0;
142 unewtilde(Ifree)=Kd(Ifree,Ifree)\(-Kd(Ifree,ido)*(unew1(ido)));
143 unewtilde(ido)=unewtilde(ido)+unew1(ido);
144
145 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
146 %%%% correction of constants for next compatibility condition
147 %%%% with a coarse problem
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148 Fnewc=-R’*(Kd*unewtilde);
149 unewc=K0\Fnewc;
150 unew=unewtilde+R*unewc;
151 Sol(:,k+2)=unew;
152 uold=unew;
153
154 end
155 coef=1.00*(t(4,:)==ibackground)+eta*(t(4,:)~=ibackground);
156
157 [Keta,F,B,ud]=assempde(b,p,e,t,coef,a,f);
158
159 [KL,FL]=assempde(b,p,e,t,1,a,f);
160
161 uetaaux=Keta\F;
162 ueta=B*uetaaux+ud;
163
164 Sol=B*Sol;
165 Sol(:,1)=Sol(:,1)+ud;
166 su=0;
167 for k=1:NI
168 su=su+(1/eta)^(k-1)*Sol(:,k);
169 error(k)= sqrt((ueta-su)’*KL*(ueta-su));
170 % % % figure(1)
171 % % %
172 % trisurf(M,vx,vy,ueta-su)
173 % title(k)
174 % view(2)
175 % shading interp
176 % colorbar
177 % pause(0.2)
178 % % hold off
179 % % pause
180 end
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