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Abstract. Modeled differences in predicted effects are in-
creasingly used to help quantify the uncertainty of these ef-
fects. Here, we examine modeled differences in the aerosol
indirect effect in a series of experiments that help to quan-
tify how and why model-predicted aerosol indirect forcing
varies between models. The experiments start with an exper-
iment in which aerosol concentrations, the parameterization
of droplet concentrations and the autoconversion scheme are
all specified and end with an experiment that examines the
predicted aerosol indirect forcing when only aerosol sources
are specified. Although there are large differences in the pre-
dicted liquid water path among the models, the predicted
aerosol first indirect effect for the first experiment is rather
similar, about −0.6 Wm−2 to −0.7 Wm−2. Changes to the
autoconversion scheme can lead to large changes in the liq-
uid water path of the models and to the response of the liquid
water path to changes in aerosols. Adding an autoconversion
scheme that depends on the droplet concentration caused a
larger (negative) change in net outgoing shortwave radiation
compared to the 1st indirect effect, and the increase varied
from only 22% to more than a factor of three. The change
in net shortwave forcing in the models due to varying the au-
toconversion scheme depends on the liquid water content of
the clouds as well as their predicted droplet concentrations,
and both increases and decreases in the net shortwave forc-
ing can occur when autoconversion schemes are changed.
The parameterization of cloud fraction within models is not
sensitive to the aerosol concentration, and, therefore, the re-
sponse of the modeled cloud fraction within the present mod-
els appears to be smaller than that which would be associated
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with model “noise”. The prediction of aerosol concentra-
tions, given a fixed set of sources, leads to some of the largest
differences in the predicted aerosol indirect radiative forcing
among the models, with values of cloud forcing ranging from
−0.3 Wm−2 to −1.4 Wm−2. Thus, this aspect of modeling
requires significant improvement in order to improve the pre-
diction of aerosol indirect effects.
1 Introduction
Tropospheric aerosols are important in determining cloud
properties, but it has been difficult to quantify their effect
because they have a relatively short lifetime and so vary
strongly in space and time. The direct radiative effect of
aerosols (i.e., the extinction of sunlight by aerosol scattering
and absorption) can cause changes to clouds through changes
in the temperature structure of the atmosphere (termed the
semi-direct effect of aerosols on clouds). This effect will
tend to decrease clouds in the layers where aerosol absorp-
tion is strong, but may increase clouds below these levels
(Ackerman et al., 1989; Hansen et al., 1997; Penner et al.,
2003; Feingold et al., 2005). In addition, aerosols may alter
clouds by acting as cloud condensation nuclei (CCN). Two
modes of aerosol indirect effects (AIE) may be distinguished.
First, an increase of aerosol particles may increase the ini-
tial cloud droplet number concentration (CDNC) if the cloud
liquid water content is assumed constant. This effect, termed
the first indirect effect, tends to cool the climate because it
increases the cloud optical depth by approximately the 1/3
power of the change in the cloud droplet number (Twomey,
1974). An increase in the cloud optical depth increases cloud
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albedo and thus reflectivity, with clouds of intermediate opti-
cal depth being the most susceptible. The second indirect ef-
fect relates to changes in cloud morphology associated with
changes in the precipitation efficiency of the cloud. An in-
crease in the cloud droplet number concentration will de-
crease the size of the cloud droplets. Since the cloud mi-
crophysical processes that form precipitation depend on the
size of the droplets, the cloud lifetime as well as the liquid
water content, the height of the cloud, and the cloud cover
may increase, though the response of the cloud to changes
in the droplet number concentration is sensitive to the local
meteorological conditions (Ackerman et al., 2004). For low,
warm clouds, these changes will tend to add an additional
net cooling to the climate system. Both satellite and in-situ
observations have been used to determine the first indirect
effect (Nakajima et al., 2001; Bre´on et al., 2002; Feingold et
al., 2003; Penner et al., 2004; Kaufmann et al., 2005). But
it has been difficult to determine the 2nd indirect effect, be-
cause changes in the observed liquid water path, cloud height
and cloud cover are influenced by large-scale and cloud-scale
dynamics and thermodynamics as well as by the influence of
aerosols on cloud microphysics. General circulation model
(GCMs) include the treatment of a variety of dynamical and
physical processes and are therefore able to simulate interac-
tions between many climate parameters. Nevertheless, their
quantification of the aerosol indirect effect is suspect because
the scale of a GCM grid box is too coarse to properly resolve
cloud dynamics and microphysics. Comparing the results
of different models and simulations can help us determine
the uncertainty associated with global model estimates of the
aerosol indirect effect.
Previously, Boucher and Lohmann (1995) compared two
GCMs to examine the differences in predictions of the first
indirect effect associated with sulfate aerosols, and Chen
and Penner (2005) have examined a set of simulations us-
ing different model formulations to understand how different
choices of parameterization impact the magnitude of the first
indirect effect. Here, we perform six different model exper-
iments with three different GCMs to determine the differ-
ences between models for the first indirect effect as well as
differences in the combined first and second indirect effects.
Section 2 describes the prescribed experiments while Sect. 3
provides an overview of the main results together with a dis-
cussion. Section 4 gives our conclusions.
2 Description
The three models examined here are the Laboratoire de
Me´te´orologie Dynamique-Zoom (LMD-Z) general circula-
tion model (Li, 1999), the Center for Climate System Re-
search (CCSR)/University of Tokyo, National Institute for
Environmental Studies (NIES), and Frontier Research Cen-
ter for Global Change (FRCGC) (hereafter CCSR) gen-
eral circulation model (Numaguti et al., 1995; Hasumi and
Emori, 2004), and the version of the National Center for
Atmospheric Research (NCAR) Community Atmosphere
Model version 2.0.1 (CAM-2.0.1) (http://www.ccsm.ucar.
edu/models/) modified at the University of Oslo (Kristjans-
son, 2002; Storelvmo et al., 2006). Below we briefly describe
each model’s cloud fraction and condensation schemes. The
model schemes for determining cloud droplet number are de-
scribed below in the Sect. 2.2.
2.1 Cloud schemes in the models
In the LMD-Z model, an assumed subgrid scale probability
distribution of total water is used to determine cloud frac-
tion. This distribution is uniform and extends from qt−1qt
to qt+1qt where qt is the total (liquid, ice and vapor) water
in the grid and 1qt=rq t with 0<r<1 varying in the vertical.
The portion above saturation determines the cloud fraction
of the grid (Le Treut and Li, 1991). The removal of cloud
water mixing ratio follows a formula that is similar to that
developed by Chen and Cotton (1987) but ignores their term
that involves spatial inhomogeneities in liquid water:
P = −dql
dt
= c′ρ11/3a q7/3l N−1/3d H(c′′ρ2/3a q1/3l N−1/3d − r0) (1)
where
c′=1.1
(
3
4
)4/3
pi−1/3ρ−4/3w ck
and
c′′=1.1
(
3
4
)1/3
pi−1/3ρ−1/3w ,
ql is the in-cloud liquid water mixing ratio, ρa is the air den-
sity, ρw is the density of water, H is the Heaviside func-
tion, Nd is cloud droplet number, and k=1.19×108 m−1 s−1
is a parameter in the droplet fall velocity. In the experi-
ments described here, the threshold value for r0 was set to
8µm, and the parameter c was set to 1. Other aspects of
the cloud microphysical scheme are described in Boucher
et al. (1995). Note that for the simulations reported here,
collection of cloud drops by falling rain was not included.
Moreover, the LMD-Z model did not include a prognostic
equation for droplet number concentration. This was simply
diagnosed based on the aerosol fields.
Convective condensation in the LMD-Z model follows the
Tiedke et al. (1989) scheme for convection. Complete de-
trainment of the convective cloud water is assumed at each
physics time step. Thus the convective cloud water is im-
mediately assumed to become stratiform for the purpose of
determining the subgrid probability distribution of liquid wa-
ter. The horizontal resolution of the LMD-Z model was ap-
proximately 3.75◦ longitude by 2.5◦ latitude with 19 vertical
layers with centroids varying from 1004.26 hPa to 3.88 hPa.
The CCSR model determines cloud fraction based on Le
Treut and Li (1991). This is similar to the method used in
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Table 1. Description of model experiments and purpose.
experiment 1 2 3 4 5 6
Purpose: to examine influence of: Cloud variability CDNC parameterization Cloud lifetime effect Autoconversion scheme Aerosol distribution Direct effect
Aerosol distributions prescribed prescribed prescribed prescribed model’s own model’s own
CDNC parameterization BL95 “A” model’s own model’s own model’s own model’s own model’s own
Autoconversion parameterization S78 S78 KK00 model’s own model’s own model’s own
Direct radiative effect of aerosols no no no no no yes
BL95: Boucher and Lohmann (1995)
S78: Sundquist (1978)
KK00: Khairoutdinov and Kogan (2000)
Prescribed aerosol distributions are as in Chen and Penner (2005)
Interactive aerosols are computed using the AEROCOM emissions (http://nansen.ipsl.jussieu.fr/AEROCOM)
the LMD-Z model. In particular, the liquid content, l, is
determined as follows,
l =

0 (1 + b)qt ≤ q∗
[(1+b)qt−q∗]2
4bqt (1 − b)qt < q∗ < (1 + b)qt
qt − q∗ (1 − b)qt ≥ q∗
(2)
where q∗ is the saturated mixing ratio and b varies between 0
and 1, depending on the mixing length and cloud base mass
flux. The ratio of liquid cloud water to total cloud water fliq
is given by
fliq = min
[
max
(
T − Tw
Ts − Tw , 0
)
, 1
]
(3)
where T is temperature, and Ts and Tw are set to 273.15 K
and 258.15 K, respectively. The rate of formation of precip-
itation was determined using a scheme developed by Berry
(1967):
P = αρaql
β + γ Nd
ρql
(4)
The parameters in this scheme were set to α=0.01, β=0.12
and γ=1×10−12. The model includes a representation for
autoconversion, accretion, evaporation, freezing, and melt-
ing of ice. The accretion term is Fp×acc where Fp is the
precipitation flux above the applied layer and acc=1, which
is simplified from the collision equation between cloud and
rain droplets. The cumulus parameterization scheme is base
on Arakawa and Schubert (1974). Further details, includ-
ing the prognostic treatment for droplet number, are given
in Takemura et al. (2005). The model was run a horizontal
resolution of 1.125◦ longitude by 1.121◦ latitude and had 20
vertical layers with centroids from 980.08 hPa to 8.17 hPa.
In the Oslo version of CAM, cloud water, condensation
and microphysics follows the scheme developed by Rasch
and Kristjansson (1998). The stratiform cloud fraction is di-
agnosed from the relative humidity, vertical motion, static
stability and convective properties (Slingo, 1987), except that
an empirical formula that relates cloud fraction to the differ-
ence in the potential temperature between 700 hPa and the
surface found by Klein and Hartmann (1993) is used for
cloud fraction over oceans. Precipitation formation by liq-
uid cloud water is calculated using the formulation of Chen
and Cotton (1987) with modifications by Liou and Ou (1989)
and Boucher et al. (1995):
P = Cl,autq2l ρa/ρw(qlρa/ρwNd)1/3H(r31 − r31c) (5)
where Cl,aut is a constant and was set to 5 mm/day, r31 is
the mean volume droplet radius and r31c is a critical value
which was set to 15µm. The droplet radius was determined
from the liquid water content of the cloud and the predicted
droplet number concentration. Since the CAM-Oslo model
did not include a prognostic equation for cloud droplets in
these experiments (they were simply diagnosed from the
aerosol fields as in the LMD-Z model), the calculation of
droplet number did not change as a result of coalescence and
autoconversion and other collection processes. In addition,
the cloud droplet effective radius had a lower limit of 4µm
and an upper limit of 20µm. Collection of cloud drops by
rain and snow were represented as described in Rasch and
Kristjansson (1998) but these processes were only included
in experiments 4–6. Ice water was also removed by auto-
conversion of ice to snow, and by collection of ice by snow.
Details are given in Rasch and Kristjansson (1998).
Convection in the CAM-Oslo model follows the Zhang
and McFarlane (1995) scheme for penetrative convection and
the Hack (1994) scheme for shallow convection. The model
simulations were run at a horizontal resolution of 2.5 lon-
gitude by 2 latitude with 26 vertical layers having centroids
from 976.38 hPa to 3.54 hPa.
2.2 Design of the model experiments
Model estimates of the aerosol indirect effect depend not
only on the cloud schemes in the models, but also on the rela-
tionship adopted between aerosols and cloud droplets, the ef-
fect of the aerosols on precipitation efficiency, and the model
representation of aerosols. To distinguish how each of these
factors affect the calculated radiative indirect effect, we de-
signed a set of experiments in which these factors are first
www.atmos-chem-phys.net/6/3391/2006/ Atmos. Chem. Phys., 6, 3391–3405, 2006
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Table 2. Constants used in the parameterization of droplet concen-
trations for experiment 1.
Cloud type: A B
Continental stratus 174 0.257
Marine stratus 115 0.48
constrained in each of the models and then relaxed to each
model’s own representation of the process. Six model exper-
iments each with both present day and pre-industrial aerosol
concentrations were specified. These are described next and
outlined in Table 1.
For the first experiment (and also experiments 2–4) we
prescribed the monthly average aerosol mass concentrations
and size distribution and we prescribed the parameterization
of cloud droplet number concentration. We also did not al-
low any effect of the aerosols on precipitation efficiency nor
any direct effect of the aerosols. We specified that models
use the precipitation efficiency in Sundquist (1978) which
depends only on the in-cloud liquid water mixing ratio:
P = 10−4ql
[
1 − e−(ql/qc)2
]
(6)
where ql is the in-cloud liquid water mixing ratio (kg/kg) and
qc=3×10−4. This experiment (as well as experiments 2–5)
does not include aerosol direct effects on the heating profile
in the model (thus precluding any effects from the so-called
“semi-direct” effect). The standard aerosol model fields were
adopted from the “average” IPCC model experiment (e.g.
Chen and Penner, 2005), but with a standard exponential fall
off with altitude (with a 2 km scale height) to facilitate inter-
polation of these aerosol fields to each model grid. The fixed
method to relate aerosol concentrations to droplet number
concentrations was that developed by Boucher and Lohmann
(1995) which only requires the sulfate mass concentrations
as input:
Nd = A(mSO2−4 )
B , (7)
where mSO2−4 is the mass concentration of sulfate aerosol at
cloud base in µg m−3, and A and B are empirically deter-
mined constants. The values the we adopted for A and B
(from formula “A” of Boucher and Lohmann, 1995) are given
in Table 2.
In this first experiment, the only factor that should distin-
guish the different model results is their separate cloud for-
mation and radiation schemes.
The second experiment was set up as in the first, but each
modeler used their own method for relating the aerosols to
droplets. Since this second experiment also prescribed the
aerosol mass concentrations and size distribution, the only is-
sue that would distinguish the model results (other than their
separate cloud and radiation schemes) is the method of relat-
ing aerosols to cloud droplet number concentration. These
schemes are described next.
In the LMD-Z model, the cloud droplet nucleation param-
eterization was diagnosed from aerosol mass concentration
using the empirical formula “D” of Boucher and Lohmann
(1995). This method uses the formula given above for exper-
iment 1, but the constants A and B had the values 162 and
0.41, respectively.
Both the CAM-Oslo model and the CCSR model used
the multi-modal formulation by Abdul-Razzak and Ghan
(2000) to calculate droplet concentrations. In this scheme,
the droplet concentration, Nc, originating from an aerosol
component i is diagnosed as follows:
Nci = Nai
1 +
(
S2mi
J∑
j=1
Fj
S2mj
) b(σai )
3

−1
(8)
where
Smi = 2√
Bi
(
A
3rmi
) 3
2
and
Fj =
{
f1(σaj )
(
ANajβ
3αω
)2
+ f2(σaj ) 2A
3Najβ
√
G
27Bj r3mj (αω)3/2
}3
.
Here, j also refers to an aerosol component, J is the total
number of aerosol components, Nai is the aerosol particle
number concentration of component i, w is the updraft ve-
locity, rmi and σai are the mode radius and standard devia-
tion of the aerosol particle size distribution, respectively, A
and Bi are the coefficients of the curvature and solute effects,
respectively, a and b are functions of the saturated water va-
por mixing ratio, temperature, and pressure, G is a function
of the water vapor diffusivity, saturated water vapor pressure,
and temperature, and f1, f2, and b depend on the standard
deviation of the aerosol particle size distribution.
For the CCSR model the updraft velocity was calculated
from the formulation in Lohmann et al. (1999), while in the
CAM-Oslo model the mean updraft velocity was set to the
large scale updraft calculated by the GCM and subgrid scale
variations followed a Guassian distribution with standard de-
viation:
σw =
√
2piK
1z
(9)
where K is the vertical eddy diffusivity and 1z is the model
layer thickness (Ghan et al., 1997).
In both experiments 1 and 2, one expects only small
changes to the liquid water path, cloud height, and cloud
fraction between present day and pre-industrial simulations
since the aerosols are not allowed to change the precipitation
efficiency.
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Table 3. Difference in present day and pre-industrial outgoing solar radiation.
exp. 1 exp. 2 exp. 3 exp. 4 exp. 5 exp. 6
Whole-sky
CAM-Oslo −0.648 −0.726 −0.833 −0.580 −0.365 −0.518
LMD-Z −0.682 −0.597 −0.722 −1.194 −1.479 −1.553
CCSR −0.739 −0.218 −0.773 −0.350 −1.386 −1.368
Clear-sky
CAM-Oslo −0.063 −0.066 −0.026 0.014 −0.054 −0.575
LMD-Z −0.054 0.019 0.030 −0.066 −0.126 −1.034
CCSR 0.018 −0.0068 −0.045 −0.008 0.018 −1.168
Change in cloud forcing1
CAM-Oslo −0.584 −0.660 −0.807 −0.595 −0.311 0.056
LMD-Z −0.628 −0.616 −0.752 −1.128 −1.353 −0.518
CCSR −0.757 −0.212 −0.728 −0.342 −1.404 −0.200
1 Change in cloud forcing is the difference between whole sky and clear sky outgoing radiation in the present day minus pre-industrial
simulation. The large differences seen between experiments 5 and 6 are due to the inclusion of the clear sky component of aerosol scattering
and absorption (the direct effect) in experiment 6.
The third experiment introduced the effect of aerosols on
the precipitation efficiency. For this experiment, the formula-
tion of Khairoutdinov and Kogan (2000) for the rate of con-
version of cloud droplets to precipitation was implemented
in the models:
P = 1350q2.47l N−1.79d . (10)
In the fourth experiment, we continued to prescribe aerosol
size and chemical composition, but each modeler used both
their own method for relating the aerosols to droplets and
their own method for determining the effect of aerosols on
the precipitation efficiency. This experiment combines the
effect of each model’s own determination of the change
in cloud droplet number concentration caused by the com-
mon aerosols with changes in the precipitation efficiency
using each model’s parameterization (described above) and
changes in each model’s thermodynamic and dynamic re-
sponse of clouds.
Finally, the fifth and sixth experiments used each model’s
own calculation of aerosol fields, but the emissions of
aerosols and aerosol precursor gases were specified as in the
AEROCOM B experiment (Dentener et al., 2006). The fifth
experiment does not include any aerosol direct effects while
the sixth experiment includes this effect. Thus, the difference
between experiments 5 and 6 evaluates changes in cloud liq-
uid water path and whole and clear sky forcing associated
with the absorption and scattering of aerosols.
The aerosol scheme in the LMD-Z model used a mass-
based scheme and an assumed size distribution for each
aerosol type with the sulfur-cycle as described by Boucher
et al. (2002) and formulations for sea-salt, black carbon, or-
ganic matter, and dust described by Reddy et al. (2005). In
CAM-Oslo, the background aerosol consists of 5 different
aerosol types each with multiple components that are ei-
ther externally or internally mixed dust or sea salt modes
which are represented by multimodal log-normal size dis-
tributions. Sulfate, OC and BC modify these size distribu-
tions as they become internally mixed with the background
aerosol (Iversen and Seland, 2002; Kirkeva˚g and Iversen,
2002; Storelvmo et al., 2006). In the CCSR model, the sul-
fate aerosol scheme follows that described in Takemura et al
(2002). 50% of fossil fuel BC is treated as externally mixed,
while the other carbonaceous particles are internally mixed
with sulfate aerosol. Soil dust and sea salt mixing ratios are
followed in several size bins (Takemura et al., 2002).
3 Results
Table 3 summarizes the outgoing shortwave radiation for
the whole sky and clear sky for the difference between the
present day simulations and pre-industrial simulations for
each model and each experiment. The table also shows the
difference in cloud forcing between the present day and pre-
industrial runs. The cloud forcing is defined as the difference
between the whole sky and clear sky outgoing shortwave ra-
diation. Below, we discuss the results from each experiment
in turn.
3.1 Experiment 1: Influence of cloud variability
Figure 1 shows a latitude/longitude graph of the grid-average
total liquid water path predicted by the CAM-Oslo and
CCSR models for experiment 1a. We also show the in-
ferred liquid water path from the SSMI satellite instrument
(Weng and Grody, 1994; Greenwald et al., 1993) and from
the MODIS satellite instrument (Platnick et al., 2003). We
note that the liquid water path for the LMD-Z model was
not available as a separate diagnostic, and hence we plot the
www.atmos-chem-phys.net/6/3391/2006/ Atmos. Chem. Phys., 6, 3391–3405, 2006
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Fig. 1. Annual average cloud liquid water path in g m−2 as inferred from the SSM/I satellite instrument by (a) Weng and Grody (1993) and
by (b) Greenwald et al. (1993) and (c) as inferred from the MODIS instrument for T>260◦ (Platnick et al., 2003). Panel (d) shows the liquid
plus ice path from MODIS, while panels (e) and (f) show the liquid water path from the CAM-Oslo and CCSR models in experiment 1a,
respectively. Panel (g) shows the liquid plus ice path in the LMD-Z model in experiment 1a.
sum of the liquid and ice water path for this model together
with the summed liquid and ice water path from MODIS.
Figure 2a shows the global average liquid water and ice wa-
ter path for each of the present day experiments as well as
the liquid water path for the CAM-Oslo and CCSR mod-
els. The change in liquid water path between the present
day and pre-industrial simulations is shown in Fig. 2b. Here,
and in the following, we assume that the change in liquid
and ice water path in the LMD-Z model is primarily due
to the change in liquid water path. This seems likely since
the changes introduced in the present day and pre-industrial
simulations were only applied to the liquid water field and
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Fig. 2. (a) Global average present day liquid plus ice water path
in the three models in each experiment. The solid portion of the
bar graphs for the CAM-Oslo and CCSR models represents their
liquid water path, while the horizontally hatched portion of the bar
graph represents their ice water path. The LMD model results are
only available for the liquid plus ice water path. (b) Global average
change in liquid water path between present-day and preindustrial
simulations in the three models in each experiment.
since in the CAM-Oslo and CCSR models the change in to-
tal liquid and ice water is similar to the change in total liquid
water for each of the experiments. The global average liq-
uid water path in experiment 1a ranges from 0.05 kg m−2 for
CAM-Oslo to 0.09 kg m−2 for CCSR. The total liquid plus
ice water path in experiment 1a ranges from 0.08 kg m−2
in the CAM-Oslo model to about 0.14 kg m−2 for both the
CCSR and LMD-Z models. The cloud forcing in the present
day simulations should reflect these different values in liquid
water path as well as the predicted droplet effective radius
in each model. Figure 3 shows the predicted droplet num-
ber concentrations from the model level closest to 850 hPa,
while Fig. 4 shows the predicted effective radius near 850 hPa
from all the models. The droplet number concentration pre-
dicted in the CAM model near 850 mb is somewhat higher
than that in the LMD-Z and CCSR models (159 cm−3 versus
120 cm−3 and 119 cm−3, respectively). A somewhat larger
cloud droplet number in CAM is expected, since the speci-
fied aerosol concentrations had a scale height of 2 km, and
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Fig. 3. (a) Global average present day cloud droplet number con-
centration near 850 hPa and (b) global average change in cloud
droplet number concentration near 850 hPa between the present-
day and pre-industrial simulations for each model in each experi-
ment. The actual level plotted is 867 hPa for CAM-Oslo, 848 hPa
for LMD-Z, and 817 hPa for CCSR/NIES/FRCGC.
the nearest level of the CAM-Oslo model to 850 hPa is actu-
ally at about 867 hPa. The smaller liquid water path in CAM-
Oslo, however, leads to an effective radius in the model near
850 hPa which is similar to that in the LMD-Z model (7.4µm
in CAM-Oslo versus 7.2µm in LMD-Z). The effective ra-
dius in the CCSR model near 850 hPa is somewhat larger,
10.4µm, but this larger effective radius is expected given the
higher liquid water path at this level than that in the CAM-
Oslo model (0.02 kg m−2 in CCSR versus 0.009 kg m−2 in
CAM-Oslo).
The similar droplet effective radii in each of the models
lead to similar radiative fluxes. The shortwave cloud forc-
ing (calculated as the difference between the whole sky net
outgoing shortwave radiation and the clear sky net outgoing
shortwave radiation) for the present-day simulation (exper-
iment 1a) for the three models is: −51 Wm−2 for CAM-
Oslo, −62 Wm−2 for LMD-Z, and −52 Wm−2 for CCSR
(see Fig. 5a).
The change in net outgoing whole sky shortwave radia-
tion between present day and pre-industrial simulations for
experiment 1 is a measure of the first indirect effect in these
models, since direct aerosol radiative heating effects were not
included and since the autoconversion rate for precipitation
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Fig. 4. (a) Global average present day cloud droplet effective radius
near 850 hPa and (b) global average change in cloud droplet effec-
tive radius near 850 hPa between the present-day and pre-industrial
simulations for each model in each experiment. The actual level
plotted is 867 hPa CAM-Oslo, 848 hPa for LMD-Z, and 817 hPa for
CCSR.
formation did not depend on the droplet number concentra-
tion. Figure 5b shows the change in net outgoing whole
sky shortwave radiation for each experiment. It is gratify-
ing that the value for the change in net outgoing shortwave
radiation between present day and pre-industrial simulations
for experiment 1 is similar for all of the models, namely,
−0.65 Wm−2 for CAM-Oslo, −0.68 Wm−2 for LMD-Z, and
−0.74 Wm−2 for CCSR. The magnitude of the change in net
outgoing shortwave radiation in experiment 1 (Fig. 5b) for
each model follows the relative magnitudes for the change
in effective radius (Fig. 4b) in each of the models. We note
that the change in liquid water path should not be very large
between present-day and pre-industrial simulations in exper-
iments 1 and 2, since there is no affect of the aerosols on
the precipitation rates. Thus, any change in total liquid water
path between experiments 1a and 1b or between experiments
2a and 2b is a measure of the natural variability in the model.
These changes are largest for the CCSR model in experiment
1 (about 0.5%) and for the CAM-Oslo model in experiment
2 (0.6%) (see Fig. 2b).
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Fig. 5. (a) Global average present day short wave cloud forcing and
(b) the global average change in whole sky net outgoing shortwave
radiation between the present-day and pre-industrial simulations for
each model in each experiment.
3.2 Experiment 2: Influence of CDNC parameterization
Experiment 2 differs from experiment 1 because it allows
each model to choose their own parameterization for convert-
ing the fixed aerosol concentrations and size distributions to
droplet number concentrations. As a result the present day
droplet number in experiment 2 increases from 120 cm−3
near 850 hPa in experiment 1 to 147 cm−3 in experiment
2 in the LMD-Z model, but decreases from 159 cm−3 and
119 cm−3 in experiment 1 to 80 cm−3 and 35 cm−3 in exper-
iment 2 in the CAM-Oslo and CCSR models, respectively.
Because the change in the liquid water path is small, the
change in the effective radius between the present day sim-
ulations for experiment 2 and experiment 1 is in the oppo-
site direction: smaller in the LMD-Z model in experiment 2
compared to experiment 1 and larger in the CAM-Oslo and
CCSR models (Fig. 4a). Nevertheless, the change in effec-
tive radius between the present day and pre-industrial simu-
lations in experiment 2 is nearly the same as that in exper-
iment 1 for the LMD-Z and CAM-Oslo models (Fig. 4b)
and the resulting change in net outgoing shortwave radia-
tion between the present day and pre-industrial simulations
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is also nearly the same as for experiment 1 for the LMD-
Z and CAM-Oslo models (Table 3). The larger liquid wa-
ter path in the CCSR model together with its smaller pre-
dicted cloud droplet number concentration (Fig. 3a) in ex-
periment 2 compared to experiment 1 leads to a larger ef-
fective radius in the present day in experiment 2 (Fig. 4a).
This leads to a change in effective radius for the CCSR
model in experiment 2 that is about 0.1µm smaller than
the change in effective radius in experiment 1 (Fig. 4b).
The difference in net outgoing shortwave radiation between
the present day and pre-industrial simulations changes from
−0.65 Wm−2 to −0.73 Wm−2 in the CAM-Oslo models,
respectively, but is slightly reduced from −0.68 Wm−2 to
−0.60 Wm−2 in the LMD-Z model and more significantly
reduced, from −0.74 Wm−2to −0.22 Wm−2 in the CCSR
model, consistent with the smaller change in effective ra-
dius in this model. Even though the global average change in
net outgoing shortwave radiation for the CAM-Oslo model is
similar in experiment 1 and experiment 2, the spatial patterns
of the cloud forcing differ. The Abdul-Razzak and Ghan
(2000) cloud droplet parameterization used in experiment 2
leads a stronger forcing in the major biomass burning re-
gions in Africa and South America than does the Boucher
and Lohmann (1995) parameterization used in experiment
1. The CCSR model also used the Abdul-Razzak and Ghan
(2000) parameterization and shows a similar spatial pattern.
3.3 Experiment 3: Influence of cloud lifetime effect
The third experiment introduced the effect of aerosols on the
precipitation efficiency, specifying the use of the Khairoutdi-
nov and Kogan (2000) formulation for autoconversion. The
liquid water path in the present day simulations for exper-
iment 3 increases compared to experiment 2 in the CAM-
Oslo and LMD-Z models but the increase is much larger for
the LMD-Z model than that for the CAM-Oslo model (com-
pare experiment 3 with experiment 2 in Fig. 2a). The liquid
water path decreases in the CCSR model. These contrasting
responses in liquid water path are related to the droplet num-
ber concentrations in each model. While the LMD-Z and
CAM-Oslo models have droplet number concentrations that,
on average, vary from 75 to 150 cm−3, the CCSR model has
droplet number concentrations that are as low as 15 cm−3
near the tops of clouds. Figures 6a and b show the auto-
conversion rates for the Khairoutdinov and Kogan (2000)
scheme and the Sundquist (1978) scheme for droplet number
concentrations of 100 cm−3 and 15 cm−3, respectively. The
scale for the liquid water content in Fig. 6b emphasizes the
region of liquid water contents that are typical is the mod-
els. The autoconversion rate in the Khairoutdinov and Ko-
gan (2000) scheme for droplet numbers similar to those pre-
dicted in the LMD-Z and CAM-Oslo models is significantly
smaller than that from the Sundquist (1978) scheme speci-
fied in experiments 1 and 2, while the rates for the Khairout-
dinov and Kogan (2000) scheme are larger than those from
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Fig. 6. Autoconversion rates (in 106kg/kg/s) as a function of liq-
uid water mixing ratio (g/kg) for different autoconversion schemes.
The calculations assumed a droplet number concentration of (a)
100 cm−3 and (b) 15 cm−3. Note change of horizontal scale.
the Sundquist (1978) scheme for droplet number concentra-
tions and liquid water contents similar to those in the CCSR
model. The present-day cloud droplet number concentra-
tions remain similar to the values predicted in experiment
2, as expected, since the cloud droplet parameterization was
not changed (Fig. 3a). There is an increase in the present
day effective radius near 850 hPa in experiment 3 for the
CAM-Oslo and LMD-Z models compared to experiment 2
which is associated with the increase in liquid water path
(Fig. 4a). The decrease in the present-day liquid water path
in the CCSR model in experiment 3 compared to experiment
2 leads to a decrease in the cloud droplet effective radius near
850 hPa as expected (compare Fig. 2a and Fig. 4a).
The change in grid average liquid water path between the
present day and pre-industrial simulations is a measure of
how important the changes in liquid water content, cloud
height and cloud fraction that are induced by changes in
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Fig. 7. (a) Global average present-day liquid or liquid plus ice cloud
fraction and (b) global average change in cloud fraction between the
present-day and pre-industrial simulations for each model in each
experiment.
precipitation efficiency are in each model. The change in
liquid water path between present day and pre-industrial sim-
ulations in the CAM-Oslo model, 0.0057 kg m−2, is a factor
of 4.7 and 3.2 larger than that in the LMD-Z and CCSR mod-
els, respectively, but all models predict an increase in global
average liquid water path, consistent with other model sim-
ulations of the 2nd indirect effect (i.e. Lohmann et al., 2000;
Jones et al., 2001; Rotstayn and Penner, 2001; Ghan et al.,
2001; Menon et al., 2002; Quaas, et al., 2004; Rotstayn and
Liu, 2005; Takemura et al., 2005). Figure 7 shows the global
average cloud fraction and change in cloud fraction between
present day and pre-industrial simulations for each model
and each experiment. We present the cloud fractions for liq-
uid and liquid plus ice for the CAM-Oslo model, but only
that for liquid water for the LMD-Z model and only that for
liquid plus ice for the CCSR model. The present day cloud
cover in each model is similar for all experiments (Fig. 7a),
but the change in cloud fraction between the present day and
pre-industrial simulations is highly variable, though small
(Fig. 7b). The change in cloud fraction associated with the
introduction of the effect of aerosols on the precipitation effi-
ciency is smaller (in absolute value) than that in experiment’s
1 and 2 and it decreases in both CAM-Oslo and CCSR while
it increases in the LMD-Z model. Since the absolute value of
the changes between present day and pre-industrial simula-
tions in experiments 1 and 2 are at least as large or larger than
the change in experiment 3, the changes noted in experiment
3 must be considered to be within the natural variability of
the model. Given the nature of the cloud fraction parameter-
izations in each of the models (Sect. 2), this is, perhaps, not
surprising. Significant improvements in model procedures
for predicting cloud fraction would be needed to determine
whether the models can reproduce the effects on cloud frac-
tion recently reported by Kaufmann et al. (2005).
The changes in liquid water path and effective radius result
in a slightly larger change in net outgoing shortwave radia-
tion between the present day and pre-industrial simulations in
the CAM-Oslo and the LMD-Z models between experiment
2 and experiment 3, i.e. from −0.73 Wm−2 to −0.83 Wm−2
and from −0.60 Wm−2 to −0.72 Wm−2, respectively. Thus,
the 2nd indirect effect amplifies the radiative forcing in these
models by only 22% in both models. The change in net out-
going shortwave radiation in the CCSR model is significantly
larger in experiment 3 compared to experiment 2, changing
from −0.22 Wm−2 to −0.77 Wm−2. Thus, adding the 2nd
indirect effect in this model amplifies the change in cloud
forcing by more than a factor of 3.
3.4 Experiment 4: Influence of autoconversion scheme
In experiment 4, each model introduced their own formu-
lation for precipitation efficiency. These formulations were
presented in Sect. 2.1 and are displayed as a function of
liquid water mixing ratio for a droplet number concentra-
tion of 100 cm−3 in Fig. 6a and for a droplet number con-
centration of 15 cm−3 in Fig. 6b. Figure 6a shows that the
Khairoutdinov and Kogan (2000) formulation removes cloud
water much more slowly than does the formulation preferred
in the CAM-Oslo and LMD-Z models. This implies a de-
crease in the liquid water path between experiment 3 and
experiment 4 in LMD-Z and CAM-Oslo, and this is indeed
the case (Fig. 2a). Nevertheless, the change in liquid wa-
ter path between present day and pre-industrial simulations
is larger in the LMD-Z model than it was in experiment 3,
but smaller in the CAM-Oslo model. This is consistent with
the much larger change in cloud droplet number concentra-
tion near 850 hPa in the LMD-Z model compared to that in
the CAM-Oslo model (Fig. 3b) together with the much more
sensitive change in precipitation formation rate for both mod-
els in experiment 4 compared to experiment 3 (Fig. 6a). The
difference in the change in net outgoing shortwave radiation
between present day and pre-industrial simulations (Fig. 5b)
between experiment 4 and experiment 3 follows the predicted
changes in liquid water path (Fig. 2b) and effective radius
(Fig. 4b) for LMD-Z and CAM-Oslo. Thus, even though the
change in effective radius is larger (smaller) in CAM-Oslo
(LMD-Z) in experiment 4 compared to experiment 3, it is
the change in liquid water path between the present day and
pre-industrial simulations which is smaller (larger) in CAM-
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Olso (LMD-Z) in experiment 4 compared to experiment 3
which dominates the change in net outgoing shortwave radi-
ation.
The CCSR model has a much smaller droplet number con-
centration, especially at the upper levels in the cloud (about
15 cm−3, on average). The autoconversion rate normally
used in the CCSR model for Nd=15 cm−3 is smaller than that
for the Khairoutdinov and Kogan (2000) scheme (Fig. 6b)
and, as a result, the liquid water path in experiment 4 is larger
than it was in experiment 3 (Fig. 2a). The change in liquid
water path in experiment 4 is much smaller than the change
in liquid water path in experiment 3, and, in fact, the small
change in experiment 4 is actually within the noise of the
model (since it is similar in magnitude to the change in liq-
uid water path in experiments 1 and 2). Nevertheless, the
change in effective radius in experiment 4 in this model is
significantly larger than that in experiment 3 (i.e. −0.51µm
near 850 hPa in experiment 4 compared to −0.29µm in ex-
periment 3). The change in net outgoing shortwave radia-
tion between the present day and pre-industrial simulations
is dominated by the change in liquid water path rather than
the change in effective radius. Thus the change in net out-
going shortwave radiation between the present day and pre-
industrial simulations is smaller in experiment 4 than it was
in experiment 3.
3.5 Experiment 5: Influence of calculated aerosol distribu-
tion
In experiment 5, each model calculated the radiative forc-
ing using their individual precipitation formation schemes
as well as their individual aerosol concentrations, but with
common specified sources. The difference in the change
in net outgoing shortwave radiation between the present
day and pre-industrial simulations is larger between exper-
iments 4 and 5 for both the CAM-Oslo and CCSR models
than between any of the other pairs of experiments. The
change in net outgoing shortwave radiation for the CAM-
Oslo model decreases from −0.58 Wm−2 to −0.36 Wm−2
while in the CCSR model it increases from −0.35 Wm−2 to
−1.39 Wm−2. In the LMD-Z model, the change in net out-
going shortwave radiation in going from experiment 3 to ex-
periment 4 is somewhat larger (−0.47 Wm−2) than it is in
going from experiment 4 to experiment 5 (−0.29 Wm−2) but
the change between experiment 4 and experiment 5 is still
significant relative to the other changes introduced in these
experiments. These changes are caused by large changes in
the change in droplet concentrations (Fig. 3b) between the
present day and pre-industrial simulations for experiment 5
compared to experiment 4, which are simply due to the large
changes in present day and pre-industrial aerosols calculated
by each of the models. Thus, within any one model, the
change in net outgoing shortwave radiation is most sensi-
tive to the calculation of individual aerosol fields than to any
of the other parameters in the cloud scheme. The change
in cloud droplet number concentration and effective radius
between the present day and pre-industrial simulations is
largest in the LMD-Z model followed by the changes in the
CCSR model. The change in net outgoing shortwave radi-
ation for the LMD-Z model (−1.48 Wm−2) is also larger
than that for the CCSR model (−1.39 Wm−2) even though
the liquid water path change is larger in the CCSR model.
Apparently the larger change in effective radius in the LMD-
Z model outweighs the larger change in liquid water path in
the CCSR model. It is interesting that the larger changes
in droplet number concentrations predicted for the difference
between the present day and pre-industrial simulations in this
experiment in the LMD-Z and CCSR models have led to a
larger increase in the average change in liquid water path and
cloud fraction in the CCSR model than that in the LMD-Z
model, and this leads to a larger difference in the response
of the net outgoing shortwave radiation between the present
day and pre-industrial simulation between experiments 4 and
5 in CCSR. The CCSR autoconversion scheme is more sen-
sitive to changes in droplet number concentrations than is the
LMD-Z scheme and this explains the more sensitive response
of the liquid water path in this model. In addition, the inclu-
sion of the collection of cloud droplets by falling rain (ac-
cretion) in this model enhances any sensitivity of the liquid
water path to changes in droplet number. The change in the
droplet concentration near 850 hPa is somewhat smaller in
experiment 5 compared to that in experiment 4 in the CAM-
Oslo model as is the change in the liquid water path, while
the change in the effective radius is similar to that in exper-
iment 4. As a result the change in net outgoing shortwave
radiation is smaller for this model in experiment 5 than it is
in experiment 4.
3.6 Experiment 6: Influence of aerosol direct effect
Experiment 6 was designed to determine the effect of in-
cluding the heating by aerosols on clouds in the models.
Including this effect has a large impact on the change in
cloud forcing (see Table 3) between the present day and
pre-industrial simulations in all the models even though the
change in the liquid water path (Fig. 2b) and the effective
radius (Fig. 4b) is similar in both experiments 5 and 6. The
change in absorbed solar radiation between the present day
and pre-industrial simulations was 0.74 Wm−2, 1.37 Wm−2,
and 3.86 Wm−2 in CAM-Oslo, LMD-Z, and CCSR, respec-
tively, but the change in cloud fraction is smaller than that
which can be explained by natural variability in the models
(Fig. 7b) so the effect of this absorbed radiation on clouds
is apparently quite small in these models. The change in
net outgoing shortwave radiation between the present day
and the pre-industrial simulations is slightly larger in exper-
iment 6 compared to experiment 5 in CAM-Oslo and LMD-
Z, because the change in net outgoing clear sky radiation is
fairly large in these models in experiment 6 (−0.57 Wm−2
and −1.03 Wm−2, respectively). The change in net outgoing
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radiation in the CCSR model, on the other hand, is slightly
smaller in experiment 6 than it was in experiment 5 despite a
large clear sky forcing (−1.17 Wm−2). This is mainly caused
by a decrease in the change in liquid water path (Fig. 2b)
in this model which differs from the response of the other
models to the change in radiative heating induced by the di-
rect forcing of the aerosols. The clear sky shortwave forc-
ing in the CAM-Oslo, LMD-Z, and CCSR models is −0.57,
−1.03 and −1.17 Wm−2, respectively. When these values
are subtracted from the respective whole sky forcing val-
ues (−0.52 Wm−2, −1.55 Wm−2, and −1.37 Wm−2, respec-
tively), all models result in a significant decrease in the (neg-
ative) change in cloud forcing associated with experiment 5
(see Table 3). Thus, the large changes in cloud forcing be-
tween experiments 5 and experiments 6 shown in Table 3
result from a combination of the changes in liquid water path
and the large negative values in the change in clear sky out-
going radiation in experiment 6.
4 Discussion and conclusions
The purpose of this paper was to compare the results from
several GCMs in a set of controlled experiments in order to
determine the most important uncertainties in the treatment
of aerosol-cloud interactions. We started with a controlled
experiment with a fixed aerosol distribution and prescribed
CDNC parameterization and an autoconversion scheme that
only depends on the in-cloud liquid water mixing ratio (not
on the droplet number or cloud droplet effective radius). This
experiment showed that the modeled liquid water path varied
significantly (by almost a factor of two) between the basic
GCMs. This variation is partly explained by the different
cloud fraction schemes in the models and may also be asso-
ciated with other basic differences in the models. All models
show patterns of liquid or liquid plus ice water path that are
similar to satellite observations, but the difference between
global average liquid water path or liquid plus ice water path
(for LMD-Z) and that measured by MODIS, for example,
is −49%, −26%, and −0.1% for CAM-Oslo, LMD-Z, and
CCSR, respectively. The comparison to satellite liquid water
path is improved to −39% and −18% for the CAM-Oslo and
LMD-Z models, respectively, when using their own aerosols
and cloud microphysics schemes in experiment 6, but is de-
graded to 22% in the CCSR model.
The first experiment did not result in large changes in liq-
uid water path between the present day and pre-industrial
simulations, as expected, but the differences in present-day
liquid water path among the models lead to substantial dif-
ferences in the effective radii of clouds near 850 hPa, and
substantial differences in the change in effective radius be-
tween the present day and pre-industrial simulations. Never-
theless, compensations within the radiation and cloud frac-
tion schemes lead to very similar changes in net outgoing
shortwave radiation in this experiment.
In the second experiment each modeler used their own
CDNC parameterization. But these separate parameteriza-
tions led to only small changes in the global average change
in net outgoing shortwave radiation in the CAM-Oslo and
LMD-Z models, with more substantial changes in the CCSR
model (i.e., a reduction of 0.5 Wm−2). Thus, the method of
parameterization of CDNC can have a large impact on the
calculation of the first indirect effect in at least some models,
though it was not a primary uncertainty in the determination
of the global average first indirect effect in the study by Chen
and Penner (2005).
The third experiment introduced the effect of changes in
precipitation efficiency for each of the models. The total liq-
uid water path increased in both the CAM-Oslo and LMD-
Z models which was expected because the specified auto-
conversion parameterization rate in experiments 1 and 2 was
much stronger than that specified in experiment 3 (compare
Sundquist, 1978, scheme in Fig. 6 with that from Khairout-
dinov and Kogan, 2000). But the change in liquid water path
was much larger for LMD-Z (increase by almost a factor of
2) than it was for CAM. Figure 6 shows that a model with
higher liquid water mixing ratio should be more sensitive to
the change in autoconversion parameterization. This is in-
deed the case. The LMD-Z model has a larger liquid water
path than the CAM-Oslo model, and its liquid water path
in the present-day simulation increases more when using the
Khairoutdinov and Kogan (2000) scheme. However, even
though the CCSR model also has a larger liquid water path
than does the CAM-Oslo model, its present day liquid water
path in experiment 3 is actually smaller than that in experi-
ment 2. Since the CAM-Oslo and LMD-Z models did not in-
clude collection of droplets by falling rain and snow in these
experiments, they are apparently less sensitive to the auto-
conversion parameterization than is the CCSR model which
includes these additional loss processes.
The present day minus pre-industrial change in net outgo-
ing shortwave radiation increases (becomes more negative)
in all models in going from experiment 2 to 3. The rela-
tive increase is small (on average only 22%) for the CAM-
Oslo and LMD-Z models but it is more than a factor of 3
for the CCSR model. Thus, even for the rather large change
in autoconversion rates (Fig. 6), the 2nd indirect effect is
rather small in two of the models. Nevertheless, when mod-
elers’ introduced their own autoconversion schemes, in ex-
periment 4, both larger (LMD-Z) and smaller (CAM-Oslo)
changes in net outgoing shortwave radiation compared to ex-
periment 3 are apparent. Even though both the LMD-Z and
CAM-Oslo autoconversion schemes are more sensitive to
changes in droplet concentration than that expected using the
Khairoutdinov and Kogan (2000) scheme, the larger liquid
water path in the LMD-Z model causes it to respond signifi-
cantly to this change in autoconversion rate, while the CAM-
Oslo model change in liquid water path and net outgoing
shortwave radiation in experiment 4 is actually smaller than
that in experiment 3. This result is consistent with the much
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smaller change in liquid water path predicted in experiment
4 in the CAM-Oslo model relative to experiment 3 which
was caused by the fact that collection of cloud droplets by
falling rain and snow was included in experiment 4, but not
in experiment 3. The CCSR model had a smaller change in
liquid water path in experiment 4 compared to experiment 3
which apparently outweighs its change in cloud droplet ef-
fective radius which was much larger in experiment 4 than it
was in experiment 3. This leads to a smaller change in net
outgoing radiation in this model in experiment 4 compared
to experiment 3, similar to the response of the CAM-Oslo
model.
In experiment 5, prescribed aerosol sources were speci-
fied, but each modeler used their own method to compute
aerosol concentrations (as well as their own method for
the CDNC parameterization and autoconversion parameter-
ization). This change introduced the largest differences in
the change in net outgoing shortwave radiation between the
models. Thus, the prediction of aerosol number concentra-
tion appears to introduce the largest uncertainty in calcula-
tion of the aerosol indirect effect among these models.
In experiment 6, we introduced the aerosol heating profile
within the models, however, the average liquid water path
for each of the models in experiment 6 was very similar to
that in experiment 5. Nevertheless, the difference in liquid
water path between the present day and pre-industrial simu-
lations was somewhat larger in both the LMD-Z and CAM-
Oslo models than it was in experiment 5. The change in the
liquid water path in the CCSR model was somewhat smaller
than that in experiment 5. These relative changes between
the liquid water path change in experiment 5 and experiment
6 are smaller than the natural variability within the models.
It is of interest to put the predicted cloud forcing from ex-
periment 5 into the context of other model studies for in-
direct forcing. The models used to provide results for the
CCSR model and the LMD-z model are the same as those
reported in the model intercomparison of Lohmann and Fe-
ichter (2005) (i.e. they are the models described and used in
the studies of Quaas et al. (2004) and Takemura et al. (2005),
while the CAM-Oslo model was updated to use the CAM2
“host” meteorology rather than the NCAR CCM3 meteorol-
ogy as described in Storelvmo et al. (2006). This change was
significant since CAM2 has higher liquid water path com-
pared to CCM3. It also uses a maximum-random cloud over-
lap scheme rather than a random overlap scheme. In addition,
organic carbon was added to the CAM-Oslo simulation, and
the CCN activation scheme was changed from prescribed su-
persaturations and look-up tables to the Abdul-Razzak and
Ghan (2002) scheme. One further change is that all the mod-
els used here used the emissions from the AEROCOM “B”
intercomparison (Dentener et al., 2006), except that dust and
sea salt were prescribed in the CAM-Oslo model.
Values for cloud forcing reported for the LMD-z model
and for the CCSR model in Lohmann and Feichter (2005)
(about−1.2 Wm−2 and−0.9 Wm−2, respectively) are some-
what smaller than the cloud forcing reported here for ex-
periment 5 (−1.35 Wm−2 and −1.40 Wm−2), presumably
because of the change in emissions. The range of cloud
forcing values found here for experiment 5 (−0.31 Wm−2 to
−1.40 Wm−2) includes one value smaller than any summa-
rized in Lohmann and Feichter, but, since that study quoted
values as large as almost −3.0 Wm−2, the largest value re-
ported here is at least a factor of 2 less than the values in
Lohmann and Feichter. While a standard deviation makes
little sense for a sample of only 3 models, if we formally
compute one, we get a value of 0.6 Wm−2, similar to the
value quoted in Lohmann and Feichter (2005).
As noted above, one of the most important uncertainties in
the model prediction of aerosol indirect effects is the model
prediction of aerosols. In that sense, we can compare the
lifetimes for aerosols reported in Textor et al. (2006) to those
found in the CAM-Oslo, CCSR and LMD-z models. The rel-
ative standard deviation of aerosol lifetimes for sulfate, BC
and POM for the models used here is 18%, 29%, and 18%,
respectively, which is similar in magnitude to, but smaller
than, the relative standard deviations found in all of the mod-
els examined by Textor et al. (2006) (i.e. 20%, 34% and 26%,
respectively). For dust aerosols, the models used here in-
cluded one with a small overall lifetime (1.6 days for the
CCSR model) and whereas the lifetime in the LMD-z model
is similar to that for other models (3.9 days). The small life-
time for dust in the CCSR model reflects its efficient dry de-
position rate (Textor et al., 2006). The effect of this large
difference in lifetime, however, may not impact the results
reported here, because dust mass tends to reside in the larger
particles with small number concentrations, and, therefore,
may not significantly affect the global average aerosol indi-
rect effect.
All of the values for cloud forcing reported here are within
the range of calculations reported from inverse studies and
from models used in applications (i.e. 0 to −2 Wm−2) as
summarized by Anderson et al. (2003). Nevertheless, since
this study only included three models, and since larger diver-
sities in aerosol life cycles are reported in Textor et al. (2006),
including diversities in aerosol sources, we think it prudent to
more thoroughly examine uncertainties in model simulations
of the indirect effect.
These experiments point out the need to improve the rep-
resentation of liquid water path in the models, especially in
light of upcoming new measurements that should provide
a more quantitative measure of this field (Stephens et al.,
2002). The effect of changing the autoconversion scheme
can have important effects especially in models with large
liquid water path. There is also clearly a need to improve the
parameterization of cloud fraction within the models both in
order to improve the calculation of the 2nd indirect effect,
as discussed here, as well as to improve the computation of
the first indirect effect (Chen and Penner, 2005). Finally,
the prediction of aerosol concentrations given a fixed set
of sources leads to the largest uncertainties in the indirect
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aerosol effect. Thus, in spite of decreases in the differences
in aerosol fields in current models compared to models in the
past (Kinne et al., 2006; Penner et al., 2001), there is still
a need to improve these basic fields in order to improve the
prediction of aerosol indirect effects.
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