Understanding under what conditions populations, whether they be plants, animals, or viral particles, persist is an issue of theoretical and practical importance in population biology. Both biotic interactions and environmental fluctuations are key factors that can facilitate or disrupt persistence. One approach to examining the interplay between these deterministic and stochastic forces is the construction and analysis of stochastic difference equations X t+1 = F (X t , ξ t+1 ) where X t ∈ R k represents the state of the populations and ξ 1 , ξ 2 , . . . is a sequence of random variables representing environmental stochasticity. In the analysis of these stochastic models, many theoretical population biologists are interested in whether the models are bounded and persistent. Here, boundedness asserts that asymptotically X t tends to remain in compact sets. In contrast, persistence requires that X t tends to be "repelled" by some "extinction set"
1981, Chesson, 1994 , Ellner and Sasaki, 1996 , Bjornstad and Grenfell, 2001 , Kuang and Chesson, 25 2008, 2009] . For these models, population trajectories often drift arbitrarily close to the extinc-26 tion set. However, under certain conditions, there may be a probabilistic tendency to stay away 27 from this extinction set [Chesson, 1978 [Chesson, , 1982 . 28 Here, I provide a partial review of the latter approach to persistence in fluctuating environ- 
Background

36
To study population dynamics in a random environment, consider stochastic difference equa-37 tions of the form
38
(1)
where X t ∈ S represents the "state" of the population at time t (e.g. a vector of densities or 39 frequencies) and ξ t is a random variable that determines the "environmental conditions" at time of R k in which case x ∈ S is a vector of population densities or S is the probability simplex 50 ∆ = {x ∈ R k + : i x i = 1} in which case x ∈ S is a vector of population frequencies. S 0 in 51 assumption A3 is interpreted as the "extinction set" where one or more populations have gone 
111
Both boundedness in probability and almost surely bounded on average imply bounded in proba-112 bility on average. However, boundedness in probability need not imply almost sure boundedness 113 on average, and vice-versa. Since we can not expect, in general as discussed earlier, that X t 114 asymptotically remains in a compact set with probability one, I will refer to almost surely 115 bounded on average as simply almost surely bounded.
116
As in the case of deterministic models, a practical method for verifying both forms of bound- E[log α(ξ t )] < 0, E[log + α(ξ t )] < ∞, and E[log + β(ξ t )] < ∞ where log + (z) = max{log(z), 0}, 124 then (1) is bounded in probability and almost surely bounded. 
127
Proof. Define
128
Y t = V (X t ), α t = α(ξ t ), and β t = β(ξ t ). Define Z t iteratively by Z 0 = Y 0 and
Theorem 2.1 in [Diaconis and Freedman, 1999] implies there exists a non-negative random vari-130 able Z such that Z t converges in probability to Z and the empirical measures 
is compact. Therefore, X t is bounded in probability.
136
Similarly, with probability one,
Therefore X t is almost surely bounded.
Boundedness in probability on average combined with the Feller property ensures the existence 139 of an invariant probability measure: a Borel probability measure µ on S such that if X 0 is 140 distributed according to µ (i.e. P[X 0 ∈ A] = µ(A) for all Borel sets A ⊂ S), then it is 141 distributed according to µ for all time i.e. P[X n ∈ A] = µ(A) for all Borel A ⊂ S. bounded, then the set of weak* limit points of Π t with X 0 = x ∈ S is almost surely non-empty 149 and each of these limit points is an invariant probability measure. natural analog of uniform persistence for stochastic models is given below. For these definitions,
153
it useful to introduce the set of the population states within η > 0 of extinction
where d(x, S 0 ) = min y∈S 0 x − y .
155
From the "ensemble" point of view, the following notion of persistence was introduced by
156
Chesson [1982] .
157
Definition 4. The Markov chain (1) is persistent in probability if for all ǫ > 0 there exists
for all x ∈ S \ S 0 .
160
This definition asserts that reaching low densities or frequencies is very unlikely in the long 161 term. The next definition provides the "typical trajectory" perspective on persistence.
162
Definition 5. The Markov chain (1) is almost surely persistent if for all ǫ > 0 there exists
165
This definition asserts that the fraction of time a typical population trajectory spends near 166 extinction states is very small.
167
When (1) is bounded, Proposition 2.2 implies that there exists an invariant probability mea-168 sure. If in addition (1) is persistent, then the following proposition implies that there ex-
169
ists a positive invariant probability measure µ i.e. an invariant probability measure satisfying 170 µ(S 0 ) = 0.
171
Proposition 2.3. If the Markov chain (1) is persistent in probability and bounded in probability,
172
then the set of weak* limit points of is almost surely persistent and almost surely bounded , then the set of weak* limit points of Π t
175
with X 0 = x ∈ S \ S 0 is almost-surely non-empty and each of these limit points is almost-surely 176 a positive, invariant measure.
Proof. Suppose that the Markov chain (1) is persistent in probability and bounded in probability.
Let x ∈ S \ S 0 and assume that t k ↑ ∞ is such that natural number n, persistence in probability implies there exists η n > 0 and T > 0 such that
Hence, by weak* convergence µ(S ηn ) ≤ 1/n and µ(S 0 ) ≤ lim sup n→∞ µ(S ηn ) = 0.
182
The proof for the case of almost sure persistence and almost sure boundedness is similar.
183
When a unique positive invariant probability measure exists and the system is persistent, one
184
can often show that if X 0 = x ∈ S \ S 0 , then the distribution of X t converges to µ and Π t 185 converges almost surely to µ. A powerful tool for verifying this stronger form of persistence is function V : S \ S 0 → R + , a compact set C ⊂ S \ S 0 , and constant β > 0 such that
where 1 C is the indicator function for C i.e. 1 C (x) = 1 if x ∈ C and 0 otherwise. Then there
192
exists a unique positive invariant probability measure µ and the distribution of X t converges
193
in the weak* topology to µ. Moreover, Π t almost surely converges in the weak* topology to µ 194 whenever X 0 = x ∈ S \ S 0 .
195
A drawback of requiring ϕ-reducibility is that it can be difficult to verify or demonstrably 
200
In the next three sections, I review results for persistence of scalar single species models, 201 multiple species models, and structured species models (e.g. spatial, age, or size structure). 
almost surely bounded, and almost surely persistent .
224
The assumption that f (x, ω) is decreasing with x holds for many "classical" single species mod-225 els. However, this assumption doesn't hold for species exhibiting an Allee effect [Courchamp et al., 226 1999]. Ellner [1984] proved results for models where x → f (x, ω) is not monotonic and 227
x → xf (x, ω) is increasing.
228
Proof. Assume that E[log f (0, ξ)] < 0 and X 0 > 0. Then by the Strong Law of Large Numbers,
with probability one. Hence, lim t→∞ X t = 0 with probability one.
230
Assume that lim x→∞ E[log f (x, ξ)] > 0 and X 0 > 0. Then by the Strong Law of Large
231
Numbers,
with probability one. Hence, lim t→∞ X t = ∞ with probability one.
233
Assume that E[log f (0, ξ)] > 0 and lim x→∞ E[log f (x, ξ t )] < 0. To verify boundedness, choose
Theorem 2.1 implies that X t is bounded in probability and almost surely bounded . The proof . The compactness assumption in this proof is only needed for S 0 which equals {0} for (8).
241
Theorem 3.1 suggests the following conjecture.
242
Conjecture 1. Under the same assumptions of Theorem 3.1(iii), (8) is persistent in probability. and strictly increasing in x, f (x, ω) is strictly decreasing in x, and E[log f (x, ξ t )] < ∞ for some
, then there exists a positive invariant 258 probability measure µ and the distribution of X t converges in the weak* topology to µ whenever Hassell model with λ t constant and ξ t = b t . This theorem is also applicable to the stochastic
281
Ricker equation X t+1 = X t exp(r − a t+1 X t ) where r > 0 is the intrinsic per-capita growth rate of 282 the population and ξ t = a t measures the intensity of interspecific competition. Gyllenberg et al.
283
[1994] studied the stochastic Ricker model when either r t or a t vary randomly. per-capita growth rate of species i at population state x to be
and define the mean per-capita growth rate of species i at invariant probability measure µ to be 
The mutual invasibilty condition [Turelli, 1981] asserts that the species coexist provided that 334 λ 1 (µ 2 ) > 0 and λ 2 (µ 1 ) > 0. Intuitively, whenever one species, say species 2, is rare, the dy-335 namics of the other species approaches its invariant measure µ 1 . At this invariant measure, the 336 per-capita growth rate of species 2 is positive (i.e. λ 2 (µ 1 ) > 0) and, consequently, increases 337 in abundance. Since each species increases in abundance when rare, they coexist. Under the 338 assumption that the competitive dynamics are monotonic, Chesson and Ellner [1989] 
347
It is natural to make the following conjecture. This conjecture follows from Theorem 5.2 348 whenever the dynamics of (9) asymptotically enter a compact set.
349
Conjecture 2. Under the conditions of Theorem 4.1, (9) is almost surely persistent .
350
Under a stronger assumption about the noise terms ξ t in Theorem 4.1, Ellner [1989] + a .
Chesson [1988] proved that
The monotonicity assumption of F is too strong to cover all models of competitive interac- The positive density of (ξ where X j is random variable with law µ j . By invariance of µ j ,
Hence, E[ X j ] = r j and coexistence occurs if 387 r i > α j r j for i = 1, 2 and j = i.
Thus, the conditions for coexistence are the same for this stochastic version of the Ricker equa-
388
tions of competition and their deterministic counterpart. permanence criteria for deterministic systems [Hofbauer, 1981, Hofbauer and Sigmund, 1998 ].
392
These results are based on the following assumptions about (9).
393
C1: There exists a compact set S of R k + = {x ∈ R k : x i ≥ 0} such that X t ∈ S for all 394 t ≥ 0.
395
C2: f i (x, ω) are strictly positive functions, continuous in x and measurable in ω. ported by S 0 can be invaded by some species, then the system is persistent. for all ergodic probability measures µ supported by S 0 .
406
Then the Markov chain (9) is almost surely persistent.
407
While this theorem, as shown below, applies to many models, it has several limitations. First,
408
it doesn't provide a statement about persistence in probability. None the less, it is natural to 409 make the following conjecture.
410
Conjecture 3. Under the assumptions of Theorem 4.5, (9) is persistent in probability.
411
A second limitation of Theorem 4.5 is that it requires dynamics asymptotically confined to a 412 compact set. While this limitation as discussed earlier might be biologically realistic, it would 413 be useful to have a result that applies to stochastically bounded systems. In particular, one 414 could ask whether the following conjecture (or an appropriate modification of it) is true.
415
Conjecture 4. Assume (9) is bounded in probability (respectively, almost surely), C1-C3 hold,
416
and λ * (µ) > 0 for all invariant measures µ supported by S 0 . Then (9) is persistent in probability
417
(respectively, almost surely). almost surely to µ as t → ∞, whenever X 0 = x ∈ S \ S 0 .
425
Note that ϕ-irreducibility condition does not require that the same ϕ is used for all η > 0.
426
Under a stronger irreducibility condition, Schreiber et al. [2011] proves that the distribution of 427 X t converges to µ whenever X 0 ∈ S \ S 0 . step. Under these assumptions, the lottery model is given by
Here S is the probability simplex {x ∈ R Since log-normal distributions have a positive density on (0, ∞), {X t } is ϕ-irreducible on S η 438 with respect to Lebesgue measure for all η > 0. S 0 . Choose a species i such that µ({x ∈ S : x j > 0 iff j = i}) < 1. By Taylor's theorem,
Independence and Jensen's inequality imply 
and α t > β t > γ t > 0 for all t. The frequency-dependent lottery model becomes
For any pair of strategies, say 1 and 2, the dominant strategy, 1 in this case, displaces the 462 subordinate strategy. Indeed, assume
is a decreasing sequence that converges to 0. Hence, the only ergodic, invariant probability 
A straightforward algebraic competition reveals that the conditions for persistence are satisfied 468 if and only if
For small d > 0, a Taylor's approximation similar to Example 4.7 yields the following simpler 470 condition for persistence:
for d > 0 sufficiently small.
472
I conjecture that if the opposite inequality of (18) holds, then persistence does not occur.
473
More generally,
474
Conjecture 5. Assume that C1-C3 hold, (9) is ϕ-irreducible over S \ S η for all η > 0, and as its age, size, physiological condition, or location in space [Caswell, 2001] . A(x, ω) is a non-negative matrix whose entries represent transition probabilities, survivorship 487 likelihoods, and fecundities. Here, the extinction set is S 0 = {0}.
488
When population abundances are low, it seems reasonable to approximate the dynamics of
489
(19) with the linear equation
Under suitable conditions (e.g. A(0, ξ t ) are primitive, and E(|ln A(0, ξ 1 ) |) < ∞), the work of
The quantity γ is known as the dominant Lyapunov exponent and is also known as the stochastic 495 growth rate in theoretical ecology [Tuljapurkar, 1990 , Caswell, 2001 . For the linearized model, if γ > 0, the population grows exponentially and persists. Alternatively, if γ < 0, the population 497 is driven to extinction.
498
To contend with the nonlinearities in structured population models, Hardin et al. [1988] 
continuous differentiable for all ω ∈ S, x ∈ R k + , and
for all ω and x. Moreover, for each i there exists some j and l such that this inequality 511 is strict for all ω and x. ensures that (19) is a random, monotone dynamical system [Chueshov, 2002] . When γ is positive for the linearization, stochastic persistence is expected as the following 528 theorem shows.
529
Theorem 5.2. Assume D1-D4 and the assumptions of Theorem 2.1 hold (i.e. the system is 530 bounded). If γ > 0, then there exists an invariant probability measure µ such that µ(S 0 ) = 0, 531 the distribution of X t converges to µ whenever X 0 = x ∈ S \ S 0 . Moreover, with probability one,
532
Π t converges toward µ whenever X 0 = x ∈ S \ S 0 .
533
The monotonicity assumptions D3-D4 are definitely not necessary for persistence (see, e.g.,
534
Benaïm produced by a flowering plant in year t where
be the probability that a plant survives to the next year. Then the plant dynamics are given by
Let ξ 1 , ξ 2 , . . . be a sequence of independent random variables that are Gamma distributed i.e.
550
having the probability density function
where the scale parameter is θ > 0, the shape parameter is k > 0 and Γ(k) = ∞ 0 t k−1 e −t dt. The 552 mean and variance of ξ 1 are given by kθ and kθ 2 . Roerdink [1987] found an explicit formula for 553 the dominant Lyapunov exponent. For 0 < p < 1, the dominant Lyapunov exponent is given by First and foremost, one can ask "Is there a general theorem unifying all the particular cases of 566 the persistence results?" For dissipative deterministic models, there are two characterizations of uniform persistence. The average Lyapunov characterization due to Hutson [1984 Hutson [ , 1988 Similar extensions have yet to be made for multispecies models or non-monotonic structured 586 models.
587
In order to apply the methods reviewed here, there is a desperate need for general methods
588
to estimate the mean per-capita growth rates λ i (µ) and the dominant Lyapunov exponent γ.
589
One approach is to consider "small noise approximations" of these quantities when distribution 590 of ξ t is close to a Dirac measure. For structured population models where A(0, ξ t ) = A + 591 εB t for a fixed non-negative matrix A and a sequence of random matrices B t with mean 0, Alternatively, for models of competing species, Chesson developed methods for estimating λ i (µ)
597
when the deterministic dynamics converge to an equilibrium and the small noise generates 598 small demographic fluctuations around this equilibrium [Chesson, 1988 [Chesson, , 1994 [Chesson, , 2000 . Extending 599 these methods to arbitrary species interactions and random perturbations from non-equilibrium 600 dynamics, however, is an important remaining challenge.
601
In conclusion, this review highlights the progress, challenges, and opportunities in using sto-602 chastic difference equations to understand the conditions necessary for population persistence.
603
The speed at which this review becomes hopelessly outdated may be the best measurement of 604 its success. J.J. Kuang and P. Chesson. Predation-competition interactions for seasonally recruiting species.
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