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STABILIZABILITY IN OPTIMAL CONTROL
ANNA CHIARA LAI AND MONICA MOTTA
Abstract. We extend the concepts of sampling and Euler solutions for control
systems associated to discontinuous feedbacks presented in [13], [14] by considering
also the corresponding costs. In particular, we introduce the notions of Sample and
Euler stabilizability to a closed target set C with W -regulated cost, which roughly
means that we require the existence of a stabilizing feedback such that all the
corresponding sampling and Euler solutions have finite costs, bounded above by a
continuous, state-dependent function W , divided by some positive constant p0. We
prove that the existence of a special semiconcave Control Lyapunov Function W ,
called p0-Minimum Restraint function, p0-MRF, implies Sample and Euler stabi-
lizability to C with W -regulated cost, so extending [24], where the existence of a
p0-MRF was only shown to yield global asymptotic controllability to C with W -
regulated cost. Furthermore, we prove that when dynamics and cost are Lipschitz
continuous in the state variable, the semiconcavity of the p0-MRF can be replaced
by Lipschitz continuity.
1. Introduction
Given a closed set C ⊂ IRn with compact boundary, the target, we will consider
the solutions to the nonlinear control system
(1) x˙ = f(x, u), x(0) = z ∈ IRn \C
verifying, for some Tx ≤ +∞,
(2) (x(t), u(t)) ∈ (IRn \C)× U a.e. t ∈ [0, Tx), lim
t→T−x
d(x(t)) = 0,
and the associated cost
(3)
∫ Tx
0
l(x(τ), u(τ)) dτ (≤ +∞), l ≥ 0.
The control set U ⊆ IRm is closed, not necessarily bounded, admissible controls u
belong to L∞loc([0, Tx), U) and d(x) denotes the usual Euclidean distance of the point
x from C. The regularity properties of f and l will be specified later: in particular,
we will assume f and l continuous but possibly non-Lipschitz, so that, given a control
u, the Cauchy problem (1) might have multiple solutions with finite or infinite exit
time Tx from IR
n \C.
In [24], it was introduced the notion of a particular kind of Control Lyapunov
Function, called p0-Minimum Restraint Function, p0-MRF, (p0 ≥ 0) for a compact
control set U , further extended to unbounded controls in [19]. The existence of a
p0-MRF W , besides implying global asymptotic controllability, GAC, to C, when
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p0 > 0 was shown to provide the existence of a trajectory-control pair (x, u) steering
asymptotically z to C and verifying the upper estimate
(4)
∫ Tx
0
l(x(τ), u(τ)) dτ ≤
W (z)
p0
∀z ∈ IRn \C.
In this paper we address an important question left by [24], [19] as an open
problem and, assuming the existence of a p0-MRFW with p0 > 0, we provide a closed-
loop control strategy to achieve in the meantime global asymptotic stabilization,
GAS, to C in the sample-and-hold sense and in the Euler sense and suitably defined
corresponding costs not greater than W (z)/p0, for every initial point z. We use a
locally bounded, possibly discontinuous feedback K : IRn \ C → U ; the absence
of continuous feedback stabilizers is a classical matter in nonlinear control systems
[5, 32].
Precisely, for any (x, p0, p) ∈ (IR
n \ C) × [0,+∞) × IRn, let us introduce the
Hamiltonian
(5) H(x, p0, p) := inf
u∈U
{〈p , f(x, u)〉+ p0 l(x, u)}
and let us recall the notion of p0-MRF
1 (see Subsection 1.1).
Definition 1.1 (p0-Minimum Restraint Function). Let W : IR
n \C → [0,+∞) be
a continuous function, and let us assume that W is locally semiconcave, positive
definite, and proper on IRn \C. We say that W is a p0-Minimum Restraint Function
– in short, p0-MRF – for some p0 ≥ 0 for (f, l,C) if there exists some continuous,
strictly increasing function γ : (0,+∞) → (0,+∞) verifying the following decrease
condition:
(6) H(x, p0,D
∗W (x)) ≤ −γ(W (x)) ∀x ∈ IRn \C 2.
Let us point out that condition (6) is not a mere application of the usual
Lyapunov-type condition to the extended dynamics obtained by adding the equation
x˙0 = l(x, u), with the extended target [0,+∞) ×C. Actually, the known conditions
on the existence of a Control Lyapunov Function to characterize GAC would provide
no information on the value of the cost (3) 3. In particular, the estimate (4) is not
an immediate consequence of (6), in that the first order PDE, H(x, p0,DW (x)) = 0,
does not verify any comparison principle and displays in general multiple solutions
(unless l(x, u) 6= 0 for all (x, u), as, for instance, in the minimal time problem, where
l = 1). Moreover, the extension of well known relations between the existence of a
Control Lyapunov Function, GAC and GAS of (1) to the set C ( [33, 14, 13, 15, 16])
to analogous relations between the existence of a p0-MRF, GAC and GAS of (1) to
C with W -regulated cost, is not trivial at all.
We first endow the usual notions of sampling and Euler solution to (1) associated
to a discontinuous feedbackK with the cost (3) and introduce the definitions of sample
and Euler stabilizability of (1) to C with W -regulated cost (see Definitions 2.3–2.6).
Then, in Section 3, under the following assumption:
(H0) The sets U ⊂ IRm, C ⊂ IRn are closed and the boundary ∂C is compact.
f : (Rn \C)× U → IRn, l : (Rn \C)× U → [0,+∞) are continuous functions which
1The notion of p0-MRF considered in [24], [19] is actually slightly more general, see Subsection
4.3.
2This means that H(x, p0, p) ≤ −γ(W (x)) for every p ∈ D
∗W (x).
3Notice also that W˜ (z0, z) = p0 z0 +W (z), namely the function one differentiates in the extended
space, is not proper.
3are bounded on any compact neighborhood of C uniformly w.r.t. U and uniformly
continuous on K× U for every compact subset K ⊂ IRn \C,
we prove our main result:
Theorem 1.1. Assume hypothesis (H0) and let W be a p0-MRF with p0 > 0 for
(f, l,C). Then there exists a locally bounded feedback K : IRn \C → U that sample
and Euler stabilizes system (1) to C with W -regulated cost.
Furthermore we investigate the notion of p0-MRF and, in certain situations,
identify more verifiable conditions guaranteeing the sample and Euler stabilizability
of (1) to C with W -regulated cost. In particular, we first show that the decrease con-
dition (6), in which the rate γ ◦W depends on the p0-MRF itself, can be equivalently
formulated using a suitable continuous rate, independent of W (see Proposition 4.1).
Then, assuming f and l locally Lipschitz in x (uniformly w.r.t. u ∈ U) up to the
boundary of C, we show that the claim of Theorem 1.1 still holds if the p0-MRF W is
merely locally Lipschitz continuous up to ∂C, possibly not semiconcave (see Theorem
4.1 and Corollary 4.1).
When U is bounded, if f and l are continuous on IRn × U , then they satisfy
hypothesis (H0). For U unbounded, (H0) includes, for instance, the class of control
problems in which the input appears inside a saturation nonlinearity, such as
f(x, u) = f0(x) +
m∑
i=1
fi(x)σi(u), l(x, u) = l0(x) + l1(x)|σ0(u)|,
where l0, l1, f0, f1, . . . , fm ∈ C(IR
n) and σ0, . . . , σm are bounded, uniformly continu-
ous maps on U . The stabilizability of control systems with saturation plays a relevant
role both in the literature and in the applications (see e.g.[2], [8], [9], [20], [36]).
Introducing the value function
V (x) := inf
(x,u)
∫ Tx
0
l(x(τ), u(τ)) dτ,
our result provides a state dependent upper bound for V , which implies the continu-
ity of the value function on the targets boundary. On the one hand, this continuity
property is crucial to establish comparison, uniqueness, and robustness properties
for the associated HamiltonJacobiBellman equation [23, 25, 26] and to study associ-
ated asymptotic and ergodic problems [27]. As it is well known, when the set where
l(x, a) = 0 is non empty, this equation displays in general multiple solutions, even
among the continuous, nonnegative functions. From this PDE point of view, investi-
gations on this kind of value functions have been pursued in several papers; a likely
incomplete bibliography, also containing applications (for instance, the Fu¨ller and
shape-from-shading problems), includes [17, 21, 6, 34] and the references therein. On
the other hand, our approach could be useful to yield approximated optimal closed-
loop strategies, when there exists a sequence of p0-MRF approaching V [26], or at
least “safe” performances, keeping the cost under the value W .
Finally, let us mention that the extension of the research begun here to the case
of impulsive optimal control problems will be the subject of a work in preparation.
The paper is organized as follows. In the remaining part of the Introduction we
provide some preliminary definitions and notation. In Section 2 we state precisely the
definition of sample and Euler stabilizability of (1) to C with W -regulated cost. Section
3 is devoted to prove Theorem 1.1 and in Section 4 we introduce some weaker sufficient
conditions for the sample and Euler stabilizability of (1) to C with W -regulated cost,
proved in the Appendix. We conclude with an example on the stabilizability with
W -regulated cost of the non-holonomic integrator control system (see Section 5).
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1.1. Notation and preliminaries. For every r ≥ 0 and Ω ⊂ IRN , we set Br(Ω) :=
{x ∈ IRN | d(x,Ω) ≤ r}, where d is the usual Euclidean distance. When Ω = {x0}
for some x0 ∈ IR
N , we also make use of the notation B(x0, r) := Br({x0}). For any
F : Ω→ IRM we call modulus (of continuity) of F any increasing, continuous function
ω : R+ → R+ such that ω(0) = 0, ω(r) > 0 for every r > 0 and |F (x1) − F (x2)| ≤
ω(|x1−x2|) for all x1, x2 ∈ Ω. As customary, we use the symbol KL to denote the set
of all continuous functions β : [0,+∞)× [0,+∞)→ [0,+∞) such that: (1) β(0, t) = 0
and β(·, t) is strictly increasing and unbounded for each t ≥ 0; (2) β(r, ·) is decreasing
for each r ≥ 0; (3) β(r, t)→ 0 as t→ +∞ for each r ≥ 0.
Let us summarize some basic notions in nonsmooth analysis (see e.g. [7], [12] for
a thorough treatment).
Definition 1.2 (Positive definite and proper functions). A continuous function F :
IRn \C → IR is said positive definite on IRn \ C if F (x) > 0 ∀x ∈ IRn \ C and
F (x) = 0 ∀x ∈ ∂C. The function F is called proper on IRn \ C if the pre-image
F−1(K) of any compact set K ⊂ [0,+∞) is compact.
Definition 1.3. (Semiconcavity). Let Ω ⊂ IRn. A continuous function F : Ω→ IR is
said to be semiconcave on Ω if there exist ρ > 0 such that
F (x) + F (xˆ)− 2F
(
x+ xˆ
2
)
≤ ρ|x− xˆ|2,
for all x, xˆ ∈ Ω such that [x, xˆ] ⊂ Ω. The constant ρ above is called a semiconcavity
constant for F in Ω. F is said to be locally semiconcave on Ω if it semiconcave on
every compact subset of Ω.
We remind that locally semiconcave functions are locally Lipschitz. Actually, they
are twice differentiable almost everywhere.
Definition 1.4. (Limiting gradient). Let Ω ⊂ IRn be an open set, and let F : Ω→ IR
be a locally Lipschitz function. For every x ∈ Ω let us set
D∗F (x) :=
{
w ∈ IRn : w = lim
k
∇F (xk), xk ∈ DIFF (F ) \ {x}, lim
k
xk = x
}
where ∇ denotes the classical gradient operator and DIFF (F ) is the set of differen-
tiability points of F . D∗F (x) is called the set of limiting gradients of F at x.
The set-valued map x  D∗F (x) is upper semicontinuous on Ω, with nonempty,
compact values. Notice that D∗F (x) is not convex. When F is a locally semiconcave
function, D∗F coincides with the limiting subdifferential ∂LF , namely,
D∗F (x) = ∂LF (x) := {lim pi : pi ∈ ∂PF (xi), lim xi = x} ∀x ∈ Ω,
where
∂PF (x) := {p ∈ IR
n : ∃σ, η > 0 s.t. F (x) ≥ F (y)+〈p, y−x〉+σ|y−x|2 ∀y ∈ B(x, η)}
denotes the proximal subdifferential, largely used in the literature on Lyapunov func-
tions. Finally, locally semiconcave functions enjoy the following properties.
Lemma 1.1. Let Ω ⊂ IRn be an open set and let F : Ω→ IR be a locally semiconcave
function. Then for any compact set K ⊂ Ω there exist some positive constants L and
ρ such that, for any x ∈ K 4,
(7)
F (xˆ)− F (x) ≤ 〈p, xˆ− x〉+ ρ|xˆ− x|2,
|p| ≤ L ∀p ∈ D∗F (x),
4The inequality (7) is usually formulated with the proximal superdifferential ∂PF . However, this
does not make a difference here since ∂PF = ∂CF = coD
∗F as soon as F is locally semiconcave.
Hence (7) is true in particular for D∗F .
5for any point xˆ ∈ K such that [x, xˆ] ⊂ K.
2. Asymptotic sample and Euler stabilizability with W -regulated cost
Let us introduce the notions of sampling and Euler solutions with W -regulated
cost. The data f , l, U andC are assumed to verify (H0) throughout the whole section.
Definition 2.1 (Admissible trajectory-control pairs and costs). For every z ∈ IRn\C,
we will say that (x, u) is an admissible trajectory-control pair from z for the control
system
(8) x˙ = f(x, u), x(0) = z
if there exists Tx ≤ +∞ such that u ∈ L
∞
loc([0, Tx), U) and x is a Carathe´odory solution
of (8) in [0, Tx) corresponding to u, verifying
x([0, Tx)) ⊂ IR
n\C, and, if Tx < +∞, lim
t→T−x
d(x(t)) = 0
(notice that such a solution might be not unique). We shall use Af (z) to denote the
family of admissible trajectory-control pairs (x, u) from z for the control system (8).
Moreover, we will call cost associated to (x, u) ∈ Af(z) the function
x0(t) :=
∫ t
0
l(x(τ), u(τ)) dτ ∀t ∈ [0, Tx).
If Tx < +∞, we extend continuously (x
0, x) to [0,+∞), by setting
(x0, x)(t) = lim
t→T−x
(x0, x)(t) ∀t ≥ Tx.
From now on, we will always consider admissible trajectories and associated costs
defined on [0,+∞).
Observe that for any admissible trajectory-control pair defined on [0, Tx), when
Tx < +∞ the above limit exists by (H0). In particular, this follows by the compactness
of ∂C and the boundedness of f and l in any bounded neighborhood of the target.
Preliminarily, let us introduce the notion of global asymptotic controllability
with W -regulated cost, in the same spirit of [24]. As observed in [24], we are actually
considering a slight variation of the standard notion of GAC to C, which would
require C to be weakly invariant with respect to the control dynamics. Since f might
be undefined on C×U , we are interested in the behavior of any admissible trajectory
x just for t ∈ [0, Tx).
Definition 2.2 (Global asymptotic controllability with W -regulated cost). The sys-
tem (8) is globally asymptotically controllable to C – shortly, (8) is GAC to C –
provided there is a function β ∈ KL such that, for each initial state z ∈ IRn \C, there
exists an admissible trajectory-control pair (x, u) ∈ Af (z) that verifies
(9) d(x(t)) ≤ β(d(z), t) ∀t ∈ [0,+∞).
When there exist p0 > 0 and a continuous map W : IR
n \C → [0,+∞) whose
restriction to IRn \C is positive definite and proper, such that∫ Tx
0
l(x(t), u(t)) dτ ≤
W (z)
p0
∀z ∈ IRn \C,
we say that the system (8) is GAC (to C) with W -regulated cost.
A partition of [0,+∞) is a sequence pi = (tj) such that t0 = 0, tj−1 < tj
∀j ≥ 1, and limj→+∞ t
j = +∞. The number diam(pi) := supj≥1(t
j − tj−1) is called
the diameter or the sampling time of the sequence pi.
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A feedback for (8) is defined to be any locally bounded function K : IRn\C→ U .
In particular, we allow discontinuous feedbacks which may be unbounded approaching
the target.
Definition 2.3 (Sampling trajectory and sampling cost). Given a locally bounded
feedback K : IRn \C → U , a partition pi and a z ∈ IRn \C, a pi-sampling trajectory
for (8) is a continuous function x defined by recursively solving
x˙(t) = f(x(t),K(x(tk−1)) t ∈ [tk−1, tk], (x(t) ∈ IR
n \C)
from the initial time ti up to time τi := ti∨ sup{τ ∈ [ti, ti+1] : x is defined on [ti, τ)},
where x(0) = z. In this case, the trajectory x is defined on the right-open interval
from time zero up to time t− := inf{τi : τi < ti+1}. Accordingly, set
(10) u(t) := K(x(tk−1)) ∀t ∈ [tk−1, tk) ∩ [0, t
−), k ≥ 1.
The pair (x, u) will be called a pi-sampling trajectory-control pair of (8) (corresponding
to the feedback K). The sampling cost associated to (x, u) is given by
(11) x0(t) :=
∫ t
0
l(x(τ), u(τ)) dτ t ∈ [0, t−).
Definition 2.4 (Sample stabilizability with W -regulated cost). A feedback K : IRn \
C → U is said to sample-stabilize (8) to C if there is a function β ∈ KL satisfying
the following: for each pair 0 < r < R there exists δ = δ(r,R) > 0, such that, for
every partition pi with diam(pi) ≤ δ and for any initial state z ∈ IRn \ C such that
d(z) ≤ R, any pi-sampling trajectory-control pair (x, u) of (8) belongs to Af (z) and
verifies:
(12) d(x(t)) ≤ max{β(R, t), r} ∀t ∈ [0,+∞).
Such (x, u) are called (r,R)-stable (toC) sampling trajectory-control pairs. If the sys-
tem (8) admits a sample-stabilizing feedback to C, then it is called sample stabilizable
(to C).
When there exist p0 > 0 and a continuous map W : IR
n \C → [0,+∞) whose
restriction to IRn \C is positive definite and proper, such that the sampling cost x0
associated to any (r,R)-stable sampling pair (x, u) verifies
(13) x0(T¯ rx ) =
∫ T¯ rx
0
l(x(τ), u(τ)) dτ ≤
W (z)
p0
where T¯ rx := inf{t > 0 : d(x(τ)) ≤ r ∀τ ≥ t}, we say that the system (8) is sample
stabilizable (to C) with W -regulated cost.
Let us point out that, when d(z) ≤ r, the time T¯ rx may be zero. In this case (13)
imposes no conditions on the cost.
Let us now introduce Euler solutions and the associated costs and a notion of
Euler stabilizability to C with W -regulated cost for (8).
Definition 2.5 (Euler trajectory and Euler cost). Let (pii) be a sequence of partitions
of [0,+∞) such that δi := diam(pii) → 0 as i →∞. For every i, let (xi, ui) ∈ Af (z)
be a pii-sampling trajectory-control pair of (8) and let x
0
i be the corresponding cost. If
there exists a map X : [0,+∞)→ IRn, verifying
xi → X locally uniformly in [0,+∞)(14)
we call X an Euler trajectory of (8).
If moreover there is a map X0 : [0,+∞)→ [0,+∞) verifying
x0i → X
0 locally uniformly in [0,+∞),(15)
we call X0 the Euler cost associated to X.
7Remark 2.1. As Euler trajectories are not, in general, classical solutions to the
control system (8), Euler costs may not coincide with the integral of the lagrangian
along the corresponding Euler trajectories, for some control. Nevertheless, this is true
in special situations, as, for instance, when the function l is continuous, bounded
and does not depend on the control, that is l(x, u) = l˜(x) for all (x, u). Indeed, in
this case if there exists a sequence of sampling trajectories xi → X locally uniformly
in [0,+∞), the dominated convergence theorem implies that the associated costs x0i
converge locally uniformly to the function X0 verifying
X
0(t) =
∫ t
0
l˜(X(τ))dτ for any t ≥ 0.
Indeed, for every t > 0 one has
|x0i (s)− X
0(s)| ≤
∫ s
0
|l˜(xi(τ))− l˜(X(τ))| dτ ≤ tω( sup
τ∈[0,t]
|xi(τ)− X(τ)|) ∀s ∈ [0, t],
when ω denotes a modulus of l˜ on a suitable compact neighborhood of X([0, t]).
Definition 2.6 (Euler stabilizability withW -regulated cost). The system (8) is Euler
stabilizable to C (with the Euler stabilizing feedback K) if there exists a function
β ∈ KL such that for each z ∈ Rn \C, every Euler solution X of (8) verifies
(16) d(X(t)) ≤ β(d(z), t) ∀t ∈ [0,+∞).
When there exist some p0 > 0 and a continuous map W : IR
n \C → [0,+∞) whose
restriction to IRn \ C is positive definite and proper, such that every Euler cost X0
associated to X, verifies
(17) lim
t→T−
X
X
0(t) ≤
W (z)
p0
∀z ∈ Rn \C,
where
TX := inf{τ ∈ (0,+∞] : X([0, τ)) ⊂ IR
n \C, lim
t→τ−
d(X(t)) = 0},
then (8) is said to have a W -regulated cost.
3. Main result
This section is devoted to prove our main result, whose statement is here recalled:
Theorem 1.1. Assume hypothesis (H0) and let W be a p0-MRF with p0 > 0 for
(f, l,C). Then there exists a locally bounded feedback K : IRn \C → U that sample
and Euler stabilizes system (1) to C with W -regulated cost.
We split the proof in two subsections concerning with the sample stabilizability
and the Euler stabilizability, respectively.
Preliminarily, let us observe that for any (x, p0, p) the infimum in the definition of
the Hamiltonian H can be taken over a compact subset of U , in view of the following
result.
Proposition 3.1. Assume (H0) and let W be a p0-MRF with p0 ≥ 0 for (f, l,C).
Then there exists a continuous function N : (0,+∞)→ (0,+∞) such that, setting
HN(r)(x, p0, p) := min
u∈U∩B(0,N(r))
{
〈p, f(x, u)〉+ p0 l(x, u)
}
∀r > 0,
one has
(18) HN(W (x))(x, p0,D
∗W (x)) < −γ(W (x)) ∀x ∈ IRn \C.
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Proof. Fix σ > 0. By [19, Prop. 3.3] we derive that there exists a decreasing, contin-
uous function N : (0, σ]→ (0,+∞) such that, setting
(19) HN(r)(x, p0, p) := min
u∈U∩B(0,N(r))
{
〈p, f(x, u)〉 + p0 l(x, u)
}
for all r ∈ (0, σ], it follows that
(20) HN(W (x))(x, p0,D
∗W (x)) < −γ(W (x))
for every x ∈W−1((0, σ]). It only remains to show that there exists a continuous map
N : [σ,+∞) → (0,+∞) such that extending (19) to r ∈ [σ,+∞) one gets (20) for
every x ∈ W−1([σ,+∞)). Arguing as in the proof of [19, Prop. 3.3], one can obtain
that for any r > σ there is some N(r) ≥ N(σ) such that
HN(r)(x, p0, p) < −γ(W (x)) ∀x ∈W
−1([σ, r]) and p ∈ D∗W (x).
Moreover, for any r2 > r1 ≥ σ, one clearly has N(r2) ≥ N(r1) and, enlarging N if
necessary, one can assume that r 7→ N(r) is increasing and continuous on [σ,+∞).
Therefore for any x ∈ W−1([σ,+∞)) the thesis (20) follows from (19) as soon as
r =W (x). 
Definition 3.1 (W -Feedback). Let W be a p0-MRF with p0 ≥ 0 for (f, l,C) and fix
a selection p(x) ∈ D∗W (x) for any x ∈ IRn \C. Let N be the same as in Proposition
3.1. We call W -feedback for the control system
(21) x˙ = f(x, u)
a map
K : x 7→ K(x) ∈ U ∩B(0, N(W (x))
verifying
(22) 〈p(x), f(x,K(x))〉 + p0 l(x,K(x)) < −γ(W (x))
for every x ∈ IRn \C.
When the dependence of K on W is clear, we will simply call K a feedback.
3.1. Proof of the sample stabilizability with W -regulated cost. The proof
relies on Propositions 3.2, 3.3 and on Lemma 3.1 below.
Proposition 3.2 (Proposition 3.5, [19]). Assume (H0). Let W be a p0-MRF with
p0 ≥ 0 for (f, l,C) and define N and K accordingly to Proposition 3.1 and Definition
3.1, respectively. Moreover, let ε, µˆ, σ verify ε > 0 and 0 < µˆ < σ. Then there
exists some δˆ = δˆ(µˆ, σ) > 0 such that, for every partition pi = (tj) of [0,+∞) with
diam(pi) ≤ δˆ and for each z ∈ IRn \ C satisfying W (z) ∈ (µˆ, σ], any pi-sampling
trajectory-control pair (x, u) of
(23) x˙ = f(x, u), x(0) = z,
associated to the feedback K is defined on [0, tˆ) and enjoys the following properties:
(i) tˆ := T µˆx < +∞, where
(24) T µˆx := inf{t ≥ 0 : W (x(t)) ≤ µˆ};
(ii) for every t ∈ [0, tˆ) and j ≥ 1 such that t ∈ [tj−1, tj),
(25) W (x(t))−W (x(tj−1)) + p0
∫ t
tj−1
l(x(τ), u(τ)) dτ ≤ −
γ(W (x(tj−1)))
ε+ 1
(t− tj−1).
9Proposition 3.2 describes the behavior of any sampling trajectory-control pair
(x, u) with sampling time not greater than δˆ just until its first exit-time tˆ from the
set {x ∈ IRn \C : W (x) > µˆ}. In [19] this was enough to derive global asymptotic
controllability. Global asymptotic stabilizability, instead, requires also that, loosely
speaking, any x is defined in [0,+∞) and stays in the sublevel set {x ∈ IRn \C :
W (x) ≤ µˆ} for every t ≥ t¯, for some t¯ = t¯(µˆ, σ). This is the content of the next
proposition, which can be seen as an extension of [13, Lemma IV.2] to the setting
considered here.
Proposition 3.3. Assume (H0) and let W be a p0-MRF with p0 ≥ 0 for (f, l,C).
Using the same notation of Proposition 3.2, set
(26) δ¯ = δ¯(µˆ, σ) := min
{
δˆ
(
µˆ
4
, 2σ
)
,
µˆ
4Lm
}
,
where L is the Lipschitz constant of W in W−1([µˆ/4, 2σ]) and
(27) m := sup
W−1((0,2σ])×U
|(f, l)|.
Then for every partition pi = (tj) of [0,+∞) with diam(pi) ≤ δ¯ and for each z ∈ IRn\C
satisfying W (z) ∈ (µˆ, σ], any pi-sampling trajectory x of (23) is defined in [0,+∞) 5
and verifies
(28) x(t) ∈W−1([0, µˆ]) ∀t ≥ t¯,
where t¯ := T
µˆ/4
x < +∞.
Proof. Fix a partition pi = (tj) of diameter not greater than δ¯ and an initial datum
z ∈W−1((µˆ, σ]). By Proposition 3.2 with µˆ/4 in place of µˆ, any pi-sampling solution
x is defined at least up to t¯ := T
µˆ/4
x < +∞ and W (x([0, t¯]) ⊂ [µˆ/4,W (z)], W (x(t¯)) =
µˆ/4. Moreover, if n¯ := max{j ∈ IN : tj ≤ t¯}, then we have
(29) x(t) ∈W−1([µˆ/4,W (tn¯−1)]) ⊆W−1([µˆ/4, 3µˆ/4]) ∀t ∈ [tn¯−1, tn¯].
where, to deal with the case n¯ = 0, we set t−1 := t0 = 0. The last inclusion follows
by the definition of δ¯, which implies
W (x(tn¯))−W (x(t¯)) ≤ L|x(tn¯)− x(t¯)| ≤ Lmδ¯ ≤
µˆ
4
,
so that W (x(tn¯)) ≤ µˆ/2 and, arguing similarly, W (x(tn¯−1)) ≤ 3µˆ/4.
We use (29) as base to inductively prove that any pi-sampling solution x of (23) either
is defined on [0,+∞) and verifies (28) in the stronger form
x(t) ∈W−1((0, µˆ]) ∀t ≥ t¯,
or x has finite blow-up time coinciding with the first time Tx such that limt→T−x d(x(t)) =
0: in this case, since |x˙| is bounded by m, x can be continuously extended to [0,+∞)
and this extension verifies (28).
Fix j ≥ n¯ and assume by induction that an arbitrary pi-sampling trajectory
x, eventually extended accordingly to Definition 2.1, is defined up to time tj−1 and
verifies x([0, tj−1]) ⊆W−1([0, µˆ]). We have to show that x is defined on [tj−1, tj] and
verifies
(30) x(t) ∈W−1([0, µˆ]) ∀t ∈ [tj−1, tj ].
If W (x(tj−1)) = 0, x is constant on [tj−1, tj ] and (30) is obviously satisfied. When
0 < W (x(tj−1)) ≤ µˆ, we distinguish the following situations:
5When Tx < +∞, we always mean that x : [0, Tx)→ IR
n \C is extended to [0,+∞) as described
in Def. 2.1.
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Case 1. W (x(tj−1)) ≥ µˆ/2. Then by Proposition 3.2 (choosing in particular
z = x(tj−1) and the partition pij := (t
k+j−1− tj−1)k) we deduce that any pi-sampling
trajectory with value W (x(tj−1)) ≥ µˆ/2 is defined on the whole interval [tj−1, tj]
and verifies 0 ≤ W (x(t)) − W (x(tj)) ≤ Lmδ¯ ≤ µˆ/4 for all t ∈ [tj−1, tj ], so that
x([tj−1, tj ]) ⊂W−1([µˆ/4, µˆ]) and this implies (30).
Case 2.W (x(tj−1)) < µ/2. Any pi-sampling solution x of (23) with this property
can be defined on a maximal interval [tj−1, t˜). Assume first that t˜ > tj , so that x is
defined for all t ∈ [tj−1, tj] and suppose by contradiction
x([tj−1, tj ]) *W−1([0, µˆ]).
Then there exist ti−1 < tj < t¯j ≤ tj such that
W (x(tj)) = µˆ/2, W (x(t¯j)) = µˆ, x([tj, t¯j ]) ⊆W−1([µˆ/2, µˆ]).
This yields the required contradiction, since we have
µˆ/2 =W (x(t¯j))−W (x(tj)) ≤ Lmδ¯ ≤ µˆ/4.
Therefore x verifies (30).
Let us now assume t˜ ≤ tj. By standard properties of the ODEs, the blow-up time t˜
verifies either limt→t˜− |x(t)| = +∞ or t˜ = Tx. Notice that if we had
(31) x([tj−1, t˜)) *W−1([0, µˆ]),
we could find ti−1 < tj < t¯j < t˜ and obtain a contradiction arguing as above. Hence
x([tj−1, t˜)) ⊆W−1([0, µˆ]) and t˜ = Tx necessarily, since the setW
−1([0, µˆ]) is compact.
By the boundedness of f on W−1((0, µˆ])×U this implies that ∃ limt→t˜ x(t) = z¯ ∈ ∂C
and the extension of x to [tj−1, tj ] given by x(t) = z¯ for all t ∈ [t˜, tj ] verifies (30). The
proof is thus concluded. 
Finally, let us relate the level sets of a p0-MRF W with the ones of the distance
function d using the following result.
Lemma 3.1. Let W , W1 : IR
n \C → [0,+∞) be continuous functions, and let us
assume that W and W1 are positive definite, and proper on IR
n\C. Then the functions
g¯, g : (0,+∞)→ (0,+∞) given by
g(r) = g
W,W1
(r) := sup {α > 0 : {z˜ : W (z˜) ≤ α} ⊆ {z : W1(z) ≤ r}} ,
g¯(r) = g¯W,W1(r) := inf {α > 0 : {z˜ : W (z˜) ≤ α} ⊇ {z : W1(z) ≤ r}} ,
are well-defined, increasing and there exist the limits
(32) lim
r→0+
g¯(r) = lim
r→0+
g(r) = 0, lim
r→+∞
g¯(r) = lim
r→+∞
g(r) = +∞.
Moreover, one has
(33) g(W1(x)) ≤W (x) ≤ g¯(W1(x)) ∀x ∈ IR
n \C.
Proof. For every α > 0, let us set Sα := {z˜ : W (z˜) ≤ α} and S
1
α := {z : W1(z) ≤ α}.
By the hypotheses on W and W1 it follows that (Sα)α>0 and (S
1
α)α>0 are strictly
increasing families of compact sets verifying
lim
α→0+
Sα = lim
α→0+
S1α = C, limα→+∞
Sα = lim
α→+∞
S1α = IR
n.
Then for any r > 0 there exist α¯, α¯1 > 0 such that Sα ⊂ S
1
r for all α ≤ α¯ and Sα ⊃ S
1
r
for all α ≥ α¯1, so that g¯(r) and g(r) turn out to be well-defined. Moreover, r 7→ g¯(r),
g(r) are clearly increasing and verify the limits (32). 
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We are now ready to show that, given a p0-MRF W with p0 > 0 for (f, l,C), the
control system (21) is sample stabilizable to C with W -regulated cost. For any pair
r, R > 0 with r < R, let us set
(34)
µˆ(r) := g
W,d
(r) = sup {µ > 0 : {z˜ : W (z˜) ≤ µ} ⊆ Br(C)} ,
σ(R) := g¯W,d(R) = inf {σ > 0 : {z˜ : W (z˜) ≤ σ} ⊇ BR(C)} ,
By Lemma 3.1, if r < d(z˜) ≤ R, then z˜ ∈ W−1((µˆ(r), σ(R)]), the values µˆ(r), σ(R)
are finite and verify 0 < µˆ(r) < σ(R). Then we choose
(35) δ = δ(r,R) := δ¯(µˆ(r), σ(R)),
where δ¯(µˆ, σ) is defined by (26). Fixed ε > 0, for instance, ε = 1, by Propositions 3.2,
3.3 it follows that for every partition pi = (tj) with diam(pi) ≤ δ and for every initial
state z ∈ IRn \C such that d(z) ≤ R, any pi-sampling trajectory-control pair (x, u)
of (21) with x(0) = z has x defined in [0,+∞) and verifies:
(i) t¯ := T
µˆ(r)/4
x < +∞;
(ii) for every t ∈ [0, t¯) and j ≥ 1 such that t ∈ [tj−1, tj),
(36) W (x(t))−W (x(tj−1)) + p0
∫ t
tj−1
l(x(τ), u(τ)) dτ ≤ −
γ(W (x(tj−1)))
2
(t− tj−1);
(iii) for every t ≥ t¯, W (x(t)) ≤ µˆ(r), which implies that d(x(t)) ≤ r.
The time t¯ might be zero when d(z) ≤ r. Of course, condition (ii) is significant only
if t¯ > 0.
Observing that (36) implies
(37) W (x(t))−W (z) ≤ −
γ(W (x(tj−1)))
2
t ∀t ∈ [0, t¯),
the construction of a KL function β such that
(38) d(y(t)) ≤ β(d(z), t) ∀t ∈ [0, t¯)
can be obtained arguing as in [19, p.600], hence we omit it. Together with (iii), this
yields that
d(x(t)) ≤ max{β(d(z), t), r} ∀t ≥ 0.
Moreover, when t¯ > 0 by summing up j from 0 to the last index n˜ such that tn˜ < t¯,
from (ii) it follows that
(39) W (x(t¯))−W (z) + p0
∫ t¯
0
l(x(τ), u(τ)) dτ ≤ −
γ(W (x(tn˜)))
2
t¯.
Hence ∫ t¯
0
l(x(τ), u(τ)) dτ ≤
W (z)
p0
and this concludes the proof since t¯ ≥ T¯ rx , where
(40) T¯ rx := inf{t > 0 : d(x(τ)) ≤ r ∀τ ≥ t}.

Remark 3.1. When d(z) > r, the time T¯ rx , after which any (r,R) stable pi-sampling
trajectory x starting from z remains definitively in Br(C) is uniformly bounded by a
positive constant. Precisely, using the above notations, by the previous proof one can
easily deduce the following upper bound
(41) T¯ rx ≤ t¯ ≤
2(W (z)−W (x(t¯)))
γ(W (x(t¯)))
=
2
(
W (z)− µˆ(r)4
)
γ(µˆ(r)/4)
.
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3.2. Proof of the Euler stabilizability with W -regulated cost. Let us start
with some preliminary results. In the sequel we use all the notations introduced in
the previous subsection.
The following lemma establishes a uniform lower bound for the time needed to
admissible trajectories starting from the same point z and approaching the target, to
reach an ε-neighborhood of the target.
Lemma 3.2. Assume (H0). Given R > 0, let us set
M˜(R) := sup{|f(x, u)| : x ∈ BR(C) \C, u ∈ U}.
Then for any z ∈ IRn \C such that d(z) ≤ R and ε ∈ (0,d(z)), setting
(42) Tε :=
d(z) − ε
M˜ (R)
> 0,
every admissible trajectory-control pair (x, u) ∈ Af (z) such that limt→T−x d(x(t)) = 0
for Tx ≤ +∞, verifies
(43) d(x(t)) ≥ ε ∀t ∈ [0, Tε].
Proof. Given (x, u) ∈ Af (z) as above, let us set T˜
ε
x := inf{t > 0 : d(x(t)) ≤ ε}. If
z¯ε ∈ ∂C verifies
ε = d(x(T˜ εx)) = |x(T˜
ε
x)− z¯
ε|,
and τ¯ := sup{t ≥ 0 : d(x(t)) ≥ d(z)}, one trivially has 0 ≤ τ¯ < T˜ εx and x([τ¯ , T˜
ε
x ]) ⊆
BR(C) \ C. Therefore the uniform bound (43) can be derived by the following in-
equalities
d(z) = d(x(τ¯ )) ≤ |x(τ¯)− z¯ε| ≤ |x(τ¯ )− x(T˜ εx)|+ |x(T˜
ε
x)− z¯
ε| ≤ M˜(R) T˜ εx + ε,
implying that T˜ εx ≥ Tε. 
Next result allows us to determine, given a p0-MRF W , a positive constant R
and a sampling time δ > 0 small enough, the radius r < R such that any pi-sampling
trajectory-control pair for (23) with initial point z verifying d(z) ≤ R and with
diam(pi) = δ is (r,R)-stable.
Lemma 3.3. Assume (H0). Let W be a p0-MRF with p0 ≥ 0 for (f, l,C) and for
any pair r, R > 0 with r < R, let δ = δ(r,R) be defined accordingly to (35). Then,
for every fixed R > 0, δ(·, R) is positive and increasing and
lim
r→0+
δ(r,R) = 0, δ(R) := lim
r→R−
δ(r,R) < +∞.
Proof. By Subsection 3.1, we have that
δ(r,R) = δ¯(µ(r), σ(R)),
where δ¯ is defined as in (26), in Proposition 3.3. Since the map r 7→ µˆ(r) is increasing,
µˆ(r) vanishes as r → 0+ and µˆ(r) is bounded by σ(R) as r → R−, to conclude it
suffices to show that for every σ > 0 the map µˆ 7→ δ¯(µˆ, σ) (a) is increasing in (0, σ),
(b) vanishes in 0 and (c) is bounded as µˆ tends to µˆ(R). Let L(µˆ, σ) be the Lipschitz
constant of W on W−1([µˆ, 2σ]), let m = m(σ) be as in (27) and recall from (26) the
following definition
δ¯(µˆ, σ) = min
{
δˆ
(
µˆ
4
, 2σ
)
,
µˆ
4L(µˆ, σ)m
}
.
We note that µˆ 7→ L(µˆ, σ) is decreasing in (0, σ): this implies at once conditions (b)
and (c) and the fact that, for every σ > 0, the map µˆ 7→ µˆ/4L(µˆ, σ)m is increasing. To
conclude it is left to prove that for every σ > 0 the map µˆ 7→ δˆ(µˆ, σ) is increasing in
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(0, σ). We recall from the proof of Proposition 3.2, which is given in [19, Proposition
3.5], that
δˆ(µˆ, σ) = min
{
δˆ1(µˆ, σ),
µˆ
2LM
}
where L := L(µˆ/4, σ), M =M(µˆ, σ) is the sup-norm of f in W−1([µˆ/4, 2σ])×U and
δˆ1(µˆ, σ) > 0 is implicitly defined by the equation
Lwf (Mδˆ1) + ρM
2δˆ1 + p0wl(Mδˆ1)
γ(µˆ/4)
=
ε
ε+ 1
,
where ε > 0 is fixed, wf is the modulus of continuity of f in W
−1([µˆ/2, 2σ]) × U ,
wl is the modulus of continuity of l in W
−1([µˆ/4, 2σ]) × U and ρ = ρ(µˆ, σ) is the
semiconcavity constant. In particular, W verifies for every x ∈ W−1([µˆ/4, 2σ]) the
semiconcavity inequality
W (xˆ)−W (x) ≤ 〈p, xˆ− x〉+ ρ|xˆ− x|2
for all p ∈ D∗W (x) and for all xˆ such that the segment [xˆ, x] is contained in
W−1([µˆ/4, 2σ]). By remarking that the maps µˆ 7→ ρ(µˆ, σ), γ(µˆ) are increasing, it
is easy to verify (e.g., by contradiction) that also δˆ1 is increasing and this concludes
the proof, since by the previous arguments it easily follows that µˆ 7→ µˆ/2LM is
increasing too.

Owing to Lemma 3.3, given a p0-MRF W and a positive constant R, we can
assume without loss of generality that δ(·, R) defined as above is strictly increasing
and continuous. Therefore for any R > 0 we can define the inverse of the map r 7→
δ(r) := δ(r,R), given by
(44) δ 7→ r(δ) ∀δ ∈ [0, δ(R)],
which is continuous, strictly increasing and such that r(0) = 0 and r(δ(R)) = R. As
an immediate consequence, by the sample stabilizability of (21) with W -regulated
cost we get the following result.
Lemma 3.4. Assume (H0) and let W be a p0-MRF with p0 ≥ 0. Then there exists a
function β ∈ KL such that, for each pair R > 0 and δ ∈ (0, δ(R)), for every partition
pi with diam(pi) = δ and for any initial state z ∈ IRn \ C such that d(z) ≤ R, any
pi-sampling trajectory-control pair (x, u) of (21) is defined in [0,+∞) and verifies:
(45) d(x(t)) ≤ max{β(R, t), r(δ)} ∀t ≥ 0.
Moreover, if p0 > 0,
(46) x0(T¯ r(δ)x ) =
∫ T¯ r(δ)x
0
l(x(τ), u(τ)) dτ ≤
W (z)
p0
,
where T¯
r(δ)
x is as in (40), namely T¯
r(δ)
x := inf{t > 0 : d(x(τ)) ≤ r(δ) ∀τ ≥ t}.
Remark 3.2. When f and l verify hypothesis (H0) and system (21) is sample stabi-
lizable to C with W -regulated cost, there always exist continuous Euler solutions to
(21). Indeed, for any z with 0 < d(z) ≤ R and any sequence (xi, ui) of pii-sampling
trajectory-control pairs of (21) with x(0) = z and δi :=diam(pii) → 0 as i → +∞
and associated costs x0i , it turns out that (x
0
i , xi) is equi-Lipschitz continuous on
[0,+∞) with Lipschitz constant m > 0. Hence the existence of continuous, actually
m-Lipschitz continuous Euler solutions to (21) with m-Lipschitz continuous Euler
costs follows straightforwardly by Ascoli-Arzela´’s Theorem.
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We are now in position to prove that, if we assume (H0) and W is a p0-MRF
with p0 > 0 for (f, l,C), the feedback K Euler-stabilizes the system (21) to C with
W -regulated cost. Given z ∈ IRn \ C, let (X0,X) be an Euler solution of (21) with
initial condition X(0) = z. By definition there exist a sequence of partitions (pii) of
[0,+∞) such that δi := diam(pii) → 0 as i → ∞ and a sequence of pii-sampling
trajectory-control pairs (xi, ui) for (21) with xi(0) = z for each i and associated costs
x0i , satisfying
(47) (x0i , xi)→ (X
0,X) locally uniformly on [0,+∞).
Set R := d(z) and let β, δ(R) and r : [0, δ(R)] → [0, R] be like in Lemma 3.4. Since
δi → 0, we can assume without loss of generality that δi < δ(R) for all i. Hence
Lemma 3.4 implies that, for every i,
(48) d(xi(t)) ≤ max{β(d(z), t), r(δi)} ∀t ≥ 0
and
(49) x0i (t) ≤
W (z)
p0
∀t ∈ [0, T¯ r(δi)xi ].
As i → ∞, we have that δi → 0 and consequently r(δi) → 0. Then by (47) and (48)
we obtain that
(50) d(X(t)) ≤ β(d(z), t) ∀t ≥ 0.
Hence lim
t→+∞
d(X(t)) = 0 and there exists
TX := inf{τ ≥ 0 : lim
t→τ−
d(X(t)) = 0} ≤ +∞.
To conclude the proof it remains only to show that
(51) lim
t→T−
X
X
0(t) ≤
W (z)
p0
,
where the limit is well defined, since X0, pointwise limit of monotone nondecreasing
functions, is monotone nondecreasing. Passing eventually to a subsequence, we set
T¯ := limi T¯
r(δi)
xi . In view of Lemma 3.2, T¯ satisfies
(52) T¯ ≥
d(z)
m
> 0.
Then for any t ∈ [0, T¯ ) one has T¯
r(δi)
xi > t for all i sufficiently large and, taking the
limit as i→∞ in (49), by (47) it follows that
(53) X0(t) ≤
W (z)
p0
∀t ∈ [0, T¯ ).
If T¯ = +∞, this implies directly the thesis (51). If instead T¯ < +∞, the definition of
T¯
r(δi)
xi yields that
d(xi(T¯
r(δi)
xi )) = r(δi).
Moreover, by the locally uniform convergence of xi to X and the m-Lipschitz conti-
nuity of X, we get the following estimate
d(X(T¯ )) ≤ |X(T¯ )− X(T¯
r(δi)
xi )|+ |X(T¯
r(δi)
xi )− xi(T¯
r(δi)
xi )|+ d(xi(T¯
r(δi)
xi ))→ 0 as i→∞,
so that we have in any case
(54) 0 <
d(z)
m
≤ TX ≤ T¯ ,
where the first inequality is again a consequence of the m-Lipschitz continuity of X.
Hence (53) implies the thesis (51). 
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4. On the notion of p0-Minimum Restraint Function
In Subsection 4.1 we obtain an equivalent formulation of the definition of p0-
MRF, which requires a weaker decrease condition than (6). Using this condition, in
Subsection 4.2 we prove that, when the data f and l are locally Lipschitz continuous,
the existence of a locally Lipschitz, not necessarily semiconcave, p0-MRF W , still
guarantees sample and Euler stability of the control system (21) with W -regulated
cost. Subsection 4.3 is devoted to extend these results to the original notion of p0-MRF
introduced in [24].
4.1. An equivalent notion of p0-MRF.
Proposition 4.1. Assume (H0). Then W is a p0-MRF for some p0 ≥ 0 if and only if
there exist a continuous functionW1 : IR
n \C→ [0,+∞), positive definite, and proper
on IRn\C, and a continuous, strictly increasing function γ˜ : (0,+∞)→ (0,+∞) such
that
H(x, p0,D
∗W (x)) ≤ −γ˜(W1(x)) ∀x ∈ IR
n \C.
For instance, one can choose W1 = d, the distance function from the target C.
Proposition 4.1 is a consequence of the following more general result, involving
a locally Lipschitz continuous, not necessarily semiconcave, function W .
Proposition 4.2. Assume (H0) and let p0 ≥ 0. Let Ω ⊆ IR
n \C. Then a continuous
map W : IRn \C→ [0,+∞), locally Lipschitz, positive definite, and proper on IRn\C,
verifies the decrease condition
(55) H(x, p0, ∂PW (x)) ≤ −γ(W (x)) ∀x ∈ Ω
for some continuous, strictly increasing function γ : (0,+∞) → (0,+∞) if and only
if for any continuous function W1 : IR
n \C → [0,+∞), positive definite, and proper
on IRn \C, there exists some continuous, strictly increasing function γ˜ : (0,+∞) →
(0,+∞) such that
(56) H(x, p0, ∂PW (x)) ≤ −γ˜(W1(x)) ∀x ∈ Ω.
Proof. Assume that W verifies the decrease condition (55). Given an arbitrary con-
tinuous map W1, positive definite and proper in IR
n \C, let γ˜ : (0,+∞) → (0,+∞)
be a continuous, strictly increasing approximation from below of the increasing map
r 7→ γ ◦ g
W,W1
(r), where g
W,W1
is defined accordingly to Lemma 3.1. Then by (33),
for any x ∈ IRn \C, one has
W (x) ≥ g
W,W1
(W1(x)) =⇒ γ(W (x)) ≥ γ ◦ gW,W1
(W1(x)) ≥ γ˜(W1(x)),
so that (55) implies (56) for such γ˜.
To prove the converse inequality, it is enough to invert the roles of W and W1.
Precisely, if (56) is verified for some W , W1 and γ˜ as in the statement of the propo-
sition, arguing as above one obtains that W verifies (55) choosing as γ : (0,+∞) →
(0,+∞) any continuous, strictly increasing approximation from below of the increas-
ing map r 7→ γ˜ ◦ g
W1,W
(r). 
Proof of Proposition 4.1. The only non trivial fact in order to derive Proposition 4.1
from Proposition 4.2, is that (55) involves the proximal subdifferential ∂PW (x) at x
instead of the set of limiting gradients D∗W (x) at x, as the decrease condition for
a p0-MRF. However, when W is locally Lipschitz continuous, condition (55) implies
readily the following:
H(x, p0, ∂LW (x)) ≤ −γ(W (x)) ∀x ∈ IR
n \C,
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where ∂LW (x) denotes the limiting subdifferential at x. This concludes the proof,
since a p0-MRF W is locally semiconcave and therefore ∂LW (x) = D
∗W (x) at any
x. 
4.2. Lipschitz continuous p0-MRF. Under the following hypothesis:
(H1) The sets U ⊂ IRm, C ⊂ IRn are closed and the boundary ∂C is compact.
f : (IRn \C) × U → IRn, l : (IRn \C) × U → [0,+∞) are continuous functions such
that for every compact subset K ⊂ IRn \C there exists Mf , Ml, Lf , Ll > 0 such that

|f(x, u)| ≤Mf , l(x, u) ≤Ml ∀(x, u) ∈ K × U,
|f(x1, u)− f(x2, u)| ≤ Lf |x1 − x2|,
|l(x1, u)− l(x2, u)| ≤ Ll|x1 − x2| ∀(x1, u), (x2, u) ∈ K × U,
we get the main result of this section:
Theorem 4.1. Assume (H1) and let p0 ≥ 0. Let W : Rn \C→ [0,+∞) be a locally
Lipschitz continuous map on Rn \C, such that W is positive definite, and proper on
IRn \C, and verifies the decrease condition
H(x, p0, ∂PW (x)) ≤ −γ˜(W1(x)) ∀x ∈ IR
n \C,
for some continuous, strictly increasing function γ˜ : (0,+∞) → (0,+∞) and some
continuous function W1 : IR
n \C→ [0,+∞), positive definite, and proper on IRn \C.
Then there exists a
p0
2
-MRF W¯ for (f, l,C), which also satisfies W¯ (x) ≤ W (x) for
all x ∈ IRn \C.
Theorem 4.1, whose proof is postponed to Appendix A.1, generalizes the result
on the existence of a semiconcave Control Lyapunov Function obtained in [30, sect. 5]
to the present case, where the decrease condition involves also the cost function l and
the target is not the origin, but an arbitrary closed set C with compact boundary.
Let us call a map W as in Theorem 4.1 a Lipschitz continuous p0-MRF for
(f, l,C). As an immediate consequence of Theorems 4.1 and 1.1, we have the following
Corollary 4.1. Assume (H1) and let p0 > 0. Let W : Rn \C → [0,+∞) be a
Lipschitz continuous p0-MRF for (f, l,C). Then there exists a locally bounded feedback
K : IRn \C → U that sample and Euler stabilizes system (1) to C with W -regulated
cost.
4.3. Comparison with the original notion of p0-MRF. Let us call p0-OMRF
the notion of p0-MRF originally introduced in [24], where the decrease condition (6)
was replaced by the following weaker assumption
(57) H(x, p0,D
∗W (x)) < 0 ∀x ∈ IRn \C.
A p0-MRF is obviously also a p0-OMRF, but the converse might be false. By [24] we
have the following result.
Proposition 4.3 (Prop. 3.1, [24]). Assume that W is a p0-OMRF with p0 ≥ 0 for
(f, l,C). Then for every σ > 0 there exists a continuous, increasing map γσ : (0, σ]→
(0,+∞) such that
(58) H(x, p0,D
∗W (x)) < −γσ(W (x)) ∀x ∈W
−1((0, σ]).
Proposition 4.3 clarifies the difference between the two notions: the existence of a
p0-OMRF implies that there exists a rate function γσ, which is in general, not global:
in particular, γσ can become smaller and smaller as σ tends to +∞. Consequently,
also the feedback K can be defined only given a σ > 0, on W−1((0, σ]).
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The proof of Theorem 1.1 can be easily adapted to derive the following result.
Theorem 4.2. Assume that f , l verify hypothesis (H0) and let W be a p0-OMRF
with p0 > 0 for (f, l,C). Then for any σ > 0 there exists a locally bounded feedback
K : W−1((0, σ]) → U that sample and Euler stabilizes system (1) to C with W -
regulated cost for any initial point z ∈W−1((0, σ]).
Remark 4.1. When a p0-OMRF W verifies condition (6) in the following stronger
form
(59) ∀M > 0 : sup
d(x)≥M, p∈D∗W (x)
H(x, p0, p) < 0 ∀x ∈ IR
n \C,
under the assumptions of Proposition 4.3 it is not difficult to prove that there exists
a continuous, strictly increasing function γ : (0,+∞) → (0,+∞) independent of σ,
such that (58) holds for all x ∈ IRn \C (see [24, Remark 3.1]). Hence
a p0-OMRF W verifying (59) is actually a p0-MRF.
As in the case of p0-MRF, when f , l are locally Lipschitz continuous in x, we
can replace the semiconcavity assumption in the definition of a p0-OMRF with local
Lipschitz continuity. Precisely, we obtain what follows.
Theorem 4.3. Assume (H1) and let p0 ≥ 0. Let W : Rn \C→ [0,+∞) be a locally
Lipschitz continuous map on (Rn \C), such that W is positive definite, and proper
on IRn \C, and verifies the decrease condition
(60) H(x, p0, ∂LW (x)) < 0 ∀x ∈ IR
n \C
Then there exists a
p0
2
-OMRF W¯ for (f, l,C) which also satisfies W¯ (x) ≤ W (x) for
all x ∈ IRn \ C. Moreover, if p0 > 0, for any σ > 0 there exists a locally bounded
feedback K : W−1((0, σ]) → U that sample and Euler stabilizes system (1) to C with
W -regulated cost for any initial point z ∈W−1((0, σ]).
Note that the feedback K in the above result is actually a W¯ -feedback: the
second part of the claim relies on Theorem 1.1 and on the inequality W¯ ≤ W . The
proof of the first part of the claim, i.e., the existence of a p0-OMRF given a Lipschitz
continuous W as above verifying (60), is sketched in Appendix A.2.
5. An example: stabilization of the non-holonomic integrator control
system with regulated cost
Let us illustrate the preceding theory through a classical example. Precisely, in
the first part of this section we provide a p0-MRFW1 for the non-holonomic integrator
control system associated to a cost l verifying a suitable growth condition (see (62)
below): in view of Theorem 1.1 this implies the existence of a possibly discontinuous
feedback K that sample and Euler stabilizes the non-holonomic integrator to the
origin with a cost bounded above by W1/p0. Furthermore, for the minimum time
problem, where l ≡ 1 violates assumption (62), we are able to provide a less regular,
Lipschitz continuous but not semiconcave, p0-MRF W2. In this case, the sample and
Euler stabilizability of the control system with W2 regulated cost is guaranteed by
Corollary 4.1. The last part of the example shows us how weakening the requirements
on the p0-MRF (by replacing semiconcavity with Lipschitz continuity) may be crucial
for the effective construction of such map.
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Set U := {u = (u1, u2) ∈ IR
2 : u21 + u
2
2 ≤ 1}, C := {0} ⊂ IR
3 and consider the
non-holonomic integrator control system:
(61)


x˙1 = u1
x˙2 = u2
x˙3 = x1u2 − x2u1, u(t) = (u1, u2)(t) ∈ U,
x(0) = (x1, x2, x3)(0) = z ∈ IR
3 \ {0}.
Given a nonnegative, continuous Lagrangian l(x, u), let us associate to (61) a cost∫ Tx
0
l(x(t), u(t)) dt
(Tx is the exit-time of x from IR
3 \ {0}). Set
f(x, u) := (u1, u2, x1u2 − x2u1) ∀(x, u) ∈ IR
3 × U.
The following map W1, introduced in [22], given by
W1(x) :=
(√
x21 + x
2
2 − |x3|
)2
+ x23 ∀x ∈ IR
3,
is proper, positive definite, locally semiconcave in IR3 \ {0}, and verifies
min
u∈U
〈p, f(x, u)〉 = −
√
V (x) ∀x ∈ IR3 \ {0}, ∀p ∈ D∗W1(x),
where
V (x) :=
(√
x21 + x
2
2 − |x3|
)2
+
(√
x21 + x
2
2 − 2|x3|
)2
(x21 + x
2
2) ∀x ∈ IR
3.
Therefore W1 is a Control Lyapunov Function for the control system (61) and, con-
sequently, any W1-feedback sample and Euler stabilizes (61) to the origin [31]. When
the cost l satisfies, for some positive constant C,
(62) 0 ≤ l(x, u) ≤ C
√
V (x) ∀(x, u) ∈ (IR3 \ {0}) × U,
then W1 is also a p0-MRF for (f, l,C), as soon as 0 < p0 < 1/C. Indeed, for all
x ∈ IR3 \ {0} and for all p ∈ D∗W1(x), one has
H(x, p0, p) = min
u∈U
{〈p, f(x, u)〉 + p0 l(x, u)} ≤
min
u∈U
{〈p, f(x, u)〉} + p0C
√
V (x) = −(1− p0C)
√
V (x).
However, the Control Lyapunov Function W1 cannot be a p0-MRF when
lim
x→0
infu∈U l(x, u)√
V (x)
= +∞.
Since V (x) tends to 0+ as x→ 0, this is the case, for instance, of the minimum time
problem, where l ≡ 1.
A discontinuous feedback that sample and Euler stabilizes (61) and at the mean-
time provides strategies for which the target is reached in finite, W2-regulated time,
can be obtained if we consider the following Control Lyapunov Function W2, intro-
duced in [29]:
W2(x) := max
{√
x21 + x
2
2, |x3| −
√
x21 + x
2
2
}
∀x ∈ IR3.
Let us observe that the map W2 is locally semiconcave only outside the cone x
2
3 =
4(x21+x
2
2), therefore it has not the regularity required for being a p0-MRF. However,
W2 matches the weaker definition of Lipschitz continuous p0-MRF for p0 < 1: it is
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indeed a locally Lipschitz continuous map in IR3, which is positive definite and proper
in IR3 \ {0}, and a direct computation shows that
Hf,1(x, p0, p) = min
u∈U
〈f(x, u), p〉 + p0 = −1 + p0 < 0 ∀x ∈ IR
3 \ {0}, ∀p ∈ ∂PW (x)
(see also [31] and [22]). Since the data f and l ≡ 1 verify assumption (H1), it follows
by Corollary 4.1 that (f, l,C) is sample and Euler stabilizing with W2-regulated cost.
Appendix A.
A.1. Proof of Theorem 4.1. Let W : IRn \C → [0,+∞) be a locally Lipschitz
continuous map, positive definite and proper on IRn \C, and verifying the decrease
condition (55), namely, such that
(63) H(x, p0, ∂PW (x)) ≤ −γ˜(W1(x)) ∀x ∈ IR
n \C
for some increasing, continuous map γ˜ : (0,+∞) → (0,+∞) and some continuous
function W1 : IR
n \C → [0,+∞), W1 positive definite and proper on IR
n \ C. Our
goal is to show that there exists a p02 -MRF W¯ for (f, l,C), such that W¯ ≤W .
The proof is a careful adaptation of the arguments in [30, sect. 5]. For this reason
we explicitly prove just the steps involving the decrease condition, where some changes
are needed because of the presence of the cost l.
Preliminarily, let us recall the notion of inf-convolution for a continuous nonneg-
ative map g : IRN → IR and collect some useful properties (see e.g. [12, Section 1.5,
Thm. 5.1], [3, Section II.4, Lemmas 4.11, 4.12]).
Lemma A.1. For any α > 0, define
gα(x) := inf
y∈IRN
{
g(y) + α|y − x|2
}
∀x ∈ IRN .
Then gα is locally semiconcave in IR
N and
(i) for all x ∈ IRN , there exists y¯ ∈ IRN such that gα(x) = g(y¯) + α|y¯ − x|
2 (the
above infimum is actually a minimum). In particular, if supx∈IRN |g(x)| ≤ M¯ ,
then |y¯ − x| ≤
√
2M¯/α.
(ii) for all x ∈ IRN , 0 ≤ gα(x) ≤ g(x), moreover gα ր g locally uniformly;
(iii) for all x ∈ IRN such that ∂P gα(x) is nonempty, y¯ is unique and the proximal
subgradient ∂P gα(x) is equal to the singleton {2α(x − y¯)}, moreover,
2α(x − y¯) ∈ ∂P g(y¯);
(iv) if Ψ : IR → IR is an increasing, locally semiconcave function, then Ψ ◦ gα is
locally semiconcave;
(v) if g, h : IRN → IR are semiconcave on Ω ⊂ IRN , then the function min{g, h}
is semiconcave on Ω.
Step 1. As it is not restrictive in view of Proposition 4.2, let us assume that
W1 ≡ d. Furthermore, let us build a inf-convolution of the real function γ˜, extended
continuously to IR by setting γ˜(t) = γ˜(0) := lims→0+ γ˜(s) for every t < 0. For any
α > 0, we set
γ˜α(t) := inf
s∈IR
{
γ˜(s) + α|t− s|2
}
∀t ∈ IR.
Without loss of generality, we can suppose γ˜ bounded. Hence, if Mγ˜ := sup
t≥0
γ˜(t), by
Lemma A.1 it follows that γ˜α is locally semiconcave in IR and, moreover:
(i) for all t ∈ IR, there exists t¯ ∈ IR with |t¯ − t| ≤
√
2Mγ˜
α and verifying γ˜α(t) =
γ˜(t¯) + α|t¯− t|2;
(ii) for all t ≥ 0, γ˜(0) ≤ γ˜α(t) ≤ γ˜(t);
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(iii) ˙˜γα(t) = 2α(t − t¯) for a.e. t ≥ 0.
By (i), (ii) it follows that, for every t ≥ 0, γ˜(t¯) = γ˜α(t) − α|t¯ − t|
2 ≤ γ˜(t). Since γ˜ is
increasing, this implies that t¯ ≤ t. Hence by (i) and (iii) we derive that γ˜α is increasing
and Lipschitz continuous, with Lipschitz constant Lα ≤ 4
√
Mγ˜α. Therefore, choosing
e.g. α¯ := 1/16Mγ˜ , the map γ¯(t) : (0,+∞)→ (0,+∞) given by
(64) γ¯(t) := γ˜α¯(t) ∀t > 0
turns out to be a 1-Lipschitz continuous, locally semiconcave, increasing function not
greater than γ˜. By Lemma A.1, (iv), the map
W := γ¯ ◦W1 = γ¯ ◦ d
is locally semiconcave; moreover, it is 1-Lipschitz continuous and positive definite on
IRn \C. As a consequence of these results, the function W verifies
(65) H(x, p0, ∂PW (x)) ≤ −W(x) ∀x ∈ IR
n \C.
Step 2. For any integer n ≥ 1, let us set
Mn := max{W (x) : x ∈ B1(W
−1([0, 11n]))},
mn := min
{
W(x) : x ∈W−1
([
1
2n , 11n
])}
.
By the Lipschitz properties of f , l andW , let us denote Lnf , L
n
l , L
n
W ≥ 1 the Lipschitz
constants of f(·, u), l(·, u) and W , respectively, on the sublevel set W−1([0,Mn]).
Finally, let us set
(66) αn := max
{
8n(LnW )
2 + 1 ,
2LnW (1 + L
n
WL
n
f + p0L
n
l )
mn
+ 1 , 11n
}
.
Let us extendW to IRn by settingW (x) = 0 for all x in the interior ofC. For every αn,
we define by inf-convolution the locally semiconcave function Wαn : IR
n → [0,+∞)
as follows:
(67) Wαn(x) := inf
y∈IRn
{
W (y) + αn|y − x|
2
}
∀x ∈ IRn.
Lemma A.2. ([30, Lemma 5.5]) Let z ∈W−1([0,Mn]). If the infimum in the defini-
tion of Wαn(z) is attained at y¯, then one has that y¯ ∈ W
−1([0,Mn]) and
|y¯ − z| ≤ min
{
1
8nLn
W
, mn2(1+LnWL
n
f+p0L
n
l )
}
; moreover
W (z)−
1
8n
≤Wαn(z) ≤W (z).
Lemma A.3. Let z ∈W−1
([
1
2n , 11n
])
and p ∈ ∂PWαn(z). Then
(68) H(z, p0, p) ≤ −
W(z)
2
Proof. Arguing similarly to the proof of [30, Lemma 5.6], by Lemmas A.2 and A.1,
the infimum in the definition of Wαn(z) is attained at a point y¯ ∈ W
−1 ([0, 11n]),
verifying |y¯ − z| ≤ mn2(1+LnWL
n
f+p0L
n
l )
and such that p ∈ ∂PW (y¯). Therefore, by the
Lipschitz properties of f , l, W and the 1-Lipschitz continuity of W established in
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Step 1, we get
H(z, p0, p) = infu∈U {〈p, f(z, u)〉 + p0l(z, u)} ≤ infu∈U {〈p, f(y¯, u)〉+ p0l(y¯, u)}
+supu∈U (|p||f(z, u)− f(y¯, u)|+ p0|l(z, u) − l(y¯, u)|)
≤ −W(y¯) + LnWL
n
f |z − y¯|+ p0L
n
l |z − y¯| (using (65))
≤ −W(z) + (1 + LnWL
n
f + p0L
n
l )|z − y¯|
≤ −W(z) +
mn
2
≤ −
W(z)
2
.

Step 3. Starting from (Wαn)n≥1, let us construct a locally semiconcave
p0
2
-MRF.
Lemma A.4. ([30, Lemma 5.7]) For each n ≥ 1, there exists an increasing, C∞,
increasing map Ψn : [0,+∞)→: 0,+∞) verifying the following properties.
(i) Ψn(t) = t+
1
8n for any t ∈
[
0, 12n
]
,
(ii) Ψn(t) = t for any t ∈
[
1
n −
1
8n , 10n
]
,
(iii) Ψn(t) ≥ 11n+max{W (x) : Wαn(x) ≤ t} for any t ∈
[
11n − 18n ,+∞
)
,
(iv) Ψ˙n(t) ≥
1
2 for any t ≥ 0.
The function W¯n := Ψn ◦Wαn is locally semiconcave on IR
n by Lemma A.1, (iv).
The required locally semiconcave
p0
2
-MRF W¯ , is given by
W¯ (x) := min
n≥1
W¯n(x) ∀x ∈ IR
n \C.
Precisely, one has what follows.
Lemma A.5. For all integer n ≥ 1 and for all z ∈W−1
([
1
n , 10n
])
, one has W¯ (z) =
min1≤k≤n W¯k(z). Furthermore, if p ∈ ∂P W¯ (z), then
(69) H
(
z,
p0
2
, p
)
≤ −
W(z)
4
.
Proof. For all z ∈W−1
([
1
n , 10n
])
, the proof of the following facts:
(i) W¯ (z) = W¯n0(z) := min1≤k≤n W¯k(z) and
(70) p ∈ ∂P W¯ (z) =⇒ p ∈ ∂P W¯n0(z) = Ψ
′
n0(Wαn0 (z))∂PWαn0 (z));
(ii) W (z) ≤ 11n0,
can be derived easily by [30, Lemma 5.8], hence we omit it. If W (z) < 12n0 , then
Wn0(z) ≤W (z) <
1
2n0
=⇒ W¯n0(z) =Wαn0 (z) +
1
8n0
≥W (z).
Since W¯n(z) = Wαn(z) ≤ W (z), this yields that the minimum is also reached for
n. Thus Lemma A.4 (i) and Lemma A.3 imply the decrease condition (69) for any
p ∈ ∂P W¯ (z). It remains to show that (69) holds for any p ∈ ∂P W¯ (z) also when
z ∈W−1
([
1
2n0
, 11n0
])
. By Lemma A.3,
H (z, p0, p) = inf
u∈U
{〈p, f(z, u)〉 + p0 l(z, u)} ≤ −
W(z)
2
∀p ∈ ∂PWαn0 (z)
and, as a consequence (since p0 ≥ 0 and l ≥ 0),
inf
u∈U
{〈p, f(z, u)〉} < 0 ∀p ∈ ∂PWαn0 (z).
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Thus by Lemma A.4 (iv) and (70), for any p ∈ ∂P W¯ (z) there is some pn0 ∈ ∂PWαn0 (z)
such that p = Ψ′n0(Wαn0 (z)) pn0 and
H
(
z, p02 , p
)
= infu∈U
{
〈p, f(z, u)〉 + p02 l(z, u)
}
= infu∈U
{
Ψ′n0(Wαn0 (z))〈pn0 , f(z, u)〉 +
p0
2 l(z, u)
}
≤
1
2
H (z, p0, p) ≤ −
W(z)
4
.

This last lemma shows that the minimum in the definition of W¯ (x) is always
attained for x ∈ IRn \ C. Therefore, the function W¯ is locally semiconcave outside
the target (by Lemma A.1, (v)). On the other hand, W¯ is continuous on IRn \C
because 0 ≤ W¯ ≤ W and satisfies the decrease condition by (69), where, by Step
1, W4 coincides with the composition of the positive, continuous, locally semiconcave
and and increasing function γ¯4 with the distance d. Consequently, by Proposition 4.1
we can conclude that W¯ provides a
p0
2
-MRF, which proves Theorem 4.1. 
A.2. Proof of Theorem 4.3. We briefly sketch how to adapt the arguments of the
proof of Theorem 4.1 to the case of a Lipschitz continuous p0-OMRF, for which only
the existence of a local rate function γσ is ensured.
Let W : Rn \C → [0,+∞) be a locally Lipschitz continuous map, positive
definite and proper on IRn \C and verifying
H(x, p0, ∂LW (x)) < 0 ∀x ∈ IR
n \C.
Our aim is to prove that that there exists a
p0
2
-OMRF W¯ for (f, l,C), which also
satisfies W¯ ≤W .
Step 1. By the Lipschitz continuity of W , the set-valued map x ∂LW (x) has
closed graph with compact values, so that it is upper semicontinuous (see [37, Props.
4.3.3, 4.3.5] and [1, Thm.1 and Cor. 1, pg. 41]). At this point, one can derive that for
any σ > 0 there exists a positive, continuous, strictly increasing map γσ defined in
(0, σ], such that W verifies
(71) H(x, p0,DLW (x)) < −γσ(W (x)) ∀x ∈W
−1((0, σ]),
arguing exactly as in [24, Prop. 3.1]. If γσ denotes an arbitrary continuous and strictly
increasing extension of γσ to (0,+∞), by Proposition 4.2 it follows that for any
continuous function W1 : IR
n \C→ [0,+∞), positive definite and proper on IRn \C,
there exists a continuous, strictly increasing function γ˜σ : (0,+∞) → (0,+∞) such
that W also verifies
(72) H(x, p0, ∂LW (x)) ≤ −γ˜σ(W1(x)) ∀x ∈W
−1((0, σ])
(and vice-versa, if W ,W1 satisfy (72), then (71) holds true for some γσ as above). Let
us choose W1 = d. Similarly to Step 1 of the proof of Theorem 4.1, we can assume
without loss of generality that γ˜σ is 1-Lipschitz continuous, locally semiconcave and
increasing and consider the mapWσ := γ˜σ◦d, which is 1-Lipschitz continuous, positive
definite, and also locally semiconcave in IRn \C, by Lemma A.1, (iv). Therefore, W
verifies, in particular,
(73) H(x, p0, ∂PW (x)) ≤ −Wσ(x) ∀x ∈W
−1((0, σ]).
Step 2. For any integer n ≥ 1, let us set σn := 11n. Hence W verifies
(74) H(x, p0, ∂PW (x)) ≤ −Wσn(x) ∀x ∈W
−1((0, σn]),
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where it is easy to see that (Wσn)n is a decreasing sequence. From now on, the proof
proceeds similarly to Appendix A.1, with the crucial differences that the decrease
rate Wσn in (74) depends on σn and that the condition (74) is satisfied only in
W−1((0, σn]). In particular, these facts imply that, for any n ≥ 1, the inf-convolution
Wαn of W depends on Wσn , since αn is given by
αn := max
{
8n(LnW )
2 + 1 ,
2LnW (1 + L
n
WL
n
f + p0L
n
l )
mn
+ 1 , 11n
}
,
where all the constants are the same as in the proof of Theorem 4.1, so that
mn = min
{
Wσn(x) : x ∈W
−1
([
1
2n
, 11n
])}
.
Lemmas A.2, A.4, dealing with the properties of the approximations of W , hold
unchanged, while Lemmas A.3, A.5 are now replaced by the following results.
Lemma A.6. Let z ∈W−1
([
1
2n , σn
])
and p ∈ ∂PWαn(z). Then
(75) H(z, p0, p) ≤ −
Wσn(z)
2
.
Proof. The only delicate point in order to adapt the proof of Lemma A.3 to the
present setting, is the fact that, given z ∈W−1((0, σn]), one has to apply the decrease
condition in (74) not at z, but at the point y¯ where the minimum in definition (67) of
Wαn(x) is obtained. This can be done, since y¯ belongs to the sublevel setW
−1((0, σn])
too; indeed,
W (y¯) =Wαn(z) − αn|y¯ − z|
2 ≤Wαn(z) ≤W (z) ≤ σn.

Lemma A.7. For all integer n ≥ 1 and for all z ∈ W−1
([
1
n , σn − n
])
, one has
W¯ (z) = W¯n0(z) for some n0 ∈ {1, . . . , n}. Furthermore, if p ∈ ∂P W¯ (z), then
(76) H
(
z,
p0
2
, p
)
≤ −
Wσn(z)
4
.
Proof. Going through the proof of Lemma A.5, the crucial remark is that, whenever
the minimum
W¯ (z) = W¯n0(z) := min
1≤k≤n
W¯n(z)
is obtained for some n0 < n, then W (z) ≤ σn0 . The last inequality implies that, when
W (z) ≥ 12n0 , the point z belongs in fact to the strip W
−1
([
1
2n0
, σn0
])
. Therefore,
arguing as in the proof of Lemma A.5, one can apply Lemma A.6 to derive that
H
(
z,
p0
2
, p
)
≤ −
Wσn0 (z)
4
.
Recalling that the sequence (Wσn) is decreasing, this yields the decrease condition
(76). The proof in the case W (z) < 12n0 , where one can assume n0 = n, can be
obtained again by Lemma A.6 and the arguments of the proof of Lemma A.5. 
The decrease condition (57) follows now by the arbitrariness of n and, conse-
quently, we have that W¯ is a p0/2-OMRF.
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