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1. INTRODUCTION
Many approximation and interpolation questions that have significant
applications may be expressed in terms of constrained optimization prob-
lems in Hilbert function spaces. For example, the Hardy spaces H 2 are of
importance in systems and control and certain identification problems are
w xnaturally solved by optimization 1, 17, 25 . Then again, the study of
inverse 2D Dirichlet]Neumann problems leads naturally to questions of
w xharmonic approximation 4 . A third example is to be found in signal
w xprocessing 10, 17 where the Paley]Wiener spaces are of crucial impor-
tance and again certain sampling problems can be expressed in terms of
Hilbert space optimization.
We consider here a family of bounded extremal problems and of
interpolation problems expressed using two distinct orthogonal decomposi-
tions of some Hilbert space H; we establish existence results as well as a
way of characterizing the solutions using Toeplitz-type operators.
Our primary aim is to provide a suitable Hilbertian framework in order
to unify the formulation of problems of approximation that involve the
restriction of Hardy class functions to subsets of the boundary of their
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domain. These problems have been studied before when H s L2, both in
Ž .the unit disk D or in any conformally equivalent half-plane and on
w xmultiply connected domains, among which is the annulus 1, 3, 8, 15, 16 .
For decomposition into Hardy spaces on D, these bounded extremal
problems, as well as related best extension issues, have been studied in the
p Ž w x. Ž .general L case, 1 F p F ‘ see also 5 ; they generalize classical dual
w xextremal problems 12 .
However, other orthogonal decompositions in terms of Paley]Wiener
spaces of band-limited functions may be studied using this approach.
w xExtrapolation issues that generalize 18 will be handled as well.
More precisely, we suppose that we are given a Hilbert space H that can
be decomposed in two distinct ways into the orthogonal direct sum of
subspaces,
H s H [ H s K [ K , 1Ž .q y q y
and we are interested in the following approximation and interpolation
issues. Given a function in K , we want to approximate it as well asq
possible by the projection on K of an element of H with controlledq q
Ž .norm Section 3 or to extend it to the whole of H by a function in Ky
Ž .such that the resulting extension is as close as possible to H Section 5 .q
We also want to determine whether the given K function is already theq
projection on K of an element of H with or without controlled normq q
Ž .and, in the latter case, to recover this H function Section 4 .q
w xOne important example, motivated by previous work 1, 2, 3, 5, 15, 18 , is
the decomposition
2 2 2 2 2L T s H [ H s L K [ L T _ K , 2Ž . Ž . Ž . Ž .0
where K is a compact subset of T, such that K and T _ K have positive
2Ž .measure, and where by a convenient abuse of notation we identify L K
2Ž .with the subspace of functions in L T that vanish almost everywhere on
2Ž . 2T _ K ; and similarly for L T _ K . The Hardy space H is the subspace of
2Ž .L T functions whose Fourier coefficients of strictly negative indices
2vanish, while its orthogonal complement H consists naturally of those0
2Ž .L T functions whose Fourier coefficients of non-negative indices vanish.
These spaces can be identified with those of functions analytic inside or
2 w xoutside D of bounded L norm on circles; see, for example, 12, 13 for
properties of Hardy spaces. Further, weighted approximation problems on
w xsuch spaces have been treated in 16 ; they fit into this context as well.
Ž .Constrained approximation for the decomposition 2 has wide applica-
tions in robust identification of transfer functions of a class of stable linear
time-invariant causal dynamical systems. Indeed, such a transfer function
is classically available by pointwise measurements on a bandwidth K ; the
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identification issue then consists in finding an approximate H 2 interpolant
w xfor these data on K 1, 3, 5 .
Another example is the decomposition
L2 R s PW V [ PW R _ V s L2 J [ L2 R _ J , 3Ž . Ž . Ž . Ž . Ž . Ž .
where J and V are compact subsets of the real line of positive measure,
Ž . w xand PW V denotes the Paley]Wiener space 17, Chap. 5 , namely, the
2Ž .subspace of L R consisting of all functions f for which the Fourier
ˆtransform f vanishes almost everywhere on the complement of V, that is,
1
i x tˆf t s f x e dx ,Ž . Ž .H2p V
Ž . 2Ž . 2Ž .and PW R _ V is its orthogonal complement in L R , the space of L R
functions whose Fourier transform is supported on R _ V. Again we
2Ž . 2Ž . 2Ž .regard L J and L R _ J as subspaces of L R in the natural way.
This second decomposition is itself useful in signal processing when one
wants to obtain a suitable band-limited approximation to some time-limited
w xsignal 10, 22 .
Yet another relevant example can be constructed by using the following
w xdecomposition, also studied in 8
H2 2 2 2 2L › G s H G [ H G s L K [ L › G _ K , 4Ž . Ž . Ž . Ž . Ž . Ž .
where G is now a complex domain whose boundary › G is the union of a
2Ž .finite number of disjoint rectifiable Jordan curves. Here H G is the
2Ž .closure in L › G of the set of rational functions with poles in C _ G, and
2Ž .HH G is its orthogonal complement; again K is a compact subset of › G
2Ž .such that K and › G _ K have positive measure, and we regard L K as a
2Ž .subspace of L › G .
This can be related to nondestructive control and 2D inverse problems
for the Laplacian. These consist in finding the location of a possible
singularity in a domain from partial boundary measurements of functions
that are harmonic in the domain except at the singularity. This can be
Žwritten as an analytic approximation problem using conjugate harmonic
.functions and the question then arises of finding the suitable domain G of
w xanalyticity 4 .
2. PRELIMINARIES
For E a subspace of a Hilbert space H we write P for the orthogonalE
projection from H onto E. The inner product on H and the associated
² : 5 5norm will be written , and . The operator norm will also be noted
5 5.
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In each of the three examples above, we are interested in approximating
Ž .elements of K by the projections restrictions of elements in H . Weq q
are aided in this by the fact, that we shall demonstrate, that in each case
the conditions of the following lemma hold.
Ž .LEMMA 2.1. Assume that we ha¤e the decomposition 1 . Then the
following conditions are equi¤alent:
Ž .i P H is dense in K ;K q qq
Ž .  4ii K l H s 0 ;q y
Ž .iii P K is dense in H .H y yy
Ž .Proof. Condition i holds if and only if the only vector k g Kq
² :satisfying P h, k s 0 for all h g H is the zero vector.K qq
² : ² : Ž .But P h, k s h, k if k g K , and so condition i is equivalent toK qq
the condition that the only vector k g K orthogonal to all vectors in Hq q
Ž .is the zero vector. This is clearly the same as condition ii .
Ž .The equivalence of condition iii follows by interchanging the roles of
Ž .K and H in ii .q y
PROPOSITION 2.1. The conditions of Lemma 2.1 hold in each of the
Ž . Ž . Ž .decompositions 2 , 3 , and 4 .
Note that in each of the three examples we have given, the projection
P can be naturally thought of as a restriction mapping.Kq
Ž . Ž .Proof. In 2 , condition ii asserts that there is no nonzero function in
2H for which the boundary values are supported on K, a well-known result0
w x Ž .due to Riesz 13, p. 52 , T _ K being of positive measure. Here, point i is
pŽ . pthe p s 2 case of the density in L K of traces on K of H function,
w xwhenever T _ K has positive measure and 1 F p - ‘ 5, prop. 1 .
ˆŽ . Ž .In 3 , the result ii holds because, if f has compact support, then f is
w xthe restriction of an entire function on C 17, p. 205 , and hence cannot
vanish on a nondiscrete set of positive measure unless it is identically zero
w x21, thm 10.18 .
Ž . Ž .In 4 , we may easily obtain i from standard results in approximation
w x w xtheory such as Mergelyan’s theorem 21, p. 264 ; see also 8, thm 4.1 .
w xThe next result, which has its counterpart in 5 , shows that, although
approximations to elements of K by projections of elements of H doq q
exist, they show a behavior that is undesirable from the point of view of
well-posed approximation.
PROPOSITION 2.2. Suppose that the conditions of Lemma 2.1 hold. Let
Ž . 5 5k g K and suppose that h is a sequence in H such that P h y kq n q K nq
5 5“ 0. Then either k s P h for some h g H , or h “ ‘ as n “ ‘.K q nq
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5 5Proof. Suppose that h s f q g , f g K , g g K , and f y k “n n n n q n y n
Ž .0. Then if h has any bounded subsequence, we may without loss ofn
Ž . Ž . Ž .generality relabel it and assume that h and hence f and g aren n n
Ž .bounded. By passing to a further subsequence we may assume that gn
Ž .has a weak limit point g g K . Now h s k q g is the weak limit of h ,y n
and hence it lies in H . But now k s P h, as asserted.q Kq
3. APPROXIMATION PROBLEMS
Ž .Proposition 2.2 motivates the following bounded extremal problem BEP ,
which provides the best approximation to k g K by elements P h, h gq Kq
H subject to a norm constraint on P h. Thus in each example givenq Ky
above we would approximate an L2 function on a set by the restrictions of
functions in Hardy classes or Paley]Wiener classes, subject to constraints
on the complementary set.
Ž .Problem 3.1. Given a decomposition 1 satisfying the conditions of
Lemma 2.1, let M ) 0 and let k g K be such that2 y
5 5S s S k s g g H : P g y k F M / 0. 5Ž . Ž . 4M M 2 q K 2y
Fix k g K , such that k f P S . Then we seek h g S such that1 q 1 K M 0 Mq
5 5 5 5P h y k s inf P g y k : g g S s b , say. 6Ž . 4K 0 1 K 1 Mq q
THEOREM 3.1. Problem 3.1 has a unique solution h , and the constrained0
5 5is saturated, in that P h y k s M.K 0 2y
Proof. The existence of a solution to Problem 3.1 follows by a weak
Ž . 5compactness argument}take a sequence g g S such that P g yn M K nq
5k “ b ; then it has a weak limit point h g S and this is easily seen to1 0 M
be an extremal h for the problem.0
5To see the constraint is saturated, suppose to the contrary that P hK 0y
5y k - M. Then, writing k s k y P h g K , which is necessarily2 1 K 0 qq
Ž Ž ..nonzero, we can use the density hypothesis on P H Lemma 2.1, i toK qq
5 5 5 5find h g H such that k y P h - k , and hence, writing x s P h ,1 q K 1 K 1q q
we have
5 5 5 5k y P h q lh s k y l xŽ .1 K 0 1q
5 5 5 5F l k y x q 1 y l kŽ . Ž .
5 5 5 5- k s k y P h1 K 0q
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Ž .for any l g 0, 1 . Now, for l sufficiently small, we have also that h q lh0 1
g S , which contradicts the extremal property of h . Hence the constraintM 0
is saturated.
To prove uniqueness, assume that g , g g S , with g / g , and1 2 M 1 2
5 5 5 5 Ž .P g y k s P g y k s b , say. Then, g s g q g r2 lies in SK 1 1 K 2 1 1 2 Mq q
and at least one of the following two conditions holds:
Ž .i P g / P g , in which case the strict convexity of the norm inK 1 K 2q q
5 5H implies that P g y k - b , contradicting the optimality of g andK 1 1q
g ;2
Ž . 5 5ii P g / P g , in which case P g y k - M, still from strictK 1 K 2 K 2y y y
convexity, contradicting the property of saturation of the constraint. In
either case we conclude that the solution must be unique.
Finally, observe that both existence and uniqueness would directly follow
Žfrom the observation that S is a closed convex subset of the uniformlyM
.convex Hilbert space H, which ensures that a best approximation projec-
w xtion H “ S is available 7 .M
Ž .The solution to BEP can be given in terms of bounded operators that
are closely related to Toeplitz operators.
Ž .THEOREM 3.2. The solution to BEP is gi¤en by
y1h s I q lT P k q 1 q l k , 7Ž . Ž . Ž .Ž .0 H 1 2q
where T : H “ H is the self-adjoint operator P P , and l ) y1 is aq q H Kq y
5 5constant such that P h y k s M.K 0 2y
² : 5 5 2Note that 0 F Th, h F h for every h g H ; thus, the spectrum ofq
w x w x Ž .y1T is contained in 0, 1 ; see 24, XI, 8, thm 2 . Hence, I q lT is
continuous on H for every l ) y1 andq
1y15 5 x1 F I q lT F , ;l g y1, 0 . 8Ž . Ž .Ž
1 q l
Ž .In 2 , the operator I y T s P P is the Toeplitz operator of symbolH Kq q
Ž w x. Ž .x , the characteristic function of K ; T see 1, 3 , while in 3 , it is aK
band- and time-limiting operator whose spectral properties are discussed
w xin 10, 2.3 .
w xProof. We use a variational proof, as in 1 . Let u g H be in theq
Ž .real tangent space to the set ›S at h , i.e.,M 0
² :Re P h y k , u s 0.K 0 2y
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Then the optimality implies that
² :Re P h y k , u s 0.K 0 1q
Thus
P P h y k s mP P h y k , 9Ž .Ž . Ž .H K 0 1 H K 0 2q q q y
for some m g R, and hence
P k y mP k s P P h y mP P h ,H 1 H 2 H K 0 H K 0q q q q q y
so that
P k y mk s h y Th y mTh .Ž . Ž .H 1 2 0 0 0q
Now
h q lTh s P k q 1 q l k , 10Ž . Ž .Ž .0 0 H 1 2q
where l s ym y 1. Using a first order perturbation argument to express
Ž .the fact that h is a minimum in S for the criterion 6 and recalling that0 M
Ž . Ž .k f P S , so that b ) 0 Proposition 2.2 , we get from 9 that m - 0,1 K Mq
Ž . Ž .ensuring l ) y1. Hence, 10 implies 7 .
4. INTERPOLATION ISSUES
Ž .From the above implicit approximation formula 7 , we can deduce, at
least in some cases, an extrapolation result, closely related to the recovery
w x pformula of Patil 18 in H , that provides a solution to the following
question.
Ž .Problem 4.1. Given a decomposition 1 satisfying the conditions of
Lemma 2.1, and a function k g P H , we seek a function f g H such1 K q 0 qq
that k s P f .1 K 0q
Before solving for Problem 4.1, observe that it raises another issue:
Ž .Problem 4.2. Given a decomposition 1 satisfying the conditions of
Lemma 2.1, characterize those functions k g K that belong to P H .1 q K qq
We now show that the approximants provided by Theorem 3.2 with
k s 0 furnish the following solution to Problem 4.2.2
PROPOSITION 4.1. It holds that k g P H if and only if1 K qq
y1f s I q lT P k 11Ž . Ž .l H 1q
remains bounded as l “ y1.
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Proof. Assume first that f remains bounded. In this case, up tol
extracting a subsequence, it weakly converges to some function f g H asq
Ž . Ž .l “ y1. Thus, 1 q lT f s P k weakly converges to I y T f sl H 1q
P P f which in fact givesH Kq q
² :P f y k , f s 0, ;f g H . 12Ž .K 1 qq
 4Hence P f y k g H l K s 0 , from Lemma 2.1, and k g P H .K 1 y q 1 K qq q
Conversely, if k s P f for some f g H , then1 K qq
y1 y1f s I q lT P P f s I q lT I y T f ,Ž . Ž . Ž .l H Kq q
and
y1f y f s y l q 1 I q lT Tf . 13Ž . Ž . Ž .l
Ž .Thus, it follows from 8 that
5 5 5 5f y f F f , ;l g y1, 0 .Žl
COROLLARY 4.1. A solution f to Problem 4.1 is pro¤ided by the weak0
Ž .limit of the function f defined by 11 :l
² : ² :f , f s lim f , f , ;f g H .0 l q
l“y1
Ž .Proof. It directly follows from Proposition 4.1 and 12 .
w xThe next result generalizes a theorem of Patil 18 as well as providing a
somewhat simpler proof.
THEOREM 4.1. If , in addition to the conditions of Lemma 2.1, the
Ž .  4decomposition 1 is such that K l H s 0 , then the solution f to Problemy q 0
4.1 is unique and
5 5lim f y f s 0,0 l
l“y1
Ž .for f defined by 11 .l
Proof. Assume first that f , f X g H verify k s P f s P f X . Thus,0 0 q 1 K 0 K 0q q
Ž X . X  4P f y f s 0 which implies that f y f g K l H s 0 , by assump-K 0 0 0 0 y qq
tion. This ensures uniqueness. Now, if we let l s y1 q 1ra and S s I y
Ž .T , it is a straightforward consequence of 13 that
y1f y f s y I q a y 1 S Tf .Ž .Ž .l 0 0
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w xIt then follows from the spectral theorem 20, 12.24 that
dm lŽ .125 5f y f s ,Hl 0 2
0 1 q a y 1 lŽ .Ž .
Ž . ² Ž . :if dm l s dE Tf , Tf , E being the spectral decomposition of thel 0 0
Ž .bounded self-adjoint operator S. As a “ ‘, the integrand goes to 0
monotonically, except when l s 0. However, the operator S s P PH Kq q
does not have 0 as an eigenvalue because if Sh s 0 for some h g H ,q q q
 4  4then P h g H l K s 0 , from Lemma 2.1; hence, h g K l H s 0 ,K q y q q y qq w x Ž .by hypothesis. It then follows from 20, 12.29 that E s m 0 s 0, and that0
the above integral goes to 0 as a “ ‘ by the monotone convergence
theorem.
The assumption of Theorem 4.1 is easily seen to be satisfied for the
Ž . Ž . Ž .decompositions 2 , 3 ; that it is also the case for 4 is a consequence of
w x11, thm 10.11 .
Ž .The following corollary, which was already known to be valid in case 2
Ž w x. Ž .see 3, prop. 2 , still holds for more general decompositions 1 .
COROLLARY 4.2. For e¤ery k g K , under the assumptions of Theorem1 q
4.1, we ha¤e
5 5lim k y P f s 0. 14Ž .1 K lql“y1
Ž .Proof. We get from Theorem 4.1 that 14 holds for every k g P H ,1 K qq
5 5a dense subset of K , from Lemma 2.1. Moreover, P f is uniformlyq K lq
bounded for every k g K . Indeed,1 q
y1P f s P P I q lT P kŽ .K l K H H 1q q q q
y1 y1s I q lT I y T P k s I y l q 1 I q lT T P k ,Ž . Ž . Ž . Ž .H 1 H 1q q
Ž .which is bounded by 13 and the proof of Proposition 4.1.
It is also interesting to approach interpolationrextrapolation issues
when a norm constraint is added: given M - ‘ and a function k g K ,1 q
Ž .does k belong to P S take k s 0 ? This is related to Loewner-type1 K M 2q w xinterpolation questions that have been approached in 2, 19, 23 for Hardy
spaces and can be stated as follows in the present framework.
Ž .Problem 4.3. Given a decomposition 1 satisfying the conditions of
Lemma 2.1 and some constant M ) 0, characterize those functions k g1
 5 5 4K that belong to Q s P h g H : h F M .q M K qq
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THEOREM 4.2. It holds that k g Q if and only if1 M
<² : < 5 5k , k F M P k , ;k g K .1 q H q q qq
w xProof. We follow a technique introduced in 23 . The set Q is convexM
Ž .  5 5and balanced. It is closed in fact, weakly compact because h g H : hq
4F M is weakly compact while P is weakly continuous on H . HenceK qq w xthe Hahn]Banach theorem, as stated in 20, 3.7 , for example, ensures that
k g Q if and only if, ;k g K ,1 M q q
<² : < <² : < <² : < <² : <k , k F sup q , k s sup h , k s sup h , P k1 q q q H qq
qgQ hgH hgHM q q
5 5 5 5h FM h FM
5 5s M P k .H qq
5. COMPLETION PROBLEMS
Companion to Problem 3.1 will be the bounded completion problem
Ž .BCP :
Ž .Problem 5.1. Given a decomposition 1 satisfying the conditions of
Lemma 2.1, let k g K and L G 0, and let R be the ball of radius L in2 y L
K , centered at k :y 2
5 5R s R k s k g K : k y k F L . 15 4Ž . Ž .L L 2 y 2
Given k g K , we seek k g R such that1 q 0 L
dist k q k , H s inf dist k q k , H s g , say. 16Ž . Ž . Ž .1 0 q 1 q
kgR L
The bounded completion problem is close in spirit to the bounded ex-
tremal problem: in words, we are given a function in K , and we look for aq
completion in K that meets some norm constraint and such that they
resulting function is as close to H as possible.q
Ž . 2Ž .Concerning example 2 , where an L K function is given together with
a gauge on the complementary subset, we seek an extended definition to
the whole set that meets the gauge and makes the global function as close
w xto an analytic function as possible; see 6 .
LEBLOND AND PARTINGTON510
We recall that
5 5dist x , H s P x , for any x g H , 17Ž . Ž .q Hy
a fact which will be used several times in what follows.
THEOREM 5.1. Let k g K . Then for e¤ery L ) 0 there is a unique1 q
Ž . 5 5solution k g R to problem 5.1 . Moreo¤er, k y k s L, unless k s0 L 0 2 1
5 5P h for some h g H such that P h y k - L. If k / P h for someK q K 2 1 Kq y q
5 5h g H such that P h y k F L, one can characterize k byq K 2 0y
y1k s 1 q l k y lP I q lT P k q 1 q l k , 18Ž . Ž . Ž . Ž .Ž .0 2 K H 1 2y q
where T s P P is the operator defined in Theorem 3.2 and l ) y1 is aH Kq y
5 5constant such that k y k s L.0 2
Proof. The existence follows by a simple weak compactness argument,
as in Theorem 3.1, and we omit it.
The saturation of the constraint holds because P H is dense in H ,K y yy
5 5so that if k y k - L, then we could obtain a contradiction if we could0 2
choose z g K sufficiently small that k q z g R , and such thaty 0 L
5 5 5 5P k q k q z - P k q k ;Ž . Ž .H 1 0 H 1 0y y
this we can indeed do, unless h s k q k is already in H , which means1 0 q
5 5 5 5that k s P h, where P h y k s k y k - L.1 K K 2 0 2q y
The uniqueneess follows again from the strict convexity of the norm, as
˜ Xin Theorem 3.1, since the mean k of two optimal vectors k and k can0 0
only saturate the constraint if k y k s kX y k . The other case to0 2 0 2
consider is the case of nonsaturation, when
k s P k q k s P k q kX ;Ž . Ž .1 K 1 0 K 1 0q q
X ˜Ž . Ž . Ž .but then P k q k s P k q k , since otherwise dist k q k, HK 1 0 K 1 0 1 qy y
- g , which is impossible. Thus k s kX .0 0
Now the key observation is that
² :Re P k q k , u s 0Ž .H 1 0y
for all u in the tangent space at k to the sphere0
5 5S s k g K : k y k s L . 4y 2
w xAs in 6 , this leads us to conclude that there exists m g R such that
P P k q k s m k y k . 19Ž . Ž . Ž .K H 1 0 0 2y y
CONSTRAINED APPROXIMATION 511
Equivalently, writing r s 1 y m, we have
P P k q k s rk q 1 y r k , 20Ž . Ž . Ž .K H 1 0 0 2y q
Ž . Ž .since adding 19 to 20 gives the tautology k s k . Observe that the0 0
perturbation argument already used in the proof of Theorem 3.2 implies
Ž .that m F 0; it is furthermore a direct consequence of 19 that m - 0
unless g s 0 which holds if and only if k s P for some h g H such1 K qq
5 5that P h y k F L. If we now rule out this case, we get that r ) 1.K 2y
Ž .From 19 , we have
TP k q k s rP k q 1 y r P kŽ . Ž .H 1 0 H 0 H 2q q q
s rP k q k q P 1 y r k y rk ,Ž . Ž .Ž .H 0 1 H 2 1q q
Ž .which, together with 20 , gives
y1
rk s r y 1 k q P r I y T P r y 1 k q rk .Ž . Ž . Ž .Ž .0 2 K H 2 1y q
Ž .Taking now l s y1rr ) y1 gives 18 .
We note that the solutions h and k to Problems 3.1 and 5.1 are linked0 0
together by
k s 1 q l k y lP h ,Ž .0 2 K 0y
< <whenever L s l M. In particular, if k s 0, then k in fact belongs to the2 0
subspace P H of K .K q yy
6. CONCLUSION
We have considered a number of approximation and interpolation
problems in a context which unifies several examples of Hilbert function
spaces. They have wide applications, notably to Hardy and Paley]Wiener
spaces.
Other commonly used decompositions can be put in the same frame-
2Ž .  i ku 4nwork, as for example, with H s L T , H s e and K sq ks0 q
 i ku 4N 2e , N F n, or H s jH , for some inner function j, with K as inks0 q "
Ž .2 . Yet another example, mainly of theoretical interest, is given by
2Ž . w x 2Ž .H s L D , H being the Bergman space of the disk 17 , and K s L Kq q
where K ; D is a compact set of positive planar Lebesgue measure with
empty interior and D _ K connected. Further examples can be constructed
from other reproducing kernel Hilbert spaces.
There are other extremal problems for which the above approach is
likely to be of use, such as various questions relating the time- and
w xband-limiting of signals; see, for example, 22 . It would be interesting to
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know whether a similar approach can be taken in some other Banach
function spaces. Some promising possibilities are afforded by decomposing
w xBanach algebras 9, 14 which have found uses in spectral factorization
w xproblems, uniform algebras 12, 13 , and uniformly convex Banach
w xspaces 7 .
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