Abstract-We propose a novel integrated optical network switching architecture. The proposal offers an approach to signaling for the purpose of transport on an all-optical network of optical and nonoptical legacy network traffic. In order to provide effective end-to-end control and efficient transport services, new signaling and control techniques are required. Standard organizations such as Optical Interworking Forum (OIF) and Internet Engineering Task Force have developed interface methods between client and transport networks, as well as signaling processes for resource allocation (Benzamin, 2001 ). We propose a network controller, which implements interfaces for such integration in the intermediate future, as well as provides a feasible path for the long-term objective of all optical networking. Performance and capacity issues for these systems introduce new dimensions to the existing set of networking problems, since optical paths can now be set up in real-time. There are two main contributions in this paper: 1) functional composition of a network controller, which translates legacy signaling to optical connection signaling and path establishment and 2) determining when to issue an optical connection request based on the current network conditions such as link utilization, so that the integrated optical network can operate efficiently. Analytical approximations, as well as simulation results for call blocking performance are also presented.
I. INTRODUCTION
O VER THE LAST decade, technologies related to optical networking, especially the dense wavelength division multiplexing (DWDM), have made significant progress. Many DWDM based systems have been deployed to satisfy the ever increasing Internet traffic demand. However, a large number of legacy networks such as ATM, frame relay, SONET/SDH networks are already in service and should be supported. It is, therefore, critical to efficiently integrate legacy systems with the emerging optical networks.
Today's networks are an increasingly complex interconnection of customer premises equipment, access and switching nodes, and core network components. The customer premises equipment interface, multiplexing, switching, optical routing, and transport are performed separately under the control of hubs and routers, multiplexers, local switches, optical add/drop multiplexers (OADMs), optical cross-connects (OXCs), and high-capacity DWDM. Currently, this complex set of equipment along with the combination of electronic and optical networking architectures results in a nonintegrated and often separate control for the user traffic over the electronic and optical networks. In principle, the interaction among electronics and optical devices for control and routing makes it possible to deliver traffic from premises equipment to the network for end-to-end transport. However, there does not exist an integrated, single point of control between electronic and optical domains.
Another requirement for integrated optical network infrastructure is as a direct result of increase of volume of multimedia services on the Internet. With the high growth of the data traffic and multimedia services, utilization of optical transport has grown at an unprecedented rate. Along with the traffic growth, high-capacity electronic edge devices (possibly with optical interfaces) connect to the all-optical transport networks. These developments have fundamentally changed the way in which transport networks are designed and operated. The emerging new applications and services on the optical transport network, such as "bandwidth on demand" and "bandwidth trading" require that the transport network respond dynamically to mostly unpredictable demands. An important conclusion drawn from the new set of applications and services is that bandwidth of the transport network needs to be dynamically controlled and allocated on a real-time basis.
The above requirements indicate an urgent need for integrated optical networks. In this paper, we study several key components in an integrated optical network: a network controller which for the purpose of traffic transport, provides signaling and interface to the legacy systems, optical cross-connects, and switching equipment, see Fig. 1 . The controller allocates resources for the incoming requests either for the optical path setup and wavelength establishment, or for establishing connections for the requests on the current optical paths; and performs the functions necessary for provisioning of quality-of-service (QoS) and performance guarantees. A major role of the controller, in addition to signaling and control is to monitor the resources in the network in a way that request for a connection over an existing optical path, or a wavelength setup can be optimally allocated while maintaining the performance expectations. The controllers can be managed and operated by the network operators, or the service providers. Impetus to the new switching and signaling method is a new networking paradigm, which calls for the ubiquitous transport of legacy, including optical traffic, and at the same time meet the traffic growth for the Internet and multimedia systems. In this paper, we examine the network controller for the new networking optical paradigm and discuss an integrated end-to-end signaling and control architecture that is independent of the network switching technology. The network controller as proposed in this article is considered as an extension of the existing softswitch product [13] , [18] . Softswitch is one of the outcomes of recent advances in converged network technologies and touted as a vehicle for fabric-independent switching and control. Control plane functionalities can be implemented using standards based protocols in order to provide resource management of the bearer channels though circuit and packet switched networks. Heterogeneous sources' traffic such as timedivision multiplexing (TDM) and Internet protocol (IP) can now be transported over ubiquitous IP networks, realizing the economics and technology advantages of a uniform transport. Signaling from various switching end points (e.g., the STP) are terminated at the softswitch; standards-based signaling between Softswitch and the gateway to the transport network is then used to establish connection signaling and resource allocation between those end points. In the current implementations, Internet protocol device control (IPDC), H.248, among other techniques are used for this purpose. In response to the signaling and control from the end points, the softswitch generates the corresponding signaling stimulus at the gateway interface independent of the heterogeneous end points supported by the network.
Network controller for integrated optical network transport provides a similar control and signaling mechanism for integration and transport of legacy systems with the future generation switching and transmission networks in wireless and wireline environments. It is envisioned that the network controller will implement standards such as optical user network interface (OUNI) for client/transport network interface on the one hand, and the legacy systems' signaling on the other. Furthermore, it encompasses signaling procedures such as generalized multiprotocol label switching (GMPLS),which is touted for optical path provisioning and resource allocation.
In optical networks, optical connections or lightpaths should be setup or released in real-time. This enables service providers to order lightpaths dynamically based on demand and network conditions such as link utilization. This is different from some of the legacy networks such as SONET, where it may take weeks or even months to order an OC3 or OC12 connection. Given that the lightpath provision time is very short, one question the service providers will ask is when to request new lightpaths so that the overall network performance is optimized while the network operational expense is minimized.
In our proposed network controller, there are two main functions:
• integration of the legacy switching and signaling in the optical networks; • dynamic or real-time allocation/request of lightpaths. Among the challenges to meet these requirements are: closer examination of the ways that signaling, switching, and transport systems should be planned, designed, and managed in order to provide integrated signaling and control between end user electronics devices and their optical counterpart. A formidable challenge is the performance issues of the network controller, some of which are addressed in this paper.
The rest of the paper is organized as follows. In Section II, we will describe the network controller in detail. Performance analysis of the network controller is provided in Section III; both transient and static cases are considered, respectively. We conclude the paper in Section IV.
II. NETWORK CONTROLLER
Before components of the network controller are described, a brief review of the current Internet Engineering Task Force (IETF) standardization effort on GMPLS [15] , [16] and OUNI will be given below. As it becomes clear from this discussion, the functionalities of the GMPLS and OUNI can be implemented in our proposed network controller.
GMPLS is being considered as the standardized common control plane, which is an essential part of the open and interoperable optical networks. It will be used to dynamically provision resources and to provide network survivability using protection and restoration techniques in data and transmission networks that consist of elements such as routers, switches, DWDM systems, add-drop multiplexers (ADMs), photonic cross-connects (PXCs), optical cross-connects (OXCs), etc. It extends MPLS to encompass time division (e.g., SDH/SONET, PDH, G.709), wavelength (lambdas), and spatial switching. The main focus of GMPLS is on the control plane of various layers since each of them can use physically diverse data or forwarding planes, and it separates control and the forwarding planes. It also decomposes control plane in two parts 1) the signaling plane consisting of the signaling protocols and 2) the routing plane consisting the routing protocols. GMPLS supports the following five interfaces: 1) packet switch capable (PSC); 2) layer-2 switch capable (L2SC); 3) time-division multiplex capable (TDM); 4) lambda switch capable (LSC); and 5) fiber-switch capable (FSC) interfaces. PSC recognizes packet boundaries and forward data based on the content of the packet header. L2SC recognizes frame/cell boundaries and can forward data based on the content of the frame/cell header. TDM forward data based on the assigned time slot. LSC forward data based on the wavelength on which the data is received. FSC forward data based on a position of the data in the physical space. A circuit can be established only between, or through, interfaces of the same type. Depending on the particular technology being used for each interface, different circuit names can be used, e.g., SDH circuit, optical trail, light path, etc. In the context of GMPLS all these circuits are referenced by a common name: label switched path (LSP). A node can support only one type of interface or a combination of these five interfaces, such as shown in Fig. 3 .
The OUNI standard provides interface to the optical network or an optical sub-network whereby end devices such as IP routers or SONET add/drop multiplexers, can dynamically request bandwidth. In this case, a signaling channel is required between clients and the optical network control plane to support neighbor and service discovery, address registration, reachability, and provisioning. This interface also specifies the way intelligent optical networks interface with client networks to enable services such as bandwidth-on-demand, point-and-click provisioning and optical virtual private networks (OVPN). In UNI 1.0, an implementation agreement approved by OIF, defines the set of services, the signaling protocols used to invoke the services, the mechanisms used to transport signaling messages, and the auto-discovery procedures that aid in signaling. It is scoped to allow an early implementation based on reusing existing signaling protocols and auto-discovery mechanisms, along with the current and newly available technologies and capabilities in vendor equipment. It should be noted that only signaling for service invocation is within the scope of UNI 1.0. Routing, reachability, and address resolution protocols are outside the scope. At this time, the UNI 1.0 specification focuses on SONET/SDH connection services. 
A. Components of the Network Controller
In the new networking paradigm, network controller plays a critical role and may be viewed as an early implementation of a GMPLS and OUNI controller. Its functions, span from signaling interface to the legacy systems, to the optical devices, as well as interface to future end points. Furthermore, the controller is responsible for lightpath/wavelength request/allocation based on the "direct" incoming requests for optical channels (e.g., "dialed" OC-1, OC-3, etc.), or "indirect" requests for connection establishment over an existing optical path.
The functionality of the network controller depends on the model in which optical networks are operating. Currently, there are two models: overlay, and peer-to-peer [14] . In the overlay model, the network controller requests new lightpaths to be setup or released, but is not involved in actual lightpath routing and setup in the optical network. This model hides the details of the underlying optical network from the end users. Edge devices communicate with optical domain elements through OUNI. In the future peer-to-peer networks, the network controller will be used as peers to the transport nodes in the optical network and will be responsible for lightpath setup.
In this paper, we consider the overlay model in more detail. In this case, the network controller does not setup lightpath in the optical networks. Fig. 2 shows a functional block diagram of the network controller. It includes signaling interface unit (SIU), signaling and end-point application (SEPA), optical signaling (OS), network management and provisioning (NMP), system administration (SA), and intercontroller signaling (ICS) modules. Each of these modules couples to the call control (CC), which performs processing and control, such as handling the direct and indirect requests for bandwidth allocation. The internal physical interaction among interconnected modules is over a high-speed media with APIs. Specific function of each module is as follows:
1) Signaling Interface Unit (SIU): Interacts with the external legacy signaling systems and end points such as SS7, H323, and SIP. Requests from legacy systems are received at this element; which are forwarded to the CC, and either result in determining an existing optical path to grant the request, or in the need to establish a new optical path, which accommodates the request. In the former case, based on the requested QoS, a decision is made as to whether accept or deny the call, and if denied, whether another optical path should be tried. The initial screening of the request and determination of availability of existing optical paths and resources is performed in conjunction with the CC module. In the latter case, when there is a need to establish new optical paths in order to accept the connection, intermodule signaling between CC and SEPA commences. In this case, a GMPLS signaling message for optical path setup is initiated through SEPA. Specific functions of SIU with respect to the external systems' interfaces, such as ISUP automatic congestion control (ACC), depends on the implementation of the network controller. For example, some functions may be distributed across both CC and the SIU modules (e.g., ISUP ACC), while others may be exclusively performed at the SIU (e.g., SS7 stimulus/response signal composition and STP interaction). For ISDN end points, the D-channel terminates on the SIU. SIU interacts with the CC for call assignment, congestion, overload, and resource allocation.
2) Network Management and Provisioning (NMP):
Collects network and equipment initiated alarms, and provides command processing platform for provisioning and reconfiguration of the various modules in the network controller. The controller supports generic interfaces, such as SNMP, for network management and interacts with operator and craft terminals and billing systems for collection of call records, and with the intermediate management systems for status, and alarm information. It downloads updates to the various modules in the controller, and interacts with all modules for reporting and data collection. 3) System Administration (SA): Operator interface for administration and maintenance, such as craft interface terminal (CIT) for manual provisioning, and for intervention such as for setting threshold values for CC, call gap parameters, and protection switching are through the SA module. Through a published open interface, system administration is performed remotely from a centralized management system (e.g., Network Operations Center).
4) Signaling and End-Point Applications (SEPA):
This module is home to the electrical and optical transport routing algorithms and resource allocation in conjunction with the OXC controller and routing processors. Elements of GMPLS for optical path set up is located in this module. For example, SEPA contains edge routers' interconnection information, which enables the network controller to either route connections over the existing optical paths, or request establishment of new paths between the edge devices. SEPA sends requests for initiating OUNI messages using the optical signaling module (OS) toward the transport network for optical path set up and reconfiguration for the requests. It also contains configuration information for multidomain optical networks; this module interacts with the external databases and proxies (such as gate-keepers) for translation and for determining network end point addresses, as well as for route determination. In case alarms indicate an optical channel failure, which may require restoration, alternate routing information for the backup optical path or for connection is provided by SEPA to the CC, and with the NMP for record updates. Specific end-user applications, such as intelligent network (IN) and end-user programming interfaces, are also at SEPA.
5) Call Control (CC):
This module is the heart of network controller. It is responsible for signaling, call processing from both the legacy systems and the optical transport network, as well as optical path initiation upon receiving connection requests from SIU. Therefore, this module processes incoming signaling messages for call setup and control, either independently using the existing optical paths for which routing information is stored in the SEPA, or by requesting new optical paths. To achieve the tasks of routing, number translation, and signaling, CC interacts though SEPA with the external databases, proxies, and gatekeepers. CC supports number translation and mapping of call requests onto optical paths. For example, a connection request from the SS7 SIU [e.g., initial address message (IAM)] that requires optical path set up, is first processed at the CC and if it is determined that there is no existing optical paths to accommodate the request, it forward request for new path establishment to the SEPA, and subsequently uses OSI for the OUNI messaging toward the transport network. Preliminary estimates indicate that each controller domain can support a large number of optical equipment. 6) Optical Signaling (OS): It implements OUNI and in order to determine the available resources in the network, it interacts with the OXC, and other optical transport units. It receives requests from CC for new optical path setup, and requests or determines a suitable optical path based on routing constraints and the required QoS in conjunction with SEPA and CC. Alarms and status information from the optical transport are received by the OS and are forwarded to the CC, SEPA, and NMP for restoration signaling, admission control, and QoS monitoring.
7) Intercontroller Signaling (ICS):
For multidomain networks involving multiple network controllers, ICS is used for signaling exchange among the end points and the gateways. A network controller platform consists of multiple modules each for performing signaling, call processing, and others in order to support a variety of protocols, network elements, and element types. The number of modules of each type in a controller platform depends on the required capacity and performance determined by engineering guidelines.
In summary, the independence of signaling and transport which is fundamental to the new Network Controller concept, supports a wide variety of heterogeneous end points and can effectively utilize OUNI, and remain consistent and in agreement with the GMPLS standard. As the functional elements demonstrate, with this network controller communications methods between the OS and external legacy systems remain unchanged. It should be noted that without the Network Controller, the interface between legacy systems and the optical network, such as through the optical cross connects, would require implementation of new interfaces, such as OUNI on the legacy systems. However, using the controller, legacy systems would use their existing protocols (terminated on the network controller), while OUNI is only implemented at the network controller, with appropriate interfaces to the optical transport. Capabilities of the network controller can now be extended to the service providers for integrated optical network transport, in a much broader sense. For example, a call connection from an end point, with a required QoS, can now be mapped to an optical path between Ingress and Egress under control of the service provider, through SEPA and GMPLS signaling exchange using service provider's supported criteria. The controller monitors various optical channels and incorporates the information into the call admission control.
As mentioned before, in the overlay model, the network controller (through the OS module) requests a lightpath from the optical network using the OUNI signaling. The network controller does not know the detailed configuration of the optical network. However, in the peer-to-peer optical networks, the network controller can be configured to become a peer to the optical network nodes and, hence, will be responsible for lightpath setup using GMPLS [15] , [16] . The network controller's SEPA module has the configuration information about the optical network.
III. RESOURCE ALLOCATION USING NETWORK CONTROLLER
The set of performance issues encompassed in the design of the network controller covers issues of QoS of traffic that is carried by the optical wavelength (particularly for the "indirect" requests), availability of the wavelength when requests for an optical channel arrives at the controller (i.e., for the "direct" requests) and performance of the controller itself. Network controller performance and in particular its capacity, overload, and congestion control mechanisms, are outside the scope of this paper. The issue discussed in the following, concerns when to request lightpaths and/or allocation of optical channels in response to requests for bandwidth.
It is assumed that the request message for a given bandwidth upon arrival at the network controller carries information about the amount of bandwidth that is to be requested. This can be determined from implied information in the connection request, or the connection type information that is expected at the time.
In an alternate approach, the traffic on the incoming links to the gateway at the optical network may be monitored and based on the results of monitoring, bandwidth adjustment can take place, e.g., as proposed in [9] .
Network controller handles variety of network trunk types. Among them are: 1) ATM formatted cells on SONET and non-SONET optical links, as well as ATM traffic from DS1, DS3, and higher speed electronic or optical trunks, which terminate at the switch and should be routed through the optical channels; 2) IP packets from routers and Internet edge devices, on optical or electronic trunks; 3) SONET/SDH formatted optical links; 4) DWDM consisting of multiple wavelengths that should be treated as is and not demultiplexed, but may be transported over higher capacity optical links; and 5) TDM trunks (in the form of DSx or tributaries on SONET/SDH), such as from electronic circuit switches, which should be separated at the demultiplexer. In this paper, these five categories are assumed to form the major network trunk types that are to be considered in the context of resource allocation at the network controller. As shown in Fig. 3 , traffic from these trunks are allocated to wavelengths on the optical fiber. For ease of discussion, the case of resource allocation on optical links across a single source-destination node is considered. The general case of a network consisting of several tandem wavelengths will be considered in the future.
Resource allocation by the network controller is studied from two different points of view: transient and static. In the transient case, optical connections or lightpaths can be requested in real-time. While in the static case, it is assumed that all available lightpaths have already been allocated. In both cases, call blocking probabilities are studied.
The reasons we separate the two cases are follows: In future optical networks, optical connections or lightpaths can be setup in real-time using the GMPLS control plane. Since the lightpath provision time is very short, network planning will be different from the process that is currently used in traditional networks. In traditional networks, a connection such as DS3 or OC12 takes weeks or even months to be acquired. Therefore, orders for such connections must be planned several months in advance. One should take advantage of the fast provisioning process of the optical networks and request lightpaths accordingly. That is, there is no need to order lightpaths far ahead of time. The question is when to request new lightpaths so that network performance is optimized while the network operation cost including expenses for lightpaths is minimized? Therefore, in the transient case, we assume that lightpaths are provisioned in real-time until all available lightpaths are utilized. Since lightpaths provisioning time is short and demands for bandwidth are random, one may decide not to request lightpaths too early in order to save cost. In the transient case, we therefore attempt to answer the question: when to request a new lightpath?
When all available lightpaths are already provisioned in the network, i.e., the static case, we are interested in the call blocking performance.
A. Performance Analysis in the Transient Case
In this section, we consider the case shown in Fig. 3 , assuming a single hop. Furthermore, it is assumed that the number of available lightpaths between nodes changes from time to time and is limited by the number of wavelengths supported by each fiber and the total number of fibers between the two nodes. The access node is virtually a multiplexer in which the outgoing link capacity can be dynamically adjusted. Assume that the capacity of the lightpath is OC-192, and that there are N types of traffic or calls. The bandwidth required by each type, either a constant or variable bit rate with known peak and average bit rates, is assumed to be a fraction of the total lightpath capacity. Connection requests arrive at the system randomly and lightpaths can be requested and released in a very short period of time. When a new connection request arrives, if the bandwidth required by the new call is less than the remaining capacity of a lightpath, the call request is accepted, otherwise, the request is blocked. One approach to reduce the blocking probability is to preprovision the lightpath from the optical network. The question is how long in advance to provision a lightpath? When the number of lightpaths reaches its limit, the blocking probability will be analyzed in Section III-B in the static case. In the following, we study three models based on the traffic characteristics.
Model 1: We consider the simplest case first: The bandwidth required for each call is an OC-192, which is the same as the lightpath's total capacity. Initially, it is assumed that a lightpath is preprovisioned. If a call request arrives, the provisioned lightpath is assigned to the incoming call. We assume that it takes seconds to provision a lightpath. That is, after a request for lightpath provisioning is issued, seconds later, the lightpath will be ready to be used for an incoming lightpath request. A lightpath will be released after a connection using the lightpath terminates. To prevent blocking, a new lightpath should be provisioned in advance. Lets assume that a new call is assigned to a preprovisioned lightpath, and that seconds later a request to provision a new lightpath is issued. Here, is a control parameter and is usually fixed. The arrival times of calls are assumed to be Poisson distributed with rate , the mean arrival time being s. The holding time of the calls are exponentially distributed with rate , the mean holding time being s. A call is blocked if it arrives within the time period of . Therefore, the blocking probability, , is given by . For the mean arrival time of h, Fig. 4 plots the connection blocking probability in the transient case versus the time period (in seconds). As shown in Fig. 4 , if the sum of the time to wait and the time to provision the lightpath, , is below 100 s, the call probability is only 0.3%.
Suppose that the penalty cost for a blocked call is and the penalty for not using the provisioned lightpath is , the average penalty cost is, therefore One objective is to minimize the total penalty cost given that the blocking probability is below a given small value. The problem can be formulated as follows:
minimize (1) subject to (2) where is the objective connection blocking probability.
The optimal value of the time interval (when to request to provision a new lightpath) can be easily obtained and is given as follows: if , the optimal value of in (1), and, otherwise, . This indicates that for large , the optimal value of is zero, as expected. If is relatively small, the larger the value of , the smaller the overall penalty, while the constraint in (2) . The capacity of a lightpath is assumed to be OC-192. Initially, it is assumed that a lightpath is already provisioned. When a new call request arrives, the new call is assigned to the provisioned lightpath. In normal operation, every time a new call is accepted, the remaining capacities of the lightpaths are computed. If the largest remaining capacity is less than , a predefined threshold, a new lightpath provisioning request will be issued. Again it will take seconds to setup the lightpath. If the bandwidth required by the new call is less than the remaining capacity of the lightpaths, the new call is accepted and assigned to an existing lightpath; otherwise, the new call is blocked. Note that in order to accept as many calls as possible, we assign the new call to the lightpath whose remaining capacity is the smallest among those whose remaining capacities are greater than the required bandwidth. We assume that a call is entirely allocated on the same lightpath. That is a new call will not be split into "sub" calls. A lightpath is released after all calls on the lightpath terminate. To increase link utilization, the existing calls on a lightpath can be rearranged after some calls depart, in order to open up capacity for new incoming requests. For example, if the remaining capacity on lightpath 1 is OC-12 and there is only one OC-3 call on lightpath 2, one may move the OC-3 to lightpath 1 and release lightpath 2.
The call blocking probability depends on the value of the threshold . For example, if the value of is less than an OC-12, then all the calls which requires an OC-12 or higher will be blocked. The call blocking probability can be derived as follows. Let us assume that the types of calls are arranged in an ascending order in terms of the bandwidth requested. That is, the bandwidth required by type 1, , is the smallest and by type , the largest. Assume that there is a , such that and ; or , when . Then, the call blocking probability, which depends on the value of , is given by (3) Note that some of the lightpaths may not be fully utilized, the bigger the value of , the lower the lightpath utilization is. On the other hand, the bigger the value of , the bigger the value of which implies, from (3), the smaller the blocking probability. Similar numerical results of the call blocking as in Fig. 4 can be obtained for a given value of . Similar optimization problems as in (1) and (2) can also be formulated; can be treated as fixed or as a variable control parameter.
It is possible that, after a lightpath provisioning request is issued but the lightpath is not provisioned yet, a new call request arrives and is accepted into one of the existing lightpaths. In this case, a new lightpath provisioning request will not be issued for the latter as a request is still pending.
Model 3: In model 2, we assumed that the bandwidth required by each connection is a constant. However, this assumption may not be valid in the case with the Internet connections. In this model, we assume that each connection uses a variable bite rate (VBR) with an average bit rate, and peak rare . The burst length corresponding to the peak rate is assumed to be generally distributed, that is the distribution of the burst length is arbitrary. Initially, there is one provisioned lightpath. When a new request arrives, it is accepted. In the normal operation, the remaining capacities of the lightpaths are periodically measured (alternatively, they can be measured at the times when there are new arrivals or departures). Let be the remaining bandwidth measured at time on lightpath . There are several methods regarding how the measured data can be used in the decision process to accept or reject a request. Let be the average BW calculated based on a filtering method. For example, can be determined by: 1) using the bandwidth measured at time , that is or 2) taking the exponential weighted moving average (EWMA) of the measured remaining bandwidth, that is , where is the gain, or 3) sliding window, where , where is the window size. Since the decision whether a call is accepted is based on the value of the remaining bandwidth at the current time, in this paper, for simplicity we use method 1). When a new call of type arrives, if there is at least one lightpath whose remaining capacity is below , , the new call is accepted into the system. If there are more than one such lightpaths (whose remaining capacities are below ), the lightpath with the smallest remaining capacity will be chosen to accommodate the new call. Note that is an admission control parameter, where means that the call is admitted based on its peak rate and means that the call is admitted based on its average rate. To increase the lightpaths efficiency, calls can be shifted from one lightpath to another lightpath. Recall that the remaining capacities of the lightpaths are measured periodically, if the largest remaining capacity is less than (a predefined threshold as in model 2), a new lightpath will be requested. A lightpath is released if all the traffic in the lightpath terminate. The performance of the system depends heavily on the characteristics of the traffic such as peak rate, average rate, mean burst length, etc. Theoretical analysis for this case is difficult, therefore, in the following, we carry out simulation to study the call blocking of the system. For simplicity, in the simulation, we assume that all traffic sources are identical, that is , , and for all . It has been demonstrated in the past that most of the Internet traffic flow durations have a well-known heavy tail property, which can be modeled as a Pareto distribution [17] . Therefore, we assume the call duration to be Pareto distributed. That is, , , . In the period of call duration, the bit rate is assumed to be an ON-OFF process with its peak rate when it is ON, and zero when it is OFF. It is assumed that the "ON" periods are uniformly distributed, while the "OFF" periods are exponentially distributed. The remaining capacities of the lightpaths are measured periodically with periods as indicated by the interval value stated on each figure. In Figs. 5-8 and in Table I , we make the following assumptions, the unit can be seconds, minutes or hours.
• Call arrival: Exponentially distributed with mean of 5 (in Fig. 8 , the mean is 2.5).
• Call holding time: Pareto distributed with average of 1000 (in Figs. 5-8 , and ).
• The bandwidth required during each call follows an ON-OFF process: during the ON period, the bandwidth required by the call is its peak rate, while during the OFF period, the bandwidth required by the call is zero.
• On-period time: Uniformly distributed between 5 and 15.
• Off-period time: Exponentially distributed with mean of 5.
• Four classes of traffics are assumed: the peak rates are OC1, OC3, OC12, and OC48. Total capacity of a lightpath is an OC192.
Simulation Results: Some observations with regards to Figs. 5 and 6. 1) When is small, the blocking probability decreases dramatically with increasing . However, when reaches a certain value , the decline in blocking (as increases) is very small. 2) As expected, the smaller the value of , the smaller the blocking probability since more calls are admitted into the system. 3) The smaller the measurement interval, the smaller the blocking probability as higher total remaining capacity is obtained. But the smaller the measurement interval, the more overhead the system has. In these simulations, the parameter of call arrival interval time is set to 2.5 in Fig. 8 , thus, the total traffic is double the amount in Fig. 7 .
From the simulation results, we observe that the average link utilization depends heavily on the traffic load. The average link utilization decreases as the threshold increases since more lightpaths will be provisioned. The relation between the link utilization and the admission parameter is that the smaller the , the higher the link utilization, as expected since more calls are admitted into the system.
In Table I , we present the blocking probability versus the value of for three different values of in the Pareto distribution while stillkeepingthemeancallholdingtimefixedat1000.FromTableI, we notice that different values result in different blocking probabilities. When compared with , although the mean call holding time remains the same in the two cases, it is expected that the holding time has longer tail and, therefore, it results in higher probability of blocking.
From the above simulation results, we conclude that how to determine the value of depends on performance objective such as call blocking, link utilization, and the traffic characteristics, etc., as expected.
B. Performance Analysis of the Static Case
In this case, we assume that the maximum number of wavelengths carried by the DWDM on each outgoing link is (M), and unlike the transient case, all wavelengths have already been preprovisioned. The numerical results, unless otherwise noted, are obtained through simulation. Among the incoming trunks to be controlled by the network controller, a number of wavelengths are set aside as fixed, and do not vary with time, e.g., the end-end connections that are allocated for a given network configuration and are not subject to time-of-day or other dynamics of traffic change. However, another group of such trunks would require time-of-day adjustment, either based on traffic demand, or network reconfiguration requirements. In the latter case, the number of wavelengths allocated varies and of primary interest in the admission control is the time scale of the requests handled at the controller. The demand from the fixed terminations should be maintained for an indefinite period of time. Demands from the TDM terminations , on the other hand, most likely will vary with the time of day because requests are originated by the telecommunications service providers, and providers of circuit switched services. Generally, service providers reconfigure their networks based on traffic engineering rules that reflect demand shifts in the network during the day and try to minimize call blocking and/or maximize revenue, [10] .
An important traffic type to be considered here is the "dialed wavelength" through the network controller. These require an entire wavelength, or portion thereof. For example, the dial request can be for an OC-1, OC-3, OC-12, or even OC-192. These may require a short or long period of connection; they may be used for backup of a failed optical link (several hours), or for a highspeed connection (e.g., video), typically for few hours. Due to the time scale differences between the time-of-day connection requests and the relatively shorter time scale requests for subrate and full-wavelength requests, the admission control problem at the network controller is unique and can be stated as follows.
Given the number of wavelength requests for the fixed, or for the time-of-day reconfigured channels, as well as for subrate and full-rate dialed wavelengths, what is the optimal call admission control at the network controller?
The solution to this problem can be made either dependent or independent of the economies of the transport. In fact, if a short duration connection request is granted, it is entirely possible that, henceforth, due to the unavailability of larger BW channels, the controller is forced to reject a time-of-day wavelength request that is for longer connection duration and, therefore, will likely lose higher revenue. On the other hand, blocking of short duration calls (given the unpredictability of the connection duration) introduces other performance issues. It is important to note that in addition to the requests for the optical wavelengths (e.g., OC-1, OC-3, OC-12, OC-192, etc.), "connection requests" for calls with much smaller bandwidth than the wavelength channel may also arrive at the controller (referred to as indirect requests in this paper).
Resource Allocation Model:
In order to analyze the performance of network controller, we adopt a model similar to the traditional resource allocation in circuit switched networks, with some modifications. To begin with, we assume that there are total of (M) DWDM wavelength channels on the optical fiber. Each channel is assumed to be at OC-192 rate (about 10 Gb/s), each of which can accommodate 192 OC-1s, 64 OC-3s, 16 OC-12s, or a combination thereof. For example, when an OC-12 is available on an optical link, it is feasible to accommodate at least four OC-3s, or 12 OC-1s on that link.
We also assume that OC-192 channels are set aside (reserved) for fixed network configuration in the reservation pool. These can change over time if necessary in response to wavelength demand, however, its rate of change is assumed to be very small and, thus, infrequent changes to the value of is required. The rate of request for the time-of-day changes for the OC-192 channels is assumed to be for the nonreserved channels. Each request would correspond to a number of OC-192 channels to be allocated for the duration of the network configuration. Furthermore, it is assumed that partial wavelength (e.g., OC-1, OC-3, or OC-12) requests arrive at the controller at the rate , , , respectively, while the rate of requests for full wavelength of OC-192 is . All request arrivals follow a Poisson process (i.e., interarrival times of requests is exponentially distributed), with the specified rates.
The maximum number of wavelengths (i.e., OC-192 channels) available at the controller is , where . Given limited number of wavelengths between the two nodes, a performance measure of interest is the rejection rate (probability of blocking) for BW requests at the controller, and then if possible, to devise an approach to improve those rates. In the following three resource allocation methods: complete sharing, complete partitioning, and partial sharing are discussed and request rejection rates are presented.
• Complete Sharing: In this case, all the channels on the optical cable are shared among the different BWs. There is no reservation/allocation for a particular BW, and no preemption method is adopted. The average for exponentially distributed channel holding times are: 1 h for OC-1, 2 h for OC-3, 2 h for OC-12, and 4 h for OC-192. As this table shows, as the number of wavelengths increases, the probability of request rejection for all channel types decreases. In particular, in the case of (one DWDM channel only), all OC-192 requests are rejected (i.e., probability of OC192 blocking is one in Table I ). Other requests may also be rejected, but with a smaller probability. As expected, the OC-1 requests are rejected at the smallest rate among all others, since at the lowest BW, it is more likely to find available capacity to launch the request. At , virtually all requests are granted (with a small rejection rate for OC-192).
• Complete Partitioning: In this case, a number of wavelength channels are allocated to the various BW requests on a dedicated basis. In the following examples in Table II results of several cases where wavelengths are assumed to be dedicated to the OC-192 channels are shown. The results in this table can be contrasted with the complete sharing case. As observed from these results, when requests for OC-192 arrive at the network controller, the likelihood of the request being accepted is higher in complete partitioning than in the complete sharing. The wavelengths are not shared with the lower rate channels. Request rejection rates in this case can be obtained from the Erlang-B formula, [12] where is the ratio of arrival requests over channel holding rate for the OC-192.
As Table III shows, with the request rejection rate for OC-192 in complete partitioning reduces to 79% from 91% in the complete sharing. Similar improvements are observed for different number of dedicated DWDM channels.
• Partial Sharing: This refers to a combination of partitioning and sharing. A number of wavelengths are kept in a reservation pool say for the OC-192 requests (i.e., no other OC rates can utilize these channels). The remaining wavelengths are assumed shared among all incoming requests. Upon receiving a request for OC-192 at the controller, first the reserved pool of OC-192 is tried. If the request cannot be accommodated at the reserved pool, the controller examines the shared pool. As expected, for the same total number of wavelengths in the DWDM pool, rejection rate for OC-192 requests improves, while the rejection rates of lower rate requests increase. As results in Table IV show, the gain obtained for OC-192 rejection rates through reservation, can be significant. Also, as Table Table IV shows, with partial sharing, as the number of shared wavelengths decline, there is an increase in the rejection rate of the OC-1, OC-3, and OC-12 requests, even so insignificantly.
IV. CONCLUSION
The integrated optical transport, as a new vehicle for signaling, switching, and control on the path to an all optical networking, calls for new techniques that are similar in some ways, and quite different in others, from the current ones, in terms of resource allocation. In this paper, we propose a network controller which, as the main element of integrated optical networks, encompasses intelligent control, and performs signaling across legacy and optical networks. While its implementation remains consistent with the standards for OUNI and GMPLS, the network controller extends control of the transport network and of the individual connections to the service providers and end users. Realization of the network controller accelerates service introduction and network expansion. As a result, service providers will be able to dynamically allocate network resources in response to mostly unpredictable demands. We also address a new problem in optical networks: when to provision new lightpaths based on the current network conditions? Three resource allocation methods are also considered, and their performance compared. The performance models described here are for a single link case. We are currently considering the system performance for multiple link case.
