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Abstract
Measurements of the earth’s environment provide only sparse snapshots of
the state of the system due to their insufficient temporal and spatial den-
sity. In face of these limitations, the measurement configurations need to be
optimized to get a best possible state estimate. One possibility to optimize
the state estimate is provided by targeted observations of sensitive system
states, where measurements are of great value for forecast improvements.
In the recent years, numerical weather prediction adapted singular vector
analysis with respect to initial values as a novel method to identify sensitive
locations. In the present work, this technique was transferred from meteoro-
logical to chemical forecast. Besides initial values, emissions were introduced
as controlling variables. Since time-variant amounts of emissions continu-
ously act on the chemical evolution, targeting observations of emissions is a
challenging task. Alternatively, uncertainties in the amplitude of the diurnal
profile of emissions are analyzed, yielding emission factors as target variables.
Special operators were designed to address specific questions of atmospheric
chemistry, like the VOC- versus NOx-sensitivity of the ozone formation.
The concept of adaptive observations was studied on two levels of complexity:
At first, targeted singular vectors were implemented in a chemistry box model
which only treats chemical reaction kinetics. Due to the absence of spatial
dimensions, the chemistry box model only provides ranking lists of measure-
ment priorities for different compounds. In the second step, singular vector
analysis was implemented in a chemical transport model to additionally de-
termine optimal placements of measurements. Both models have been tested
and evaluated by conducting a comprehensive set of case studies. Particular
questions of specific interest for the chemical system were examined, where
the newly designed operators were applied. Results show large differences in
sensitivities of different compounds. Consequently, an optimal measurement
configuration benefits from omitting measurements of compounds of low sen-
sitivity. It is demonstrated how targeted observations of chemical compounds
depend on the considered simulation interval, meteorological conditions, and
the underlying chemical composition. Accomplished studies clearly identify
strong differences between meteorological and chemical target areas. These
differences reveal the importance of the chemical composition and emphasize
the significance of chemical singular vectors for effective campaign planing.
Kurzzusammenfassung
Umweltbeobachtungen liefern aufgrund unzureichender zeitlicher und ra¨um-
licher Auflo¨sung nur unvollsta¨ndige Beschreibungen der Erdatmospha¨re und
ihrer Komponenten. Um trotz dieser Einschra¨nkungen eine bestmo¨gliche Zu-
standsabscha¨tzung zu erhalten, ist eine Optimierung der Messkonfiguration
erforderlich. Eine Mo¨glichkeit der Optimierung liefern gezielte Beobachtun-
gen von sensitiven Systemzusta¨nden.
In der numerischen Wettervorhersage ist die Singula¨rwertanalyse hinsicht-
lich Anfangswerten eine neu eingefu¨hrte Methode zur Bestimmung sensitiver
Systemzusta¨nde. In der vorliegenden Arbeit wurde diese Technik von me-
teorologischen auf atmospha¨renchemische Simulationen u¨bertragen. Neben
Anfangswerten wurden Emissionen als Zielvariablen eingefu¨hrt. Da die zeit-
lich variierenden Emissionen kontinuierlich auf die chemische Entwicklung
einwirken, sind gezielte Beobachtungen von Emissionen eine anspruchsvolle
Aufgabe. Alternativ werden Unsicherheiten in der Amplitude des Emissions-
ratentagesganges analysiert, die neuen Optimierungsvariablen sind folglich
Emissionsfaktoren. Um spezifische Fragestellungen der Atmospha¨renchemie
bearbeiten zu ko¨nnen, wurden neue Operatoren entwickelt.
Das Singula¨rwertanalyseverfahren wurde in ein chemisches Boxmodell im-
plementiert, welches ausschließlich die chemische Reaktionskinetik betrach-
tet. Aufgrund der fehlenden ra¨umlichen Dimension liefert dieses Modell eine
Rangfolge der Messwichtigkeit verschiedener chemischer Komponenten. Zur
zusa¨tzlichen Identifizierung optimaler Messgebiete wurde die Singula¨rwertana-
lyse in ein chemisches Transportmodell eingebaut. Die beiden entwickelten
Modelle wurden mit Hilfe umfangreicher Fallstudien getested und evaluiert.
Zur Lo¨sung atmospha¨renchemischer Fragestellungen wurden die neu entwi-
ckelten Operatoren eingesetzt. Bezu¨glich der gewa¨hlten Zielvorgabe wiesen
die chemischen Komponenten erhebliche Sensitivita¨tsunterschiede auf. Ad-
aptive Messungen von chemischen Verbindungen mit geringer Sensitivita¨t
liefern deshalb wenig Informationsgehalt. Eine optimierte Messkonfigurati-
on kann durch Einsparung dieser Messungen bedeutende Ressourcengewin-
ne erzielen. Es wurde gezeigt, dass optimale Messungen fu¨r chemische Ver-
bindungen durch das betrachtete Simulationsintervall, meteorologische Be-
dingungen und das zugrunde liegende chemische Szenario bestimmt sind.
Die durchgefu¨hrten Studien zeigen, dass sich die optimalen Messgebiete fu¨r
chemische Verbindungen deutlich von den optimalen transportbestimmten
Messgebieten unterscheiden. Diese Unterschiede offenbaren die Wichtigkeit
der chemischen Zusammensetzung und somit die Signifikanz von chemischen
Singula¨rvektoren fu¨r eine effektive Kampagnenplanung.
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CHAPTER 1
Introduction
It is a typical feature that measurements of the earth’s environment have
sparse temporal and spatial density and hence provide only incomplete snap-
shots of the state of the system. This applies to both in situ observations and
retrievals from space borne sensors. Consequently, an optimized configura-
tion of available observation capabilities has to be considered to improve the
information content of our monitoring capabilities. Adaptive observations of
selected parameters in well defined targeted areas can reduce uncertainty and
decrease forecast errors (Buizza et al. [2007]). Target areas for most valuable
observations are sensitive system states, where small variations of considered
input parameters lead to a significant forecast change.
The optimal adaption of observations is a frequently investigated problem in
numerical weather prediction. A classical topic are cases of explosive cyclo-
genesis at the North American east coast, which are often of highest rele-
vance for European weather development and its forecast. Various strategies
for targeting observations have been introduced, namely adjoint-sensitivity
(Buizza and Montani [1999]), ensemble transformation (Bishop and Toth
[1998]), statistical design (Berliner et al. [1998]), the breeding method (Toth
and Kalnay [1993]), Lyapunov vectors (e.g., Parker and O.Chua [1989]) and
singular vectors (Buizza and Palmer [1993]). In general, the denoted meth-
ods use a linear approach to evolve the uncertainties in time, even though
the forecast involves nonlinear systems. Singular vectors of the tangent lin-
ear model identify the directions of fastest perturbation growth over a finite
2 Introduction
time interval. Their application to numerical weather prediction was in-
troduced by Lorenz [1965], who estimated the atmospheric predictability of
an idealized model by computing the largest error growth. Because of the
high computational expenditure, singular vector analyses were applied to
realistic meteorological problems only in the late 1980’s. Since the largest
singular vectors contain the directions of fastest error growth (Buizza and
Palmer [1993]), they are applied as reasonable tools to initialize ensemble
forecasts. Their successful use in the ECMWF Ensemble Prediction System
resulted in the first application of targeted singular vectors in a field campaign
(Buizza and Montani [1999]). Several other field campaigns followed, in-
cluding FASTEX (Fronts and Atlantic Storm-Track Experiment), NORPEX
(North-Pacific Experiment), CALJET (California Land-falling JETs Exper-
iment), the Winter Storm Reconnaissance Programs (WSR99 /WSR00) and
NATReC (North Atlantic THORPEX Regional Campaign). Buizza et al.
[2007] investigated the results of the latter campaigns and stated that tar-
geted observations are more valuable than observations taken in random
areas. However, the extend of the impact is strongly dependent on regions,
seasons, static observing systems, and prevailing weather regimes. Since sin-
gular vector analysis is a well-established method within numerical weather
prediction and is proven to be valuable, it is used as analysis method in this
work.
The studies described above are dealing with perturbations of meteorological
parameters. In atmospheric chemistry, studies attending targeted observa-
tions are rare. The earliest stimulus for analyzing uncertainties of the chem-
ical composition was provided by Khattatov et al. [1999]. By investigation
of the linearized model, Khattatov inferred, that a linear combination of 9
initial species’ concentrations is sufficient to adequately forecast the concen-
trations of the complete set of 19 simulated species 4 days later. Since most
instruments measure concentrations of individual species, the determination
of linear combinations has only limited practical value. Yet, Khattatov et al.
[1999] motivated to further examine the sensitivity of the initial chemical
composition. Sandu et al. [2006] used singular vectors to estimate optimal
adaptive measurements for chemical compounds. In this manner, application
of the results to measurement strategies is feasible, as already demonstrated
in the meteorological campaigns mentioned above. However, Sandu et al.
[2006] especially focused on the optimal placement of observations, while the
question which species are to be measured with priority remains mainly dis-
regarded. In contrast, the intention of the present work goes beyond local
optimization and furthermore addresses the problem of optimization with re-
gard to species. Unfortunately, adaptive observations of initial values get less
3valuable with growing simulation length. Meanwhile, the effect of emission
rates on the final concentration increases. Therefore, singular vector analysis
is not only applied with regard to initial values, but moreover with regard to
emission rates.
In summary, the present work seeks to give insight into the impact of uncer-
tainties in emission strengths and initial species concentrations. Its objective
is the detection of sensitive locations and species for atmospheric chemistry
transport models, i.e. to answer the following questions:
Which chemical species have to be measured with priority?
Where is the optimal placement for observations of these components?
In addition, the calculated directions of largest error growth can be utilized
for sensitivity studies, to initialize ensemble-forecasts, and to form chemical
covariances.
This study is organized as follows: The theory of singular vector analysis
is presented in chapter 2, where the application on initial uncertainties and
emission factors is described as well as newly introduced special operators.
Singular vector analysis is implemented into a zero-dimensional model and
into a 3-dimensional model. While the zero-dimensional model only takes the
chemical kinetics into account, the 3-dimensional model additionally consid-
ers transport processes. In chapter 3 the setup of the adapted models is
summarized. The zero-dimensional model is applied to analyze several tro-
pospheric scenarios in chapter 4. Studies with the 3-dimensional model are




The singular vector analysis applied to a forecast model identifies sensitive
system state modifications, where small variations of initial conditions lead
to significant forecast changes. The leading singular vector reveals the direc-
tion of fastest perturbation growth during a finite time interval.
In this work the singular vector analysis was applied to atmospheric chem-
ical modeling to study the influence of chemical initial concentrations and
emissions on the temporal evolution of chemical compounds. In section 2.1
emphasis is placed on initial uncertainties, while in section 2.2 emission fac-
tors are addressed. These two parameters have been chosen since they both
strongly determine the system’s evolution. Meteorological fields, deposition
velocities, and boundary conditions are other parameters, to which the evo-
lution of chemical species is sensitive, but they go beyond the scope of this
study.
2.1 Uncertainties of initial values
Deterministic chemical forecasts propagate the concentrations of chemical
species c ∈ Rn (denoted in mass mixing ratios) forward in time. WithMtI ,tF
denoting the model operator starting at initial time tI and ending at final
time tF , the model solution reads:
c(tF ) =MtI ,tF c(tI). (2.1)
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Since chemistry-transport models rely on initial values, which do not exactly
match the true chemical state, the initial values have initial errors or uncer-
tainties δc(tI). The problem of finding the most unstable initial uncertainty
δc(tI) can be envisaged as the search of the phase space direction δc(tI)
which results in maximum error growth.
By applying a first-order Taylor series approximation, the disturbed initial
state evolves as follows:
MtI ,tF [c(tI) + δc(tI)] =















is linearized at the reference trajectory c(t)=MtI ,t c(tI) ∀ t ∈ [tI , tF ], LtI ,tF
is termed the tangent-linear model. Considering initial errors sufficiently
small to evolve linearly within a given time interval, terms of quadratic or
higher order can be neglected:
MtI ,tF [c(tI) + δc(tI)] ≈MtI ,tF c(tI) + LtI ,tF δc(tI), (2.4)
and the evolution of initial uncertainties can be described with the tangent
linear model dynamics:
δc(tF ) = LtI ,tF δc(tI). (2.5)
For more details on the derivation of equation (2.5) see, for example, Kalnay
[2003]. The ratio between perturbation magnitudes at final time tF and





(see Sandu et al. [2006] for a comprehensive discussion). Substituting the
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Maximizing this ratio with respect to the initial disturbance δc(tI) provides
the direction of maximal error growth δc(tI). As g(δc(tI)) ≥ 0, the ini-
tial perturbation δc(tI) that maximizes the squared error growth g
2(δc(tI)),
maximizes the error growth g(δc(tI)) as well. For convenience the squared









Using equation (2.5) the variable δc(tF ) may be eliminated from the maxi-






TLTtI ,tF LtI ,tF δc(tI)
δc(tI)T δc(tI)
. (2.9)
The operator LTtI ,tF denotes the adjoint model of the tangent-linear operator
LtI ,tF . The adjoint K
T of a real operator K is defined by the property
〈Kx,y〉 = 〈x,KTy〉 ∀ x,y ∈ Rn, (2.10)
where KT identifies the transpose operator and 〈., .〉 denotes the canonical
Euclidean scalar product (e.g., Kalnay [2003]). The operator LTtI ,tF LtI ,tF is
also known as Oseledec operator. Obviously it is symmetric. Hence the ratio
(2.9) is a Rayleigh quotient.
Rayleigh’s principle






, x 6= 0. (2.11)
Let λ01 ≥ λ
0
2 ≥ ... ≥ λ
0
n be the eigenvalues of A and v
0
i the associated eigen-
vectors. Rayleigh’s principle states that a Rayleigh quotient r0(A;x) reaches
its maximum λ01 when v
0
1 is inserted (Noble and Daniel [1969]). Furthermore,
for a symmetric matrix A ∈ Rn×n and a symmetric positive-definite matrix





, x 6= 0 (2.12)
is referred to as generalized Rayleigh quotient r0g(A,B;x). With the trans-
formation C = B−T/2AB−1/2, y = B1/2 x the generalized Rayleigh quotient
r0g(A,B;x) can be reduced to a Rayleigh quotient r
0 = (C;y) and Rayleigh’s
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principle can be applied. Since various Rayleigh quotients will be considered










xT ET E x
, x 6= 0 (2.14)
to describe the subsequent problems more compactly. Thereby DTD and
ETE have to be symmetric (which holds for every D ∈ Rn×n, E ∈ Rn×n)
and ETE, moreover, has to be positive-definite. For the new definitions, the
transformation of the generalized Rayleigh quotient into a Rayleigh quotient
changes to:
rg(D,E;x) = r(G;y), G = DE
−1, y = Ex. (2.15)
The maximal value of the Rayleigh quotient r(D;x) (2.14) is the largest
eigenvalue λ1 of the matrix D
TD. Accordingly, its assigned eigenvector v1
maximizes the fraction r(D;x).
Applying Rayleigh’s principle to problem (2.9) results in searching for the
largest eigenvalue λ1 and the assigned eigenvector v1(tI) of the following
eigenvalue problem:
LTtI ,tF LtI ,tF v(tI) = λ v(tI). (2.16)
Since the entire set of eigenvectors vi(tI) of L
T
tI ,tF
LtI ,tF can be chosen to
form an orthonormal basis in the n-dimensional tangent space of linear per-
turbations, the eigenvectors vi(tI), i=2,...,n define secondary directions of
instability. The amount of influence of eigenvector vi(tI) is defined by the
magnitude of the square root of the associated eigenvalue λi.
The name singular vector analysis refers to the fact, that the square roots
of the eigenvalues λi of L
T
tI ,tF
LtI ,tF are the singular values σi of the tangent-
linear model LtI ,tF . The associated left and right singular vectors ui(tF ) ∈ R
n
and vi(tI) ∈ R
n of the operator LtI ,tF are defined satisfying the following con-
ditions:
LtI ,tF vi(tI) = σi ui(tF ) and (2.17)
LTtI ,tF ui(tF ) = σi vi(tI), (2.18)
with ‖v‖2=1 and ‖u‖2=1. Combining these two equations
LTtI ,tF LtI ,tF vi(tI) = σi L
T
tI ,tF
ui(tF ) = σ
2
i vi(tI) (2.19)
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reveals that the eigenvectors vi(tI) of the Oseledec operator are the right sin-
gular vectors of the tangent-linear operator LtI ,tF . Hence, the right singular
vector v1(tI) assigned to the largest singular value σ1 of a chemistry-transport
model characterizes the direction of maximum error growth over a finite time
interval [tI , tF ]. The singular value σ1 is the maximum value of the original
ratio (2.6) and defines the amount of error growth.
2.1.1 Relative error growth
Since concentrations of different species may vary by many orders of magni-
tude, perturbations of species with larger concentrations or higher reactivity
are expected to dominate the error growth. To avoid this effect and gain a
relative error growth, the absolute uncertainties δc(t) ∀ t ∈ [tI , tF ] are scaled
by current concentrations c(t) ∀ t ∈ [tI , tF ]. For this purpose, a weight








∀ t ∈ [tI , tF ] (2.20)
is introduced, which assigns the concentration of chemical species s to each
grid point (i, j, k). Its application provides the relative error δc r ∈ Rn
δc r(t) :=W−1t δc(t) ∀ t ∈ [tI , tF ] (2.21)
as well as the relative error growth g r with







(Sandu et al. [2006]). Applying the squared measure and expressing the final
perturbation in terms of the initial perturbation






LtI ,tF δc(tI) (2.23)
leads to a generalized Rayleigh quotient with respect to δc(tI):




where B : =W−1tF LtI ,tF .
(2.24)
By formula (2.15) the generalized Rayleigh quotient (2.24) is transformed
into a Rayleigh quotient
g r2 (δc r(tI)) = r(B r; δc r(tI)),
where B r : = BWtI =W
−1
tF
LtI ,tF WtI ,
(2.25)
10 Singular vector analysis
and Rayleigh’s principle can be applied. Thus the phase space direction
δc r(tI), for which the ratio (2.25) gains its maximal value, is the solution
v r 1(tI) of the symmetric eigenvalue problem
B rT B r v r(tI) = λr v r(tI)





assigned to the largest eigenvalue λr 1. Comparing problem (2.26) with the
original problem (2.16), it is readily seen that the solution v r 1(tI) ∈ R
n is the
right singular vector of the operator B r and the square root of the eigenvalue
λr 1 is the associated singular value σr 1. Due to this property the singular
vector v r 1(tI) is called relative singular vector henceforth.
2.1.2 Projected error growth
Another central aim is to examine the error growth of a limited set of chem-
ical species for limited geographical regions. To fulfill this requirement a
projection operator Pt ∈ R
n×n is applied, which sets the entries of the per-
turbations to zero outside the focused species and regions (Barkmeijer et al.
[1998]). Thus the projection operator is a diagonal matrix with binary en-
tries, dependent on the spatial or chemical feature of interest. The projection
operator reads
Pt := diag (pi)i , pi =
{
1 ∀ i ∈ P(t)
0 otherwise
, (2.27)
where P(t) denotes the set of selected chemical compounds and grid locations
at time t. Using the example of n=5 and P(t)={2, 4, 5}, the projection
operator is given by
Pt =

0 0 0 0 0
0 1 0 0 0
0 0 0 0 0
0 0 0 1 0
0 0 0 0 1
 .
Note, that set P(t) and projection operator Pt are time-dependent. They
may differ at initial and final time.
In order to consider the impact of a limited perturbation at initial time tI on
a limited perturbation at time t, the projected error δc p ∈ Rn is defined as
δc p(t) := Pt LtI ,t PtI δc(tI). (2.28)
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In case, that there is no limitation of regions and species at time t, t ∈ [tI , tF ],
the projection operator Pt equals the identity matrix. Since the projection
operator is idempotent and Lt,t = I, the projected error at initial time reads
δc p(tI) = PtI LtI ,tI PtI δc(tI) = PtI δc(tI). (2.29)
After explicit use of equation (2.29), the projected error at final time becomes
δcp(tF ) = PtF LtI ,tF δc p(tI). (2.30)
Application of equation (2.29) and equation (2.30) amounts to the projected
error growth g p:




‖PtF LtI ,tF PtI δc(tI)‖2
‖PtI δc(tI)‖2
. (2.31)
The squared projected error growth reduces to a Rayleigh quotient
g p2 (δc p(tI)) = r(B; δcp(tI)),
where B : = PtF LtI ,tF ,
(2.32)
subject to
[δc p(tI)](j) = [PtI δc(tI)](j) =
{
[δc(tI)](j) ∀ j ∈ PtI
0 otherwise.
(2.33)
Here, [x](j) denotes the j-th component of a vector x. According to Rayleigh’s
principle, the phase space direction that maximizes the Rayleigh quotient
(2.43) is the solution v p1(tI) of the symmetric eigenvalue problem
BT B v p(tI) = λ p v p(tI) (2.34)
assigned to largest eigenvalue λ p 1. However, the solution v p1(tI) does not
necessarily ensure condition (2.33). In order to grant condition (2.33), the so-
lution space has to be restricted. Therefore, equation (2.34) is left-multiplied
with PtI at first:
PtI B
T B v p(tI) = λ p PtI v p(tI). (2.35)
Application of
PtI v p(tI) = v p(tI) (2.36)
yields
B pT B p v p(tI) = λ p v p(tI),
with B p : = B PtI = PtF LtI ,tF PtI .
(2.37)
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Here, the solution v p1(tI) assigned to the largest eigenvalue λp1 holds the
required restriction (2.33). The eigenvector v p1(tI) ∈ R
n is the right singular
vector of the operator B p and therefore it is referred to as projected singular
vector. The square root of the eigenvalue λp1 is the associated projected
singular value σp 1.
Furthermore, it is possible to combine the projected error (2.28) with the
relative error (2.21), yielding the projected relative error δc pr(t):
δc pr(t) :=W−1t δc p(t). (2.38)
Hence, the projected relative error growth g pr (δc pr(tI)) is given by:




‖W−1tF PtF LtI ,tF PtI δc(tI)‖2
‖W−1tI PtI δc(tI)‖2
. (2.39)
After explicit use of
δc pr(tF ) =W
−1
tF
PtF LtI ,tF δc p(tI), (2.40)
the squared projected relative error growth reads as a generalized Rayleigh
quotient:
g pr2(δc pr(tI)) = rg(B,W
−1
tI
; δc p(tI)), (2.41)
where B : =W−1tF PtF LtI ,tF . (2.42)
Use of transformation (2.15) reduces the generalized Rayleigh quotient into
a Rayleigh quotient
g pr2(δc pr(tI)) = r(BWtI ; δc pr(tI)) (2.43)
subject to







](j) ∀ j ∈ PtI
0 otherwise.
(2.44)
The phase space direction that maximizes the Rayleigh quotient (2.43), is
the solution v p1(tI) of the symmetric eigenvalue problem
WTtI B
T BWtI v pr(tI) = λpr v pr(tI)





assigned to the largest eigenvalue λpr1. Since the solution v pr1(t) needs to
hold condition (2.44), the solution space has to be restricted. Therefore, the




BT BWtI v pr(tI) = λpr PtI v pr(tI). (2.46)
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The new generalized eigenvalue problem ensures that condition (2.44) holds.
In order to reduce the general eigenvalue problem to a symmetric eigenvalue
problem (which is requested for the power method, see section 3.3.1) fur-
ther modifications have to be made. Application of the fact, that diagonal
matrices of the same dimension commute, yields
PtI v pr(tI) = PtI WtI v p(tI)
=WtI PtI v p(tI) =WtI v p(tI) = v pr(tI).
(2.47)
Substituting relation (2.47) into equation (2.46) gives a symmetric eigenvalue
problem:
B prT B pr v pr(tI) = λpr v pr(tI),
where B pr : =W−1tF PtF LtI ,tF WtI PtI .
(2.48)
The solution v pr1(tI) ∈ R
n assigned to the largest eigenvalue λpr1 of the final
eigenvalue problem (2.48) is referred to as projected relative singular vector,
since it is the right singular vector of the operator B pr. The square root of
the eigenvalue λpr 1 is the associated projected relative singular value σpr 1.
2.1.3 Grouped error growth
So far, the effect of each species was regarded independently. Instead of
examining the initial disturbances individually, one can also decide to look
at the influence of groups of chemical species, which chemically act in a
similar manner. To the knowledge of the author this problem has not been
addressed in the context of singular vector analysis previously. In order to
implement this new approach, a family operator Ft ∈ R
n×n is introduced.
Let Fk(t) represent one of f(t) pairwise disjoint families withmk(t) members.
Adopting the convention that A(i, j) refers to the entry that lies in the i-th




1 /mk(t) ∀ i, j ∈ Fk(t)
0 otherwise.
(2.49)
Note, that each chemical species is only allowed to belong to one family, i.e.
f(t)⋂
k=1
Fk(t) = ∅. (2.50)
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An example of a family operator at initial time tI is
FtI =

1/2 0 0 0 1/2 0
0 1/3 0 1/3 0 1/3
0 0 0 0 0 0
0 1/3 0 1/3 0 1/3
1/2 0 0 0 1/2 0
0 1/3 0 1/3 0 1/3
 , (2.51)
where n = 6, f(tI) = 2, m1(tI) = 3, m2(tI) = 2, F1(tI) = {2, 4, 6} and
F2(tI) = {1, 5}. If each family has only one member, the family operator
equals the projection operator with P(t) =
⋃f(t)
k=1Fk(t). The family operator
is time dependent, hence the user can focus on distinct families at different
times.
The influence of a set of chemical groups at initial time tI on another set of
chemical groups at time t is determined by the grouped error:
δc g(t) := Ft LtI ,t FtIδc(tI). (2.52)
If no chemical group is considered at time t, t ∈ [tI , tF ], the family operator
Ft equals the identity matrix. With the aid of the idempotence of the family
operator and Lt,t = I, the grouped error at initial time reduces to
δc g(tI) = FtI LtI ,tI FtI δc(tI) = FtI δc(tI). (2.53)
Substituting the grouped error (2.52) into the measure of error growth gives








δc g(tF ) = FtF LtI ,tF δc g(tI), (2.55)
the squared ratio becomes a Rayleigh quotient
g g2(δc g(tI)) = r(B; δcg(tI)),









[δc(tI)](i) ∀ j ∈ Fk(tI)
0 otherwise.
(2.57)
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The eigenvector v g1 (tI) of the eigenvalue problem
BT B v g(tI) = λ g v g(tI) (2.58)
assigned to the largest eigenvalue λ g 1 is the phase space direction which
results in a maximum Rayleigh quotient (2.56). In order to ensure, that
condition (2.57) holds, the eigenvalue problem (2.58) needs to be restated.
Multiplying equation (2.58) with FtI and applying
FtI v g(tI) = v g(tI), (2.59)
regroups equation (2.58) into the following equivalent eigenvalue problem:
B gT B g v g(tI) = λ g v g(tI),
where B g : = FtF LtI ,tF FtI .
(2.60)
The solutions of the new eigenvalue problem hold condition (2.57). Hence-
forth, the eigenvector v g1(tI) ∈ R
n assigned to largest eigenvalue λ g1 of equa-
tion (2.60) is denoted as grouped singular vector, since it is the right singular
vector of the operator B g. Accordingly, the square root of the eigenvalue λ g 1
is the associated grouped singular value σ g 1.
The grouped error (2.52) can be combined with the relative error (2.21),
leading to the grouped relative error δc gr(t) ∈ Rn. For the latter it is of
importance, that the individual errors of the chemical compounds are scaled
before they are combined to the error of the group. Therefore, the grouped
relative error is given by
δc gr (t) := Ft W
−1




This rather complicated formula is caused by the fact, that the tangent linear
model takes absolute uncertainties as input. At initial time tI it reduces to
δc gr (tI) = FtI W
−1
tI δc(tI). (2.62)
Hence, the grouped relative error at final time tF reads
δc gr (tF ) = FtF W
−1
tF LtI ,tF WtI δc gr (tI). (2.63)
Inserting formula (2.63) into the squared grouped relative error growth gives
g gr2 (δc gr(tI)) :=
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It is straightforward to show that equation (2.64) reduces to a Rayleigh
quotient
g gr2 (δc gr(tI)) = r(B, δc gr(tI)),
with B : = FtF W
−1
tF











∀ j ∈ Fk(tI)
0 otherwise.
(2.66)
According to Rayleigh’s principle, the phase space direction that maximizes
the Rayleigh quotient (2.65) is the solution v gr1(tI) of the symmetric eigen-
value problem
BT B v gr (tI) = λ gr v gr (tI) (2.67)
which is assigned to the largest eigenvalue λ gr 1. This solution does not
necessarily hold condition (2.66). In order to grant condition (2.66), the
eigenvalue problem (2.67) is rearranged. Making use of the idempotence of
the family operator, it can readily be seen that
FtI v gr(tI) = v gr(tI). (2.68)
Multiplying equation (2.67) with FtI and substituting relation (2.68) gives
B grT B gr v gr (tI) = λ grv gr (tI)
where B gr : = FtF W
−1
tF
LtI ,tF WtI FtI .
(2.69)
The new symmetric eigenvalue problem grants a feasible solution and holds
condition (2.66). The vector v gr1 (tI) ∈ R
n assigned to the largest eigenvalue
λ gr 1 of equation (2.69) is the right singular vector of the operator B gr and is
denoted as grouped relative singular vector hereafter. Its associated grouped
relative singular value is the square root of the eigenvalue λ gr 1.
2.2 Uncertainties of emission factors
Since emissions are not sufficiently well known but appear to be at least as
important as initial values (Elbern et al. [2007]), the concern of this section
is to study the influence of uncertainties in emission rates on a chemistry-
transport model. In contrast to initial concentrations, the total emitted
amount of species s in grid cell (i, j, k) varies in time. Consequently, for a
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forecast over a finite time interval [tI , tF ], the optimization problem of deter-
mining the most unstable emission uncertainties δe(t) has to be considered
for each time step t ∈ [tI , tF ], resulting in high computational expenditure.
By dealing with a time invariant vector of emission factors ef instead of
emission rates themselves, the set of optimization problems can be reduced
to one optimization problem per time interval [tI , tF ]. Here, the diurnal
profile shape of emission rates is taken as strong constraint, such that only
uncertainties in the amplitude are analyzed. This choice is reasonable, as the
daily evolution of the emissions is far better known than the total emitted
amount in a grid cell (Elbern et al. [2007]). The results of the singular vector
analysis quantify for which species further emission strength ascertainment
is most useful.
Emissions impact the final state c(tF ) according to the partial differential
equations, which describe the chemical evolution:
dc
dt
= f(c(t)) + e(t). (2.70)
Inserting the vector of emission factors ef leads to
dc
dt
= f(c(t)) +E(t) ef , (2.71)
where E(t) is a diagonal matrix with the vector of emission e(t) on its diag-
onal. Now let δef express uncertainties in the emissions. Then the tangent
linear model integration of (2.70) describes the linear part of the evolution
of perturbation δc(tF ) caused by uncertainties δef and δc(tI):








, δz(tI) := (δc(tI), δef )
T . (2.73)
2.2.1 Error growth of emission factors
For the sake of convenience, emissions are disturbed first and uncertainties of
initial concentrations are disregarded (i.e., δc(tI) = 0). Since uncertainties of
emission factors already denote a relative disturbance, their relative impact is
considered. The latter is expressed by the relative error at final time δc˜ r(tF ):
δc˜ r(tF ) :=W
−1
tF δc˜(tF ). (2.74)
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Here, tilde denotes that the perturbation is merely induced by emissions
uncertainties. Since the considered final uncertainty contains only pertur-
bations in concentrations of species, the original weight matrix Wt (2.20) is
applied. From definition (2.74), the relative error growth is obtained:




Considering the squared ratio and applying equation (2.72) yields
g˜ r2 (δef) = r(B˜ r; δef),





The phase space direction that maximizes the ratio (2.76) is the eigenvector
v˜r1 of the eigenvalue problem
B˜ rT B˜ r v˜ r = λ˜r v˜ r (2.77)
assigned to largest eigenvalue λ˜r1 (again the tilde displays the fact, that only
uncertainties in the emissions are considered). As the solution equals the
right singular vector of the operator B˜ r, it is denoted as relative singular
vector with respect to emission uncertainties henceforth. Its associated sin-
gular value σ˜ r1 is the square root of λ˜r1.
A special set of perturbation norms can be provided with the help of the pro-
jection operator Pt (2.27) and the family operator Ft (2.49). For the error
growth of emission factor uncertainties, the projected relative singular vec-
tor as well as the grouped relative singular vector can be calculated following
chapter 2.1.2 and 2.1.3.
2.2.2 Combined error growth
Consider now both uncertainties in initial values and emissions affecting the
solution δcˆ(tF ) (where hat indicates that uncertainties of initial conditions
and emissions were taken into account). Subject to the relative character of
the emission factors ef , the singular vector analysis directly deals with the
relative errors δz r and δcˆ r:
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where I denotes the identity matrix and Wt the weight matrix (2.20). Then
the measure of error growth is characterized by the ratio:




Applying the squared ratio and substitution of equations (2.72) and (2.79)
into equation (2.80) yields a Rayleigh quotient:
gˆ r2 (δz r(tI)) = r(Bˆ r; δz r(tI))
with Bˆ r : =W−1tF LˆtI ,tF WˆtI .
(2.81)
Consequently, the direction of largest relative error growth zˆ r(tI) can be
obtained directly via
Bˆ rT Bˆ r vˆ r(tI) = λˆr vˆ r(tI)





The phase space direction for which equation (2.80) reaches its maximum
value is the singular vector vˆ r1(tI) assigned to the largest eigenvalue λˆr1 of
the operator Bˆ r. It is referred to as relative singular vector with respect to
initial conditions and emission uncertainties. Its associated singular value
σˆ r1 is the square root of the eigenvalue λˆr1.
For the combined error growth of emission factors and initial condition uncer-
tainties the projection operator Pt (2.27) and the family operator Ft (2.49)












where the superscript e denotes the emission part and the superscript c the
chemical part of the family and projection operator respectively. At final time
the original operators are applied, since the considered final uncertainty con-
tains only perturbations in concentrations of species. With definition (2.83)
projected relative singular vectors as well as grouped relative singular vector
can be calculated for the combined error growth.
CHAPTER 3
Model design
The evolution of chemical species in time and space is driven by transport,
diffusion, deposition, emissions and chemical transformations. Since the spe-
cific goal of this work is the ranking of chemical constituents sorted by size
of the associated singular vector entry, focus is placed on chemical reaction
mechanisms. Therefore, chemical transformations were studied first utilizing
a chemistry box model. This model simulates the chemical evolution of an
air parcel without interferences with its neighborhood. The singular vector
entries of the chemistry box model can be interpreted as chemical sensitivi-
ties. Details about the box model specifications for chemical sensitivities are
given in sections 3.1, 3.2 and 3.3.
In order to observe complex interactions between emission sources, chemi-
cal transformation, transport, diffusion and deposition processes, a complete
chemical transport model has been applied. Since singular vectors of chem-
ical transport models identify not only sensitive chemical species but also
chemically sensitive locations, they are denoted as spatial chemical sensitiv-
ities. Their implementation is explained in section 3.4.
3.1 Chemistry mechanisms
In this work, focus was placed on tropospheric gas-phase chemistry. Two
different chemistry mechanism were adapted, which both satisfy the demand
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to meet the computational limits on the one hand and to deliver a good
representation of the tropospheric chemistry on the other hand. They are
described in the following subsections.
3.1.1 RADM2
The first implemented chemistry mechanism is the second generation Re-
gional Acid Deposition Model (RADM2, Stockwell et al. [1990]). It is an
offspring of the RADM1 (Chang et al. [1987]), but offers a much more com-
plete parametrization of many important species. To simplify the complex
organic chemistry of the troposphere, the mechanism makes use of a reac-
tivity lumped molecular approach. Therefore, hundreds of volatile organic
compounds (VOC) are grouped together into 15 classes of reactive organic
species based on similarity in oxidation reactivity and emission magnitudes.
Altogether RADM2 includes 63 species, 42 organic, and 21 inorganic com-
pounds. The organic species are subclassified in 26 stable species and 16
peroxy radicals. Inorganic compounds include 14 stable species, 4 reactive
intermediates, and 3 abundant stable species. The complete RADM2 chem-
ical species list can be found in the appendix (Table A.1). The chemical
compounds are coupled by 147 reactions that are divided into 21 photoly-
sis reactions, 124 thermal reactions, 5 Troe reactions, 2 reactions calculated
from equilibria, and 5 reactions with special rate expressions.
The RADM2 has been tested with more than 550 environmental chamber ex-
periments performed in 4 different chambers by Carter and Lurmann [1990].
The results demonstrate that the RADM2 provides a good representation of
the tropospheric chemistry.
3.1.2 RACM-MIM
The Regional Atmospheric Chemistry Mechanism (RACM, Stockwell et al.
[1997]) is a revision of the RADM2 that provides a more detailed description
of the chemistry of biogenic ozone precursors. Its reaction scheme considers
56 organic species and 21 inorganic species with 237 reactions including 33
photolysis reactions. Organic compounds are grouped into 32 stable and 24
intermediate compounds, while inorganic species are divided into 17 stable
and 4 intermediates species.
Geiger et al. [2003] introduced an updated version of the RACM based on
the Mainz Isoprene Mechanism (MIM, U. Po¨schl and Crutzen [2000]), called
RACM-MIM henceforth. The MIM itself is an enhanced condensed isoprene
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degradation mechanism. It considers a number of products and reactions,
which are not included in the original isoprene chemistry of RACM. In the
course of the RACM update, the entire MIM was implemented into the
RACM first. Performed sensitivity tests with the fully upgraded RACM
identified redundant reactions, yielding to a reduced implementation of the
MIM scheme. In comparison with the RACM, the RACM-MIM finally in-
cludes 7 further reactants as well as 7 new chemical reactions. Altogether,
the RACM-MIM includes 221 chemical reactions, 23 photolysis reactions and
84 species. The complete RACM-MIM chemical species list can be found in
the appendix (Table B.1).
3.2 The numerical solver
In order to calculate chemical sensitivities, the evolution of chemical con-
stituents in time needs to be simulated. The Kinetic PreProcessor (KPP,
Sandu and Sander [2006]) offers a set of stiff numerical integrators to effi-
ciently simulate the chemical kinetic system. Furthermore, KPP includes the
tangent linear and adjoint model with respect to initial conditions for some
of the provided integrators.
As input, KPP needs a chemistry mechanism and a numerical integrator.
Users may select from a given set of chemistry mechanisms or supply his
or her own chemistry mechanism in terms of species, chemical reactions,
reaction rates and initial values. A library of state of the art numerical inte-
grators is provided. After setting up a chemistry mechanism and a numerical
integrator, the KPP creates Fortran77, Fortran 90, Matlab or C routines for
efficient numerical integration of the selected chemical kinetic system. In the
following subsections the configuration applied in this work is described in
detail. Since Fortran is the programming language of choice (due to confor-
mance to the 3-dimensional chemistry-transport model, which is described in
section 3.4.1), all newly written routines have been generated in Fortran77
or Fortran90.
3.2.1 Specification of the chemistry model
In the KPP library the chemistry mechanisms RADM2 and RACM are not
implemented as standard. Therefore, their chemical compounds and reac-
tions were specified for utilization within KPP. The reactions of both mech-
anisms can be classified into photolysis reactions, thermal reactions, falloff
reactions, equilibrium reactions, and reactions with special rate expressions.
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KPP offers reaction rate updates for thermal reactions in terms of Arrhenius
and modified Arrhenius equations respectively, as well as for falloff reactions.
New routines have been implemented to update equilibrium equations, re-
actions with special rate expressions, and photolysis reactions. In addition,
molecular weights and Henry’s law constants of chemical species are included,
such that the user can control the compliance with mass conservation. More-
over, new routines have been created for emitted species to account for mass
changes due to emissions.
3.2.2 The numerical integrator
KPP offers several Rosenbrock methods as well as Runge-Kutta methods
and backward differentiation formulas. By carefully exploiting the sparsity
structure of the Jacobian and the Hessian, KPP obtains efficiency for for-
ward, tangent-linear and adjoint code (Sandu and Sander [2006]). The KPP
version employed in this work (version 2.1) contains no adjoint model im-
plementation for Runge-Kutta integrators and backward differentiation for-
mulas, but only for Rosenbrock methods. Rosenbrock solvers have optimal
stability properties and conserve the linear invariants of the system (Hairer
and Wanner [1991]). Thus, they are well-suited for atmospheric chemistry
applications. In this study a Rosenbrock method is applied.
The Rosenbrock tangent-linear models are generated utilizing the direct de-
coupled method, which has been shown to be cost-effective for low and
medium accuracies (Sandu et al. [2003]). For Rosenbrock adjoint models
KPP contains continuous and discrete adjoint models. Continuous adjoint
models are evolved by forming the adjoint equation of the forward ODE first
and discretizing the adjoint model equation afterwards (the name Rosenbrock
adjoint model indicates that the continuous adjoint is integrated backward
in time with the same numerical integrator as used in the forward integra-
tion). In contrast, discrete adjoint models are constructed by discretizing the
problem in the first step and implementing the associated adjoint model sub-
sequently. The continuous model has the advantage to be computationally
less expensive, but the results are in general less accurate than the results of
the discrete adjoint model. Furthermore, the discrete adjoint offers a much
better consistency with the forward and tangent-linear model and, thus, it
is our adjoint model of choice. In order to find the most appropriate Rosen-
brock method for calculating the chemical sensitivities, the consistency of
the adjoint model with the forward model has been tested for all Rosenbrock
methods following Chao and Chang [1992]. All methods demonstrate a good
performance. Since the order of accuracy as well as the computational work
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per time step increases with the number of stages of Rosenbrock methods, a
trade-off between precision and speed of computation has to be made. Due
to time-consuming applications the second order Rosenbrock method (Ros-2)
has been selected.
3.3 Solving the eigenvalue problems
Two methods have been implemented for solving the eigenvalue problems,
namely the power method and the implicitly restarted Arnoldi method. Even
though the extended power method computes only the dominant eigenpair
with sufficient accuracy, it can be used to (roughly) confirm the eigenpairs
computed with the Arnoldi process.
3.3.1 Extended power method
The power method (Mises and Pollaczek-Geiringer [1929]) is an iterative
technique for computing the dominant eigenpair (λ1,v1) of a matrix A ∈
Cn×n. Here, only the case where A is symmetric andA ∈ Rn×n is considered.
If the dominant eigenvalue λ1 is strictly greater in absolute value than all
other eigenvalues:
|λ1| > |λ2| ≥ |λ3| ≥ · · · ≥ |λn|, (3.1)
and if the start vector v(0) ∈ Rn is not orthogonal to the eigenspace of λ1,








will converge to the dominant eigenvector v1 and eigenvalue λ1, respectively.
The speed of convergence of the power method is proportional to |λ2/λ1|,
which implies, that the rate of convergence is linear. The more the absolute
values of the eigenvalues λ1 and λ2 differ, the faster the power method con-
verges. For more details and a proof of the statements made in this section
see Deuflhard and Hohmann [2003].
In order to find not only the leading eigenvalue and its associated eigenvec-
tor, but also the k largest eigenvalues and their eigenvectors an extension of
the power method, called deflation method (Acton [1990]), can be applied.
This approach is based on the idea to calculate the largest eigenpair (λ1,v1)
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of A first and simply ’remove’ it from matrix A to gain a matrix A(2), whose
largest eigenpair is the second largest eigenpair (λ2,v2) of A. Eigenpair
(λ2,v2) can then be calculated by applying the power method on A
(2). For
the third largest eigenpair of A a matrix A(3) is considered, on which the
eigenpairs (λ1,v1) and (λ2,v2) are ’removed’ of A and so forth. In detail the
sequence of matrices A(k) is build using the following specification:
A(k+1) := A(k) − λk vk v
T
k ∀ k = 1, ..., n− 2 (3.4)
with A(1) := A and vTk vk = 1.
Obviously each matrix A(k+1) has n − k eigenpairs (λi,vi), i = k + 1, .., n
identical to those ofA. For the remaining k eigenvalues ofA(k+1) the relation
λi = 0, i = 1, .., k holds.
Even though the deflation method is easy to realize, it is becoming rapidly less
accurate with increasing number of eigenpairs to compute. This disadvantage
is induced by the fact that each application of the power method to gain the
largest eigenpairs of the considered matrix A(k) results in an approximation
of (λk,vk) only. Hence the subsequent matrix A
(k+1) is imprecise, leading
to an accumulation of errors for the approximation of (λk+1,vk+1). Since
this feature degrades with each approximated eigenpair, the subsequently
computed eigenpairs are only useful to roughly ensure the correctness of the
eigenpairs computed with the Arnoldi package (see next section). In addition
the deflation method is very cost intensive, since it produces a whole power-
method-iteration-cycle for each designated eigenpair.
3.3.2 ARPACK
An appropriate method to find the k largest eigenvalues and their associ-
ated eigenvectors is implemented in the public software ARnoldi PACKage
(ARPACK, Lehoucq et al. [1998], Sorensen [1996]). This software supplies a
package of Fortran77 subroutines for solving large-scale eigenvalue problems.
For that purpose it requires a number of subroutines from the Linear Algebra
PACKage and the Basic Linear Algebra Subprograms (LAPACK and BLAS,
both available at http://www.netlib.org/). ARPACK relies on the Lanc-
zos and the Arnoldi process, dependent on the properties of the matrix A.
If A is symmetric, an algorithmic variant of the Implicitly Restarted Lanc-
zos Method (IRLM) is used, otherwise a variant of the Implicitly Restarted
Arnoldi Method (IRAM) is employed. These methods are presented in detail
in Sorensen [1996]. Both have the ability to calculate the k largest eigenval-
ues and their associated eigenvectors in one iteration cycle. ARPACK has
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the important advantage that it only needs the matrix-vector product instead
of an explicit representation of the matrix A. Since the eigenvalue problems
in this work include operators (see chapter 2), ARPACK is perfectly tailored
to our needs.
3.4 Design of spatial chemical sensitivities
Spatial chemical sensitivities rely on a chemistry transport model, which
propagates chemical species in time and space. The chemistry transport
model employed in this work is described in section 3.4.1. For application of
the singular vector analysis, the utilized model system had to be extended.
New features and their implementation are addressed in section 3.4.2.
3.4.1 Chemistry transport model
Chemistry transport models simulate atmospheric chemistry by calculation
of chemical transformation, meteorological transport, deposition and sedi-
mentation processes and emission strengths. In this work, the EURopean
Air pollution and Dispersion - Inverse Model (EURAD-IM, e.g., Elbern et al.
[2007], Elbern and Schmidt [1999], and Elbern [1997]) is our model of choice.
The EURAD-IM is an advanced Eulerian model. It operates from Euro-
pean down to local scale by applying a nesting technique with a horizontal
solution down to 1 km. The horizontal grid design is based on Lambert con-
formal conic projections and employs the Arakawa C grid stencil (Arakawa
and Lamb [1977]). The vertical grid structure of the EURAD-IM is defined
by a terrain following σ-coordinate system. Due to the general focus on tro-
pospheric applications in this work, the vertical limit is 100 hPa. 23 vertical
model layers are implemented between surface and 100 hPa.
The EURAD-IM simulates the chemical development in time and space based
on the following system of partial differential equations:
∂ci
∂t














(vdi ci)︸ ︷︷ ︸
Deposition
, (3.5)
where ci, i = 1, ..., n denotes the mean mass mixing ratios of the chemical
species, v the mean wind velocity, K the eddy diffusivity tensor, ρ the air den-
sity, Ai the chemical generation term for species ci, Ei its emission rates and
vdi the deposition velocity. The numerical solution of equation (3.5) employs
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an operator splitting technique, which splits the partial differential equations
into subproblems and treats them successively. In case of the EURAD-IM
model, the dynamic procedures are splitted symmetrically, centered around















Here, Th,v and Dv denote the numerical solution for transport and diffusion
with respect to horizontal (h) and vertical (v) direction. The subscript in-
dicates whether the process is applied for the entire time-step (∆t) or for
half of the time-step (∆t/2). The emission term is included in the chemistry
solver module C. In cases, where multiple solution-schemes are provided
by EURAD-IM, the user can chose a suitable scheme. In this work, the
upstream algorithm devised by Bott [1989] is chosen as advection scheme.
Implemented are fourth order polynomials for the horizontal advection and
second order polynomials for the vertical advection. For vertical diffusion
the semi-implicit Thomas algorithm is applied. The chemical development
is implemented with the software KPP, using an 2-stage Rosenbrock solver
(see section 3.2).
3.4.2 Upgrading the EURAD-IM
Besides the possibility for operational forecast, the EURAD-IM provides vari-
ational data assimilation with initial value and emission rate optimization.
In this study, the EURAD-IM was upgraded to enable the evaluation of spa-
tial chemical sensitivities.
In order to realize the spatial chemical sensitivities, the singular vector analy-
sis is applied (see chapter 2). The associated eigenvalue problems require
the tangent linear and adjoint model of equation (3.5). Due to variational
data assimilation, the EURAD-IM comprises adjoint modules for all con-
sidered processes. Furthermore, for the chemical evolution the tangent lin-
ear model with respect to initial conditions is provided by KPP (see sec-
tion 3.2). For the remaining routines, the tangent linear model has been
coded by hand. Furthermore, another version of the tangent linear rou-
tines was obtained by the online automatic differentiation engine TAPE-
NADE (http://tapenade.inria.fr:8080/tapenade/). Both model vari-
ations were checked against each other and merged to a improved tangent
linear model version.
Newly coded tangent linear routines have been checked for consistency with
corresponding forward and adjoint modules. Tests were accomplished for
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each module separately first, and then for the entire model. For consistency






The abbreviations FWD and TLM denote the forward and tangent linear model,
α is a scalar parameter. While α approaches zero, the ratio (3.7) should
approach one. Note that round-off errors dominate in cases, where the mag-
nitude of α is sufficiently small. Here, the limits of numerical precision are
reached and results get worse. Within these limits, the new tangent lin-
ear routines demonstrate the required characteristics for equation (3.7) for
considered test cases. Besides consistency with the forward model, the gra-
dient ratio check indicates the accuracy of the tangent linear assumption.
Application of the tangent linear model is only justified, if the considered
perturbation is small enough to ensure d ≈ 1. For each chemical scenario
considered, the required accuracy has been achieved.
For consistency of tangent linear and adjoint model, Navon et al. [1992] sug-
gest to inspect if the following equation holds:
(TLM(δx))T (TLM(δx)) = δxTADJ(TLM(δx)), (3.8)
where ADJ denotes the adjoint model. The newly coded tangent linear rou-
tines satisfy equation (3.8) within the limits of numerical precision.
Employing the new tangent linear routines, one iteration of the eigenvalue
problems can finally be calculated. For solving the eigenvalue problems,
the extended power method (see section 3.3.1) and the software package
PARPACK (Parallel ARPACK, for ARPACK see section 3.3.2) have been
implemented and applied.
CHAPTER 4
Chemical sensitivities for tropospheric chemistry scenarios
Poppe et al. [2001] introduced a set of six scenarios for modeling tropo-
spheric chemistry. These scenarios are designed to cover conditions that are
typical for the remote continental planetary boundary layer (briefly this sce-
nario is called LAND), the ocean (scenario MARINE), the free troposphere
(scenario FREE), the moderately polluted planetary boundary layer (sce-
nario PLUME), the polluted planetary boundary layer (scenario URBAN)
and an urban plume with biogenic impact (scenario URBAN/BIO). Since
cases LAND, FREE, and MARINE represent rather clean air, these sce-
narios feature no emissions. In contrast, scenarios PLUME, URBAN, and
URBAN/BIO include a varying burden of emissions. While cases PLUME
and URBAN consider only anthropogenic emissions with different source
strengths, scenario URBAN/BIO considers both anthropogenic and biogenic
emissions. In detail, the first 60 hours of scenario URBAN/BIO are identical
to those of scenario URBAN. For scenario URBAN/BIO the anthropogenic
VOC emissions are switched off after 60 hours and biogenic emission (of iso-
prene) is switched on.
In order to verify, that the scenarios are unambiguously described, Poppe
et al. [2001] simulated all cases with five different chemistry box models. The
presented calculations demonstrate excellent agreement between the partici-
pating numerical solvers. Hence the definition of the scenarios is clear and
complete and can be utilized for testing numerical solvers. Further, the sce-
narios can serve as well documented base cases for sensitivity studies. In this
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work, both possibilities are employed. First, in section 4.1 the scenarios are
applied to verify that the chemical models and solvers used in this work are
suitable for the numerical solution of the balance equation. Second, in sec-
tion 4.2 they are taken as base cases for sensitivity studies with main focus
on the influence (in terms of initial concentrations and emission factors) of
volatile organic compounds (VOC) and nitrogen oxides (NOx) on the final
concentration of ozone (O3).
4.1 Description and forward simulation
The scenarios are defined via meteorological parameters (described in Ta-
ble 4.1), chemical initial conditions (summarized in Table 4.2), photolysis
frequencies (see appendix A.1.2) and emissions (see appendix A.1.3). The
utilized chemistry mechanism is RADM2 (section 3.1.1), which considers
tropospheric gas-phase chemistry only. All simulations start at July 1, local
noon, and end five days (120 hours) later at July 6, local noon.
Table 4.1: Meteorological parameters for scenarios defined by Poppe et al.
[2001].
LAND, PLUME FREE URBAN &
& MARINE URBAN/BIO
Altitude (km) 0 8 0
Temperature (K) 288.15 236.21 298.00
Pressure (hPa) 1013.25 356.50 1013.25
Air (1/cm3) 2.55 · 1019 1.09 · 1019 2.46 · 1019
Table 4.2: Initial mixing ratios for the gas-phase constituents (ppb) for sce-
narios defined by Poppe et al. [2001]. NMHC denotes non-methane hydro-
carbons, other species are described in the RADM2 species list (Table A.1).
LAND MAR. FREE PLUME URBAN URB./BIO
O3 30 30 100 50 30 30
NO 0.1 0.1 0.05 0.2 0.1 0.1
NO2 0.1 0.1 0.05 0.5 0.1 0.1
HNO3 0.1 1.5 0.1 0.1 1.5 0.1
Continued next page
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Table 4.2 – Continued
CO 100 100 100 200 100 100
CH4 1700 1700 1700 1700 1700 1700
Isopr. 0 0 0 0 0 0
H2 500 500 500 500 500 500
H2O2 2 2 2 2 2 2
HCHO 1 1 0 0 1 1
NMHC 0 0 0 0 0 0
SO2 0 0 0 0 0 0
In order to test the numerical solver employed in this work, all scenarios were
simulated. For the chemical constituents NOx, O3 and OH, the results of the
simulations of all scenarios are depicted in Fig. 4.1 and Fig. 4.2. Since the
depicted results show nearly perfect agreement with those of Poppe et al.
[2001], the utilized configuration seems to be suitable to model the chemical
evolution of the given scenarios.
4.2 VOC versus NOx limitation of the ozone
formation
Ozone (O3) formation is known to be dependent on two major classes of
directly emitted precursors: nitrogen oxides (NOx) and volatile organic com-
pounds (VOC). The relation between O3, NOx and VOC is driven by complex
nonlinear photochemistry. An important indicator for the VOC versus NOx
limitation of the O3 formation is the VOC-to-NOx ratio. It can be expressed
in terms of initial concentrations or emission rates. At high VOC-to-NOx
ratios, O3 increases with increasing NOx and changes little in response to
increasing VOC. Therefore, regimes with high VOC-to-NOx ratios are con-
sidered to be NOx limited or NOx sensitive. In contrary, regimes with low
VOC-to-NOx ratios are VOC limited. Here, O3 decreases with increasing
NOx and increases with increasing VOC. A detailed description of these
mechanism can be found in Seinfeld and Pandis [1998]. In the following
study, the issue of the VOC versus NOx limitation of the O3 formation is
applied to study singular vector analyses for atmospheric chemical modeling.
In case of the RADM2 mechanism, VOC consist of the model species ETH,
HC3, HC5, HC8, OL2, OLT, OLI, ISO, TOL, CSL, XYL, HCHO, ALD,




Figure 4.1: Mixing ratios for NOx, O3 and OH as function of integration time
for scenarios (a) LAND, (b) MARINE and (c) FREE.
KET, GLY, MGLY, and DCB, whereas NOx comprise the model species NO
and NO2. A short description of these acronyms can be found in the appendix
(Table A.1). The sensitivity studies presented in the following consider these
species with the objective to investigate the influence of initial values and
emissions of volatile organic compounds (VOC) and nitrogen oxides (NOx)
on the final concentration of ozone (O3). In order to examine the different er-




Figure 4.2: Mixing ratios for NOx, O3 and OH as function of integration time
for scenarios (a) PLUME, (b) URBAN and (c) URBAN/BIO. For scenario UR-
BAN/BIO, the black continuous line marks the switch from anthropogenic to bio-
genic emissions.
ror growths introduced in chapter 2, the singular vector analysis was applied
with respect to the coupled error growth, the projected error growth, the
coupled relative error growth as well as the projected relative error growth.
Since sensitivities are dependent on integration time and aging, the time-
dependence of the VOC versus NOx dominance is of special interest.
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For a comprehensive investigation of the effects of initial concentrations and
aging, a temporal singular vector diagram (TSVD) has been implemented.
Here, a complete set of singular vectors with varying starting times and simu-
lation intervals is calculated to cover the original interval [tI , tF ]. The calcula-
tions are carried out in n = tF−tI
∆t
time rows, where ∆t determines the chosen
minimal simulation interval length. Each time row TR(i), i=0,...,n-1 consists
of n individual singular vector simulations, all starting at time ti = tI + i∆t,
but differing in terms of simulation length, which equals (m+1) ·∆t for cal-
culation m, m=0,..,n-1. Altogether, each TSVD comprises n2 singular vector
analyses. A schematic overview of the TSVD is depicted in Fig. 4.3.
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Figure 4.3: Schematic presentation of the temporal singular vector diagram.
Here, each interval [ti, tf ] represents one singular vector calculation starting at
ti = tI + i∆t, i = 1, .., n and ending at tf = tI + f∆t, f = 1, .., 2n, f > i.
In the particular case of the following sensitivity study based on the scenarios
by Poppe et al. [2001], each singular vector simulation had a spin up run of
24h to ensure chemical balance at initial time and to guarantee meaningful
relative errors. Hence, the starting point tI of the TSVD is July 2, local
noon. Further, tF is determined as July 6, 12h and ∆t as one hour, leading
to n = 96 and therefore 9216 singular vector calculations per TSVD.
For sake of clarity, the starting point of the TSVD is called starting time
tI henceforth, while the starting point of each individual singular vector
calculation is called initial time ti. Further, the end point of the TSVD is
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denoted as end time tF , whereas the end point of each individual singular
vector calculation is denoted as final time tf .
4.2.1 Uncertainties of initial conditions
4.2.1.1 Error growth of VOC and NOx families
The TSVD is applied on the grouped error growth (2.54) first. As the focus
is placed on changes in the final ozone concentration due to uncertainties
of initial VOC and NOx concentrations, the final projection operators Ftf
(2.49) target ozone only. The initial family operators Fti (2.49) contain the
family VOC (F1) and the family NOx (F2). Other species were not taken
into account. The associated singular vector analyses answer the following
question:
Is the ozone development dominated by changes in the initial conditions
of VOC or NOx?
Since the answer to this question may differ for distinct scenarios and varied
initial and final simulation times, it is of special interest to address the more
in-depth issue:
To what extent are the results dependent on the given scenarios and the
simulation interval chosen?
First, each grouped error growth calculated within the TSVD was consid-
ered independently. The assigned singular vectors were compared to forward
model runs with varying initial concentrations of VOC and NOx, respec-
tively. By visual inspection of about 50 characteristic showcases per sce-
nario, the accuracy of the tangent linear assumption and the correctness of
the grouped singular vectors was proved. Fig. 4.4 gives an example for sce-
nario LAND for the simulation interval [t0, t36]. All considered showcases
illustrate that the grouped singular vectors correctly identify the direction of
largest error growth and that the tangent linear approximation is accurate.
Further, the accuracy of the tangent linear assumption was tested for each
conducted singular vector calculation by inserting the first singular vector
into equation (3.7). Results show, that setting α = 0.25 is sufficient to gain
|1.0− d| ≤ 0.01. Therefore, the ratios are close enough to 1, suggesting that
the tangent linear assumption is sufficiently held.
The results of a complete TSVD for scenarios MARINE, FREE and PLUME
are presented in Fig. 4.5. In order to visualize the singular vectors, the
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Figure 4.4: Absolute uncertainties in the final concentration of O3 for scenario
LAND. Isopleths demonstrate the absolute change in the final concentration of O3
resulting from variations in the initial concentrations of VOC and NOx, respec-
tively. The arrow indicates the direction of maximal grouped error growth. All
calculations started at July 2, 12h and ended 36 hours later at July 3, 24h.
vector entries corresponding to a specific chemical compound or family are
considered separately. Further, the singular vectors were set to unit length.
Therefore, an entry of 1 in a specific section of the singular vector indicates
that the ozone concentration at final time is solely influenced by this partic-
ular section.
Fig. 4.5 reveals a clear distinction between sensitivities with initial time ti at
day and sensitivities with initial time ti at night, which also occurs for the
non-displayed scenarios LAND, URBAN and URBAN/BIO. For all scenar-
ios, main qualitative features are:
i) The importance of NOx and VOC changes with initial time ti at sunset
or sunrise. The specific initial condition at different day or night times
does not seem to affect the results much.
ii) With growing simulation length the initial influence of NOx and VOC
changes significantly. Hence simulation length appears to be another
influential feature.
Fig. 4.5 only allows for a qualitative comparison between the importance of
VOC and NOx initial values. For a direct comparison, the results of the




Figure 4.5: TSVD of the optimal grouped singular vectors for scenarios (a) MA-
RINE, (b) FREE and (c) PLUME. VOC-sections of the grouped singular vectors
are depicted on the left panel column, NOx-sections on the right panel column.
The organization of the results follows the schematic diagram 4.3. Each color
pixel indicates an individual singular vector calculation for interval [ti, tf ]. To aid
interpretation, singular vectors were set to unit length. Furthermore, sunrises are
marked with red lines and sunsets with blue lines, respectively.
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singular vector analyses have been categorized following the findings i) and
ii). In order to grant unambiguous results, a small amount of the conducted
(and for scenarios MARINE, FREE and PLUME already depicted) simula-
tions were not considered for categorization. First of all, simulations with
initial time ti at night and final time tf before first sunrise were not taken into
account. In these special cases, the whole simulation takes place at nighttime
when there is no photochemistry. Secondly, simulations with initial time ti
during hours with decreasing or increasing insolation were disregarded for
categorization. More precisely, hours with decreasing insolation are defined
to be between sunrise and 3 hours after sunrise and hours with decreasing in-
solation are defined to be between 4 hours before sunset and sunset. Thirdly,
for scenario URBAN/BIO (Fig. 4.1(b)) only the biogenic part of the scenario
is considered, since the first 36h equal those of scenario URBAN (remember
the spin up run of 24h). For the remainder of this section, the term ’results’
refers to the results remaining for categorization only. Furthermore, the bio-
genic part of the URBAN/BIO scenario is denoted as scenario BIO.
Paying attention to feature i) first, the results are categorized into results of
calculations with initial time ti at day (category Ca) and results of calcula-
tions with initial time ti at night (category Cb). For each category Ci a mean
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are calculated for each category Ci to examine the significance of the mean
impact mi.
Fig. 4.6 displays an example of statistical results for categories Ca and Cb
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Figure 4.6: Statistics of optimal grouped singular vectors for categories Ca and Cb
for scenario MARINE. Depicted are mean impact (blue bars), minimum/maximum
value (dark blue lines) and standard deviation (red bars).
in case of the scenario MARINE. Generally, the standard deviations for the
chosen categorization are relatively large. There are scenarios where none
of both categories can definitely be assigned to be VOC or NOx dominated.
Therefore, a more refined distinction appears to be advisable. Since simula-
tion length tends to be another influential feature (see finding ii)), categories
Ca and Cb are now further subdivided depending on simulation length. Hence
categories Cak/bk , k=1, 2, 3, 4 represent results of calculations ending between
sunrise k-1 and sunrise k. Thereby, sunrise k, k=1, 2, 3 specifies the kth sun-
rise after initial time ti. Sunrise 0 equals time ti and sunrise 4 equals tf ,
respectively.
Showcase results of the statistics of the new categories are illustrated for
Figure 4.7: Statistics of optimal grouped singular vectors for categories Ca1/2/3/4
and Cb1/2/3/4 for scenario MARINE. Depicted are mean impact (Ca1/b1 : blue
bars, Ca2/b2 : turquoise bars, Ca3/b3 : green bars, Ca4/b4 : orange bars), mini-
mum/maximum value (dark blue lines) and standard deviation (red bars).
scenario MARINE in Fig. 4.7. For all scenarios, the subdivision in terms
of simulation length leads to a reduction of the standard deviation. Not in
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all cases the reduction is large enough to declare the mean impacts to be
representative. Table 4.3 and Table 4.4 summarize the categorization results
in terms of mean impact and standard deviation for the NOx-section. Since
the singular vectors are normalized, the mean impact of the VOC-section can
be derived directly. Notable findings of the categorization are summarized
below.
Table 4.3: Mean impact and standard deviation of NOx for categories Ca1/2/3/4 .
Considered are optimal grouped singular vectors.
LAND MAR. FREE PLUME URBAN BIO
Ca1 0.83
±0.04 0.62±0.07 0.93±0.04 0.49±0.06 0.06±0.02 0.49±0.02
Ca2 0.72
±0.09 0.55±0.05 0.90±0.05 0.48±0.05 0.05±0.02 0.50±0.02
Ca3 0.71
±0.09 0.62±0.08 0.77±0.05 0.60±0.11 0.04±0.02 0.51±0.02
Ca4 0.75
±0.09 0.80±0.12 0.66±0.04 0.77±0.12 0.04±0.02 0.53±0.02
Table 4.4: Mean impact and standard deviation of NOx for categories Cb1/2/3/4 .
Considered are optimal grouped singular vectors.
LAND MAR. FREE PLUME URBAN BIO
Cb1 0.31
±0.06 0.27±0.01 0.61±0.04 0.24±0.04 0.05±0.02 0.37±0.10
Cb2 0.35
±0.06 0.32±0.02 0.57±0.04 0.34±0.06 0.04±0.02 0.48±0.10
Cb3 0.40
±0.06 0.40±0.04 0.52±0.03 0.56±0.18 0.03±0.02 0.60±0.14
Cb4 0.45
±0.07 0.51±0.05 0.48±0.02 0.73±0.15 0.03±0.02 0.71±0.17
For simulations with initial time ti at day, Table 4.3 indicates, that scenarios
with rather clean air are in general more NOx sensitive than scenarios with
polluted air. The high NOx values for case FREE (representing the cleanest
air) and the low NOx values for case URBAN (representing the most polluted
air) are most remarkable. Accordingly, scenario BIO is nearly in VOC-NOx
balance. Further, simulation length tends to change the amount of the NOx
sensitivity, but no clear chains of cause and effect are identifiable.
For simulations with initial time ti at night, Table 4.4 exhibits that the results
resemble for scenarios LAND, MARINE, PLUME and BIO. For the shortest
simulation interval, there is VOC dominance, which decreases with growing
simulation length. Thereby the rate of decrease appears to be dependent on
the degree of air pollution (the cleaner the air the lesser the rate of increase).
Results for scenarios FREE and URBAN differ, both show increasing VOC
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impact, whereas scenario URBAN remains clearly VOC controlled. In con-
trast, scenario FREE changes from NOx dominated to VOC dominated.
In summary there is no generally valid statement about the VOC versus NOx
limitation of the ozone formation. As assumed, the results indicate that the
VOC versus NOx dominance is highly dependent on given scenarios and the
chosen simulation interval. According to the questions at the beginning of
this section, the key findings are:
• For simulations with initial time at day, scenarios with cleaner air are
more NOx sensitive.
• For simulations with initial time at night, the VOC influence is typically
decreasing with simulation length. The rate of decrease appears to be
dependent on the degree of air pollution.
4.2.1.2 Error growth of VOC and NOx species
The grouped error growth calculations carried out in the previous section
were able to analyze the VOC versus NOx dominance of given situations.
The consequential question to be faced in this section is:
To which extent is each individual compound of the NOx or VOC group
responsible for the particular influence of the group?
Calculations with the projected error growth (2.31) can deal with this ques-
tion by focusing on the individual species belonging to the VOC and NOx
group at initial time ti and on O3 at final time tf .
Fig. 4.8 displays results of projected error growth TSVDs for VOC com-
pounds HC8 and ISO for scenario MARINE and gives an idea of the com-
plexity of the underlying chemical processes. Since the concern of this sec-
tion is a general ranking of the impact of the species, the categorizations and
statistics introduced in section 4.2.1.1 were applied. Results indicate that a
categorization into simulations with initial time ti at day (Ca) and simula-
tions with initial time ti at night (Cb) is reasonable. For a ranking of species
however, the projected singular vectors do not benefit much from a subcate-
gorization dependent on simulation length in all cases, as shown in Fig. 4.9.
Still there are other cases, where a subcategorization is necessary, since the
standard deviation of the mean impact is quite large for categories Ca and Cb.
A careful examination for each scenario is demanded to gain useful results.
For the NOx compounds, the ranking of the compounds is independent of
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Figure 4.8: TSVD of the optimal projected singular vectors for scenario MARI-
NE. HC8-sections of the projected singular vectors are depicted on the left panel,
ISO-sections on the right panel. Plotting conventions as in Fig. 4.5.
Figure 4.9: Statistics of optimal projected singular vectors for categories Cb1/2/3/4
for scenario MARINE. The VOC and NOx compounds with most influence have
been chosen for presentation. Depicted are mean impact (Cb1 : blue bars, Cb2 :
turquoise bars, Cb3 : green bars, Cb4: orange bars), minimum/maximum value (dark
blue lines) and standard deviation (red bars).
categorization. Therefore, statistics for different categorizations are not pre-
sented here. The information content of those statistics can be summarized
as follows:
Within the NOx group, NO and NO2 show nearly equivalent influence
(whereas NO2 has little more importance).
Statistics for the VOC compounds for each scenario and all categories can be
found in the appendix A.2.1. Examination of these statistics does not indi-
cate a category-independent ranking for the VOC compounds. Nevertheless
it can be stated:
Within the VOC group, CSL, TOL, XYL, MGLY, DCB and ISO play a
dominant role. In contrast, ETH and HCHO belong to the species with
least influence.
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Further, the statistics show, that the ranking order for each individual species
of the VOC group is dependent on the chosen scenario, the initial time ti of
simulation (day or night) and the length of simulation. The most important
findings will be summarized in the following.
Simulations with initial time at daytime
For simulations with initial time ti at day, the particular influence of the
VOC compounds are similar (in terms of ranking order) between scenarios
LAND, MARINE, PLUME, and BIO. Here, model species CSL, XYL, TOL,
MGLY, and DCB (+OLI for scenarios PLUME and BIO, +HC8 for scenario
Marine) have strongest influence, followed by ALD, HC8 (not for scenario
MARINE), OLI (not for scenarios PLUME and BIO), ISO, OLT, and HC5
(not for scenario PLUME) and OL2, HC3, and KET (+HC5 for scenario
PLUME). Model species HCHO, GLY, and ETH are least important. For all
scenarios the ranking is altered with changing simulation length. In general,
TOL, HC8, HC5, HC3, and KET show increasing influence, while MGLY,
DCB, and ALD show decreasing effect (ALD not for scenario URBAN) with
growing simulation length. Scenario FREE, however, does not share these
features.
Simulations with initial time at nighttime
For simulations with initial time ti at night, CSL has remarkably higher in-
fluence than for simulations with initial time at day, yielding an outstanding
impact for scenarios LAND, MARINE, PLUME, and BIO. Furthermore, the
influence of model species ISO and OLI is ranked higher than for simulations
with initial time at day for scenarios LAND, MARINE, FREE, and BIO.
None of the scenarios shows further similarities in terms of ranking lists, but
in terms of time-dependent behavior. For scenarios LAND, URBAN, and
BIO, the influence of TOL, HC8, HC5, HC3, and KET tends to increase
with growing simulation length, while the influence of MGLY, DCB, and
ALD decreases.
So far, investigation of the scenarios has been carried out without any weight-
ing of the perturbations. Hence existing results give insight into the influence
of the kinetics without considering mixing ratios of different species. This
property leads to domination of error growth by more abundant species. In
order to evaluate relative influences of chemical compounds, the problems
considered in sections 4.2.1.1 and 4.2.1.2 are investigated with the relative
error growth. Unfortunately, a weighting with typical initial concentrations is
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not feasible for scenarios LAND, MARINE and FREE, due to the fact that
the only reactive carbon containing compounds are CO, CH4 and HCHO.
The remaining VOC have zero concentrations. Therefore, relative singular
vector analyses were only applied to scenarios PLUME, URBAN and BIO.
Again, the notation BIO indicates that only the biogenic part of scenario
URBAN/BIO (Fig. 4.1(b)) is considered.
4.2.1.3 Relative error growth of VOC and NOx families
Since grouped relative singular vectors weight the influence of chemical com-
pounds by their typical concentrations, the main questions raised in subsec-
tion 4.2.1.1 are modified to:
Is the ozone development dominated by relative changes in the initial con-
ditions of VOC or NOx?
To what extent are these results dependent on the given scenarios and the
chosen simulation interval?
In order to answer these questions, TSVDs of grouped relative singular vec-
tors were calculated for scenarios PLUME, URBAN, and BIO.
For verification of the validity of the tangent linear assumption and of the
accuracy of the grouped singular vectors, about 50 characteristic grouped
relative singular vectors of each scenarios were regarded independently first.
For those showcases the grouped relative singular vectors were depicted to-
gether with the results of simple forward model runs with varying initial
concentrations of VOC and NOx. For simulation interval [t107, t192], Fig. 4.10
provides insight into the results for scenario PLUME. Similar to the depicted
case, all samples demonstrate that the calculated grouped relative singular
vectors are capable of accurately simulating the relative error growth and
that the tangent linear approximation is adequate. In addition, the gradient
check ratio introduced in equation (3.7) is applied to each conducted singular
vector calculation. Here, the first singular vector is utilized as perturbation,
while α is varied. Calculations prove that selecting α = 0.3 is sufficient to
gain |1.0−d| ≤ 0.01. In most of the cases, α can be increased without invali-
dating the approximation for d. The tangent linear assumption is sufficiently
held.
TSVD-results for scenarios PLUME and URBAN are collected in Fig. 4.11.
Scenario BIO is not displayed, but its TSVD-results are included in the inter-
pretation of results. Remarkably, there is no similarity between the grouped
error growth (section 4.2.1.1) and the grouped relative error growth. The
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Figure 4.10: Relative uncertainties in the final concentration of O3 for scenario
PLUME. Isopleths demonstrate the relative change in the final concentration of O3
resulting from variations in the initial concentrations of VOC and NOx, respec-
tively. The arrow illustrates the assigned direction of largest grouped relative error
growth. All calculations started at July 6, 23h and ended 85 hours later at July
10, 12h.
singular vector entries of the grouped relative error growth do not show a
periodic pattern for initial time ti at day or night. Instead, each time row
TR(i) (for explanation of time rows see Fig. 4.3) has its own pattern, which
does not reiterate. Nevertheless, the evolutional behavior of the singular vec-
tors seems to recur.
In order to estimate a more precise line of conduct for the grouped rela-
tive error, the evolutional behavior was categorized as introduced in section
4.2.1.1. But neither considering the deviation from the initial influence nor
their modifications (taking the squared measure etc.) leads to standard de-
viations small enough to be meaningful. Another attempt to state the aging
characteristic precisely is to apply the initial concentrations of the VOC and
NOx components on the grouped relative error growth. Different applications
were tested but none of them leads to precise characteristics. Using the same
application to transform the grouped relative error into the grouped error
growth did not succeed either. A straightforward pattern that helps to find
meaningful time-dependent categorizations for the VOC or NOx dominance
of the scenarios seems difficult to achieve.
Facing these difficulties, the scenarios are analyzed separately first. There-
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(a)
(b)
Figure 4.11: TSVD of the optimal grouped singular vectors for scenarios (a)
PLUME and (b) URBAN. VOC-sections of the grouped singular vectors are de-
picted on the left panel column, NOx-sections on the right panel column. Plotting
conventions as in Fig. 4.5. Here, in exception, sunrises are marked with red and
black lines.
fore, all simulations with initial time ti within a fixed 24h-interval are denoted
as TSVD24-section henceforth. In detail, the fixed interval is determined to be
[SR(i), SR(i+1)], i=1, 2, 3, with SR(i) denoting the i-th sunrise after starting
time tI . Note, that this definition yields three TSVD24-sections. The sunrises
SR(i), that separate the different TSVD24-sections, are indicated with black
lines in Fig. 4.11. The evolutional behavior of TSVD24-sections appears to
roughly recur.
Scenario PLUME
For scenario PLUME, the evolutional behavior is well defined (Fig. 4.11(a)).
For each time row TR(i), the influence of VOC grows for simulations within
the first half of the time row TR(i) (i.e. simulations with shorter simulation
lengths, see Fig. 4.3). In contrast, the VOC sensitivity decreases for sim-
ulations within the second half of the time row TR(i). Thereby, the rate
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of decrease is less for initial time ti at night. Within each TSVD24-section,
time rows TR(i) with initial time ti directly after sunrise have least VOC
influence. Comparing the TSVD24-sections among each other shows that the
later the TSVD24-section starts the more influence is gained by VOC.
Scenario URBAN
Scenario URBAN shows a plain evolutional behavior: With growing simula-
tion length, the sensitivity of VOC increases. Similar to scenario PLUME,
the evolutional behavior is less pronounced for initial time ti at night. De-
pending on changing initial concentrations, the actual initial VOC sensitiv-
ity within each TSVD24-sections increases the more, the later the associated
simulations are starting. For comparison of the TSVD24-sections, the same
feature applies.
Scenario BIO
In contrary to the other scenarios, scenario BIO shows approximately con-
stant influence within each time row TR(i) for simulations with initial time
ti at day. For initial time ti at night, the effect of VOC decreases with in-
creasing simulation length. Inside each TSVD24-section the VOC influence
is strongest for simulations starting after sunrise and reduces for simulations
starting afterwards. In compliance with scenarios PLUME and URBAN, sce-
nario BIO gains more VOC influence with growing distance between starting
time tI and start of the TSVD24-section.
In summary, the key features of the grouped relative error growth are:
• The evolutional behavior of the TSVD24-sections is roughly periodic.
• The later the initial time of the simulations is, the more the influence
of NOx per TSVD24-sections decreases.
• The NOx-sensitivity is larger for simulations starting during morning
hours.
4.2.1.4 Relative error growth of VOC and NOx species
For further understanding of the results of the grouped relative singular vec-
tors it is of special interest to raise the following question:
To which extent is each individual compound of the NOx or VOC group
responsible for the particular influence of the group?
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The current section aims to answer this question by analyzing projected
relative singular vectors. In contrast to projected singular vectors (section
4.2.1.2), projected relative singular vectors demonstrate the influence of rel-
ative changes in the initial concentrations of each individual compound.
Fig. 4.12 displays results of the TSVD of optimal projected relative singular
Figure 4.12: TSVD of the optimal projected relative singular vectors for scenario
URBAN. KET-sections of the projected relative singular vectors are depicted on
the left panel, NO2-sections on the right panel. Plotting conventions as in Fig. 4.5.
vectors for compounds KET and NO2 for scenario URBAN. These particu-
lar cases reveal at a glance, that the importance of the depicted compounds
changes remarkably with growing distance between initial time ti and start-
ing time tI . TSVD-results for other compounds and other scenarios are not
depicted, but they confirm this finding. Therefore, the categorizations and
statistics introduced in section 4.2.1.1 were applied for each day and night
separately. Fig. 4.13 provides an example of the outcome for day 1 and night
1 of scenario URBAN. Here, day i contains all results of simulations start-
ing between sunrise i-1 and sunset i, while night i comprises all results of
simulations starting between sunset i and sunrise i. Sunrise i and sunset i,
i=1, 2, 3, 4, specify the ith sunrise and ith sunset after starting time tI . Sun-
rise 0 equals starting time tI .
For each scenario, the statistical results for all days and nights are depicted
in the appendix (A.2.2). Their examination yields the following notable find-
ings:
• Within the VOC group, model species ALD, KET, HC3, HCHO, TOL
and HC5 (and ISO for scenario BIO) play a dominant role. The influ-
ence of other species can be disregarded.
• The influence of all VOC compounds grows with increasing distance
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Figure 4.13: Statistics of optimal projected relative singular vectors for day 1 (left
panel) and night 1 (right panel) of scenario URBAN. Depicted are mean impact
(Ca1/b1 : blue bars, Ca2/b2 : turquoise bars, Ca3/b3 : green bars, Ca4/b4 : orange bars),
minimum/maximum values (dark blue lines) and standard deviation (red bars) for
the nine most prominent VOC and NOx compounds for categories Ca1/2/3/4 (left
panel) and Cb1/2/3/4 (right panel).
between starting time tI and initial time ti. Compatibly, the effect of
the NOx compounds decreases in the meantime.
• Within the NOx group, NO is less important than NO2. For initial time
at night, NO has negligible impact.
The exact amount of influence for each species of VOC and NOx differs
scenario-wise. In the following, the most important findings per scenario are
described shortly.
Scenario PLUME
For scenario PLUME, most of the influence of VOC is induced by ALD, HC3,
and KET. Here, ALD gains influence with increasing simulation length, while
HC3 and KET are losing effect at the same time. The influence of NOx is
mainly determined by NO2.
Scenario URBAN
Most prominent VOC compounds of scenario URBAN are HC3 and KET.
Even though HCHO, ALD, HC5, and TOL have less influence, their effect
is still considerable. Within the NOx group, NO2 and NO have nearly the
same amount of influence for initial time ti at day 1. For the following days,
the influence of both compounds declines the more the initial time ti spreads
away from starting time tI . The rate of decrease, however, is larger for NO.
Scenario BIO
The VOC effect of scenario BIO is mainly determined by the compound ALD.
52 Chemical sensitivities for tropospheric chemistry scenarios
With growing simulation length, ALD loses influence. Most of the influence
of NOx is induced by NO2.
4.2.1.5 Comparison of absolute and relative uncertainties
Even though both absolute and relative errors are apparently dependent
on the chemical scenario, the simulation length and the initial time, their
time-dependent behavior shows substantial differences. Based on recurring
patterns, a categorization of the absolute error into simulations starting at
daytime and simulations starting at nighttime is reasonable. With a further
subcategorization into four different simulation length intervals, the devel-
opment of the grouped singular vectors is adequately covered. Since relative
errors do not show recurring patterns, a comparable categorization is not
reasonable here. Grouped relative singular vectors are dependent on the ini-
tial concentration of the VOC and NOx components respectively, with their
evolutional behavior of TSVD24-sections appearing to recur. Unfortunately,
no categorization with adequate accuracy could be imposed for the evolu-
tional behavior. Only a rough approximation of the further development of
the relative influence of VOC and NOx can be made. Hence, it can be stated
that:
There is no simple relation between absolute and relative error growth.
Calculations with the projected error growth and the projected relative error
growth stated the species that induced the impact of the VOC and NOx
group. For VOC, the species with most absolute influence were CSL, DCB,
and MGLY, followed by the compounds HC8, TOL, XYL, ALD, OLI, and
ISO. For relative influence this changed to ALD, KET, HC3, followed by
HCHO, TOL, HC5, and ISO. For NOx, a balanced absolute influence of NO
and NO2 changed to a NO2 dominated relative influence. These differences
can easily be explained by different initial concentrations. Differences in
structural patterns for each species caused by chemical dynamics are quite
complicated. Their explanation is beyond the scope of this work.
4.2.2 Uncertainties of emission factors
In the following, the VOC versus NOx dependence of the ozone development
is analyzed with respect to emissions. For the associated singular vector
analyses, emission factors are considered instead of emissions (for reasons
of practicability, see section 2.2). Since uncertainties in emission factors
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already denote a relative disturbance, only relative error growths are applied
here. Because the emission strength of chemical compounds NO2, GLY,
DCB, and MGLY is zero for scenarios defined by Poppe et al. [2001] (see
appendix A.1.3), these compounds obviously have no emission impact within
their family. Consequently, the NOx impact is solely determined by NO.
Furthermore, only the scenarios PLUME, URBAN and BIO are analyzed,
since other scenarios do not include emissions. Again, the notation BIO
indicates that only the biogenic part of scenario URBAN/BIO (Fig. 4.1(b))
is considered.
4.2.2.1 Relative error growth of VOC and NOx families
The objective of this section is to evaluate the role of emission factors of VOC
and NOx in the ozone development. More precisely, the main questions to
be faced here are:
Is the ozone development dominated by changes in emissions of VOC or
NOx?
To what extent are these results dependent on the given scenarios and the
chosen simulation interval?
In order to provide insight into these aspects, the TSVD is applied to the
grouped relative singular vector analysis for scenarios PLUME, URBAN and
BIO.
First, about 50 grouped relative singular vectors of each scenarios were con-
sidered to verify the validity of the tangent linear assumption and the accu-
racy of the grouped relative singular vectors. For those characteristic show-
cases, the grouped relative singular vectors were depicted on the results of
simple forward model runs with varying emission factors for each member of
VOC and NOx. Fig. 4.14 is a case in point for simulation interval [t72, t137]
of scenario URBAN. It captures the main feature, that the tangent linear
approximation for emission factors is less accurate than the tangent linear
approximation for initial uncertainties in case of grouped relative singular
vectors. Nevertheless, in each of the showcases a reduction to 10% pertur-
bation of the emission factors results in a sufficient accurate tangent linear
approximation. All samples demonstrate that the calculated grouped rela-
tive singular vectors are capable of accurately simulating the relative error
growth. In order to ensure that the tangent linear assumption is held for
all time series calculations, the gradient check ratio (3.7) is tested for the
first singular vectors. It can be proven that setting α = 0.1 is sufficient to
gain |1.0 − d| ≤ 0.01. The shorter the simulation interval, the more α can
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Figure 4.14: Relative uncertainties in the final concentration of O3 for scenario
URBAN. Isopleths demonstrate the relative change in the final concentration of O3
resulting from variations in the emission factors of VOC and NOx, respectively.
The arrow illustrates the assigned direction of largest grouped relative error growth.
All calculations started at July 5, 12h and ended 65 hours later at July 8, 9h.
be increased without violating the approximation for d. The tangent linear
assumption is sufficiently valid.
Results of the TSVD calculations show substantial differences between sce-
narios PLUME and URBAN on the one hand and scenario BIO on the other
hand. Specifically, scenario BIO is solely influenced by VOC. This effect re-
sults from the fact, that scenario BIO only includes biogenic emission of iso-
prene. In contrast, the grouped relative singular vectors of scenarios PLUME
and URBAN show a time-dependent behavior. Fig. 4.15 provides insight into
the results for the complete TSVD for both scenarios. Note that, in con-
trast to other TSVD illustrations, for both scenarios only the VOC-entries
of the singular vectors are depicted. Furthermore, for scenario PLUME the
sensitivity-scale of the VOC entries reaches only 0-20% impact.
Remarkable common features of scenarios PLUME and URBAN are:
• The emission factors of VOC gain influence with growing distance be-
tween starting time tI and initial time ti. An exception are simulations
with final time tf before and immediately after the first sunset in sim-
ulation time.
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(a) PLUME (b) URBAN
Figure 4.15: TSVD of the optimal grouped relative singular vectors for scenarios
(a) PLUME and (b) URBAN. Both panels depict VOC-sections of the grouped
relative singular vectors. Plotting conventions as in Fig. 4.5.
• The impact of the emission factors of VOC generally grows with in-
creasing simulation length. Simulations with final time tf around sun-
rise are an exception, where the influence of VOC temporarily de-
creases.
A categorization of the emission factor impact is not advisable since gradual
changes of influence appear for both initial times ti and simulation lengths.
This behavior reflects the length of emission exposure on the given scenario.
Thereby the VOC sensitivities of scenario URBAN gain influence from 35%
(for simulation interval [t0, t35]) to 100% (for simulation interval [t96, t190]).
For scenario PLUME the described behavior is less pronounced with 9% VOC
impact for simulation interval [t0, t35] and 19% VOC impact for simulation
interval [t96, t190]. The different rates of increase of influence appear to be
associated with the different amounts of NO-emissions applied for scenario
PLUME and URBAN.
4.2.2.2 Relative error growth of VOC and NOx species
In order to provide more detailed information about the VOC and NOx
limitation of the ozone development, the following question is addressed:
To which extent is each individual compound of the NOx or VOC group
responsible for the particular influence of the group?
This question was investigated with TSVDs of projected relative singular
vectors. As for the grouped relative errors, results show substantial differ-
ences between scenarios PLUME and URBAN on the one hand and scenario
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BIO on the other hand. Since scenario BIO only includes biogenic emission
of isoprene, the VOC influence of scenario BIO is solely determined by model
species ISO.
Fig. 4.16 displays the results of the TSVD of scenario PLUME for OLI and
Figure 4.16: TSVD of the optimal projected relative singular vectors for scenario
PLUME. OLI-sections of the projected relative singular vectors are depicted on the
left panel, HC3-sections on the right panel. Plotting conventions as in Fig. 4.5.
HC3. Results for other species and scenario URBAN are not depicted, but
nevertheless considered for the investigation. The projected relative singular
vectors of scenario PLUME and URBAN show gradual changes of influence
for different initial times ti and different simulation lengths. Furthermore,
the influence of different species has distinct gradual changes as Fig. 4.16
points out. Therefore, a categorization for the ranking of species is not ad-
visable.
Visual inspection of the TSVDs for scenario PLUME and scenario URBAN
exhibit little similarity. Most notable features shared are:
• XYL and TOL play a dominant role within the effect of VOC, whereas
the influence of HCHO, ETH, and ALD is negligible.
• Species ISO, CSL, GLY, MGLY, DCB, and NO2 are not emitted and
therefore have no emission factor impact.
In the following, scenarios PLUME and URBAN are analyzed separately to
provide a more comprehensive picture of the results.
Scenario PLUME
Within scenario PLUME the impact of VOC is almost entirely determined by
chemical compounds TOL and XYL. The structural pattern of the influence
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of TOL and KET is similar to the structural pattern of the VOC-influence.
KET, OLI, HC3, OLI, OLT, HC5, and HC8 show medium impact within the
VOC group. Compared to the influence of TOL and XYL, the maximum
impact of some of the species with medium influence is quite large. Never-
theless, their mean influence is substantially below their maximum impact.
Chemical compounds ETH, ALD, and HCHO show relatively large differ-
ences between maximum impact and mean influence as well. They have the
least influence within the VOC compounds.
Scenario URBAN
For scenario URBAN, the most dominant species are XYL, HC3, TOL, HC5,
and HC8 (sorted by decreasing mean influence). Since the structural pattern
of TOL and XYL is less pronounced than the structural pattern of HC3,
HC5, and HC8, the order of maximum impact does not match the order of
mean influence. Compounds with medium impact within the VOC group
are OL2, OLT, OLI, and KET. ALD, ETH, and HCHO have least influence
among the VOC species.
CHAPTER 5
Spatial chemical sensitivities for the ZEPTER-2 campaign
The second ZEPpelin based Tropospheric photochemical chemistry expER-
iment (ZEPTER-2-campaign, e.g. Ha¨seler et al. [2009]) took place between
October 17, 2008 and November 8, 2008, employing the unique capabilities
of a modified Zeppelin NT (’Neue Technologie’, German for new technology)
airship as an airborne measurement platform. The Zeppelin was equipped
with instruments to conduct in-situ measurements of concentrations of OH,
HO2, O3, HONO, HCHO, NOx, CO and several other compounds as well
as particular photolysis frequencies. During the campaign 25 flights were
carried out within a 100 km radius of the home base Friedrichshafen air-
port (FDH). Vertical profiles of trace gases were measured above different
surfaces, including Lake Constance and surrounding forests. Table 5.1 sum-
marizes accomplished ZEPTER-2-flights and associated vertical profile mea-
surements.
Table 5.1: List of ZEPTER-2-flights. All flights started and ended at Friedrichs-
hafen airport (FDH). Start and end time are given in UTC, # VP denotes number
of vertical profiles.
Flight Date Start End Flight-Location # VP
01 Oct 17 17:20 19:32 Lake Constance 3
02 Oct 18 09:45 14:08 Lake Constance 4
03 Oct 18 14:11 17:45 Lake Constance 2
04 Oct 19 08:45 13:25 Ravensburg, Forest of Altdorf 2
Continued next page
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Table 5.1 – Continued
05 Oct 19 13:42 17:36 Ravensburg, Forest of Altdorf 2
06 Oct 20 04:43 10:50 Lake Constance 3
07 Oct 20 11:26 17:18 Lake Constance 3
08 Oct 24 14:38 18:08 Lake Constance 2
09 Oct 25 13:20 16:44 Lake Constance 2
10 Oct 26 12:40 17:01 Forest of Altdorf 3
11 Oct 26 17:40 20:45 Forest of Altdorf 1
12 Oct 27 06:20 06:58 Forest of Altdorf 0
13 Oct 31 15:04 17:54 Lake Constance 1
14 Nov 02 11:02 14:31 Forest of Tettnang 1
15 Nov 02 15:15 17:57 Forest of Tettnang 1
16 Nov 03 10:07 13:40 Ravensburg, Forest of Altdorf 3
17 Nov 03 14:10 17:37 Ravensburg, Forest of Altdorf 2
18 Nov 03 18:01 20:59 Ravensburg, Forest of Altdorf 1
19 Nov 05 10:44 14:31 Hinterland of Lake Constance 4
20 Nov 05 15:50 20:28 Lake Constance 1
21 Nov 07 09:09 13:25 Hinterland of Lake Constance 6
22 Nov 07 15:07 16:40 Hinterland of Lake Constance 1
23 Nov 07 17:27 20:55 Hinterland of Lake Constance 2
24 Nov 08 11:09 14:14 Hinterland of Lake Constance 3
25 Nov 08 14:33 17:19 Lake Constance 1
The collected data of the ZEPTER-2-campaign allows a practical applica-
tion of the theory of targeted observations. In detail, the singular vector
analysis was applied to find out the most sensitive locations and chemical
species with respect to their impact on the final concentration of ozone. For
subsequent studies, ZEPTER-2-measurements offer the perspective to verify
the evaluated sensitivities of chemical species by data assimilation.
5.1 Design of sensitivity experiments
Spatial chemical sensitivities are not only influenced by chemical transfor-
mation but also by meteorological processes. Therefore, they do not only
determine the measurement priority of each chemical species, but also the
optimal placement for each measurement. Accordingly, singular vectors can
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help to fulfill the request of effective campaign design. With specific op-
erators (see chapter 2), singular vector analysis can be adjusted to answer
campaign specific questions (in terms of targeted observations). In the follow-
ing, the adjustment of singular vector analysis to the ZEPTER-2-campaign
is described. According to chapter 2, the starting time of the considered sim-
ulations is denoted as initial time tI , while the associated end time is denoted
as final time tF .
Since the ZEPTER-2-campaign has already taken place, the singular vector
analysis cannot be employed for actual campaign design here. Nevertheless,
this study gives an insight in how singular vectors can be applied in fu-
ture campaigns. Furthermore, accomplished ZEPTER-2-measurements can
help to confirm the calculated relevance ranking of measurements of chemi-
cal compounds. Therefore, the projection operators PtI and PtF (2.27) were
adapted to focus on ZEPTER-2-measurements. This design provides the
possibility to verify the calculated relevance ranking of measurements with
data assimilation at a later date. In the process of verification, the measure-
ments at initial time are assimilated in order of sensitivity. Subsequently, the
obtained ozone concentrations at final time are compared with the ZEPTER-
2-measurements at the same time. The improvement of the forecast of ozone
should reflect the relevance ranking of the sensitivities.
The design of the following sensitivity experiments is defined by the chosen
projection operators. As mentioned above, the latter focus on ZEPTER-2-
measurements. In detail, they are set up to result in answering the following
guiding questions for singular vector analysis:
q1) Which of the species O3, NO, NO2, HCHO, CO, HONO and OH has
to be measured with priority to provide an enhanced forecast of locally
predetermined ozone profiles?
q2) Where is the optimal location for observations of these components (sub-
ject to the above specified aim)?
According to these questions, the chemical projection of the final projection
operator PtF focuses on O3. The local projection at final time is prede-
termined by ZEPTER-2 vertical profile measurements. Compared to final
projections on a single measurement point, final projections on a measure-
ment profile grant a larger magnitude of the optimal initial perturbation.
For notational convenience, the location of the vertical measurement profile
at final time is denoted as ’final profile VP(tF )’ in the following.
The initial projection operator PtI focuses on species O3, NO, NO2, HCHO,
CO, HONO and OH. The relatively large amount of considered species within
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the initial projection set P(tI) (2.27) serves the purpose to obtain relevance
rankings of species. For local projection at initial time it is not reasonable
to focus on locations of measurements solely, since thereby a) the local op-
timization is omitted, b) different initial air masses are not considered, and
c) the dynamics of the system are very limited, resulting in nearly negli-
gible eigenvalues. Hence, no local projection was chosen for initial time.
Nevertheless, the possibility of a subsequent data assimilation application is
preserved because only profiles and simulation intervals [tI , tF ] were regarded,
where the center of the backward plume of the final profile VP(tF ) contains
ZEPTER-2-measurements. Since only hourly initial times can be considered
(due to the current EURAD-IM configuration), 17 simulation intervals meet
the conditions for the backward plume of the final profile VP(tF ). More de-
tails about the considered cases can be found in Table 5.2. Cases that share
the same final profile VP(tF ) are indicated with the same case number and
subsequent distinct letters.
Table 5.2: List of all ZEPTER-2 singular vector simulations. Initial time tI and
final time tF of simulation are given in UTC. VP(tF ) denotes the location of the
vertical measurement profile at final time, FDH designates Friedrichshafen airport.
Case Flight Date Profile tI tF VP(tF )-Location
1a 02 Oct 18 02 12:00 13:30 Lake Constance
1b 02 Oct 18 02 13:00 13:30 Lake Constance
2a 02 Oct 18 03 11:00 14:00 FDH
2b 02 Oct 18 03 12:00 14:00 FDH
3 03 Oct 18 07 15:00 17:35 FDH
4a 04 Oct 19 08 09:00 12:15 Forest of Altdorf
4b 04 Oct 19 08 10:00 12:15 Forest of Altdorf
5a 05 Oct 19 10 14:00 15:20 Forest of Altdorf
5b 05 Oct 19 10 15:00 15:20 Forest of Altdorf
6 06 Oct 20 14 08:00 10:45 FDH
7a 07 Oct 20 16 13:00 14:45 Lake Constance
7b 07 Oct 20 16 14:00 14:45 Lake Constance
8a 08 Oct 24 19 16:00 18:00 FDH
8b 08 Oct 24 19 17:00 18:00 FDH
9a 21 Nov 07 32 10:00 11:25 Mengen
9b 21 Nov 07 32 11:00 11:25 Mengen
10 23 Nov 07 34 18:00 20:50 FDH
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For all cases the projected relative error growth (2.39) is evaluated for initial
value and emission uncertainties. The results will be presented in section 5.2
and section 5.3, after the description of the applied EURAD-IM configuration
is presented.
5.1.1 EURAD-IM configuration
For the case studies the upgraded EURAD-IM model (see section 3.4.1 and
section 3.4.2) was employed. The applied configuration is based on the ZEP-
TER-2-EURAD-IM-setup, which was designed to deliver forecasts and 3D-
var analyses for the ZEPTER-2 campaign. As chemistry mechanism, RACM-
MIM (section 3.1.2) has been chosen, while meteorological fields are provided
by MM5 (NCAR Mesoscale Meteorological Model) simulations. The origi-
nal ZEPTER-2-EURAD-IM-grid configuration consists of a coarse European
grid with a horizontal resolution of 45 km and a time step length of 600 sec,
and three nested grids with horizontal resolutions of 15 km, 5 km, and 1
km and time step lengths of 240 sec, 120 sec, and 60 sec, respectively. The
finest grid (ZP3) covers the region of Lake Constance. Since all flight trajec-
tories are located within the ZP3-grid, the ZP3-domain is sufficient for the
considered case studies. Due to its high horizontal resolution, the ZP3-grid
provides a good representativeness of the measurements. Unfortunately, its
large amount of grid cells (Nx × Ny × Nz grid cells with Nx=236, Ny=146,
Nz=23) leads to excessive computational requirements. In order to reduce
the CPU time needed by the singular vector calculations, the horizontal size
of the ZP3-domain was reduced resulting in a new ZPS-domain with Nx=111,
Ny=96. Fig. 5.1 illustrates the horizontal position of the ZPS-domain. It was
assured, that all flight trajectories remain within the ZPS-grid. For a refer-
ence state in the center of the ZPS-domain, Table 5.3 lists the vertical grid
structure in terms of height above ground.
Table 5.3: Vertical grid structure of EURAD-IM for the reference state (latitude:
47.85336, longitude: 9.500639). Given are model level (ML) and height above
ground (HT). The superscripts + and − indicate upper and lower boundary of the
associated layer.
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Emission estimates are provided by the cooperative program EMEP (Euro-
pean Monitoring and Evaluation Programme) with a horizontal resolution of
50 km. The data consists of annual emissions of CO, SO2, NOx, NH3, VOC
and particulates (PM2.5, PM10) provided for 11 anthropogenic source-sectors.
Since the horizontal resolution of all EMEP emission data is not adequate
for the considered ZPS-grid, the horizontal resolution of the emission was re-
fined. For the refinement, data sets of COoRdination of INformation on the
Environment (CORINE) Land Cover and of United States Geological Sur-
vey Global Land Cover Characterization (USGS-GLCC) were combined with
data from GIS (Geographic Information Systems). In this manner, emission
data sets with a horizontal resolution of 1 km were generated, which are
consistent with the overlying EMEP emission data set. Emissions of small
towns and busy roads are located correctly. An example for CO-emissions
on the ZPS-grid can be found in Fig. 5.1.
Initial concentrations are taken from previously conducted 3D-var assimila-
tion runs. Here, assimilation was accomplished every four hours, starting at
02 UTC. Observational data of NO2, NO, SO2 O3, CO, C6H6, PM2.5 and
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Figure 5.1: CO emission source strength at surface level of the ZPS-grid.
PM10 were assimilated.
5.2 Singular vectors with respect to initial
uncertainties
Singular vector calculations are based on the assumption, that small pertur-
bations evolve linearly. In order to grant meaningful singular vectors, this
assumption has to be tested first. Therefore, the calculated singular vec-
tors are inserted as perturbation in equation (3.7). Results demonstrate that
|1.0 − d| ≤ 0.001 is achieved by reducing α to 0.1 (which equals a relative
initial disturbance of 10%) in every case. Hence, ratios are close enough to
1 to ensure that the tangent linear approximation is sufficiently accurate.
Singular vectors comprise sensitivities of all species s and grid points (i, j, k)
within the initial projection set P(tI) (2.27). This set of species and grid
points can be analyzed in terms of a) optimal placement of observations and
b) measurement priority of species. In detail, each singular vector entry
v(i, j, k, s) refers to the sensitivity of species s at grid point (i, j, k). Here,
i and j indicate horizontal grid coordinates, while k denotes the considered
model level. For each species s, the magnitudes of the singular vector entries
{v(i, j, k, s)|i, j, k variable, s fix} determine the relevance of measurements
at each grid point (i, j, k). Hence, the grid points with largest magnitudes
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define the optimal placement for the considered species. Furthermore, the
measurement priority of species is achieved by arranging the singular vector
entries {v(i, j, k, s)|i, j, k fix, s variable} according to magnitude. Note, that
the relevance ranking of species may differ for each considered grid point
(i, j, k).
In the subsequent exposition, sensitive locations are analyzed first (associ-
ated to section 5.1, question q2)), followed by sensitive chemical compounds
(associated to section 5.1, question q1)).
5.2.1 Optimal placement of observations
In order to assess the role of meteorology in the distribution of optimal
placement of measurements of chemical compounds, sensitive regions of a
passive tracer are compared to sensitive regions of chemical compounds in
the next section. Subsequent, the optimal placement of observations of each
chemical compound is considered in section 5.2.1.2.
5.2.1.1 Influence of meteorological conditions
In terms of optimal placement of adaptive chemical observations, meteorolog-
ical conditions obviously play an important role. Indeed, for different singular
vector calculations with shared final profiles VP(tF ), the optimal placement
drifts further away from the final profile for longer simulation intervals. At
the same time, the areas of maximum error growth are expanding.
In order to analyze the influence of meteorological conditions, the optimal
placement of observation of chemical compounds is compared to the optimal
placement of observation of a passive tracer. The passive tracer and chem-
ical species are both driven by transport processes, but the passive tracer
is not effected by chemical processes (chemical transformation, emission and
deposition). Based on this condition, the optimal observation placement of
the passive tracer is found by running the singular vector analysis with ini-
tial and final species projection on the tracer itself. Before investigating the
optimal placement of observations of passive tracer and chemical species,
some notations are introduced. First, the term ’placement’ is substituted for
’placement of observations’. Furthermore, ’placement of observation of the
passive tracer’ is shortened to ’meteorological placement’ and ’placement of
observation of chemical compounds’ is shortened to ’chemical placement’.
Results for placements of passive tracer and chemical species can be consid-
ered in terms of vertical and horizontal optimal placement. The horizontal
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placement distribution disregards effects of the vertical distribution and of
different species magnitudes. This is accomplished by the following modifi-
cation of the singular vector entries v(i, j, k, s):
vh(i, j, k, s) =
v(i, j, k, s)
|v(k, s)|
. (5.1)
Here, each section of the singular vector v with fixed level k and fixed species







v(i, j, k, s)2. (5.2)
The modified singular vector vh with entries vh(i, j, k, s) is called horizon-
tal singular vector henceforth. Since |v(k, s)| determines the length of the
optimal perturbation of model level k and species s, it reveals the height
dependent relevance of each species. In order to disregard effects of species














v(i, j, k, s)2.
The vector vv with entries vv(k, s) is defined as vertical singular vector. Both
vertical and horizontal singular vectors allow for direct comparison of local
sensitivities of different species (in terms of horizontal and vertical place-
ment).
In this study, the optimal meteorological placement is compared to the op-
timal placement of ozone only. The placement of ozone is a reasonable rep-
resentative for all chemical placements as the comparison of the individual
species placement points out (see section 5.2.1.2).
Horizontal placements of ozone and passive tracer for all cases can be found
in the appendix (see B.2.1). Fig. 5.2 gives an idea of different outcomes for
the horizontal distribution. Keep in mind, that the horizontal placement dis-
regards effects of the vertical placement distribution and of different species
magnitudes. For an comprehensive picture of the placement distribution,
vertical and optimal placement have to be combined. Fig. 5.2 illustrates,
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Figure 5.2: Optimal horizontal placement of measurements for case 9a (top
panel) and case 8a (bottom panel). The horizontal placement distribution disre-
gards effects of the vertical distribution and of different species magnitudes. Shown
are 0.01-isopleths of the horizontal singular vector for passive tracer (red framed
shading) and ozone (green filled shading). The optimization criterion are the ozone
values of the final profile VP(tF )(marked with a black line, the black cross indicates
its horizontal position). Case numbers and simulation intervals are given on top
of each panel.
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that the optimal horizontal placement for case 9a is completely driven by
meteorology. Examination of all cases reveals, that meteorological condi-
tions do not only determine the horizontal placement for case 9a, but also
for case 9b (Fig. B.16). Interestingly, the location of the final profile VP(tF )
of cases 9a and 9b is clearly different from the locations of other considered
final profiles VP(tF ) (see Table 5.2). All remaining cases show differences be-
tween horizontal placement of passive tracer and ozone. Fig. 5.2 shows subtle
differences between meteorological and chemical placement for case 8a. Nev-
ertheless, the overlap of chemical and meteorological horizontal placement is
relatively large for all cases. This behavior confirms the important role of
meteorology for the optimal chemical placement. Recall that the considered
cases share relative short simulation intervals (the longest simulation interval
lasts 3h15) and a local projection on the final profile VP(tF ). Both features
restrict the dynamics of the system. Presumably, meteorological and chemi-
cal placement differs more in case of longer simulation intervals and/or a less
restrictive final local projection. Further placement examination reveals that
meteorological and chemical horizontal placement generally disperse more in
higher model levels.
Fig. 5.3 provides an overview of the vertical placement of passive tracer and
ozone. The results for the selected cases reveal at a glance that chemical
placement is less important than meteorological placement in higher model
levels. This feature is also confirmed by the cases not visualized here.
In summary, it can be stated that:
Meteorology conditions are an important factor for the optimal observation
placement of chemical compounds, but their consideration is not sufficient
to determine the optimal placement.
5.2.1.2 Influence of chemical compounds
To assess the species dependence of the optimal placement, the horizontal
and vertical placement for each species is examined.
Horizontal placement
General results for the horizontal placement reveal, that the considered species
tend to have approximately the same optimal horizontal placement. Remark-
able differences within the chemical placement are discovered for case 6, case
7a, case 8b and case 10 only. In each of these cases, the differing horizontal
placements are locally within the optimal placement area of ozone (the opti-
mal placement of ozone for all cases is depicted in appendix B.2.1). Therefore,
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Figure 5.3: Optimal vertical placement for case 2a (top left), case 5b (top right),
case 7a (bottom left) and case 10 (bottom right). The vertical placement distri-
bution disregards effects of different species magnitudes. Shown is the length of
the vertical singular vector per model level for passive tracer (black diamonds) and
ozone (blue diamonds). The optimization criterion are the ozone values of the
final profile VP(tF ). The black box indicates the extent of the height of the final
profile VP(tF ).
horizontal placement differences are considered with regard to the horizontal
placement of ozone. The most important findings for the placement differ-
ences of case 6, case 7a, case 8b and case 10 are summarized in the following.
In case 6 and case 7, the distinct horizontal placement occurs only at lower
model levels. For case 6, horizontal placement differences (with regard to
the horizontal placement of ozone) are detected for NO2, NO and HONO
in model levels 1-4. In case 7a, the horizontal placement of all considered
species differs from the horizontal placement of ozone at surface level. A
closer look reveals, that these horizontal placement differences appear to be
initial value related. Fig. 5.4 displays the initial value dependence of the
horizontal placement for case 6.
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Figure 5.4: Initial concentrations and optimal horizontal placement of NO (top
panel) and O3 (bottom panel) at surface level for case 6. The 0.01-isopleths of the
optimal horizontal placement are indicated with black lines. The optimization cri-
terion for the horizontal placement are the ozone values of the final profile VP(tF )
(the horizontal position of the final profile VP(tF ) is marked with a black cross).
Date and time are denoted above each panel.
In case 8b and case 10, the horizontal placement area of NO is remarkably
more compact than the horizontal placement area of ozone. Both cases share
relatively late initial times tI (see Table 5.2). The relative error growth of
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NO appears to be dependent on the initial time tI , presumably due to the
associated initial concentrations of NO.
Vertical placement
Fig. 5.5 provides an example of the optimal vertical placement for case 1a.
Results for other cases can be found in the appendix (see B.2.1). Keep in
Figure 5.5: Optimal vertical placement of chemical compounds for case 1a. The
vertical placement distribution disregards effects of different species magnitudes.
Shown is the length of the vertical singular vector per model level for CO, OH,
HONO, O3, NO2 and NO (color code of the species is denoted to the right of the
panel). The optimization criterion are the ozone values of the final profile VP(tF ).
The black box indicates the extent of the height of the final profile VP(tF ).
mind, that the vertical placement disregards effects of species magnitudes.
Therefore, Fig. 5.5 does not illustrate a priority of measurement with respect
to species, but only a height dependent relevance ranking of measurements
for each individual species. Investigation of the vertical length distribution
exhibits, that the relevance of measurements of all species decreases in higher
model levels. Remarkably, the model level, at which the decrease becomes
apparent, is not indicated by the height of the final profile VP(tF ). The
rate of decrease differs among the chemical compounds. The relevance of
measurements of O3 and CO decreases slower than the relevance of mea-
surements of NO and HCHO for all considered cases. This behavior is not
directly depending on initial time tI or simulation length. Presumably, the
different rates of decrease are based on different species concentrations in
higher model levels.
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5.2.2 Relevance ranking of chemical compounds
According to question q1), the different influences of species O3, NO, NO2,
HCHO, CO, HONO and OH on the ozone values of the final profile VP(tF )
are examined in this section. A relevance ranking of the associated chemical
compounds can be established for each grid point (i, j, k) by arranging the
associated singular vector entries v(i, j, k, s) according to magnitude. The
most sensitive species at grid point (i, j, k) is denoted to be ranked first,
the second most sensitive species is ranked second and so forth. Since seven
species are considered for optimization (O3, NO, NO2, HCHO, CO, HONO
and OH), each species can be ranked mth, m=1,...,7. The relevance ranking
of species s may differ for each considered grid point (i, j, k). In order to gain
a spatially more comprehensive pattern, the rankings are generalized for the
area, that comprises all grid points (i, j, k) with
√∑
s v(i, j, k, s)
2 > 10−4.
Since the selected area is large enough to contain different air masses, a more
general picture is obtained.
Within the considered area, a relative ranking rk(k, s) for each species s and
each model level k is established, indicating a general relevance ranking for
the selected area. Each relative ranking rk(k, s) comprises the relative ranks
rkm(k, s), m=1,...,7 (due to the amount of considered species). The relative
rank rkm(k, s) simply counts how often species s is ranked mth within the



















1 if species s is ranked mth at grid point (i, j, k)0 elsewhere.
(5.5)
Fig. 5.6 provides an example of the relative ranking of O3 and CO for model
level 1 and model level 9. Results for all species and levels can be found
in the appendix B.2.2. Note, that the number of grid points (i, j, k) with√∑
s v(i, j, k, s)
2 > 10−4 decreases with growing height. If a case is not
depicted for a particular level, then the number of grid point (i, j, k) which
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Figure 5.6: Relative ranking of the effect of initial uncertainties of O3 (left panel
column) and CO (right panel column) for model level 1 (top panel row) and level 9
(bottom panel row) for all 17 case studies. The optimization criterion are the ozone
values of the final profile VP(tF ). Results are sorted by relative ranks (denoted
below each bar plot). Rank m is only depicted, if the associated species is ranked




s v(i, j, k, s)
2 > 10−4 is simply zero. The ranking of ozone is not
depicted in the appendix, since O3 is ranked first in nearly every level and
every case (see Fig. 5.6). For less than 5% of the considered grid points, O3
is listed as the second most important species in surface level. None of the
other species reveals such a plain behavior in all cases. Examination of all
results reveals that in terms of initial uncertainties
• O3 has most relevance among the considered species,
• NO, NO2, CO and HCHO show average influence and
• OH and HONO have least effect.
In most cases, the relevance of OH is ranked 7th, while the effect of HCHO is
ranked 6th. Furthermore, the relevance of CO increases with growing height
(see Fig. 5.6).
In order to analyze, whether the relative ranking is dependent on simulation
length or initial time tI , the cases have been sorted according to both factors.
This approach reveals that the influence of initial uncertainties of NO is
depending on initial time tI . The effect of NO is ranked higher for initial time
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tI during midday hours and reduces rank for initial time tI in the morning
or in the afternoon/evening. This feature appears to be related to the initial
concentration of NO. The influence of the other species is not depending on
initial time tI or simulation length. Presumably, their differing rankings are
based on different air masses.
5.3 Singular vectors with respect to emission
factors
Prior to analyzing the singular vectors with respect to emission factors, the
linearity assumption is tested. For this purpose, the calculated perturbations
of largest error growth are inserted in equation (3.7). Reducing α to 0.1
(which equals an emission factor disturbance of 10%) ensures |1.0−d| ≤ 0.01
for each considered case. Note, that in most cases even |1.0 − d| ≤ 0.001
is achieved. Therefore, the tangent linear approximation is considered to be
sufficiently accurate.
Singular vectors with respect to emission factors can be analyzed in terms of
optimal placements (with regard to question q1) and optimal chemical com-
position (with regard to question q2) for adaptive observations. Only the
surface level is considered for examination of emission factors. Furthermore,
the singular vector entries of species O3, HONO and OH are not considered
for analysis, since O3, HONO and OH are not emitted. Under these condi-
tions, sensitive areas are analyzed in section 5.3.1, while sensitive chemical
compounds are addressed in section 5.3.2.
5.3.1 Optimal placement of observations
In contrast to initial values, emission factors are not assigned to a fixed
point in time but to the entire simulation interval. Hence, the area, where
placements can have an impact is provided by the backward plume of the
entire simulation interval, originated at the final profile VP(tF ). This plume
expands with (backward) time, but does not drift away from the final profile
VP(tF ). It is obvious, that the optimal placement of emissions will strongly
be influenced by locations of emission sources within this plume.
In order to inspect the optimal placement of emissions, the optimal horizontal
placement of emissions was compared to the optimal horizontal placement of
initial values. Fig. 5.7 gives an example of this comparison for case 5a. Here,
other cases and species are not given, but their results confirm that:
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Figure 5.7: Optimal horizontal placement of emissions and initial values for
HCHO at surface level for case 5a. The horizontal placement distribution disre-
gards effects of the vertical distribution and of different species magnitudes. The
0.01-isopleths of the optimal horizontal placement are indicated with black lines
(for initial values) and red lines (for emissions). The optimization criterion are
the ozone values of the final profile VP(tF ). The horizontal position of the final
profile VP(tF ) is indicated with a red cross.
• placement of emissions is usually located closer to the final profile VP(tF )
than placement of initial values,
• placement of emissions is closely related to emission source locations.
Even though the area where placements can have an impact is larger for
emissions than for initial values, the actual horizontal placement area of
emissions is smaller. Since the horizontal placement distribution disregards
effects of the vertical distribution and of different species magnitudes, the
horizontal singular vector sections for a fixed species and a fixed model level
have unit length. Therefore, the small placement areas of emissions lead
to the conclusion, that the relevance of placements of emissions is relatively
high (compared to local sensitivities of initial values) at few grid points and
decreases fast for the surrounding grid points. Further, the placement of
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emissions of different species differs quite a lot in some cases, while in other
cases all species show the same placements. This behavior occurs due to
different emission source strengths for different species and will be explained
in more detail at the end of the next section.
5.3.2 Relevance ranking of chemical compounds
According to question q1), a relevance ranking of the emission influences of
NO, NO2, HCHO and CO is assessed in this section. Note, that species O3,
OH and HONO are not considered since they are not emitted. Following the
approach of section 5.2.2, an area is encompassed which comprises all grid
points (i, j, k) with
√∑
s v(i, j, k, s)
2 > 10−4. Within this area, a relevance
ranking of emission influence is calculated for each grid point. For each
species s and each model level k these rankings are subsumed to relative
rankings rk(k, s), which comprise the relative ranks rkm(k, s). Since only
four species are considered for optimization (NO, NO2, HCHO and CO), m
takes value between one and four.
Results for all considered levels and species are depicted in Fig. 5.8. Based
Figure 5.8: Relative ranking of the effect of emission uncertainties of NO (top
left), NO2 (top right), HCHO (bottom left) and CO (bottom right) for surface level
for all 17 case studies. Plotting conventions as in Fig. 5.6.
on these results, it can be stated that:
• The influence of emissions of NO is most important.
78 Spatial chemical sensitivities for the ZEPTER-2 campaign
• The influences of emissions of NO2, CO and HCHO are less important
than the effect of emissions of NO. Emissions of NO2 tend to have
second most influence, while emissions of CO and HCHO generally
alternate between third and fourth rank.
In order to understand the cause for differing rankings, the cases have been
sorted according to initial time tI and simulation length, but no clear depen-
dencies could be assigned. Nevertheless, locations are assumed to influence
emission factors, since emission sources are clearly locally delimited. Hence,
the location dependence of the rankings is examined. Fig. 5.9 and Fig. 5.10
Figure 5.9: Location dependent relevance rankings of emission influences of
HCHO at surface level for case 2a. Color code of ranks is indicated below the
panel. Each grid point (i, j, k) with
√∑
s v(i, j, k, s)
2 > 10−4 is evaluated. The
optimization criterion are the ozone values of the final profile VP(tF ). Its hori-
zontal position is indicated with a red cross.
serve to give an idea about the location dependence of rankings for emission
influences of HCHO and CO for case 2a. Results for HCHO and CO for all
cases can be found in appendix B.3. Based on the analyses of all 17 cases,
the following conclusions can be drawn:
• The importance of emissions of HCHO tends to increase in urban plumes
at the expense of the influence of emissions of CO and NO.
5.4 Magnitudes of singular values 79
Figure 5.10: Location dependent relevance rankings of emission influences of CO
at surface level for case 2a. Plotting conventions as in Fig. 5.9.
• The influence of emissions of CO tends to increase at busy roads. As
compensation, the influence of emissions of HCHO and NO decreases.
Both findings can be utilized for optimal placement as well.
5.4 Magnitudes of singular values
The singular values associated with the optimal singular vectors analyzed in
section 5.2 and section 5.3 determine the relative error growths g pr (δc pr(tI))
(2.39) and g˜ r (δef) (2.75), respectively. Table 5.4 captures the singular val-
ues for the ZEPTER-2 calculations for both target variables (initial values
and emissions). Here, only singular values of simulations with a shared final
profile VP(tF ) are listed.
Singular values of both target variables are shown in Table 5.4 to be de-
pending on simulation length. The influence of initial values decreases with
growing simulation length, whereas the effect of emissions increases. Never-
theless, the rate of decrease and increase, respectively, is strongly depending
on the case considered and the selected target variable. The same dependence
applies for the absolute amount of the singular values.
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Table 5.4: Singular values (SV) for initial values (IV) and emissions (EM) as
target variables. VP(tF ) denotes the considered final profile and ML the associ-
ated model levels. (a) marks the longer simulation interval and (b) the shorter
simulation interval, t(a) and t(b) are the associated simulation lengths.
VP(tF ) t(a) t(b) SVIV (a) < SVIV (b) SVEM(a) > SVEM(b)
1, ML: 3-10 1h30 0h30 0.3376 < 0.6218 0.0271 > 0.0100
2, ML: 1- 5 3h00 2h00 0.2388 < 0.3294 0.0960 > 0.0931
4, ML: 3- 9 3h15 2h15 0.2770 < 0.3506 0.0724 > 0.0550
5, ML: 2- 9 1h20 0h20 0.5239 < 1.0064 0.1123 > 0.0592
7, ML: 3-10 1h45 0h45 0.4215 < 0.6127 0.0463 > 0.0340
8, ML: 1- 7 2h00 1h00 1.5171 < 1.6142 2.7603 > 1.3248
9, ML: 1- 9 1h25 0h25 0.6886 < 0.8065 0.0353 > 0.0384
Table 5.4 furthermore points out that for most of the calculated ZEPTER-
2-cases the magnitude of the singular values is smaller than 1. This means,
that the final perturbation is smaller in magnitude than the perturbation of
initial values or emission rates (the perturbation of initial values or emission
rates is scaled to unit length). However, it should be considered, that the
final projection focuses on the ozone perturbation of the final profile VP(tF ).
It seems obvious, that the magnitude of the ozone perturbation of the final
profile VP(tF ) is smaller in amount than the magnitude of the locally not
focused initial value perturbation. For emission rates, three features restrict
the dynamics of the system. Firstly, the final species projection is on ozone,
but ozone itself is not emitted. Secondly, the final local projection is on a
vertical profile, whose vertical extensions range between model level 1 and
model level 10. Since the emissions do neither influence the entire verti-
cal profile nor the concentration of ozone directly, some integration time is
needed before the effect of emissions on the final perturbation becomes ap-
parent. Remarkably, case 8a and case 8b show singular value magnitudes
over 1 (for initial value optimization case 5b as well) despite those restric-
tion for the influence of initial values and emissions. In these cases, targeted
observations are especially valuable.
CHAPTER 6
Summary and conclusion
In this work, singular vector analysis was applied to atmospheric chemical
modeling in order to optimize the measurement configuration of chemical
compounds. Initial chemical values and emissions were investigated as tar-
get variables. With the help of newly introduced operators, specific questions
of atmospheric chemistry were addressed.
The application of emissions as target variables is a newly introduced feature
within the field of targeted observations. Singular vector analysis considers
target variables at a particular point in time. Formally, targeting observa-
tions of emissions for a given simulation interval hence results in as many
singular vector calculations as time steps considered. In order to reduce the
amount of optimizations problems, the emission factor approach of Elbern
et al. [2007] was adopted. Instead of emission strengths, the amplitudes of
the diurnal profile of emission rates are analyzed. Due to the fact, that
the daily evolution of emissions is far better known than the total emitted
amount in a grid cell (Elbern et al. [2007]), this choice is reasonable. Since
emission factors are time-invariant, only a single singular vector calculation
has to be considered per simulation interval.
Special arrangements were made to adequately represent particular problems
of atmospheric chemistry. Error growths were extended to allow for projected
target variables not only at final time but also at initial time. Further, a
family operator was introduced, which considers the combined influence of
groups of chemical species. Since it is possible to choose between different
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operators and, further, between different projections and families, a flexible
algorithm is at disposition.
The adapted theory of targeted singular vectors was first applied to the
RADM2-mechanism only. For a set of six different scenarios, the VOC versus
NOx limitation of the ozone formation was investigated. In this process, all
introduced operators were applied. Upon investigation, the time-dependence
of singular vectors was examined via differing initial and final simulation
times. Results reveal, that the singular vectors are strongly dependent on
start time and length of the simulation. For the absolute error growth, re-
curring patterns made a categorization dependent on initial and final time
possible. Here, the importance of initial time is dependent on the time of the
day and independent on the calender date itself. For relative errors, however,
the particular point in time is crucial. Therefore, a categorization is not help-
ful. As expected, singular vectors with initial values as target variables tend
to be more dependent on initial values, while emission factors as target vari-
ables are more dependent on simulation length. The particular importance
of individual chemical compounds differs strongly between absolute and rel-
ative error growth. In both cases, results revealed a wide range of chemical
sensitivities, indicating that species of low sensitivity are insignificant. Their
measurement is negligible.
Optimal placements of measurements of chemical compounds are indicated
by singular vectors of a full chemistry transport model. This application
has been implemented into the EURAD-IM. The extended model was tested
and evaluated by conducting a comprehensive set of case studies based on
the accomplished ZEPTER-2 campaign. Particular questions were exam-
ined, which allow for verification of the results with data assimilation at a
later date. The optimal placement of measurements of chemical compounds
was compared to the optimal placement of measurements of transport and
diffusion. Analyses demonstrate, that these placements differ significantly.
Different chemical compounds showed a similar optimal placement of mea-
surements of initial values. Occurring differences appear to be related to
initial concentrations or time of simulation start. Optimal placement of
measurements of emission factors is strongly dependent on the location of
emission sources. For campaign planning, the application of singular vector
analysis is advantageous, since the optimal placement of measurements is de-
pendent on several processes and is not straightforward to predict. In terms
of a relevance ranking of chemical species, the measurement priority of differ-
ent species is location dependent. A general categorization in low, medium
and high measurement relevance of species is nevertheless possible. Due to a
wide range of sensitivity values, measurements of compounds of low sensitiv-
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ity can be omitted. Both optimal placement of measurements and relevance
ranking of chemical compounds confirm the benefit of singular vectors for
measurement decision guidance with respect to chemical compounds.
Singular vector analysis therefore is a powerful tool, which identifies criti-
cal chemical species and chemical locations. It can be applied for effective
campaign-planning. Further, the detected directions of largest error growth
can be employed to initialize ensemble forecasts and to model covariances.
APPENDIX A
Specifications and results
for tropospheric chemistry scenarios
This chapter is designed to give further insight into the scenario study intro-
duced in chapter 4. First, in section A.1 the RADM2 model species are in-
troduced. Further, the applied update-mechanisms for photolysis frequencies
and emissions are described. Detailed results of the conducted calculations
are presented in section A.2.
A.1 Model specifications
A.1.1 RADM2 species
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CO2 Carbon dioxide (product only)
H2 Hydrogen (product only)
Inorganic Short-Lived Intermediates
Atomic species
O3P Ground state oxygen atom












HC3 Alkanes with HO rate constant (298 K, 1 atm) be-
tween 2.7 ×10−13 cm3s−1 and 3.4 ×10−12 cm3s−1
HC5 Alkanes with HO rate constant (298 K, 1 atm) be-
tween 3.4 ×10−12 cm3s−1 and 6.8 ×10−12 cm3s−1
Continued next page
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HC8 Alkanes with HO rate constant (298 K, 1 atm)







TOL Toluene and less reactive aromatics
CSL Cresol and other hydroxy substituted aromatics
XYL Xylene and more reactive aromatics
Carbonyls
HCHO Formaldehyde










OP1 Methyl hydrogen peroxide




ORA2 Acetic acid and higher acids
Organic Short-Lived Intermediates
PR from alkanes
MO2 Methyl peroxy radical
ETHP Peroxy radical formed from alkane, ETH
HC3P Peroxy radical formed from alkane, HC3
HC5P Peroxy radical formed from alkane, HC5
Continued next page
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HC8P Peroxy radical formed from alkane, HC8
PR from alkenes
OL2P Peroxy radical formed from alkene, OL2
OLTP Peroxy radical formed from alkene, OLT
OLIP Peroxy radical formed from alkene, OLI
PR from aromatics
TOLP Peroxy radical formed from aromatics, TOL
XYLP Peroxy radical formed from aromatics, XYL
PR with carbonyl groups
ACO3 Acetylperoxy radical




XNO2 Accounts for additional organic nitrate formation
affected by the lumped organic species
XO2 Accounts for additional NO to NO2 conversions af-
fected by the lumped organic species
A.1.2 Photolysis frequencies
The scenario protocol prescribes photolysis frequencies based on the radiation
transfer model by Roeth [1992]. The latter is adapted to the photolysis
processes of RADM2. In conclusion, clear sky photolysis rates are calculated
based on the empirical formula:
PHUX(a,b,c) = a · expb(1−sec(cθ)), (A.1)
where θ is the solar zenith angle, a is the photolysis rate at an overhead
sun (θ = 0) and b and c are empirical coefficients. Concrete values for the
considered scenarios are specified in Tables A.2 and A.3.
Table A.2: Photolysis-Parameter according to equation (A.1) for scenarios
LAND, MARINE, PLUME, URBAN, and URBAN/BIO.
Reaction a b c
NO2 → O
3P + NO 1.03−2 0.96180 0.84671
O3 → O
1D + O2 5.00
−5 3.29332 0.80782
Continued next page
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O3 → O
3P + O2 5.11
−4 0.37195 0.92289
HONO → HO + NO 2.36−3 1.06560 0.83644
HNO3 → HO + NO2 8.07
−7 2.30845 0.81364
HNO4 → HO2 + NO2 4.88
−6 2.08052 0.81320
NO3 → NO + O2 2.59
−2 0.29618 0.93748
NO3 → NO2 + O
3P 2.30−1 0.33518 0.93059
H2O2 → 2 HO 1.18
−5 1.65050 0.81606
HCHO → H2 + CO 5.12
−5 1.44263 0.81851
HCHO → 2 HO2 + CO 4.51
−5 1.81238 0.81930
ALD → MO2 + HO2 + CO 7.49
−6 2.20021 0.81543
OP1 → HCHO + HO2 + HO 6.81
−6 1.60212 0.81688
OP2 → ALD + HO2 + HO 6.81
−6 1.60212 0.81688
PAA → MO2 + CO2 + HO 1.28
−8 7.94062 0.74435
KET → ACO3 + ETHP 6.46
−7 2.99467 0.80969
GLY → 0.13 HCHO + 1.87
CO
2.89−3 0.57643 0.89043
GLY → 0.45 HCHO + 1.55
CO + 0.80 HO2
2.89−3 0.57643 0.89043
MGLY → ACO3 + HO2 + CO 3.15
−3 0.61557 0.88505
DCB → 0.98 HO2 + TCO3 +
0.02 ACO3
6.30−4 1.27788 0.82502
ONIT → 0.20 ALD + 0.80
KET + HO2 + NO2
1.50−7 7.85847 0.74473
Table A.3: Photolysis-Parameter according to equation (A.1) for scenario FREE.
Reaction a b c
NO2 → O
3P + NO 1.35−02 0.34016 0.93483
O3 → O
1D + O2 6.64
−05 2.36935 0.86368
O3 → O
3P + O2 5.68
−04 0.24033 0.91557
HONO → HO + NO 3.16−03 0.37063 0.93207
HNO3 → HO + NO2 1.05
−06 1.33763 0.88651
HNO4 → HO2 + NO2 7.58
−06 1.09416 0.89213
NO3 → NO + O2 2.73
−02 0.15360 0.93979
NO3 → NO2 + O
3P 2.48−01 0.15452 0.94442
H2O2 → 2 HO 1.75
−05 0.74993 0.90478
HCHO → H2 + CO 8.25
−05 0.57493 0.91546
Continued next page
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HCHO → 2 HO2 + CO 6.83
−05 0.87898 0.90341
ALD → MO2 + HO2 + CO 1.17
−05 1.19741 0.89116
OP1 → HCHO + HO2 + HO 1.01
−05 0.72054 0.90563
OP2 → ALD + HO2 + HO 1.01
−05 0.72054 0.90563
PAA → MO2 + CO2 + HO 2.44
−08 6.67910 0.78023
KET → ACO3 + ETHP 1.06
−06 1.87408 0.87448
GLY → 0.13 HCHO + 1.87
CO
3.42−03 0.20636 0.94732
GLY → 0.45 HCHO + 1.55
CO + 0.80 HO2
3.42−03 0.20636 0.94732
MGLY → ACO3 + HO2 + CO 3.76
−03 0.21624 0.94721
DCB → 0.98 HO2 + TCO3 +
0.02 ACO3
8.85−04 0.49137 0.92075
ONIT → 0.20 ALD + 0.80
KET + HO2 + NO2
2.83−07 6.58637 0.78094
A.1.3 Emission rates
The utilized emission strengths in chapter 4 are given as volume production
rate in cm−3s−1. For scenarios PLUME, URBAN and the urban part of
scenario URBAN/BIO the emission data is specified in Table A.4.
Table A.4: Emission strength as volume production rate in cm−3s−1 for
scenarios defined by Poppe et al. [2001].
PLUME URBAN
NO 1.1 · 106 5.5 · 106
NO2 0.0 0.0
CO 2.4 · 106 2.4 · 106
CH4 0.0 0.0
SO2 2.2 · 10
5 2.2 · 105
VOC 3.0 · 106 3.0 · 106
The total VOC-emission for all three scenarios is segregated into species
and categories according to Derwent and Jenkins [1991]. The outcome is
presented in Table A.5.
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Table A.5: Emitted VOC species, associated categories C and weighting factors
Wf for scenarios PLUME, URBAN and URBAN/BIO.
Specie Formula C Wf
Ethane C2H6 2 0.0340956
Propane C3H8 3 0.00554352
n-Butane n-C4H10 4 0.0800388
i-Butane i-C4H10 4 0.0434109
2,2-Dimethylbutane CH3CH3C4H8 4 0.00155535
n-Pentane n-C5H12 5 0.0240418
i-Pentane i-C5H12 5 0.0371555
n-Hexane n-C6H14 5 0.0137236
2-Methylpentane CH3C5H11 5 0.0155535
3-Methylpentane CH3C5H11 5 0.0109789
2,3-Dimethylbutane CH3CH3C4H8 5 0.00494051
n-Heptane n-C7H16 6 0.00621589
2-Methylhexane CH3C6H13 6 0.00519302
3-Methylhexane CH3C6H13 6 0.00448488
n-Octane n-C8H18 6 0.00400313
Methylheptanes CH3C7H15 6 0.0138039
n-Nonane n-C9H20 6 0.00737645
Methyloctanes H3C8H17 6 0.00301205
n-Decane n-C10H22 6 0.005541
Methylnonanes CH3C9H19 6 0.00354624
n-Undecane n-C11H24 6 0.00706122
n-Duodecane n-C12H26 7 0.00647971
Ethylene C2H4 9 0.0646318
Propylene C3H6 10 0.0155491
But-1-ene C4H8 11 0.0073062
Pent-1-ene C5H10 11 0.00314729
2-Methylbut-1-ene CH3C4H7 11 0.00179845
3-Methylbut-1-ene CH3C4H7 11 0.00213566
But-2-ene C4H8 12 0.0134884
Pent-2-ene C5H10 12 0.00809302
2-Methylbut-2-ene CH3C4H7 12 0.00393411
Butylene C4H8 13 0.00210756
Benzene C6H6 14 0.0171487
Toluene CH3C6H5 15 0.0624326
Continued next page
92 Specifications and results for tropospheric scenarios
Table A.5 – Continued
Ethylbenzene C2H5C6H5 15 0.010392
n-Propylbenzene n-C3H7C6H5 15 0.00216376
i-Propylbenzene i-C3H7C6H5 15 0.00111466
o-Xylene o-C6H4(CH3)CH3 16 0.0126188
m-Xylene p-C6H4(CH3)CH3 16 0.0163303
p-Xylene m-C6H4(CH3)CH3 16 0.0163303
1,2,3-Trimethylbenzene CH3CH3CH3C6H3 16 0.00255717
1,2,4-Trimethylbenzene CH3CH3CH3C6H3 16 0.00983527
1,3,5-Trimethylbenzene CH3CH3CH3C6H3 16 0.00367183
o-Ethyltoluene o-CH3C6H4C2H5 16 0.00334399
m-Ethyltoluene CH3C6H4CH3 16 0.00467639
p-Ethyltoluene p-CH3C6H4C2H5 16 0.00413081
Formaldehyde HCHO 19 0.0196705
Acetaldeyde CH3CHO 20 0.00178823
Proprionaldehyde C2H5CHO 20 0.00149225
Butyraldehyde n-C3H7CHO 20 0.00079775
i-Butyraldehyde (CH3)2CHCHO 20 0.000710325
Valeraldehyde n-C4H9CHO 20 3.65964
−05
Benzaldehyde C6H5CHO 20 0.000296914
Acetone CH3COCH3 21 0.023062
Methyl-ethyl ketone CH3COC2H5 22 0.0316914
Methyl-isobutyl ketone CH3COC4H9 22 0.00778954
Acetylene C2H2 24 0.0393411
Tetrachloroethylene C2Cl4 25 0.00671677
Methanol CH3OH 27 0.0209
Methyl acetate CH3CO2CH3 27 0.00170124
Ethyl acetate C2H5CO2CH3 27 0.00554352
Ethanol C2H5OH 28 0.174469
i-Propyl acetate i-C3H7CH3CO2 28 0.0021599
n-Butyl acetate n-C4H9CH3CO2 29 0.00244186
i-Butyl acetate s-C4H9CH3CO2 29 0.00305233
With these specifications the emission strength of each VOC model species
can be calculated according to the following formulas:
EETH = EVOC/Air · (1.000 · sWf( 2)),
EHC3 = EVOC/Air · (0.519 · sWf( 3) + 0.964 · sWf ( 4)
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+ 0.343 · sWf(24) + 0.078 · sWf (25)
+ 0.404 · sWf(27) + 1.215 · sWf (28)),
EHC5 = EVOC/Air · (0.956 · sWf ( 5) + 1.075 · sWf(29)),
EHC8 = EVOC/Air · (0.945 · sWf ( 6) + 1.141 · sWf( 7),
+ 1.011 · sWf(30)),
EOL2 = EVOC/Air · (1.000 · sWf ( 9)),
EOLT = EVOC/Air · (1.000 · sWf (10) + 1.000 · sWf(11)
+ 0.500 · sWf(13) + 1.000 · sWf (18)),
EOLI = EVOC/Air · (1.000 · sWf (12) + 0.500 · sWf(13)),
ETOL = EVOC/Air · (0.293 · sWf (14) + 1.000 · sWf(15)
+ 1.000 · sWf(18)),
EXYL = EVOC/Air · (1.000 · sWf (16),
ECSL = EVOC/Air · (1.000 · sWf (17)),
EHCHO= EVOC/Air · (1.000 · sWf (19)),
EALD = EVOC/Air · (1.000 · sWf (20)),
EKET = EVOC/Air · (0.253 · sWf (21) + 1.000 · sWf(22)).
Here, Es is the emission strength of species s, Air is the air density of the
utilized scenario (see Table 4.1) and sWf (i) are the summed up weighting
factors of category i.
For the biogenic part of the scenario URBAN/BIO, only isoprene is emitted
with a volume source strength of EISO=4.0 ·10
−11 ·J(NO2) ·Air. Here, J(NO2)
is the photolysis frequency of NO2 (calculated according to Table A.2).
A.2 Results
A.2.1 Error growth of VOC and NOx species
Table A.6: Mean impact and standard deviation of VOC compounds for category
Ca for scenarios LAND, MARINE, and FREE. Considered are optimal projected
singular vectors with respect to initial uncertainties.
LAND MARINE FREE
CSL (2.60 ± 1.71)10-1 (1.60 ± 0.94)10-1 (1.27 ± 0.42)10-1
TOL (1.45 ± 0.98)10-1 (1.18 ± 0.63)10-1 (3.72 ± 1.73)10-2
Continued next page
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XYL (1.11 ± 0.42)10-1 (8.46 ± 3.15)10-2 (6.53 ± 2.41)10-2
MGLY (0.89 ± 1.13)10-1 (8.28 ± 8.55)10-2 (1.91 ± 0.56)10-1
DCB (8.13 ± 8.12)10-2 (8.54 ± 6.14)10-2 (1.47 ± 0.44)10-1
ALD (5.20 ± 4.41)10-2 (6.14 ± 3.66)10-2 (1.02 ± 0.45)10-1
HC8 (7.30 ± 4.12)10-2 (9.87 ± 4.69)10-2 (4.05 ± 1.78)10-2
OLI (4.19 ± 1.93)10-2 (5.57 ± 2.52)10-2 (6.32 ± 1.99)10-2
ISO (3.15 ± 1.44)10-2 (4.53 ± 2.03)10-2 (5.99 ± 3.65)10-2
OLT (3.11 ± 1.47)10-2 (4.39 ± 2.01)10-2 (5.47 ± 2.90)10-2
HC5 (3.08 ± 2.31)10-2 (5.91 ± 3.82)10-2 (1.89 ± 0.99)10-2
HC3 (1.58 ± 1.26)10-2 (4.16 ± 2.98)10-2 (7.69 ± 3.69)10-2
OL2 (2.04 ± 1.37)10-2 (2.48 ± 1.57)10-2 (3.47 ± 2.07)10-2
KET (9.84 ± 7.60)10-3 (3.00 ± 2.28)10-2 (5.82 ± 3.63)10-3
HCHO (2.76 ± 1.81)10-3 (3.93 ± 3.56)10-4 (2.39 ± 1.39)10-2
GLY (2.62 ± 2.36)10-3 (2.11 ± 3.03)10-4 (2.06 ± 1.26)10-2
ETH (2.09 ± 1.98)10-3 (8.79 ± 8.21)10-3 (7.95 ± 4.98)10-4
Table A.7: Mean impact and standard deviation of VOC compounds for category
Ca for scenarios PLUME, URBAN, and BIO. Considered are optimal projected
singular vectors with respect to initial uncertainties.
PLUME URBAN BIO
CSL (2.37 ± 0.82)10-1 (5.30 ± 1.73)10-2 (4.96 ± 0.45)10-1
TOL (9.57 ± 5.43)10-2 (6.72 ± 1.28)10-2 (1.03 ± 0.45)10-1
XYL (8.26 ± 2.96)10-2 (1.29 ± 0.17)10-1 (9.31 ± 1.75)10-2
MGLY (9.93 ± 6.03)10-2 (1.17 ± 0.38)10-1 (4.74 ± 3.91)10-2
DCB (1.02 ± 0.49)10-1 (1.20 ± 0.31)10-1 (4.07 ± 3.02)10-2
ALD (7.36 ± 3.35)10-2 (3.80 ± 0.82)10-2 (3.73 ± 1.29)10-2
HC8 (3.79 ± 2.18)10-2 (6.17 ± 2.79)10-2 (3.34 ± 1.57)10-2
OLI (6.99 ± 2.76)10-2 (7.30 ± 0.79)10-2 (5.06 ± 1.43)10-2
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ISO (4.48 ± 3.07)10-2 (7.67 ± 0.79)10-2 (2.45 ± 0.82)10-2
OLT (4.26 ± 2.53)10-2 (6.87 ± 0.64)10-2 (2.53 ± 0.74)10-2
HC5 (1.60 ± 0.94)10-2 (3.96 ± 2.06)10-2 (1.31 ± 0.74)10-2
HC3 (2.31 ± 1.78)10-2 (2.73 ± 1.54)10-2 (8.93 ± 6.26)10-3
OL2 (2.36 ± 1.98)10-2 (4.06 ± 0.69)10-2 (1.57 ± 0.69)10-2
KET (2.96 ± 2.21)10-2 (3.35 ± 1.46)10-2 (4.57 ± 2.92)10-3
HCHO (7.40 ± 5.30)10-3 (2.27 ± 0.71)10-2 (3.54 ± 1.79)10-3
GLY (8.12 ± 7.46)10-3 (2.55 ± 0.93)10-2 (2.22 ± 1.28)10-3
ETH (6.44 ± 6.18)10-3 (6.59 ± 5.94)10-3 (1.06 ± 0.85)10-3
Table A.8: Mean impact and standard deviation of VOC compounds of categories
Ca1/2/3/4 for scenario LAND. Considered are optimal projected singular vectors with
respect to initial uncertainties.
Ca1 Ca2 Ca3 Ca4
CSL (1.35±0.4)10-1 (2.85±1.7)10-1 (2.91±1.7)10-1 (2.73±1.8)10-1
TOL (1.10±0.7)10-2 (9.78±4.4)10-2 (1.69±0.6)10-1 (2.32±0.8)10-1
XYL (3.66±2.0)10-2 (1.15±0.3)10-1 (1.34±0.2)10-1 (1.29±0.2)10-1
MGLY (3.03±0.8)10-1 (9.66±7.0)10-2 (2.59±1.5)10-2 (1.75±2.2)10-2
DCB (2.34±0.4)10-1 (9.05±5.2)10-2 (4.29±1.6)10-2 (2.49±1.2)10-2
HC8 (2.57±1.7)10-2 (5.91±3.3)10-2 (8.95±3.6)10-2 (9.92±3.4)10-2
ALD (1.21±0.3)10-1 (7.35±2.8)10-2 (3.27±1.5)10-2 (1.47±1.3)10-2
OLI (5.78±1.6)10-2 (5.44±1.5)10-2 (4.23±1.2)10-2 (2.56±1.1)10-2
ISO (3.11±1.7)10-2 (3.93±1.4)10-2 (3.68±1.0)10-2 (2.32±1.0)10-2
OLT (1.85±1.2)10-2 (3.74±1.5)10-2 (4.00±1.1)10-2 (2.80±1.1)10-2
HC5 (5.56±3.4)10-3 (1.79±1.2)10-2 (3.60±1.8)10-2 (5.06±2.1)10-2
OL2 (5.19±2.9)10-3 (1.36±1.0)10-2 (2.62±1.2)10-2 (3.03±1.1)10-2
HC3 (2.56±1.7)10-3 (8.53±5.9)10-3 (1.76±0.9)10-2 (2.68±1.2)10-2
KET (2.62±1.7)10-3 (5.56±3.3)10-3 (1.03±0.5)10-2 (1.65±0.8)10-2
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HCHO (5.32±2.6)10-3 (2.40±1.3)10-3 (1.89±0.5)10-3 (2.32±0.8)10-3
GLY (5.72±4.0)10-3 (2.12±1.2)10-3 (1.69±0.7)10-3 (2.09±1.0)10-3
ETH (2.40±1.2)10-4 (8.57±6.7)10-4 (2.14±1.2)10-3 (3.92±2.0)10-3
Table A.9: Mean impact and standard deviation of VOC compounds for cate-
gories Ca1/2/3/4 for scenario MARINE. Considered are optimal projected singular
vectors with respect to initial uncertainties.
Ca1 Ca2 Ca3 Ca4
CSL (1.53±0.1)10-1 (1.79±0.7)10-1 (1.71±0.8)10-1 (1.37±1.3)10-1
TOL (2.41±1.3)10-2 (8.02±2.6)10-2 (1.41±0.3)10-1 (1.81±0.3)10-1
HC8 (3.35±2.0)10-2 (8.26±3.2)10-2 (1.33±0.3)10-1 (1.30±0.3)10-1
DCB (1.90±0.5)10-1 (9.95±3.5)10-2 (5.69±1.4)10-2 (3.61±2.3)10-2
XYL (7.31±2.3)10-2 (1.04±0.1)10-1 (1.01±0.2)10-1 (6.67±3.8)10-2
MGLY (2.27±0.9)10-1 (8.35±5.4)10-2 (1.92±1.6)10-2 (4.94±3.1)10-2
ALD (1.14±0.1)10-1 (7.85±2.0)10-2 (3.14±1.9)10-2 (3.85±2.7)10-2
HC5 (9.22±6.7)10-3 (3.34±1.8)10-2 (7.27±2.6)10-2 (9.85±2.1)10-2
OLI (7.31±2.2)10-2 (7.75±0.9)10-2 (5.23±1.4)10-2 (2.97±1.8)10-2
ISO (4.82±2.2)10-2 (6.10±1.1)10-2 (4.40±1.2)10-2 (2.94±2.0)10-2
OLT (3.59±2.0)10-2 (6.09±1.2)10-2 (5.16±1.0)10-2 (2.79±1.6)10-2
HC3 (5.55±4.1)10-3 (2.02±1.1)10-2 (4.68±1.8)10-2 (7.41±1.9)10-2
KET (5.60±2.7)10-3 (1.34±0.6)10-2 (3.03±1.3)10-2 (5.54±1.7)10-2
OL2 (6.65±4.0)10-3 (2.31±1.2)10-2 (3.99±0.9)10-2 (2.79±1.4)10-2
ETH (6.18±4.9)10-4 (2.76±1.6)10-3 (8.11±4.0)10-3 (1.79±0.7)10-2
HCHO (2.70±2.6)10-4 (2.71±2.3)10-4 (3.34±2.5)10-4 (5.47±3.9)10-4
GLY (3.66±6.1)10-4 (1.01±1.4)10-4 (1.26±1.0)10-4 (2.68±1.8)10-4
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Table A.10: Mean impact and standard deviation of VOC compounds for cate-
gories Ca1/2/3/4 for scenario FREE. Considered are optimal projected singular vec-
tors with respect to initial uncertainties.
Ca1 Ca2 Ca3 Ca4
MGLY (1.58±0.4)10-1 (2.51±0.5)10-1 (2.12±0.3)10-1 (1.52±0.2)10-1
DCB (8.80±3.3)10-2 (1.74±0.5)10-1 (1.72±0.2)10-1 (1.39±0.1)10-1
CSL (1.19±0.3)10-1 (8.43±3.7)10-2 (1.43±0.3)10-1 (1.51±0.2)10-1
ALD (2.71±1.6)10-2 (1.13±5.0)10-1 (1.33±0.1)10-1 (1.10±0.1)10-1
XYL (7.86±0.9)10-2 (3.63±2.4)10-2 (6.30±1.8)10-2 (8.14±0.4)10-2
OLI (7.03±2.2)10-2 (4.02±1.9)10-2 (6.61±1.2)10-2 (7.49±0.1)10-2
ISO (1.16±0.3)10-1 (4.12±3.7)10-2 (4.09±1.6)10-2 (5.88±0.5)10-2
OLT (9.70±1.1)10-2 (4.34±3.6)10-2 (3.59±1.5)10-2 (5.45±0.6)10-2
HC8 (3.93±0.6)10-2 (2.91±1.8)10-2 (3.15±1.5)10-2 (5.51±1.1)10-2
TOL (3.99±0.9)10-2 (2.16±1.5)10-2 (2.96±1.4)10-2 (5.20±0.7)10-2
OL2 (5.43±0.9)10-2 (5.39±1.6)10-2 (1.70±1.5)10-2 (2.20±0.8)10-2
HCHO (3.97±0.3)10-2 (3.74±0.5)10-2 (1.93±0.7)10-2 (9.32±2.5)10-3
GLY (3.77±0.6)10-2 (3.09±0.4)10-2 (1.60±0.6)10-2 (7.84±2.0)10-3
HC5 (2.26±0.5)10-2 (2.88±0.6)10-2 (1.04±0.9)10-2 (1.46±0.7)10-2
HC3 (8.45±2.2)10-3 (1.08±0.2)10-2 (4.16±3.4)10-3 (6.97±3.0)10-3
KET (3.44±0.6)10-3 (2.46±1.3)10-3 (5.27±2.6)10-3 (9.69±2.1)10-3
ETH (8.84±2.8)10-4 (1.40±0.2)10-3 (6.07±5.0)10-4 (3.84±2.1)10-4
Table A.11: Mean impact and standard deviation of VOC compounds for cat-
egories Ca1/2/3/4 for scenario PLUME. Considered are optimal projected singular
vectors with respect to initial uncertainties.
Ca1 Ca2 Ca3 Ca4
CSL (2.11±0.3)10-1 (2.18±0.3)10-1 (2.50±0.5)10-1 (2.64±1.2)10-1
DCB (1.69±0.3)10-1 (1.21±0.2)10-1 (8.40±2.7)10-2 (6.37±3.8)10-2
MGLY (1.91±0.5)10-1 (1.19±0.3)10-1 (7.34±2.7)10-2 (5.57±3.9)10-2
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TOL (2.63±1.6)10-2 (7.42±2.4)10-2 (1.24±0.2)10-1 (1.32±0.6)10-1
XYL (7.70±2.8)10-2 (1.00±0.1)10-1 (8.89±2.2)10-2 (6.74±3.3)10-2
ALD (1.09±0.2)10-1 (9.85±1.2)10-2 (6.56±1.9)10-2 (4.01±2.5)10-2
OLI (8.20±2.2)10-2 (9.05±0.7)10-2 (6.63±2.1)10-2 (4.98±2.8)10-2
ISO (3.12±2.0)10-2 (4.02±1.1)10-2 (3.42±1.7)10-2 (5.76±4.3)10-2
OLT (2.44±1.2)10-2 (4.68±1.4)10-2 (3.95±1.5)10-2 (4.72±3.5)10-2
HC8 (1.53±1.0)10-2 (3.03±1.7)10-2 (5.67±1.5)10-2 (4.43±2.0)10-2
KET (5.24±3.4)10-3 (1.49±0.7)10-2 (3.35±1.2)10-2 (5.11±1.8)10-2
OL2 (2.82±0.5)10-2 (1.65±1.0)10-2 (1.65±2.1)10-2 (3.05±2.6)10-2
HC3 (3.22±1.9)10-3 (1.11±0.7)10-2 (2.92±0.9)10-2 (3.89±1.6)10-2
HC5 (1.24±0.4)10-2 (8.20±4.9)10-3 (1.85±0.8)10-2 (2.27±1.0)10-2
GLY (4.99±5.6)10-3 (3.46±3.0)10-3 (7.09±7.3)10-3 (1.39±0.7)10-2
HCHO (9.70±2.9)10-3 (5.98±4.1)10-3 (6.22±6.4)10-3 (8.34±6.0)10-3
ETH (4.35±2.5)10-4 (1.87±1.2)10-3 (6.25±2.7)10-3 (1.27±0.5)10-2
Table A.12: Mean impact and standard deviation of VOC compounds for cat-
egories Ca1/2/3/4 for scenario URBAN. Considered are optimal projected singular
vectors with respect to initial uncertainties.
Ca1 Ca2 Ca3 Ca4
XYL (1.44±0.1)10-1 (1.37±0.1)10-1 (1.25±0.1)10-1 (1.17±0.1)10-1
DCB (1.59±0.3)10-1 (1.29±0.2)10-1 (1.11±0.2)10-1 (1.01±0.2)10-1
MGLY (1.66±0.4)10-1 (1.26±0.3)10-1 (1.05±0.2)10-1 (9.37±2.6)10-2
ISO (8.48±0.6)10-2 (8.02±0.5)10-2 (7.52±0.6)10-2 (7.13±0.7)10-2
OLI (7.09±0.8)10-2 (7.64±0.7)10-2 (7.42±0.7)10-2 (7.08±0.8)10-2
OLT (6.66±0.8)10-2 (7.20±0.5)10-2 (6.99±0.5)10-2 (6.66±0.6)10-2
TOL (4.74±1.1)10-2 (6.53±1.0)10-2 (7.31±0.6)10-2 (7.46±0.5)10-2
HC8 (3.63±1.8)10-2 (5.07±2.1)10-2 (6.65±2.4)10-2 (7.88±2.6)10-2
CSL (3.87±2.3)10-2 (4.75±1.2)10-2 (5.66±1.2)10-2 (6.18±1.4)10-2
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OL2 (4.02±1.4)10-2 (4.18±0.6)10-2 (4.13±0.2)10-2 (3.97±0.3)10-2
HC5 (2.04±1.1)10-2 (3.14±1.5)10-2 (4.31±1.8)10-2 (5.24±1.9)10-2
ALD (2.64±1.1)10-2 (4.01±0.7)10-2 (4.15±0.4)10-2 (3.99±0.4)10-2
KET (1.65±0.6)10-2 (2.67±0.9)10-2 (3.68±1.0)10-2 (4.45±1.2)10-2
HC3 (1.09±0.6)10-2 (2.09±1.0)10-2 (3.07±1.3)10-2 (3.78±1.4)10-2
GLY (3.90±1.0)10-2 (2.68±0.6)10-2 (2.22±0.5)10-2 (2.02±0.5)10-2
HCHO (3.12±0.3)10-2 (2.41±0.6)10-2 (2.06±0.6)10-2 (1.88±0.6)10-2
ETH (1.51±0.9)10-3 (3.65±2.4)10-3 (6.85±4.3)10-3 (1.09±0.7)10-2
Table A.13: Mean impact and standard deviation of VOC compounds for cate-
gories Ca1/2/3/4 for scenario BIO. Considered are optimal projected singular vectors
with respect to initial uncertainties.
Ca1 Ca2 Ca3 Ca4
CSL (4.89±0.6)10-1 (5.25±0.3)10-1 (5.03±0.4)10-1 (4.75±0.4)10-1
TOL (3.38±1.7)10-2 (7.86±2.3)10-2 (1.18±0.1)10-1 (1.45±0.1)10-1
XYL (6.78±2.5)10-2 (9.53±1.3)10-2 (1.02±0.1)10-1 (9.90±0.4)10-2
OLI (7.16±0.9)10-2 (5.81±0.9)10-2 (4.49±0.5)10-2 (3.79±0.4)10-2
MGLY (1.09±0.4)10-1 (5.63±2.3)10-2 (3.08±0.9)10-2 (2.00±0.7)10-2
DCB (8.99±3.0)10-2 (4.52±1.7)10-2 (2.76±1.1)10-2 (2.07±1.0)10-2
ALD (5.41±0.9)10-2 (4.57±0.8)10-2 (3.30±0.5)10-2 (2.56±0.4)10-2
HC8 (1.62±1.0)10-2 (2.04±1.0)10-2 (3.87±0.8)10-2 (4.84±0.3)10-2
OLT (1.41±0.7)10-2 (2.76±0.6)10-2 (2.92±0.3)10-2 (2.71±0.4)10-2
ISO (2.05±1.6)10-2 (2.32±0.6)10-2 (2.67±0.4)10-2 (2.60±0.4)10-2
OL2 (1.13±0.5)10-2 (8.70±4.3)10-3 (1.70±0.4)10-2 (2.19±0.3)10-2
HC5 (1.24±0.3)10-2 (5.85±4.4)10-3 (1.01±0.5)10-2 (2.03±0.4)10-2
HC3 (3.95±1.5)10-3 (3.06±1.7)10-3 (8.42±3.0)10-3 (1.58±0.3)10-2
KET (1.21±0.8)10-3 (2.48±1.0)10-3 (4.61±1.2)10-3 (7.65±1.5)10-3
HCHO (2.24±1.4)10-3 (2.85±1.7)10-3 (3.78±1.5)10-3 (4.43±1.5)10-3
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GLY (2.22±1.9)10-3 (1.53±0.9)10-3 (1.92±0.9)10-3 (2.82±0.8)10-3
ETH (6.63±1.6)10-4 (3.19±2.3)10-4 (7.43±3.9)10-4 (1.96±0.6)10-3
Table A.14: Mean impact and standard deviation of VOC compounds for category
Cb for scenarios LAND, MARINE, and FREE. Considered are optimal projected
singular vectors with respect to initial uncertainties.
LAND MARINE FREE
CSL (7.77 ± 0.41)10-1 (6.94 ± 0.64)10-1 (1.93 ± 0.56)10-1
MGLY (2.41 ± 2.62)10-2 (3.19 ± 2.93)10-2 (3.58 ± 0.55)10-1
DCB (1.81 ± 1.49)10-2 (3.10 ± 1.92)10-2 (1.66 ± 0.18)10-1
OLI (4.37 ± 1.31)10-2 (3.10 ± 1.86)10-2 (5.64 ± 0.83)10-2
ISO (3.79 ± 1.62)10-2 (3.05 ± 1.74)10-2 (2.62 ± 1.93)10-2
HC8 (1.71 ± 0.97)10-2 (3.23 ± 1.36)10-2 (1.82 ± 1.20)10-2
TOL (2.67 ± 2.11)10-2 (3.05 ± 1.31)10-2 (1.60 ± 1.04)10-2
XYL (1.33 ± 0.67)10-2 (2.33 ± 1.03)10-2 (2.73 ± 1.43)10-2
ALD (9.97 ± 7.44)10-3 (1.97 ± 1.35)10-2 (5.10 ± 1.84)10-2
OLT (9.75 ± 3.31)10-3 (1.83 ± 0.90)10-2 (2.12 ± 1.04)10-2
HC5 (7.32 ± 5.33)10-3 (1.84 ± 0.90)10-2 (7.25 ± 3.52)10-3
OL2 (4.79 ± 3.24)10-3 (8.42 ± 5.02)10-3 (1.25 ± 0.60)10-2
HC3 (3.74 ± 2.88)10-3 (1.26 ± 0.65)10-2 (3.08 ± 1.70)10-3
GLY (3.20 ± 1.29)10-3 (5.54 ± 1.62)10-3 (3.05 ± 1.62)10-2
KET (2.33 ± 1.75)10-3 (8.98 ± 4.78)10-3 (2.89 ± 2.40)10-3
HCHO (7.67 ± 2.52)10-4 (9.06 ± 5.25)10-4 (9.71 ± 3.85)10-3
ETH (4.98 ± 4.56)10-4 (2.54 ± 1.78)10-3 (2.82 ± 1.50)10-4
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Table A.15: Mean impact and standard deviation of VOC compounds for category
Cb for scenarios PLUME, URBAN, and BIO. Considered are optimal projected
singular vectors with respect to initial uncertainties.
PLUME URBAN BIO
CSL (5.24 ± 1.05)10-1 (1.08 ± 0.21)10-1 (4.11 ± 1.58)10-1
MGLY (6.98 ± 3.97)10-2 (1.02 ± 0.33)10-1 (3.97 ± 3.29)10-2
DCB (5.89 ± 3.31)10-2 (1.19 ± 0.34)10-1 (2.93 ± 2.54)10-2
OLI (4.18 ± 2.78)10-2 (6.18 ± 0.81)10-2 (8.56 ± 5.39)10-2
ISO (4.55 ± 3.62)10-2 (6.23 ± 0.79)10-2 (1.06 ± 0.60)10-1
HC8 (1.58 ± 0.98)10-2 (5.97 ± 2.59)10-2 (2.57 ± 1.35)10-2
TOL (4.68 ± 2.24)10-2 (6.55 ± 1.11)10-2 (8.55 ± 3.35)10-2
XYL (4.76 ± 2.45)10-2 (1.28 ± 0.15)10-1 (9.32 ± 2.43)10-2
ALD (4.56 ± 2.32)10-2 (5.23 ± 1.07)10-2 (3.23 ± 1.26)10-2
OLT (2.78 ± 1.49)10-2 (5.78 ± 0.59)10-2 (3.60 ± 3.16)10-2
HC5 (7.30 ± 3.88)10-3 (3.82 ± 1.89)10-2 (9.46 ± 5.38)10-3
OL2 (1.71 ± 0.74)10-2 (3.77 ± 0.49)10-2 (1.02 ± 0.59)10-2
HC3 (1.04 ± 0.69)10-2 (2.63 ± 1.41)10-2 (6.43 ± 4.75)10-3
GLY (1.93 ± 0.81)10-2 (1.99 ± 0.83)10-2 (1.83 ± 0.74)10-2
KET (1.41 ± 0.72)10-2 (3.25 ± 1.33)10-2 (3.69 ± 2.00)10-3
HCHO (5.16 ± 3.69)10-3 (2.11 ± 0.74)10-2 (7.07 ± 3.55)10-3
ETH (2.85 ± 2.07)10-3 (6.40 ± 5.58)10-3 (7.73 ± 6.27)10-4
Table A.16: Mean impact and standard deviation of VOC compounds for cate-
gories Cb1/2/3/4 for scenario LAND. Considered are optimal projected singular vec-
tors with respect to initial uncertainties.
Cb1 Cb2 Cb3 Cb4
CSL (7.48±0.4)10-1 (7.70±0.3)10-1 (7.87±0.3)10-1 (8.04±0.4)10-1
OLI (5.65±0.9)10-2 (4.90±0.8)10-2 (3.94±0.8)10-2 (2.90±0.9)10-2
ISO (4.91±1.6)10-2 (4.51±1.3)10-2 (3.48±1.0)10-2 (2.12±1.0)10-2
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TOL (2.60±1.7)10-3 (1.87±1.0)10-2 (3.65±1.3)10-2 (4.99±1.8)10-2
MGLY (5.97±2.7)10-2 (2.49±1.4)10-2 (7.57±5.2)10-3 (5.44±5.7)10-3
DCB (3.75±1.4)10-2 (2.00±0.9)10-2 (9.74±5.1)10-3 (5.45±3.8)10-3
HC8 (5.83±3.7)10-3 (1.58±0.7)10-2 (2.28±0.8)10-2 (2.36±0.8)10-2
XYL (7.35±4.1)10-3 (1.45±0.6)10-2 (1.67±0.6)10-2 (1.42±0.7)10-2
ALD (1.72±0.7)10-2 (1.34±0.5)10-2 (5.82±3.7)10-3 (3.23±3.2)10-3
OLT (8.55±3.4)10-3 (1.15±0.3)10-2 (1.09±0.2)10-2 (7.54±2.9)10-3
HC5 (1.35±0.9)10-3 (5.33±2.8)10-3 (9.94±3.7)10-3 (1.28±0.4)10-2
OL2 (8.91±5.7)10-4 (4.09±2.2)10-3 (6.89±2.3)10-3 (7.20±2.5)10-3
HC3 (6.59±4.5)10-4 (2.54±1.3)10-3 (4.96±1.9)10-3 (6.97±2.5)10-3
GLY (3.51±1.9)10-3 (2.78±0.8)10-3 (3.05±0.9)10-3 (3.55±1.2)10-3
KET (5.72±3.6)10-4 (1.55±0.7)10-3 (2.92±1.1)10-3 (4.37±1.7)10-3
HCHO (7.56±2.7)10-4 (6.65±1.7)10-4 (7.59±2.2)10-4 (9.12±2.8)10-4
ETH (5.40±3.6)10-5 (2.72±1.6)10-4 (6.37±2.7)10-4 (1.07±0.4)10-3
Table A.17: Mean impact and standard deviation of VOC compounds for cate-
gories Cb1/2/3/4 for scenario MARINE. Considered are optimal projected singular
vectors with respect to initial uncertainties.
Cb1 Cb2 Cb3 Cb4
CSL (6.31±0.2)10-1 (6.48±0.1)10-1 (7.27±0.4)10-1 (7.77±0.3)10-1
HC8 (1.69±0.8)10-2 (3.89±0.9)10-2 (4.46±0.3)10-2 (2.59±1.1)10-2
MGLY (7.50±2.0)10-2 (3.53±1.4)10-2 (1.08±0.8)10-2 (7.69±4.7)10-3
DCB (5.78±0.8)10-2 (3.73±0.8)10-2 (1.81±0.8)10-2 (1.09±0.5)10-2
OLI (5.34±0.6)10-2 (3.94±0.9)10-2 (1.75±1.2)10-2 (1.36±1.1)10-2
TOL (1.18±0.6)10-2 (3.18±0.9)10-2 (4.32±0.3)10-2 (3.34±0.8)10-2
ISO (4.61±0.8)10-2 (3.11±1.1)10-2 (1.56±0.9)10-2 (3.10±2.3)10-2
XYL (2.80±0.9)10-2 (3.27±0.2)10-2 (2.05±0.7)10-2 (1.06±0.5)10-2
ALD (3.57±0.8)10-2 (2.60±0.7)10-2 (7.40±7.0)10-3 (1.02±0.6)10-2
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Table A.17 – Continued
HC5 (5.54±3.1)10-3 (1.77±0.6)10-2 (2.69±0.3)10-2 (2.23±0.4)10-2
OLT (2.34±0.7)10-2 (2.61±0.3)10-2 (1.55±0.6)10-2 (7.11±3.9)10-3
HC3 (3.38±1.9)10-3 (1.08±0.4)10-2 (1.80±0.3)10-2 (1.80±0.2)10-2
KET (2.68±1.2)10-3 (6.92±2.1)10-3 (1.21±0.2)10-2 (1.43±0.1)10-2
OL2 (3.73±2.2)10-3 (1.15±0.4)10-2 (1.27±1.1)10-2 (4.47±4.3)10-3
GLY (4.52±1.3)10-3 (4.55±0.8)10-3 (5.96±1.2)10-3 (7.30±1.3)10-3
ETH (4.06±2.3)10-4 (1.59±0.6)10-3 (3.42±0.9)10-3 (4.88±0.6)10-3
HCHO (7.03±3.4)10-4 (7.54±4.0)10-4 (1.01±0.5)10-3 (1.18±0.7)10-3
Table A.18: Mean impact and standard deviation of VOC compounds for cate-
gories Cb1/2/3/4 for scenario FREE. Considered are optimal projected singular vec-
tors with respect to initial uncertainties.
Cb1 Cb2 Cb3 Cb4
MGLY (3.99±0.4)10-1 (3.97±0.4)10-1 (3.43±0.3)10-1 (2.88±0.2)10-1
CSL (1.53±0.5)10-1 (2.00±0.6)10-1 (2.14±0.5)10-1 (2.03±0.4)10-1
DCB (1.54±0.2)10-1 (1.78±0.2)10-1 (1.72±0.1)10-1 (1.57±0.1)10-1
OLI (5.28±1.5)10-2 (5.62±0.6)10-2 (5.88±0.2)10-2 (5.75±0.1)10-2
ALD (2.33±1.1)10-2 (5.08±1.1)10-2 (6.34±0.5)10-2 (6.53±0.3)10-2
GLY (5.29±1.3)10-2 (3.36±0.6)10-2 (2.13±0.4)10-2 (1.44±0.2)10-2
XYL (1.79±0.5)10-2 (1.36±0.6)10-2 (3.32±0.8)10-2 (4.67±0.5)10-2
ISO (5.12±1.8)10-2 (1.75±1.4)10-2 (1.35±0.8)10-2 (2.58±0.8)10-2
OLT (2.64±0.7)10-2 (9.18±6.1)10-3 (1.98±0.7)10-2 (3.16±0.4)10-2
HC8 (1.18±0.1)10-2 (6.88±3.2)10-3 (2.05±0.8)10-2 (3.59±0.6)10-2
TOL (1.23±0.2)10-2 (5.73±3.9)10-3 (1.71±0.7)10-2 (3.11±0.5)10-2
OL2 (1.85±0.2)10-2 (1.09±0.5)10-2 (6.53±2.9)10-3 (1.52±0.4)10-2
HCHO (1.49±0.2)10-2 (1.11±0.2)10-2 (7.50±1.4)10-3 (5.27±0.8)10-3
HC5 (8.14±1.5)10-3 (6.12±2.4)10-3 (4.29±1.8)10-3 (1.12±0.4)10-2
HC3 (3.07±0.6)10-3 (2.30±1.0)10-3 (1.98±0.9)10-3 (5.35±1.7)10-3
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Table A.18 – Continued
KET (9.42±1.3)10-4 (9.90±4.0)10-4 (3.50±1.3)10-3 (6.49±1.3)10-3
ETH (3.42±0.9)10-4 (3.62±0.6)10-3 (1.24±1.1)10-4 (3.13±1.7)10-4
Table A.19: Mean impact and standard deviation of VOC compounds for cat-
egories Cb1/2/3/4 for scenario PLUME. Considered are optimal projected singular
vectors with respect to initial uncertainties.
Cb1 Cb2 Cb3 Cb4
CSL (4.97±0.6)10-1 (5.70±0.9)10-1 (5.72±0.8)10-1 (4.41±1.2)10-1
MGLY (1.10±0.3)10-1 (6.43±3.3)10-2 (4.25±2.8)10-2 (6.69±3.8)10-2
DCB (7.54±2.2)10-2 (4.80±2.3)10-2 (4.15±3.0)10-2 (7.56±3.9)10-2
XYL (5.48±1.5)10-2 (4.82±2.2)10-2 (3.73±2.1)10-2 (5.17±3.4)10-2
TOL (2.71±1.0)10-2 (5.64±1.2)10-2 (6.18±2.0)10-2 (3.77±2.4)10-2
ALD (6.93±1.0)10-2 (5.48±1.6)10-2 (2.98±1.7)10-2 (2.85±1.8)10-2
ISO (2.34±1.0)10-2 (1.68±1.0)10-2 (5.24±2.6)10-2 (9.49±2.8)10-2
OLI (4.02±1.8)10-2 (2.40±2.0)10-2 (3.68±2.1)10-2 (7.07±2.9)10-2
OLT (3.50±1.0)10-2 (2.66±1.0)10-2 (1.52±1.1)10-2 (3.68±1.7)10-2
GLY (1.99±0.5)10-2 (2.09±0.5)10-2 (2.02±0.9)10-2 (1.58±1.1)10-2
OL2 (2.03±0.4)10-2 (1.55±0.8)10-2 (1.43±0.8)10-2 (1.89±0.7)10-2
HC8 (7.41±6.5)10-3 (1.88±0.9)10-2 (2.11±0.9)10-2 (1.46±0.9)10-2
KET (5.41±2.1)10-3 (1.34±0.4)10-2 (1.99±0.4)10-2 (1.69±0.8)10-2
HC3 (2.15±1.3)10-3 (1.04±0.4)10-2 (1.66±0.4)10-2 (1.18±0.7)10-2
HC5 (7.79±2.1)10-3 (5.16±1.7)10-3 (8.94±4.4)10-3 (7.40±5.2)10-3
HCHO (4.71±4.5)10-3 (4.54±2.9)10-3 (5.64±3.5)10-3 (5.82±3.8)10-3
ETH (3.55±2.0)10-4 (1.99±0.8)10-3 (4.16±1.0)10-3 (4.91±1.8)10-3
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Table A.20: Mean impact and standard deviation of VOC compounds for cat-
egories Cb1/2/3/4 for scenario URBAN. Considered are optimal projected singular
vectors with respect to initial uncertainties.
Cb1 Cb2 Cb3 Cb4
XYL (1.46±0.1)10-1 (1.33±0.1)10-1 (1.21±0.1)10-1 (1.14±0.1)10-1
DCB (1.57±0.4)10-1 (1.20±0.2)10-1 (1.06±0.2)10-1 (9.59±2.0)10-2
CSL (8.21±2.4)10-2 (1.08±0.9)10-1 (1.19±0.1)10-1 (1.23±0.1)10-1
MGLY (1.36±0.4)10-1 (1.04±0.2)10-1 (8.99±2.2)10-2 (8.03±2.4)10-2
TOL (5.23±1.3)10-2 (6.67±0.7)10-2 (7.07±0.6)10-2 (7.16±0.5)10-2
ISO (6.51±1.0)10-2 (6.40±0.7)10-2 (6.13±0.6)10-2 (5.88±0.6)10-2
OLI (6.44±1.0)10-2 (6.36±0.7)10-2 (6.08±0.7)10-2 (5.83±0.6)10-2
HC8 (3.74±1.5)10-2 (5.38±1.9)10-2 (6.83±2.3)10-2 (7.98±2.5)10-2
OLT (5.91±0.8)10-2 (5.95±0.5)10-2 (5.71±0.5)10-2 (5.52±0.5)10-2
ALD (5.82±1.4)10-2 (5.53±0.9)10-2 (4.99±0.7)10-2 (4.53±0.7)10-2
HC5 (2.14±1.0)10-2 (3.39±1.4)10-2 (4.47±1.7)10-2 (5.32±1.8)10-2
OL2 (3.77±0.9)10-2 (3.92±0.2)10-2 (3.75±0.2)10-2 (3.63±0.3)10-2
KET (1.82±0.6)10-2 (2.91±0.8)10-2 (3.80±1.0)10-2 (4.50±1.2)10-2
HC3 (1.24±0.6)10-2 (2.31±1.0)10-2 (3.19±1.2)10-2 (3.82±1.3)10-2
HCHO (2.64±0.6)10-2 (2.19±0.6)10-2 (1.90±0.7)10-2 (1.70±0.7)10-2
GLY (2.59±0.9)10-2 (2.01±0.7)10-2 (1.77±0.7)10-2 (1.62±0.7)10-2
ETH (1.79±1.0)10-3 (4.36±2.5)10-3 (7.82±4.5)10-3 (1.20±0.7)10-2
Table A.21: Mean impact and standard deviation of VOC compounds for cate-
gories Cb1/2/3/4 for scenario BIO. Considered are optimal projected singular vectors
with respect to initial uncertainties.
C2a C2b C2c C2d
CSL (5.00±0.9)10-1 (4.68±1.1)10-1 (3.73±1.5)10-1 (2.94±1.9)10-1
ISO (5.09±2.4)10-2 (8.84±3.5)10-2 (1.27±0.5)10-1 (1.60±0.6)10-1
XYL (8.81±3.0)10-2 (9.96±2.2)10-2 (9.58±2.2)10-2 (8.77±2.1)10-2
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OLI (4.76±2.3)10-2 (7.10±3.1)10-2 (9.83±5.0)10-2 (1.28±0.7)10-1
TOL (4.66±2.1)10-2 (8.01±2.1)10-2 (1.02±0.2)10-1 (1.12±0.2)10-1
MGLY (7.97±4.4)10-2 (3.90±1.3)10-2 (2.41±0.8)10-2 (1.71±0.7)10-2
OLT (2.22±1.7)10-2 (2.33±1.7)10-2 (4.25±3.0)10-2 (5.79±4.2)10-2
ALD (4.66±1.1)10-2 (3.55±0.9)10-2 (2.63±0.6)10-2 (2.08±0.6)10-2
DCB (6.06±3.2)10-2 (2.83±1.1)10-2 (1.69±1.0)10-2 (1.27±0.9)10-2
HC8 (1.01±0.9)10-2 (2.21±1.0)10-2 (3.43±0.8)10-2 (3.60±0.9)10-2
GLY (2.36±1.0)10-2 (1.79±0.6)10-2 (1.64±0.5)10-2 (1.56±0.5)10-2
OL2 (5.32±5.3)10-3 (8.72±5.0)10-3 (1.28±0.5)10-2 (1.41±0.4)10-2
HC5 (8.09±3.3)10-3 (4.23±2.0)10-3 (1.04±0.4)10-2 (1.60±0.4)10-2
HCHO (6.86±3.7)10-3 (7.08±3.6)10-3 (7.25±3.5)10-3 (7.04±3.4)10-3
HC3 (1.98±1.7)10-3 (3.34±2.0)10-3 (8.29±2.7)10-3 (1.26±0.3)10-2
KET (1.65±0.9)10-3 (2.79±0.8)10-3 (4.31±1.2)10-3 (6.16±1.6)10-3
ETH (4.18±1.7)10-4 (2.57±1.3)10-4 (8.44±3.6)10-4 (1.68±0.5)10-3
A.2.2 Relative error growth of VOC and NOx species
Figure A.1: Statistics of optimal projected relative singular vectors with respect
to initial uncertainties for categories Ca1/2/3/4 and Cb1/2/3/4 for scenario PLUME.
The VOC and NOx compounds with most influence have been chosen for presen-
tation. Depicted are mean impact (Ca1/b1 : blue bars, Ca2/b2 : turquoise bars, Ca3/b3 :
green bars, Ca4/b4 : orange bars), minimum/maximum value (dark blue lines) and
standard deviation (red bars).
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Figure A.1: -Continued.
Figure A.2: Statistics of optimal projected relative singular vectors with respect
to initial uncertainties for categories Ca1/2/3/4 and Cb1/2/3/4 for scenario URBAN.
Plotting conventions as in Fig. A.1.
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Figure A.2: -Continued.
Figure A.3: Statistics of optimal projected relative singular vectors with respect to
initial uncertainties for categories Ca1/2/3/4 and Cb1/2/3/4 for scenario BIO. Plotting
conventions as in Fig. A.1.
APPENDIX B
Results for the ZEPTER-2 campaign
In the following, specifications and results for the considered ZEPTER-2-case
study are depicted. In order to ease orientation, this chapter is organized
according to chapter 5.
B.1 Design of sensitivity experiments
B.1.1 RACM-MIM species
Table B.1: RACM-MIM species list according to Stockwell et al. [1997] and
Geiger et al. [2003]. RACM species are presented first, additional MIM-reactants
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O3P Ground state oxygen atom








HC3 Alkanes, alcohols, esters and alkynes with HO rate con-
stant (298 K, 1 atm) less than 3.4 ×10−12 cm3s−1
HC5 Alkanes, alcohols, esters and alkynes with HO rate con-
stant (298 K, 1 atm) between 3.4 ×10−12 cm3s−1 and
6.8 ×10−12 cm3s−1
HC8 Alkanes, alcohols, esters and alkynes with HO rate con-
stant (298 K, 1 atm) greater than 6.8 ×10−12 cm3s−1
Alkenes
Continued next page
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DIEN Butadiene and other anthropogenic dienes
Stable biogenic alkenes
ISO Isoprene
API α-pinene and other cyclic terpenes with one double
bond
LIM d-limonene and other cyclic diene-terpenes
Aromatics
TOL Toluene and less reactive aromatics
XYL Xylene and more reactive aromatics
CSL Cresol and other hydroxy substituted aromatics
Carbonyls
HCHO Formaldehyde
ALD Acetaldehyde and higher aldehydes
KET Ketones
GLY Glyoxal
MGLY Methylglyoxal and other α-carbonyl aldehydes
DCB Unsaturated Dicarbonyls
MACR Methacrolein and other unsaturated monoaldehydes




PAN Peroxyacetyl nitrate and higher saturated PANs
TPAN Unsaturated PANs
Organic peroxides
OP1 Methyl hydrogen peroxide
OP2 Higher organic peroxides
PAA Peroxyacetic acid and higher analogs
Organic acids
ORA1 Formic acid
ORA2 Acetic acid and higher acids
Continued next page
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Table B.1 – Continued
Organic Short-Lived Intermediates
PR from alkanes
MO2 Methyl peroxy radical
ETHP Peroxy radical formed from ETH
HC3P Peroxy radical formed from HC3
HC5P Peroxy radical formed from HC5
HC8P Peroxy radical formed from HC8
PR from alkenes
ETEP Peroxy radicals formed from ETE
OLTP Peroxy radicals formed from OLT
OLIP Peroxy radicals formed from OLI
PR from biog. alkenes
ISOP Peroxy radicals formed from ISO and DIEN
APIP Peroxy radicals formed from API
LIMP Peroxy radicals formed from LIM
PR from aromatics
TOLP Peroxy radicals formed from TOL
XYLP Peroxy radicals formed from XYL
CSLP Peroxy radicals formed from CSL
PR with carbonyl gr.
ACO3 Acetyl peroxy and higher saturated acyl peroxy radicals
TCO3 Unsaturated acyl peroxy radicals
KETP Peroxy radicals formed from KET
Other PR
OLNN NO3-alkene adduct reacting to form carbonitrates +
HO2
OLND NO3-alkene adduct reacting via decomposition
XO2 Accounts for additional NO to NO2 conversions
Additional MIM-reactants
HACE Hydroxyacetone and other C3 ketones
ISHP β-hydroxy hydroperoxides from ISOP+HO2
ISON β-hydroxyalkylnitrates from ISOP+NO and alkylni-
trates from ISO+NO3
MACP Peroxy radicals from MACR+OH
MAHP Hydroperoxides from MACP+HO2
Continued next page
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Table B.1 – Continued
MPAN Peroxymethacryloylnitrate and other higher peroxya-
cylnitrates from isoprene oxidation
NALD Nitrooxyacetaldehyde
B.2 Singular vectors with respect to initial
uncertainties
B.2.1 Optimal placement of observations
Figure B.1: Optimal placement for case 1a. The optimization criterion are the
ozone values of the final profile VP(tF ).
The optimal horizontal placement of measurement is illustrated in the left panel.
Shown are 0.01-isopleths of the horizontal singular vector for passive tracer (red
shading) and ozone (green shading, isopleths are given as color fill). The final
profile VP(tF ) is marked with black dots. To aid interpretation, its horizontal
position is marked with a black cross on surface level. Case numbers, simulation
starts and simulation lengths are denoted on top of the panel.
The optimal vertical placement of measurement is illustrated in the right panel.
Shown is the length of the vertical singular vector per model level for CO, OH,
HONO, O3, NO2 and NO (color code of the species is denoted to the right of the
panel). The black box indicates the extent of the height of the final profile VP(tF ).
The considered case is denoted on top of the panel.
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Figure B.2: Optimal placement for case 1b. Plotting conventions as in Fig. B.1.
Figure B.3: Optimal placement for case 2a. Plotting conventions as in Fig. B.1.
Figure B.4: Optimal placement for case 2b. Plotting conventions as in Fig. B.1.
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Figure B.5: Optimal placement for case 3. Plotting conventions as in Fig. B.1.
Figure B.6: Optimal placement for case 4a. Plotting conventions as in Fig. B.1.
Figure B.7: Optimal placement for case 4b. Plotting conventions as in Fig. B.1.
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Figure B.8: Optimal placement for case 5a. Plotting conventions as in Fig. B.1.
Figure B.9: Optimal placement for case 5b. Plotting conventions as in Fig. B.1.
Figure B.10: Optimal placement for case 6. Plotting conventions as in Fig. B.1.
B.2 Singular vectors with respect to initial uncertainties 117
Figure B.11: Optimal placement for case 7a. Plotting conventions as in Fig. B.1.
Figure B.12: Optimal placement for case 7b. Plotting conventions as in Fig. B.1.
Figure B.13: Optimal placement for case 8a. Plotting conventions as in Fig. B.1.
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Figure B.14: Optimal placement for case 8b. Plotting conventions as in Fig. B.1.
Figure B.15: Optimal placement for case 9a. Plotting conventions as in Fig. B.1.
Figure B.16: Optimal placement for case 9b. Plotting conventions as in Fig. B.1.
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Figure B.17: Optimal placement for case 10. Plotting conventions as in Fig. B.1.
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B.2.2 Relevance ranking of chemical compounds
Figure B.18: Relative ranking of the effect of initial uncertainties of NO (left
panel column) and NO2 (right panel column) for level 1, level 3, level 5, level 7 and
level 9 for all 17 cases studies. The optimization criterion are the ozone values of
the final profile VP(tF ). Results are sorted by relative ranks (denoted below each
bar plot). Rank m is only depicted, if the associated species is ranked mth for at
least one considered grid point. Color code of cases is indicated below each panel.
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Figure B.19: Relative ranking of the effect of initial uncertainties of HCHO (left
panel column) and CO (right panel column) for level 1, level 3, level 5, level 7 and
level 9 for all 17 cases. Plotting conventions as in Fig. B.18.
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Figure B.20: Relative ranking of the effect of initial uncertainties of HONO (left
panel column) and OH (right panel column) for level 1, level 3, level 5, level 7 and
level 9 for all 17 cases. Plotting conventions as in Fig. B.18.
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B.3 Singular vectors with respect to emission
factors
Figure B.21: Location dependent relevance rankings of emission influences of
HCHO (left column) and CO (right column) at surface level for case 1a and case
1b. Color code of ranks is indicated below each panel. Each grid point (i, j, k) with√∑
s v(i, j, k, s)
2 > 10−4 is evaluated. The optimization criterion are the ozone
values of the final profile VP(tF ). Its horizontal position is indicated with a red
cross. Case number are denoted on top of each panel.
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Figure B.22: Location dependent relevance rankings of emission influences of
HCHO (left column) and CO (right column) at surface level for case 2a, case 3
and case 4a. Plotting conventions as in Fig. B.21.
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Figure B.23: Location dependent relevance rankings of emission influences of
HCHO (left column) and CO (right column) at surface level for case 4b, case 5a
and case 5b. Plotting conventions as in Fig. B.21.
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Figure B.24: Location dependent relevance rankings of emission influences of
HCHO (left column) and CO (right column) at surface level for case 6, case 7a
and case 7b. Plotting conventions as in Fig. B.21.
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Figure B.25: Location dependent relevance rankings of emission influences of
HCHO (left column) and CO (right column) at surface level for case 8a, case 8b
and case 9a. Plotting conventions as in Fig. B.21.
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Figure B.26: Location dependent relevance rankings of emission influences of
HCHO (left column) and CO (right column) at surface level for case 9b and case
10. Plotting conventions as in Fig. B.21.
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