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Abstract. Pontryagin’s Maximum Principle [8] is considered as an outstanding achievement of
optimal control theory. This Principle does not give sufficient conditions to compute an optimal
trajectory; it only provides necessary conditions. Thus only candidates to be optimal trajectories,
called extremals, are found. Maximum Principle gives rise to different kinds of them and, particu-
larly, the so-called abnormal extremals have been studied because they can be optimal, as Liu and
Sussmann, and Montgomery proved in subRiemannian geometry [5, 7].
We build up a presymplectic algorithm, similar to those defined in [2, 3, 4, 6], to determine
where the different kinds of extremals of an optimal control problem can be. After describing such
an algorithm, we apply it to the study of extremals, specially the abnormal ones, in optimal control
problems for affine connection control systems [1]. These systems model the motion of different
types of mechanical systems such as rigid bodies, nonholonomic systems and robotic arms [1].
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1. OPTIMAL CONTROL PROBLEM FOR AFFINE
CONNECTION CONTROL SYSTEMS
Let Q be a smooth n-dimensional manifold, ∇ be an affine connection on Q, U be an
open set in Rm. We consider the control system with dynamics given by
∇γ˙(t)γ˙(t) = uk(t)Yk(γ(t)), k = 1, . . . ,m, (1)
where the controls u : I ⊂ R→U ⊂ Rm are piecewise smooth, Yk are the input vector
fields on Q. This control system is called an Affine Connection Control System, ACCS,
Σ= (Q,∇,Y ,U) where Y = {Y1, . . . ,Ym}.
In fact, the affine connection control systems are a particular case of the general
simple mechanical systems without external forces nor nonholonomic constraints [1].
The second-order equation (1) is rewritten on TQ as follows,
ϒ˙(t) = Z(ϒ(t))+uk(t)YVk (ϒ(t)), (2)
where ϒ : I → TQ is a piecewise smooth curve such that ϒ= γ˙ , YVk denotes the vertical
lift of the vector field Yk and the drift vector field Z of the control-affine system (2)
is the geodesic spray associated to ∇. The vector field Z on TQ is second order. In
natural coordinates (x,v) for TQ, locally Z= vi∂/∂xi−Γijl(x)v jvl∂/∂vi with Christoffel
symbols Γijl for ∇.
Let F : TQ×U → R be a cost function. We study the following problem.
Problem 1. (Free-time Optimal Control Problem for ACCS (OCP)) Given
Σ = (Q,∇,Y ,U) and F, find I = [a,b] ⊂ R and (γ,u) : I → Q×U such that, given the
endpoint conditions vxa ∈ TxaQ, vxb ∈ TxbQ, there exists ϒ : I → TQ along γ satisfying
(1) ϒ(a) = vxa , ϒ(b) = vxb ,
(2) ϒ˙(t) = (Z+ukYVk )(ϒ(t)),
(3) S [ϒ,u] =
∫
I F(ϒ(t),u(t))dt minimizes over all curves on TQ×U satisfying (1,2).
The pair (ϒ,u) is called a solution of OCP.
The Hamiltonian of Pontryagin’s Maximum Principle, Theorem 1, for the control-
affine system (2) on TQ is given by H : T ∗(TQ)×U → R,
H(Λ,u) = 〈Λ,Z(vx)+ukYVk (vx)〉+ p0F(vx,u), (3)
where Λ ∈ T ∗vx(TQ), p0 ∈ {−1,0} and 〈·, ·〉 is the natural pairing.
Let us introduce some notation. If X is a vector field on a manifold M, we associate
to it the hamiltonian function HX : T ∗M→R defined by λ 7→HX(λ ) = 〈λ ,X(x)〉. Then
we can rewrite Pontryagin’s Hamiltonian (3) as follows H = HZ +ukHYVk + p0F .
In the sequel, we use a presymplectic framework to state Pontryagin’s Maximum
Principle because (T ∗(TQ)×U,Ω,H) is a presymplectic Hamiltonian system with Ω
being the pullback of the canonical 2-form on T ∗(TQ) through pi1 : T ∗(TQ)×U →
T ∗(TQ). For more details on presymplectic formalism see [2, 4].
Theorem 1. (Weak Pontryagin’s Maximum Principle, PMP) Let (ϒ,u) : [a,b]→ TQ×
U be a solution of OCP with endpoint conditions vxa , vxb . Then there exist Λ : [a,b]→
T ∗(TQ) along ϒ, and a constant p0 ∈ {−1,0} such that:
1. (Λ,u) is an integral curve of a Hamiltonian vector field XH such that
iXHΩ= dH, i.e. i(Λ˙(t),u˙(t))Ω= dH(Λ(t),u(t)); (4)
2. ϒ= piTQ ◦Λ, where piTQ : T ∗(TQ)→ TQ is the natural projection;
3. ϒ satisfies the endpoint conditions in TQ;
4. (a) H(Λ(t),u(t)) = 0 for t ∈ [a,b];
(b) (p0,Λ(t)) 6= 0 for each t ∈ [a,b].
The presymplectic equation (4) does not have solution in the whole manifold
T ∗(TQ)×U . It has solution if we restrict (4) to the submanifold defined by
S= {β ∈ T ∗(TQ)×U | ivdH = 0 for v ∈ kerΩβ}.
Locally, this condition for Pontryagin’s Hamiltonian (3) becomes S = {β ∈ T ∗(TQ)×
U |∂H/∂uk(β ) = 0, k = 1, . . . ,m}. Observe that this is a necessary condition for the
Hamiltonian to have an extremum over the controls as long as U is an open set. In
the classic statement of Pontryagin’s Maximum Principle [8], the Hamiltonian along
the solutions is equal to the maximum of the Hamiltonian over the controls. Therefore,
Theorem 1 is weaker than the classic Maximum Principle.
The necessary conditions 1-4 of Theorem 1 determine different extremals.
Definition 1. A curve (ϒ,u) : [a,b]→ TQ×U for OCP is
1. an extremal if there exist Λ : [a,b] → T ∗(TQ) and a constant p0 ∈ {−1,0} such
that ϒ= piTQ ◦Λ and (Λ,u) satisfies the necessary conditions of weak PMP;
2. a normal extremal if it is an extremal and p0 =−1;
3. an abnormal extremal if it is an extremal and p0 = 0;
4. a strictly abnormal extremal if it is not a normal extremal, but it is abnormal.
The curve (Λ,u) : [a,b]→ T ∗(TQ)×U along ϒ is called biextremal.
2. PRESYMPLECTIC CONSTRAINT ALGORITHM FOR ACCS
The presymplectic algorithm described in [2, 4] can be adapted to study the different
kinds of extremals for ACCS. First we describe briefly how this classic algorithm works.
Problem 2. Given a presymplectic system (M,Ω,H) find (N,X) such that
(a) N is a submanifold of M,
(b) X is a vector field tangent to N on N and satisfies iXΩ= dH,
(c) N is maximal among all the submanifolds satisfying (a) and (b).
Let N0 = {x ∈ M |∃vx ∈ TxM , ivxΩ = dxH} be the primary constraint submanifold,
where the presymplectic equation has solution. The constraints define N0 implicitly.
Proposition 1. N0 = {x ∈ M |(LZH)x = 0 , Z ∈ kerΩ}, where LZ is the Lie derivative
with respect to Z.
The proof is a straightforward consequence of the fact that if αx ∈ T ∗x M, we have
αx ∈ ImΩ]x if and only if kerΩx ⊂ kerαx. See [4] for details.
On the points of N0 there exists a solution of the presymplectic equation, but the
solution is not necessarily unique. Indeed, if X0 is a solution, then X0+ kerΩ is the set
of all the solutions. Take the pair (N0,XN0) where XN0 = X0+ kerΩ denotes the set of
all the vector fields solving the problem in N0. Observe that we need an element in XN0
tangent to N0. Then N1 = {x ∈ N0 |∃X ∈ XN0 , X(x) ∈ TxN0} provides us a new pair
(N1,XN1) where XN1 is the set of the vector fields solution tangent to N0 and we assume
again that N1 is a submanifold. This step stabilizes the constraints in N0. Inductively, we
obtain (Ni,XNi) where we assume that Ni is a submanifold. If there exists i∈N such that
Ni = Ni−1, then N f = Ni−1 is the final constraint submanifold.
2.1. Application to the characterization of extremals
In order to study OCP for ACCS, we need to solve the presymplectic equation (4) on
the submanifold defined by H = 0. Applying the above algorithm, we obtain
N0 = {(Λ,u) ∈ T ∗(TQ)×U |H = 0,∂H/∂uk = HYVk + p0∂F/∂u
k = 0, k = 1, . . . ,m}.
(5)
The tangency condition of XH to N0 defines
N1 = {(Λ,u) ∈ N0 |XH(H) = 0, XH
(
∂H/∂uk
)
= 0, k = 1, . . . ,m}. (6)
The first constraint is trivially stabilized because of the properties of Hamiltonian sys-
tems. So it may be put aside and be added at the end as is done in Section 2.2.
In the particular case of abnormality, p0 = 0, the submanifold (5) becomes
N[0]0 = {(Λ,u) ∈ T ∗(TQ)×U |H [0] = 0, HYVk = 0, k = 1, . . . ,m}.
and the stabilization step (6) defines N[0]1 = {(Λ,u) ∈ N[0]0 |H[Z,YVk ] = 0, k = 1, . . . ,m}.
The algorithm must continue to obtain a final constraint submanifold N[0]f where the
abnormal biextremals are. Condition (4.c) in Theorem 1 makes us delete the zero fiber
from N[0]f . For simplicity, this actual final constraint submanifold is renamed as N
[0]
f .
In the case of normality, p0 =−1, the primary constraint submanifold becomes
N[−1]0 = {(Λ,u) ∈ T ∗(TQ)×U |H [−1] = 0, HYVk −∂F/∂u
k = 0, k = 1, . . . ,m}.
Without having specified the cost function, the stabilization procedure gives expressions
more and more complicated and we are not going to write them down. The algorithm
must continue up to obtaining N[−1]f .
As a consequence of both final constraint submanifolds, the strict abnormal ex-
tremals are obtained by the projection of all the biextremals in N[0]f and N
[−1]
f through
ρ : T ∗(TQ)×U → TQ×U . Remember that the strict abnormal extremals can be only
lifted to the cotangent bundle with p0 = 0. Denoting by P= ρ(N
[0]
f ) ∩ ρ(N[−1]f ), we have
(i) P= /0 and ρ(N[0]f ) 6= /0, then all the abnormal extremals are strict.
(ii) P= /0 and ρ(N[−1]f ) 6= /0, none of the normal extremals are abnormal.
(iii) P 6= /0 and ρ(N[0]f ) = P, then there are no strict abnormal extremals.
(iv) P 6= /0 and ρ(N[0]f ) 6= P, there are strict abnormal extremals, but only locally since
the extremal could have pieces in P. So the extremal can be locally normal.
(v) P 6= /0 and ρ(N[0]f ) = ρ(N[−1]f ) = P, then all the extremals are abnormal and normal.
2.2. Time-Optimal Control Problem
We have a free-time optimal control problem with cost function F = 1. As the
stabilization of the condition H = 0 is guaranteed trivially, its tangency condition does
not add any new constraint to the submanifolds of the algorithm. Then we can run the
algorithm putting aside H = 0. Moreover, the constancy of the cost function in time-
optimal problems makes that both primary constraint submanifolds are the same,
N0 = N
[0]
0 = N
[−1]
0 = {(Λ,u) ∈ T ∗(TQ)×U |
∂H
∂uk
= HYVk = 0, k = 1, . . . ,m},
then N1 = {(Λ,u) ∈ T ∗(TQ)×U |HYVk = 0, H[Z,YVk ] = 0, k = 1, . . . ,m}, and so on until
getting the final submanifold N f , if it exists. Finally, the vanishing of the Hamiltonian
must be considered to have the actual final constraint submanifolds
N[0]f = N f ∩{(Λ,u) ∈ T ∗(TQ)×U |HZ +ukHYVk = 0},
N[−1]f = N f ∩{(Λ,u) ∈ T ∗(TQ)×U |HZ +ukHYVk = 1}.
Due to condition (4.c) in Theorem 1, the zero fiber must be deleted from N[0]f .
Proposition 2. Let Σ be an ACCS. Given a time-optimal control problem:
1. If N[0]f has only zero covectors, there are no abnormal extremals.
2. If N[0]f has nonzero covectors and N f ⊂ {(Λ,u)∈ T ∗(TQ)×U |(HZ+u jHYVj ) = 0},
then every abnormal extremal is strict and there are no normal extremals.
Remark 1. Indeed, Proposition 2 is also true for any control system. But in particular,
for any control-affine system, fixed a point in TQ, the submanifold defined by the
vanishing of the Hamiltonian is a subspace in the abnormality case.
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