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. Encoding analysis in V1, for four subjects in experiment 1. A. The top row shows the location of the target region (target > surround) on the cortical surface reconstruction (along the grey-white matter boundary) of four subjects. The second row shows target-activated voxels (GE data) in one sagittal cut through grey matter. Target-activated voxels are shown in transparent rainbow colours in accordance with their different cortical depths (superficial red 10%, orange 26%, green 42%, blue 58%, dark blue 74%, purple 90%). We show informative voxels as indicated by the encoding analysis (threshold at p<0.05) in saturated colours. The third row illustrates the informative voxels (saturated colours) for the GE data as indicated by the encoding analysis (threshold at bootstrapped p<0.05) within each cortical depth layer (transparent colours). B. The fourth row displays the percent of informative voxels (line plot) within each cortical depth layer for each subject (GE data). The bar plots show the number of voxels in the retinotopic representation of the occluded region. The fifth row portrays the percent of informative voxels (lines) within each cortical depth layer for each subject (GRASE data). A, White transparent wireframe shows cortical surface reconstruction along the grey-white matter boundary of subject 2's left occipital cortex (sagittal view). A sagittal section of visual activation map shown in yellow (t target stimulus > t surround ∩ t target stimulus > 0 ∩ t full-stimulus > t occluded-stimulus) and six depth plane-sections (2 gridlines in depths) in purple (inner) to red (outer). Grid-unfolding leads from 3-dimensional voxel space to 2-dimensional unfolded grid space used for subsequent analysis. For a given depth (e.g. depth 58% shown in green top right), we selected the pixels of interest (contrast amongst T-values as indicated). We repeated the same procedure independently for all other cortical depths and combined the resulting pixels subpopulations to produce one population of interest which included only pixels shared across all depths. We projected the resulting pixel subpopulation (shown in white in the bottom right portion of the figure) on all depths. We then trained and tested the classifier on this pixel subpopulation across depths and signals (i.e. feedback and feedforward -see supplementary method). B, shows subject 2's cross-depth SVM classification performance trained and tested on the activity patterns elicited by feedforward (right matrix) and feedback (left matrix) portions of the image stimuli. We trained SVM classifiers on a given depth (x-axis) and tested on all other depths (y-axis). Stars indicate significant above chance SVM accuracy. Figure 3 . SVM single run classification performance for V2 (top row) and V3 (bottom row) using GE fMRI data. Prediction of single trials in the left out run (cross-validation) is shown for all four subjects (columns) and averaged across subjects (in right column). SVM classification performance is shown for cortical depths (from white matter 90% depth to superficial depth 10%), for feedforward conditions in red and feedback conditions in green Significant differences in decoding performance between depths are marked on subject-averaged single run plots (permutation tested), error bars represent standard error of mean (across subjects and leave-one-run-out folds).
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Supplemental Experimental Procedures
Subjects
We measured seven subjects; four subjects for experiment 1 at the Center for Magnetic Resonance Research (CMRR, Minneapolis, MN, USA), and three subjects for experiment 2 at the Maastricht brain imaging Centre (Maastricht, Netherlands). One subject participated in both experiments. We ran experiment 1 twice on the same four subjects with different fMRI sequences (see below). All subjects were healthy volunteers with normal or corrected visual acuity. Subjects gave written informed consent and we paid them for participation. The institutional review board for human subject research at the University of Minnesota (Experiment 1), and the ethics committee at the University of Glasgow College of Science and Engineering (CSE01209, Experiment 2) approved the studies.
Stimuli
In experiment 1, subjects viewed three visual scenes ('car on street', 'people at market', 'ship in harbour', same as in [S1] (Figure 1) ). We controlled the images for global luminance, contrast and energy, using matlab shine-toolbox [S2] . Scenes were presented in full ('feedforward' condition) or masked with an occluder over the lower right visual field ('feedback' condition). We presented a set of contrast-reversing checkerboard mapping stimuli for 'target' and 'surround' regions in each run, and in a separate localiser run. The surround checkerboards mapped the outer 2 degrees of the white occluder and the target mapped the remaining inner section of the occluder (figure 1b). The design of the experiment is comparable to our previous study [S1], but with the visual stimuli reduced in size by 20% to fit the smaller MRI bore due to the use of a head gradient insert (see below). We kept the width of the 'surround' region at 1 degree of visual angle, and added an additional 1-degree border between the surround and the edge of target region. The second experiment consisted of two occluded images ('crowd of people', and 'vintage car', luminance, contrast and energy controlled) which were presented in the original space and in two spatially shifted versions (2 and 8 degrees visual angle, Figure 4 ). We presented target and two surround conditions (1 degree, and 2 degree) in each of 5 runs. In both experiments we conducted a separate phase-encoded retinotopic mapping experiment [S3-5] . Stimuli consisted of a wedge-shaped (22.5 degrees) checkerboard rotating slowly (64s for full 360 degree rotation) around the fixation point in the middle of the screen. A white 'spider web' configuration was presented in the background to stabilise fixation together with a centre fixation colour change task [S6] .
Paradigm
Experiment 1 comprised four functional runs of 350 volumes each. An experimental condition was presented for 6 volumes (12s), and each of 6 experimental conditions was presented in a randomised order within a block followed by 12 volumes (24s) of baseline (6x12s+24=96s per block). Mapping blocks consisting of 2 conditions ('target', 'surround') were presented for 6 volumes (12s) interleaved with 6 volumes (12s) of baseline in between conditions and 12 volumes (24s) at the end of the block (2x12s+12s+24s=60s). A functional run consisted of 6 experimental blocks and 2 mapping blocks and an additional baseline of 2 volumes (4s) at the start of the run (6x96s + 2x48s + 4s = 700s = 350 volumes). Therefore, each experimental condition was presented 24 times across four runs.
The retinotopic mapping run comprised of 12 repetitions of a full rotation lasting 32 volumes (64s), with an extended baseline of 10 volumes (20s) at the beginning and 12 volumes (24s) at the end of the run (resulting in 406 volumes: 12x64s+20s+24s=812s). An additional localiser run comprised 12 repetitions of 'target' and 12 repetition of 'surround' mapping, with 25 baseline periods in-between, all of which lasted for 6 volumes (12s), resulting in 294 volumes ((12+12+25)x12s=588s).
Experiment 2 comprised of a retinotopic mapping run (as above) and five experimental runs. An experimental run had the same temporal structure as experiment 1 only now the six experimental conditions were two occluded scenes each shifted for 0, 2, 8 degrees. The mapping blocks had an additional 'surround-2' condition presented twice for 6 volumes (12s) on and 6 volumes (12s) off, lasting therefore for 360 volumes (740s).
Subjects viewed the visual stimuli on a projection screen mounted to the rear end of the head coil using a head-coil mounted mirror. A video projector combined with a mirror projected the stimuli onto the screen. Stimuli were presented using Presentation software (Neurobehavioral Systems, CA, USA) for the experiments, and for retinotopic mapping with StimulGL (custom-built stimulation software, Maastricht University, Maastricht, NL). We instructed the subjects to keep fixation to the centre of the screen and to perform a colour-change detection task at the centre of the screen, during both the experimental runs and retinotopic mapping.
MRI Acquisition
MRI data for the first experiment was conducted with ultra-high magnetic field (7 Tesla, 90cm bore, Magnex Scientific, Abingdon, UK) at the CMRR in Minneapolis (MN, USA). The MRI was driven with a Siemens console (Erlangen, Germany), and used a head gradient insert with a 6-channel receive array RF coil that covered only the visual areas, and a surface coil with one transmit and six receiving channels (1-Tx, 6-Rx). We recorded the second experiment at the MBIC-/Scannexus in Maastricht (NL) with 7T Magnetom (Siemens, Erlangen Germany), a 32-channel receive head coil, a whole body gradient, and a whole brain coil (1-Tx, 32-Rx; Nova Medical Inc., USA).
Functional scans were recorded using GE-EPI at high resolution (nominal resolution, isotropic 0.8 mm 3 , TE = 17 ms, maximum flip angle determined by a flip angle map =85°, slices = 38, TR= 2000 ms, FOV=128 x 128 mm 2 , matrix: 160 x 160, IPAT = 2, partial Fourier = 6/8, pixel bandwidth = 1375). We repeated the first experiment with a 3D gradient and spin echo (3D-GRASE) sequence. Details of the sequence and results and advantages of this sequence have been discussed in our previous paper [S7] . Positioning of the reduced 3D-GRASE slab was optimised with previous localiser runs and had 12 slices again with nominal isotropic 0.8mm 3 resolution (TE= 40 ms, TR = 2000 ms, FOV= 25.6 x 204.8 x 9.6 mm 3 , slice partial Fourier = 5/8, pixel bandwidth = 1955, matrix: 32 x 256 x 12). The second set of experiments were recorded with a GE-EPI sequence at (nominal resolution, isotropic 0.8 mm 3 , TE = 19 ms, FA =70°, slices = 31, TR= 2000 ms, FOV=148 x 148 mm2, matrix: 186 x 186, IPAT = 3, pixel bandwidth = 1120). Anatomical reference scans were recorded at 1mm 3 (experiment 1) and at 0.5mm 3 (experiment 2) with an MPRAGE sequence optimised for T1-weighted contrast, and proton density (PD)-weighted contrast. An additional T2*-weighted anatomical data was acquired in experiment 2.
Anatomical data analysis -cortical depth sampling
All data were analysed with BrainVoyager QX 2.8. Proton density scans with identical slice positioning were used to remove spatial intensity inhomogeneities from T1 scans, by dividing T1 data by PD [S8]. We adjusted manually inner and outer grey matter boundaries along the local intensity values to eliminate pial blood vessels, and to correct for GE-EPI distortions. We used relative cortical depth values to create Laplace-based equipotential grid-lines at six depths (from inner to outer 90%, 74%, 58%, 42%, 16%, and 10% depths, Figure 2 ). The gridlines were calculated smoothly at a highly up-sampled spatial coordinate system [S9] . In a subsequent step, smooth gridlines are used to assign voxels to a respective cortical depth. Individual voxels were allowed to belong to adjacent depths (Figures 1, 2, 4, S3) . The depth grid-lines covered the cortical representation of the occluded image section in the lower right visual field quadrant of retinotopic areas V1d, V2d, and V3d (Figure 2 ). The layered regions of interest were saved as BrainVoyager QX VOI files (volume of interest) and further processed with Matlab code reading in the BrainVoyager QX volume time courses (vtc) files using the BVQX-Toolbox.
Functional data analysis
We pre-processed the fMRI data using slice scan time correction (GE only, sinc interpolation), 3D rigid body motion correction (sinc interpolation), intra-session alignment to the functional data of the last run, and temporal high pass filtering of 4 cycles. In experiment 2, we used GE EPI images acquired with opposite phase-encoding direction (recorded before the first functional run) to correct for distortions in EPI images [S10] . Functional data were aligned to anatomical data with manual adjustments and iterative optimisation. Activation maps of retinotopic mapping were used to optimise segmentation and alignment. Analysis included general linear model (GLM) estimation of averaged conditions and single trials. Design matrices were generated by convolution of a double gamma function with a "boxcar" function (representing onset and offset of the images stimuli).
Decoding
The linear SVM was implemented using the LIBSVM toolbox [S11] , with default parameters (notably C = 1). Note that the activity of each vertex was normalized (separately for training and test data) within a range of −1 to 1 before input to the SVM. All decoding and encoding analyses were performed only on voxels responding to target more than to surround (defined by the contrast t target stimulus > t surround ∩ t target stimulus > 0 ∩ t full-stimulus > t occluded-stimulus). We have described the decoding analyses in more detail previously [1] . In brief, we trained support vector machine classifiers (linear pattern) to map between activation patterns from three scenes (full feedforward images in experiment 1) or between occluded scenes (3 occluded scenes in experiment 1, or 6 occluded images in experiment 2). We tested the trained classifiers on independent data (leave one run out cross validation). In experiment 2, we trained a cross-classifier on two images at one 'shift' and tested on data from a different 'shift'. We measured the classifier performance of each cortical depth independently. For each cortical depth, we tested the single trial classification for significance using permutation testing (1000 iterations of randomly assigned labels). To test the main effects and interaction between signal (feedforward and feedback) and layer depths (1 to 6), we performed a 2 by 6 Linear Mixed Model (Matlab, The Mathworks Inc, 2014). We combined the data from 4 runs and 4 participants (i.e. using 16 data points). Participants were considered as random effect. We estimated our fixed effects coefficients by means of maximum likelihood estimation
Encoding
To estimate whether individual voxels within the retinotopic representation of the occluded region in V1-V3 hold meaningful contextual information in the absence of feedforward thalamic input we designed two simple linear encoding models. We computed GLM design matrices modelling only occluded images and concatenating all runs to produce matrices measuring 1200 (350 volumes x 4 runs) x 31 (3 conditions + 4 constant terms, 1 per run, and discrete cosine transform sets, consisting of 6 predictors per run). In model 1, we kept each image within its original condition, so that the first 3 columns of our design matrix -representing our three stimuli -contained different trials of the same image stimulus. In model 2, instead we randomly shuffled the trials, across condition so that each predictor contained trials of images with different contextual information (the first 3 columns of our design matrix). We repeated this procedure 400 times to generate 400 different design matrices. As conditions in model 1 share the same contextual information surrounding the occluders (i.e. the encoded feature), we refer to this model as "high level contextual model" (three conditions, one for each image). On the other hand, in model 2, contextual information differs significantly across trials within a given condition, with the only shared features (i.e. the encoded feature) represented by the low-level visual properties of the occluders. We refer to this model as "the occluder-model" (three randomised occluder conditions). We then performed GLM analysis and computed the percentage of variance explained (defined as 1-R 2 ) by each model independently per voxel. This led to 401 values per voxel (1 for the high level contextual model and 400 for the low level models). In order to estimate whether a given voxel explained significantly more variance in the high-level contextual model compared to the occluder-model, we subtracted the variance explained by the 400 occluder-models to that of the high-level contextual model. We then counted the number of times this computation led to a positive value and considered a voxel as explaining significantly more variance in the high-level contextual model if 95% or more of the instances (p=< .05 one tailed) were positive (high-level contextual voxel). We reasoned that as the visual information held within the occluded region is identical across different images, from a purely feed-forward standpoint, no difference in terms of variance explained should be expected between the 2 models (i.e., our H0).
Cross-depth support vector machine analysis
To investigate how feedback interacts with feedforward processing; whether they carry different information content; and if they coexist in specific layers, we performed cross-layer decoding analysis. We trained an SVM algorithm on a given cortical depth and a given signal (i.e. either feedforward or feedback) and tested its performance against the same or the other signal, across all depths. This gave four combinations: (1) training and testing on feedforward; (2) training on feedback and testing on feedforward; (3) training on feedforward and testing on feedback; (4) training and testing on feedback. We first converted our data from voxel to grid space using BrainVoyager QX 2.8. This approach creates 2-dimensional grids of equal number of points at all cortical depths, allowing geometrically accurate sampling of high-resolution (sub-millimetre) functional data [S12, S13] . We defined structural columns as points perpendicularly located across depth grids. To choose the data to include in the cross-layer cross-signal SVM we: independently per depth grid, selected the pixels within the retinotopic representation of the occluded region as defined by the contrast: (t target stimulus > t surround ∩ t target stimulus > 0 ∩ t full-stimulus > t occluded-stimulus). This produced one pixel subpopulation of interest per depth grid. We then combined these subpopulations across all depths. Only pixels shared by all grid depths were included in the analysis. We trained our SVM classifier on the T values elicited by one signal (e.g. feedforward) within a depth grid, and tested on those elicited by the other signal (e.g. feedback) at all other depths. We repeated this procedure by training and testing on the four signal combinations at all depths. To test the main effects and interaction of different combinations of feedforward and feedback information (FFxFF, FFxFB, FBxFF, FBxFB) and different layers (6x6), we performed a 4 by 36 Linear Mixed-Effect Model in Matlab (The Mathworks Inc, 2014) . We combined the data from 4 runs and 4 participants (i.e. using 16 data points) and estimated our fixed effects coefficients by means of maximum likelihood estimation (Subjects as random effect). Paired t-tests were carried out post hoc on significant main effects and interactions.
