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Abstract
Large data collections often need to be represented by an average value
which upholds certain properties, such as reducing the noise level of repeated
measurements or representing the central location of the data in case of clustering.
Averaging operations are applicable for a wide variety of data types and
structures. In this thesis, we focus on the set of positive definite matrices
as a whole and on subsets containing all matrices of a desired structure.
The geometric mean of positive numbers possesses various useful properties,
which stimulated the search for a generalization of the mean towards positive
definite matrices. Since several possible generalizations have been suggested
during the development of the matrix geometric mean, an extensive overview
of the instances is presented, along with a summary of related means and
approximations.
Among the multiple instances of the geometric mean, specific attention is given to
the Karcher mean, which is defined as the minimizer of an optimization problem
on the set of positive definite matrices. The smooth manifold structure of the
set can be exploited in the theory of Riemannian optimization. We apply this
rich theory to the setting of the Karcher mean and investigate a large number of
first- and second-order optimization techniques. Numerical experiments indicate
that the computational cost of an iteration in a second-order method nullifies
the advantage of its quadratic convergence. An application in bioinformatics is
considered, where we obtain an improvement over the state-of-the-art kernel
fusion methods in protein fold classification.
While the Karcher mean is considered as the most natural geometric mean of
positive definite matrices, it does not preserve any additional structure present
in the given matrices. To account for such structures, we discuss two adaptations
of the Karcher mean.
The first adaptation can be defined for any structure imposed on the positive
definite matrices and is referred to as the structured geometric mean. We perform
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a theoretical analysis of this adaptation, proving that many of the geometric
mean properties remain valid in a suitably adjusted form. In the case of linear
structures, two steepest descent algorithms are designed by endowing the set
of positive definite matrices with either the Euclidean geometry or its natural
geometry. A convergence analysis and numerical experiments demonstrate the
superiority of the algorithm based on the natural geometry.
The second adaptation of the Karcher mean is designed specifically for Toeplitz
matrices and is later generalized to Toeplitz-Block Block-Toeplitz matrices.
We refer to this adaptation as the Kähler mean. For Toeplitz matrices, the
mean can be found using a simple expression for real matrices and a quick
algorithm in the complex case. For Toeplitz-Block Block-Toeplitz matrices, the
generalization of the Kähler mean is presented, resulting in the construction of a
steepest descent algorithm. The significant computational cost of the algorithm
leads us to design a greedy approximation. Numerical experiments show this
approximation closely resembles the actual mean and can serve as an efficient
initial guess in its computation.
Beknopte samenvatting
Grote dataverzamelingen moeten vaak voorgesteld worden door een gemiddelde
waarde die aan bepaalde eigenschappen voldoet, zoals het reduceren van ruis bij
herhaalde metingen of het voorstellen van de centrale locatie in een datacluster.
Uitmiddelingsoperaties bestaan voor allerlei datatypes en -structuren. In deze
thesis focussen we enerzijds op de volledige verzameling van de positief definiete
matrices en anderzijds op deelverzamelingen die alle matrices van een gewenste
structuur bevatten.
Het geometrisch gemiddelde van positieve getallen bezit verschillende nuttige
eigenschappen, wat de zoektocht naar een veralgemening van dat gemiddelde
naar positief definiete matrices stimuleerde. Aangezien al verscheidene mogelijke
veralgemeningen gesuggereerd zijn tijdens de ontwikkeling van het geometrisch
gemiddelde voor matrices, geven we een overzicht van deze veralgemeningen en
een samenvatting van de gerelateerde gemiddelden en benaderingen.
Tijdens de bespreking van de vele instanties van het geometrisch gemiddelde
wordt er specifieke aandacht besteed aan het Karcher-gemiddelde, dat
gedefinieerd is als de oplossing van een optimalisatieprobleem op de verzameling
van de positief definiete matrices. De gladde variëteitstructuur van de
verzameling kan worden uitgebuit in de theorie van Riemannse optimalisatie.
We passen deze theorie toe op de probleemstelling van het Karcher-gemiddelde
en onderzoeken een groot aantal optimalisatietechnieken van de eerste en tweede
orde. Numerieke experimenten tonen aan dat de berekeningskost van een iteratie
in tweede orde methode het voordeel van kwadratische convergentie teniet doet.
We beschouwen een toepassing in bio-informatica, waarbij een verbetering
wordt behaald ten opzichte van de meest geavanceerde kernelfusiemethoden in
de classificatie van proteïnevouwen.
Hoewel het Karcher-gemiddelde beschouwd wordt als het meest natuurlijke
geometrisch gemiddelde van positief definiete matrices, bewaart het geen
bijkomende structuren van de gegeven matrices. Om rekening te houden met
v
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zulke structuren bespreken we twee aanpassingen van het Karcher-gemiddelde.
De eerste aanpassing kan gedefinieerd worden voor elke bijkomende structuur
op de positief definiete matrices en wordt het gestructureerde geometrisch
gemiddelde genoemd. We voeren een theoretische analyse van deze aanpassing
uit, waarin bewezen wordt dat veel eigenschappen van het geometrisch
gemiddelde geldig blijven in een licht aangepaste vorm. In het geval van lineaire
structuren worden twee steilste-afdalingsalgoritmes ontworpen: de verzameling
van de positief definiete matrices wordt ofwel met de Euclidische geometrie
ofwel met zijn natuurlijke geometrie beschouwd. Een convergentieanalyse en
numerieke experimenten tonen de superioriteit van het algoritme dat gebaseerd
is op de natuurlijke geometrie.
De tweede aanpassing van het Karcher-gemiddelde is specifiek voor Toeplitz-
matrices ontworpen en wordt later veralgemeend naar Toeplitz-Block Block-
Toeplitz matrices. We noemen deze aanpassing het Kähler-gemiddelde. Voor
Toeplitz-matrices kan dit gemiddelde berekend worden met, voor reële matrices,
een eenvoudige uitdrukking of, voor complexe matrices, een snel algoritme.
Voor Toeplitz-Block Block-Toeplitz matrices wordt de veralgemening van het
Kähler-gemiddelde gegeven, met als resultaat de constructie van een steilste-
afdalingsalgoritme. Door de significante berekeningskost van het algoritme
ontwerpen we ook een greedy benadering. Numerieke experimenten tonen
aan dat deze benadering veel gelijkenissen vertoont met het echte gemiddelde
en dienst kan doen als een efficiënt startpunt in de berekening van dit echte
gemiddelde.
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Chapter 1
Introduction
1.1 Context
Large collections of data elements often require a representative to encompass
the group as a whole. The desired properties of this representative determine
the way it should be chosen. In general, such a representative is referred to as
a center size. As the name suggests, a center size is designed to act as a central
value with respect to the data collection.
The two most well-known examples of a center size are the mean and the median.
Typically, when the idea of a mean is considered, most people identify this
concept with the arithmetic mean, given by the sum of the elements divided by
their number. Similarly, the median is often identified with the sample median,
given by the middle value in an ordered sequence of the elements. However,
these are only two examples in a very extensive collection of definitions.
Despite the many possibilities for both means and medians, some intrinsic
properties transcend the separate definitions and define the fundamental
difference between these two popular center sizes. While a median is known
to be more robust to outliers, a mean will incorporate as much as possible the
information in the data elements. In this thesis, we will focus on means rather
than medians.
A classical application of a mean is found in the averaging of repeated
measurements to reduce measurement noise. Depending on the type of noise
on the data, an appropriate mean can be chosen to maintain the desired signal
while canceling the imposed noise structure. From a statistical point of view,
1
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(a) An initial guess for the clusters. (b) The final clusters.
Figure 1.1: The first and final step in a clustering algorithm based on the cluster
means (triangles).
these means are often referred to as unbiased estimators. A more advanced
application is found in the field of image segmentation and is illustrated in
Figure 1.1. Suppose the points in the figure represent some features of the
various pixels in an image, where we want to separate an object from the
background. A typical approach is to split the feature points into two groups
of which the means are sufficiently different. Note that a slight change in this
approach results in the well-known k-means clustering, where the data is also
divided into clusters, but now based on optimal cluster concentration around
its mean.
The concept of a mean is applicable to a wide variety of data types and structures,
such as scalars, vectors, matrices, or more abstract constructions. In this thesis,
we focus on a special matrix property, known as positive definite matrices
[65, 135]. This matrix property has proven its usefulness in various applications,
such as complex analysis, the theory of vibrations of mechanical systems, and
other areas of applied matrix theory.
Some concrete examples of positive definite matrices include the Hessian matrix
at a minimizer of the corresponding cost function, covariance matrices, and the
matrix representation of the algebraic or trigonometric moments of nonnegative
functions. Often, such matrices also exhibit some additional structure besides
positive definiteness. For example, the matrix representations of the algebraic
and trigonometric moments of a nonnegative function will possess the Hankel
and Toeplitz (Section 1.2.4) matrix structure, respectively.
On the set of positive definite matrices, the matrix geometric mean will be our
main averaging operation. This matrix mean is an extension of the geometric
mean of positive numbers, defined for k numbers as the k-th root of their
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product. The geometric mean is known to have interesting properties when
averaging ratios or exponential growth, as indicated in the following example.
Example 1.1. Suppose an exponentially growing variable is estimated from
separate experiments, resulting in k growth predictions fi(t) = eλit, i = 1, . . . , k.
The separate predictions are combined using the arithmetic and geometric
means to obtain, respectively,
A(f1(t), . . . , fk(t)) =
eλ1t + · · ·+ eλkt
k
,
G(f1(t), . . . , fk(t)) =
(
eλ1t · · · eλkt) 1k = eλ1+···+λkk t.
While the expression for the arithmetic mean does not give a clear view on the
averaged growth rate, the geometric mean returns an exponentially growing
function with an intuitive growth rate.
Concerning the example of covariance matrices, we will discuss an application in
bioinformatics in Section 3.7. The application consists of a number of proteins,
for which several covariance matrices are constructed originating from separate
data features. These covariance matrices are then combined in a geometric
mean, in an effort to unite the separate information with as little loss as possible.
1.2 Some basics
1.2.1 Positive definite matrices
Given a matrix A ∈ Cn×n, we call the scalars λi ∈ C, i = 1 . . . , n, the eigenvalues
of the matrix A if A − λiIn is singular, with In the identity matrix of size n.
Any vector vi 6= 0 ∈ Cn, which satisfies Avi = λivi, is called an eigenvector of
A corresponding to the eigenvalue λi.
A positive semidefinite matrix A ∈ Cn×n is denoted as A ≥ 0 and is defined as
a matrix for which
xHAx ≥ 0, ∀x 6= 0 ∈ Cn,
where xH denotes the conjugate transpose of x. A positive definite matrix A ∈
Cn×n satisfies the same definition but with strict inequality, and is accordingly
denoted as A > 0. A partial order is placed on the set of positive (semi)definite
matrices as follows: for positive (semi)definite matrices A and B, we write
A ≥ B if A − B ≥ 0, and similar for strict inequalities. The definition of a
positive definite matrix is equivalent to the condition that it is a Hermitian
matrix with positive real eigenvalues.
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Note that a positive definite matrix being Hermitian is an inherent consequence
of this definition. If the above definition would be adapted for real matrices in
Rn×n by only considering real vectors x ∈ Rn, a real positive definite matrix
would no longer be inherently symmetric. We demonstrate this in the following
example.
Example 1.2. Consider the matrix
A =
[
5 4
1 2
]
,
which has positive real eigenvalues λ1 = 6 and λ2 = 1, but is not symmetric.
For any non-zero real vector x = [a, b]T ∈ R2, we find that
xTAx = 5a2 + 5ab+ 2b2 =
(√
5a+
√
5
2 b
)2
+ 34b
2 > 0,
with xT the transpose of x. However, entering a complex vector for x into the
product will in general not result in a real value, let alone a positive real one.
Many applications working with real positive definite matrices explicitly impose
symmetry. In this thesis, we will only consider the complex definition of positive
definite matrices, hence any real or complex positive definite matrix will always
implicitly be assumed to be symmetric or Hermitian, respectively. The set of all
positive definite n×n matrices will be denoted by Pn and that of the symmetric
(Hermitian) n× n matrices by Hn.
1.2.2 Matrix functions and derivatives
In general, a function of a matrix could refer to any kind of operation involving
matrices, such as performing operations on its elements, computing the matrix
trace or determinant, taking a matrix norm, etc. We are mostly interested in
two types of matrix functions:
• real-valued matrix functions f : Cn×n → R, which include cost functions
in optimization problems and matrix norms;
• matrix functions f : Cn×n → Cn×n, which usually are the matrix
equivalent of some scalar function. For a diagonalizable matrix A =
UDU−1, with D a diagonal matrix having diagonal elements di, these
functions are defined as f(A) = Uf(D)U−1, where f(D) is diagonal
having elements f(di). If the matrix is not diagonalizable, it can at least
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be written in the Jordan canonical form A = ZKZ−1 [63, 64]. In this
case, the function is defined as f(A) = Zf(K)Z−1, where the operation
f(K) is split over the separate Jordan blocks such that
Ki =

λi 1
λi
. . .
. . . 1
λi
 7→ f(Ki) =

f(λi) f ′(λi) · · · f
(ni−1)(λi)
(ni−1)!
f(λi)
. . .
...
. . . f ′(λi)
f(λi)
 ,
with ni the size of Jordan block Ki.
In both cases, the classical Fréchet derivative [64] of the function f at a matrix
X ∈ Cn×n in the direction of a matrix E ∈ Cn×n can be defined as
Df(X)[E] = lim
t→0
f(X + tE)− f(X)
t
= ddtf(X + tE)
∣∣∣∣
t=0
.
Since Fréchet derivatives will be computed throughout the thesis, we recall
some of their basic properties and also present the derivatives of some basic
matrix functions. Suppose f, g : Cn×n → Cn×n are given matrix functions,
h(X) = X−1 the matrix inverse function, and s(P ) = P 1/2 the matrix square
root function, with X invertible and P positive definite.
D(fg)(X)[E] = Df(X)[E]g(X) + f(X) Dg(X)[E], product rule,
D(f ◦ g)(X)[E] = Df(g(X))[Dg(X)[E]], chain rule,
Dh(X)[E] = −X−1EX−1, inversion [43],
Ds(P )[E]P 12 + P 12 Ds(P )[E] = E, square root.
The derivative of the matrix square root is obtained by applying the product
rule to the definition P 1/2P 1/2 = P and can be recognized (and solved) as a
continuous Lyapunov equation.
Finally, since cost functions involving matrices are often based on some type of
matrix norm, we discuss two important examples and their derivative. Note
that a norm can be seen as a matrix function ‖ · ‖ : Cm×n → R, which implies
that its (directional) derivatives should also be mapped onto R.
The Frobenius norm of a matrix X ∈ Cm×n is defined as ‖X‖F =
√
tr(XHX).
Its derivative can be found as
D(‖ · ‖F )(X)[E] =
Re
(
tr(EHX)
)
‖X‖F ,
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where Re returns the real part of a complex number.
The spectral norm of X ∈ Cm×n is given by ‖X‖2 = σ1, with σ1 the largest
singular value of X. The derivative of this norm is no longer well-defined for all
matrices X because of the presence of the maximum function in its definition
(when choosing the largest singular value). However, in case the largest singular
value of X is strictly larger than all its other singular values, the derivative is
well-defined and given by
D(‖ · ‖2)(X)[E] = Re
(
UH1 EV1
)
,
where X ∈ Cm×n is a matrix with a strictly largest singular value, and U1 and
V1 respectively are the left and right singular vector of X corresponding to
this largest singular value. For real matrices, the derivative is identical and
presented by Giles [62].
1.2.3 Matrix manifolds and Riemannian optimization
From a differential geometric point of view, the set of positive definite matrices
Pn is known to be a smooth manifold [21, 77, 114]. Such a manifold is one of
the most well-behaved generalizations of a classical, flat Euclidean space, since
it closely resembles this Euclidean space locally through its definition.
For a general d-dimensional manifoldM, this local resemblance of the Euclidean
space is formalized using charts, which are defined as bijections φ from an open
subset U ⊂M onto an open subset of Rd. The charts are gathered in an atlas
{(Ui, φi)} in order to get a full description ofM. To obtain a smooth manifold
M, a smooth atlas A of the space is required, which is defined as a countable
collection {(Ui, φi)} with the following properties,
• The open sets Ui coverM, ⋃
i
Ui =M,
• For all i, the chart
φi : Ui → Rd
is a homeomorphism onto an open subset of Rd,
• For any pair i, j with Ui ∩Uj 6= ∅, the sets φi(Ui ∩Uj) and φj(Ui ∩Uj) are
open in Rd and the mapping
φj ◦ φ−1i : Rd → Rd
is smooth (differentiable for all degrees of differentiation) on φi(Ui ∩ Uj).
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U1 U2
φ1 φ2
Rd Rd
φ1 ◦ φ−12
φ2 ◦ φ−11
Figure 1.2: The charts of a manifold.
This definition of a smooth atlas is illustrated in Figure 1.2. A smooth atlas A
can be extended by adding charts (U , φ) such that A∪{(U , φ)} is still a smooth
atlas. By gathering all such charts, the smooth atlas A is extended to a maximal
atlas A+. Finally, forM to be a smooth manifold, it should be accompanied
by a maximal atlas A+, of which the induced topology onM is Hausdorff and
second-countable. The manifold structure of Pn and its associated concepts
will be discussed in Section 3.3.
The manifold Pn is not only smooth, it is also typically associated with a
natural geometry different from the classical Euclidean geometry. The geometry
is considered natural because it is inherently linked to the congruence invariance
of Pn, which means that any congruence transformation Pn → Pn : A 7→
SHAS, with S ∈ Cn×n invertible, is an automorphism of Pn. Furthermore,
the corresponding geodesics, or lines of shortest distance, can be extended
infinitely on the manifold. The foundation of this geometry is determined by
a smoothly varying inner product, defined on the tangent space at each point
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of the manifold. From this construction, other concepts, such as a distance
measure, geodesics, and more can be derived.
While Pn has a naturally associated geometry available, this is not the case for
any general matrix manifold. A general matrix manifold can be associated with
a wide range of geometries, of which none may present itself as most natural.
A smooth manifold accompanied by a smoothly varying inner product on its
tangent space is often referred to as a Riemannian manifold.
Once we have determined the manifold containing a specific matrix structure
of interest and have endowed this manifold with a geometry, optimization can
be performed on the manifold. In fact, the structure of the manifold will be
exploited in the so-called Riemannian optimization. Specifically, a constrained
optimization problem
min f(X), s.t. X ∈M,
with M a general Riemannian manifold, is treated as an unconstrained
optimization problem on the manifold
min
X∈M
f(x).
This concept is further clarified in Figure 1.3, where the Riemannian version
of the classical steepest descent algorithm is presented. The figure shows a
simplified representation of a manifold on which the contour lines of the cost
function f are indicated by thin red lines. At each iteration, the Riemannian
version of the gradient of the cost function is computed (the blue arrows indicate
the opposite direction), after which a path on the manifold corresponding to
the indicated direction is followed (green lines). By following this procedure,
optimization is performed while remaining on the manifold at each step. The
local operation of translating a tangent vector (blue arrow) to the manifold
(green line) is called a retraction, hence this type of optimization is sometimes
referred to as retraction-based optimization.
The steepest descent method represented in Figure 1.3 is an example of a
first-order optimization technique. More advanced second-order optimization
methods can also be developed using generalized constructions such as a vector
transport, affine connections, the Riemannian Hessian, . . .
1.2.4 Additional matrix structure
A possible, but overly simplistic view of matrices is to consider them as simply
a collection of numbers presented in an ordered grid. More interesting is the
SOME BASICS 9
Figure 1.3: Riemannian optimization.
recognition and exploitation of some structure present in the elements of these
matrices.
As discussed in Section 1.2.1, positive definite matrices already exhibit the
symmetric (Hermitian) matrix structure. However, this is only one example
from an extremely wide variety of possible structures. In fact, when using
matrices for data representation, the appearance of a specific matrix structure
is usually inherently linked to some characteristic of the data itself. As such,
maintaining the structure throughout matrix operations could prove vital to
the interpretation of the result.
Apart from being necessary for interpretation in an application, structured
matrices also present some computational advantages. The structure often
allows one to represent the matrices using only a small number of parameters.
This reduced representation can also be exploited when performing matrix
operations, such as multiplication by a vector.
In our applications, the structure of interest will often be a combination of
positive definiteness with some additional structure. We discuss a few popular
matrix structures, both linear and non-linear.
Linear matrix structures When referring to a matrix structure as linear, this
indicates that any linear combination of two matrices of the specified structure
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will maintain that structure. A basic example of a linear matrix structure is a
symmetric or Hermitian matrix.
Two more advanced matrix structures are the so-called Toeplitz and Hankel
matrices, which have fixed elements on the diagonals and anti-diagonals
respectively. A general Toeplitz matrix T and Hankel matrix H are given
by
T =

t0 t−1 · · · t−n+1
t1 t0
. . .
...
...
. . .
. . . t−1
tn−1 · · · t1 t0
 , H =

t−n+1 t−n+2 · · · t0
t−n+2 . .
.
. .
. ...
... . .
.
. .
.
tn−2
t0 · · · tn−2 tn−1
 ,
with t−n+1, . . . , tn−1 ∈ C.
These matrix structures are among the most studied structures, as they have
numerous areas of application, such as polynomial and power series computation
[102], representation of correlation matrices, Markov chains and queuing theory
[29], and the mathematical modeling of any problem involving some sort of shift
invariance in terms of space or time.
Non-linear matrix structures Another structure which is often mentioned in
the same context as the Toeplitz and Hankel matrices, but is no longer linear,
is the Vandermonde structure. A general Vandermonde matrix V is given by
V =

1 t0 · · · tn−10
1 t1 · · · tn−11
...
...
...
1 tn−1 · · · tn−1n−1
 ,
with t0, . . . , tn−1 ∈ C. Note that a positive definite Vandermonde matrix V
must have ti = αi, i = 0 . . . , n − 1, for a real positive α > 1. Hence such a
matrix depends only on a single parameter.
A basic, but widely used example of a non-linear matrix structure is orthogonality.
An orthogonal (or unitary) matrix U satisfies the equation UHU = I, with I
the identity matrix.
In the context of efficient matrix representations, we also encounter the low
rank matrices. Suppose X ∈ Cn×n a matrix of rank r  n. This indicates
the existence of a factorization X = CRH , with C,R ∈ Cn×r. While X itself
contains n2 elements, its factorization can be described using 2nr parameters
only.
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Unfortunately, a positive definite matrix is always of full rank, hence the
intersection with low rank matrices would be void (although a special adaptation
of the geometric mean was considered by Bonnabel, Collard, and Sepulchre
[31]). However, a variation of the matrices of low rank is given by the matrices
of low displacement rank. Such a displacement can be defined in several ways,
depending on which displacement structure should be emphasized [72]. For
example, the displacement operator ∇F : X 7→ X − FXFH , with F the matrix
with ones on the first subdiagonal and zeros everywhere else, is inspired by the
Toeplitz structure, since
T =

t0 t−1 · · · t−n+1
t1 t0
. . .
...
...
. . .
. . . t−1
tn−1 · · · t1 t0
 becomes ∇FT =

t0 t−1 · · · t−n+1
t1 0 · · · 0
...
...
. . .
...
tn−1 0 · · · 0
 .
The displaced matrix ∇FT is of rank 2 for any Toeplitz matrix T . Interestingly,
the displacement rank of the inverse of any Toeplitz matrix also equals 2. As a
consequence, matrices of low displacement rank under displacement operator
∇F are sometimes referred to as Toeplitz-like matrices.
1.2.5 A convenient notation
Throughout this thesis, expressions will be presented containing a multitude of
variables. We aim to clearly indicate the difference between main and auxiliary
variables by using the following notation. We denote a function f , defined
as f(X) = g(A,B,C), with auxiliary variables A = g1(X), B = g2(X), and
C = g3(X), as
f(X) = g(A,B,C), A = g1(X),B = g2(X),
C = g3(X),
indicating that f is the main object of interest.
1.3 Goals and contributions
The main topic of this thesis can be summarized as the averaging of positive
definite matrices, with or without the preservation of additional matrix structure,
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e. g., positive definite Toeplitz matrices. Concerning averaging techniques, we
start by studying the matrix geometric mean, which extends the geometric
mean of positive numbers, resulting in an elaborate collection of definitions.
Afterwards, newly developed means for structured matrices are discussed using
the adaptive concept of a barycenter, which acts as a center of mass in the
matrix space according to the associated geometry.
The matrix geometric mean Generalizing the scalar geometric mean to a
matrix setting is not straightforward because of the lack of commutativity for
the matrix product. Instead, a list of defining properties was derived [6], which
was soon shown to allow an extensive collection of definitions [6, 21, 25, 74, 87,
97, 103]. Therefore, our first objective is the presentation of an overview of the
existing algorithms for the geometric mean.
During the development of the geometric mean, a great number of related
means have also been proposed [5, 6, 7, 28, 89], which do not satisfy all
required properties of a geometric mean, but display some interesting features
nonetheless. Finally, some approximations of the geometric mean have been
suggested [86, 88, 100, 101, 110], aiming for a close estimate to a geometric
mean with a low computational cost. We will provide an overview and analysis
of the most interesting related means and approximations, and we introduce a
new approximation to the geometric mean based on arithmetic and harmonic
iterations.
One particular instance of the geometric mean, known as the Karcher mean
[21, 74], is defined as the barycenter of the given matrices with respect to the
natural geometry of Pn. Its computation is performed using the theory of
Riemannian optimization [1], resulting in a collection of first- and second-order
optimization techniques [27, 54, 53, 100, 105, 109, 111]. We present a survey of
existing algorithms, along with a first-time application of the Riemannian BFGS
method to this optimization problem. Furthermore, an explicit expression of
the Riemannian Hessian of the cost function will be introduced. Finally, we
apply the Karcher mean and our arithmetic-harmonic approximation in the
protein fold recognition problem from the field of bioinformatics, improving the
state-of-the-art protein fold classification methods.
The matrix geometric mean of positive definite matrices will be discussed in
Chapters 2 and 3. The content of these chapters was published as part of
Jeuris, B., Vandebril, R., and Vandereycken, B. A survey
and comparison of contemporary algorithms for computing the matrix
geometric mean. Electronic Transactions on Numerical Analysis 39, 1
(2012), pp. 379–402.
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Jeuris, B., and Vandebril, R. Geometric mean algorithms based on
harmonic and arithmetic iterations. Lecture Notes in Computer Science
8085 (2013), pp. 785–793.
Zakeri, P., Jeuris, B., Vandebril, R., and Moreau, Y. Protein
fold recognition using geometric kernel data fusion. Bioinformatics 30, 13
(2014), pp. 1850–1857.
Adaptations for additional structure While desirable from an application
point of view, preservation of additional matrix structure had not yet found
its way into the definition of the geometric mean. As a first attempt, we
discuss an adaptation of the Karcher mean by restricting the search space in
the corresponding optimization problem, or equivalently, by optimizing over a
submanifold. A proof of existence is provided under certain conditions, along
with a convergence analysis of two suggested algorithms for linear structures.
Special attention is paid to the set of positive definite Toeplitz matrices, not
only in the case of the adapted Karcher mean, but also in case of a different,
application-inspired geometry. This new geometry stems from a transformation
of positive definite Toeplitz matrices in signal processing [11, 13, 73, 127], and
is introduced as the natural geometry in the transformed space. We present
the origin of the transformation, the derivation of the mean, and its resulting
properties. An explicit formula is provided for real matrices and a fast algorithm
in the complex case.
Finally, the application-inspired geometry for positive definite Toeplitz matrices
will be generalized towards positive definite Toeplitz-Block Block-Toeplitz
matrices [16, 44, 48, 69, 73, 118]. We present some possible generalizations of
the transformation, discuss the natural geometry in the transformed space, and
derive optimization algorithms for the computation of the mean. A global and a
greedy optimization algorithm will be constructed, where the greedy version has
similar properties as the global version, but is computationally more efficient.
The different approaches to the averaging of positive definite matrices with
additional structure will be discussed in Chapters 4 and 5. The content of these
chapters was published or submitted as part of
Bini, D., Iannazzo, B., Jeuris, B., and Vandebril, R. Geometric
means of structured matrices. BIT Numerical Mathematics 54, 1 (2014),
pp. 55–83.
Jeuris, B., and Vandebril, R. The Kähler mean of Block-Toeplitz
matrices with Toeplitz structured blocks. Submitted to SIAM journal on
Matrix Analysis and Applications.
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Throughout the thesis, our theoretical analysis will be accompanied by numerical
experiments. All these experiments are performed on an Intel® Core™i5-2540M
CPU @ 2.60 GHz using Matlab R2012a–R2014a. When the computational
speed of algorithms is tested, we avoid the use of Matlab built-in functions to
obtain interpretable and comparable timings.
1.4 Outline
An overview of this thesis is given, briefly indicating the content of each chapter.
The majority of the content has been subjected to peer-reviewing at international
journals, which is pointed out for each chapter by mentioning the corresponding
publications.
Chapter 1 In this first chapter, we have provided a general introduction to
the context of the thesis, along with some basic theory of the main concepts.
Afterwards, the goals and corresponding contributions of the thesis were stated.
Chapter 2 We start with a description of the historical generalization of the
scalar geometric mean to the matrix geometric mean and present some of the
first instances thereof. Additionally, some interesting means, closely related to
the geometric mean, will be presented. Finally, we analyze some existing and
newly developed approximations, based both on the expression for the mean of
two matrices and on its computation using the arithmetic and harmonic means.
The content of this chapter was published as part of Jeuris et al. [71] and Jeuris
et al. [70].
Chapter 3 In this chapter, the Karcher mean will be discussed, a natural
instance of the geometric mean which is stated as an optimization problem.
Both first- and second-order optimization techniques for its computation are
presented along with the underlying Riemannian optimization concepts. We
finish the chapter with an application in bioinformatics, where the state-of-the-
art in protein fold recognition is improved. The content of this chapter was
published as part of Jeuris et al. [71] and Zakeri et al. [134].
Chapter 4 We discuss an adaptation of the Karcher mean which accounts for
additional matrix structure by restriction of the search space. Special attention
is paid to linear structures, with the Toeplitz matrices as a working example. We
provide a theoretical analysis for general structures and a convergence analysis
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of two newly developed algorithms for linear structures. The content of this
chapter was published as a part of Bini et al. [24].
Chapter 5 In this chapter, we present the computation of a least squares mean
of positive definite Toeplitz and Toeplitz-Block Block-Toeplitz matrices using a
different geometry (the so-called Kähler metric). Aside from the actual least
squares mean, a greedy approximation will also be discussed for Toeplitz-Block
Block-Toeplitz matrices. This approximation satisfies the same properties as
the global mean, but significantly reduces the computational cost. The content
of this chapter concerning the mean of positive definite Toeplitz matrices was
published as part of Bini et al. [24].
Chapter 6 We formulate the conclusions of the thesis, indicate the main
contributions, and speculate on possible future research.

Chapter 2
The matrix geometric mean
This chapter describes the generalization of the geometric mean for positive
scalars to the matrix geometric mean. Because of the lack of a unique definition,
we present an overview of the most important instances proposed over time.
One of the main instances of the matrix geometric mean, called the Karcher
mean, is computed using the expansive theory of Riemannian optimization.
The definition of this mean and various Riemannian optimization algorithms
will therefore be presented separately in Chapter 3.
Apart from these instances of the geometric mean, a summary of closely related
means is given. These related means were often designed with the geometric
mean in mind, but do not satisfy all its desired properties. Additionally, we
present some approximations to the matrix geometric mean based on its known
value for two matrices. This known value can be obtained using an explicit
expression or by iteratively taking the arithmetic and harmonic mean of the
two matrices. Both approaches are used to obtain approximations to the matrix
geometric mean for more than two matrices.
In Chapter 3, some of the related means and the geometric mean approximations
will be further investigated in terms of proximity to the Karcher mean and their
appropriateness as an initial guess for the optimization algorithms.
The content of this chapter was published as a part of
Jeuris, B., Vandebril, R., and Vandereycken, B. A survey
and comparison of contemporary algorithms for computing the matrix
geometric mean. Electronic Transactions on Numerical Analysis 39, 1
(2012), pp. 379–402.
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Jeuris, B., and Vandebril, R. Geometric mean algorithms based on
harmonic and arithmetic iterations. Lecture Notes in Computer Science
8085 (2013), pp. 785–793.
2.1 Introduction
A mean is, in general, simply a center size subjected to certain generic properties
such as idempotency (the mean of (A, . . . , A) equals A), invariance under a
permutation of the elements and homogeneity (the mean of (λA1, . . . , λAk)
equals λ times the mean of (A1, . . . , Ak)). However, these generic properties
alone do not uniquely define a mean, so there can be many different types of
means. Two common examples of means are the arithmetic mean and harmonic
mean, classically defined for positive scalars (a1, . . . , ak) as
A(a1, . . . , ak) =
a1 + · · ·+ ak
k
, H(a1, . . . , ak) =
(
a−11 + · · ·+ a−1k
k
)−1
,
respectively.
We discuss the geometric mean, which for positive real numbers (a1, . . . , ak) is
defined as
G(a1, . . . , ak) = (a1 · · · ak) 1k . (2.1)
When conveying this definition to the set of positive definite (PD) matrices Pn,
we see that the formula above can not be readily extended to matrices due to
their non-commutativity. However, a list of desired properties for the general
geometric mean can be derived from this scalar expression.
These properties (listed in Section 2.2) have proven to be useful in various
applications, e. g., radar technology [12], medical imaging [56], mechanics [94]
and image processing [107]. All these areas display situations in which the
information about the current system is being represented in a collection of PD
matrices. In order to perform calculations on these matrices, such as averaging
and interpolation, we need algorithms that preserve the positive definiteness.
This preservation is one of the useful properties of the geometric mean. Another
property of the mean provides advantages in the area of elasticity calculations
of structures [94]. In these calculations, both a PD elasticity matrix and its
inverse, the compliance matrix, are used. Hence, given a collection of these
elasticity matrices and a collection consisting of the corresponding compliance
matrices, the geometric means of both matrix collections will again be each
others inverse (as stated in property 8 in Section 2.2).
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Thanks to the wide range of practical and theoretical applications, matrix means
receive a lot of attention from present-day scientists. A consequence of the
diversity of application areas is the wide variety of approaches to define and
compute the matrix geometric mean. Some constructions are based on intuitive
interpretations of the geometric mean (Section 2.3), while others prefer to think
of it as an optimization problem. The latter approach results in the Karcher
mean, which is discussed separately in Chapter 3 and is often considered to be
the most natural matrix geometric mean.
The main contribution of this chapter (as well as the next chapter) is to present
a survey of algorithms for computing a matrix geometric mean. We recall the
theoretical foundation for the analytically known mean of two matrices and the
interpretations of the algorithms based on intuitive approaches. Afterwards, we
also discuss a number of approximations of the matrix geometric mean. Some
of these are based on the exact expression for the mean of two matrices, while
others generalize the theorem which states that iteratively taking the arithmetic
and harmonic mean of two matrices results in their geometric mean [8].
The organization of this chapter is as follows: we start by listing the desired
properties of the geometric mean and the resulting unique definition in case of
two matrices in Section 2.2. Next, in Section 2.3, we discuss some intuitively
appealing algorithms based on planar approaches: the ALM, NBMP and the
CHEAP mean. However, these appealing interpretations will not always lead
to very efficient numerical algorithms. Afterwards, some other means which
have been presented in the context of PD matrices and which exhibit some
relation to the geometric mean are presented in Section 2.4. Finally, in Section
2.5, we discuss a number of basic approximations to the matrix geometric
mean. Throughout the chapter we compare the performance of the algorithms
discussed. The analysis of the geometric mean approximations is continued in
Chapter 3, where the proximity to the Karcher mean and the appropriateness
as an initial guess for the optimization algorithms is investigated.
2.2 The geometric mean of two matrices
The scalar geometric mean (2.1) can not be readily extended to PD matrices
because the matrix product is not commutative. Indeed, (A1 · · ·Ak)1/k is not
invariant under permutation, which is one of the most basic properties of means.
Hence a list of desired properties has been composed instead, often referred to
as the ALM (Ando–Li–Mathias) list [6, 25]. Because of the importance of these
properties, we summarize them here, using the partial ordering of symmetric
(Hermitian) matrices: a positive semidefinite matrix A is denoted by A ≥ 0.
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Similarly, B ≥ C is a simplified notation for B − C ≥ 0. The same approach is
used for positive definiteness with the strict inequality. The ALM list, using PD
matrices A1, . . . , Ak, where we denote the geometric mean by G(A1, . . . , Ak),
is given by the following properties:
1. Consistency: if A1, . . . , Ak commute, then G(A1, . . . , Ak) = (A1 · · ·Ak) 1k .
2. Joint homogeneity:
G(α1A1, . . . , αkAk) = (α1 . . . αk)
1
kG(A1, . . . , Ak), α1, . . . , αk > 0.
3. Invariance under permutation: G(Api(1), . . . , Api(k)) = G(A1, . . . , Ak) with
pi a permutation of (1, . . . , k).
4. Monotonicity: if Ai ≥ Bi, for all i, then G(A1, . . . , Ak) ≥ G(B1, . . . , Bk).
5. Continuity from above: if for all fixed i, A(`)i is a monotonically decreasing
sequence of matrices converging to A(∗)i for `→∞, then G(A(`)1 , . . . , A(`)k )
converges to G(A(∗)1 , . . . , A
(∗)
k ).
6. Congruence invariance: for all invertible matrices S ∈ Rn×n,
G(SHA1S, . . . , SHAkS) = SHG(A1, . . . , Ak)S.
7. Joint concavity:
G(λA1 + (1− λ)B1, . . . , λAk + (1− λ)Bk)
≥ λG(A1, . . . , Ak) + (1− λ)G(B1, . . . , Bk), 0 < λ < 1.
8. Invariance under inversion: G(A−11 , . . . , A−1k ) = (G(A1, . . . , Ak))
−1
.
9. Determinant equality: detG(A1, . . . , Ak) = (detA1 · · · detAk)
1
k .
10. Arithmetic-Geometric-Harmonic inequality:
1
k
k∑
i=1
Ai ≥ G(A1, . . . , Ak) ≥
(
1
k
k∑
i=1
A−1i
)−1
.
Unfortunately, these properties do not result in a unique definition for the
geometric mean. For the case of two matrices, however, the geometric mean is
uniquely defined from properties 1 to 10 and is given by the following expressions
[21]
G(A,B) = A(A−1B)1/2 = A1/2(A−1/2BA−1/2)1/2A1/2. (2.2)
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An intuitively attractive interpretation for this result can be obtained from the
manifold structure of the set of PD matrices Pn. Specifically, the association of
such a manifold with a smooth inner product results in Riemannian manifold
with its corresponding geometry (Section 3.3.2). Besides the classical Euclidean
geometry, Pn can also be endowed with its so-called natural geometry, for which
the intrinsic distance between A,B ∈ Pn is given by
δ(pd)(A,B) =
∥∥∥log(A−1/2BA−1/2)∥∥∥
F
, (2.3)
with ‖ · ‖F the Frobenius norm. Using this distance measure, the geodesic
between A and B, i. e., the curve of shortest distance on the manifold between
A and B, can be written as
γ(pd)(t) = A(A−1B)t = A1/2(A−1/2BA−1/2)tA1/2
= A#tB, t ∈ [0, 1]. (2.4)
This shows that the geometric mean is exactly the midpoint on the geodesic,
G(A,B) = γ(pd)(1/2) = A#1/2B.
The subscript in the last term is often dropped when t = 1/2.
2.3 Geometric means based on planar approaches
While the properties in the ALM list result in an explicit, unique definition
for the geometric mean of two matrices, this is not the case when dealing
with more matrices. Considering the simplified case of a space with planar
Euclidean geometry, the arithmetic mean of three matrices is the centroid of
the triangle they form. Various intuitively appealing techniques to determine
this centroid have been generalized to the non-planar (non-Euclidean) geometry
of Pn [6, 25, 28, 97, 103], where the arithmetic mean is naturally generalized to
the geometric mean. In this section, we discuss the geometric interpretation of
the ALM [6], NBMP [25, 97] and CHEAP [28] mean and end with a comparison
of these algorithms.
It has been shown by Poloni [103] that these existing matrix geometric means
can be combined into new ones. However, he continues to prove that for
more than four matrices, no computational advantage can be obtained from
the combination techniques, hence we simply mention the possibility without
further discussion.
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2.3.1 ALM mean
The ALM mean [6] is a geometric mean which, as the name suggests, satisfies
the desired properties enumerated in the ALM list. When taking the ALM
mean of k matrices, recursion is used to define the iterations in which we replace(
A
(j)
1 , ..., A
(j)
k
)
by(
A
(j+1)
1 , ..., A
(j+1)
k
)
=
(
GALM ((A(j)i )i 6=1), ...,GALM ((A
(j)
i )i 6=k)
)
,
where GALM denotes the recursively defined ALM mean of k− 1 matrices with
the known geometric mean of two matrices (2.2) as its base. All terms in these
iterations are proven to converge towards the same limit [6] and in Figure 2.1(a),
a planar simplification of this algorithm for three matrices is depicted.
2.3.2 NBMP mean
The NBMP mean [25, 97], just as the ALM mean, satisfies all properties in
the ALM list. To compute the NBMP mean of k matrices, we use recursion to
define the iterations in which we replace
(
A
(j)
1 , ..., A
(j)
k
)
by
(
A
(j+1)
1 , ..., A
(j+1)
k
)
,
which equals(
A
(j)
1 # k−1
k
GNBMP ((A(j)i )i 6=1), ..., A
(j)
k # k−1
k
GNBMP ((A(j)i )i 6=k)
)
,
where GNBMP denotes the recursively defined NBMP mean of k − 1 matrices,
with the geometric mean of two matrices (2.2) as its base. The notation from
(2.4) was used to denote the point on the geodesic representing the weighted
mean of the terms involved. All terms in these iterations are again proven to
converge towards the same limit [25] and in Figure 2.1(b) we show a simplified
representation of how the algorithm operates on three matrices. Note that while
this planar representation reaches the centroid of the triangle in one step, the
lack of matrix commutativity causes the need for iterations. For example, for
three PD matrices A1, A2, and A3, we find numerically that
A1# 23
(
A2# 12A3
)
6= A2# 23
(
A3# 12A1
)
,
indicating that the results are not the same (after a single step).
2.3.3 General class
We have encountered two means, both satisfying all properties in the ALM list,
but yielding different results, as shown in the next example.
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(1)
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(2)
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(a) The ALM mean.
A
(1)
1
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2
A
(1)
3
A
(2)
1
2
3 13
(b) The NBMP mean.
Figure 2.1: Simplified representations of the algorithms for three matrices.
Example 2.1. If we consider the matrices[
25 4
4 1
]
,
[
20 1
1 1
]
,
[
1 1
1 20
]
,
the results for the ALM and NBMP algorithm are respectively[
7.6943 0.9919
0.9919 2.0528
]
and
[
7.7139 0.9719
0.9719 2.0425
]
,
which clearly shows that the results differ.
In fact, it is shown by Bini, Meini, and Poloni [25] and Lim [87] that the
ALM and NBMP mean are two instances of an entire class of means, all
satisfying the required ALM properties but with possibly different results.
For k matrices this general mean Gs1,...,sk−1 depends on k − 1 parameters
(s1, . . . , sk−1) ∈ (0, 1]k−1 and again recursion is used to define the iterations, in
which we replace
(
A
(j)
1 , ..., A
(j)
k
)
by
(
A
(j+1)
1 , ..., A
(j+1)
k
)
, given by(
A
(j)
1 #s1Gs2,...,sk−1((A
(j)
i )i6=1), ..., A
(j)
k #s1Gs2,...,sk−1((A
(j)
i )i6=k)
)
. (2.5)
The recursive dependence of these iterations is visualized in Figure 2.2. At each
successive recursion level i, the first of the remaining parameters (si, . . . , sk−1)
is used as a weight (as indicated on the branches), resulting in the weighted
geometric mean Ap#sk−1Aq (p, q = 1, . . . , k) at the foundation of the recursion.
Note that one iteration of the means at any recursion level requires the
computation until convergence of all means at the level below.
All terms in the iteration (2.5) converge to the same limit, except when sk−1 = 1,
since this will result in the computation of the mean G1,...,1 at some recursion
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Gs1,...,sk−1(A1, . . . , Ak)
Gs2,...,sk−1(A2, . . . , Ak)
. . .
Gsk−1(Ak−1, Ak)
= Ak−1#sk−1Ak
Ak−2#sk−2 ·
Gsk−1(Ak−2, Ak)
= Ak−2#sk−1Ak
Ak−1#sk−2 ·
Gsk−1(Ak−2, Ak−1)
= Ak−2#sk−1Ak−1
Ak#sk−2 ·
A2#s2 ·
. . . . . .
Ak#s2 ·
A1#s1 ·
. . . Gs2,...,sk−1(A1, . . . , Ak−1)
Ak#s1 ·
Figure 2.2: Structural diagram of the recursion levels of the general class of
means
level. In the iterations of this mean, the order of the matrices is simply permuted,
and the separate terms do not converge.
For the ALM and NBMP mean, the parameters (s1, . . . , sk−1) become
respectively (1, 1, . . . , 1, 1/2) and ((k − 1)/k, (k − 2)/(k − 1), . . . , 1/2). This
illustrates that for a general number of matrices the geometric mean is not
uniquely defined, not even starting from the ten desired properties. In Chapter
3, we investigate the Karcher mean, which also satisfies all properties but has a
more appealing analogy with the arithmetic mean.
2.3.4 CHEAP mean
The CHEAP mean [28], unlike the previous algorithms, is no longer recursively
defined. It also no longer satisfies all properties present in the ALM list, but
as we will notice later, this will be compensated by its cheap computational
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cost. Although the mean is only an approximation to a geometric mean, since
not all desired properties are satisfied, we still opted to discuss it because of its
appealing interpretation as a planar approach. The underlying idea is again
computing the centroid of a triangle (with vertices A, B, and C, see Figure 2.3)
by the formula
A+ 13
(
(B −A) + (C −A)).
The expression above can be interpreted as a step in a Euclidean space from
vertex A, in the direction of the tangent vector 13 ((B −A) + (C −A)), which
is the arithmetic mean of the directions of vertex A to the three vertices A, B,
and C (where direction A−A is trivially omitted).
This notion of a direction is naturally linked to that of a geodesic, or a path of
shortest distance. In a Euclidean setting, such a path between vertices A and
B is described by γ(t) = A+ t(B − A), of which the corresponding direction
at vertex A can readily be obtained as B − A. In the setting of the natural
geometry of the manifold of PD matrices, this geodesic from vertex A to vertex
B was given by (2.4). The direction of this path at A can be expressed by the
tangent vector A log(A−1B). By again combining the directions of the vertex A
to the three vertices A, B, and C, and using the notion of a retraction (Section
3.3.3) to take a step on a manifold, we obtain the expression [28]
A exp
(
1
3
(
log(A−1B) + log(A−1C)
))
.
In the general case of k matrices we replace in each iteration the matrices
(A(j)1 , ..., A
(j)
k ) by (A
(j+1)
1 , ..., A
(j+1)
k ) in which
A
(j+1)
i = A
(j)
i exp
(
1
k
k∑
`=1, 6`=i
log
((
A
(j)
i
)−1
A
(j)
`
))
.
We iterate until convergence, although convergence is not always guaranteed for
this algorithm, i. e., when the matrices are not sufficiently close to each other
(see Bini and Iannazzo [28, Theorem 2.1] for an exact bound). In practice, we
do observe convergence of the algorithm in all tests.
For the ALM and NBMP algorithms, the mean of two matrices is by definition
known to be the analytical geometric mean, since they are recursively defined,
starting with this analytical expression. For the CHEAP mean this consistency
is less obvious but it is nonetheless still present. If we examine the CHEAP
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A
B
C
A+ 13 ((B −A) + (C −A))
A+ (B −A) + (C −A)
Figure 2.3: Simplified representation of the CHEAP mean for three matrices.
mean of two matrices by applying one iteration of the algorithm, we get
A
(0)
1 → A(1)1 = A(0)1 exp
(
1
2 log
(
(A(0)1 )−1A
(0)
2
))
= A(0)1
(
(A(0)1 )−1A
(0)
2
) 1
2
,
A
(0)
2 → A(1)2 = A(0)2 exp
(
1
2 log
(
(A(0)2 )−1A
(0)
1
))
= A(0)2
(
(A(0)2 )−1A
(0)
1
) 1
2
,
which are two equivalent expressions for the geometric mean of A(0)1 and A
(0)
2 .
2.3.5 Numerical experiments
In Figure 2.4(a), we show the required computational time of all the above
algorithms as the number of 30 × 30 well-conditioned matrices in the mean
increases. The random positive definite matrices throughout this thesis are
constructed in Matlab as follows, with n the size of the matrix, k the number
of matrices, and f the order of magnitude of the condition number:
for i=1:k
[Q,~]=qr(rand(n)); D=diag([[rand(1,n-1)+1],10^(-f)]);
A{i}=Q*D*Q’;
end
The stopping criterion for all three algorithms is activated when the relative
difference between two consecutive iteration points becomes less than a specific
tolerance.
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While the ALM mean is proven to converge linearly [6] and the NBMP mean
superlinearly of order 3 [25], both have rapidly increasing computational time as
the number of matrices increases. The number of operations for both algorithms
equals O(n3k!∏ki=3 pi), in which n denotes the size of the matrices, k the
number of matrices and pi the average amount of iterations required to compute
the ALM and NBMP mean of i matrices. We observe from experiments that
the numbers pi do not change significantly as the size of the matrices increases.
The advantage of the superlinear convergence of the NBMP algorithm over the
linear convergence of the ALM algorithm is found in these pi factors, since they
will be much smaller for the first. The problem for both, however, lies in the
significant k! factor, which grows tremendously fast as k increases. Despite
their performance, it is still interesting to examine these means since they were
the first algorithms devised to compute the matrix geometric mean of a general
number of matrices.
For the CHEAP mean, however, the number of operations equals O(n3k2pk), in
which k2 is a vast improvement over k!. Of course, this increased speed of the
CHEAP mean comes at a price. It no longer satisfies all properties in the ALM
list, and can therefore no longer be considered to be an actual geometric mean.
We compare the results of the different algorithms by taking the means of three
30× 30 matrices, for which the condition number of each matrix is varied. In
Figure 2.4(b), the intrinsic distances (2.3) between the results are shown and it
is clear that the ALM and NBMP mean are more similar to each other than to
the CHEAP mean, especially as the condition number of the matrices increases.
However, the CHEAP mean can still be found in the vicinity of the other
means when the condition number of the matrices is acceptable. Combined
with its lower computational cost, this vicinity causes the CHEAP mean to be
an appealing initial guess for the optimization algorithms in Chapter 3.
A similar figure could be obtained by displaying the classical Euclidean distance
between the results, but the distances are consistently smaller than for the
intrinsic distance (2.3). This difference is explained by the fact that the intrinsic
distance is measured on a curved manifold, while the Euclidean one measures
the distance on a straight line in the vector space Hn of symmetric (Hermitian)
matrices, of which Pn is a submanifold.
The accuracy of the methods is harder to verify since we need a reference solution
to compare the results of the algorithms with. As a first test, we construct a set
of simultaneously diagonalizable, and hence commuting, matrices. Of these we
know the exact geometric mean using the first property in the ALM list, so we
can use this as our reference solution. However, the CHEAP mean is shown [28]
to converge in one iteration to the exact solution when the matrices commute.
Hence, this test is only meaningful for the ALM and NBMP mean, of which we
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Figure 2.4: Computational time and proximity of the different planar algorithms.
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show the results in Figure 2.6(a). The relative intrinsic distance∥∥log(A−1/2GA−1/2)∥∥
F
‖G‖F , (2.6)
with A the result of one of the algorithms and G the exact solution, is used
to display the deviation between both for different condition numbers of the
matrices. Recall that the numerator is the intrinsic distance (2.3) between A
and G. The accuracy of both algorithms is very similar and deteriorates steadily
as the condition number of the matrices increases.
We note that when using the classical Euclidean distance, the deviations are
almost at machine precision for all condition numbers. This difference is again
related to the curvature of the manifold, but also to the construction of our test
data. The conditioning of the matrices was deteriorated by introducing small
eigenvalues. On the manifold of PD matrices, this corresponds to working with
elements close to the edge of the manifold, where the intrinsic distance becomes
larger because of the curvature of the manifold. To illustrate, we display an
example of geometric balls for the Euclidean geometry and the natural geometry
of Pn in Figure 2.5. The balls for the natural geometry are compressed as they
move closer to the edge of the manifold, confirming that the intrinsic distance on
the manifold becomes much larger than the straightforward Euclidean distance.
For matrices which are not simultaneously diagonalizable, the geometric mean is
not uniquely defined, hence we need a different model solution. A high precision
version of each of the algorithms is designed using the vpa functionality of
Matlab with 32 digits of accuracy. Even combined with the largest magnitude
of the conditioning of the matrices (O(1010)), we still expect a fully accurate
solution of 16 digits. The relative intrinsic distance (2.6) between results from
the original algorithms and the high precision versions is displayed in Figure
2.6(b) (using three random 10×10 PD matrices). Again the steady deterioration
of the accuracy can be seen as the condition number of each of the matrices
increases. However, it is clear that the CHEAP algorithm is more sensitive to
this condition number than the ALM and NBMP algorithms.
2.4 Related means
Throughout the study of the geometric mean, other definitions have been
proposed, which were not necessarily inspired by some intuitive planar
interpretation. Some of these were based on a transformation of the set of PD
matrices, while others were derived from applications.
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Figure 2.5: Simplified representation of geometric balls for the Euclidean
and natural geometry on P2. The 2 × 2 matrices are represented using their
eigenvalues, and the balls of radius 1 and 0.5 are shown with centers I (blue)
and A = diag(1, 10−1) (red).
Although constructed with the geometric mean in mind, most of these related
means can only serve as an approximation because they lack some of the
properties described in Section 2.2. However, as they were designed to resemble
the geometric mean, it is worthwhile to mention some of them.
2.4.1 Log-Euclidean mean
A one-to-one relation can be constructed between the manifold of PD matrices
Pn and the vector space of symmetric (Hermitian) matrices Hn using the
matrix logarithm and matrix exponential functions. Moreover, considering the
geometry of the sets, the geometric mean is considered the most natural mean
on Pn, while the classical arithmetic mean is most natural on the vector space
Hn.
Combined, the log-Euclidean mean, or ExpLog mean, of some PD matrices is
obtained by mapping all involved matrices to Hn using the matrix logarithm,
taking their arithmetic mean, and mapping the result back to Pn using the
matrix exponential [6, 7, 28]. For matrices A1, . . . , Ak ∈ Pn, we write
LE(A1, . . . , Ak) = exp
(
1
k
k∑
i=1
log (Ai)
)
. (2.7)
However, this mean lacks some of the desired properties for a geometric mean,
such as monotonicity and congruence invariance. Moreover, the log-Euclidean
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Figure 2.6: Accuracy of the different planar algorithms.
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mean of two matrices is different from the geometric mean of two matrices (2.2).
Finally, it can be shown that the results of the planar approaches from the
previous section are positioned very close to each other, while the log-Euclidean
mean is located far from these means.
2.4.2 Symmetric function means
We discuss two more means, which are derived based on an electrical networks
approach [5] and are referred to as the T-mean and P-mean. Each mean is
associated with its own positive functions Ti,k : Pkn → Pn and Pi,k : Pkn → Pn,
i = 1, . . . , k, where the parameter k is equal to the number of matrices in
the mean. For positive definite matrices A1, . . . , Ak, an iterative process is
initialized by
(
A
(0)
1 , . . . , A
(0)
k
)
= (A1, . . . , Ak) and defined by
A
(j+1)
i = Ti,k(A
(j)
1 , . . . , A
(j)
k ), i = 1, . . . , k,
for the T-mean, and similar for the P-mean. The matrices in the k-tuples will
converge to the same value, which defines the mean.
What makes these functions interesting in our context is that the functions
T1,k and P1,k are the same and are equal to the arithmetic mean. Likewise, the
functions Tk,k and Pk,k are both equal to the harmonic mean. Furthermore, each
of the functions is constructed using operations reminiscent of the arithmetic
and harmonic mean (serial and parallel sums). Considering the Arithmetic-
Geometric-Harmonic inequality in Section 2.2 and the upcoming Algorithm
2.5.1, these means also appear closely related to the geometric mean. For the
definition of the functions Ti,k and Pi,k we refer to Anderson, Morley, and
Trapp [5].
2.4.3 Power means
A class of means was presented by Lim and Palfia [89] as a generalization of
the scalar power mean
Pt(a1, . . . , ak) =
(
at1 + · · ·+ atk
k
) 1
t
,
with a1, . . . , ak > 0, t ∈ [−1, 1]\{0}. Note that P1 corresponds to the arithmetic
mean, while P−1 corresponds to the harmonic mean. Alternatively, the scalar
power mean of a1, . . . , ak for power t can be defined as the unique positive
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solution x of the equation x = 1k
∑k
i=1 x
1−tati, where the summation terms can
be recognized as weighted geometric means of x and ai.
The generalization towards PD matrices A1, . . . , Ak of the power mean was
defined as the solution X of the matrix equation
X = 1
k
k∑
i=1
X#tAi,
with X#tA as in (2.4). This matrix equation was shown to have a unique PD
solution for t ∈ (0, 1], while for t ∈ [−1, 0) the definition P−t(A1, . . . , Ak) =
Pt(A−11 , . . . , A−1k )−1 was used. The arithmetic and harmonic means emerge
again for t = 1 and t = −1 respectively.
These power means satisfy all properties of the geometric mean in an adapted
form, including monotonicity and joint concavity. Moreover, it was proven
by Lim and Palfia [89] that as t converges to zero, the corresponding power
means converge to the Karcher mean (Chapter 3), an important instance of the
geometric mean which satisfies all desired properties.
2.5 Approximations based on the two-variable mean
The various properties of the matrix geometric mean make it appealing in
many applications. Some applications require only a limited amount of accurate
digits. In this section, we experiment with a number of approximations to the
geometric mean based on the exact expression of the mean of two matrices and
on arithmetic and harmonic mean iterations. Note that we already discussed
an approximation of the matrix geometric mean in Section 2.3.4 (the CHEAP
mean), which sacrificed some of the properties in the ALM list for computational
efficiency.
In Chapter 3, the approximations will be evaluated in terms of accuracy by
considering their proximity to the Karcher mean, which we will use as a reference
for the matrix geometric mean. Additionally, their appropriateness as an initial
guess in the optimization algorithms for the Karcher mean will be evaluated. In
this context, the related means in the previous section could also be interpreted
as approximations to the Karcher mean.
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2.5.1 Arithmetic-harmonic mean for two elements
Previously, we mentioned a link between the geometric mean and iterating the
arithmetic and harmonic means. Here, we formalize this link for both scalars
and matrices.
Let a1, a2 be positive numbers and A1, A2 be two PD matrices. Recall that the
arithmetic and harmonic mean, A and H, and the geometric mean G are given
by
H(a1, a2) =
(
a−11 + a−12
2
)−1
, H(A1, A2) =
(
A−11 +A−12
2
)−1
,
A(a1, a2) =
(
a1 + a2
2
)
, A(A1, A2) =
(
A1 +A2
2
)
,
G(a1, a2) =
√
a1a2, G(A1, A2) = A1/21
(
A
−1/2
1 A2A
−1/2
1
)1/2
A
1/2
1 .
By taking the arithmetic and harmonic means of a1 and a2 and iteratively
reapplying the means to the results, the two numbers will converge to the same
value, which coincides with their geometric mean [34, 57].
Algorithm 2.5.1 Arithmetic-harmonic iterations
Let a1, a2 be two positive numbers
• while (|a1 − a2| > tol)
– b1 = A(a1, a2);
– b2 = H(a1, a2);
– a1 = b1; a2 = b2;
• end while
Return: a1(= a2), equal to the geometric mean of the original numbers
It has been proven that Algorithm 2.5.1 converges to the geometric mean, for
both scalars [34, 57] and matrices [8]. In the next section, we discuss a number
of possibilities for its generalization and their performance.
2.5.2 Beyond two variables
In this section, some straightforward, as well as more advanced iterative
algorithms to approximate the matrix geometric mean will be proposed. A new
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approximation based on the arithmetic-harmonic iterations from the previous
section is introduced. Their performance will be compared in the next section.
Inductive mean A very straightforward approach to generalizing the geometric
mean of two matrices (2.2) is given by the inductive mean [86, 88, 110]. For
matrices A1, . . . , Ak ∈ Pn, it is defined as
Sk(A1, . . . , Ak) = Sk−1(A1, . . . , Ak−1)# 1
k
Ak, S1(A1) = A1,
=
(((
A1# 12A2
)
# 1
3
A3
)
· · ·
)
# 1
k
Ak, (2.8)
where the notation A#tB from (2.4) was used. Surprisingly, this simple mean
satisfies all desired properties of a geometric mean except for the permutation
invariance. Combined with its fixed expression (k applications of the geometric
mean of two matrices), these properties turn the inductive mean into an
appealing approximation.
Crude midpoint guess A very simplistic generalization of Algorithm 2.5.1 is
one where we reduce any k number of matrices to two from the very start,
instead of starting an iterative process. The result is the somewhat crude
approximation to a geometric mean presented in Algorithm 2.5.2. However,
it is very cheap to compute and can be seen to preserve some of the desired
properties of the matrix geometric mean, such as the invariance under inversion.
Its value as a mean may be limited, but it is worthwhile to consider this cheap
approximation as an initial guess in the optimization algorithms for the Karcher
mean (Chapter 3).
Algorithm 2.5.2 Crude midpoint guess
Let A1, . . . , Ak be k PD matrices
• B1 = A(A1, . . . , Ak);
• B2 = H(A1, . . . , Ak);
Return: G(B1, B2)
Circular mean The known expression for the geometric mean of two matrices
is an appealing start when approximating the mean of more matrices. One such
approach [101] describes a method to generalize any mean of two variables. By
imposing an order on the matrices and iteratively updating them by their mean
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Figure 2.7: Eigenvalue representation of the first matrix in the iterations of the
Circular mean (Algorithm 2.5.3) and of the iterations of the Karcher mean (see
Chapter 3).
with the next matrix in line, an effective and convergent procedure is obtained,
which is presented in Algorithm 2.5.3. Note that for three matrices the Circular
mean coincides with the ALM mean (Section 2.3.1).
When this procedure was first proposed by Palfia [100], a conjecture was made
that this mean was possibly converging to the Karcher mean (an instance of
the geometric mean, see Chapter 3). However, this was later proven to be false,
as shown in Figure 2.7.
Algorithm 2.5.3 Circular mean
Let A1, . . . , Ak be k PD matrices
• while (not converged)
– For i = 1, . . . , k, set Bi = G(Ai, A(i mod k)+1);
– For i = 1, . . . , k, set Ai = Bi;
• end while
Return: Circular mean
Although the algorithm neatly converges to an approximate mean, its
convergence slows down quickly because of an interesting phenomenon. It
has been proven [52] that an iteration such as Algorithm 2.5.3, which operates
on the corners and edges of a random polygon, converges to an elliptic setting.
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Figure 2.8: The evolution of the eigenvalues of ten 2 × 2 matrices over the
iterations of the Circular mean (Algorithm 2.5.3).
In our context, this random polygon is a more general construction, since it
has the matrices entered in the Circular mean as vertices and the geodesics
(2.4) between two successive matrices as edges. Once such an elliptic setting is
reached, size reduction of the ellips, and hence convergence, becomes significantly
slow. Let us graphically illustrate this behavior when considering Algorithm
2.5.3. The convergence towards the elliptic behavior is displayed in Figure 2.8
where the k-tuple of matrices in each iteration is represented by a polygon with
the matrix eigenvalues as vertices. Figure 2.8(b) clearly shows this slow behavior
with iterations 200 and 201. Another indication of the elliptic phenomenon is
the spiraling convergence of the Circular mean in Figure 2.7 and 2.8(b), which
represents the evolution of the eigenvalues of the first matrix in the k-tuple
throughout the iterations of the Circular mean.
One straightforward, but effective solution to the slow convergence of the
Circular mean is the permutation of the matrices during each iteration. This
randomized version of the Circular mean is presented in Algorithm 2.5.4. The
randomization introduced into the algorithm will cause it to give varying results.
Moreover, we note that the fixed order Circular mean (Algorithm 2.5.3) is
dependent on the order of the matrices as well, of which we show an example in
Figure 2.9. In fact, Figure 2.9(a) presents the results of applying the Circular
mean to all possible permutations of the order of the matrices, combined with
a number of results from the randomized Circular mean. As can be seen, the
distribution of the randomized results is very similar to the distribution of the
fixed order results. Another interesting observation is that all the results, from
both the randomized and fixed order algorithm, appear in a plane (Figure 2.9b),
as has been proven for fixed order results by Elmachtoub and Van Loan [52].
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Figure 2.9: Various results of the Circular mean (Algorithms 2.5.3 and 2.5.4)
for the same ten 2× 2 matrices. The results of the fixed order algorithm ( ) are
indicated for all initial permutations of the matrix order, along with the results
of 100 runs of the randomized algorithm ( ). The two figures display the same
results, but from a different angle of view.
Hence the results of the randomized Circular mean behave very similar to the
results of the fixed order version, while the randomized computation results in
rapid convergence.
Algorithm 2.5.4 Randomized Circular mean
Let A1, . . . , Ak be k PD matrices
• while (not converged)
– For i = 1, . . . , k, set Bi = G(Ai, A(i mod k)+1);
– For i = 1, . . . , k, set Api(i) = Bi, with pi a random permutation of
(1, . . . , k);
• end while
Return: Randomized Circular mean
A harmonic and arithmetic circular iteration In the original Algorithm 2.5.1,
arithmetic and harmonic means were combined to obtain the geometric mean
of two matrices. Later, we discussed the Circular mean, which continuously
used the geometric mean of two matrices to obtain an approximate mean for
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more matrices. By combining these, we obtain Algorithm 2.5.5, which acts as a
more advanced generalization of the algorithm for two matrices and to which
we will refer as the HA mean. We start by duplicating the set of matrices, one
focusing on the harmonic and one on the arithmetic mean. As with the Circular
mean, an order is imposed of the matrices, after which each matrix is iteratively
updated by its harmonic (or arithmetic) mean with the next matrix in line in
the complementary set.
When experimenting with Algorithm 2.5.5, we notice that the vertices of the
two sets Bi and Ci converge fast towards each other. Afterwards, the nearly
equal sets tend to exhibit the elliptic behavior we noticed for the Circular mean,
resulting in a slow convergence. As before, we try to resolve this using a random
permutation of the order of the matrices (see Algorithm 2.5.4). These results
display the same behavior we noticed for Algorithms 2.5.3 and 2.5.4, meaning
that the results of the randomized algorithm all appear in the same plane and
in the vicinity of the fixed order results.
Algorithm 2.5.5 HA mean
Let A1, . . . , Ak be k PD matrices
• For i = 1, . . . , k, set Bi = Ai and Ci = Ai;
• while (not converged)
– For i = 1, . . . , k, set B˜i = H(Bi, C(i mod k)+1);
– For i = 1, . . . , k, set C˜i = A(Bi, C(i mod k)+1);
– For i = 1, . . . , k, set Ci = C˜i, Bi = B˜i.
• end while
Return: HA mean
2.5.3 Numerical experiments
We would like to test the performance of these various approximations to
the geometric mean, but for now, we will focus only on the computational
speed of the algorithms. In Section 3.6 of the next chapter, we will continue
our evaluation of these approximations by investigating their proximity to
the Karcher mean and their usefulness as an initial guess in the optimization
algorithms. We include the log-Euclidean mean (2.7) in our discussion, as this is
a popular approximation of the geometric mean given by an explicit expression.
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Figure 2.10: Computational time of the approximations to the geometric mean
for a varying number of 10× 10 matrices. The figure displays only an average
over 20 runs of such timings to avoid clutter. In the legend, Inductive indicates
the inductive mean (2.8), Log-Eucl the log-Euclidean mean (2.7), Circ fix and
Circ rand the fixed order and randomized Circular means (Algorithms 2.5.3
and 2.5.4), HA fix the mean in Algorithm 2.5.5 with HA rand the randomized
version, and crude the one in Algorithm 2.5.2.
In these experiments, random positive definite matrices were constructed as
described in Section 2.3.5.
Computational speed We start by examining the performance of the fixed
order and randomized form of the Circular mean and HA mean. As expected,
when applying a randomization to the order of the matrices during each iteration,
the average computational time reduces as the number of matrices increases.
This can be observed in Figure 2.10, where the fixed order and randomized
algorithms are indicated by Circ fix, HA fix and Circ rand, HA rand,
respectively. Note that for three matrices, there is no difference in computational
time (and result) since permuting the order of the matrices can not change the
(two) neighbors adjacent to each matrix.
When comparing the Circular and HA mean themselves, we observe a
significantly lower computational time for the HA mean. Figure 2.10 displays
this difference for both the fixed order and the randomized versions of the
algorithms.
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Since both the inductive and log-Euclidean mean are given by an explicit
expression, their computational cost is fixed for a given number of matrices.
However, the required matrix operations are more involved than those present
in the crude midpoint guess from Algorithm 2.5.2, explaining the difference in
computational time. This crude midpoint guess itself has a low computational
time, but as we will see in the next chapter, it also has a bad proximity to the
Karcher mean.
Summary of the interaction with the Karcher mean For convenience, we
indicate the most important conclusions when comparing the approximations
with the Karcher mean. For a full discussion, we refer to Section 3.6.
In terms of proximity to the Karcher mean, the Circular and HA mean tend
to give good results, for both their fixed order and randomized versions. The
inductive mean also displays a decent proximity, while the results of the crude
midpoint guess and the log-Euclidean mean are located farther from the Karcher
mean.
When the approximations are used as an initial guess in the optimization
algorithms for the Karcher mean, many of them result in a similar number of
iteration steps. Most noticeable is the increased number of required iterations
when starting from the arithmetic mean, harmonic mean, and crude midpoint
guess.
2.6 Conclusions
In this chapter, various techniques to compute a matrix geometric mean or an
approximation thereof were presented.
The ALM mean, NBMP mean, and the other planar approaches to define the
geometric mean of more than two matrices already demonstrated the lack of a
unique definition. Hence, as will be further discussed in the next chapter, there
will not be one correct matrix geometric mean, but rather a most natural one.
Similar to the exact expression for the geometric mean of two matrices, its
computation using harmonic and arithmetic mean iterations did not have a
straightforward generalization. We have examined some existing approaches and
newly developed algorithms, judging their performance based on computational
speed. For the Circular and HA mean, we noticed a similar distribution of
the results for both the fixed order and randomized order versions, while the
second ones provided a significant decrease in the number of required iterations
and consequently, in computational time. Combined with the results in Section
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3.6 of the next chapter, the inductive mean and randomized version of the HA
mean appear to give optimal results as geometric mean approximations.
Chapter 3
The Karcher mean and
Riemannian optimization on
positive definite matrices
In this chapter, a specific instance of the matrix geometric mean, referred to
as the Karcher mean, least squares mean, etc., is investigated in further detail.
Different algorithms for the computation of this mean, both previously existing
and newly developed, are provided and compared in experiments.
We exploit the Riemannian geometry of the set of positive definite matrices
extensively in the development of the algorithms. A general version of all the
required Riemannian constructions is presented and the definitions are applied
to the Euclidean and natural geometry of the positive definite matrices. For a
more complete discussion, we refer to Boothby [33] and Lee [84] on the topic
of Riemannian geometry and to Absil, Mahony, and Sepulchre [1] concerning
Riemannian optimization.
Next, the discussion of the approximate means of the previous chapter is
continued and a practical application of the Karcher mean is examined.
The content of this chapter was published as a part of
Jeuris, B., Vandebril, R., and Vandereycken, B. A survey
and comparison of contemporary algorithms for computing the matrix
geometric mean. Electronic Transactions on Numerical Analysis 39, 1
(2012), pp. 379–402.
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Zakeri, P., Jeuris, B., Vandebril, R., and Moreau, Y. Protein
fold recognition using geometric kernel data fusion. Bioinformatics 30, 13
(2014), pp. 1850–1857.
3.1 Introduction
Many instances of the matrix geometric mean have been discussed in the previous
chapter, except for its perhaps most important instance, the Karcher mean. It
has been shown to be a proper geometric mean, satisfying all properties in the
ALM list (Section 2.2). Monoticity, for example, is a property only recently
proven for the Karcher mean [23, 83].
This mean is also often referred to as the least squares mean, a name which
originates from its definition as the minimizer of the sum of squared (intrinsic)
distances on the manifold of positive definite (PD) matrices Pn. To obtain
this minimizer, we use Riemannian optimization, a generalization of classical
optimization techniques towards manifolds.
This chapter is organized in the following way. In Section 3.2, we start with
a formal definition of the Karcher mean. We provide a basic framework for
the Riemannian optimization based on Absil et al. [1] in Section 3.3, which we
apply immediately to the set of PD matrices Pn. The use of a different inner
product is also considered and a new, explicit expression for the Riemannian
Hessian of the Karcher cost function (3.1) is introduced. Afterwards, we
apply the Riemannian BFGS method to the optimization problem, which is
unprecedented for the computation of the Karcher mean. The resulting first-
and second-order optimization techniques are discussed and compared in Section
3.4 and 3.5. Section 3.6 continues the discussion of the approximate means of
the previous chapter and we conclude the chapter with an application of the
Karcher mean in Section 3.7.
3.2 Definition
As mentioned in the previous chapter, the properties in the ALM list fail to
specify a unique definition for the matrix geometric mean. The ALM and NBMP
mean are only two examples of a general class of means satisfying all these
properties (Section 2.3.1–2.3.3). Another mean that satisfies all the necessary
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properties is the Karcher mean, which is defined as the minimizer
K(A1, ..., Ak) = arg min
X∈Pn
k∑
i=1
δ2(Ai, X),
where Pn represents the set of PD matrices, δ := δ(pd) is the intrinsic distance
on this manifold as given in (2.3) and Ai ∈ Pn are the matrices of which we want
to find the Karcher mean. In terms of an optimization problem this translates
to a cost function f , given by
f(X;A1, . . . , Ak) =
k∑
i=1
∥∥∥log(A−1/2i XA−1/2i )∥∥∥2
F
. (3.1)
When the involved matrices (A1, . . . , Ak) are clear from context, we will simplify
the notation of the cost function to f(X). For this mean to be well-defined,
the minimizer of the cost function should be unique. When the manifold Pn is
endowed with its natural inner product (3.3) (Section 3.3.2), the cost function f
is strictly geodesically convex, which is a generalization of the classical convexity
as follows: let X,Y ∈ Pn, and t ∈ [0, 1], then
f(X#tY ) ≤ (1− t)f(X) + tf(Y ),
with X#tY as in (2.4). Combining this with the convexity of the set Pn itself,
the minimizer can be proven to be unique [21, 30].
The uniqueness of this minimizer can also be verified in a different manner. It
is known [36, 85] that Pn with the natural inner product (3.3) forms a Cartan–
Hadamard manifold, which is a complete and simply connected Riemannian
manifold with non-positive sectional curvature everywhere. On this type of
manifold, the so-called Riemannian center-of-mass (or barycenter), which in
this case is exactly the Karcher mean, is known to be unique [37, 76].
The Karcher mean satisfies all properties in the ALM list, of which the
monotonicity has been proven only recently [23, 83]. Moreover, this mean
is considered to be the most natural generalization of the geometric mean
because of its analogy with the arithmetic mean, which can be defined as a
similar minimizer by using the standard Euclidean distance.
Since the Karcher mean is computed iteratively as the solution of an optimization
problem, we require a good initial guess. We will use the CHEAP mean in
our experiments, since it possesses good computational speed and reasonable
accuracy.
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3.3 Differential geometry
Calculating the Karcher mean involves solving an optimization problem on
a manifold, which requires a more general approach than in the traditional
environment of vector spaces. We need to introduce some new concepts to
perform this generalization, but we only briefly discuss these matters here;
for a more thorough discussion of the subject we refer to any introductory
book on differential geometry, such as Boothby [33] or Lee [84], and to Absil
et al. [1] for the optimization perspective. After the introduction, we will use
these generalized concepts to implement a number of optimization techniques,
more specifically, the steepest descent, conjugate gradient, BFGS, and Newton
algorithms. The type of generalized optimization used here is often referred to
as retraction-based optimization [1, 2], indicating that the concept of retractions
(Section 3.3.3) lies at the foundation of these techniques.
The general concepts discussed here were found in Absil et al. [1], and many of
these structures were already derived for Pn endowed with its natural geometry
[53, 95, 100, 109]. We added an explicit expression for the Levi–Civita connection
on this manifold (and consequently for the Riemannian Hessian) and a derivation
of all these structures for the manifold endowed with the inner product inherited
from Hn.
3.3.1 Manifold and tangent space
So far we have referred to the set of PD matrices Pn as a manifold. Intuitively,
a manifold is defined as a set which can locally be mapped one-to-one to Rd
(where d is the dimension of the manifold). In order to get a smooth (C∞)
manifold, we also require these mappings, or charts, to transition smoothly
onto each other in case their domain overlaps (Section 1.2.3). The space Pn
is well-known as a smooth manifold [93, 121], and can be represented using a
single chart. It can also be seen as an open submanifold of Hn, which is referred
to as the enveloping or embedding space.
Another important concept is the tangent space to a manifold at a certain point,
which is basically a first-order (vector space) approximation of the manifold at
this point. For Pn, the tangent space at each point X, denoted by TXPn, can
be identified with the vector space of symmetric (Hermitian) matrices Hn,
TXPn ' Hn.
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Applying a tangent vector ξX ∈ TXPn at a point X ∈ Pn to a differentiable
function f : Pn → R is defined as
ξXf = Df(X)[ξX ],
where ξX in the right-hand side is simply seen as a symmetric (Hermitian)
matrix and Df(X) denotes the classical Fréchet derivative of f at X. For the
cost function f in (3.1), this derivative is given by [21, Theorem 6.3.3]
Df(X)[ξX ] = 2
k∑
i=1
tr
(
X−1 log(XA−1i )ξX
)
, (3.2)
with Ai the matrices of which we want to find the mean and tr(·) the matrix
trace.
A vector field is a construction that associates with each point on a manifold a
tangent vector in its tangent space. Suppose ξ is a vector field on the manifold
Pn and f is a real-valued function on this manifold, then ξf is again a real-valued
function on the manifold defined by
ξf : Pn → R : X 7→ ξXf,
with ξX ∈ TXPn the tangent vector associated with the point X.
3.3.2 Inner product and gradient
Gradient-based optimization requires the notions of a gradient and inner product,
which will be introduced here for Pn. In fact, we consider two inner products.
The first is the inner product most often associated with Pn: for ξX , ηX ∈ TXPn,
we have
〈ξX , ηX〉(pd)X = tr(ξXX−1ηXX−1), (3.3)
which leads to the intrinsic distance measure (2.3) and geodesics, or paths of
shortest distance, of the form (2.4). We recall these here, for X,Y ∈ Pn,
δ(pd)(X,Y ) =
∥∥∥log(X−1/2Y X−1/2)∥∥∥
F
,
γ(pd)(t) = X(X−1Y )t = X1/2(X−1/2Y X−1/2)tX1/2.
Another benefit of this inner product is that the corresponding geodesics are
complete, meaning that any geodesic segment can be extended infinitely. For
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the second inner product we take the same one as the enveloping space Hn:
suppose again ξX , ηX ∈ TXPn, then
〈ξX , ηX〉(sym)X = tr(ξXηX). (3.4)
As a consequence, the intrinsic distance and expression of the geodesics become
the same as in Hn:
δ(sym)(X,Y ) = ‖Y −X‖F , (3.5)
γ(sym)(t) = X + t(Y −X), (3.6)
with X,Y ∈ Pn. These geodesics are no longer infinitely extendable since it is
possible for some X,Y, t that the matrix γ(sym)(t) in (3.6) is no longer PD and
thus not an element of Pn. However, for sufficiently small t, γ(sym)(t) is in Pn
and it could prove to be computationally more efficient than the more involved
expression γ(pd) (2.4). We will refer to inner product (3.3) as the Riemannian
inner product and to inner product (3.4) as the Euclidean inner product. Note
that these are only two inner products out of infinitely many possibilities, as
will be demonstrated in the numerical experiments in Section 3.4.3.
Next, the gradient of a cost function gives the direction of steepest ascent. It
can be defined in each point X on a general manifoldM as the tangent vector
grad f(X) ∈ TXM such that
〈grad f(X), ξX〉X = Df(X)[ξX ], ∀ξX ∈ TXM. (3.7)
Using (3.2) we find for our current setting
grad(pd)f(X) = 2
k∑
i=1
X
1
2 log(X 12A−1i X
1
2 )X 12 , (3.8)
when using the Riemannian inner product (3.3) and
grad(sym)f(X) = 2
k∑
i=1
X−
1
2 log(X 12A−1i X
1
2 )X− 12 . (3.9)
when using the Euclidean one (3.4). Note the slight difference between both in
the sign of the power of the outer X-factors.
From the geodesic convexity of f with the Riemannian inner product, we know
that the optimization problem, or equivalently the equation grad(pd)f(X) = 0,
always admits a unique solution. Since (3.9) is obtained from (3.8) after a
full-rank transformation, setting this gradient to zero gives the same unique
solution. However, the path taken towards this solution in the optimization
algorithms will depend on the chosen inner product and corresponding geometry.
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3.3.3 Retraction and vector transport
At some point during an optimization algorithm, one obtains a tangent vector at
the current iteration point X which describes the direction in which one wants
to take a step towards the next iteration point. Hence we require a mapping,
RX : TXPn → Pn, called retraction, that locally maps TXPn onto the manifold
Pn itself, and which is the generalized operation of taking a step on a manifold.
An interpretation of these retractions is taking a unit step along a geodesic,
or an approximation thereof, on the manifold in the direction specified by the
argument (see Figure 3.1(a)). The condition for such a mapping to be called
a retraction is the preservation of the first-order information of the tangent
space TXPn, meaning that a step of size zero stays at the same point X and
the differential of the retraction in this origin (the zero matrix 0X ∈ TXPn) is
the identity mapping. We consider three retractions:
R
(sym)
X (ξX) = X + ξX , (3.10)
R
(pd)
X (ξX) = X
1
2 exp
(
X−
1
2 ξXX
− 12
)
X
1
2 , (3.11)
R
(pd′)
X (ξX) = X + ξX +
1
2ξXX
−1ξX , (3.12)
for X ∈ Pn, ξX ∈ TXPn. The first of these is a unit step along the geodesic
(3.6) and can thus be considered to be a natural retraction with respect to
the Euclidean inner product (3.4). When the manifold is endowed with the
Riemannian inner product (3.3), R(sym)X is still a valid first-order retraction. As
mentioned before, precaution has to be taken to assure that the result of the
retraction is still PD. We do this by reducing the step size when necessary. The
retraction R(pd)X is the one that naturally arises when the manifold is endowed
with the Riemannian inner product. To see this, recall that the geodesic between
X,Y ∈ Pn is given by
γ(pd)(t) = X1/2
(
X−1/2Y X−1/2
)t
X1/2
= X1/2 exp
(
t log
(
X−1/2Y X−1/2
))
X1/2, t ∈ [0, 1].
Such a geodesic is completely determined (locally in general, but globally
for Pn [1]) by its starting point and direction, which are given by X and
ξX = X1/2 log(X−1/2Y X−1/2)X1/2, respectively. Now, entering ξX into the
expression for γ(pd) and taking a unit step (t = 1), we obtain the retraction
given in (3.11). The last retraction is the second-order approximation to R(pd)X ,
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X ξX
RX(ξX)
TXPn
Pn
(a) Retraction.
ξX TηX (ξX)ηX
(b) Vector transport.
Figure 3.1: Simplified representations of a retraction and a vector transport.
which can easily be seen by using the identity
exp(X) = I +X + 12X
2 +O(X3), X → 0.
Next, in order to perform, among others, the conjugate gradient algorithm we
need to somehow transfer a tangent vector at a point X ∈ Pn to the tangent
space at another point Y ∈ Pn. This operation is performed by a vector transport
(Figure 3.1(b)). We consider two vector transports: for X ∈ Pn, ξX , ηX ∈ TXPn,
T(sym)ηX (ξX) = ξX , (3.13)
T(pd)ηX (ξX) = X
1
2 exp
(
X−
1
2 ηXX
− 12
2
)
X−
1
2 ξXX
− 12 exp
(
X−
1
2 ηXX
− 12
2
)
X
1
2 ,
(3.14)
where T(.)ηX (ξX) denotes the vector transport of ξX over ηX . The definition of a
vector transport [1, definition 8.1.1] states that it needs to be linear in ξX and if
ηX is the zero element, the vector transport must be the identity mapping. Both
these conditions are easily checked for the expressions above. The definition also
states that a vector transport has an associated retraction, meaning that the
tangent vector TηX (ξX) should be an element of the tangent space at RX(ηX),
for some retraction RX . Vector transport (3.13) is associated with retraction
R
(sym)
X , since these structures naturally arise when Pn is endowed with the
Euclidean inner product of the enveloping vector space Hn. Such a natural
vector transport is often referred to as parallel transport. The structure of
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vector transport (3.14) suggests that it is associated with retraction R(pd)X [53].
Note that it is also possible to find a vector transport associated with R(pd
′)
X ,
but we will restrict our attention to the two vector transports mentioned above.
3.3.4 Levi–Civita connection and Riemannian Hessian
Some of our optimization methods require second-order information about the
system, which is provided by the Hessian operator. The Riemannian Hessian
of a real-valued function f at a point X on the manifold is a linear, symmetric
mapping from the tangent space into itself, given by
Hess f(X) : TXPn → TXPn : ξX 7→ Hess f(X)[ξX ] = ∇ξX grad f, (3.15)
where ∇ is the so-called Levi-Civita connection, which depends on the inner
product, hence the Hessian also depends on the inner product.
When endowed with the Euclidean inner product (3.4), the manifold is an open
Riemannian submanifold of Hn, which is a vector space. Hence the Levi–Civita
connection is given by
∇(sym)ζX ξ = D(ξ)(X)[ζX ],
with ξ a vector field. To compute the Fréchet derivative in the right-hand
side, we recall that the vector field ξ assigns to each X ∈ Pn a tangent vector
ξX ∈ TXPn ' Hn. The derivative is performed by considering ξ as a function
of X with images in Hn.
For the Riemannian inner product (3.3), however, this connection is more
complicated. It can be shown that
∇(pd)ζX ξ = D(ξ)(X)[ζX ]−
1
2
(
ζXX
−1ξX + ξXX−1ζX
)
satisfies all properties of the Levi–Civita connection. A straightforward way to
do this, is by checking that it satisfies the Koszul formula [1], which at a point
X ∈ Pn is given by
2〈∇ζXη, ξX〉X =ζX〈η, ξ〉+ ηX〈ξ, ζ〉 − ξX〈ζ, η〉
− 〈ζX , [η, ξ]X〉X + 〈ηX , [ξ, ζ]X〉X + 〈ξX , [ζ, η]X〉X .
The actual computation of the Hessian will be discussed separately for each
second-order method in Section 3.5.
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3.4 First-Order Implementations
We can use all the building blocks of the previous section to assemble a number
of optimization methods. In this section, we restrict our attention to first-order
optimization algorithms. Some more advanced second-order methods will be
discussed later in Section 3.5.
The basic methods in this section have already been derived in various papers
[27, 53, 55, 100, 109], both in their standard form and in some approximated way.
As an example of these approximated approaches, we found a Richardson-like
iteration by Bini and Iannazzo [27], which is based on the standard steepest
descent method with the Euclidean inner product (3.3), except a linearization
of the natural retraction (3.11) is used. But this approximation is exactly
the steepest descent algorithm using retraction (3.10), hence it can still be
interpreted as a steepest descent method on the manifold.
3.4.1 Steepest descent method
First, we combine the elements of the previous section into the steepest descent
algorithm, which in each iteration takes a step in the direction of − grad f(x),
the direction of steepest descent. The step size is determined using Armijo
line search [1], which is a standard backtracking technique, starting from a
given step size and iteratively reducing it with a constant factor until an
acceptable decrease of the cost function, relative to the corresponding step size,
is obtained. Algorithm 3.4.1 contains the steepest descent method when setting
the parameter β to 0. This parameter β will be used in the conjugate gradient
method to provide a notion of momentum between the iterations. The stopping
criteria in the algorithm check whether the Armijo step size or the absolute or
relative difference between two consecutive iteration points are smaller than
their respective tolerances. We consider all three retractions (3.10), (3.11) and
(3.12).
Remark In Chapter 4, we will consider an adaptation of the Karcher mean
for matrices containing some additional structure. For the case of linear matrix
structures, two steepest descent algorithms are developed, accompanied by a
convergence analysis. Since the Karcher mean of unstructured PD matrices
arises as a special case from this more general analysis, we present a summary
of the results.
• The convergence speed of the steepest descent method based on the
Euclidean inner product (3.4) becomes worse as the conditioning of the
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matrices Ai, i = 1, . . . , k, in the mean or the conditioning of the matrices
A
−1/2
i KA
−1/2
i deteriorates, where K = K(A1, . . . , Ak). Even when all
matrices Ai are close to the Karcher mean, the algorithm remains inefficient
while some Ai is ill-conditioned.
• The convergence speed of the steepest descent method based on the
Riemannian inner product (3.3) only depends on the conditioning of the
matrices A−1/2i KA
−1/2
i . Therefore, if the matrices Ai are not too far from
each other, a very fast convergence is expected.
For the complete analysis and discussion, we refer to Sections 4.4.1–4.4.3 of the
next chapter.
3.4.2 Conjugate gradient method
When the steepest descent method is applied to an ill-conditioned optimization
problem, meaning that the Hessian of the cost function at the minimizer is
ill-conditioned, a characteristic phenomenon emerges. Near this minimizer, we
can find a direction in which the cost function has a steep descent towards the
minimizer and another in which the descent is very slow. As a consequence, the
steepest descent method mainly follows the steep direction and can suffer from
iteration steps which are nearly perpendicular to the slow descent direction.
The convergence of the algorithm becomes very slow and is characterized by
the iteration steps which move back and forth. We refer to this movement as
the zigzag-pattern.
In Figure 3.2(a), we show this typical zigzag-pattern that arises for the steepest
descent method. The pattern was activated by taking five 3×3 random matrices
for which the smallest eigenvalue is roughly 103 times smaller than the others.
The conjugate gradient method counteracts this pattern by allowing the new
search direction to be influenced by the previous one, introducing a notion
of momentum. The amount of influence of the previous search direction in
the conjugate gradient algorithm is determined by the β factor, for which we
consider three different formulas [98], denoted by β(fr) (Fletcher–Reeves), β(pr)
(Polak–Ribière), and β(hs) (Hestenes–Stiefel). Algorithm 3.4.1 shows the details
of this method and Figure 3.2(b) displays the improvement of the zigzag-pattern.
To accurately determine its influence, the previous search direction must be
transported towards the new iteration point using vector transports. To get the
best affinity between the vector transports and the retractions, we work with
the natural retractions R(sym) (with corresponding vector transport T(sym)) and
R(pd) (with T(pd)).
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Algorithm 3.4.1 The Karcher mean using the conjugate gradient method
Let A1, ..., Ak, k > 2, be PD matrices, X0 a PD initial guess, R(i) and T(i)
(R(sym) and T(sym) or R(pd) and T(pd)) a retraction and a vector transport, and
β(`) (β(fr), β(pr) or β(hs) or 0) the given β type.
• j = 0;
• grad0 = grad f(X0); {f is our cost function }
• ξ0 = −grad0; {ξj is the search direction}
• while (not converged)
– Xj+1 = R(i)Xj (t
Aξj); {with tA the Armijo step size [1]}
– gradj+1 = grad f(Xj+1);
– ξold = T(i)tAξj (ξj); {vector transport of the old search direction}
– Determine β(`) according to the given type;
{β = 0 corresponds to steepest descent}
– ξj+1 = −gradj+1 + β(`) ξold;
– if (ξj+1 not a descent direction)
• ξj+1 = −gradj+1;
– end if
– j = j + 1;
• end while
Return: Karcher mean K(A1, ..., Ak)
3.4.3 Numerical experiments
When comparing the overall performance of the steepest descent and conjugate
gradient algorithms, we notice that the influence of choosing inner product (3.3)
or (3.4) is far greater than the impact of the chosen retraction or, in case of
the conjugate gradient algorithm, the β type. In fact, when only varying the
retraction and β type, the results are all very similar. The speed-up of the
conjugate gradient technique over steepest descent is also hardly noticeable in
general, which is explained by the presence of a sufficiently good initial guess,
the CHEAP mean. When this initial point is sufficiently close to the solution
of the problem, the cost function will behave nicely in this neighbourhood and
the zigzag-pattern mentioned before is less likely to occur.
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Figure 3.2: Evolution of the eigenvalues of the consecutive iteration points
in the computation of the Karcher mean of five 3× 3 matrices for which the
zigzag-pattern appears for steepest descent.
To investigate the accuracy of these first-order methods, the results of the
algorithms are compared with a high precision computation of the Karcher
mean (using the vpa functionality of Matlab with 32 digits of accuracy). We
expect a fully accurate result of 16 digits from the high precision computation,
even when working with the largest magnitude of the conditioning of the matrices
(O(1010)). In Figure 3.3(a), the relative intrinsic distance between the results
of the algorithms (for three 10× 10 matrices) and this high precision solution is
given as a function of the condition number of the matrices. The algorithms
using the Riemannian inner product (3.3) display better results in general than
those using the Euclidean one (3.4). Note that the steepest descent method
starts having convergence problems when the Euclidean inner product and very
ill conditioned matrices are used.
The speed of the algorithms is tested both for an increasing number of matrices
(with the size fixed to 10× 10 matrices) and for varying sizes of the matrices in
the mean (with the amount fixed to five). Again we notice the advantage of
the geometric constructions (gradient, etc.) associated with the Riemannian
inner product, as these result in algorithms requiring less iterations. The
computational cost of these constructions, however, is usually higher than those
related to the Euclidean inner product, which causes the overall computational
time to be very similar. In Figure 3.3(b), the number of iterations is displayed
for the algorithms as a function of the size of the matrices, which shows the
distinction between the two inner products.
We can conclude that geometric constructions, such as the gradient, associated
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Figure 3.3: Comparison of the accuracy and computational speed of Algorithm
3.4.1 using the steepest descent and conjugate gradient algorithm. In the legends,
we first indicate whether the Steepest Descent (SD) or Conjugate Gradient
(CG) technique is used, next, which of the inner products (3.3) (SPD) or (3.4)
(SYMM) is used, and finally whether retraction R(sym)X (SYMM) or R
(pd)
X
(SPD) was taken. In case of CG, we also indicate which β type is used (HS or
FR, see Section 3.4.2). The mean of the samples is indicated by the connecting
lines.
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Figure 3.4: Number of iterations required for a steepest descent algorithm when
using geometric constructions related to inner product (3.16) for different values
of α.
with the Riemannian inner product are best suited for our optimization problem
since the resulting algorithms require less iterations and provide a better
accuracy. It therefore seems interesting to consider the performance of a
steepest descent algorithm when the inner product
〈ξX , ηX〉(α)X = tr
(
ξXX
−αηXX−α
)
(3.16)
and its related geometric constructions are used, which reduces to the previous
cases when α = 0 or α = 1. In Figure 3.4, we display the number of iterations
such an algorithm requires for different values of α. The figure displayed has
been constructed using the retraction R(pd)X , but a nearly identical figure was
obtained using R(sym)X , again indicating that the influence of the inner product
is far greater than that of the retraction. It is obvious from the figure that
the Riemannian inner product, corresponding to α = 1, is most natural to the
manifold and results in the best performance.
3.5 Second-Order Implementations
The goal of second-order optimization techniques is to use (an approximation
of) the Hessian of the cost function to obtain a quadratically (or at least
superlinearly) converging algorithm. In this section, we discuss a number
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of methods to accomplish this and compare their performance in terms of
computational speed and accuracy. However, computing the Hessian typically
has a higher computational complexity, which means it is yet to be determined
whether these algorithms are more efficient than the first-order techniques. We
first consider a Newton algorithm which is embedded in a trust region method,
where the trust region subproblem is solved using a truncated conjugate gradient
technique (Algorithms 10 and 11 in Absil et al. [1]). In the discussion of this
Newton-based trust region method, we focus on the computation of the Hessian.
Afterwards, the Riemannian BFGS method is used in a line-search algorithm.
In existing literature, the Riemannian Hessian of the Karcher cost function
is computed using a decomposition as defined in Section 3.5.2 [54, 109]. We
derive the Hessian according to the classical definition (3.15) (using the Levi–
Civita connection) in Section 3.5.1 and an approximation in Section 3.5.3. The
Riemannian BFGS method described in Section 3.5.4 will be the application of
the existing generalized algorithm of Qi [105] and Savas and Lim [111] to Pn.
3.5.1 Trust region method: Exact Hessian
In Section 3.3.4, we derived all the components needed to determine the Hessian
of our cost function f and noticed that the result depends on the inner product
as well. Hence, using the definition of the Hessian for the Euclidean inner
product (3.4), with connection ∇(sym), gives
Hess(sym)f(X)[ξX ] = D(grad(sym)f)(X)[ξX ].
Entering the expression for grad(sym)f(X) (3.9) into this equation leads to
Hess(sym)f(X)[ξX ] =2
k∑
i=1
D(log)(A−1i X)[A−1i ξX ]X−1
− 2
k∑
i=1
log(A−1i X)X−1ξXX−1, (3.17)
where we used the product and chain rules of differentiation as well as the
differential of the matrix inverse function. We also recognize the differential of
the matrix logarithm function at point A−1i X in the direction of the tangent
vector A−1i ξX , of which the computation has been extensively researched [3,
4, 64]. Note that some computational advantage can be obtained by using a
similarity transformation to compute the derivative at the Hermitian matrix
A
−1/2
i XA
−1/2
i in the direction of the Hermitian matrix A
−1/2
i ξXA
−1/2
i .
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When using the Riemannian inner product (3.3) with connection ∇(pd), the
Hessian becomes
Hess(pd)f(X)[ξX ] = D(grad(pd)f)(X)[ξX ] (3.18)
− 12
(
ξXX
−1 grad(pd)f(X) + grad(pd)f(X)X−1ξX
)
.
In this case entering the expression for grad(pd)f(X) (3.8) leads to
Hess(pd)f(X)[ξX ] =2
k∑
i=1
ξX log(A−1i X) + 2
k∑
i=1
X D(log)(A−1i X)[A−1i ξX ]
−
(
k∑
i=1
ξX log(A−1i X) +
k∑
i=1
log(XA−1i )ξX
)
=
k∑
i=1
ξX log(A−1i X)−
k∑
i=1
log(XA−1i )ξX
+ 2
k∑
i=1
X D(log)(A−1i X)[A−1i ξX ], (3.19)
where again the differential of the matrix logarithm is needed. Note that the
first two terms in (3.19) are each other’s (conjugate) transpose (except the
minus sign), which can be exploited in the computations. At first sight this
can seem somewhat peculiar, since this subtraction produces a skew-symmetric
matrix while the result of the Hessian is supposed to be symmetric (its image is
TXPn ' Hn). However, looking at (3.18), we can see that the differential of
the gradient is symmetric and the second part, as the sum of a matrix and its
transpose, is symmetric as well, proving that Hess(pd)f(X)[ξX ] is an element
of Hn (where symmetric should be replaced with Hermitian in the complex
setting).
3.5.2 Trust region method: Hessian by decomposition
Another way to compute the Hessian of a least squares cost function is described
by Ferreira et al. [54], and more explicitly for the current cost function (3.1) by
Rentmeesters and Absil [109]. The proposed procedure determines the Hessian
by computing all components of a decomposition thereof, after which these are
combined to obtain the actual Hessian. A downside, however, is that when
determining the Karcher mean of k n× n matrices, this reconstruction consists
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of kn(n+ 1)/2 terms, which grows rapidly as n increases (in Rentmeesters and
Absil [109], only 3× 3 matrices were considered). Two other important remarks
are that this technique is derived for the manifold endowed with the Riemannian
inner product (3.3) and that the computation of the terms as in Rentmeesters
and Absil [109] is designed specifically for the Hessian taken at the identity
matrix X = I. This causes the need to translate the problem in each iteration
step to ensure this position for the current iteration point. Note that the Karcher
cost function (3.1) remains invariant if all given matrices Ai and the argument
X are transformed using the mapping Pn → Pn : Y 7→ Z−1/2Y Z−1/2, for all
matrices Z ∈ Pn. By choosing Z = Xj , with Xj the newly found iteration
point, the problem setting can be translated to the identity matrix without
changing the cost function. After convergence, we apply the inverse mapping to
translate the identity matrix to the actual Karcher mean of the original matrices.
Theoretically, this need for a translation is not a downside, in fact, it can even
simplify notation and required constructions. Computationally, however, it
could cause problems when working, e. g., with ill-conditioned matrices.
The expression for the Hessian is given by
Hess(pd)f(X)[ξX ] =2
m∑
`=1
〈ξX , E`〉(pd)X w`(1)E`
=2
m∑
`=1
tr(ξXX−1E`X−1)w`(1)E`,
where m = kn(n+ 1)/2 and E`, w` are defined as in Rentmeesters and Absil
[109]. Explicit expressions for the components of the decomposition are given
at X = I, hence the expression can be further simplified to
Hess(pd)f(I)[ξI ] = 2
m∑
`=1
tr(ξIE`)w`(1)E`. (3.20)
When computing the Hessian, the rank one structure of E` can be exploited to
limit the required amount of operations.
Remark We note that a more efficient implementation of the Newton method
using this Hessian was brought to our attention by Rentmeesters [108] later
on. In the numerical experiments of Section 3.5.5 we have used our own
implementation, but we will discuss the consequences of using the alternative
implementation.
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3.5.3 Trust region method: Hessian by approximation
In the calculations of the exact Hessian, determining the differential of the
matrix logarithm function appears to be a serious computational cost. A
perhaps less elegant, but sometimes advantageous solution is to replace the
matrix logarithm by (a truncation of) its Taylor series, at X = I given by
∞∑
`=1
(−1)`+1
`
(X − I)`,
which converges to log(X) for all ρ(X − I) < 1, where ρ denotes the spectral
radius. Truncating this series after the second term and entering the result into
the expressions for the gradient (3.8) and (3.9), corresponding to inner products
(3.3) and (3.4), we obtain
grad(pd)2 f(X) = 2
k∑
i=1
(2XA−1i X −
3
2X −
1
2XA
−1
i XA
−1
i X),
grad(sym)2 f(X) = 2
k∑
i=1
(2A−1i −
3
2X
−1 − 12A
−1
i XA
−1
i ),
respectively as an approximation to the gradient. Note that we only use this
approximate gradient to derive the approximated Hessian, while the actual
gradient will be used in the final algorithm. Applying the definition of the
Hessian to these expressions results in
Hess(pd)2 f(X)[ξX ] = D(grad
(pd)
2 f)(X)[ξX ]
− 12
(
ξXX
−1 grad(pd)2 f(X) + grad
(pd)
2 f(X)X−1ξX
)
=
k∑
i=1
(
2XA−1i ξX + 2ξXA−1i X −
1
2ξXA
−1
i XA
−1
i X
−XA−1i ξXA−1i X −
1
2XA
−1
i XA
−1
i ξX
)
, (3.21)
Hess(sym)2 f(X)[ξX ] = D(grad
(sym)
2 f)(X)[ξX ]
=
k∑
i=1
(
3X−1ξXX−1 −A−1i ξXA−1i
)
. (3.22)
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The finite convergence radius of the Taylor series indicates that when the
matrices in the mean lie close to each other (and to the current estimate), a trust
region method using one of these Hessians is expected to work well. However,
since these are only approximations to the Hessian, quadratic convergence of
the algorithm is no longer guaranteed.
3.5.4 Riemannian BFGS method
Finally, we test a Riemannian generalization of the classical BFGS method
[105, 111], which, instead of working with the exact Hessian, uses an estimate of
the Hessian that is updated throughout the algorithm. The main point of interest
is how this update is performed. Suppose we know the estimateBj of the Hessian
at iteration point Xj , where it is assumed to be a linear operator from TXjPn
onto itself and can thus be represented by an (n(n+ 1)/2)× (n(n+ 1)/2) matrix
Bj . Then the linear operator Bj+1 : TXj+1Pn → TXj+1Pn, corresponding to
the new iteration point Xj+1, is defined by
Bj+1p =B˜jp−
〈sj , B˜jp〉Xj+1
〈sj , B˜jsj〉Xj+1
B˜jsj +
〈yj , p〉Xj+1
〈yj , sj〉Xj+1
yj , ∀p ∈ TXj+1Pn,
(3.23)[
B˜j = TtAξj ◦Bj ◦
(
TtAξj
)−1
, (3.24)
in which ξj is the search direction at Xj , tA is the Armijo step size taken to
arrive at Xj+1, sj is the vector transport of the old search direction ξj to the
new iteration point, yj is a measure for the change of the gradient over the
iteration step (formal expressions can be found in Algorithm 3.5.1), and TtAξj
is a vector transport. Since an inner product and a vector transport are present
in these expressions, there are again different situations to investigate. We
will test the algorithm for each of the two inner products, combined with their
natural retraction and vector transport. Note that to evaluate Bj+1p using the
matrix representation Bj+1, we need an n(n+ 1)/2 vector representation of p.
This is done by the half-vectorization operator vech, which stacks the elements
of the upper triangular part of p columnwise. Using this representation, the
matrix-vector product Bj+1 vech(p) returns a vector of length n(n+ 1)/2 which
is the half-vectorization of the matrix Bj+1p.
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In the easier case of the Euclidean inner product (3.4), expressions (3.23) and
(3.24) become
Bj+1 vech(p) =B˜j vech(p)− B˜j vech(sj) tr(sjB˜jp)
tr(sjB˜jsj)
+ vech(yj)
tr(yjp)
tr(yjsj)
, ∀p ∈ TXj+1Pn[
B˜j = Bj .
To remove p from this expression, we split the matrix traces using an adaptation
of the property tr(AB) = vec(A)H vec(B), with A and B symmetric (Hermitian)
matrices, vec the operator which stacks the columns of a matrix into a vector,
and AH denotes the conjugate transpose of a matrix A. Since the second
matrix should be half-vectorized, this needs to be compensated for in the
first vectorization. To this end, we also change the vectorization of the first
matrix to half-vectorization, but with the adaptation that each off-diagonal
element is doubled, an operation we denote by vech2. This yields tr(AB) =
vech2(A)H vech(B) and our update formula becomes
Bj+1 =Bj − 1tr(sjBjsj)Bj vech(sj) vech2(sj)
HBj
+ 1tr(yjsj)
vech(yj) vech2(yj)H . (3.25)
Note that this update differs in only two rank-1 terms from the previous estimate
of the Hessian, which can be exploited in the implementation.
For the Riemannian inner product (3.3), the calculation of B˜j is no longer so
straightforward. Entering vector transport T(pd) (3.14) into equation (3.24), we
obtain
B˜jp = QBj(Q−1pQ−H)QH ,Q = X 12j exp
X− 12j tAξjX− 12j
2
X− 12j ,
with (·)−H a contraction of (·)−1H . To extract p from this expression, we want
to use the property vec(ABC) = (CT ⊗ A) vec(B) for general matrices A, B,
and C [66], with ⊗ the Kronecker product, but this property cannot be used
when half-vectorization is applied. Therefore, let us pretend for a moment that
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Bj and B˜j are represented by n2×n2 matrices and apply this rule to the above
expression:
B˜j vec(p) = vec(QBj(Q−1pQ−H)QH)
=(Q∗ ⊗Q)Bj vec(Q−1pQ−H)
=(Q∗ ⊗Q)Bj(Q−∗ ⊗Q−1) vec(p),
with (·)∗ the elementwise complex conjugate of a matrix. Changing back to
half-vectorization can be accomplished by using the so-called duplication and
elimination matrices Dn and En, which are simple matrices for transforming
respectively a half-vectorization into a normal vectorization and vice versa (under
the assumption of working with symmetric/Hermitian matrices). Equation
(3.23) can be tackled in the same fashion as before, where we only need to pay
attention to the extra factors in the current inner product. The total update
procedure now becomes
Bj+1 =B˜j − 1
tr(X−1j+1sjX−1j+1B˜jsk)
B˜j vech(sj) vech2(X−1j+1sjX−1j+1)HB˜j
+ 1
tr(X−1j+1yjX−1j+1sj)
vech(yj) vech2(X−1j+1yjX−1j+1)H . (3.26)
[
B˜j = En(Q∗ ⊗Q)DnBjEn(Q−∗ ⊗Q−1)Dn,
Note that there are again two rank-1 terms present in the update. However,
the update from Bj to B˜j is no longer the identity and can in this case be seen
as an update of the rank-1 terms which originated in the previous iterations.
Now that the techniques to update the estimate of the Hessian are specified,
we show the entire Riemannian BFGS method in Algorithm 3.5.1. As for the
first-order optimization techniques, the stopping criteria in this algorithm check
whether the Armijo step size or the absolute or relative difference between two
consecutive iteration points are smaller than their respective tolerances.
3.5.5 Numerical experiments
We discuss the accuracy and computational speed of the different second-order
optimization techniques and compare the results with those of the first-order
optimization methods. As before, the optimization algorithms are initiated
using the CHEAP mean.
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Algorithm 3.5.1 The Karcher mean using the Riemannian BFGS method
Let A1, ..., Ak, k > 2, be PD matrices, X0 a PD initial guess, B0 an initial
matrix approximation to the Hessian at X0, and R(i) and T(i) (R(sym) and
T(sym) or R(pd) and T(pd)) a retraction and a vector transport
• j = 0;
• grad0 = grad f(X0); {f is our cost function}
• while (not converged)
– Obtain ξj : Solve the system: {The search direction}
Bj vech(ξj) = − vech(gradj);
– if (ξj not a descent direction)
• ξj = −gradj ;
– end if
– Xj+1 = R(i)Xj (t
Aξj); {with tA the Armijo step size [1]}
– gradj+1 = grad f(Xj+1);
– sj = T(i)tAξj (t
Aξj);
– yj = gradj+1 − T(i)tAξj (gradj);
– Update Bj to Bj+1 using (3.25) or (3.26), depending on the inner
product;
– j = j + 1;
• end while
Return: Karcher mean K(A1, ..., Ak)
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Accuracy We start by applying the second-order techniques to three 10× 10
matrices and compare the results with a high precision computation of the
Karcher mean, which is obtained using the vpa functionality of Matlab with
32 digits of accuracy. The results are shown in Figure 3.5. In general, the
Newton-based trust region methods from Sections 3.5.1 and 3.5.2 display a
better accuracy than the previous first-order techniques, even though occasional
convergence problems shift the mean values in Figure 3.5. The Newton-based
trust region method using the approximated Hessian from Section 3.5.3 shows
very bad accuracy, hence we will not discuss this method any further.
The Riemannian BFGS line-search method on the other hand displays an
accuracy similar to the first-order methods, which steadily deteriorates as the
condition number of the matrices increases. In general, we notice that the
optimization methods, which use the Armijo line search technique to determine
the step size, stop when the norm of the gradient is of the order of the square
root of machine precision. This is caused by the use of the squared norm of
the gradient in the Armijo condition, and can be resolved by switching to a
different method to choose the step size, e. g., a fixed step size.
Overall, we again notice a slightly better accuracy for the techniques
corresponding to the Riemannian inner product (3.3).
Computational speed To test the speed of the algorithms, the number of
matrices in the mean is varied in Figure 3.6 (where we fix the size to 10× 10
matrices) as well as the size of the matrices in Figure 3.7(a) (when taking 5
matrices). Figure 3.6 once more displays the advantages of the Riemannian inner
product, resulting in fewer iterations (Figure 3.6(a)) and a lower computational
time (Figure 3.6(b)), even though its corresponding geometric constructions,
such as the gradient and Hessian, will in general be more expensive to compute.
The advantage of the smaller amount of iterations when using the Riemannian
inner product can be seen when comparing the computational time of the two
resulting Newton-based trust region methods (Figure 3.6(b): TR-SPD and TR-
SYMM). In fact, the Newton-based trust region method using the exact Hessian
corresponding to the Riemannian inner product (TR-SPD) gives good results,
approaching the computational time of the first-order methods. Although not
indicated in the figures, an even faster computational speed can be obtained
for the Newton-based trust region method with the Hessian by decomposition
(Section 3.5.2) by using the efficient implementation of Rentmeesters [108] (the
method TR-DECOMP in the figures refers to our own implementation of this
technique). As indicated by Rentmeesters and Absil [109], this algorithm is
faster than the first-order optimization methods for small matrices, but will lose
its computational advantage as the size of the matrices increases. Consequently,
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Figure 3.5: Comparison of the accuracy of the Karcher mean using various
Newton-based trust region methods and the Riemannian BFGS line-search
algorithm. In the legends, we first indicate whether the Newton-based trust
region (TR) or Riemannian BFGS (RBFGS) technique is used, next, which
of the inner products (3.3) (SPD) or (3.4) (SYMM) is used and finally an
extra term if a non-standard method was used (DECOMP for the technique
in Section 3.5.2 and APPROX for those in Section 3.5.3). The mean of the
samples is in both figures indicated by the connecting lines.
the gradient descent method again becomes computationally more efficient for
larger matrices, as also observed and concluded in our experiments.
Another remarkable result in Figure 3.6(b) is the performance of the Riemannian
BFGS line-search method, which displays a lower computational time than the
steepest descent algorithm. We do note that this test is performed for a varying
number of 10× 10 matrices, and as the size of the matrices starts to increase,
the Riemannian BFGS line-search method, as well as the other superlinear
techniques, are outperformed by the steepest descent and conjugate gradient
algorithm (see Figure 3.7(a)).
Figure 3.7(b) shows the evolution of the gradient for all algorithms based on
the Riemannian inner product. The quadratic convergence of the Newton-based
trust region algorithm is clearly visible, as well as a superlinear convergence for
the Riemannian BFGS line-search method. The steepest descent and conjugate
gradient algorithms display very similar (linear) convergence since the problem
is well-conditioned, eliminating the need for the conjugate gradient technique
to be activated. Finally, the Newton-based trust region algorithm using the
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Figure 3.6: Comparison of all the discussed optimization algorithms for a varying
number of 10 × 10 matrices. In the legends, the abbreviations SD (Steepest
Descent), TR (Newton-based Trust Region) and RBFGS (Riemannian BFGS)
are used to denote the applied technique, after which the inner product is
indicated with SPD (3.3) or SYMM (3.4). For TR the suffix DECOMP is
added to indicate the technique in Section 3.5.2.
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approximated Hessian (Section 3.5.3) has lost all quadratic convergence and
displays an even slower convergence than the steepest descent method.
3.6 Performance of the approximate means
As mentioned, we resume our analysis of the algorithms proposed in Section 2.5
as approximations to the matrix geometric mean.
We discuss their accuracy in terms of proximity to the Karcher mean. Afterwards,
we examine their usefulness as an initial guess for the Riemannian optimization
algorithms previously discussed for the Karcher mean. As a comparison, we
also consider some standard initializers of the optimization algorithms, namely
the arithmetic, harmonic and CHEAP mean [28].
3.6.1 Distance to the Karcher mean
When comparing the Circular mean (Algorithm 2.5.3) and HA mean (Algorithm
2.5.5), both in their fixed order and randomized order versions, we notice nearly
identical proximity to the Karcher mean for all four algorithms. Figure 3.8
displays these results for the two versions of the HA mean. Their proximity to
the Karcher mean decreases only slightly as the conditioning of the matrices
deteriorates.
Combining this with the analysis of the computational cost of the four algorithms
(Section 2.5.3), we conclude that the randomized version of the HA mean is
most suited as an approximation to the Karcher mean.
In Section 2.4.1, we already mentioned that the log-Euclidean mean is located
far from the small cluster of planar approaches to a geometric mean. As can be
seen in Figure 3.8, the same holds true when comparing the log-Euclidean to
the Karcher mean.
The inductive mean exhibits a similar proximity to the Karcher mean as the HA
mean for well-conditioned matrices. However, as the condition of the matrices
becomes worse, its proximity deteriorates slightly faster than that of the HA
mean.
Concerning the crude guess from Algorithm 2.5.2, its expected bad proximity
to the Karcher mean can be observed in Figure 3.8.
In Figure 3.9, we display the location of the various approximations with respect
to the original matrices for a simple example of three 2× 2 PD matrices. We
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Figure 3.7: Comparison of all the discussed algorithms for the Riemannian
inner product (3.3). In the legends, the abbreviations SD (Steepest Descent),
CG (Conjugate Gradient), TR (Newton-based Trust Region) and RBFGS
(Riemannian BFGS) are used to denote the applied technique. For TR the
suffix DECOMP or APPROX is added to indicate the techniques in Section
3.5.2 and 3.5.3 respectively.
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Figure 3.8: Relative distance of the approximate means to the Karcher mean for
a varying condition number of the given matrices. The figure displays only an
average of such distances to avoid clutter. In the legend, Inductive indicates
the inductive mean (2.8), Log-Eucl the log-Euclidean mean (2.7), crude the
mean in Algorithm 2.5.2, and HA the mean of Algorithm 2.5.5, both for fixed
order and randomized order.
have added the geodesics, the lines of shortest distance in the Riemannian space,
between these original matrices to demonstrate the Riemannian curvature of the
manifold. As can be seen, the various means appear very close to the Karcher
mean in this simple example of well-conditioned matrices.
3.6.2 Initial guesses for the Karcher mean algorithm
After analyzing the various proposed means in terms of performance, we now
test their appropriateness as an initial guess to the conjugate gradient (CG)
algorithm for computing the Karcher mean. In Table 3.1, the average number
of iterations the CG algorithm requires until convergence is shown for well-
conditioned and ill-conditioned matrices. These results are rounded averages of
a number of repetitions of the test.
After inspecting the table, we can see that in general both the CHEAP mean and
the two fixed order means (Circular and HA) result in a low number of iterations.
The inductive and log-Euclidean mean also serve as a good initial guess for the
Karcher mean. On the other hand, the arithmetic mean, the harmonic mean,
and the crude guess appear to give the worst results, and are therefore least
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Figure 3.9: Representation in 3D space of three 2×2 PD matrices using the two
diagonal elements and the off-diagonal element. The curved triangle represents
the geodesics, the lines of shortest distance, between the three matrices, which
are the vertices.
suited as an initial guess. If we look at the ill-conditioned matrices separately,
we also notice that the HA mean (Algorithm 2.5.5) performs especially well,
both with fixed order and randomized graph.
3.7 Geometric kernel data fusion
Throughout our discussion of the Karcher mean of PD matrices and its various
approximations and related means, it has become apparent that the topic
of geometric means is theoretically very appealing. In this section, however,
we turn our attention towards an application in bioinformatics, where the
classification of protein folds is improved by fusing multiple data features in a
geometrically inspired manner.
We present an introduction to the application and indicate how the geometric
mean is introduced into this context. For full technical details, we refer to
Zakeri et al. [134].
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Table 3.1: Number of iterations required for the conjugate gradient algorithm
for the Karcher mean to converge, using the specified approximation as an
initial guess (averaged over some repetitions). The condition number indicates
the conditioning of the matrices averaged by the mean.
Condition number 1e1 1e8
Inductive 15 16
Circular, fixed 15 14
Circular, random 15 15
Crude guess 18 17
HA, fixed 14 11
HA, random 16 13
log-Euclidean 14 15
Arithmetic mean 19 16
Harmonic mean 21 17
CHEAP mean 15 16
3.7.1 Protein fold classification
Knowledge on the tertiary, or 3-dimensional, structure of proteins can provide
information on a number of their properties, such as the biological function of
the proteins and protein-protein interaction. Hence, determining this structure
is among the essential objectives in molecular biology, cell biology, proteomics,
and bioinformatics.
While recent developments in genome sequencing projects have greatly increased
the number of protein coding sequences, the identification of the 3-dimensional
structure of proteins is still expensive and time-consuming. Instead, a taxonomic
approach is considered which classifies the proteins based on some available
information on the folds in their 3-dimensional structure, where the number of
these protein domain folds are assumed to be restricted [50, 96].
In practice, information on protein folds can be obtained through various
representative models of protein features from separate data sources, such as
primary structural information [39, 49, 132], local pairwise sequence alignment-
based feature spaces [42], physicochemical properties of constituent amino acids
[49, 90], and sequence evolution information [39]. As these features arise from
different research fields, the resulting data is of a heterogeneous nature. A
popular approach is therefore to represent the various data sources using kernel
matrices, after which kernel-based data fusion can be applied. Since these kernel
74 THE KARCHER MEAN AND RIEMANNIAN OPTIMIZATION ON POSITIVE DEFINITE MATRICES
matrices are PD by construction, we exploit this property by fusing the kernels
using the Karcher mean or one of its approximations. Finally, a one-against-
others support vector machine (SVM) classifier is trained and applied on the
fused data.
3.7.2 Kernel construction
As a first step of the protein fold recognition, we need to construct the kernels
corresponding to the separate protein features.
Suppose we are considering n proteins p1, . . . , pn and some protein feature f .
This protein feature can be measured for each of the proteins, resulting in
the samples f1, . . . , fn. The construction of the corresponding kernel matrix
is performed using a radial basis function (RBF) kernel function. A simple
example of a Gaussian RBF kernel for the samples f1, . . . , fn is given by the
matrix PD K with entries
Ki,j = exp
(
−‖fi − fj‖
2
2σ2
)
,
where ‖ ·‖ is an appropriate norm corresponding to the data type of the samples,
such as scalars or vectors, and σ a free parameter.
In practice, however, multiple measurements fi,1, . . . , fi,m, i = 1, . . . , n, are
performed on all proteins, where the number of measurements can differ
according to the protein feature f . Afterwards, the kernel matrices are
constructed using a more advanced RBF kernel function, which is defined
for any number m of repeated measurements and again results in a PD matrix.
In the end, the kernel matrices can be seen as a non-linear extension of
covariance/correlation matrices and encode the similarity between the proteins
based on a specific protein feature. In general, we can think of a kernel matrix
as follows,
p1 p2 · · · pn
p1
p2
...
pn
PD matrix
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where the (i, j)-th element in the matrix represents the similarity between
proteins pi and pj based on some protein feature f .
3.7.3 Geometric kernel fusion
Classically, kernel fusion is performed by combining the kernel matrices in
a weighted arithmetic mean. Several involved convex optimization-based
approaches exist which try to optimize the kernel weights based on different
optimization criteria [10, 78, 79, 106, 115, 116]. These weights have the intuitive
interpretation of representing the importance of the corresponding kernels and
the information they hold. However, such linear convex combinations often fail
to capture all information for kernels containing complementary, non-redundant
information.
Moreover, a desirable property emerges when the kernel matrices are considered
as an extension of the covariance matrices of Gaussian distributions. The inverse
of such a covariance matrix K is referred to as a precision matrix P , which
encodes the independence relations between the variables (or samples) in the
form of partial correlations. We now denote by G a geometric mean, which
satisfies the property of invariance under inversion, and K = G(K1,K2), with
K1 and K2 covariance matrices. The precision matrices corresponding to K1
and K2 are denoted by P1 and P2, with P = G(P1, P2). Then it follows that
P = G(P1, P2) = G(K−11 ,K−12 ) = K−1.
Hence, computing the mean of the covariance matrices is equivalent to
the computation of the mean of the precision matrices, a duality which is
geometrically and computationally appealing.
Now, since we are working with PD kernels for which invariance under inversion
is an intuitively appealing property of the averaging process, we consider
performing the kernel fusion using a geometric mean instead of a linear
combination of the kernels. Specifically, we fuse the kernels using the Karcher
mean, the log-Euclidean mean (2.7), and the randomized version of the HA
mean (Algorithm 2.5.5) as an approximation. Some other means and methods
were also considered as a comparison.
3.7.4 Improving the state-of-the-art kernel fusion methods
Once the kernels of the separate data feature sources have been combined using
some fusion method, e. g., the Karcher mean, the fused data can be used to train
an SVM classifier of the type “one-against-others”, or “one-vs-the-rest”. Such
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Table 3.2: Performance of some protein fold classifiers based on different methods
for kernel fusion.
Kernel fusion Performance (%)
Arithmetic mean 60.57
Harmonic mean 65.80
MKLdiv-dc [133] 75.19
HPFP [90] 74.21
Karcher mean 86.16
randomized HA mean 86.68
log-Euclidean mean 81.72
a classifier relies on the assumption of a restricted number of protein domain
folds, since it trains a partial classifier for each possible protein structure, or
class, using examples of the specified protein structure as positive samples and
all other as negative ones. After the training phase, the overall classifier can be
applied to new data, where the partial classifiers will return a probability of
class membership, leading to the protein structure of highest probability.
To test the performance of the new kernel fusion methods, we also consider
some approaches which perform kernel fusion using weighted arithmetic means.
The process of finding appropriate weights from training data and taking the
weighted mean is also referred to as multiple kernel learning (MKL).
The resulting classifiers are trained and tested using the well-established SCOP
(Structural Classification of Proteins) benchmark dataset [96]. We focus on
combining 26 RBF kernels, corresponding to 26 protein features. First, the
fusion is performed on a training set containing 311 proteins, which corresponds
to combining 26 PD matrices of size 311. Next, the result of this fusion is used
to train a one-against-others SVM classifier. Finally, we fuse the 26 kernel
matrices corresponding to the 383 proteins in the test set, and apply the SVM
classifier to the result. In Table 3.2, we present the performance of some of the
most promising predictors (MKLdiv-dc [133], HPFP [90]) and some predictors
based on recognizable fusion methods (arithmetic mean, harmonic mean), along
with the results of the new geometric kernel fusion methods. Performance is
indicated by the percentage of correct protein fold classification on the test
dataset.
Using one of the geometrically inspired means, we notice an improved protein
fold recognition on the test set, with highest performance for the randomized HA
mean (Algorithm 2.5.5) where we have 86.7% correct classification. Moreover,
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the randomized HA mean has a low computational cost, resulting in a method
for protein fold classification which is both performant and efficient.
Our initial intention in this application was the recognition of the structure or
folds of a protein in order to obtain information on their biological function
and other properties. However, some (parts of) protein sequences can already
be associated with clear functional descriptions. Incorporating the known
functional information of these protein sequences into the model allows us to
further identify the possible function and structure of other protein sequences.
Doing so yields an increased 89.3% correct classification on the test set.
3.8 Conclusions
In this chapter, we have discussed the Karcher mean, one of the main instances
of the matrix geometric mean with an appealing analogy to the arithmetic mean.
As a consequence, it is widely considered as the most natural generalization of
the geometric mean. Various optimization algorithms, both first- and second-
order techniques, were presented for its computation. The convergence of these
algorithms was not discussed explicitly, as it is examined more generally by Absil
et al. [1]. For the first-order optimization techniques, the linear convergence
can easily be verified using Corollary 4.3.2 and Theorems 4.4.1 and 4.4.2 in
Absil et al. [1] and exploiting the convexity of the problem. The superlinear
convergence of the second-order optimization methods, although predicted by
the experiments, is theoretically not so easily guaranteed. The convergence
of the Riemannian BFGS line-search method was considered by Gallivan, Qi,
and Absil [60], where a Riemannian version of the Dennis-Moré condition [46]
was derived. For the Newton-based trust region methods, a local and global
convergence analysis was performed by Absil et al. [1].
We noticed that while the second-order techniques required less iterations, the
computational cost associated with each of these iterations was higher than
that of the first-order algorithms, which in general nullified the advantage of
superlinear convergence. Hence we conclude that for the current algorithms on
the manifold Pn, it is more advantageous to work with first-order optimization
techniques when the size of the matrices increases.
It could be possible to produce more efficient second-order optimization
algorithms if we were to reduce our search space, meaning the manifold of
interest, to a certain subset of which the structure can be further exploited.
For example, the geometry of the manifold of larger matrices of fixed, low rank
has already been extensively researched [32, 122, 123], and can be used in the
Riemannian optimization techniques presented in this chapter.
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Concerning the approximate means, especially the Circular and HA means, we
noticed that a randomization of the matrix order in every iteration provides a
significant speed-up of convergence, while maintaining proximity to the Karcher
mean. Considering proximity to the Karcher mean, computational speed, and
appropriateness as an initial guess to the Karcher mean optimization problem,
the inductive mean and the randomized version of the HA mean appear to
provide optimal results.
Chapter 4
The geometric mean of
structured matrices
In the previous chapter, we discussed the Karcher mean of positive definite
matrices, which is considered as a most natural generalization of the matrix
geometric mean. While this mean returns a positive definite matrix, any
additional structure present in the matrices will be ignored by the optimization
algorithms and will be destroyed in general.
In this chapter, we present an adaptation of the Karcher mean which accounts
for additional structure. After a theoretical exploration of this structured mean,
we develop and analyze some algorithms for its computation.
The content of this chapter was published as a part of
Bini, D., Iannazzo, B., Jeuris, B., and Vandebril, R. Geometric
means of structured matrices. BIT Numerical Mathematics 54, 1 (2014),
pp. 55–83.
4.1 Introduction
The wish to generalize the concept of the geometric mean to positive definite
(PD) matrices and, on the other hand, the need to average quantities expressed
by PD matrices in certain applications have led to the definition and the study
of the Karcher mean [21, 22, 93]. This mean and its accompanying geometry
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have been extensively discussed in the previous chapter. If not mentioned, we
will assume throughout this chapter that the manifold of PD matrices Pn is
endowed with its natural inner product (3.3), along with the corresponding
intrinsic distance. For convenience, we recall these here,
〈ξX , ηX〉X = tr(ξXX−1ηXX−1),
δ(X,Y ) =
∥∥∥log(X−1/2Y X−1/2)∥∥∥
F
, (4.1)
with X,Y ∈ Pn, ξX , ηX ∈ TXPn.
An important feature of the Karcher mean is that it possesses all the properties
desired by a geometric mean, like the ten axioms summarized in the ALM list
[6]. For this reason, it is a viable tool in applications requiring some of these
properties [19, 94]. For instance, a geometric mean should be permutation
invariant, monotone, joint concave, and should satisfy the arithmetic-geometric-
harmonic inequality (see Section 2.2 for the precise statements of the properties).
In particular, one of the most characteristic properties of a geometric mean is
its invariance under inversion:
G(A−11 , . . . , A−1k ) = G(A1, . . . , Ak)
−1. (4.2)
In certain applications, however, besides the positive definiteness, the data
matrices have some further structure in the sense that they belong to some
special subset S, say a linear space. For instance, in the design and analysis
of certain radar systems, the matrices to be averaged are correlation matrices,
which are PD Toeplitz matrices or are PD Toeplitz block matrices with Toeplitz
blocks [12, 14, 15, 81, 130]. In these cases, one would like the geometric mean
to belong to the same class S as the data. Unfortunately, the Karcher mean
does not preserve many structures, in particular the Karcher mean of Toeplitz
and/or band matrices is typically not of Toeplitz and/or band form anymore,
as illustrated by the following simple example.
Example 4.1. Let S be the set of tridiagonal Toeplitz matrices and choose
A1, A2 ∈ S, where A1 = I (the identity matrix) and A2 = tridiag(1, 2, 1) (the
matrix with 2’s on the main, and 1’s appearing on sub- and superdiagonals).
We have A1A2 = A2A1, thus the Karcher mean equals (A1A2)1/2. For n = 3,
we get
(A1A2)1/2 =
√
2
4

√
2 +
√
2 + 2
√
2
√
2−√2
√
2 +
√
2− 2√
2
√
2−√2
√
2 +
√
2
√
2
√
2−√2√
2 +
√
2− 2 √2
√
2−√2
√
2 +
√
2 + 2

which is neither tridiagonal nor Toeplitz.
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In this chapter we introduce the concept of a structured geometric mean of PD
matrices in such a way that if A1, . . . , Ak ∈ S, their mean also belongs to S.
Given a subset S of Pn and matrices A1, . . . , Ak ∈ S, we say that Ĝ ∈ S is a
structured geometric mean with respect to S of A1, . . . , Ak if the Karcher cost
function f(X;A1, . . . , Ak) (3.1) takes its minimum value over S at Ĝ. However,
for a general subset S, this minimizer is not necessarily unique anymore. The
set of all structured geometric means of A1, . . . , Ak (all minimizers of f) with
respect to S is denoted by GS = GS(A1, . . . , Ak).
We show that if S is closed (and nonempty) then GS is nonempty and the
matrices Ĝ ∈ GS satisfy most of the ALM axioms in a suitably adjusted form.
For instance, the invariance under inversion property (4.2) turns into
GS(A1, . . . , Ak) = GS−1
(
A−11 , . . . , A
−1
k
)−1
,
where for a set U ⊆ Pn we denote U−1 = {X−1 : X ∈ U}. That is, the inverse
of any structured geometric mean of the matrices A1, . . . , Ak ∈ S with respect
to S coincides with a structured mean of the inverses A−11 , . . . , A−1k with respect
to the set S−1 where these inverses reside.
Moreover, we show that, in many interesting cases, structured geometric means
can be characterized in terms of the PD solutions of a suitable vector equation
and we provide algorithms for their computation.
The chapter is organized as follows. In Section 4.2 the Karcher cost function
is examined with special focus on the existence of the minimizer over a closed
set. The structured matrix mean itself is the subject of study in Section 4.3,
where the theoretical properties it should satisfy are examined. Section 4.4
proposes two algorithms for computing a structured mean Ĝ in a linear space
together with their convergence analysis. For one algorithm, it is shown that the
convergence speed is independent of the condition numbers of the given matrices
Ai and is faster when the condition numbers of the matrices A−1/2i ĜA
−1/2
i are
smaller, for i = 1, . . . , k. Because of its nature and its convergence properties,
this algorithm can be viewed as the natural extension to the structured case
of the Richardson-like algorithm for the computation of the Karcher mean,
introduced and analyzed by Bini and Iannazzo [27]. Section 4.5 shows numerical
experiments related to accuracy and speed for computing the structured matrix
mean.
Here we introduce (and recall) some basic notation and properties that will be
used in the rest of the chapter. Given a matrix A, we define λ(A) the spectrum
of A, that is, the set of all the eigenvalues of A, and ρ(A) = maxλ∈λ(A) |λ|
the spectral radius of A. By AH we denote the conjugate transpose of A.
Moreover we denote by ‖A‖F := (tr(AHA))1/2 = (
∑
i,j |aij |2)1/2 the Euclidean
(Frobenius) norm of A, and ‖A‖2 = ρ(AHA)1/2 is the spectral norm. Given a
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matrix A ∈ Rn×n (or Cn×n), the vec-operator is used to build vec(A) ∈ Rn2
(or Cn2), a long vector obtained by stacking the columns of A. Finally, in
our analysis, we use the interaction between the vec-operator and the classical
Kronecker product, given by vec(ABC) = (CT ⊗A) vec(B).
4.2 Existence of structured geometric means
In this section, we recall the geodesic convexity of the Karcher cost function
(3.1), which was a key ingredient in the proof of its uniqueness. Afterwards, the
existence of the structured geometric mean is proven, followed by an example
which displays the important influence of geodesical convexity on the uniqueness
of the structured mean.
4.2.1 Uniqueness of the Karcher mean for PD matrices and
geodesical convexity
As we recall, the Riemannian geometry on Pn given by the inner product (3.3)
turns out to be complete and every two PD matrices X and Y can be connected
by a unique geodesic [21, 82]. The midpoint X#1/2Y (2.4) of this geodesic
coincides with the geometric mean of the two matrices [68, 82].
Previously (Section 3.2), we discussed two approaches to prove the existence of
a unique minimizer of the Karcher cost function f(X;A1, . . . , Ak) (3.1) over Pn,
with A1, . . . , Ak ∈ Pn. One proof was obtained using the fact that Pn, with the
inner product (3.3), forms a Cartan-Hadamard manifold [36, 80, 82, 85], which
is a Riemannian manifold, complete, simply connected and with non-positive
sectional curvature everywhere. On such a Cartan-Hadamard manifold the
Karcher mean1 exists and is unique [37, 76, 80]. A second proof was based on
the strict geodesical convexity of the cost function f , which for any two different
matrices X,Y ∈ Pn is defined by
f(X#tY ) < (1− t)f(X) + tf(Y ), 0 < t < 1. (4.3)
For the function f(X) = f(X;A) (corresponding to k = 1 in (3.1)), this property
follows from Bhatia [21, Exercise 6.1.13], where it is stated that this function is
strictly geodesically convex. The case k > 1 is obtained by summing up the k
inequalities obtained by applying (4.3) to the functions f(X) = f(X;Ai), for
i = 1, . . . , k, respectively.
1The Karcher mean corresponds to the center-of-mass as it is referred to in [74, 76, 80].
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The notion of geodesical convexity in Pn is different from the customary
convexity in the Euclidean space where one requires that
f((1− t)X + tY ) ≤ (1− t)f(X) + tf(Y ), 0 ≤ t ≤ 1.
In fact, the Karcher cost function f is not convex in the traditional sense as
the following example shows.
Example 4.2. Consider the set made of the unique matrix A = 1, and x, y ∈
R++ = P1. We have f(x) = δ2(x,A) = log2(x) which is not convex. On the
other hand the function log2(x) is strictly geodesically convex and this can be
shown by an elementary argument: in fact, it is continuous and for t = 1/2, we
can show
δ2(√xy, 1) = log2(√xy) = 14
(
log2 x+ log2 y + 2 log x log y
)
= 12
(
log2 x+ log2 y
)− 14 (log x− log y)2
<
1
2
(
log2 x+ log2 y
)
= 12
(
δ2(x, 1) + δ2(y, 1)
)
,
which proves the scalar version of (4.3) at t = 1/2. By iteratively proving the
inequality at the midpoints of the resulting intervals (e. g., t = 1/4 or t = 3/4
as the first next step) and using a continuity argument, the strict geodesical
convexity can be shown on 0 < t < 1.
Since f is strictly geodesically convex, it can be proved that it has a unique
minimizer over any closed, geodesically convex subset S of Pn, where we say
that a subset S ⊆ Pn is geodesically convex if for any X,Y ∈ S, the entire
geodesic X#tY , t ∈ [0, 1] belongs to S. Indeed, if X1 and X2 were two different
matrices in S where f takes its minimum, then from (4.3) it would follow
that f(X1#tX2) < f(X1) = f(X2) for any 0 < t < 1 which contradicts the
assumption.
4.2.2 Existence of structured geometric means on a closed
set
For a generic closed subset U of Pn, which is not necessarily geodesically convex,
we can prove the existence of a minimum by using the fact that our cost function
f(X) is continuous.
Theorem 4.3. Let U ⊆ Pn be a closed subset. Then for any A1, . . . , Ak ∈ Pn
the function f(X) = f(X;A1, . . . , Ak) has a minimum in U .
84 THE GEOMETRIC MEAN OF STRUCTURED MATRICES
Proof. Consider the distance measures δ(X,Y ), given in (2.3) (and recalled in
Section 4.1), and d(X,Y ) (the Thompson metric [119]), given by
d(X,Y ) =
∥∥∥log(Y −1/2XY −1/2)∥∥∥
2
. (4.4)
From the inequality between the Frobenius and the spectral norm, we have
d(X,Y ) ≤ δ(X,Y ) ≤ √nd(X,Y )
for all X,Y ∈ Pn. We also define the order interval [X,Y ] as
[X,Y ] = {Z ∈ Pn : X ≤ Z ≤ Y } ,
for all X,Y ∈ Pn with X ≤ Y [61]. The order interval [e−rX, erX] turns out
to be the closed ball of radius r > 0 around X with respect to the Thompson
metric, thus the order interval [e−rI, erI] is a compact subset of Pn.
Next, consider the set Qt = {X ∈ Pn : f(X) ≤ t}. Because of the continuity of
f , each Qt is closed in Pn. The definition of f also guarantees the boundedness
of Qt for each t with respect to the Riemannian metric δ. Since we have the
above inequality of the distance measures, this implies that each Qt is also
bounded with respect to the Thompson metric. Hence it is possible to find
some r such that Qt is contained in the closed ball of radius r around I with
respect to the Thompson metric, that is Qt ⊂ [e−rI, erI]. Since Qt is now a
closed subset of a compact set (in Pn), it is also compact in Pn.
Finally, define Bt = Qt ∩ U , which is again a compact subset in Pn as it is the
intersection of a compact and a closed set. The collection of all nonempty Bt is
a descending family of nonempty, compact subsets of Pn, which has a nonempty
intersection. The elements in this intersection are the minimizers of f in U .
In general, uniqueness of the point where f(X) takes its minimum cannot be
guaranteed. For instance, if both A and A−1 belong to U while I = A#1/2A−1
does not (hence the set is not geodesically convex), then the function f1(X) :=
δ2(X,A) + δ2(X,A−1) reaches its minimum at a point Ĝ 6= I ∈ U . Clearly,
f1(Ĝ−1) = f1(Ĝ) and if Ĝ−1 6= Ĝ belongs to U , then we have at least two
distinct points of minimum. A more concrete example is the following.
Example 4.4. Consider the 2 × 2 matrices A = I and B =
[
a 0
0 a−1
]
,
where a > 1. Define the segment U = {G(t) = A+ t(B −A), t ∈ [0, 1]},
which is closed and convex, but not geodesically convex. The function f(t) =
δ2(G(t), A) + δ2(G(t), B) takes the form f(t) = log2((1− t)/a+ t) + log2(a(1−
A THEORETICAL EXPLORATION OF THE STRUCTURED GEOMETRIC MEAN 85
t) + t) + log2((1− t) + t/a) + log2((1− t) + at) and is symmetric with respect
to t = 1/2. For a = 200 the function has the graph shown in Figure 4.1 with
a local maximum at t = 1/2 and two global minima close to the edges of the
segment.
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Figure 4.1: Graph of f(t) = δ2(G(t), A) + δ2(G(t), B) for G(t) = A+ t(B −A)
with A = I and B = diag(200, 1/200).
4.3 A theoretical exploration of the structured
geometric mean
In this section we discuss the relation between the structured and generic
geometric mean, together with the adaptation of the generic properties to the
structured setting. Afterwards, we derive a vector equation for the structured
mean, which will serve as the foundation for the algorithms in the next section.
For convenience of notations and parametrizations, we will restrict our attention
to the real case in the remainder of this chapter, hence the set Pn stands for the
manifold of real PD matrices whose tangent space is the set of real, symmetric
matrices Hn. However, the results naturally generalize to the set of Hermitian
PD matrices.
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4.3.1 The geometric and structured geometric mean relation
The properties shown in Section 4.2 imply that a structured geometric mean
with respect to U , as defined in Section 4.1, always exists for any closed
subset U of Pn. In particular, this holds in the cases where U = S ∩ Pn, for
any vector space S, and also for U−1 := S−1 ∩ Pn, where we define S−1 ={
X−1
∣∣ X ∈ S,detX 6= 0}. This captures a wide class of interesting structures
emerging in applications, e. g., Toeplitz and band matrices, as well as their
inverses.
More general structures are given in terms of a parametrization σ(t) : V → Rn×n,
with σ a differentiable function defined in the open subset V ⊆ Rq, which we will
refer to as the parameter space. The set T = σ(V) is the structure determined
by σ. If σ is linear and V = Rq, then T is a linear space. Examples of
sets T of interest which generally do not form a linear space are the set of
matrices with a given displacement rank [26], the set of semiseparable [120],
and quasiseparable matrices [51]. For an n× n symmetric Toeplitz matrix, a
possible parametrization is given by
σ(t) = σ
(
(t0, t1, . . . , tn−1)
)
=

t0 t1 . . . tn−1
t1 t0
. . .
...
...
. . .
. . . t1
tn−1 . . . t1 t0
 . (4.5)
For a band matrix, we can, e. g., just store the nonzero-elements in a long vector
and map them onto their exact locations. In the following, given a closed set T
we let U = T ∩ Pn.
In Example 4.4 we illustrated that the minimum of the cost function restricted
to a closed subset U ⊆ Pn is not necessarily unique. For this reason, we
consider the structured geometric mean GU = GU (A1, . . . , Ak) of A1, . . . , Ak ∈
U as the set of matrices in U where the function f(X) attains its minimum.
Formally speaking, for A1, . . . , Ak ∈ U , let ĝ ∈ Rq be such that Ĝ = σ(ĝ) ∈
GU (A1, . . . , Ak), then
f(σ(ĝ);A1, . . . , Ak) = min
t∈σ−1(U)
f(σ(t);A1, . . . , Ak).
Since U ⊆ Pn, the minimum over Pn is less than or equal to the minimum over
U . In general it will often happen that Ĝ 6= K(A1, . . . , Ak) like in Example 4.1
(where K denotes the unstructured Karcher mean). However, if the set U is
closed and geodesically convex then
GU (A1, . . . , Ak) = K(A1, . . . , Ak),
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so the structured geometric mean coincides with the Karcher mean. An
interesting case of a geodesically convex set is given by U = T ∩ Pn, when T is
an algebra, i. e., a linear space closed under multiplication and inversion.
4.3.2 Properties of the geometric mean conveyed to the
structured mean setting
Some desired properties for a matrix geometric mean were stated by Ando,
Li and Mathias [6], and were listed in Section 2.2. These included, among
others, consistency with scalars, permutation invariance, joint homogeneity,
monotonicity, invariance under inversion, and invariance under congruence. Yet
another property naturally desired of a geometric mean, but not required in
the list of Ando, Li and Mathias, is the repetition invariance, that is, for any
set of PD matrices A1, . . . , Ak ∈ Pn,
G(A1, . . . , Ak, A1, . . . , Ak) = G(A1, . . . , Ak).
Now, we consider the properties of the structured geometric mean. Some
properties such as the permutation invariance trivially hold, while others should
be restated. In fact, in the generic case the structures we consider are neither
invariant under inversion nor under congruence. That is because if A ∈ U then
it is not necessarily true that A−1 ∈ U or SHAS ∈ U , for some invertible matrix
S.
We start with the invariance under inversion as this is one of the most
characteristic properties of the geometric mean. To this end we consider the
set T −1 = {X−1 ∣∣ X ∈ T ,detX 6= 0}, parametrized with the function σ(t)−1.
Clearly, the intersection U of T with Pn always yields invertible matrices, so
that T −1 ∩ Pn = U−1.
According to our definition, the structured geometric mean of A−11 , . . . , A−1k ∈
U−1 is given by the set GU−1(A−11 , . . . , A−1k ). For any Ĝ ∈ GU−1 , we have
Ĝ = σ(ĝ)−1 such that
f
(
σ (ĝ)−1 ;A−11 , . . . , A−1k
)
= min
t∈σ−1(U)
f
(
σ(t)−1;A−11 , . . . , A−1k
)
.
Since δ(A,B) = δ
(
A−1, B−1
)
, we get f(X;A1, . . . , Ak) = f
(
X−1;A−11 , . . . , A−1k
)
so that
f (σ(ĝ);A1, . . . , Ak) = min
t∈σ−1(U)
f (σ(t);A1, . . . , Ak)
and thus Ĝ−1 ∈ GU (A1, . . . , Ak). Since Ĝ was chosen arbitrarily, and since U
can be interchanged with U−1, we have the analogue of the invariance under
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inversion for the structured geometric mean:
GU (A1, . . . , Ak)−1 = GU−1
(
A−11 , . . . , A
−1
k
)
.
In a similar manner we can restate the invariance under congruence in a
structured style by defining, for any nonsingular S, the set US := SHUS =
{SHXS ∣∣ X ∈ U}. The invariance under congruence is then understood as
GUS (SHA1S, . . . , SHAkS) = SHGU (A1, . . . , Ak)S.
Joint homogeneity, in order to be defined, requires that the set T satisfies the
following property:
X ∈ T ⇒ αX ∈ T
for any scalar α > 0. This property clearly holds if T is a linear space or the
set formed by the inverses of the nonsingular matrices of a linear space. For
these sets, the joint homogeneity holds.
Repetition invariance holds true as well by (3.1), since
f(X;A1, . . . , Ak, A1, . . . , Ak) = 2f(X;A1, . . . , Ak),
and a scaling of the cost function does not change the location of the minimizers
over a (sub)set.
Regarding the remaining properties, we observe that the consistency with scalars
is violated, as Example 4.1 shows. Nevertheless, weaker consistency properties
hold, such as idempotency, namely GU (A,A, . . . , A) = A for each structure U
and A ∈ U .
Finally, the properties related to the ordering of PD matrices such as
monotonicity are not true as shown by the following numerical example.
Example 4.5. We consider the four Toeplitz matrices
T1 =
 1 1/2 1/21/2 1 1/2
1/2 1/2 1
 , T2 = T1,
T3 =
3/4 1/2 01/2 3/4 1/2
0 1/2 3/4
 , S =
1 0 10 1 0
1 0 1
 ,
and, using the algorithms presented in the next sections, we compute a structured
geometric mean G(ε)T +3 of the three matrices T1, T2 and T3 + εS for various ε ≥ 0,
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where T +3 is the set of 3× 3 PD Toeplitz matrices. The norm of G(ε)T +3 −G
(0)
T +3
becomes small as ε tends to 0 and we observe that G(ε)T +3 −G
(0)
T +3
is not positive
(semi)definite, while T3 + εS ≥ T3. This gives numerical evidence of the lack
of monotonicity of a structured geometric mean. Furthermore, computing
the arithmetic mean A of T1, T2 and T3, one observes also that the expected
inequality A ≥ G(0)T +3 does not hold in this case.
4.3.3 The structured mean as the solution(s) of a vector
equation
We start from the Karcher mean, which for matrices A1, . . . , Ak ∈ Pn is obtained
as the unique solution in Pn of the matrix equation
k∑
i=1
log
(
XA−1i
)
= 0. (4.6)
Equation (4.6) is obtained using the fact that f is differentiable and has a
minimum at the Karcher mean. Thus the Karcher mean satisfies the condition
grad(sym)f(X) = 0, or equivalently, grad(pd)f(X) = 0, where both gradient
expressions are given in Section 3.3.2 [74, 93].
In the general case, the restriction of f to a structure given by σ(t), t ∈ V ⊆ Rq,
is investigated. For any minimum ĝ (with corresponding σ(ĝ)) not located at
the boundary of the parameter space, the Euclidean gradient grad(f ◦ σ)(t)
(defined as in the classical, vector space setting) of the function with respect
to t must be zero, so we are interested in the solutions of the vector equation
grad(f ◦ σ)(t) = 0.
From the chain rule of derivation, we obtain
grad(f ◦ σ)(t) =
∑
i,j
∂f(σ(t))
∂σi,j
∂σi,j(t)
∂ts

s=1,...,q
= 0
which leads to the vector equation∑
i,j
(
Γ(σ(t))
)
i,j
∂σi,j(t)
∂ts
= 0, s = 1, . . . , q, (4.7)
where Γ(X) := 12 grad
(sym)f(X).
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In the case where T is a linear space, the parametrization σ(t) is linear and can
be written in matrix form as
vec(σ(t)) = Ut, U ∈ Rn2×q,
such that equation (4.7) turns into
UT vec(Γ(σ(t))) = 0, (4.8)
[
Γ(X) = X−1
k∑
i=1
log
(
XA−1i
)
.
When T denotes the set of symmetric Toeplitz matrices, the parametrization
(4.5) leads to a matrix U having orthogonal columns, with UTU = D =
diag(n, 2(n− 1), 2(n− 2), . . . , 2). In particular, for n = 3 we have
UT =
 1 0 0 0 1 0 0 0 10 1 0 1 0 1 0 1 0
0 0 1 0 0 0 1 0 0
 .
For T being the set of symmetric tridiagonal matrices the parametrization
σ(t) =

t1 tn+1
tn+1 t2 tn+2
. . .
. . .
. . .
t2n−2 tn−1 t2n−1
t2n−1 tn

also leads to a matrix U having orthogonal columns. Moreover, UTU =
diag(In, 2In−1). For n = 3, e. g., we have
UT =

1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1
0 1 0 1 0 0 0 0 0
0 0 0 0 0 1 0 1 0
 .
4.4 Algorithms for structured geometric means in
the linear case
We will give two algorithms for the computation of structured geometric means
when they are defined as solutions ĝ of a vector equation of the form (4.8), i. e.,
for linear matrix structures.
ALGORITHMS FOR STRUCTURED GEOMETRIC MEANS IN THE LINEAR CASE 91
We first provide a general definition of a class of algorithms based on a
preconditioned functional iteration, then we specialize to two algorithms
characterized by two different preconditioners. From a linear algebraic point
of view, the two algorithms are identical except for the preconditioning of
the gradient. From a differential geometric point of view, the algorithms are
derived similarly as Riemannian steepest descent methods by endowing Pn with
different geometries.
The first algorithm, provided in Section 4.4.2 is derived by relying on the
projection of the gradient with respect to the Euclidean geometry. The second
algorithm, presented in Section 4.4.3, is obtained through projection with respect
to the Riemannian inner product (3.3) on Pn described in Section 3.3.2.
4.4.1 A preconditioned functional iteration
Throughout this section we assume that A1, . . . , Ak ∈ U , where U = T ∩ Pn
and T is a linear space with a parametrization σ(t) such that vec(σ(t)) = Ut,
and D = UTU .
The structured geometric mean GU is defined as the set of minimizers of the
function f(X;A1, . . . , Ak) over U . These minimizers must be sought among the
stationary points of the function f , that is, among the solutions to the vector
equation (4.8).
Therefore, a way to design algorithms for computing structured means GU is
to apply numerical techniques to solve the vector equation (4.8). We consider a
preconditioned Richardson-like iteration constructed in the spirit of [27]. Let
V (X) be a nonsingular and sufficiently differentiable matrix function and define
tj+1 = ϕ(tj), j = 0, 1, . . . ,[
ϕ(t) = t− θS(t),
S(t) = V (σ(t))−1UT vec(Γ(σ(t))),
(4.9)
where θ is a parameter introduced to enhance convergence, V (σ(t)) is a
preconditioner and t0 is a given vector such that σ(t0) is PD. Observe that
the fixed points of ϕ(t) are the solutions of the vector equation (4.8) and, if
convergent, such a solution can be found as the limit of the sequence tj .
In the following, given a matrix function h(X), where X and h(X) are n× n
matrices, we denote by Jh(Y ) the n2 × n2 Jacobian matrix of vec(h(X)) with
respect to the variable vec(X) computed at X = Y . Similarly we denote by
Jh◦σ(tY ) the n2×q Jacobian of the composed function vec(h(σ(t))) with respect
to the variables (t1, . . . , tq) at t = tY . The function indicated by the subscript
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as well as the variable between parentheses will specify whether the derivatives
are taken w. r. t. the matrix variable X or the vector variable t.
Observe that if V (σ(t)) is chosen as the Jacobian of UT vec(Γ(σ(t))), then (4.9)
coincides with Newton’s iteration.
If tĜ is a solution of (4.8), corresponding to σ(tĜ) = Ĝ ∈ GU , and if tj is
sufficiently near to tĜ, then
tj+1 − tĜ = Jϕ(tĜ)(tj − tĜ) +O
(
‖tj − tĜ‖2
)
,
so that in order to study the local convergence of this sequence it is sufficient to
estimate the spectral radius ρ or any induced norm of Jϕ(tĜ) and determine θ
in such a way that ρ(Jϕ(tĜ)) < 1. Notice that the Jacobian of ϕ(t) at t = tĜ is
given by I−θK where K = JS(tĜ) is the Jacobian of S(t) at t = tĜ. Therefore,
if we can find a preconditioner V (t) such that K has real positive eigenvalues
with minimum and maximum eigenvalues κmin and κmax respectively, then the
choice θ = 2/(κmin +κmax) ensures local convergence and provides the minimum
spectral radius of Jϕ(tĜ) given by
ρ(Jϕ(tĜ)) =
κmax − κmin
κmax + κmin
= µ− 1
µ+ 1 < 1,
where µ = κmax/κmin. Moreover, any values κˆmin ≤ κˆmax such that κˆmin ≤
κmin ≤ κmax ≤ κˆmax can be used instead of κmin and κmax to determine a value
θˆ = 2/(κˆmin + κˆmax) which ensures convergence. Also notice that if µ is closer
to 1, the iterations in (4.9) will converge faster.
Therefore, our goal is to perform a spectral analysis of K and to find an upper
bound to the ratio µ = κmax/κmin, assuming that all the eigenvalues of K are
real positive. From the composition rule of derivatives we find that
K = V (σ(tĜ))
−1UTJΓ(Ĝ)U +
((
UT vec
(
Γ(σ(tĜ))
))T
⊗ Iq
)
JV (σ(·))−1(tĜ),
and since UT vec(Γ(σ(tĜ))) = 0, it follows that
K = V (σ(tĜ))
−1UTJΓ(Ĝ)U. (4.10)
To evaluate JΓ(Ĝ), we recall that Γ(X) =
∑k
i=1X
−1 log(XA−1i ), so that
it is sufficient to determine the formal expression of Jψ(Ĝ) for ψ(X;A) =
X−1 log(XA−1) for a generic A and then to write JΓ(Ĝ) =
∑k
i=1 Jψi(Ĝ),
where ψi(X) := ψ(X;Ai). In order to evaluate Jψ(Ĝ), we rely on the definition
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of the Fréchet derivative of a matrix function f(X) at X in the direction E,
Df(X)[E] = lim
t→0
f(X + tE)− f(X)
t
= ddtf(X + tE)
∣∣∣∣
t=0
.
In fact, the n2×n2 Jacobian matrix Jf (X) of the vector function vec ◦f ◦vec−1
at vec(X) is related to the Fréchet derivative by the equation
vec(Df(X)[E]) = Jf (X) vec(E). (4.11)
In the following, we will use a number of properties of the Fréchet derivative
of matrix functions, as well as the derivatives of some specific functions (see
Section 1.2.2). For the derivative of the exponential function we have [64, Eq.
10.17a]
Jexp(Y ) =(I ⊗ expY ) β
(
Y T ⊗ I − I ⊗ Y ) ,[
β(z) = (ez − 1)/z, β(0) = 1.
Since Jlog(X) = Jexp(Y )−1 for Y = logX, we find that
Jlog(X) =γ
(
log
(
XT
)⊗ I − I ⊗ logX) (I ⊗X−1) , (4.12)[
γ(z) = z/(ez − 1), γ(0) = 1.
We are now ready to provide an explicit expression of the Fréchet derivative of
the function ψ(X) = X−1 log
(
XA−1
)
and of the Jacobian Jψ(X).
Lemma 4.6. Let ψ(X) = X−1 log
(
XA−1
)
. Assume that A,X are PD. For
the matrix Jψ(X) such that vec (Dψ(X)[E]) = Jψ(X) vec(E) we have
Jψ(X) = −X−1 log
(
XA−1
)⊗X−1 + (A−1 ⊗X−1)γ(W )(I ⊗AX−1),[
W = log
(
XA−1
)⊗ I − I ⊗ log (XA−1) ,
γ(z) = z/(ez − 1), γ(0) = 1.
Proof. Since h(X) := log
(
XA−1
)
is the composition of h1(X) = log(X) and
h2(X) = XA−1, we get by the chain rule of differentiation
Dh(X)[E] = Dlog
(
XA−1
)
[EA−1].
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As ψ(X) is the product of g(X) = X−1 and h(X), the product rule of
differentiation gives us
Dψ(X)[E] = −X−1EX−1 log (XA−1)+X−1 Dh(X)[E].
Combining the latter two equations yields
Dψ(X)[E] = −X−1EX−1 log (XA−1)+X−1 Dlog (XA−1) [EA−1].
By (4.11) and the interaction between the vec-operator and the Kronecker
product, we find that the matrix Jψ(X) representing Dψ(X) is given by
Jψ(X) = −
(
X−1 log
(
XA−1
))T ⊗X−1 + (I ⊗X−1) Jlog (XA−1) (A−T ⊗ I) .
Replacing (4.12) in the equation above and using the fact that A = AT and
X = XT yields
Jψ(X) =− log
(
A−1X
)
X−1 ⊗X−1
+ (I ⊗X−1)γ (log (A−1X)⊗ I − I ⊗ log (XA−1)) (A−1 ⊗AX−1) .
Using the fact that W log(V )W−1 = log
(
WVW−1
)
, the first term can be
written as −X−1 log (XA−1) ⊗ X−1. The second term can be written as
(I ⊗X−1)(A−1 ⊗ I)γ (log (XA−1)⊗ I − I ⊗ log (XA−1)) (I ⊗AX−1), which
completes the proof.
Recall that Γ(X) =
∑k
i=1 ψ (X,Ai) and Ĝ−1
∑k
i=1 log(ĜA
−1
i ) = 0, for Ĝ =
σ(tĜ). Then by Lemma 4.6, we obtain the following formula for the Jacobian
JΓ(σ(tĜ)):
JΓ(Ĝ) =
(
I ⊗ Ĝ−1
)
H
(
I ⊗ Ĝ−1
)
,[
H =
∑k
i=1Hi,
Hi =
(
A−1i ⊗ I
)
γ
(
log
(
ĜA−1i
)⊗ I − I ⊗ log(ĜA−1i )) (I ⊗Ai).
Moreover, by using the properties of the Kronecker product and the relation
log(ĜA−1) = A1/2 log(A−1/2ĜA−1/2)A−1/2, we can write
Hi =
(
A
−1/2
i ⊗A1/2i
)
γ (logMi ⊗ I − I ⊗ logMi)
(
A
−1/2
i ⊗A1/2i
)
,[
Mi = A−1/2i ĜA
−1/2
i .
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From this expression it turns out that Hi is PD, and from (4.10) we find
that JS(tĜ) is the product of the matrices V (σ(tG))
−1 and the PD matrix
UT (I ⊗ Ĝ−1)∑ki=1Hi(I ⊗ Ĝ−1)U .
Thus we may conclude with the following
Theorem 4.7. The Jacobian K of the function S(t) in (4.10) at σ(tĜ) = Ĝ
is given by
K = V −1UT
(
I ⊗ Ĝ−1
)
H
(
I ⊗ Ĝ−1
)
U,
H =
∑k
i=1Hi,
Hi =
(
A
−1/2
i ⊗A1/2i
)
γ (logMi ⊗ I − I ⊗ logMi)
(
A
−1/2
i ⊗A1/2i
)
,
Mi = A−1/2i ĜA
−1/2
i ,
γ(z) = z/(ez − 1), γ(0) = 1.
Moreover, the eigenvalues of K are the solutions κ of the equation
det
(
κV − UT
(
I ⊗ Ĝ−1
)
H
(
I ⊗ Ĝ−1
)
U
)
= 0.
4.4.2 A basic preconditioner
The simplest choice for the preconditioner V (t) in (4.9) is V (t) = UTU = D.
This corresponds to projecting the gradient of the cost function f(X;A1, . . . , Ak)
onto the tangent space of the set U according to the Euclidean inner product.
The eigenvalue problem det(κI−K) = 0 turns into the generalized q-dimensional
symmetric eigenvalue problem
det
(
UT
(
κI − (I ⊗ Ĝ−1)H(I ⊗ Ĝ−1)
)
U
)
= 0.
This problem is the projection on the space spanned by the columns of U of the
problem det(νI − (I ⊗ Ĝ−1)H(I ⊗ Ĝ−1)) = 0, which has real positive solutions.
Now we recall the following result [20], valid for general PD matrices A,B,
which relates the generalized eigenvalues of the pair (A,B) to the ones of the
projected pair (UTAU,UTBU).
Lemma 4.8. Let A,B be n×n PD matrices and U an n×m matrix. Then the
generalized eigenvalues of the pair (UTAU,UTBU), which solve the equation
det
(
UT (A − κB)U) = 0, are real positive and lie in between the maximum
and minimum eigenvalues λ of the pair (A,B), which satisfy det(A− λB) = 0.
Moreover, the extreme eigenvalues λmin, λmax of the pair (A,B) are such that
αmin/βmax ≤ λmin ≤ λmax ≤ αmax/βmin, where αmin, αmax, βmin, βmax are the
minimum and maximum eigenvalues of the matrices A and B, respectively.
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Proof. The condition det(λB−A) = 0 is equivalent to det(λI−B−1/2AB−1/2) =
0, which has real positive solutions since B−1/2AB−1/2 is a PD matrix. The
remaining part of the lemma follows from the fact that maximum and minimum
eigenvalues of the larger and smaller problems coincide with maximum and
minimum value of the Rayleigh quotient xTAx/xTBx for x ∈ Rn, and for
x ∈ span(U), respectively.
A first consequence of the above lemma is that the extreme eigenvalues κmin
and κmax of K are in between the maximum and the minimum eigenvalue of
the n2-dimensional symmetric PD matrix Y = (I ⊗ Ĝ−1)H(I ⊗ Ĝ−1), so that
the ratio µ between the maximum and minimum eigenvalue of K is less than
or equal to the condition number µ(Y ) of the symmetric matrix Y . We write
Y =
∑k
i=1 Yi, where
Yi =
(
A
−1/2
i ⊗A−1/2i M−1i
)
γ (logMi ⊗ I − I ⊗ logMi)
(
A
−1/2
i ⊗M−1i A−1/2i
)
,
with Mi, i = 1, . . . , k, and γ as defined in Theorem 4.7. We can now combine
Lemma 4.8 with the property that states that the sum of the minimum
(maximum) eigenvalues of a set of matrices is smaller (larger) than the
minimum (maximum) eigenvalue of their matrix sum. Doing so, we find that
k̂min :=
∑k
i=1 λ
(i)
min ≤ κmin and k̂max :=
∑k
i=1 λ
(i)
max ≥ κmax, where λ(i)min and
λ
(i)
max are the minimum and the maximum eigenvalues of Yi.
Moreover, from Lemma 4.8 and from the expression above for Yi it follows
that λ(i)min ≥ γ(i)min/(α(i)max)2, λ(i)max ≤ γ(i)max/(α(i)min)2, where α(i)min, α(i)max are the
minimum and the maximum eigenvalues of Ai, respectively, while γ(i)min and
γ
(i)
max are the minimum and maximum eigenvalues of (I ⊗M−1i )γ(logMi ⊗ I −
I ⊗ logMi)(I ⊗M−1i ), respectively.
From the properties of the matrix function γ(·) and from the properties of the
Kronecker product we find that the eigenvalues of the latter matrix can be
given explicitly in terms of the eigenvalues ν(i)r of the matrix Mi. In fact, they
coincide with 1
(ν(i)s )2
(
log t(i)r,s
)
/
(
t
(i)
r,s − 1
)
, where t(i)r,s = ν
(i)
r
ν
(i)
s
, r, s = 1, . . . , n.
Since the function (log t)/(t− 1) is monotonically decreasing, its minimum and
maximum are
η
(i)
min =
(
logµ(i)
)
/
(
µ(i) − 1),
η(i)max = log
(
1/µ(i)
)
/
(
1/µ(i) − 1) = µ(i)(logµ(i))/(µ(i) − 1),
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for µ(i) = µ(Mi) the spectral condition number of Mi. Additionally, taking the
factor (ν(i))−2 into consideration gives
γ
(i)
min ≥ η(i)min (ν(i)max)−2,
γ(i)max ≤ η(i)max (ν(i)min)−2 ≤ µ(i)(ν(i)min)−2,
where ν(i)min and ν
(i)
max represent respectively the minimum and maximum
eigenvalue of Mi.
Therefore, we may conclude that the eigenvalues of K are bounded by κ˜min :=∑k
i=1 η
(i)
min/(ν
(i)
max α
(i)
max)2 and κ˜max :=
∑k
i=1 η
(i)
max/(ν(i)min α
(i)
min)2.
Observe that this bound gets worse when either some matrix Ai is ill-conditioned
or if some matrix A−1/2i ĜA
−1/2
i is ill-conditioned. The latter case cannot occur
if the matrices Ai do not differ much from Ĝ. However, since this bound
depends on the conditioning of the matrices Ai, the algorithm remains very
inefficient as long as some Ai is ill-conditioned. This drawback is overcome in
the next section, where we design a more effective preconditioner.
4.4.3 A preconditioner based on differential geometry
The Karcher mean for PD matrices inherits a beautiful interpretation in terms
of differential geometry, as discussed in Chapter 3. It can be considered as the
center of mass for a well chosen inner product on the manifold of PD matrices
[76, 80]. In this section, we consider two approaches inspired by this idea.
When considering a manifold optimization approach, the intersection U of
a linear space T with the manifold of PD matrices Pn can be viewed as a
Riemannian submanifold of Pn itself, which in turn is called the enveloping
space. This entails that the inner product from this enveloping space is induced
on the submanifold. An immediate consequence is that the gradient of the cost
function for the submanifold is given by the orthogonal projection (with respect
to the inner product) of the gradient for the enveloping space. Similar to the
space of symmetric matrices being the tangent space to the manifold of PD
matrices, the intersection V of the linear space T with the space of symmetric
matrices is the tangent space to U .
First consider the manifold of PD matrices endowed with the Euclidean inner
product 〈ξX , ηX〉X = tr(ξXηX), with ξX and ηX symmetric, and X a PD matrix.
Note that even though this inner product is independent of X, the subscript
notation is kept for consistency. In this case, the orthogonal projection of a
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symmetric matrix ξX onto T gives a matrix TX , with
vec(TX) = U
(
UTU
)−1
UT vec(ξX),
or vec(TX) = UtX , with
tX =
(
UTU
)−1
UT vec(ξX). (4.13)
The expression for the gradient of the Karcher cost function, corresponding to
the Euclidean inner product, is known for the manifold of PD matrices (Section
3.3.2) and is given by
grad(sym)f(X;A1, . . . , Ak) =2X−1
k∑
i=1
log
(
XA−1i
)
(4.14)
=2X−1/2
k∑
i=1
log
(
X1/2A−1i X
1/2
)
X−1/2.
The gradient naturally defines the direction of steepest ascent. Iteratively
moving in the opposite direction results in the steepest descent algorithm,
discussed in Section 3.4.1 and graphically depicted in Figure 4.2. In this figure,
the thin red lines depict the contour lines, the blue arrows the gradients, and
the green curves the retractions to the manifold. Recall from Section 3.3.3 that
a retraction is the manifold equivalent of taking a step in a given direction.
Observe that for Pn immersed in the set of symmetric matrices, the tangent
space at a point is the whole set of symmetric matrices. So one can consider the
basic retraction RX(ξX) = X + ξX for a sufficiently small symmetric matrix
ξX .
Entering now the gradient (4.14) in projection (4.13) and applying a gradient
descent method with the basic retraction RX(ξX) = X + ξX , we arrive exactly
at the previous Richardson-like algorithm for finding the fixed points of the
function ϕ (4.9).
However, since the function f to be minimized is defined through the distance
(4.1), it is more natural to consider the manifold of PD matrices endowed with
the corresponding inner product 〈ξX , ηX〉X = tr
(
ξXX
−1ηXX−1
)
, with ξX , ηX ,
and X as before. In this case, the gradient for the enveloping space is known to
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Figure 4.2: Simplified representation of the steepest descent algorithm.
be (Section 3.3.2)
grad(pd)f(X;A1, . . . , Ak) =2X
k∑
i=1
log
(
A−1i X
)
=2X1/2
k∑
i=1
log
(
X1/2A−1i X
1/2
)
X1/2.
Note the difference with (4.14) in the sign of the power of the outer X-factors
in the two bottom expressions.
The orthogonal projection TX onto the intersection V (of T and the space of
symmetric matrices) of this gradient, with respect to the Riemannian scalar
product, can be found as the solution of the equations
grad(pd)f(X) = TX + CX ,
〈CX ,KX〉X = tr
(
CXX
−1KXX−1
)
= 0, for every KX ∈ V.
Writing again vec(TX) = UtX , we find in parameter space
tX =
(
UT
(
X−1 ⊗X−1)U)−1 UT (X−1 ⊗X−1) vec(grad(pd)f(X)). (4.15)
The factor UT
(
X−1 ⊗X−1)U is recurring and is abbreviated as DX , where
the subscript refers to the intrinsic variable X. Observe that this Riemannian
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orthogonal projection can be seen as a Euclidean oblique projection where the
two bases of the subspace are the columns of U and (X−1⊗X−1)U , respectively.
Using this expression, it is possible to define another gradient descent method
where we are now searching the fixed points of the function
ϕ(t) = t− θD−1σ(t) UT
(
σ(t)−1 ⊗ σ(t)−1) vec(σ(t) k∑
i=1
log
(
A−1i σ(t)
))
. (4.16)
Relying on the interaction between the Kronecker product and the vectorization,
we find that (σ−1 ⊗ σ−1) vec(σ∑ki=1 log(A−1i σ)) = vec(∑ki=1 log(A−1i σ)σ−1).
Applying a property of the matrix logarithm we may rewrite the latter expression
as vec(σ−1
∑k
i=1 log(σA
−1
i )). This way, equation (4.16) takes the form of (4.9)
with
V (σ(t)) = UT
(
σ(t)−1 ⊗ σ(t)−1)U.
To analyze the convergence of (4.9) with this choice for V (σ(t)), we have to
analyze the eigenvalues of the Jacobian K = JS(tĜ) of S(t) in (4.9) where the
equation det(κI −K) = 0 takes the form of the following generalized eigenvalue
problem
det
(
UT
(
κ
(
Ĝ−1 ⊗ Ĝ−1)− (I ⊗ Ĝ−1)H(I ⊗ Ĝ−1))U) = 0. (4.17)
Since the two matrices in equation (4.17) are PD, and because of Lemma 4.8, the
solutions of this generalized eigenvalue problem are real positive and are located
in between the minimum and the maximum solution of the larger problem
det
(
λ
(
Ĝ−1 ⊗ Ĝ−1)− (I ⊗ Ĝ−1)H(I ⊗ Ĝ−1)) = 0,
which in turn can be rewritten as a standard eigenvalue problem
det
(
λI − (Ĝ1/2 ⊗ Ĝ−1/2)H(Ĝ1/2 ⊗ Ĝ−1/2)) = 0.
Since H =
∑k
i=1Hi, and the matrices Hi are real symmetric, the eigenvalues of
this problem are located in between the sum of the minimum and the sum of
the maximum eigenvalues of each subproblem
det
(
λI − (Ĝ1/2 ⊗ Ĝ−1/2)Hi(Ĝ1/2 ⊗ Ĝ−1/2)) = 0, (4.18)
which is equivalent to the expressions det
(
λ(Ĝ−1⊗ Ĝ)−Hi
)
= 0 and det
(
λI −
(Ĝ ⊗ I)Hi(I ⊗ Ĝ−1)
)
= 0. The matrix in the latter expression is similar to
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(
A
−1/2
i ⊗A−1/2i
)(
Ĝ⊗I)Hi(I⊗Ĝ−1)(A1/2i ⊗A1/2i ), which, using the expression
of Hi provided in Theorem 4.7, can be written as
(Mi ⊗ I) γ (logMi ⊗ I − I ⊗ logMi)
(
I ⊗M−1i
)
.
This way, the eigenvalues of (4.18) can be explicitly given in terms of the
eigenvalues ν(i)r of the matrix Mi. In fact, they coincide with the values
t
(i)
r,s
(
log t(i)r,s
)
/
(
t
(i)
r,s − 1
)
where t(i)r,s = ν
(i)
r
ν
(i)
s
, r, s = 1, . . . , n.
Since the function t(log t)/(t− 1) is monotone, we find for the minimum and
maximum solution to (4.18) the values
η
(i)
min =
(
1/µ(i)
)
log
(
1/µ(i)
)
/
(
1/µ(i) − 1) = (logµ(i))/(µ(i) − 1),
η(i)max = µ(i)
(
logµ(i)
)
/
(
µ(i) − 1),
respectively, for µ(i) = µ(Mi) the spectral condition number of Mi. Therefore,
we may conclude that the eigenvalues of K are in between
∑k
i=1 η
(i)
min and∑k
i=1 η
(i)
max. This way, we find for the optimal value of θ and for the optimal
spectral radius (as discussed in Section 4.4.1) the estimates
θ = 2∑k
i=1
µ(i)+1
µ(i)−1 logµ(i)
,
ρ =
∑k
i=1 logµ(i)∑k
i=1
µ(i)+1
µ(i)−1 logµ(i)
.
It is interesting to point out that in this case the convergence speed is related
neither to the condition number of the structured geometric mean Ĝ nor to
those of the matrices Ai but is related only to the relative distances of Ĝ from
each Ai measured by the quantities µ(i) = µ(Mi), Mi = A−1/2i ĜA
−1/2
i . The
closer they are to 1, the faster is the convergence. Therefore, if the matrices Ai
are not too far from each other, so that the quantities µ(Mi) are close to 1, the
optimal value of θ is close to 1/k and a very fast convergence is expected. This
analysis is confirmed by the numerical experiments.
4.4.4 The case of Toeplitz matrices
From the computational point of view, at each step of the iteration (4.9) we have
to compute UT vec(Γ(σ(t))) and then to solve a linear system with the matrix
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V (σ(t)). The former computation, based on (4.8), requires O(kn3) arithmetic
operations (ops), while the cost of the latter depends on the structure of V (σ(t)).
In this section we examine the case where U := T +n , the class of PD Toeplitz
matrices, and where σ(t) is the symmetric Toeplitz matrix having t as its first
column. We describe a way to make the algorithm of Section 4.4.3 more efficient
by exploiting the Toeplitz structure.
For the iteration analyzed in Section 4.4.2, V is the diagonal matrix with
diagonal entries (n, 2n− 2, ..., 2) and the cost of solving a system with matrix
V amounts to n divisions.
The iteration examined in Section 4.4.3 has a faster convergence speed but at
each step an n × n system with V (X) = UT (X−1 ⊗X−1)U must be solved,
where X is a PD Toeplitz matrix. We split the computation in two steps.
In the first, the n2 entries of V are computed, in the second step a standard
O(n3) ops linear system solver is used. Concerning the first step we discuss two
approaches.
In both approaches the inverse of the Toeplitz matrix X needs to be computed,
which can be done efficiently using the Gohberg Semencul formula [26]. Here,
vectors v1, v2, v3, and v4 are determined such that X−1 = L(v1)L(v2)T −
L(v3)L(v4)T , where L(v) is the lower triangular Toeplitz matrix whose first
column is v. From these, the n2 entries of X−1 can be found. The overall cost
is O(n2) ops.
1. As a first attempt, the entries of V are computed in a straightforward
manner using the entries of X−1:
V =

γ1,1 2γ1,2 · · · 2γ1,n
2γ1,2 2γ2,2 · · · 2γ2,n
...
...
. . .
...
2γ1,n 2γ2,n · · · 2γn,n
 ,

γ1,j =
n∑
i=1
n−j+1∑
k=1
(X−1)i,k(X−1)i,k+j−1,
γj,p =
n−j+1∑
i=1
n−p+1∑
k=1
((
X−1
)
i,k
(
X−1
)
i+j−1,k+p−1
+
(
X−1
)
i,k+p−1
(
X−1
)
i+j−1,k
)
.
The cost of this approach in terms of arithmetic operations is of the order
O(n4).
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2. In the second approach, we show that the cost of this computation
can be kept at the level of O(n3 logn) ops by combining the Gohberg
Semencul formula and the FFT. For a given i, the product vector wi =
(X−1 ⊗ X−1)Uei, where ei is the ith vector of the canonical basis, is
such that wi = vec(X−1EiX−1), with Ei being the symmetric Toeplitz
matrix whose first column is ei. Therefore, compute first the columns
of EiX−1 by performing O(n2) additions, and then multiply X−1 by
these columns, stacking the results to obtain wi. This computation is
performed in O(n2 logn) operations for each i by using the Gohberg
Semencul formula, since the multiplication of a lower triangular Toeplitz
matrix and a vector can be performed in O(n logn) operations by means
of the FFT [26]. Therefore the overall computation of this stage for
i = 1, . . . , n is O(n3 logn) ops. Finally, compute for any i the vector
UTwi at a cost of O(n2) additions.
The performance and accuracy of these methods will be compared in the next
section.
4.5 Numerical experiments
In this section, the different algorithms proposed in Sections 4.4.2 and 4.4.3
will be compared w. r. t. speed and accuracy. The numerical experiments are
confined to Toeplitz matrices, because of applicational interest in computing their
structured matrix mean [12, 14, 15, 81, 130]. These matrices are constructed
randomly, but with chosen condition number, using a Newton-type iteration
described by Chu and Golub [40] for structured (Toeplitz) inverse eigenvalue
problems. Performance, accuracy and computational distance are subjects
of the forthcoming investigations. For clarity we remind the reader that the
Richardson-iteration corresponds to a projection technique on a manifold, with
the classical Euclidean inner product. For all algorithms, the stopping criteria
are based on checking the step size determined by the Armijo line search method
[1] and on comparing two consecutive iteration points.
Despite the lack of proof that the structured geometric mean in the Toeplitz case
is unique, it is worth pointing out that our experiments did indicate this. For
any fixed set of given matrices, any initial guess, and any algorithm, we always
obtained the same structured geometric mean. This suggests the conjecture
that in the Toeplitz case there is a unique structured geometric mean.
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Performance The performance of the projection methods explained in Section
4.4 can be compared by looking at both the number of iterations the methods
require and the total amount of computational time they need.
In Figure 4.3(a), the evolution of the gradient over the iterations is displayed for
both techniques (and hence also the number of iterations). Using the projection
method introduced in Section 4.4.3 gives a faster decrease of the gradient
and results in fewer iteration steps. The number of iterations remains almost
constant for this method as the size of the matrices increases. On the other
hand, for the projection technique from Section 4.4.2, this number starts to
increase when the matrix size grows.
However, comparing expression (4.13) and (4.15), it can be seen that the second
one is computationally more expensive and hence the advantage of requiring
fewer iterations could be nullified. Therefore, Figure 4.3(b) displays the total
computational time of both methods for varying sizes of the matrices (both
approaches from Section 4.4.4 are shown). The two methods based on Section
4.4.3 maintain an advantage despite their larger computational cost per iteration.
Note that for the largest matrix size the computational time of the Euclidean
based method is no longer depicted. Because of the increasing number of
required iterations for larger matrices, the algorithm reaches the maximum
amount of iterations and fails to converge. Concerning the operation count in
Section 4.4.4, the advantage of the method based on FFT starts to appear when
the matrices become sufficiently large.
Accuracy In order to analyze the accuracy of the projection methods, they
are compared with a high precision version of the first algorithm in Section
4.4.4 using the vpa functionality of Matlab. The relative distance, based on
the intrinsic distance (4.1), between this high precision computation and the
result of the actual algorithms is shown in Figure 4.4. For small condition
numbers, the accuracy of all methods is similar in average, but as the condition
of the matrices becomes worse, the accuracy of the projection method based on
Euclidean geometry deteriorates much faster than that of the method based
on the Riemannian geometry. This indicates a lower stability of the Euclidean
based method, which even fails to converge when the condition number of the
matrices becomes significantly large. The accuracy of the two approaches in
Section 4.4.4 is similar and deteriorates steadily as the condition numbers of
the matrices increase.
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Figure 4.3: Comparison of the projection methods for Toeplitz matrices. In the
legends, SYMM indicates the method of Section 4.4.2, SPD indicates the first
approach described in Section 4.4.4, and SPD-FFT the second.
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Figure 4.4: Accuracy of the projection methods when compared to a high
precision version for three 10 × 10 matrices. The mean of the samples is
connected by a line. In the legends, SYMM indicates the method of Section
4.4.2, SPD indicates the first approach described in Section 4.4.4, and SPD-
FFT the second.
4.6 Conclusions
In this chapter we discussed an adaptation of the Karcher mean for PD matrices
to structured PD matrices. Besides a theoretical investigation and adaptation of
the desired properties of such a mean, algorithms were proposed. In the design
of the algorithms, two trajectories were put forward, one relying mostly on linear
algebra, and one based on differential geometry. A convergence analysis has
been performed showing the superiority of the algorithm based on differential
geometry. Numerical experiments compared the accuracy and speed of the
various techniques and confirmed the theoretical analysis.
Chapter 5
The Kähler mean
The previous chapter was concerned with an adaptation of the Karcher mean
of positive definite matrices which accounts for additional structure present in
the matrices. While specific attention was paid to the set of positive definite
Toeplitz matrices, the structured mean consistently emphasized the positive
definiteness of the matrices through its definition using the intrinsic distance of
Pn.
In this chapter, we start again by focusing on the set of positive definite Toeplitz
matrices. Using a transformation originating in signal processing theory, an
existing geometry and distance measure are given specifically for this set. Both
the computation and properties of the resulting barycenter are discussed.
Next, we discuss a generalization of the barycenter for the set of positive definite
Toeplitz matrices towards the set of positive definite Toeplitz-Block Block-
Toeplitz matrices, along with possible generalizations of the transformation,
geometry, and distance measure.
The results in this chapter concerning the computation of the Kähler mean of
positive definite Toeplitz matrices (Section 5.2.3 and 5.2.4) were published as
part of
Bini, D., Iannazzo, B., Jeuris, B., and Vandebril, R. Geometric
means of structured matrices. BIT Numerical Mathematics 54, 1 (2014),
pp. 55–83.
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The presentation of the supporting theory for Toeplitz matrices and the
discussion concerning Toeplitz-Block Block-Toeplitz matrices were submitted
as part of
Jeuris, B., and Vandebril, R. The Kähler mean of Block-Toeplitz
matrices with Toeplitz structured blocks. Submitted to SIAM journal on
Matrix Analysis and Applications.
5.1 Introduction
In radar theory and other signal processing applications [12, 14, 15, 81, 130],
autocorrelation matrices are very popular to represent a window of some discrete
or continuous signal.
For a signal x(k), the element at position (t1, t2) in such an autocorrelation
matrix is obtained from an averaging operation E[x(k+ t1)x(k+ t2)∗] = E[x(k+
t)x(k)∗], with t = t1 − t2 referred to as the lag. Note that E[x(k − t)x(k)∗] =
E[x(k)x(k + t)∗] = (E[x(k + t)x(k)∗])∗. Theoretically, this averaging operation
is taken over the entire signal, resulting in an infinite sum (for a discrete signal)
or integral (for a continuous signal). In practice, the sum/integral is taken over
the finite window of interest, where as many entries in the sum/integral as
possible are taken considering the lag and size of the window.
For a finite window, the resulting autocorrelation matrix will be a positive
definite (PD) Toeplitz matrix. A popular detection technique in radar theory
consists of comparing a certain window in a signal with an average of the signal
in the neighboring windows. Translated to the autocorrelation matrices, this
means that a PD Toeplitz matrix is compared with an average of its neighboring
PD Toeplitz matrices.
The previous chapter already proposed an approach to the averaging of PD
Toeplitz matrices using the structured geometric mean. The mean was obtained
by emphasizing the PD structure of the matrices in a restricted minimization
of the Karcher cost function. An alternative could be to focus on the natural
geometry of the Toeplitz matrices. But, as a vector space, the set of Toeplitz
matrices is naturally endowed with Euclidean geometry, with the arithmetic
mean as its corresponding center of mass.
On the other hand, from the applications mentioned above, a transformation of
the autocorrelation matrices based on signal processing operations can be found
[11, 13]. The transformed space can be endowed with a natural geometry and the
corresponding averaging operation shows appealing results in the applications.
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We analyze the associated barycenter and its properties in detail, obtaining a
simple expression in the real case and a fast algorithm in the complex case.
When the basic signal x(k) is replaced with a multichannel signal X(k), the
corresponding autocorrelation matrix can be constructed as a block matrix.
Specifically, we obtain a PD Block-Toeplitz (BT) matrix, which is a PD block
matrix with identical blocks along the block diagonals. In some applications,
the blocks themselves will also have the Toeplitz structure, resulting in
autocorrelation matrices which are PD Toeplitz-Block Block-Toeplitz (TBBT).
Similar to the case of PD Toeplitz matrices, an average of these generalized
matrices is required in the detection application. While this generalization has
been explored for PD BT matrices, the Toeplitz structure of the individual
blocks is lost in the existing methods. We introduce an adaptation for PD
TBBT matrices based on the natural geometry of the generalized transformed
space. Using the generalization of the transformation of the matrices, we
derive first-order optimization techniques for the computation of the associated
generalized means and analyze their properties.
This chapter is organized in the following way. In Section 5.2, the transformation
of PD Toeplitz matrices and its underlying interpretation are discussed.
Afterwards, the natural geometry of the resulting transformed space is presented,
along with the computation and properties of a barycenter in this setting. The
barycenter is referred to as the Kähler mean. Two possible generalizations
for the transformation of PD Toeplitz matrices towards PD BT matrices are
investigated in Section 5.3. Moreover, we also discuss two different distance
measures for the second generalized transformation. The generalized Kähler
means for PD BT matrices and PD TBBT matrices are presented in Section 5.4
and 5.5, respectively. If not clear from the context, we will explicitly mention
whether the generalized mean is considered w. r. t. PD BT matrices or PD
TBBT matrices. Finally, in Section 5.6 we compare the resulting algorithms in
numerical experiments.
5.1.1 Definitions and notation
We will define and recall the most important basic constructions and notations
used in this chapter.
For convenience, we restate the natural distance measure and inner product on
the set of PD matrices Pn,
δ(X,Y ) =
∥∥∥log (X−1/2Y X−1/2)∥∥∥
F
, (5.1)
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〈ξX , ηX〉X = tr
(
ξXX
−1ηXX−1
)
, (5.2)
where X,Y ∈ Pn, ξX , ηX ∈ TXPn ' Hn.
The vector space of Toeplitz matrices consists of all matrices having identical
elements along the diagonals,
Tn =


t0 t−1 · · · t−n+1
t1 t0
. . .
...
...
. . .
. . . t−1
tn−1 · · · t1 t0
 ∣∣ t−n+1, . . . , tn−1 ∈ C
 . (5.3)
The intersection of this set of Toeplitz matrices with the Hermitian matrices
Hn is given by the elements in (5.3) for which t−i = t∗i , i = 0, . . . , n− 1. The
set of PD Toeplitz matrices will be denoted as T +n := Tn ∩ Pn.
We denote by Bn,N the vector space of BT matrices, where the indices n and N
indicate that the matrices consist of n by n blocks and each block is an N ×N
matrix. As for the Toeplitz matrices, the set containing all PD elements in
Bn,N will be denoted by B+n,N . A simplified representation of the elements in
B+n,N is given in Figure 5.1(a).
The subspace of Bn,N where the matrix blocks themselves are also Toeplitz
matrices is the vector space of TBBT matrices, which we denote by Tn,N . The
intersection with the manifold of PD matrices is denoted by T +n,N and visualized
in Figure 5.1(b).
Several instances of (un)structured matrices can be combined in a least squares
approach, and the result is in general referred to as the barycenter. For a
number of elements A1, . . . , Ak in a set S with given distance measure dS , the
barycenter is defined as the minimizer of the sum of squared distances to these
given elements,
BS(A1, . . . , Ak) = arg min
X∈S
1
2
k∑
i=1
d2S(X,Ai). (5.4)
This concept is known to be a natural method for combining elements, e. g., the
barycenter corresponding to the classical Euclidean geometry is the arithmetic
mean. Also note that when S := Pn and dS := δ, the barycenter becomes the
Karcher mean1 discussed in Chapter 3.
1Note the difference in scaling of the cost functions by a factor of 1/2. While this scaling
does not influence the minimizer of the cost function, we mention that both choices were
made for compatibility with the research community. In Chapter 3 and 4, our choice was
based on Bhatia [21], while in this chapter, the choice is based on the classical interpretation
as center-of-mass [74, 76, 80].
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(a) Hermitian or PD Block-Toeplitz matrix. (b) Hermitian or PD Toeplitz-Block Block-
Toeplitz matrix.
Figure 5.1: Simplified representation of the elements of B+3,N and T +3,N .
In what follows, the matrix In will represent the n× n identity matrix, and Jn
the so-called counter-identity, the n× n matrix with ones on the anti-diagonal
and zeros everywhere else. For both matrices, the index might be omitted if
the size is clear from the context. The transpose of a matrix A will be denoted
by AT , its conjugate transpose by AH , and its elementwise conjugate by A∗.
Finally, we write A to represent the form JA∗J . Note that this operation
corresponds to taking the conjugate transpose of A and reflecting the result
over the anti-diagonal.
5.2 The Kähler mean for Toeplitz matrices
The set of Toeplitz matrices Tn is a linear space of matrices and is therefore
traditionally associated with Euclidean geometry. However, we are interested in
the intersection of Tn with the set of PD matrices Pn. Applying the geometry
of the latter to the intersected set resulted in the structured geometric mean, as
discussed in Chapter 4. Here, we will discuss a different geometry on T +n [11, 13],
along with its underlying interpretation. We introduce a simple expression
for the barycenter in case of real matrices and a fast algorithm for complex
matrices, after which the properties of the barycenter are studied.
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5.2.1 The transformation
The interpretation of the Kähler mean heavily depends on the linear
autoregressive model from signal processing theory,
x(k) +
n∑
j=1
anj x(k − j) = w(k),
where x is the signal of interest and w represents its prediction error. Our
interest now goes to the so-called prediction coefficients anj , and the intermediate
factors that arise in their computation.
By applying autocorrelation to the signal x(k), its autocorrelation coefficients
rt = E [x(k + t)x(k)∗] can be obtained for different lags t. If this autocorrelation
is performed on the above autoregressive model, the following system is found:
Rna˜n = −r˜n, (5.5)
a˜n = [an1 , . . . , ann]T ,
r˜n = [r1, . . . , rn]T ,
where Rn is the PD Toeplitz matrix of size n with elements [R]i,j = [R]∗j,i = ri−j ,
i, j = 0,±1, . . . ,±(n − 1). Note that the prediction error w(k) is assumed to
be uncorrelated to the signal x(k). A recursive method known as the Levinson
algorithm [73, 127] can be used to find the solution to system (5.5) by solving
the system for n = 1, and sequentially obtaining the prediction coefficients a˜n
for increasing n. The Levinson recurrence relation for the prediction coefficients
is given by
a˜1 = a11 = −
r1
r0
,
a`` = −
r` +
∑`−1
j=1 r`−ja
`−1
j
r0 +
∑`−1
j=1 rj
(
a`−1j
)∗ , (5.6)
a˜` =

a`1
...
a``−1
a``
 =

a`−11
...
a`−1`−1
0
+ a``

a`−1∗`−1
...
a`−1∗1
1
 ,
with ` = 2, . . . , n. It can be shown that the factors a`` all lie within the complex
unit disk D, |a``| < 1,∀` = 1, . . . , n.
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Our main interest in the above is the one-to-one relation between the PD
Toeplitz matrix Rn and the scalars
(
r0, a
1
1, . . . , a
n−1
n−1
)
. Note that indices of the
prediction coefficients only reach n − 1, since the computation of ann would
require the autocorrelation coefficient rn, which is only given as an element of
the right-hand side of (5.5), but not of Rn.
The transformation of the matrix Rn is the following:
T +n → R++ × Dn−1
Rn 7→ (p0, µ1, . . . , µn−1), (5.7)
where we use the notation p0 := r0, µ` := a``, and R++ represents the set of
strictly positive real numbers. This transformation creates a one-to-one mapping
between the PD Toeplitz matrices and the parameter space R++ ×Dn−1. Note
that increasing the size of Rn by 1 (increasing n by 1) only requires the
computation of 1 additional parameter µn := ann, while all other parameters
remain fixed. This corresponds to the recursive construction of the Levinson
algorithm.
A more concise notation of the transformation (5.7) (which uses (5.6)) of
Rn ∈ T +n is given as follows [131],
p0 := r0, µ` := (−1)` det(S`)det(R`) , ` = 1, . . . , n− 1,
with r0 the main diagonal element of Rn, R` the principal submatrix of size `
of Rn (the upper left `× ` submatrix) and S` obtained by shifting R` down one
row, or equivalently, by removing the first row and last column of R`+1 (the
inverse transformation can be found in [131]).
5.2.2 The potential, the metric, and the cost function
In order to define the Kähler metric, the set of PD Toeplitz matrices is considered
to be a Kähler manifold [11, 13]. Such a manifold is associated with the concept
of a Kähler potential, of which the Hessian form defines the inner product, and
hence the geometry, imposed on the manifold. In the field of signal processing
(and information geometry in general), the Kähler potential is often chosen to
be the process entropy Φ(Rn) [16], defined as follows:
Φ(Rn) = log
(
detR−1n
)− log(pie), (5.8)
where pi and e are the well-known mathematical constants. Applying some
decomposition rules on the determinant ofRn and by recognizing the components
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of the transformation (5.7) of Rn, the process entropy Φ(Rn) can be rewritten
as a function of the parameter space R++ × Dn−1:
Φ(Rn) = −n log (p0)−
n−1∑
`=1
(n− `) log (1− |µ`|2)− log(pie),
where Rn is identified with its transformation (p0, µ1, . . . , µn−1). This
decomposition of the determinant of Rn is discussed in more detail for the
block matrix case in Section 5.3.1.
The Kähler metric can now be obtained by determining the Hessian of the Kähler
potential where complex differentiation should be used for the components
µ` ∈ D. If we denote ξ(n) = [p0, µ1, . . . , µn−1]T , then
[H]i,j =
∂2Φ
∂ξ
(n)
i ∂ξ
(n)
j
.
The desired metric can be found as
ds2 = dξ(n)
H
H dξ(n)
= ndp
2
0
p20
+
n−1∑
`=1
(n− `) |dµ`|
2
(1− |µ`|2)2
. (5.9)
By examining this differential metric, a natural geometry and distance measure
can be found for (each of the components of) the parameter space R++ ×Dn−1.
The geometry on R++ is that of the positive numbers, which is given by the scalar
analog of (5.1) and (5.2) (up to a scaling with factor
√
n and n respectively).
For the complex unit disk D, the hyperbolic metric of the Poincaré disk can be
recognized (up to a scaling of a factor (n− `)/4). We summarize:
∀a, b ∈ R++,∀e, f ∈ R : 〈e, f〉a = nef
a2
,
dR++(a, b) =
√
n
∣∣∣∣log ba
∣∣∣∣ ;
∀µ, ν ∈ D,∀ε, ς ∈ C : 〈ε, ς〉µ = n− `2
ες∗ + ςε∗
(1− |µ|2)2 , (5.10)
dD(µ, ν) =
√
n− `
2 log
1 +
∣∣∣ µ−ν1−µν∗ ∣∣∣
1−
∣∣∣ µ−ν1−µν∗ ∣∣∣
 ,
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where ` is chosen corresponding to the coordinate (µ`, ` = 1, . . . , n− 1, from
(5.7)) to which it relates.
Combined, we define the Kähler distance dT +n between two PD Toeplitz matrices
T1 and T2 as
d2T +n (T1, T2) = d
2
T +n
(
(p0,1, µ1,1, . . . , µn−1,1), (p0,2, µ1,2, . . . , µn−1,2)
)
= n log2
(
p0,2
p0,1
)
+
n−1∑
`=1
n− `
4 log
2
1 +
∣∣∣ µ`,1−µ`,21−µ`,1µ∗`,2 ∣∣∣
1−
∣∣∣ µ`,1−µ`,21−µ`,1µ∗`,2 ∣∣∣
 . (5.11)
By entering this distance measure into definition (5.4), the Kähler mean is
obtained as the barycenter BT +n . Endowing the manifold T +n with the Kähler
metric (5.9) results in a complete, simply connected manifold with non-positive
sectional curvature everywhere, or a Cartan–Hadamard manifold. Hence,
existence and uniqueness are guaranteed for the barycenter with respect to this
metric [37, 76].
5.2.3 The computation
When computing the barycenter BT +n of the matrices T1, . . . , Tk ∈ T +n ,
we denote the transformation (5.7) of Ti by (p0,i, µ1,i, . . . , µn−1,i), and the
coordinates of the barycenter by (p0,B , µ1,B , . . . , µn−1,B). Note that when the
distance measure dT +n (5.11) is entered into the definition of a barycenter (5.4),
the optimization problem over R++ × Dn−1 can be decoupled into n separate
optimization problems, which is convenient for its computation.
The first optimization problem handles the minimization of the function ϕ0(x) =∑k
i=1 log
2(p0,i/x) over R++, of which the solution can be found as the scalar
geometric mean p0,B = (p0,1 · · · p0,k)1/k.
In the other n− 1 optimization problems we want to minimize the cost function
ϕ`(z) =
k∑
i=1
1
4 log
2
1 +
∣∣∣ z−µ`,i1−zµ∗
`,i
∣∣∣
1−
∣∣∣ z−µ`,i1−zµ∗
`,i
∣∣∣

=
k∑
i=1
atanh2
(∣∣∣∣∣ z − µ`,i1− zµ∗`,i
∣∣∣∣∣
)
,
over D, for ` = 1, . . . , n− 1. By definition, the minimizer µ`,B of ϕ`(z) is the
barycenter of µ`,1, . . . , µ`,k with respect to the customary Poincaré metric on
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the complex unit disk. Using (a scaled version of) inner product (5.10) and
definition (3.7), we find the minimizer where the Riemannian gradient
gradϕ`(z) =2(|z|2 − 1)
k∑
i=1
sign(c`,i) atanh(|c`,i|),
[
c`,i =
µ`,i − z
1− z∗µ`,i ,
with sign(z) = z/|z| the complex sign function, is equal to zero.
In the real case we are able to find an explicit expression for this barycenter
as well, since in this case sign(c) atanh(|c|) = atanh(c) and some additional
manipulations lead to
µ`,B = C
((C(µ`,1) · · · C(µ`,k))1/k) ,
where C(z) = (1− z)/(1 + z) is the Cayley transform.
In the complex case we are not able to find such an explicit formula but a
quick numerical method can be devised using a gradient descent algorithm. We
recall that the tangent space to the Poincaré disk can be identified with the
complex plane and thus for a sufficiently small tangent vector ε ∈ C, one can
consider the retraction Rz(ε) = z+ ε, which captures the fact that the manifold
is an open subset of the complex plane. The resulting algorithm to find the
barycenter of any µ1, . . . , µk ∈ D is given by the iteration
zj+1 = zj + tjεj , (5.12)[
εj = (1− |zj |2)
∑k
i=1 sign(cj,i) atanh(|cj,i|),
cj,i = µi−zj1−z∗
j
µi
,
for a suitable initial value z0 and a sufficiently small step length tj .
Another possibility is to consider the retraction
Rz(ε) =
z + eiθ + (z − eiθ)e−s
1 + z∗eiθ + (1− z∗eiθ)e−s ,[
θ = arg ε, s = 2|ε|1− |z|2 ,
which corresponds to moving along the geodesics of the Poincaré disk [131].
Hence, this retraction is naturally associated with the geometry of the disk, but
it is slightly more expensive. The corresponding gradient descent method is
zj+1 = Rzj (tjεj),
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with the same εj as in (5.12).
5.2.4 The properties
Regarding the properties of the barycenter BT +n , it can easily be seen that
it is permutation invariant, repetition invariant, and idempotent (this holds
for any barycenter). Moreover, if we denote the transformation (5.7) of a
matrix Ti ∈ T +n again by (p0,i, µ1,i, . . . , µn−1,i), then, for any αi > 0, the
transformation of αiTi is (αip0,i, µ1,i, . . . , µn−1,i). Hence, from the explicit
expression of the first coordinate p0,B of the barycenter BT +n we get
BT +n (α1T1, α2T2, . . . , αkTk) = (α1 · · ·αk)1/kBT +n (T1, . . . , Tk),
that is, joint homogeneity holds.
Unfortunately, this barycenter does not possess other properties of a geometric
mean as shown by the following example.
Example 5.1. From the explicit expression for the mean in the real case we
get a simple formula for the Kähler barycenter of two 2× 2 matrices
T1 =
[
x1 y1
y1 x1
]
, T2 =
[
x2 y2
y2 x2
]
,
namely
BT +n (T1, T2) =
√
x1x2
[
1 a−ba+b
a−b
a+b 1
]
, with
{
a =
√
(x1 + y1)(x2 + y2)
b =
√
(x1 − y1)(x2 − y2) .
Now consider the following matrices
T1 =
[
2 1
1 2
]
, T˜1 =
[
4 −1
−1 4
]
, T2 =
[
2 −1
−1 2
]
,
with T˜1 ≥ T1. By symbolic computation, one gets that
BT +n (T˜1, T2) =
[
2
√
2
√
2(
√
5− 3)√
2(
√
5− 3) 2√2
]
6≥ BT +n (T1, T2) =
[
2 0
0 2
]
,
in fact one eigenvalue of BT +n (T˜1, T2)−BT +n (T1, T2) is λ =
√
10− 2−√2 < 0.
Thus, we have shown that the Kähler barycenter is not monotonic. Moreover,
BT +n (T1, T2) 6= (T1T2)1/2 =
[ √
3 0
0
√
3
]
,
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and hence the Kähler barycenter does not coincide with the Karcher mean for
commuting matrices. In particular, it is not a structured geometric mean as
defined in Chapter 4. The relative Euclidean distance between BT +n (T1, T2) and
(T1T2)1/2 is 0.134, and the relative Kähler distance (based on (5.11)) is 0.208. In
fact, when comparing the structured geometric mean with the Kähler barycenter,
we obtain in general a relative difference of the order 10−1, indicating a clear
difference between the means.
Observe that in the previous example BT +n (T1, T2) surprisingly coincides with
the arithmetic mean of T1 and T2. It is not difficult to construct examples where
it is not true that BT +n (T1, T2) ≤ (T1 + T2)/2 as it should be for a geometric
mean.
Despite lacking some properties of a geometric mean, experimental results have
shown that the averaging properties of the Kähler mean cooperate very well
with the application from which it was derived [13, 15, 81, 130]. This makes
sense since at every step of the derivation, the most natural geometries and
concepts, related to this particular model, were chosen from information theory.
Furthermore, the mean also has a computational advantage through its
separation of optimization. The separate coordinates of the matrices can be
grouped and averaged independently:
T1
...
Tk
7→
7→
(
(
p0,1,
...
p0,k,
µ1,1,
...
µ1,k,
· · · ,
· · · ,
µn−1,1
...
µn−1,k
)
)
↓ ↓ ↓
BT +n (T1, . . . , Tk) ←
(
p0,B , µ1,B , · · · , µn−1,B
)
This results in two main advantages. First, each coordinate group can be
averaged in parallel since they have no influence on any of the other coordinate
groups. Second, the means we end up computing contain elements of much
smaller sizes than the original data (from matrices of size n to scalars), and
additional computational time is saved.
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5.3 Generalization of the Toeplitz structure
Our interest goes out to the linear autoregressive model for multichannel signals
[91], given by
X(k) +
n∑
j=1
AnjX(k − j) = W (k),
with X and W vectors of signals and the factors Anj square matrices. Taking
the normal equations of the multichannel model, the so-called Yule-Walker
equations [75] are obtained,
A˜nR˜n = −Un,
A˜n = [An1 , . . . , Ann] ,
Un = [R1, . . . , Rn] ,
R˜n =

R0 R1 · · · Rn−1
RH1 R0
. . .
...
...
. . .
. . . R1
RHn−1 · · · RH1 R0
 , (5.13)
where R˜n ∈ B+n,N is a PD BT matrix of n by n blocks. The size of the blocks
(N) is equal to the length of the multichannel signal vectors X and W .
Some interesting cases of the multichannel model (such as a 2D signal, when
interpreted as a multichannel signal) result in a matrix R˜n which is not only PD
BT, but also has the Toeplitz structure in the individual blocks [69, 73, 118].
Hence it will become a PD TBBT matrix. In practice, these Toeplitz blocks
will often be Hermitian themselves, R` = RH` , ` = 0, . . . , n − 1, but we will
develop our theory for the more general case in which only the entire matrix
R˜n is Hermitian. The results remain valid in the more specified setting.
5.3.1 A first generalized transformation
The transformation With R˜n now defined as a PD TBBT matrix, we would
like to generalize the transformation (5.7) to T +n,N . Similar to the link between
the recursion (5.6) and the transformation (5.7), this generalization is obtained
using a recursive computation of the prediction matrices in A˜n. This recursive
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computation goes as follows [73, 91, 126, 128],
A11 = −R1R−10 , (5.14)
A`` = −∆`P−1`−1, (5.15)[
∆` = R` +
∑`−1
j=1A
`−1
j R`−j ,
P`−1 = R0 +
∑`−1
j=1 J
(
A`−1j
)∗
JRj = R0 +
∑`−1
j=1A
`−1
j Rj ,
(5.16)
A˜` =
[
A˜`−1, 0
]
+A``
[
A`−1`−1, . . . , A
`−1
1 , I
]
, (5.17)
with ` = 2, . . . , n. Similar to the prediction coefficients a`` from before, the
factors A`` will be the matrices of interest for the generalized transformation.
To properly define this transformation, the set in which these matrices lie is
investigated.
First of all, note that if all blocks in R˜n (5.13) are assumed to be Toeplitz
matrices, we have R` = RH` , ` = 0, . . . , n− 1, and even stronger, R0 = R0, since
this block is also a PD matrix and hence Hermitian.
Next, we mention the following formula, based on the notion of Schur
complement, for the inversion of block matrices,
R˜−1`+1 =
[
α` −α`U`R˜−1`
−R˜−1` UH` α` R˜−1` + R˜−1` UH` α`U`R˜−1`
]
,
with α` =
(
R0 − U`R˜−1` UH`
)−1. Note that α` is a principal submatrix of the
PD matrix R˜−1`+1 and is therefore also PD.
Now, the auxiliary matrix P` in the recursive computation (5.16) can be written
as
P` = R0 + A˜`UH` = R0 − U`R˜−1` UH` = α−1` ,
hence P` (and P`) is also a PD matrix. Using the recursion expression (5.17),
an updating rule can be found for P` (and consequently for α−1` ),
P` = P`−1 −∆`P−1`−1∆` =
(
I −A``A``
)
P`−1, (5.18)
where P0 = R0.
Finally, we show that the matrices A`` belong to the set
DN =
{
Γ ∈ CN×N ∣∣ I − ΓΓ > 0} .
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Note that for N = 1, this set reduces to the complex numbers γ for which
γγ = γγ∗ < 1, which is exactly the complex unit disk D. To prove that all
matrix factors A`` belong to DN , we start from the positive definiteness of P`:
P` = P`−1 −∆`P−1`−1∆` > 0,
congruence−−−−−−−→ I − P−1/2`−1 ∆`P−1`−1∆`P−1/2`−1 > 0,
similarity−−−−−−−→ I −∆`P−1`−1∆`P−1`−1 = I −A``A`` > 0.
The resulting transformation will be a mapping of the PD TBBT matrices onto
the new parameter space, and it is defined as
T +n,N → PN ×Dn−1N
R˜n 7→ (P0,Γ1, . . . ,Γn−1), (5.19)
where the notation P0 := R0, Γ` := A`` is used, and N denotes the size of
the matrix blocks. Note that the inverse transformation of a random point
(P0,Γ1, . . . ,Γn−1) ∈ PN ×Dn−1N does not necessarily have the Toeplitz structure
in the individual blocks and might not even be a PD matrix. The latter issue
will be resolved by the second generalized transformation (Section 5.3.2).
The metric To define the generalized metric, the Kähler potential is examined
as in the scalar case. Note the following possible factorization of the determinant
of R˜n [104]:
det
(
R˜n
)
= det
(
R˜n−1
)
det
(
R0 − Un−1R˜−1n−1UHn−1
)
= det
(
R˜n−1
)
det
(
α−1n−1
)
= det
(
R˜n−1
)
det
(
I −An−1n−1An−1n−1
)
. . . det
(
I −A11A11
)
det (R0)
= det
(
I −An−1n−1An−1n−1
)
. . . det
(
I −A11A11
)n−1
det (R0)n , (5.20)
where the recursive updating rule (5.18) for α−1` (and P`) is used. The resulting
factorization of the Kähler potential (5.8) becomes (in parameter space PN ×
Dn−1N ):
Φ
(
R˜n
)
= −n log (detP0)−
n−1∑
`=1
(n− `) log (det (I − Γ`Γ`))− log(pie),
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where R˜n is identified with (P0,Γ1, . . . ,Γn−1) under transformation (5.19).
As before, we use complex differentiation to determine the Hessian of the Kähler
potential and obtain the generalized metric:
ds2 =n tr
(
P−10 dP0P−10 dP0
)
+
n−1∑
`=1
(n− `) tr
((
I − Γ`Γ`
)−1 dΓ` (I − Γ`Γ`)−1 dΓ`) .
From the metric it can be seen that the desired geometry on PN is (up to a
scalar
√
n and n respectively) given by (5.1) and (5.2). Unfortunately, the set
DN with the geometry described in the above metric does not correspond to any
known manifold, nor does a natural distance measure present itself intuitively.
However, the set DN does bear a close resemblance to the set
SDN =
{
Ω ∈ CN×N ∣∣ I − ΩΩH > 0} ,
which is (almost) the Siegel disk [112] and which has been well-studied along
with the Siegel upper halfplane. In the next section we present the slight
adaptation to the transformation in order to obtain elements in the parameter
space PN × SDn−1N and we will also discuss the geometry of the Siegel disk.
5.3.2 A second generalized transformation
In this section, we present a different generalized transformation, where the set
DN in transformation (5.19) is replaced by the Siegel disk SDN . Next, we show
the relation between both sets and discuss how the new transformation is also
a natural extension of the scalar Kähler metric. Finally, the geometry of the
Siegel disk will be discussed.
The transformation A different approach to the transformation of a PD
(TB)BT matrix can be derived from a link with Verblunsky coefficients [124, 125]
as follows.
In the previous setting of Toeplitz matrices, a one-to-one correspondence exists
between a PD Toeplitz matrix and a probability measure on the complex unit
circle, where the elements in the Toeplitz matrix are found as the moments (or
Fourier coefficients) of the corresponding probability measure [35, 44, 47, 67].
The concept of orthogonality for polynomials on the unit circle is linked to
the specified probability measure, and thus indirectly to the specific Toeplitz
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matrix. Finally, the computation of an orthonormal basis of polynomials on
the unit circle can be performed using the Szegő’s recursion [117], in which the
Verblunsky coefficients arise. It turns out that these coefficients are equal to
the prediction coefficients a`` (5.6) used in transformation (5.7) [17].
By generalizing the scalar probability measure on the complex unit circle to
a nonnegative matrix measure, the collection of its moments into a matrix
becomes a PD BT matrix [44, 48]. On the other hand, constructing orthogonal
matrix polynomials on the unit circle w. r. t. the matrix measure results in a
generalization of the Szegő recursion, with corresponding generalized Verblunsky
coefficients [41, 48, 113].
We use the proposed generalization of the Verblunsky coefficients [48] to define
a new transformation of a PD BT matrix as follows,
B+n,N → PN × SDn−1N
R˜n 7→ (P0,Ω1, . . . ,Ωn−1), (5.21)
where P0 is still equal to R0, but now
Ω` := L
− 12
`−1 (R` −M`−1)K
− 12
`−1, (5.22) L`−1 = R0 −
[
R1, . . . , R`−1
]
R˜−1`−1
[
R1, . . . , R`−1
]H ,
K`−1 = R0 −
[
RH`−1, . . . , R
H
1
]
R˜−1`−1
[
RH`−1, . . . , R
H
1
]H ,
M`−1 =
[
R1, . . . , R`−1
]
R˜−1`−1
[
RH`−1, . . . , R
H
1
]H ,
for ` = 1, . . . , n − 1. Comparing this transformation to the previous one,
the following relations can be found in the case of PD TBBT matrices for
the auxiliary matrices P` and ∆` (5.16): K`−1 = P`−1, L`−1 = P`−1, and
R` −M`−1 = ∆`. Hence we can also write the new transformation as
Ω` = P−1/2`−1 ∆`P
−1/2
`−1 ,
which demonstrates the close relation between both transformations. The
absence of the minus sign is not a problem as will become clear from the
geometry of the Siegel disk (5.23).
It still remains to show that the coordinate matrices Ω` actually are elements of
the Siegel disk. In fact, this was proven for the transformation of a general PD
BT matrix by Dette and Wagener [48] and Fritzsche and Kirstein [59]. We will
discuss this for the transformation of elements in the set of PD TBBT matrices
T +n,N . Our interest goes specifically to PD TBBT matrices, but we will briefly
revisit the PD BT matrices in Section 5.4.
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Suppose we have R˜` ∈ T +n,N , then by exploiting the Toeplitz structure of the
blocks and R˜` = R˜`, we can show that
∆` = R` −M`−1
= RH` − JN
[
R1, . . . , R`−1
]∗
R˜−1
∗
`−1
[
RH`−1, . . . , R
H
1
]H∗
JN
= RH` − JN
[
R1, . . . , R`−1
]∗
JnN R˜
−1
`−1JnN
[
RH`−1, . . . , R
H
1
]H∗
JN
= RH` −
[
RH`−1, . . . , R
H
1
]
R˜−1`−1
[
R1, . . . , R`−1
]H
= ∆H` ,
after which we can again start from the positive definiteness of P`,
P` = P`−1 −∆`P−1`−1∆` > 0,
congruence−−−−−−−→ I − P−1/2`−1 ∆`P−1`−1∆H` P−1/2`−1 > 0,
I −
(
P
−1/2
`−1 ∆`P
−1/2
`−1
)(
P
−1/2
`−1 ∆
H
` P
−1/2
`−1
)
= I − Ω`ΩH` > 0,
which proves Ω` ∈ SDN .
The metric We want to define the generalized metric by starting from the
Kähler potential, where we continue from (5.20) using the following,
det
(
I −A``A``
)
= det
(
I −∆`P−1`−1∆`P−1`−1
)
= det
(
I −∆`P−1`−1∆H` P−1`−1
)
= det
(
I − P−1/2`−1 ∆`P−1`−1∆H` P−1/2`−1
)
= det
(
I − Ω`ΩH`
)
.
The expression for the Kähler potential and resulting generalized metric are
Φ
(
R˜n
)
=− n log (detP0)−
n−1∑
`=1
(n− `) log (det (I − Ω`ΩH` ))− log(pie),
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ds2 =n tr
(
P−10 dP0P−10 dP0
)
+
n−1∑
`=1
(n− `) tr
((
I − Ω`ΩH`
)−1 dΩ` (I − ΩH` Ω`)−1 dΩH` ) . (5.23)
The geometry on PN remains the same as for the first transformation. For the
Siegel disk SDN , the natural geometry can be derived from the geometry of
the Siegel upper halfplane described by Siegel himself [112], using the link
Ω = (B − iI)(B + iI)−1,
B = i(I + Ω)(I − Ω)−1,
where B is an element of the Siegel upper halfplane (Im(B) > 0). We should
note that this link and the Siegel disk itself are classically only defined for
symmetric matrices (in order for the positive definiteness of Im(B) to make
sense). However, removing the symmetry restriction only disrupts the link
and the definition of the Siegel upper halfplane, while the Siegel disk and its
geometry remain well-defined.
The resulting (scaled) geometry on SDN and a reminder of the (scaled) geometry
on PN are
∀X,Y ∈ PN ,∀ξX ,ηX ∈ TXPN ' HN :
〈ξX , ηX〉X =n tr
(
X−1ξXX−1ηX
)
, (5.24)
dPN (X,Y ) =
√
n
∥∥∥log (X−1/2Y X−1/2)∥∥∥
F
;
∀Ω,Ψ ∈ SDN ,∀υΩ, ωΩ ∈ TΩSDN ' CN×N :
〈υΩ, ωΩ〉Ω =n− `2 tr
((
I − ΩΩH)−1 υΩ (I − ΩHΩ)−1 ωHΩ )
+ n− `2 tr
((
I − ΩΩH)−1 ωΩ (I − ΩHΩ)−1 υHΩ ) , (5.25)
d2SDN (Ω,Ψ) =
n− `
4 tr
(
log2
(
I + C 12
I − C 12
))
,
[
C = (Ψ− Ω) (I − ΩHΨ)−1 (ΨH − ΩH) (I − ΩΨH)−1 ,
where ` is chosen corresponding to the coordinate matrix (Ω`, ` = 1 . . . , n− 1,
from (5.21)) to which it relates. Note that both inner products and distance
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measures reduce to the scalar expressions (Section 5.2.2) when N = 1. We also
point out that the distance measure dSDN on the Siegel disk can be written
using a Frobenius norm. This is accomplished by performing the similarity
transformation (I − ΩΩH)−1/2C(I − ΩΩH)1/2, which results in a Hermitian
matrix (as shown below in (5.28)) and does not change the distance measure
since only the eigenvalues of C matter.
The Kähler distance dBT between two PD (TB)BT matrices T˜1 and T˜2, with
transformations (P0,1,Ω1,1, . . . ,Ωn−1,1) and (P0,2,Ω1,2, . . . ,Ωn−1,2), is defined
as
d2BT (T˜1, T˜2) = d2BT
(
(P0,1,Ω1,1, . . . ,Ωn−1,1), (P0,2,Ω1,2, . . . ,Ωn−1,2)
)
(5.26)
= n
∥∥∥log (P−1/20,1 P0,2P−1/20,1 )∥∥∥2
F
+
n−1∑
`=1
n− `
4 tr
(
log2
(
I + C
1
2
`
I − C 12`
))
,
[
C` = (Ω`,2 − Ω`,1)
(
I − ΩH`,1Ω`,2
)−1 (ΩH`,2 − ΩH`,1) (I − Ω`,1ΩH`,2)−1 .
Using the definition of a barycenter (5.4), the generalized Kähler mean can now
be found as BBT .
5.3.3 An alternative for the distance measure on SDN
The distance measure discussed in the previous section was proposed by Siegel
as a possible natural generalization to scalar distance measure on the Poincaré
disk. Other generalizations have also been investigated, and among these, the
one we will refer to as the Kobayashi distance measure dK has some interesting
properties.
For Ω,Ψ ∈ SDN , it is defined as [16, 18, 58]
dK(Ω,Ψ) =
1
2 log
(
1 + ‖φΩ(Ψ)‖2
1− ‖φΩ(Ψ)‖2
)
,
[
φΩ(Ψ) =
(
I − ΩΩH)− 12 (Ψ− Ω) (I − ΩHΨ)−1 (I − ΩHΩ) 12 , (5.27)
which, up to scaling, reduces exactly to the scalar distance measure on the
Poincaré disk. The 2-norm ‖ · ‖2 in this expression represents the spectral norm
of a matrix, given by its largest singular value.
Unfortunately, the Kobayashi distance measure is not naturally associated to the
metric on the Siegel disk with which we are working. We show this by examining
THE GENERALIZED MEAN FOR PD BT MATRICES 127
the differential metric at the zero matrix. By entering Ω = 0 in (5.23), our
differential metric on the Siegel disk becomes ds2 = tr(dΩ dΩH) = ‖ dΩ‖2F . The
differential metric corresponding to the Kobayashi distance measure at the zero
matrix is given by ds2 = ‖ dΩ‖22 [58, Theorem IV.1.8 and Lemma V.1.5], which
is clearly not the same. We note that this distance measure could work well
when used in combination with the Thompson metric [119] on PN , mentioned
in (4.4), since both are defined using the spectral norm. However, this would
lead us even further from the natural geometry, hence we only mention the
connection.
The main advantage of the Kobayashi distance measure lies in the transformation
φΩ (5.27), which acts as an automorphism on the Siegel disk. The distance
between two matrices and between their transformations under φΩ remains the
same, for both the Siegel distance dSDN and the Kobayashi distance dK , and
this can be exploited in the computations. During each step of the optimization
process, the current iteration point is translated to the origin (the zero matrix)
while the original matrices of the mean are translated accordingly. Working at
the origin will simplify the computation of optimization constructions such as
the gradient, retractions, etc.
We note already that this translation to the origin is no longer practical once
we enforce the Toeplitz structure on the individual blocks R`, ` = 0, . . . , n− 1,
i. e., when we go from PD BT matrices to PD TBBT matrices. As will be
fully explained in the next section, once an iteration step ω at the translated
origin is computed, the actual iteration point Ω` (with respect to the original
matrices) should be updated to φ(−Ω`)(ω). Imposing the Toeplitz structure
on the blocks R` now results in a very involved condition for the step ω. The
process of exploiting the translation itself is further explained in Section 5.4.
5.4 The generalized mean for PD BT matrices
The presence of the underlying Toeplitz structure in the blocks greatly influences
the computation of the generalized Kähler mean. Therefore, we first discuss
the situation in which the structure is not required, and in the next section, the
necessary changes and resulting implications of imposing the Toeplitz condition
are presented.
In the general case of PD BT matrices, all advantages of the scalar version are
still valid. The optimization of the coordinate matrices under transformation
(5.21) can be performed separately, resulting in n parallel optimization processes
involving N × N matrices (instead of a single process involving nN × nN
matrices).
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The optimization in the first coordinate matrix results in the Karcher mean
BPN (P0,1, . . . , P0,k) = K(P0,1, . . . , P0,k) of the involved PD matrices, which has
been discussed in Chapter 3.
For the other coordinates (Ω`,i ∈ SDN ), the optimization at each level of
` (= 1, . . . , n − 1) can be formulated in the same way, hence we omit the
dependence on ` in the definition of the barycenter
BSDN (Ω1, . . . ,Ωk) = arg min
X∈SDN
1
2
k∑
i=1
∥∥∥∥∥log
(
I + C
1
2
i
I − C 12i
)∥∥∥∥∥
2
F
,
[
Ci = I−(I − ΩiΩHi )
1
2 (I −XΩHi )−1(I −XXH)(I − ΩiXH)−1(I − ΩiΩHi )
1
2 ,
(5.28)
where the cost function has been rescaled and Ci is written in the Hermitian form
which was mentioned in Section 5.3.2. The cost function in this optimization
problem will be denoted as fBSDN (X).
A first-order optimization algorithm requires us to determine the (Riemannian)
gradient of the cost function, defined in (3.7) and restated for SDN as
DfBSDN (X)[ωX ] = 〈grad fBSDN (X), ωX〉X , (5.29)
with the inner product (5.25). After some calculations, the emerging gradient is
gradfBSDN (X) =
(
I −XXH) k∑
i=1
(
Vi (X − Ωi)
(
I −XHΩi
)−1) (
I −XHX) ,
(5.30) Vi =
(
I − ΩiXH
)−1 (
I − ΩiΩHi
) 1
2 Zi
(
I − ΩiΩHi
) 1
2
(
I −XΩHi
)−1,
Zi = L
(
C
1
2
i , (I − Ci)−1 log
(
I+C
1
2
i
I−C
1
2
i
))
,
where Ci is defined as in (5.28) and L(A,Q) stands for the solution X of the
continuous Lyapunov equation AX+XAH = Q. Note that the second argument
in the Lyapunov operator L is a Hermitian matrix, hence the continuous
Lyapunov equation (CLE) is well-defined. This gradient can be used to design
a basic steepest descent or conjugate gradient method in order to obtain the
barycenter.
Translation to the origin Using the translation φ (5.27), computations can be
greatly simplified. Suppose the initial guess for the barycenter BSDN is given
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by a matrix X0. The translation φX0 maps the matrix X0 exactly onto the
origin and by applying the same transformation to the original matrices Ωi, the
distances and hence the barycenter cost function do not change. The gradient
of the (translated) cost function can now be computed at the origin and used
in a basic descent method to obtain a new iteration point, denoted by Ψ1. We
can translate this new point again to the origin using the next translation φΨ1 .
However, in order to keep track of the barycenter approximations with respect to
the original matrices, we need to keep in mind that Ψ1 is an improvement over the
origin for the translated matrices φX0(Ωi). The new barycenter approximation
with respect to the original matrices is hence given by X1 = φ−X0(Ψ1) (Note
that φ−1X0 = φ−X0).
The resulting procedure is summarized Algorithm 5.4.1. Note that Ω(j+1)i can
also be computed as φΨj+1(Ω
(j)
i ) [16]. However, in both this formula and the
one mentioned in the algorithm, a translation needs to be performed, but by
always restarting from the original matrices, the update formula mentioned in
the algorithm is less sensitive to the accumulation of round-off errors.
Algorithm 5.4.1 Procedure for translating to the origin
Let Ω1, . . . ,Ωk be k matrices in SDN , X0 ∈ SDN an initial guess
• for j = 0, 1, . . .
– Compute the translated matrices:
(Ω(j)1 , . . . ,Ω
(j)
k ) = (φXj (Ω1), . . . , φXj (Ωk));
– Compute the gradient of the translated cost function at the origin
(5.31):
grad fBSDN (0; Ω
(j)
1 , . . . ,Ω
(j)
k ),
and perform a basic descent step to obtain Ψj+1;
– Obtain the next iteration point by returning to the original matrices:
Xj+1 = φ−Xj (Ψj+1);
• end for
Return: BSDN (Ω1, . . . ,Ωk)
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Finally, we present the simplified form of the gradient at the origin,
gradfBSDN (0; Ω1, . . . ,Ωk) = −
k∑
i=1
ViΩi, (5.31)
Vi = L
(ΩiΩHi ) 12 , log
I + (ΩiΩHi ) 12
I − (ΩiΩHi ) 12
 ,
where Vi is now obtained directly as the solution of a CLE.
5.5 The generalized mean for PD TBBT matrices
As mentioned, in some applications the Toeplitz structure is not only present in
the block structure, but also in the individual blocks themselves. To investigate
the implications of this restriction, we have another look at the transformation
(5.21) of the matrices, with the n − 1 coordinate matrices in the Siegel disk
given by (5.22).
At first sight, imposing the Toeplitz structure requires the matrix R` in each
Ω` to be Toeplitz. However, the matrices L`−1, K`−1, and M`−1 depend on
the matrices R0, . . . , R`−1, which should also be Toeplitz matrices now. All
these Toeplitz restrictions are translated in an involved way to the search space
in which each Ω` is located. By taking the involved connections into account,
we will derive the general Kähler mean for PD TBBT matrices. Afterwards,
we present an approximation to this general Kähler mean which again allows
us to perform the optimization of the coordinate matrices separately, but now
sequentially in the given order of the variables as in transformation (5.21)
(P0 → Ω1 → . . .→ Ωn−1).
5.5.1 Global version of the mean
Instead of translating the Toeplitz restriction towards involved conditions on
the coordinate matrices (P0,Ω1, . . . ,Ωn−1), we consider the barycenter cost
function fBBT , based on the total Kähler distance function dBT (5.26), as a
function of the blocks R0, . . . , Rn−1 of the matrix R˜n. Doing so will result in
a more involved gradient, but it allows us to enforce the Toeplitz structure
directly onto its components.
The complexity of this differentiation ‘throughout’ the coordinate matrices is
caused by the dependence on the original blocks. While the first coordinate
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matrix P0 only depends on R0, each coordinate matrix Ω` depends on the blocks
R0, . . . , R`, for ` = 1, . . . , n− 1. Or reversely, R0 will influence all coordinate
matrices, and for each ` = 1, . . . , n−1, block R` is present in coordinate matrices
Ω`, . . . ,Ωn−1.
The gradient As shown in (5.29), the gradient of the cost function depends
on its derivative and the inner product on the search space. Because of the
intricate connections between the variables, the gradient is now defined on the
product space of the blocks as follows
DfBBT
(
(R0, . . . , Rn−1)
)[
(E0, ω1, . . . , ωn−1)
]
=
〈
grad fBBT
(
(R0, . . . , Rn−1)
)
, (E0, ω1, . . . , ωn−1)
〉
(R0,...,Rn−1)
:= 〈grad fBBT
(
(R0, . . . , Rn−1)
)
0, E0〉P0
+
n−1∑
`=1
〈L− 12`−1 grad fBBT
(
(R0, . . . , Rn−1)
)
`
K
− 12
`−1, L
− 12
`−1ω`K
− 12
`−1〉Ω` ,
(5.32)
where (P0,Ω1, . . . ,Ωn−1) is the image of R˜n under transformation (5.21) with
L`−1 and K`−1 the matrices formed during the transformation. The inner
products 〈. , .〉P0 and 〈. , .〉Ω` are given by (5.24) and (5.25), respectively, and
grad fBBT
(
(R0, . . . , Rn−1)
)
`
represents the (`+1)th component of the gradient.
The left and right multiplication by L−1/2`−1 and K
−1/2
`−1 in the last inner products
is a consequence of the relation between the tangent space at R` versus the
tangent space at Ω`.
To demonstrate the complexity of the relations, we present the gradient below.
The point at which the gradient is computed is denoted by R˜n, with blocks
(R0, . . . , Rn−1) and transformation (P0,Ω1, . . . ,Ωn−1), while the PD TBBT
matrices of which the barycenter is computed will be denoted by R˜n,i, with blocks
(R0,i, . . . , Rn−1,i) and transformation (P0,i,Ω1,i, . . . ,Ωn−1,i), i = 1, . . . , k.
In the expressions, the matrices A`−1j (5.14–5.17), associated with the creation
of ∆` and P`−1 (and therefore L`−1, K`−1, and M`−1) in the transformation
of R˜n, are used to increase readability and computational efficiency. The first
132 THE KÄHLER MEAN
component of the gradient becomes the following
gradfBBT
(
(R0, . . . , Rn−1)
)
0
= P0
k∑
i=1
(
P−10 log
(
P0P
−1
0,i
)
+
n−1∑
`=1
n− `
2n G`,i
)
P0, (5.33)

G`,i = −DL`.i −DK`,i +
∑`−1
j=1
(
−A`−1j
H
DL`,iA
`−1
j −A`−1j
H
DK`,iA
`−1
j
+A`−1j
H
L
− 12
`−1V
(1)
`,i
H
K
− 12
`−1A
`−1
`−j +A
`−1
`−j
H
K
− 12
`−1V
(1)
`,i L
− 12
`−1A
`−1
j
)
,
DL`,i = L
(
L
1
2
`−1,Ω`V
(1)
`,i L
− 12
`−1 + L
− 12
`−1V
(1)
`,i
H
ΩH`
)
,
DK`,i = L
(
K
1
2
`−1,ΩH` V
(1)
`,i
H
K
− 12
`−1 +K
− 12
`−1V
(1)
`,i Ω`
)
,
V
(1)
`,i = (I − ΩH`,iΩ`)−1(ΩH` − ΩH`,i)V`,i,
V`,i = (I − Ω`,iΩH` )−1(I − Ω`,iΩH`,i)
1
2Z`,i(I − Ω`,iΩH`,i)
1
2 (I − Ω`ΩH`,i)−1,
Z`,i = L
(
C
1
2
`,i, (I − C`,i)−1 log
(
I+C
1
2
`,i
I−C
1
2
`,i
))
,
C`,i = I −
(
(I − Ω`,iΩH`,i)
1
2 (I − Ω`ΩH`,i)−1(I − Ω`ΩH` ) . . .
(I − Ω`,iΩH` )−1(I − Ω`,iΩH`,i)
1
2
)
,
where DL`,i, DK`,i, and Z`,i are obtained by solving a CLE. The other components
of the gradient are, for q = 1, . . . , n− 1, given by
gradfBBT
(
(R0, . . . , Rn−1)
)
q
= L
1
2
q−1
(
I − ΩqΩHq
) k∑
i=1
V
(1)
q,i
H (
I − ΩHq Ωq
)
K
1
2
q−1
+ L
1
2
q−1
(
I − ΩqΩHq
)
L
1
2
q−1
k∑
i=1
 n−1∑
`=q+1
n− `
n− qW
(q)
`,i
K 12q−1 (I − ΩHq Ωq)K 12q−1,
(5.34)
W
(q)
`,i = −DL`,iA`−1q −A`−1q
H
DK`,i
+A`−1`−q
H
L
− 12
`−1V
(1)
`,i
H
K
− 12
`−1 + L
− 12
`−1V
(1)
`,i
H
K
− 12
`−1A
`−1
`−q
+
∑`−1
j=q+1
(
−A`−1j−q
H
DL`,iA
`−1
j −A`−1j
H
DK`,iA
`−1
j−q
+A`−1j−q
H
L
− 12
`−1V
(1)
`,i
H
K
− 12
`−1A
`−1
`−j +A
`−1
`−j+q
H
K
− 12
`−1V
(1)
`,i L
− 12
`−1A
`−1
j
)
,
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where DL`,i, DK`,i, and V
(1)
`,i are the same as for the first component.
What we have done so far is to compute the gradient of fBBT as a function
of the matrix blocks (R0, . . . , Rn−1) instead of the coordinate matrices
(P0,Ω1, . . . ,Ωn−1). Finally, we can impose the Toeplitz structure on the blocks.
Projection onto the Toeplitz structure According to manifold optimization
theory, computing the gradient of a cost function on some submanifold is
equivalent to computing the gradient in the embedding manifold and applying
the orthogonal projection onto the submanifold [1]. In our case, the embedding
manifold is the set
(
CN×N
)n
+ containing all tuples (R0, . . . , Rn−1) which
represent the blocks of an element in B+n,N . The submanifold is given by
the set (TN )n+ which contains all tuples (R0, . . . , Rn−1) holding the blocks of
an element in T +n,N .
Above, we have computed the gradient of the cost function fBBT for the
embedding manifold
(
CN×N
)n
+ since no additional structure was imposed on
the blocks. Hence, we need an orthogonal projection of this gradient at any
point (R0, . . . , Rn−1) ∈ (TN )n+ ⊂
(
CN×N
)n
+ from T(R0,...,Rn−1)
(
CN×N
)n
+ onto
T(R0,...,Rn−1) (TN )n+. This projection should be orthogonal with respect to the
inner product (5.32) and, for (E0, ω1, . . . , ωn−1) ∈ T(R0,...,Rn−1)
(
CN×N
)n
+, is
given by
E0 7→ vec−1
(
UH
(
UHH
(
P−10
T ⊗ P−10
)
UH
)−1
UHH vec
(
P−10 E0P
−1
0
))
, (5.35)
ω` 7→ vec−1
(
UT
(
UHT
(
SK`
T ⊗ SL`
)
UT
)−1
UHT vec
(
SL` ω`S
K
`
))
, (5.36)
 SL` = L− 12`−1 (I − Ω`ΩH` )−1 L− 12`−1,
SK` = K
− 12
`−1
(
I − ΩH` Ω`
)−1
K
− 12
`−1,
for ` = 1, . . . , n−1, where (P0,Ω1, . . . ,Ωn−1) is the transformation (5.21) of R˜n,
the BT matrix containing blocks (R0, . . . , Rn−1), with associated matrices L`−1
and K`−1. The vec-operator is the columnwise vectorization of a matrix, and the
matrices UH and UT are parametrization matrices for Hermitian Toeplitz and
general Toeplitz matrices, respectively. Hence, e. g., we write vec(T1) = UHt1,
with t1 ∈ R2N−1 the parametrization of T1 ∈ TN ∩ HN , and vec(T2) = UTt2,
with t2 ∈ C2N−1 or t2 ∈ R4N−2 a parametrization of T2 ∈ TN .
Note that when the projection is combined with the gradient above, some
cancellations occur within the vec operator of the projection. This is a
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consequence of the consistent use of inner product (5.32) for both the
Riemannian gradient and the orthogonal projection.
5.5.2 Greedy version of the mean
It is obvious that even a basic construction such as the gradient is expensive
for the generalized Kähler mean with Toeplitz structure imposed on the blocks.
Here we discuss an approximation to this mean which is obtained as an attempt
to regain the separated optimization of the coordinate matrices.
Remember from the previous section that the coordinate matrix P0 only depends
on the block R0, coordinate matrix Ω1 depends on the blocks R0 and R1, etc.
The main idea of our approximation is to perform the optimization of the
barycenter cost function fBBT in a greedy manner.
We start by minimizing the part of the cost function which only depends
directly on P0, while imposing the Toeplitz structure on R0. This results in the
computation of the structured Karcher mean of the given coordinate matrices
(P0,1, . . . , P0,k) as described in Chapter 4.
When this optimization process is completed, we assume R0 (and P0) to be
fixed. Next, we continue with the optimization of Ω1 = L−1/20 (R1 −M0)K−1/20 ,
with the Toeplitz structure imposed on R1. Note that since R0 is assumed to
be fixed, L0, K0, and M0 are fixed as well, making the relation between Ω1 and
R1 straightforward. When the optimization process on R1 is finished, assume
both R0 and R1 to be fixed and continue this method sequentially.
The optimization at the level of Ω`, ` = 1, . . . , n − 1 is performed using a
combination of constructions which have already been derived. From Section
5.4, we remember the barycenter cost function fBSDN with associated gradient
(5.30). Because of the Toeplitz restriction and the assumption that all previously
optimized coordinate matrices are fixed, the tangent space at Ω` is given by
TΩ`
(
L
−1/2
`−1 (TN −M`−1)K−1/2`−1
)
'
{
L
− 12
`−1TK
− 12
`−1
∣∣ T ∈ TN} .
We are now working directly on the level of Ω` instead of R`, hence the projection
of the gradient onto this tangent space slightly differs from the one presented
in (5.36) as follows
ω` 7→ vec−1
(
UT
(
UHT
(
SK`
T ⊗ SL`
)
UT
)−1
UHT vec
(
SL` L
1
2
`−1ω`K
1
2
`−1S
K
`
))
,
where UT, SK` , and SL` are the same as in (5.36).
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This greedy Kähler mean is only an approximation to the generalized Kähler
mean since by assuming the previous blocks to be fixed, the search space during
the optimization of the current block is more restricted than in the general
case. The approximation does allow us to partially return to the situation of
separated optimization, since the optimization is performed separately on the
blocks, even though they have to be computed sequentially.
5.5.3 Properties of the generalized Kähler mean
When considering the properties of the generalized Kähler mean, an intuitive
approach is to start from the properties of the Kähler mean for Toeplitz matrices
(Section 5.2.4).
The generalized Kähler mean of PD BT matrices and both the global and
greedy version of the Kähler mean of PD TBBT matrices will be permutation
invariant, repetition invariant, and idempotent, since all of them are defined as
barycenters.
As for the property of joint homogeneity, we start by discussing the change of
transformation (5.21) when a PD (TB)BT matrix R˜n is replaced with αR˜n,
for any real α > 0. We denote the transformation of R˜n by (P0,Ω1, . . . ,Ωn−1),
with corresponding prediction matrices A`j and auxiliary matrices P`−1 and ∆`,
and that of αR˜n by (P ′0,Ω′1,Ω′n−1), now with corresponding prediction matrices
A`j
′ and auxiliary matrices P ′`−1 and ∆′`.
First, the change of the prediction matrices A`j
′, and auxiliary matrices P ′`−1
and ∆′`, ` = 1, . . . , n−1, j = 1, . . . , `, can be found using induction. Considering
(5.14)–(5.17), it is clear to see that A11
′ = A11, P ′0 = αP0, and ∆′1 = α∆1. Now
assuming A˜′`−1 = A˜`−1, we find P ′`−1 = αP`−1, ∆′` = α∆`, and A``
′ = A``. As a
consequence of (5.17), A˜′` = A˜`, which closes the induction.
By writing the coordinate matrices Ω′` in the form P
′−1/2
`−1 ∆′`P
′−1/2
`−1 , we now find
that Ω′` = Ω`, ` = 1, . . . , n−1. Summarized, the transformation of αR˜n is given
by (αP0,Ω1, . . . ,Ωn−1), which is consistent with the Kähler transformation of
PD Toeplitz matrices. Note that transformation (5.19) behaves in the same
way for positive scaling.
Now, as for joint homogeneity, suppose we have k PD (TB)BT matrices T˜i,
i = 1, . . . , k, with a corresponding transformation (P0,i,Ω1,i, . . . ,Ωn−1,i), and k
positive scalars αi. The generalized Kähler mean for PD BT matrices (Section
5.4) is computed separately on the coordinate matrices. Combining this with
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the joint homogeneity of the Karcher mean (Chapter 3) is sufficient to prove
the property in this case.
The global version of the Kähler mean for PD TBBT matrices (Section 5.5.1)
can be seen to satisfy the property by studying the gradient of the cost function.
If this gradient becomes the zero matrix for some matrix R˜n with given matrices
T˜i, i = 1, . . . , k, it can be checked that the same happens for (α1 · · ·αk)1/kR˜n
with given matrices αiT˜i, i = 1, . . . , k.
Moreover, the greedy approximation (Section 5.5.2) also satisfies the property,
which can be seen as follows. We will denote the transformation of the
greedy Kähler mean of the unscaled T˜1, . . . , T˜k by (P0,Ω1, . . . ,Ωn−1). The
greedy Kähler mean of the scaled matrices α1T˜1, . . . , αkT˜k now starts by
averaging the first coordinate matrices, resulting in BT +
N
(α1P0,1, . . . , αkP0,1) =
(α1 · · ·αk)1/kP0 because of the joint homogeneity of the structured geometric
mean (Chapter 4) for linear structures. As mentioned before, the search space
for the coordinates of this greedy mean is dependent on the ones that have
already been computed. Hence, for the next coefficients (Ω1,1, . . . ,Ω1,k) we
still minimize the cost function fBSDN (X; Ω1,1, . . . ,Ω1,k). However, the search
space has changed from
P
−1/2
0 TNP−1/20 ∩ SDN to (α1 · · ·αk)−1/kP−1/20 TNP−1/20 ∩ SDN ,
from which it can be seen that the resulting coordinate matrix Ω1 remains
the same as in the unscaled setting (since a scaling of vector space TN does
not change the space). The other coordinate matrices Ω`, ` = 2, . . . , n −
1, similarly do not change. Finally, this results in coordinate matrices
((α1 · · ·αk)1/kP0,Ω1, . . . ,Ωn−1) for the greedy Kähler mean of the scaled
matrices, corresponding to the correct matrix for joint homogeneity to hold.
As for the Kähler mean of PD Toeplitz matrices, it is not difficult to find
examples which contradict the property of monotonicity and the Arithmetic-
Geometric-Harmonic inequality (Section 2.2). In fact, the counterexamples
found for the Kähler mean of PD Toeplitz matrices can again be used to
contradict the properties, since this mean arises as a special example of the
generalized Kähler mean for blocks of size 1.
5.6 Numerical experiments
In this section, we will analyze the various algorithms that were discussed for
the generalized Kähler mean.
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First of all, we will have a closer look at the Siegel disk and compare the
barycenters that arise when using the Siegel distance measure dSDN and the
Kobayashi distance measure dK .
Afterwards, a comparison of the global and greedy version of the generalized
Kähler mean for PD TBBT matrices is presented, where we also combine the
methods by using the greedy version as an initial guess for the global mean
algorithm.
5.6.1 The Siegel and Kobayashi barycenter on SDN
In this chapter, we have endowed the Siegel disk SDN with the Siegel distance
measure dSDN (Section 5.3.2) and with the Kobayashi distance measure dK
(Section 5.3.3). Since each distance measure can be used to define a barycenter
(BSDN and BK respectively) on the Siegel disk, we compare the computational
time and results of both.
When investigating the distance between the barycenters, a relative distance of
the order O(10−1) can be found consistently for varying matrix sizes. Note that
the diameter of the Siegel disk becomes infinity for both distance measures.
As for computational time, we display some results of both barycenters for
varying sizes of matrices in Figure 5.2. The Siegel barycenter BSDN requires
less computational time, which also increases more slowly.
Perhaps even more interesting is the fact that when we further increase the
size of the matrices, the steepest descent method to compute the Kobayashi
barycenter starts exhibiting convergence problems and a lack of a unique
minimizer. These problems can be ascribed to the presence of the spectral norm
in the Kobayashi distance measure. This norm is given by the largest singular
value of a matrix, and its derivative (Section 1.2.2) is only well-defined when
this largest value is strictly greater than the other singular values. During the
computation of the barycenter BK , it is possible that a matrix with almost
equal largest singular values is entered into this derivative, causing convergence
problems. This problem is further discussed in Section 6.2.1 of the future
research. Furthermore, the derivative of the spectral norm can only contribute
a rank one matrix to the gradient of the barycenter cost function for each given
matrix in the barycenter. Consequently, this will start causing problems when
the number of matrices in the barycenter becomes too small compared to the
size of the matrices.
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Figure 5.2: Required time for the computation of the Kobayashi and Siegel
barycenters BK and BSDN of 50 matrices of varying sizes.
5.6.2 The generalized Kähler mean
We have suggested a steepest descent algorithm for the generalized Kähler mean
of PD TBBT matrices, followed by a greedy approximation. Here we analyze
how close this approximation is to the actual mean and we investigate the
computational advantage of the approximation.
First of all, in terms of computational time the greedy version has a clear
advantage over the global mean, as illustrated in Figure 5.3. This was expected,
since the gradient for the greedy optimization problem can be found in the
gradient of the global optimization problem (5.33)–(5.34) by setting the factors
G`,i (for the first component) and W (q)`,i (for the other components) to zero.
In fact, while the basic operations for the terms in the individual blocks of the
gradient depend on the size of the matrices (N), the number of terms in each
block in the global gradient is dependent on the block size (n) of the matrix.
For the gradient in the greedy algorithm, changing the block size of the matrices
from n to n+ 1 corresponds to computing one additional block in the gradient,
independent of all previous blocks. On the other hand, the gradient in the
global algorithm will gain an additional term in each of the previous blocks of
the gradient. Hence, the greedy algorithm is linearly dependent on the number
of blocks n in the matrices, while for the global algorithm this dependence is
quadratic.
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Table 5.1: Some averaged comparative values concerning the global and greedy
version of the generalized Kähler mean of 20 PD TBBT matrices. The global
algorithm is initiated by a random matrix (R), one of the original matrices in
the mean (O), or the greedy approximation (G).
Number of blocks n
(n by n blocks) 10 20 50
Iterations for Global (R) 24 24 23
Iterations for Global (O) 25 23 23
Iterations for Global (G) 13 12 13
Relative distance
Greedy vs. Global 2.28e-04 1.36e-04 8.24e-05
Size global gradient
at Greedy 2.34 2.44 3.14
Moreover, in Table 5.1, the (averaged) relative distance between the global
version of the generalized Kähler mean and its greedy approximation is shown
for a number of block sizes. The observed relative proximity between both
versions and the computational advantage of the greedy algorithm suggests that
it could work well as an approximation. In fact, many applications require only
a limited amount of significant digits, in which case the greedy approximation
can replace the actual mean.
The greedy approximation as initial guess for the global algorithm Next,
for those applications where the global version of the generalized Kähler mean
is required, we analyze the influence of the initial guess on the algorithm.
Specifically, the appropriateness of the greedy version as an initial guess is
investigated.
In Figure 5.3, the computational time of the global version of the mean is
displayed when using a random initial guess and the greedy mean. As can be
seen, using the greedy approximation results in a faster algorithm. Note that
the time to compute the greedy mean was included in these results. Table
5.1 also displays the advantage of the greedy initial guess, as the required
number iterations of the global algorithm are reduced by half. Hence, we can
conclude that the greedy approximation works well as an initializer to the global
algorithm.
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Figure 5.3: Required time for the greedy and global versions of the generalized
Kähler mean for 20 PD TBBT matrices as the number of blocks varies (n
by n blocks). The global algorithm is initiated by a random matrix (R), or
the greedy approximation (G). For initialization with the greedy mean, the
combined computational time of the greedy and global mean is shown.
5.7 Conclusions
In this chapter, we have focused on a geometry for positive definite Toeplitz
matrices and a generalization thereof towards positive definite (Toeplitz-Block)
Block-Toeplitz matrices.
In the case of Toeplitz matrices, the Kähler mean and its properties have been
investigated, providing an explicit expression in the real case and a fast algorithm
in the complex case. While this mean did not satisfy many properties relating
to the ordering of matrices, such as monotonicity and the arithmetic-geometric
inequality, it does cooperate well with the application from which it was derived
[13, 15, 81, 130].
Afterwards, two possible generalizations of the Kähler transformation towards
positive definite (Toeplitz-Block) Block-Toeplitz matrices were presented, of
which the second was discussed in further detail. Two possible geometries
on the Siegel disk were investigated, where one corresponded naturally with
the manifold and the other was based on a useful automorphism of the
set. For Toeplitz-Block Block-Toeplitz matrices, a global mean and a greedy
approximation were derived, which were compared in numerical experiments.
The greedy version of the generalized mean was a close approximation of
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the global mean, with a significantly lower computational cost. The greedy
approximation was also shown to work well as an initializer for the global
optimization algorithm, effectively reducing the number of iterations by half.

Chapter 6
Conclusions
In this chapter, we present the main results of this thesis, accompanied by our
main contributions. Afterwards, some possible future extensions of the research
topics are discussed.
6.1 Conclusions and contributions
In this thesis, a large number of methods to average positive definite matrices,
both with and without additional structure, were discussed.
On the set of positive numbers or positive definite matrices, a natural averaging
operation is given by the geometric mean, which was our first topic of interest.
Considering the vast number of definitions for the geometric mean and its
related means, we introduced an extensive overview of the various approaches.
Among the several instances of the geometric mean, the Karcher mean was
presented as the most natural one. Its definition as the minimizer of an
optimization problem on the smooth manifold of positive definite matrices led us
to an exposition of the rich theory of Riemannian optimization. In this context,
various first- and second-order optimization techniques were investigated and
compared. It became apparent that while the second-order techniques required
less iterations, the computational cost associated with each of these iterations
was higher than that of the first-order algorithms, nullifying the advantage of
their quadratic convergence as the size of the matrices increased.
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Besides the numerous variations of the geometric mean, we also discussed and
constructed some approximations, which usually lacked one or more of the
desired properties. These approximations were based on the explicit expression
for the mean of two matrices, and on a combination of harmonic and arithmetic
mean iterations. The latter approach resulted in the HA mean, which delivered
promising results when combined with a randomization of the matrix order
in each iteration. Specifically, it was shown to have a close proximity to the
Karcher mean and a low computational time, and it served as a good initial
guess in the optimization algorithms for the Karcher mean.
The Karcher mean, often considered as the most natural geometric mean of
positive definite matrices, does not preserve any additional structure present in
the given matrices. We have presented an adaptation of the Karcher mean to
account for such structure. A theoretical analysis of this adaptation proved that
many of the geometric mean properties remain valid in a suitably adjusted form.
Afterwards, two steepest descent algorithms were designed for the computation
of the structured mean in case of linear structures, where an appealing interaction
between linear algebra and differential geometry could be observed. From a
linear algebraic point of view, the two algorithms are identical except for their
choice of a preconditioner of the gradient. From a differential geometric point
of view, the algorithms were derived as Riemannian steepest descent methods
on the set endowed with either the Euclidean geometry or the natural geometry
of positive definite matrices. A convergence analysis was performed, showing
the superiority of the algorithm based on the natural geometry.
Next, by thinking of the Karcher mean as a barycenter on the set of positive
definite matrices, we presented a second adaptation specifically for positive
definite Toeplitz matrices. This so-called Kähler mean is obtained by applying
an application-inspired transformation to the matrices, after which the mean is
computed as a barycenter in the transformed space. An explicit expression of
the mean was provided for real matrices and a fast algorithm in the complex
case. Theoretically, the mean does not satisfy many geometric mean properties
relating to the ordering of matrices. However, it does deliver good results in
the application from which its transformation was derived.
Finally, we considered two possible generalizations of the Kähler transformation
towards positive definite (Toeplitz-Block) Block-Toeplitz matrices. In the second
generalization, we encountered the Siegel disk, a generalization of the complex
unit disk or Poincaré disk. We presented two possible geometries on the
Siegel disk, one based on a useful automorphism of the set and another which
corresponded naturally with the manifold. Using the generalized transformation
which involved the Siegel disk with its natural geometry, we derived a global
mean and a greedy approximation for Toeplitz-Block Block-Toeplitz matrices.
An analysis of their properties, combined with numerical experiments, displayed
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a close resemblance between the global and greedy versions of the mean, while the
computational complexity was significantly lower for the greedy approximation.
We highlight our contributions in the chapters of the thesis:
Chapter 2
– An overview of the various instances of the geometric mean, its
related means and approximations;
– The introduction of geometric mean approximations based on
arithmetic and harmonic iterations. The randomized version of
the HA mean was shown to have a close proximity to the Karcher
mean and a low computational time, and it serves as a good initial
guess in the optimization algorithms for the Karcher mean;
Chapter 3
– An explicit expression for the Levi–Civita connection and Riemannian
Hessian of the Karcher cost function under the natural geometry of
Pn;
– The application of the Riemannian BFGS method to the computation
of the Karcher mean;
– Using the Karcher mean and randomized HA mean as kernel fusion
methods in a bioinformatics application, resulting in an improvement
over the state-of-the-art protein fold classification methods;
Chapter 4
– The introduction of the structured geometric mean;
– A theoretical analysis of the structured mean, covering both its
existence and its properties;
– The development and a convergence analysis of algorithms for the
computation of the structured mean in case of linear structures;
– A beautiful link between linear algebra and differential geometry by
using a Riemannian approach to develop two preconditioners for the
gradient in a steepest descent algorithm;
Chapter 5
– An explicit expression for the Kähler mean of positive definite
Toeplitz matrices in the real case and a fast algorithm to compute
the Kähler mean in the complex case;
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– The combination of the generalized transformation with the natural
geometry of the Siegel disk, resulting in the global version of the
generalized Kähler mean of Toeplitz-Block Block-Toeplitz matrices
as a barycenter;
– A greedy approximation to the generalized Kähler mean, satisfying
the same properties at a reduced computational cost.
6.2 Future research
We present some possibilities for future research that can be based on the topics
mentioned in this thesis.
6.2.1 Derivative of the spectral norm
In Section 5.3.3, the Kobayashi distance measure dK was introduced for the
Siegel disk SDN . The computation of a barycenter based on this distance
measure through gradient-based optimization would at some point require its
derivation. Using the chain rule of derivation, we notice the appearance of the
derivative of the spectral norm.
In Chapter 1, we presented the derivative of the spectral norm for any matrix X
with a strictly largest singular value.When the largest singular value is no longer
unique, the derivative becomes ill-defined. We demonstrate this by assuming
the matrix X now has a largest singular value of multiplicity k, σ1 = · · · = σk.
Using the classical definition of the Fréchet derivative, we find
D(‖ · ‖2)(X)[E] = lim
t→0
‖X + tE‖2 − ‖X‖2
t
= lim
t→0
‖Ik + tF‖2 − 1
t
,
where F = UH1,kEV1,k, and U1,k and V1,k are column matrices containing
respectively the k left and right singular vectors of X corresponding to the
singular values σ1, . . . , σk. In case the above limit exists, Weyl’s theorem [45]
dictates that it should lie within the interval [−δk, δ1], where δ1 and δk are
the largest and smallest singular value of F , respectively. In general, however,
different results are obtained when considering the limit from above and the
limit from below, indicating that the limit itself is not well-defined.
Hence, the implications concerning existence, uniqueness, and computation of
a barycenter based on the Kobayashi distance are interesting, but non-trivial.
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This computation was tested in Section 5.6.1, where convergence problems were
observed for the Kobayashi barycenter.
6.2.2 Low displacement rank matrices
In Chapter 1, we briefly discussed matrices of low displacement rank, a structure
which has proven its usefulness in various applications [72].
Since the displacement operator ∇F is a linear transformation of matrices, the
geometry of low displacement rank matrices is closely linked to that of low rank
matrices. By working in the displaced setting, optimization can be performed
in the same way as for low rank matrices.
The study of low rank matrices can be divided into two main branches. The
first considers matrices of a fixed rank k, which are sometimes also assumed to
be symmetric with fixed inertia [92, 122]. The second considers all matrices of
a given rank k and lower, which is no longer a classical smooth manifold [38].
Losing the manifold structure requires the generalization of some Riemannian
concepts, e. g., from tangent space to tangent cone [9, 99].
In case of positive definite low displacement rank matrices, the set of matrices of
a given rank and lower might prove most useful. Consider for example the set of
Toeplitz-like matrices discussed in the introduction, where we examine the mean
of a Toeplitz matrix T and its inverse T−1. Both matrices have a displacement
rank 2 under ∇F . The classical geometric mean of these two matrices is given by
the identity matrix I, which has displacement rank 1. Hence, by considering all
matrices of a given displacement rank and lower, this property of the geometric
mean can be preserved.
We have analyzed the set of positive definite matrices of a given displacement
rank or lower, and we have developed an algorithm for the computation of the
structured geometric mean of low displacement rank matrices. This research
will be submitted as part of
Jeuris, B., and Vandebril, R. The structured geometric mean of low
displacement rank matrices. In preparation.
6.2.3 Uniqueness of the structured geometric mean
The structured geometric mean was shown to exist for any closed subset U of
Pn in Chapter 4. Uniqueness, however, was only shown in case of a geodesically
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convex subset, in which case the structured geometric mean coincides with the
Karcher mean.
In our numerical experiments involving linear structures, we did notice that the
algorithms always returned the same solution, independent of any specifically
constructed or random initial guess. This leads us to conjecture that the
structured geometric mean is unique when the additional structure on Pn is
linear.
6.2.4 A generalization of nonnegative matrix factorization
A matrix with positive (nonnegative) entries is often referred to as a positive
(nonnegative) matrix. In nonnegative matrix factorization, the goal is to write
a nonnegative matrix M ∈ Rm×n as the product of two nonnegative matrices
U ∈ Rm×k, V ∈ Rk×n, with k typically small.
A generalization of this concept is obtained by replacing the positive
(nonnegative) entries in M and U with positive definite matrices. Hence,
M and U can be represented as a grid containing positive definite matrices as
entries, and we write M ∈ Pm×nN and U ∈ Pm×kN . The factorization itself was
generalized [129] by finding the minimizer of the cost function
fE(U, V ) =
m∑
i=1
n∑
j=1
‖Mij −
k∑
`=1
Ui`v`j‖2F , (6.1)
over U ∈ Pm×kN and positive V ∈ Rk×n. The generalization of the matrix
product of U and V in the above expression (
∑k
`=1 Ui`v`j) can be interpreted
as a weighted arithmetic mean of the matrices in U , while the applied distance
measure ‖A−B‖F also stems from Euclidean geometry.
Replacing both this weighted averaging operation and the distance measure
with their counterparts found in the natural geometry of PN (Chapter 3), we
obtain a new cost function
fR(U, V ) =
m∑
i=1
n∑
j=1
∥∥∥log (M− 12ij K(v1j , . . . , vkj ;Ui1, . . . , Uik)M− 12ij )∥∥∥2
F
,
where K(w1, . . . , wk;A1, . . . , Ak) represents the weighted Karcher mean of
matrices A1, . . . , Ak ∈ PN with corresponding weights w1, . . . , wk ≥ 0.
By endowing the product manifold Pm×nN with the product geometry of PN ,
the optimization problem can be tackled using Riemannian optimization. An
algorithm for the computation of the decomposition has been developed and
was tested on artificial datasets. This research will be submitted as part of
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Iannazzo, B., Jeuris, B., and Pompili, F. The Karcher decomposition
of tensor grids. In preparation.
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