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Re´sume´ – Re´cemment, Campi et al. ont propose´ deux familles de me´thodes (LSCR et SPS) pour caracte´riser la pre´cision de l’estimation
a` partir de mesures bruite´es de la valeur des parame`tres de mode`les. Ces me´thodes permettent d’obtenir des re´gions de confiance exactes et
non-asymptotiques, en faisant uniquement l’hypothe`se que les e´chantillons de bruit sont inde´pendants et suivent une distribution syme´trique.
Cependant, la caracte´risation nume´rique de ces re´gions de confiance est loin d’eˆtre triviale.
Cet article montre que l’analyse par intervalles, utilise´e par ailleurs pour aborder des proble`mes d’estimation a` erreurs borne´es, peut eˆtre
employe´e pour caracte´riser de fac¸on garantie les re´gions de confiance de´finies par LSCR ou SPS.
Abstract – Recently, Campi et al. have proposed two approaches (LSCR and SPS) to define exact and non-asymptotic confidence regions
for the estimation from noisy measurements of the parameters of models. The main hypothesis of these techniques is that the noise samples
corrupting the data are independent and symmetrically distributed. The numerical characterisation of the confidence regions defined by LSCR
or SPS remains however, an open problem.
This paper shows that interval analysis, previously used in bounded-error parameter estimation problems, may be employed to characterize,
in a guaranteed way, confidence regions as defined by LSCR and SPS.
1 Introduction
Quand on veut estimer la valeur pˆ du vecteur des parame`tres
p d’un mode`le dont la sortie est ym (p) a` partir du vecteur de
mesures y, tous deux de dimension n, il est souvent indispe-
nsable de disposer d’une indication de la qualite´ de l’estime´e
obtenue.
Cet article montre que l’analyse par intervalles [5] peut eˆtre
employe´e pour caracte´riser des re´gions de confiance exactes
et non-asymptotiques de´finies par les me´thodes LSCR (Leave
out Sign-dominant Correlation Regions) [1, 3] et SPS (Sign-
perturbed sums) [2] re´cemment introduites par Campi et al.
Ces deux approches sont brie`vement rappele´es au paragraphe 2.
Le principe de la caracte´risation a` l’aide d’outils de l’analyse
par intervalles est introduit au paragraphe 3. Des exemples sont
traite´s au paragraphe 4 1.
2 Re´gions de confiance
Nous supposons que le syste`me produisant les donne´es y
appartient a` l’ensemble des mode`les et notons son vecteur de
parame`tres par p∗. Cette hypothe`se donne un sens a` la notion
de vraie valeur pour le vecteur des parame`tres.
Dans [1, 2, 3], deux nouvelles approches nomme´es LSCR et
SPS sont introduites pour obtenir une caracte´risation exacte de
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l’incertitude parame´trique dans des conditions non-asymptoti-
ques. Une des caracte´ristiques les plus frappantes de ces ap-
proches est qu’elles e´vitent un grand nombre des hypothe`ses
habituelles sur les bruits de mesure. Il n’est, par exemple, pas
ne´cessaire de supposer que le bruit est gaussien (ou qu’il suit
toute autre distribution de probabilite´ de´finie a priori, d’ail-
leurs). Il n’est pas non plus ne´cessaire de supposer qu’une borne
δ sur la taille des erreurs acceptables est connue. Les appro-
ches LSCR et SPS reposent sur la seule hypothe`se que les
e´chantillons du bruit sont distribue´s de fac¸on inde´pendante, et
que leur distribution est syme´trique par rapport a` ze´ro.
LSCR et SPS de´finissent alors, sans approximation, des re´-
gions Θ auxquelles p∗ appartient avec une probabilite´ donne´e.
2.1 LSCR
Soit εt(p) l’erreur de pre´diction, telle que εt(p∗) soit la
re´alisation du bruit affectant les donne´es a` l’instant t. La proce´-
dure permettant de calculer une re´gion de confiance non-asymp-
totique est la suivante :
1. Choisir deux entiers r > 0 et q > 0.
2. Pour t = 1 + r, . . . , k + r = n, calculer
cεt−r,r (p) = εt−r (p) εt (p) , (1)
3. Calculer
sεi,r (p) =
∑
k∈Ii
cεk,r (p) , i = 1, . . . ,m, (2)
ou` Ii est un sous-ensemble de l’ensemble des indices I et
la collection G de ces sous-ensembles Ii, i = 1, . . . ,m,
forme un groupe pour l’ope´ration de diffe´rence syme´tri-
que (Ii ∪ Ij)− (Ii ∩ Ij) ∈ G.
4. Caracte´riser l’ensemble Θεr,q = Θ
ε,1
r,q ∩Θε,2r,q , avec pour
j = 1, 2,
Θε,jr,q =
{
p ∈ P tel que
m∑
i=1
τε,ji (p) > q
}
, (3)
ou` P est le domaine de recherche a priori pour p et ou`
τε,ji (p) =
{
1 si (−1)jsεi,r (p) > 0,
0 sinon.
(4)
L’ensemble Θεr,q contient toutes les valeurs de p pour lesquel-
les au moins q fonctions sεi,r (p) sont positives et au moins q
sont ne´gatives. La probabilite´ que p∗ appartienne a` Θεr,q est
exactement e´gale a` 1 − 2q/m. La taille et la forme de Θεr,q
de´pendent des valeurs de q et de r, ainsi que du groupe G et
du nombre m d’e´le´ments qu’il contient. Une proce´dure pour
ge´ne´rer un groupe de taille approprie´e est sugge´re´e dans [4].
2.2 SPS
SPS [2] repose sur les meˆmes hypothe`ses sur les bruits de
mesure que LSCR. Il fournit e´galement une re´gion de confiance
a` laquelle p∗ appartient avec probabilite´ donne´e, en exploitant
la syme´trie des distributions des bruits et l’inde´pendance des
re´alisations. SPS est applicable pour des mode`les a` re´ponse im-
pulsionnelle finie (RIF), tels que
yt = ϕ
T
tp
∗ + wt, t = 1, . . . , n, (5)
avec ϕt un vecteur de re´gresseur connu ne de´pendant pas des
parame`tres inconnus. SPS de´finit une re´gion de confiance non-
asymptotique pour p∗ contenant l’estime´e au sens des moin-
dres carre´s p̂, qui est la solution des e´quations normales
n∑
t=1
ϕt
(
yt −ϕTt p̂
)
= 0. (6)
Pour un vecteur p ge´ne´rique, conside´rons
s0 (p) =
n∑
t=1
ϕt
(
yt −ϕTtp
)
, (7)
ainsi que les sign-perturbed sums
si (p) =
n∑
t=1
αi,tϕt
(
yt −ϕTtp
)
, (8)
ou` i = 1, . . . ,m−1 et αi,t sont des signes ale´atoires i.i.d., avec
Pr(αi,t = −1) = 0.5 et Pr(αi,t = 1) = 0.5 et
zi (p) = ‖si (p)‖22 , i = 0, . . . ,m− 1. (9)
Une re´gion de confiance Σq est obtenue en caracte´risant l’en-
semble de toutes les valeurs de p telles que z0 (p) n’est pas
parmi les q plus grandes valeurs de (zi (p))
m−1
i=0 . Dans [2], il
est montre´ que p∗ appartient a` Σq avec une probabilite´ exacte
de 1− q/m. L’ensemble Σq peut eˆtre de´fini comme
Σq =
{
p ∈ P tel que
m−1∑
i=1
τi (p) > q
}
(10)
ou`
τi (p) =
{
1 si zi (p)− z0 (p) > 0,
0 sinon.
(11)
Ceci est justifie´ par le fait que si
∑m−1
i=1 τi (p) > q, alors
τi (p) = 1 pour au moins q parmi les m − 1 fonctions τi (p).
Ainsi, il y a au moins q fonctions zi (p) telles que zi (p) >
z0 (p) et z0 (p) n’est pas parmi les q plus grandes valeurs de
(zi (p))
m−1
i=0 .
3 Caracte´risation garantie
Un aspect essentiel pour une utilisation fiable de LSCR et
de SPS est la caracte´risation garantie et globale de ces re´gions
a` l’aide d’outils nume´riques. Cet aspect n’est cependant que
rarement aborde´ en dehors de la communaute´ s’inte´ressant a`
l’estimation a` erreurs borne´es.
Les re´gions de confiance introduites par LSCR et SPS sont
de´finies a` partir d’ensembles ou d’intersection d’ensembles tels
que
Ψq =
{
p ∈ P tel que
m∑
i=1
τi (p) > q
}
, (12)
ou` τi (p) est une fonction indicatrice
τi (p) =
{
1 si fi (p) > 0,
0 sinon,
(13)
et ou` fi (p) de´pend de la structure du mode`le, des mesures, et
du vecteur de parame`tres p.
La caracte´risation de Ψq peut eˆtre formule´e comme un prob-
le`me d’inversion ensembliste [6]
Ψq = P ∩ τ−1 ([q,m]) , (14)
avec
τ (p) =
m∑
i=1
τi (p) , (15)
qui peut eˆtre re´solu efficacement graˆce a` l’analyse par interval-
les [8, 5], a` l’algorithme SIVIA et a` des techniques de propa-
gation de contraintes intervalles [5].
Pour cela, il est ne´cessaire d’introduire des fonctions d’in-
clusion des τi’s et par conse´quent des fonctions fi. SIVIA parti-
tionne ite´rativement l’espace de recherche P en pave´s (vecteurs
d’intervalles) pour lesquels il est possible de prouver qu’ils ap-
partiennent a` Ψq , en pave´s qui ont une intersection vide avec
Ψq , et en pave´s inde´termine´s pour lesquels il n’est pas possi-
ble de conclure. SIVIA de´coupe les pave´s inde´termine´s jusqu’a`
ce que leur plus grand coˆte´ soit plus petit qu’un parame`tre de
pre´cision ε.
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FIG. 1: Mode`le a` deux compartiments
4 Exemples
Un mode`le dont la sortie est non-line´aire en les parame`tres
(NLP) est conside´re´ dans un premier temps avec LSCR. Un
mode`le a` re´ponse impulsionnelle finie (FIR) est ensuite aborde´
avec SPS. Tous les calculs ont e´te´ re´alise´s a` l’aide d’Intlab [9],
une bibliothe`que de calcul par intervalles pour Matlab, sur un
Intel Core i7 a` 3.7 GHz e´quipe´ de 8 GO de RAM. Les temps
de calcul pourraient eˆtre conside´rablement diminue´s par une
implantation en C++.
4.1 Mode`le NLP (LSCR)
Conside´rons le mode`le a` deux compartiments repre´sente´ sur
la figure 1. Sa sortie satisfait
yt = α (p
∗) (exp (λ1 (p∗) t)− exp (λ2 (p∗) t)) + wt, (16)
ou` p = (k01, k12, k21)
T,
α (p) = k21/
√
(k01 − k12 + k21)2 + 4k12k21, (17)
λ1,2 (p) = −1
2
(
(k01 + k12 + k21) (18)
±
(
(k01 − k12 + k21)2 + 4k12k21
)−1/2)
(19)
et ou` les wt sont des re´alisations de variables i.i.d. N
(
0, σ2
)
,
pour t = 0, T, . . . , (n− 1)T . Des mesures ont e´te´ ge´ne´re´es
pour p∗ = (1, 0.25, 0.5)T. La variance du bruit de mesure est
σ2 = 10−4. La pe´riode d’e´chantillonnage est T = 0.2 s, et n =
64. Pour faciliter l’illustration, seuls k01 et k12 sont estime´s. La
valeur k∗21 de k21 est suppose´e connue.
Pour une valeur donne´e p = (k01, k12, k∗21)
T du vecteur des
parame`tres, les erreurs de pre´diction sont εt (p) = yt−ymt (p) ,
avec ymt (p) = α (p) (exp (λ1 (p) t)− exp (λ2 (p) t)), for t =
0, T, . . . , (n− 1)T .
L’ensemble Θεr,q a e´te´ caracte´rise´ a` l’aide de LSCR et SI-
VIA pour m = 63, r = 1 et q = 3, ce qui correspond a` une
re´gion de confiance a` 90 %. Le pave´ de recherche initial est
P = [0, 5]×[0, 5] et ε = 0.001. La figure 2 montre que Θεr,q est
constitue´e de deux composantes disjointes, une conse´quence de
l’absence d’identifiabilite´ globale de ce mode`le, qui n’est que
localement identifiable. Les valeurs de k01 et de k12 peuvent
eˆtre e´change´es sans changer la sortie du mode`le.
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FIG. 2: Diffe´rents zooms sur le pavage de l’espace de recherche
P = [0, 5]× [0, 5] obtenu dans le cas d’un mode`le a` deux com-
partiments pour la caracte´risation d’une re´gion de confiance
Θεr,q ; les pave´s verts sont a` l’inte´rieur de Θ
ε
r,q , les rouges a`
l’exte´rieur
4.2 Mode`le RIF (SPS)
Conside´rons le syste`me
yt = y
m
t (p
∗) + wt, (20)
et le mode`le RIF
ymt (p) =
na−1∑
i=0
aiut−i, (21)
ou` p = (a0, . . . , ana−1)
T et ut = 0 pour t 6 0. Pour t =
1, . . . , n, les wt sont des e´chantillons de bruit i.i.d. On peut
mettre (20) sous la forme
yt = ϕ
T
tp
∗ + wt, (22)
avec ϕTt = (ut, . . . , ut−na+1) et p
∗ =
(
a∗0, . . . , a
∗
na−1
)T
.
La caracte´risation de Σq introduit dans (10) est re´alise´e avec
SIVIA. Pour cela, les fonction d’inclusion pour les τi’s sont de
la forme
[τi] ([p]) =

1 si inf ([fi] ([p])) > 0,
0 si sup ([fi] ([p])) < 0,
[0, 1] sinon,
(23)
ou`
[fi] ([p]) = [zi − z0] ([p]) (24)
et ou` [zi − z0] ([p]) est une fonction d’inclusion de la diffe´rence
entre zi et z0, introduites au paragraphe 2.2.
La figure 3 montre le pavage de l’espace de recherche P =
[−2, 2] × [−2, 2] obtenu pour un mode`le a` deux parame`tres
(na = 2, lorsque a0 = 0.2, a1 = 0.3, σ2 = 0.25, n = 256,
m = 255, et q = 20. Les pave´s rouges ont une intersection
vide avec Σq , les verts sont inclus dans Σq , les jaunes sont
inde´termine´s. Ces derniers sont bisecte´s a` condition que leur
plus grand coˆte´ soit de taille supe´rieure a` ε = 0.01. L’union des
pave´s verts et jaunes contient de manie`re garantie une re´gion de
confiance a` 92% pour p.
Des mode`les RIF (21) avec na = 20 parame`tres unifor-
me´ment re´partis dans [−2, 2]na sont ge´ne´re´s pour e´valuer les
performances de l’approche pour des mode`les comportant un
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FIG. 3: Pavage de l’espace de recherche obtenu avec SPS pour
le mode`le RIF ; la re´gion de confiance a` 92% est enferme´e
entre l’union des pave´s verts et des pave´s verts et jaunes
plus grand nombre de parame`tres. Pour chaque mode`le, n =
512, 1024, 2048, 4096, et 8192 sorties sans bruit sont ge´ne´re´es
en appliquant en entre´e une suite ale´atoire ut de ±1, qui est
l’entre´e D-optimale sous la contrainte que l’entre´e doit res-
ter dans l’intervalle [−1, 1] [10]. Un bruit blanc Laplacien est
ensuite ajoute´ aux donne´es. La variance du bruit est ajuste´e de
manie`re a` obtenir un rapport signal-a`-bruit (RSAB) allant de
5 dB a` 40 dB.
Pour obtenir une re´gion de confiance a` 95% a` l’aide de SPS,
un choix possible est m = 255 et q = 13. Le pave´ de recher-
che initial dans l’espace des parame`tres est P =
[−104, 104]20.
Il n’est pas possible dans ce cas d’obtenir des approximations
inte´rieures et exte´rieures a` l’aide d’unions de pave´s. L’objectif
est d’obtenir un pave´ contenant la re´gion de confiance. Pour
cela, des techniques de propagation de contraintes intervalles
sont mises en œuvre, voir [7]. Un pave´ contenant Σq est obtenu
en 5 s en moyenne, quelle que soit la valeur de n, la comple-
xite´ de calcul e´tant principalement lie´e aux valeurs de m et de
na. La figure 4 repre´sente la taille du plus grand coˆte´ du pave´
contenant Σq en fonction du RSAB et du nombre de points de
mesure.
La taille du pave´ de´croit line´airement (en log) lorsque le
SNR ou le logarithme du nombre de points de mesure aug-
mente.
5 Conclusions et perspectives
L’analyse par intervalles fournit des outils efficace pour e´va-
luer de manie`re garantie des approximations inte´rieures et exte´-
rieures de re´gions de confiance non-asymptotiques de´finies par
LSCR ou SPS.
L’efficacite´ de la caracte´risation est largement lie´e a` la qua-
lite´ des fonctions d’inclusion utilise´es pour caracte´riser les en-
sembles de´finis par LSCR or SPS. Les fonctions (2) introduites
par LSCR ou (7) et (8) pour SPS contiennent de multiples oc-
curences des parame`tres a` estimer.
Des manipulations symboliques de ces expressions peuvent
eˆtre tre`s utiles pour ame´liorer l’efficacite´ de SIVIA et permettre
de construire des contracteurs plus puissants, comme cela a e´te´
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FIG. 4: Taille du plus grand coˆte´ du pave´ contenant Σq en fon-
ction du RSAB et du nombre de points de mesure.
fait pour SPS [7].
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