Decision tree has most widely used for classification. However the main influence of decision tree classification performance is attribute selection problem. The paper considers a number of different attribute selection measures and experimentally examines their behavior in classification. The results show that the choice of measure doesn't affect the classification accuracy, but the size of the tree is influenced significantly. The main effect of the new attribute selection measures which base on normal gain and distance is that they generate smaller trees than traditional attribute selection measures.
INTRODUCTION
Because of its speed and high precision, decision tree has been widely used in the classification. Decision tree learning is instance-based inductive learning algorithm, which forms of decision tree classification rules from a group of no order, no rules inference, and usually used to classify the unknown data .The main influence of decision tree classification performance is how to select each node attributes to be tested, namely attribute selection metric problem.
The measures of the traditional attribute selection most widely used are based on the standards of entropy theory, such as information gain (Information Gain), information gain ratio (Gain Ratio) [1] . For such standards' shortcomings we discuss two new attribute selection measures, the normal gain attribute selection measure which also based on entropy theory and the distance-based attribute selection measure which based on the distance metric selection criteria in this paper. We establish the decision tree with the attribute selection measures introduced above, and compare them from the decision tree size, classification accuracy two aspects.
In this paper we designed several experiments of decision tree with different attribute selection measures. In each experiment, we evaluate the performance of decision tree form two parts which are decision tree size, classification accuracy. The rest of paper is organized as follows. In Section 2, we present several attribute selection measures of decision tree and their improvements. In Section 3, we describe the data and experimental procedure. Finally, we draw a conclusion of this paper.
SEVERAL ATTRIBUTE SELECTION MEASURES AND THEIR IMPROVEMENTS
The specific method of decision tree classification is: it begins with a set of examples; each example is described in terms of a set of attributes. The attribute selection is to choose the attribute that best divides the examples into their classes and then partition the data according to the values of that attribute. This process is recursively applied to each node subset, and the procedure terminate when all examples in the current subset have the same class [2] . The result of the process is represented as a tree in which each node specifies an attribute and each branch emanating from a node specifies the possible values of that attribute. Terminal nodes (leaves) of the tree correspond to the sets of examples with the same class or no more attributes are available. Therefore, a fundamental step in decision tree algorithm is the selection of the attribute at each node. We select the best attribute by seeing how well each one separates the data into the various classes.
TRADITIONAL SELECTION MEASURES
Information gain and gain ratio are two typical attribute selection measures which are based on information entropy. ID3 algorithm uses information gain as the attribute selection measure, the attribute which has the largest information gain is selected as a split attribute [3] . This method of classification has the minimum of expected tests for given examples and make sure to find a simple tree. However, as has already been pointed out in the literature (Hart, 1984; Kononenko et al., 1984; Quinlan, 1986) , this attribute selection measure is biased in favor of attribute with a large number of values. In order to compensate for this bias, Quinlan (1986) introduced a modification of the Gain measures. The modification is Gain Ratio which use split information to standardize the information gain. The split information defines as: Next the Gain Ration can be described as:
THE DISADVANTAGE OF TRADITIONAL SELECTION MEASURES
The information gain and gain ratio regard as two typical attribute selection measures have been used widely. But a notable disadvantage of the information gain is that it is biased towards selecting attributes with many values. This motivated Quinlan to define the Gain Ratio which mitigates this bias but suffers from other disadvantages [4] . The disadvantage of the gain ratio is when one of the j D is close to dataset D , the denominator may got the value of zero or extraordinary small. That is for the attribute which has the same value for nearly all the instance of dataset D , it will cause the Gain Ratio have not defined or very large. Then we will introduce two new attribute selection measures for these disadvantages.
IMPROVED SELECTION MEASURES

NORMAL GAIN
Normal gain (NG) is based on information gain [5] . It is about to replace the base 2 logarithm of information gain by base n logarithm (n is the number of division). Normal gain constraint the gain value when the value of n closes to infinite large, and effectively overcome the bias of smaller partitions for information gain.
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Noted that in the formula of NG, when the division number of n increases, NG decreases; when the purity of each partition increases (the probability of instance belonging to one class), NG increases. That two opposite effects to NG causes it may not properly distinguish the best division of some special examples. But the experiment has proved that the result of NG is better than GR and IG in majority of attribute selection experiments.
DISTANCE-BASED ATTRIBUTE SELECTION MEASURES
R. López De Mántaras introduced a distance between partitions as attribute selection measures and proved that it is not biased towards many-valued attributes [6] . In this selection measure, the chosen attribute in a node will be that whose corresponding partitions is the closet (in terms of distance) to the correct partition of the subset of examples in this node.
In case of, we design two partitions PA, PB on the same set D. Attribute A has n different values { 
Where
And we define
In order to compare the new distance-based selection measure with the Quinlan's gain, then present the relation with Quinlan's information gain. It has been proved that the distance of the two partitions also can be describes as:
Furthermore, the gain ratio also can be expressed in terms of information measures on partitions as follows:
From the formula above, we can known that the mainly difference between the distance measure and gain ratio is the denominator. The distance measure adopt the attributes with large number of values that has been proved.
The previous section described a number of different measures of attribute selection. The main purpose of the current research was to conduct a detailed comparison between these alternatives to determine their effect on the decision tree size and classification accuracy. This section describes the experiment of data used and the methodology, results of the experiment.
EXPERIMENTAL DATA
We run our experiments on 36 standard UCI data sets [7] on Weka [8] . The data represent a wide range of domains and data characteristics listed in Table 1 . Before classification, we should handle the data with following three steps:
1. Dealing with the missing attribute values. For the special datasets, we use the unsupervised attribute filter Replace Missing Values in Weka to replace all the missing attribute value.
2. Discretize the numeric attribute values. For the special datasets, we used the unsupervised filter Discretize in Weka to handle all numeric attribute values in each data set.
3. Removing some of the useless attributes [9] . There are three such attributes in the above-mentioned 36 data sets: "Hospital Number" attribute in data set "colic.ORIG", "instance name" attribute in the data set "splice", and the "animal" attribute in data sets "zoo". In order to remove these useless attributes we adopt the unsupervised filter named Remove in Weka. 
EXPERIMENTAL METHODS
In all, four different measures were tested on all of the data sets. The particular factors of interest, as mentioned above, were decision tree size and classification accuracy.
In order to obtain independent test data and reliable results, each original data set was split randomly (90/10) into a training and a test data set. The trees were grown and pruned on the training data set and then accuracy was measured on the test data set [10] .
To guard against random splits that happened to be untypical, the whole procedure was carried out ten times, giving ten independent pairs of training and test data for each data set. All the methods were run on the same datasets and the results averaged across the ten pairs.
EXPERIMENTAL RESULTS
Classification accuracy is the very important criteria for evaluation a performance of a classifier [11] . Thus, we use the natural dependent measures for experiments on decision tree induction.
Classification accuracy, it equal to the percentage of instances correctly classified, refers to the predictive ability of a decision tree in terms of classifying an independent set of test data.
The comparison results on accuracy values of all four algorithms on each data set are shown in Table 2 . The symbols v and * in the table respectively denote statistically significant upgrade or degradation over information gain with a 95% confidence level. The / / w t l values are summarized at the bottom of the table. Each entry / / w t l in the table means that the algorithms win on w data sets, tie on t data sets, and lose on l data sets, compared to information gain measure.
Then we can know from the Table 2 that the classification accuracy of the improved selection measures is almost the same with traditional measures. The classification accuracy of normal gain measure does not have obvious difference with information measure on 33 data sets. And the distance measure does not have obvious difference with information measure on 30 data sets. But in some data sets the improved got high classification accuracy than traditional measures, although the differences are not statistically significant. Also in Table 3 we compare the improved measures with each other. From the table we can conclude that they don't have significant difference on classification accuracy. 
The above results support that the decision tree classification accuracy is not sensitive to the goodness of the attribute selection measures [12] . The main effect of the new attribute selection measure is to reduce the size of the tree, rather than alter its accuracy. In our experiments we use the number of leaves to measure the size of tree. Although the classification accuracy of normal gain doesn't significant improved, it may generate smaller trees than gain ratio. The number of leaves for decision trees generated by different measures is show in the Fig. 1 . A is the data set of audiolpgy,B is the data set of breast-cancer,C is the data set of colic,D is the data set of heart-c,E is the data set of labor and F is the data set of lymph
From the above theoretical proof in section 2 we can known that the distance measure will generate smaller tree than gain ratio especially in the domain of the data sets whose attributes have a large number of values. Then we choose the data set 'hepatitis' which comply with the above characteristics for experiment in order to support the theoretical proof. In weka, we build a decision tree with the distance measure which has 99 leaves and it is smaller than the tree of information gain (102 leaves) and gain ratio (107 leaves).
CONCLUSIOINS
In this paper, first we introduce two traditional attribute selection measures of decision tree. For the traditional measures disadvantages, we present two improved measures. In fact, the results show that classification accuracy is not improved significantly by using different attribute selection measures, but the size of the tree may be influenced significantly. The new attribute selection measures which base on normal gain and distance generate smaller trees than traditional attribute selection measures.
In summary, there exists a number of ways to improve the performance of decision tree classification and future work should explore these methods. 
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