Abstract: Stock price prediction is the main concern for financial firms and private investors. In this paper, we proposed a hybrid BP neural network combining adaptive PSO algorithm (HBP-PSO) to predict the stock price. HBP-PSO takes full use of the global searching capability of PSO and the local searching advantages of BP Neural Network. The PSO algorithm is applied for training the connection weights and thresholds of BP, in order to take advantage of BP, each particle in PSO swarm will be optimized by error correcting method of BP in probability. The trained BP neural network is used to predict the stock price. The empirical analysis using the real data of Chinese stock market demonstrates the feasibility and effectiveness of this method.
INTRODUCTION
The stock market is a vital part of financial market and the basis and core of the capital market. It is the important mechanism of resource allocation in market economy, and has great role in promoting economic development. Stock price forecasting is an important research subject that has attracted researchers' attention. The accuracy of stock price forecasting is very difficult, because it is usually influenced by many factors, such as general economic conditions, political environments and investor behaviors. How to adopt reasonable methods and models to forecast the change trend of stock price is a big focus in the academic world. At present stage, the research of stock price forecasting mainly concentrate in two aspects: one is the traditional volatility forecasting model based on statistical principle, which mainly are ARCH models [1] and SV model [2] . But because these models are based on the theory of statistical analysis, they have higher requirements on the sample data for forecasting. In fact, even if there are a large sample data, but it does not necessarily find rule, even if there is a statistical rule, but it is also not a typical. The other is the artificial intelligence technique such as artificial neural network (ANN) [3] [4] [5] , genetic algorithm (GA) [6, 7] , and many hybrid intelligent algorithms [8] [9] [10] [11] . The hybrid intelligent algorithms have more flexibility to solve the complex models, so more and more researchers tend to use them to deal with forecasting problems. Therefore, this paper presents a BP Neural Network combining adaptive PSO algorithm (HBP-PSO algorithm) to forecast the stock price trend, which organically mixes the global searching ability of PSO and local optimal of BP Neural Network. This new model can greatly improve the accuracy of the change tendency forecast and that could provide a forecasting method to investors.
The rest of the paper is organized as follows. In section 2, we describe the sketch of standard PSO algorithm. Thereafter, in section 3, we present a BP Neural Network combining adaptive PSO algorithm to forecast the price of stock. The empirical research and simulation are provided in section 4. The paper concludes in section 5.
PARTICLES SWARM OPTIMIZATION ALGO-RITHM
PSO was presented by Kennedy and Eberhart in 1995 [12] . It is a random optimization algorithm based on swarm aptitude. Its thought comes from the research on the behavior of the bird swarm catching food. PSO is an iterative optimization tool, which randomly generate a group of initial solutions and through the iterative search to find the optimal value.
Let D be the dimension of the search space, x i = (x i1 , x i2 , , x iD ) be the current position of the i th particle in swarm, P i = ( p i1 , p i2 , , p iD ) be the best position of the i th particle so far, and
be the best position which of the whole swarm have ever visited. The rate of the velocity for the i th particle is noted
Algorithm 1 Standard Particle Swarm Optimization
Step 1: Initialize a population of particles X m with random position vector i x and the velocity vector v i , setting parameters c 1 and c 2 , the maximum generation T max , the generation number T := 0 ;
Step 2: Calculate the fitness of all the particles in X(T ) ;
Step 3: Renew the position and velocities of particles based on equation:
Step 4: Calculate the particle's fitness and renew every particle's optimal position and the global optimal position.
Step 5: (Termination examination) If the termination criterion is satisfied, then output he global optimal position and its fitness value. Otherwise, let T := T + 1 , and Loop to step2.
THE DESCRIPTION OF HNP-PSO ALGORITHM
The BP neural network [13] the error back propagation neural network, which is a kind of supervised learning neural network. In BP neural network, the signal is inputted from outside spreads to the output layer. If the output value is not the expected output, it shifts to the conversed spreading processing and the error (the true value-the real output value) is reduced by modifying contacted weight value of neurons in every layer. Then it shifts to the positive spreading processing and revolves iteration until the error is smaller than the given value. However, the BP neural network often fall into local minimum point in its learning process, thus it can't search to the global optimal value. PSO algorithm is an intelligent optimization method, which adopt the global random searching method to find the optimal value. But its local search ability is not strong. The HBP-PSO algorithm gives full play to the advantages of two algorithms and improves the performance of the new algorithm.
The process of this hybrid algorithm is as below:
(1) Initialization neural network. With the basic principle of neural network, a topology structure of neural network is built based on the sample set of input and output. All the connection weights and thresholds are encoded into real vector, which are individual particles in the population. The dimension of the particle position and velocity vector is D , which is the number of connection weights and thresholds. is the maximum generation number, the rate of the velocity for the i th particle is noted as v i = (v i1 , v i2 , v iD ) .Set the termination criterion. Randomly generate the initial population X(0) . T := 0 .
(3) Calculate the fitness of all the particles. Based on the theory of signals forward propagation of BP Neural Network, we can calculate the actual output of each particle by
ing O p with the ideal output, we can calculate the error of p sample and then get the error of all sample data. Here, we use the mean value of the error of all sample data as a fitness value of each particle.
Here L is the layer number of neural network, F(*) is called the activation function of each layer, X p is the input sample, W is connection weights, n is the number of the sample set. y i is the idea output of the i th sample, o i is the actual output of the i th sample. E i is the error value of the i th sample, E i is the fitness value of the l th particle (that is, the mean value of the error of all sample data).
(4) Renew the velocity and position of particles based on equation (1) and (2). (5) Set the probability P
Obviously, this formula is an increased with the increase of the iteration number. Randomly generated a random number rand [0,1] , when rand < P , the connection weights and thresholds are adjusted through the operation principle of BP neural network. The error correction formula as follow:
Output layer:
Here w pq is the connection weight between q th neuron in output layer and p th neuron in its leading layer. is learning rate.
Hidden layer:
Here v hp is the connection weight between h th neuron in (k 2) th hidden layer and p th neuron in (k 1) th hidden layer, is learning rate, o pk 1 and o hk 2 are the actual output, y q is the idea output, w p1 , w p2 , w pm are weight val- The reason for this is that the PSO algorithm has better global search ability for optimizing the weight and threshold, so the PSO algorithm is first used to globally search, which can overcome the problem of BP neural network easily trapping in local optimum. The local searching ability of BP neural network primarily to be used in the latter period, the probability of running becomes bigger as the increase of iteration times.
(6) Calculate the particle's fitness and renew every particle's optimal position p i , i = 1, , m and the global optimal position g p . (7) Termination examination. If the termination criterion is satisfied, then output the global optimal position and its fitness value. Otherwise, let T := T + 1 , and Loop to (3) . The flow chart of HBP-PSO algorithm is depicted in Fig. (1).   Fig. (1) . The flow chart of HBP-PSO.
SIMULATION EXPERIMENTS

Experimental Data
In this section we implement the proposed HBP-PSO algorithm using the daily stock price of "Zhong Guo Yi Yao"(600056), which was launched in Shanghai Stock Exchange, China. The historic data covers the financial timeseries data form 2009/11/18 to 2010/3/15, total 75 group data sample. Top 60 group data is used for training and the last 15 group data is used for testing. In this model, 15 parameters, which are opening price, closing price, ceiling price, the lowest price, volume of three days, as the net input data, and the Price Change Ratio three days later as the output data.
Parameter Setting
The HBP-PSO network has 3 layers, which is composed of 15 input neurons (input parameters is 15), 8 hidden neurons (experiments show the number bigger than 8, the volatility higher) and 1 output neurons (only one output parameter). The target error goal is 0.0001, learning rate = 0.5 .
The population size of PSO algorithm is 40, social coefficient c 1 = 0.5 , cognitive coefficient c 2 = 0.5 , the initial value of the adaptive inertia weight w ini = 0.9 , the final value w end = 0.4 , the maximum generation number T max = 200 .
Performance Analysis
For this stock, the trend prediction correct rate of HBP-PSO is about 70%, and the standard BP model is about 50%. Obviously, the predict accuracy of HBP-PSO is better than standard BP model. The forecasting results of the stock are shown in Figs. (2-4) , respectively. Fig. (2) . The fitted value of the price change ratio of training data.
The program run result shows that although the actual value and predicted value are not identical, but the error is small, the result is acceptable. Specifically, we can see that HBP-PSO predicting trend is basic agreement with the real value, which can give investors some useful information to Fig. (3) . The forecasting value of closing price of testing data. Fig. (4) . The fitted and forecasting value of closing price of all sample data.
