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1. INTRODUCTION
In this paper we study the following nonlinear problem,
y0 y l y q 9 y a x y p s 0, y G 0 in 0, ‘ 1.1aŽ . Ž . Ž . Ž .
y 0 s g and y9 0 s 0, 1.1bŽ . Ž . Ž .
where
g ) 0, q G 1, 0 - p - 1 and l g R.
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Ž .As for the function a x , throughout the paper we make the assumptions:
1Ž . Žw ..A1. a g C 0, ‘ l C 0, ‘ .
Ž .A2. a9 ) 0 on 0, ‘ .
A3. There exists a point a ) 0 such that
wa - 0 on 0, a and a ) 0 on a , ‘ .. Ž .
Collectively we denote these assumptions by assumption A.
The principal objective in this paper is to study the existence of free
Ž . Ž .boundary solutions of Problem 1.1 . By this we mean solutions y x with
the property that for some z * ) 0,
y x ) 0 for 0 F x - z *,Ž .
1.2Ž .
y z * s 0 and y9 z * s 0.Ž . Ž .
Ž .Problem 1.1 arises when investigating stationary free boundary solutions
of the problem
u s u y l uq y a x u p in 0, ‘ = 0, ‘ ,Ž . Ž . Ž . Ž .xt x x
u 0, t s 0 for t g 0, ‘ ,Ž . Ž .x
u x , 0 s u x for x g 0, ‘ ,Ž . Ž . Ž .0
which is suggested by nonlinear diffusion problems involving both convec-
Ž .tion and singular absorption e.g., in population dynamics . The case l s 0
w x Ž w xhas been studied in 6 related problems have been addressed in 3, 5 ; see
w x. Ž .also 1 . For every g ) 0 Problem 1.1 has a unique solution, which we
Ž . Ž . Ž Ž . Ž ..denote by y s y x; g , l or simply by y x respectively, y x, g , y x, l .
We only consider nonnegative solutions.
Ž .About solutions of Problem 1.1 we prove the following results:
THEOREM 1.1. Let assumption A be satisfied; let l F 0. Then there exists
Ž .a unique constant g* s g* l ) 0 with the following properties:
Ž . Ž . Ž .i for any g g 0, g* there exists a point z ) 0 such that y z s 0
Ž .and y9 z - 0;
Ž . Ž .ii for g s g* there exists a point z * ) 0 such that y z * s 0 and
Ž .y9 z * s 0;
Ž . Ž .iii for any g ) g* there exists a point z ) 0 such that y z ) 0 and
Ž .y9 z s 0.
Ž . Ž . Ž .In all three cases y x ) 0 and y9 x - 0 for any x g 0, z .
Ž . Ž .Plainly, y x; g*, l , l F 0 is a free boundary solution. We could define
Ž . w xDirichlet and Neumann solutions of Problem 1.1 as in 6 . The reader can
easily obtain information about such solutions from the present results.
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Ž .According to Theorem 1.1 the function g* l is well defined on the
whole of the negative l-axis. Concerning its properties we have the
following result.
Ž .THEOREM 1.2. Let assumption A be satisfied. Then the function g* l is
Ž x Ž Ž .xcontinuous, increasing, and maps y‘, 0 onto 0, g* 0 . Moreo¤er,




c [ a x dx ,Ž .H0 ž /q 0
and
Ž .1r qypaH a s dsŽ .x
y x ; g* l , l ; g* l as l “ y‘. 1.3bŽ . Ž . Ž .Ž . až /H a s dsŽ .0
Theorems 1.1 and 1.2 allow us to define a continuous curve Cy in the
Ž .second quadrant of the l, g -plane,
Cy[ l, g* l : y‘ - l F 0 , 4Ž .Ž .
Ž .along which Problem 1.1 has free boundary solutions.
In the second quadrant the overall situation is qualitatively the same as
for l s 0. In the first quadrant the situation is different, as the following
theorem shows.
Ž .THEOREM 1.3. Let assumption A be satisfied; let g ) g* 0 . Then there
Ž .exists a unique constant l* s l* g ) 0 with the following properties:
Ž . Ž . Ž .i for any l g 0, l* there exists a point z ) 0 such that y z ) 0
Ž .and y9 z s 0;
Ž . Ž . Ž .ii for l s l* there exists a point z * ) 0 such that y z * s y9 z *
s 0;
Ž . Ž .iii for any l ) l* there exists a point z ) 0 such that y z s 0 and
Ž .y9 z - 0.
Ž . Ž . Ž .In all three cases y x ) 0 and y9 x - 0 for any x g 0, z .
Ž .In this case, y x; g , l* is a free boundary solution. Some properties of
Ž .the function l* g are collected in the following theorem, which is
analogous to Theorem 1.2.
Ž .THEOREM 1.4. Let assumption A be satisfied. Then the function l* g is
continuous, and there exists a constant c ) 0 such that1
l* g - c gyqqŽ3yp.r2 for any g ) g* 0 . 1.4Ž . Ž . Ž .1
CLAUDI, PELETIER, AND TESEI194
Ž . w Ž . .If q s 1, l* g is increasing on g* 0 , ‘ and con¤erges to some constant
L ) 0, which may be infinite, as g “ ‘.
Theorems 1.3 and 1.4 enable us also to define in the first quadrant of
Ž .the l, g -plane a curve of free boundary solutions:
Cq[ l* g , g : g ) g* 0 . 4Ž . Ž .Ž .
We write C [ Cyj Cq. Then the curve C can be thought of as a
Ž .bifurcation diagram of free boundary solutions of Eq. 1.1a . Since the
Ž . Ž x Ž .function g* l is invertible on y‘, 0 see Theorem 1.2 , the curve C is
Ž . Ž .the graph of a function l* g defined on 0, ‘ in an obvious way.
Ž .As for the existence of free boundary solutions of Problem 1.1 , the
above results imply the following theorem.
THEOREM 1.5. Let assumption A be satisfied. Then
Ž .i for any l F 0 there exists a unique free boundary solution of
Ž .Problem 1.1 ;
Ž . Ž .ii for any l g 0, L , the constant L ) 0 possibly being infinite, there
Ž .exists a free boundary solution of Problem 1.1 .
Ž .The multiplicity of free boundary solutions in the interval 0, L obvi-
Ž . Ž .ously depends on the behaviour of the function l* g for g ) g* 0 . If
q s 1 this function is increasing, hence only one free boundary solution
Ž . Ž Ž ..exists in 0, L in fact, in y‘, L . For general q ) 1 more than one free
Ž . Žboundary solution may exist for l g 0, L a similar situation is encoun-
w x. Ž .tered in 2, 4 . In particular, when q ) 3 y p r2, then, according to
Ž .Theorem 1.4, l* g “ 0 as g “ ‘. Hence for l small enough there will be
at least two free boundary solutions.
It is clear that the curve C is not symmetric under the reflection
l “ yl. This is obviously related with the asymmetry of the convection
term under the reflection x “ yx.
In Section 2 we prove some preliminary properties of solutions to
Ž .Problem 1.1 , which are used in Section 3 to prove the existence of free
boundary solutions to the same problem. Uniqueness and qualitative
properties of these solutions are investigated in Section 4, respectively, in
Section 5.
2. PRELIMINARY RESULTS
Let us introduce some notation and make a few preliminary observa-
Ž . Ž . Ž . Ž .tions. Since a 0 - 0, it follows from Eqs. 1.1a ] 1.1b that y0 0 s
Ž . pa 0 g - 0. Hence y9 - 0 in a right neighbourhood of the origin. Thus for
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Ž .any solution of Problem 1.1 the supremum
z [ sup x ) 0 : y ) 0, y9 - 0 on 0, x 2.1 4Ž . Ž .
Ž . Ž .is positive. Plainly, if z - ‘, then we have either y z s 0 or y9 z s 0.
Consider the functional
22 pq1E y [ y9 y a x y ; 2.2Ž . Ž . Ž . Ž .
p q 1
Ž . Ž Ž ..set also E x ’ E y x .
Ž .LEMMA 2.1. Let l F 0, and let y be any solution of Problem 1.1 . Then
E9 x - 0 in 0, z .Ž . Ž .
Ž .Proof. When we differentiate E and use Eq. 1.1a , we obtain
2
q pq1E9 s 2l y 9y9 y a9 x y - 0 when y ) 0 and y9 - 0,Ž . Ž .
p q 1
2.3Ž .
and the assertion follows.
Ž .LEMMA 2.2. Let l F 0, and let y be any solution of Problem 1.1 . Then
1r22 a 0Ž .
Ž pq1.r2y9 ) y g on 0, z . 2.4Ž . Ž .ž /p q 1
Ž . Ž .Proof. By Lemma 2.1 we have E x - E 0 , so that
22 pq1 pq1 pq1y9 x - kg q a x y x - kg for 0 - x - a , 4Ž . Ž . Ž .
p q 1
< Ž . < Ž .where k [ 2 a 0 r 1 q p . Therefore
Ž pq1.r2'y9 ) y k g on 0, a . 2.5Ž . Ž .
If z F a , the claim follows. If z ) a , we conclude from assumption A3
that
q p wy0 s l y 9 q a x y ) 0 on a, z ,Ž . Ž . .
Ž . Ž .so that the lower bound of y9 of 2.5 continues to hold on a , z . This
proves the assertion.
Ž .We can now prove that the supremum z defined in 2.1 is finite for any
value of the parameter l.
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Ž .LEMMA 2.3. Let l g R, and let y be any solution of Problem 1.1 . Then
z - ‘.
Proof. By contradiction assume that z s ‘; then y ) 0 and y9 - 0 in
Ž .0, ‘ . Hence there exists
lim y x \ l G 0.Ž .
x“‘
Ž . Ž .Let us first prove that l s 0. In fact, integrating Eq. 1.1a over 0, x gives
x
q q py9 x s l y x y lg q a s y s ds in 0, ‘ .Ž . Ž . Ž . Ž . Ž .H
0
Ž .Since y9 - 0, it follows that y x ) l for all x G 0, so that if l ) 0, then
x x
p pa s y s ds G l a s ds “ ‘ as x “ q‘.Ž . Ž . Ž .H H
a a
Ž .Here the assumptions A2 and A3 have been used. It follows that y9 x “ ‘
Ž .as x “ ‘, which contradicts the fact that y9 - 0 on 0, ‘ . Therefore we
may conclude that l s 0.
Ž . Ž .i Let l F 0. Then, because y9 - 0 and y ) 0 on 0, ‘ ,
y0 s l y q 9 q a x y p G a x y p ) 0 for x ) a .Ž . Ž . Ž .
Ž .Thus y9 x tends to a limit as x “ ‘, which can only be zero, and y0 “ 0
 4 Ž .along a sequence x tending to infinity. From Eq. 1.1a we conclude thatn
Ž . pŽ . Ž . Ž Ž ..a x y x “ 0 as n “ ‘. Hence E x “ 0 as n “ ‘ see 2.2 . Sincen n n
Ž .by Lemma 2.1 E9 - 0, it follows that E x “ 0 as x “ ‘, hence that
Ž .E ) 0 on 0, ‘ . Thus
y9 - yK x y Ž1qp.r2 on a , ‘ , 2.6Ž . Ž . Ž .
where
1r22
K x s a x .Ž . Ž .ž /1 q p
Ž . Ž .When we integrate 2.6 over a , x , we obtain
x1 y p
Ž1yp.r2 Ž1yp.r2y x - y a y K s ds. 2.7Ž . Ž . Ž . Ž .H2 a
Ž .Letting x “ ‘ in 2.7 and remembering that a is bounded away from zero
Ž1yp.r2Ž .at infinity, we find that y x “ y‘, a contradiction.
Ž . Ž . Ž .ii Let l ) 0. Choose x ) a and set y [ y x , a [ a x . Then,0 0 0 0 0
because y9 - 0 and y ) 0,
L y [ y0 y l y q 9 y a x y p - y0 y lqy qy1 y9 y a y p for x ) x .Ž . Ž . Ž . 0 0 0
FREE BOUNDARY PROBLEM 197
Ž .Here we have used the fact that a x is increasing by assumption A2. By
w x5, Proposition 2.6 , the problem
z0 y lqy qy1z9 y a z p s 0, x - x - ‘,0 0 0
z x s y and z ‘ s 0Ž . Ž .0 0
has a unique solution, which moreover has compact support. Since y is a
subsolution of the same problem, we have
y x F z x for x F x - ‘.Ž . Ž . 0
This implies that y also has compact support, and hence that z - ‘, a
contradiction.
LEMMA 2.4. Let l g R, and let y be a free boundary solution of Problem
Ž . Ž .1.1 . Then y9 - 0 on 0, z * .
Proof. It suffices to prove that z G z *. Suppose to the contrary that y9
Ž . Ž .vanishes on 0, z * , hence that z g 0, z * . Then
y z ) 0, y9 z s 0 and y0 z G 0.Ž . Ž . Ž .
Ž . Ž .The last inequality implies, in view of 1.1a , that a z G 0 so that by
assumption A3, we must have z G a .
We claim that y9 ) 0 in a right neighbourhood of z . If z ) a , then
Ž . Ž .y0 z ) 0 and the claim is obvious. If z s a , then y0 z s 0. However,
2qy1 qy2 py1 py- s lqy y0 q lq q y 1 y y9 q pa z y y9 q a9 z y .Ž . Ž . Ž . Ž .
Hence,
y- z s a9 z y p z ) 0,Ž . Ž . Ž .
Ž .so that y9 ) 0 on z , z q d for some small positive d .
Ž . Ž .Thus, since y z * s 0, there must exist a point x g z , z * such that1
y9 ) 0 in z , x , y9 x s 0 and y0 x F 0.Ž . Ž . Ž .1 1 1
Ž . Ž .This in turn implies that a x F 0. Since a z G 0, x ) z and a is1 1
Ž .increasing see assumption A2 , this is impossible. This completes the
proof.
LEMMA 2.5. Let l g R, and let y be a free boundary solution of Problem
Ž .1.1 . Then z * ) a .
Proof. We deal with the cases l ) 0 and l F 0 in succession.
Ž . Ž . Ž .i Let l ) 0. Integrating Eq. 1.1a over the interval 0, z * we
obtain
z *q plg s a s y s ds,Ž . Ž .H
0
from which the conclusion follows.
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Ž .ii Let l F 0. We suppose to the contrary that z * F a . Choose
Ž . Ž . Ž .x g 0, z * and integrate Eq. 1.1a over the interval x, z * . We then
obtain
z *q p< <y9 x q l y x s y a s y s ds ) 0.Ž . Ž . Ž . Ž .H
x
This inequality implies that
1yq < <y 9 - q y 1 l on 0, z * ,Ž . Ž .Ž .
whence
1yq1yq < <y x - y x q q y 1 l x y x for 0 - x - x - z *. 4  4Ž . Ž . Ž . Ž .0 0 0
Ž .yAs x “ z * the left-hand side of the above inequality diverges, so that
we also obtain a contradiction. This completes the proof.
LEMMA 2.6. Let l g R, and let y be a free boundary solution of Problem
Ž .1.1 . Then
1 y p yŽ1yp.r2 'y 9 x “ y a z * as x “ z * .Ž . Ž . Ž .Ž . '2 p q 1Ž .
To pro¤e Lemma 2.6 we need the following result.
LEMMA 2.7. Let l g R, and let y be a free boundary solution of Problem
Ž .1.1 . Then there exist positi¤e constants d and M such that
2y9 xŽ . Ž .
F M for x g z * y d , z * . 2.8Ž . Ž .pq1y xŽ .
For the moment we accept this lemma.
Proof of Lemma 2.6. Note that
1 y p
Ž1yp.r2 yŽ1qp.r2y 9 s y y9. 2.9Ž .Ž .
2
Ž .To obtain an expression for the right-hand side of 2.9 , we multiply Eq.
Ž . Ž .1.1a by 2 y9 and integrate over x, z * . This yields the identity
2z * z *2 q pq1y y9 x s 2l y 9y9 ds q a s y 9 ds.Ž . Ž . Ž . Ž . Ž .H Hp q 1x x
When we now divide by y pq1 we arrive at the square of the desired
expression:
2y9 x 2lqŽ . Ž . z * 2qy1s y y y9 dsŽ .Hpq1 pq1y x y xŽ . Ž . x
2 1 z * pq1q a x q a9 s y ds . 2.10Ž . Ž . Ž .Hpq1½ 5p q 1 y xŽ . x
FREE BOUNDARY PROBLEM 199
Since y is decreasing by Lemma 2.4, we obtain, using the bound of
Lemma 2.7,
21 y9Ž .z * z * z *2qy1 qy1 qy1y y9 ds F y ds F M y dsŽ .H H Hpq1 pq1y x yŽ . x x x
Ž .for any x g z * y d , z * . Hence, the first term on the right-hand side of
Ž . Ž .y2.10 tends to zero as x “ z * . As to the last term, because y is
decreasing and a is increasing by assumption A2, we have
1 z * ypq1a9 s y ds F a z * y a x “ 0 as x “ z * .Ž . Ž . Ž . Ž .H1qpy xŽ . x
2.11Ž .
Ž .y Ž .Thus, letting x “ z * in 2.10 , we conclude that
2y9 x 2Ž . Ž . y“ a z * as x “ z * ,Ž . Ž .1qp p q 1y xŽ .
Ž .whence by 2.9 the conclusion follows.
It remains to prove Lemma 2.7.
Proof of Lemma 2.7. If l ) 0 the first term on the right-hand side of
Ž .2.10 is negative, while the other terms are bounded, so that the conclu-
sion follows immediately.
Next, let l F 0. From Lemma 2.5 we know that z * ) a . Hence, it is
w xpossible to choose d so small that a ) 0 on z * y d , z * . Then
y0 s l y q 9 q a x y p ) 0 on z * y d , z * ,Ž . Ž . Ž .
Ž .so that for x g z * y d , z * ,
1z * z *2qy1 qy1 qy y9 ds - y y9 x y y9 ds s y9 x y x .Ž . Ž . Ž . Ž .H H qx x
Ž . yŽ1 qp.r2 < < Ž .If we use this bound in 2.10 , write Y s y y9 and use 2.11 , we
obtain
2
2 qyŽ pq1.r2< <Y x -2 l y x Y x q a z * for xg z *yd , z * .Ž . Ž . Ž . Ž . Ž .
pq1
ŽSince the coefficients of this inequality are uniformly bounded in z * y
. Ž .d , z * , Condition 2.8 is satisfied, and the conclusion follows.
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LEMMA 2.8. Let l g R, and let y be a free boundary solution of Problem
Ž .1.1 . Then
lq 4 pz * z * 2qyp Ž1yp.r2a x dx s g q y 9 dx. 2.12Ž . Ž .Ž .H H2q y p0 01 y pŽ .
Ž . yp Ž .Proof. We multiply Eq. 1.1a by y and integrate over 0, z , where
Ž .z g 0, z * . This yields, after one integration by parts,
z z z2zyp ypy1 ypqqy1<a x dx s y y9 q p y y9 dx y lq y y9 dx. 2.13Ž . Ž . Ž .H 0 H H
0 0 0
Ž . Ž pq1.r2Ž .By Lemma 2.6, y9 x ; yKy x as x “ z *, where K is a positive
Ž . Ž .constant. Hence, when we let z “ z *, Eqs. 2.9 and 2.13 yield the
desired expression.
Let us finally prove two useful comparison results.
Ž .PROPOSITION 2.9. Let g ) 0 and l - l . Let y x; g , l be the corre-1 2 i
Ž . Ž .sponding solutions to Problem 1.1 ; denote the suprema defined in 2.1 by z ,i
Ž .i s 1, 2 . Then
 4y x ; g , l ) y x ; g , l in 0, min z , z .Ž . Ž . Ž .1 2 1 2
Ž . Ž .Proof. For convenience we write y x [ y x; g , l . From Eqs.i i
Ž . Ž .1.1a ] 1.1b we conclude that
y s y s g , yX s yX s 0, yY s yY s a 0 g p at x s 0,Ž .1 2 1 2 1 2
and
yZ 0 y yZ 0 s l y l qa 0 g qqpy1 ) 0,Ž . Ž . Ž . Ž .1 2 1 2
according to assumption A3. Thus, y ) y in a right neighbourhood of the1 2
origin and
d [ sup x ) 0 : y ) y in 0, x ) 0. 4Ž .1 2
Plainly
X Xy d s y d \ y and y d F y d . 2.14Ž . Ž . Ž . Ž . Ž .1 2 1 2
 4Let us prove that d G min z , z . Suppose, for the sake of contradiction,1 2
 4that d - min z , z . Then1 2
X xy x - 0 in 0, d .Ž . Ži
Ž .Hence the function y x are invertible with inverse functioni
w x w xx y [ x y , x : y , g “ 0, d .Ž . Ž .i i i
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Note that
y x ) y x for x g 0, d and x y ) x y for y g y , g .Ž . Ž . Ž . Ž . Ž . Ž .1 2 1 2
2.15Ž .
Set
2 w xz y [ y9 x y for y g y , g . 4Ž . Ž .Ž .
Ž .Then z y solves the problem
qy1 p'z9 s y2lqy z q 2 a x y y , z ) 0 on y , g , 2.16aŽ . Ž . Ž .Ž .
z g s 0. 2.16bŽ . Ž .
Ž .Let z and z be the solutions of Problem 2.16 corresponding to y and1 2 1
y . Then w [ z y z solves the equation2 1 2
w9 q P y w s Q y , w g s 0.Ž . Ž . Ž .
Here
2l qy qy12
P y s y ,Ž .
z y q z y' 'Ž . Ž .1 2
qy1 pQ y s 2 l y l qy z y q 2 a x y y a x y y .'  4Ž . Ž . Ž . Ž . Ž .Ž . Ž .2 1 1 1 2
Ž . XŽ . YŽ . Ž . pNote that P y is singular at y s g , but because z g s 2 y 0 s 2 a 0 gi i
1Ž . Ž .we still have P g L y, g . As regards the function Q y , since the func-
Ž .tion a is increasing the inequality in 2.15 implies that
a x y y a x y ) 0 for y g y , g .Ž . Ž . Ž .Ž . Ž .1 2
Ž . Ž .Moreover, l ) l by assumption. Therefore Q y ) 0 on y, g . Thus,2 1
ww y s z y z y - 0 for y g y, g .Ž . Ž . Ž . .1 2
In particular, we obtain the strict inequality
z y z y - 0;Ž . Ž .1 2
whence, since yX , yX are nonpositive in d , there holds1 2
yX d ) yX d ,Ž . Ž .1 2
Ž .which is in contradiction with 2.14 . Thus, the conclusion follows.
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Ž .PROPOSITION 2.10. Let y x; g , l be free boundary solutions of problemi i
Ž . U Ž . Ž1.1 , with suprema z , i s 1, 2 . Let g F g , l F l g , g ) 0; l , li 1 2 1 2 1 2 1 2
. U Ug R . Then z F z and, if g - g or l - l ,1 2 1 2 1 2
y x ; g , l - y x ; g , l in 0, z U . 2.17Ž . Ž . Ž . Ž .1 1 2 2 1
Ž . Ž . Ž .Proof. Set y x [ y x; g , l , i s 1, 2 . Suppose to the contrary thati i i
U U Ž . Ž U U .z - z , and define y x ’ 0 on z , z . Plainly,2 1 2 2 1
y 0 - y 0 and y z U ) y z U .Ž . Ž . Ž . Ž .1 2 1 2 2 2
Set
d [ inf x g 0, z U : y ) y on x , z U . 4Ž . Ž .1 1 2 1
We prove that d s 0. Since this implies that g G g , it follows that1 2
g s g , and hence, by uniqueness, that y s y and z U s z U. This1 2 1 2 1 2
contradicts the assumption that z U - z U , so that the assertion follows.2 1
Suppose to the contrary that d ) 0. Then
y d s y d and yX d G yX d . 2.18Ž . Ž . Ž . Ž . Ž .1 2 1 2
Ž . w U xThe functions y x are invertible in d , z with inverse functioni i
Uw x w xx y [ x y , x : 0, y “ d , z ,Ž . Ž .i i i i
Ž . Ž .where y d \ y, i s 1, 2 ; moreover,i
x y ) x y in 0, y .Ž . Ž . Ž .1 2
X 2Ž .  Ž Ž ..4 w xAs in the proof of Proposition 2.9, we set z y [ y x y for y g 0, y .i i i
We then have
X qy1 pz s y2l qy z q a x y y in 0, y ,Ž . Ž .' Ž .i i i i
z 0 s 0 i s 1, 2 .Ž . Ž .i
Arguing as in the proof of Proposition 2.9 we obtain the strict inequality
2 2X X0 - z y y z y s y d y y d ,Ž . Ž . Ž . Ž .Ž . Ž .1 2 1 2
namely,
yX d - yX d ,Ž . Ž .1 2
Ž . U U Ž .which contradicts 2.18 . This proves that z F z . Inequality 2.17 is1 2
proved by the same argument. This completes the proof.
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3. EXISTENCE OF FREE BOUNDARY SOLUTIONS
Ž .The existence of free boundary solutions of Problem 1.1 is proved by
means of a shooting technique. We consider the following sets,
S ’ S l [ g g Rq : y z , g s 0, yX z , g - 0 , 4Ž . Ž . Ž .y y
S ’ S l [ g g Rq : y z , g ) 0, y9 z , g s 0 . 4Ž . Ž . Ž .q q
Ž .Observe that in general the sets S depend on l, l g R . Since z - ‘"
Ž . q  4for any l see Lemma 2.3 , it follows that for any g g R R S j S they q
Ž . Ž .solution y x, g of Problem 1.1 corresponds to a free boundary solution.
Let us first prove some preliminary results.
Ž .LEMMA 3.1. For any l g R there exists a constant g s g l ) 0 suchy y
Ž .that 0, g ; S .y y
Proof. We scale the variables and set
x s g Ž1yp.r2 t and y x s g z t . 3.1Ž . Ž . Ž .
Ž .Then, in terms of the new variables, Problem 1.1 becomes
z0 y lg b z q 9 y a* t z p s 0 for t ) 0,Ž . Ž .
z 0 s 1 and z9 0 s 0, 3.2Ž . Ž . Ž .
where
1Ž1yp.r2a* t [ a g t and b [ q y 1 q p . 3.3Ž . Ž . Ž .Ž . 2
Ž . Ž .We now let g “ 0 for l g R fixed. Since a* t “ a 0 uniformly on
bounded intervals and b ) 0, it follows from standard ODE arguments
Ž . Ž .that z t, g “ Z t , where Z is the solution of the problem
Z0 y a 0 Z p s 0 for t ) 0,Ž .
Z 0 s 1 and Z9 0 s 0.Ž . Ž .
Ž .Since a 0 - 0, it is clear that Z0 - 0 and Z9 - 0 as long as Z G 0.
Ž . Ž .Hence by continuity z9 ?, g - 0 as long as z ?, g G 0 when g is small
enough. Thus the conclusion follows.
Ž .LEMMA 3.2. For any l F 0 there exists a constant g s g l ) 0 suchq q
Ž .that g , ‘ ; S .q q
w xProof. For l s 0 the assertion was proved in 6 . Suppose that for some
 4 q  4l - 0 there exists a diverging sequence g ; R R S . Let z be the0 k q k
Žcorresponding sequence of zeros of yy9 recall that z - q‘ by Lemmak
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. Ž . Ž . Ž .2.3 . Then y z s 0; integrating Eq. 1.1a over 0, z givesk k
zkq p< <l g q a x y x dx s y9 z F 0Ž . Ž . Ž .H0 k k
0
 4 Ž .for any k. Let j [ min z , a . Then, since a ) 0 on a , ‘ , and y isk k
decreasing, we obtain
aj kyq p yqqp< <l F g a x y x dx - g a x dx.Ž . Ž . Ž .H H0 k k
0 0
If we now let k tend to infinity, so that g “ ‘, we arrive at a contradic-k
tion.
LEMMA 3.3. Let l F 0. Then the sets S and S are open.y q
Ž . Ž . Ž xProof. i Let g g S . Then y9 ?, g - 0 on 0, z , where z s0 y 0 0 0
Ž .z g . It now follows from the continuous dependence on initial data that0
Ž . Ž . Ž Ž .x < <z g is continuous at g , and that y9 ?, g - 0 on 0, z g , if g y g is0 0
sufficiently small.
Ž . Ž . Ž . Ž xii Let g g S . Then y ?, g ) y z , g ) 0 on 0, z , where z s0 q 0 0 0 0 0
Ž .z g again. At z we have0 0
y0 z , g s a z y p z , g / 0 if z / a .Ž . Ž . Ž .0 0 0 0 0 0
On the other hand,
y0 z , g s 0 and y- z , g s a9 z y p z , g ) 0 if z s a .Ž . Ž . Ž . Ž .0 0 0 0 0 0 0 0
Ž .Thus, z g is continuous at g , and by continuity with respect to initial0
Ž Ž . . < <data y z g , g ) 0 if g y g is sufficiently small.0
We can now prove the existence of a free boundary solution to Problem
Ž .1.1 for l F 0.
Ž .PROPOSITION 3.4. Let l F 0. Then there exists g* s g* l ) 0 such
Ž . Ž .that y x; g*, l is a free boundary solution of Problem 1.1 .
ŽProof. For any l F 0 the sets S and S are nonempty Lemmas 3.1y q
. Ž . q Žand 3.2 and open Lemma 3.3 . It follows that the set S s R R S j0 y
.S contains at least one element, which by Lemma 2.3 is a free boundaryq
Ž .solution of Problem 1.1 .
To prove the existence of a free boundary solution for l ) 0 we again
use the shooting method. We now consider the sets, analogous to S , S ,y q
T ’ T g [ l g Rq : y z , l s 0, y9 z , l - 0 , 4Ž . Ž . Ž .y y
T ’ T g [ l g Rq : y z , l ) 0, y9 z , l s 0 . 4Ž . Ž . Ž .q q
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Ž .Observe that in general the sets T depend on g , g ) 0 . Let us prove"
some other preliminary results. We recall that we denote the solution of
Ž . Ž .Problem 1.1 by y x; g , l . The corresponding supremum, as defined in
Ž . Ž .2.1 , is denoted by z g , l .
q Ž .LEMMA 3.5. Suppose that g ) 0 and l g R R T . Then z g , l ) a ,y
where a is defined by
a
a x dx s 0.Ž .H
0
Ž . Ž .Proof. Integrating the equation 1.1a over the interval 0, z we obtain
z p q qa s y s ds s l g y y z ) 0. 4Ž . Ž . Ž .H
0
Therefore z ) a and
az p pa s y s ds ) ya s y s ds. 4Ž . Ž . Ž . Ž .H H
a 0
Hence, since y is decreasing,
azp py a a s ds ) y a ya s ds, 4Ž . Ž . Ž . Ž .H H
a 0
from which the conclusion follows.
Ž . Ž .LEMMA 3.6. For any g ) g* 0 there exists a constant l s l g ) 0q q
w .such that 0, l : T .q q
Ž . w xProof. Fix g ) g* 0 . Then, according to a result proved in 6 , we
know that
y z ; g , 0 ) 0,Ž .
Ž .where z s z g , 0 . Since z ) a ) a by Lemma 3.5, it is easily seen from
Ž .the equation for y that y0 z ) 0. Hence there exists a point s ) z such
that
y9 x ; g , 0 ) 0 for any x g z , s .Ž . Ž .
Choose d ) 0 such that z q d - s . Then by standard ODE arguments
w .there exists l ) 0 such that for any l g 0, l ,q q
1 w xy x ; g , l ) y z ; g , 0 for any x g 0, z q d , 3.4Ž . Ž . Ž .2
y9 z q d ; g , l ) 0. 3.5Ž . Ž .
Ž . ŽSince y9 x; g , l - 0 in a right neighbourhood of x s 0 depending possi-
. Ž . w . Ž . Ž .bly on l , by 3.5 for any l g 0, l there exits x s x g , l g 0, z q dq
such that
y9 x ; g , l s 0,Ž .
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and
w xy x ; g , l ) 0 for x g 0, x , y9 x ; g , l - 0 for x g 0, x .Ž . Ž . Ž .
w .This means that 0, l g T .q q
Ž .LEMMA 3.7. For any g ) g* 0 there exists a constant l ) 0 such thaty
Ž .l , ‘ : T .y y
Ž .Proof. Throughout the proof we fix g ) g* 0 and we assume that
q w xl g R R T . Then, by Lemma 3.5, y ) 0 on 0, a .y
We consider the auxiliary problem
z0 s a x z p for x ) 0, 3.6aŽ . Ž .
z 0 s g and z9 0 s 0. 3.6bŽ . Ž . Ž .
Ž . Ž . Ž . Ž .If y x, l is a solution of 1.1 and z x a solution of 3.6 , then
py s z s g , y9 s z9 s 0, y0 s z0 s y a 0 g at x s 0, 3.7aŽ . Ž .
and
pqqy1y- 0, l y z- 0, l s y a 0 qlg - 0, 3.7bŽ . Ž . Ž . Ž .
when l ) 0.
Claim. We have
0 - y x , l - z x for x g 0, s , 3.8Ž . Ž . Ž . Ž .
Ž . Ž .where 0, s is the maximal interval in 0, a on which z ) 0.
For, suppose to the contrary, that
j [ sup x ) 0 : y - z on 0, x - s . 4Ž .
Ž .Then y s z at j . Observe that since y - z on 0, j , the Wronskian
Ž .W y, z s yz9 y y9z has the property,
W9 s yz0 y y0 z
s a x yz p y l y q 9z y a x y pzŽ . Ž . Ž .
1 1
) a x yz y ) 0 on 0, j .Ž . Ž .1yp 1ypž /z y
Ž . Ž .Since W 0 s 0, it follows that W x ) 0 for 0 - x F j . However, at j we
have z9 F y9 and hence
W j s y j z9 j y y9 j F 0, 4Ž . Ž . Ž . Ž .
a contradiction.
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Ž . Ž . Ž .We now choose g g 0, g such that z x s g for some x g 0, s .0 0 0 0
Ž . Ž . Ž .Then, by 3.8 , there exists a point d l g 0, x such that0
y d l , l s g .Ž .Ž . 0
Note that since
y0 s l y q 9 q a x y p - l y q 9 on 0, a , 3.9Ž . Ž . Ž . Ž . Ž .
we have
y9 d l , l - yl g q y g q \ yl A A ) 0 . 3.10Ž . Ž . Ž .Ž . Ž .0
Ž . Ž . Ž .We now integrate 3.9 over d , x , where x g d , a . That yields the
inequality
y9 - yl A y l g q y y q on d , a ,Ž .Ž .0
from which we deduce that
g1 dy g g0 0 0
x - d q - d l q - x qŽ .H 0q ql A q g y y Al AlŽ .0 0
for x g d , a . 3.11Ž . Ž .
Ä ÄThus, there exists a constant l ) 0 such that for any l ) l the solution
Ž . Ž .y x, l must vanish on 0, a and we have a contradiction. This means that
Äl g T , for any l ) l and the maximum interval of existence for they
Ž . w .solution y x; l is strictly contained in 0, a .
Remark. It follows from the uniqueness result concerning the case
Ž .l F 0 see Proposition 4.1 below that the same conclusion of Lemma 3.7
w Ž ..holds with l s 0 for any g g 0, g* 0 .y
Ž . Ž .PROPOSITION 3.8. Let g ) g* 0 . Then there exists l* s l* g ) 0 such
Ž . Ž .that y x; g , l* is a free boundary solution to Problem 1.1 .
Proof. The proof is the same as the proof of Proposition 3.4 when we
replace the sets S , S by T , T , and use the Lemmas 3.6 and 3.7. They q y q
proof of the fact that the sets T and T are open is the same as thatq y
given in Lemma 3.3 for the sets S ."
4. UNIQUENESS OF FREE BOUNDARY SOLUTIONS
In this section we prove that for any fixed l F 0 there exists at most one
Ž .free boundary solution to Problem 1.1 . The proof is analogous to that of
w xLemma 2.4 of 6 which deals with case l s 0; we give it here for the
convenience of the reader.
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Ž .PROPOSITION 4.1. Let l F 0. Then there exists at most one g* s g* l
Ž . Ž .) 0 such that y x; g*, l is a free boundary solution to Problem 1.1 .
Proof. Suppose to the contrary that for some l - 0 there exist con-
stants g U , g U ) 0 which both correspond to free boundary solutions. For1 2
ease of notation, we write
u x [ y x ; g U , l , ¤ x [ y x ; g U , l andŽ . Ž . Ž . Ž .1 2
z U s z g U i s 1, 2 .Ž . Ž .i i
We proceed in two steps: first we prove a monotonicity result, and then we
prove uniqueness.
Step 1. Let g U - g U , and let us prove that1 2
U U w U x0 - z - z and u x - ¤ x for x g 0, z .Ž . Ž .1 2 1
Ž  U U4xSuppose instead that there exists a point x g 0, min z , z such that0 1 2
wu x - ¤ x for x g 0, x and u x s ¤ x .Ž . Ž . . Ž . Ž .0 0 0
For any s ) 0 define
y2rŽ1yp. w U xu x [ s u s x x g 0, z rs . 4.1Ž . Ž . Ž .Ž .s 1
It is easily seen that u satisfies the equations
uY y ls Ž2 qypy1.rŽ1yp. uq 9 y a s x u p s 0. 4.2Ž . Ž .Ž .s s s
Ž . Ž .According to the definition 4.1 of u , we can choose s g 0, 1 so thats
w xu x ) ¤ x for any x g 0, x .Ž . Ž .s 0
Define
w xs [ sup s ) 0 : u x ) ¤ x for x g 0, x . 4Ž . Ž .s 0
w xThen there exists a point x g 0, x such that0
u x s ¤ x .Ž . Ž .s
Ž .In fact, by Lemma 2.4 and 4.1 we have
w U xu x ) u s x ) u x x g 0, zŽ . Ž . Ž . Ž .s 1
Ž .for any s g 0, 1 . Hence the equality
u x s ¤ x s u xŽ . Ž . Ž .s 0 0 0
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would imply s s 1, which contradicts the definition of s . Therefore
w .x g 0, x .0
Ž .When we subtract Eq. 4.2 for ¤ from the one for u we obtain at x,s
where the graphs of u and ¤ are tangent:s
p Ž2 qypy1.rŽ1yp. q< <u y ¤ 0 s a s x y a x ¤ q l 1 y s u 9. 4.3Ž . Ž . Ž . Ž . Ž .Ž .s s
Ž . Ž .Since s g 0, 1 and 2 q ) 1 q p, the right-hand side of 4.3 is negative.
Since u y ¤ has a local minimum at x, this is impossible, and the claim iss
proved.
Step 2. According to the result proved in Step 1, there exists a constant
Ž .s g 0, 1 such that
w U x w U x0, z : supp u and u x ) ¤ x for x g 0, z .Ž . Ž .2 s s 2
Define
w U xs [ sup s ) 0 : u x ) ¤ x for x g 0, z . 4Ž . Ž .Ä s 2
Then either
w Uu x s ¤ x for some x g 0, z , aŽ . Ž . . Ž .Ä Ä Äs 2Ä
or
u z U s ¤ z U s 0. bŽ . Ž . Ž .s 2 2Ä
Ž . Ž .If a holds, then a contradiction follows as in Step 1 above. If b holds,
then by Lemma 2.6 we have
uŽ1yp.r2 9 z U s uŽ1yp.r2 9 sz UŽ . Ž . Ž .ÄŽ .s 2 2Ä
1 y p
Us y a sz' Ž .Ä 2'2 p q 1Ž .
1 y p
U UŽ1yp.r2) y a z s ¤ 9 z ,' Ž . Ž . Ž .2 2'2 p q 1Ž .
Ž .since s g 0, 1 and a is increasing. The above inequality contradicts theÄ
definition of s , so that the conclusion follows.Ä
When q s 1 the uniqueness of the free boundary solution continues to
hold for l ) 0, as the following proposition proves.
PROPOSITION 4.2. Let q s 1 and l ) 0. Then there exists at most one
Ž . Ž .g* s g* l ) 0 such that y x; g*, l is a free boundary solution of Problem
Ž .1.1 .
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Proof. Suppose that there exist constants g U ) 0 and g U ) 0, which1 2
both correspond to free boundary solution y and y . We denote by z U1 2 1
and z U the corresponding endpoints of the supports. Set2
1
l xt [ e and h t [ y x .Ž . Ž .i il
1 1 Ulz iŽ . ŽThen t g , e , where i s 1, 2. Both h and h possibly continued by1 2l l
.zero in some interval are solutions of the Neumann problem
1
ph0 y a t h s 0 in , t* ,Ž .Ä ž /l
1
h9 s 0 and h9 t* s 0,Ž .ž /l
where
1 1 1 1U Ulz lz1 2t* [ max e , e and a t [ a log lt .Ž . Ž .Ä 2½ 5 ž /l l lltŽ .
1 1 laŽ .Observe that both h and h are positive in the interval , e in which1 2 l l
Ž . wthe function a is negative see Lemma 2.5 . However, this contradicts 1,Ä
xTheorem 3.1 ; hence the conclusion follows.
In the next proposition we prove a different uniqueness result, regarding
l as a function of g .
Ž .PROPOSITION 4.3. For any g ) 0 there exists at most one l* s l* g g R
Ž . Ž .such that y x; g , l* is a free boundary solution to Problem 1.1 .
Proof. Suppose to the contrary that for some g ) 0 there exist l , l g1 2
Ž . Ž .R, l - l such that y x; g , l , i s 1, 2 is a free boundary solution to1 2 i
Ž .Problem 1.1 . Using the same arguments and notations as in the proof of
Proposition 2.9, we introduce the new dependent variables z and z1 2
Ž .corresponding to y , respectively, y , which both satisfy Problem1 2
Ž . Ž .2.16a ] 2.16b with y s 0. We proceed as in the proof of Proposition 2.9.
Ž . Ž1qp.r2 Ž .By Lemma 2.6, z y ; L y , i s 1, 2 for positive constants L andi i 1
1Ž . Ž .Ž .L , for y ; 0. Hence, P g L 0, g , and we find again that z y z 0 - 0.2 1 2
Ž .On the other hand, since both y x; g , l are free boundary solutions,i
2 2X XU Uz y z 0 s y z y y z s 0.Ž . Ž . Ž . Ž .Ž . Ž .1 2 1 1 2 2
From this contradiction the conclusion follows.
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We can now pove Theorems 1.1 and 1.3.
Ž .Proof of Theorem 1.1. The existence and uniqueness of g* s g* l ) 0
Ž . Ž .with the property ii follow by Propositions 3.4 and 4.1. Properties i and
Ž .iii are an immediate consequence of the definition of the sets S , Sy q
and of the uniqueness of g*.
Proof of Theorem 1.3. The proof is the same as for Theorem 1.1.
However, we now use the Proposition 3.8 and 4.3.
5. QUALITATIVE PROPERTIES OF FREE
BOUNDARY SOLUTIONS
To prove Theorem 1.2 we need some preliminary results concerning the
Ž . Ž . qbehaviour of the free boundary z * g and the function l* g as g “ 0 .
Ž . yLEMMA 5.1. Let l, g g C . Then
z * g “ a as g “ 0q.Ž .
Proof. Let us prove that
lim sup z * g F a ;Ž .
qg“0
since by Lemma 2.5,
lim inf z * g G a ,Ž .
qg“0
the conclusion will follow.
Suppose to the contrary that
l [ lim sup z * g ) a .Ž .
qg“0
 4 Ž .Let g be a sequence tending to zero as n “ ‘, such that z * g “ l.n n
Throughout we assume that g is an element of this sequence.
For convenience we scale y and set y s g z. Then
« 2 z0 s yk z q 9 q a x z p on 0, z * , 5.1aŽ . Ž . Ž . Ž .
z 0 s 1, z9 0 s 0 and z z * s 0, z9 z * s 0, 5.1bŽ . Ž . Ž . Ž . Ž .
where
Ž1yp.r2 < < qyp« s g and k s l g . 5.2Ž .
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Ž . Ž .We denote the solution by z x, « . Because z9 - 0 on 0, z * and a9 ) 0,
it follows that
« 2 z0 ) a x z p on x , z * ,Ž . Ž .0 0
Ž .where x is an arbitrary point in the interval a , l . Using the conditions at0
Ž .z * and the fact that z9 - 0 on 0, z * , we conclude after an elementary
computation that
1 y p a xŽ .0Ž1yp.r2z x , g ) z * g y x . 4Ž . Ž .0 0(« 2 p q 1Ž .
Ž . Ž1yp.r2Ž .Since z * g y x “ l y x ) 0 as g “ 0, it follows that z x , «n 0 0 n 0
Ž .“ ‘ as « “ 0. Since z - 1 on 0, z * this is impossible, thus the conclu-
sion follows.
Lemma 5.1 enables us to derive an asymptotic estimate for the function
Ž . ql* g as g “ 0 .
Ž . yLEMMA 5.2. Let l, g g C . Then




c [ a x dx.Ž .H1 q 0
Proof. We go back to the above equation for z and divide by z p. We
then obtain
qk «Ž .
2 yp qyp« z z0 s y z 9 q a x on 0, z * .Ž . Ž . Ž .
q y p
Ž . Ž .Integrating over 0, r , r g 0, z * yields
r
r rqk «Ž .2r2 yp 2 ypy1 qyp<« z z9 q « p z z9 dx s y z q a x dx. 5.3Ž . Ž . Ž .0 H Hq y p0 00
We now let r “ z *. By Lemma 2.6,
zyp r z9 r s O z Ž1yp.r2 r as r “ z *,Ž . Ž . Ž .Ž .
and
2ypy1z r z9 r s O 1 as r “ z *. 4Ž . Ž . Ž .
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Ž .Therefore, in the limit equation 5.3 yields
qk «Ž .z * z *22 ypy1p« z z9 dx s q a x dx. 5.4Ž . Ž . Ž .H Hq y p0 0
Ž .In particular, we deduce from 5.4 that
qk «Ž . z *
q a x dx ) 0.Ž .Hq y p 0
Ž .Remebering from Lemma 5.1 that z * g “ a as « “ 0, we conclude that
aq y p
lim inf k « G ya x dx. 4Ž . Ž .Hq«“0 0
This proves the assertion.
Ž .Next, we prove an upper bound for k « .
Ž . yLEMMA 5.3. Let l, g g C . Then
a
k « F a x dx.Ž . Ž .H
0
Ž . Ž .Proof. Integration of Eq. 5.1a over 0, z * yields
az * pk « s ya x z x dx - ya x dx , 4  4Ž . Ž . Ž . Ž .H H
0 0
from which the assertion follows.
To prove Theorem 1.2, let us consider the sequence of functions
1
z x [ max z x , 1rn , , x G 0, m ) 1Ž . Ž .n , m ½ 5m
Ž Ž . Ž ..where z s z x, « denotes the solution of Problem 5.1 and the se-
quences of numbers
1
wL [ sup x ) 0 : z ) on 0, x , m ) 1, and.n , m n , m½ 5m
k [ k 1rn .Ž .n
It follows from Lemma 5.1 that for n and m large enough, L - a q 1.n, m
LEMMA 5.4. There exists a constant A ) 0, such that for e¤ery m ) 1 and
n ) 1:
< X < qy Ž pq1. 4z x F A max 1, m for x G 0.Ž .n , m
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Proof. For convenience we omit the subscripts n and m from z . Asn, m
we know from Lemma 2.4, z9 F 0, so that we only need to obtain a lower
bound. Let
z9 x [ inf z9 x : 0 - x - L . 4Ž . Ž .0 n , m
If x is an interior point then z0 s 0 and if it is a boundary point, it must0
be that x s L and z0 F 0. Hence,0 n, m
yk z q 9 q a x z p s « 2 z0 F 0 at x ,Ž . Ž .n 0
which implies that
1 1
pq1yq qyŽ pq1. 4z9 x G a x z x G y a 0 max 1, m .Ž . Ž . Ž . Ž .0 0 0qk qkn n
 4Since by Lemma 5.2, the sequence k is bounded below by a positiven
constant, the assertion follows.
We are now ready to prove Theorem 1.2.
 4Proof of Theorem 1.2. Due to Lemma 5.4, the sequence z isn, m
w .  4  4equicontinuous on 0, ‘ . Since the sequences L and k are uni-n, m n
Ž  4.formly bounded there exits a subsequence denoted again by z , an, m
function w , a point L , and a constant k* G c , such thatm m 1
z “ w as n “ ‘,n , m m
w xuniformly on 0, a q 1 and
L “ L and k “ k* as n “ ‘.n , m m n
We deduce from Lemma 5.1 that
L p a as m “ ‘. 5.5Ž .m
1Ž . Žw x.It is readily seen that w g C 0, L l C 0, L and that w is am m m m
solution of the problem
yk* w q 9 q a x w p s 0 on 0, L , 5.6aŽ . Ž . Ž .Ž .m m m
w 0 s 1 and w L s 1rm. 5.6bŽ . Ž . Ž .m m m
Thus, after an elementary computation we find that
xq y p
qypw x s 1 y a s ds for 0 F x F L .Ž . Ž .Hm mqk* 0
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For x s L , this yieldsm
aq y p 1 qyp 1Lm
k*s a s ds - a s ds ,Ž . Ž .H HyŽ qyp. yŽqyp.q q1ym 1ym0 0
5.7Ž .
Ž . Ž .where we have used 5.5 . When we now let m “ ‘ in 5.7 we find that
aq y p
k* F a s ds s c .Ž .H 1q 0
Thus, remembering Lemma 5.2, we conclude that
k “ c as n “ ‘.n 1
Since the limit is unique, it follows that
lim k « s c ,Ž . 1
«“0
and
z x , « “ Z x as « “ ‘,Ž . Ž .
Ž .where Z is the solution of Problem 5.6 with k* s c and L s a . It is1 m
given by
Ž .1r qypaH a s dsŽ .x
Z x s .Ž . až /H a s dsŽ .0
Ž .To conclude the proof, we note that the function g* l is invertible by
Proposition 4.3. Since it is continuous by standard ODE arguments, it is
monotone. Since it is positive and tends to zero as l “ y‘, it cannot be
Ž x Ž Ž .xdecreasing. Hence it is increasing, thus mapping y‘, 0 onto 0, g* 0 .
This completes the proof.
Ž .Proof of Theorem 1.4. Let us first prove the upper bound 1.4 for l*.
For this purpose we return to the proof of Lemma 3.7 and refine the
Ž . Ž . Ž .different estimates. Let x g 0, a and let g [ z x , where z x is the0 0 0
solution of the auxiliary problem
z0 s a x z p in 0, ‘ ,Ž . Ž .0
z 0 s g and z9 0 s 0.Ž . Ž .
It is readily seen that
0 - y x - z x for 0 - x F x .Ž . Ž . 0
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After an elementary computation we find that
1r2
g 2 a xŽ .0 0 yŽ1yp.r2 yŽ1yp.s 1 y x g q O g as g “ ‘.Ž .0g p q 1
Thus
1r22 a xŽ .0q q qyŽ1yp.r2 y1A [ g y g s x qg q 1 q O gŽ .0 0p q 1
as g “ ‘.
Ž .Using this expression for A in 3.11 , arguing as in the proof of Lemma
3.7, we see that l g T ify
g g0
- - a y x .0A g l A g lŽ . Ž .
This will be so if
l ) CgyqqŽ3yp.r2 ,
where C is some positive constant. Thus,
l* g - CgyqqŽ3yp.r2 for g ) 0,Ž .
for some possibly larger constant C. That the function l* is continuous
follows from standard ODE arguments.
Ž .If q s 1, then l* g is invertible by Proposition 4.2; since it is continu-
ous, it is also monotone.
The conclusion now easily follows.
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