Abstract. For the first time, explicit closed form expressions axe derived for moments of order statistics from the normal distribution.
Introduction
Suppose X\, X2, • • •, X n is a random sample from the standard normal distribution given by the probability density function (pdf): a) m = for -00 < x < 00. Let Xi :n < X^-.n < • • • < X n:n denote the corresponding order statistics. There has been a large amount of work relating to moments of the normal order statistics X r:n , see Bose and Gupta (1959), Harter (1961) , Govindarajulu (1963) , Renner (1976) , and Joshi and Balakrishnan (1981) . However, all of the work that we are aware of express E(X^. n ) in terms of recurrence relations, numerical tables, differential equations or multiple infinite series of the form 00 00
for some function A(-) and j = j (r,n,k) . These representations have little practical appeal because, for example, the computation of the j-fold infinite sum in (2) will become prohibitive as j gets large. Even for moderate j, one would have to code in (2) and this will be a waste of man power as well as computer time.
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In this note, for the first time, we derive expressions for E (X^.n) that are finite sums of a well known special function -namely, the Lauricella function of type A (Exton, 1978) defined by (3) F^ (a, b\, ...,bn;ci,...,cn;xi,.. .,xn) -
where (/)% = /(/ + 1) •••(/ + A; -1) denotes the ascending factorial. Numerical routines for the direct computation of (3) are widely available, see e.g. Mathematica and Exton (1978) .
Explicite expression for E(X^.n)
If X\, X2,..., Xn is a random sample from (1) then it is well known that the pdf of Y = Xr:n is given by MV) = (r-1 )!(n-r)! { * (y)rl {1 " ^ for r = 1,2,..., n, where $>(•) is the cumulative distribution function (cdf) corresponding to (1). Thus, the fcth moment of Xr:n can be expressed as
E( n 7 ji-1 ) 1 5 y k {mr* 1 -1 mdy.
Using the fact where erf(-) denotes the error function defined by
Explicit expressions 
Conclusions
We have derived expressions for moments of normal order statistics as finite sums of a well known special function. These expressions are simpler and more efficient than previously known work.
