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We consider a buffered queueing system that is fed by a Gaussian source and drained at a
constant rate. The ﬂuid offered to the system in a time interval ð0; t is given by a separable
continuous Gaussian process Y with stationary increments. The variance function s2 :
t 7!VarY t of Y is assumed to be regularly varying with index 2H; for some 0oHo1:
By proving conditional limit theorems, we investigate how a high buffer level is typically
achieved. The underlying large deviation analysis also enables us to establish the logarithmic
asymptotics for the probability that the buffer content exceeds u as u !1: In addition, we
study how a busy period longer than T typically occurs as T !1; and we ﬁnd the
logarithmic asymptotics for the probability of such a long busy period.
The study relies on the weak convergence in an appropriate space of fY at=sðaÞ : t 2 Rg to a
fractional Brownian motion with Hurst parameter H as a!1: We prove this weak
convergence under a fairly general condition on s2; sharpening recent results of Kozachenko
et al. (Queueing Systems Theory Appl. 42 (2002) 113). The core of the proof consists of a new
type of uniform convergence theorem for regularly varying functions with positive index.
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When studying a buffered queueing system, one is often interested in the following
two questions:Q1: How is a high buffer level achieved?
Q2: If the buffer is nonempty for a long time, how does this event occur?This paper considers these questions for a single server queue fed by a Gaussian
process with stationary increments. The buffer is drained at a constant rate.
There are good reasons to investigate the above questions in a Gaussian
framework. Firstly, Gaussian processes can model both short-range dependence
(as in, e.g., an Ornstein–Uhlenbeck process) and long-range dependence (as in, e.g., a
fractional Brownian motion with Hurst parameter exceeding 1
2
). Moreover, in several
situations (e.g. [23,31]) the normality assumption is motivated by a central limit-type
result. From a theoretical point of view, Gaussian processes are easier to analyze due
to the vast body of literature on these processes.
The behavior of a queue conditioned on the occurrence of a rare event has been
studied in different contexts. Hooghiemstra [21] studies the behavior of the waiting
times if a long busy period occurs, and obtains in the (weak) limit a Brownian
excursion. A different type of limit theorem is found by Anantharam [4]. He studies
how a queue must have evolved when the waiting time has become large. By
underlying independence assumptions, this occurs by ‘staying close’ to a piecewise
linear path. We also mention Bertoin and Doney [7], who focus on the initial
behavior of a random walk conditioned to stay nonnegative.
The typical behavior of a queue has also been studied in connection to the ﬁrst
question Q1. Due to the close relationship between queueing processes and risk
processes (see, e.g., [6, Chapter II.3]), it is equivalent to ask how ruin occurs in the
corresponding risk model. In a compound Poisson setting, this is addressed in
Chapter IV.7 of [6] (see also [5]). It turns out that the path is linear. However, as a
result of possible correlations in the system input, this need not be the case in the
Gaussian setting.
Although the second question Q2 has not been investigated explicitly in the
literature, there is some related work. In queueing language, the question deals with
the length of the steady-state busy period. Norros [28] considers a queue with
fractional Brownian motion input, and studies the probability that the length of the
busy period exceeds T as T !1: He formulates a variational problem for which the
solution determines the logarithmic asymptotics. This result is generalized by
Kozachenko et al. [22], who also allow for other Gaussian input processes. In the
present paper, we considerably widen the class of Gaussian processes for which the
logarithmic asymptotics hold.
As answers to the above questions, we provide two conditional limit theorems. As
for Q1, we identify a path x
 such that, under a certain condition, the (scaled)
distribution of the Gaussian process Y given that the buffer reaches a high level u
converges (in a sense that will be made precise) to a Dirac mass dx
 at x
: That is, for
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P
1
u
Y ut : t 2 R
 
2 A sup
tX0
Y t  tXu

 
! 1 if x

 2 A;
0 otherwise:

A similar conditional limit theorem is given for the busy-period problem.1.1. A weak convergence approach
In order to precisely explain the contributions of our work, we need to formalize
our framework.
Let Y denote a centered separable Gaussian process with stationary increments.
The central assumption is that the variance function s2 : t 2 R! VarY t 2 ½0;1Þ is
continuous and regularly varying with index 2H for some 0oHo1; i.e.,
lim
a!1
s2ðatÞ
s2ðaÞ ¼ jtj
2H : (1)
Notice that the function s2 characterizes the ﬁnite-dimensional distributions of Y.
Interestingly, by a powerful theorem of Chevet [11], the proofs of the conditional
limit theorems rely only on a (sufﬁciently strong) type of weak convergence of the
processes Y a as a!1; with
Y at :¼
Y at
sðaÞ : (2)
We now precisely describe the type of weak convergence that we show; it is explained
in Section 3.4 that other types of weak convergence are not strong enough to provide
satisfactory answers to the above questions. For gX0; set
Og :¼ x : R! R such that x continuous; xð0Þ ¼ 0; lim
t!1
xðtÞ
1þ jtjg ¼ 0
 
and equip Og with the topology generated by the norm
kxkOg :¼ sup
t2R
jxðtÞj
1þ jtjg (3)
under which Og is a separable Banach space. Endow Og with the Borel s-ﬁeld
induced by this topology, denoted by BðOgÞ: As pointed out in Section 4.2, under the
condition limt!0 s2ðtÞj log jtjj1þo1 for some 40; Y a takes almost surely values in
Og for g4H and the law of Y a in ðOg;BðOgÞÞ exists; it is denoted by nga: Hence, it is
legitimate to ask whether nga has a weak limit for a!1:
By considering the ﬁnite-dimensional distributions, it is readily seen that the only
candidate weak limit is the law LðBH Þ in Og of a fractional Brownian motion BH
with Hurst parameter H. Recall that a fractional Brownian motion BH is a
continuous centered Gaussian process with stationary increments and variance
function VarBH ðtÞ ¼ jtj2H ; for H ¼ 12; it reduces to ordinary Brownian motion. We
write Y a ) BH and nga )LðBH Þ for convergence in distribution and weak
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(and topology) in which this convergence takes place.
1.2. Comparison with previous results
Conditions for the weak convergence of Y a in O1 have been derived by
Kozachenko et al. [22]. Their conditions are based on the majorizing variance
s2ðtÞ ¼ sup
0osot
sup
aX1
s2ðasÞ
s2ðaÞ : (4)
Unfortunately, apart from some special cases, s2ðtÞ is difﬁcult to bound or compute.
By taking a different approach than Kozachenko et al. [22], we show that Y a
converges weakly to BH in Og for g4H under the same condition that we use to
guarantee the existence of nga : limt!0 s
2ðtÞjlog jtjj1þo1 for some 40: This not
only relaxes the condition in Proposition 2.9 of Kozachenko et al. [22], but is also
easier to check. As in [22], we rely on metric entropy techniques. However, we exploit
the regular variation of the variance function before applying these techniques.
Speciﬁcally, we present a new type of uniform convergence theorem for regularly
varying functions with positive index.
To illustrate the advantage of the condition developed in this paper, consider the
situation that the process Y is the superposition of a ﬁnite number m of independent
Gaussian process with stationary increments. The variance functions of the m
individual Gaussian processes are denoted by s21; . . . ; s
2
m; and si is assumed to be
regularly varying with index Hi 2 ð0; 1Þ: The variance function s2 ¼
P
i s
2
i of Y is
then regularly varying with index 2maxi Hi; but it is in general impossible to
compute the majorizing variance (4). In contrast, limt!0 s2ðtÞjlog jtjj1þo1 for
some 40 if and only if the same is true for the individual variance functions
s21; . . . ;s
2
m:
The outline of the paper is as follows. In Section 2, we introduce the two queueing
problems in more detail, and we state the theorems that provides answers to the
above questions. Section 3 provides background material on notions that are crucial
in the proofs of these theorems, including the new uniform convergence result for
regularly varying functions (proven in Section 6). The convergence in distribution of
Y a to a fractional Brownian motion is the subject of Section 4; we present both a
necessary and a sufﬁcient condition. With these weak convergence results at our
disposal, the proofs of the claims in Section 2 are given in Section 5.2. Queueing results
In this section, we present the two conditional limit theorems that serve as answers
to the two questions raised in the Introduction. As indicated there, a key role in the
proofs of the results is played by the convergence in distribution of Y a to BH in Og:
Since this convergence is the subject of Section 4, we defer all proofs for the present
section to Section 5.
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Before presenting the announced conditional limit theorem, it is insightful to ﬁrst
have a closer look at the probability
P sup
tX0
Y t  ctbXu
 
(5)
for b4H and c40; as u !1: In case b ¼ 1; this probability equals the steady-state
probability that the buffer content exceeds u when the input is Y the drain rate is c;
this situation is described in the Introduction. Since we allow b4H; we analyze the
problem in slightly more generality. We note that studying u !1 is known as
considering the large buffer asymptotic regime.
There exists a vast body of literature that deals with the logarithmic asymptotics
of (5), under different levels of generality [19,13,22]. An important contribution
in this setting was made by De¸bicki [12], who establishes the logarithmic asymptotics
for b ¼ 1 under the technical requirement that limu!1 PðsuptX0 Y t  t4uÞ ¼ 0
for 40: However, this condition is automatically satisﬁed in case Y has stationary
increments, since Y t=t ! 0 almost surely (see Lemma 3). In [12] it is also
assumed that s2 increases, but this assumption can be avoided by invoking the
Uniform Convergence Theorem for regularly varying functions [9, Theorem 1.5.2]
in Lemma 3.1. Hence, only assuming continuity of the sample paths of Y and
regular variation of the variance function sufﬁces to establish the logarithmic
asymptotics of (5).
We remark that the exact asymptotics of (5) have been studied extensively in the
past few years. Quite general expressions have recently been found [18], and we refer
to that article for background and references.
We now turn to logarithmic asymptotics again. It was already noted that these are
known to hold under the condition that Y has continuous sample paths. However,
the proof given in this paper relies on the weak convergence of the processes Y a; and
we therefore require the (stronger) condition limt!0 s2ðtÞjlog jtjj1þo1 for some
40; see Section 5.Proposition 1. If limt!0 s2ðtÞjlog jtjj1þo1 for some 40; then for b4H ;
lim
u!1
s2ðu1=bÞ
u2
log P sup
tX0
Y t  ctbXu
 
¼  1
2
c2H=b
H
b H
 2H=b b
b H
 2
:
One of the advantages of using the weak convergence approach is that one can
analyze the large deviations on a path level. This large deviation study yields a path
x
 that can be interpreted as the ‘most probable’ path. We believe that it is
impossible to do such a large deviation analysis in case one only requires continuity
of Y instead of the stronger assumption limt!0 s2ðtÞjlog jtjj1þo1: In the setting of
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x
ðtÞ ¼ 1þ ðt

Þb
2ðt
Þ2H CovðBH ðtÞ; BH ðt

ÞÞ
¼ b
2ðb HÞ 1þ
t
t

 2H  1 t
t

 2H  ð6Þ
for t 2 R; where t
 ¼ ðH=½b HÞ1=b: We formalize the intuition that x
 (suitably
scaled) is the ‘most likely’ trajectory of Y when Y t  ctb reaches u.
Theorem 1. If limt!0 s2ðtÞjlog jtjj1þo1 for some 40; then for any b4H ; the
law of
sð½u=c1=bÞ
u
Y ðu=cÞ
1=b
 suptX0 Y t  ctbXu
converges weakly in Ob to the Dirac measure dx
 at x
 as u !1:
Notice that the weak convergence stated in the theorem implies, for instance, that
for any Z40; b4H ;
lim
u!1
P sup
t2R
jð1=uÞY u1=bt  x
ðc1=btÞj
1þ cjtjb XZ suptX0
Y t  ctbXu

 
¼ 0:
For b ¼ 1; the most likely time epoch for Y t  ct to hit u is ut
 and hence linear in
u. Interestingly, according to Theorem 1, if Y t  ctb reaches u, ½sð½u=c1=bÞ=uY ðu=cÞ
1=b
is typically ‘close’ to x
; which is only a straight line when H ¼ 1
2
: See Addie et al. [1]
for ‘most likely paths’ in the many sources asymptotic regime.
Recently, there has been some interest in probability (5) where the supremum is
taken over ½0; T  instead of the entire positive halﬂine [14,20]. It is legitimate to ask
whether the weak convergence approach can also be taken in this setting to obtain
logarithmic asymptotics and a conditional limit theorem. This is not the case; the
probability then equals
P sup
t2½0;T 
Y t  ctbXu
 !
¼ P sup
t2½0; ½u=c1=bT 
ð1=uÞY ½u=c1=bt
1þ tb X1
 !
;
so that knowledge of the large deviations of ð1=uÞY ½u=c1=bt is useless due to the
presence of u in the interval. Of course, this is readily solved if Y is self-similar, and in
that case we can indeed obtain logarithmic asymptotics and a conditional limit
theorem. However, for a self-similar process Y, weak convergence in scaling (2) is
trivial and the large deviations are given by Schilder’s theorem; see Section 3.3.
2.2. Conditional limit theorem for the length of a busy period
In this subsection, we gain some insights in the steady-state distribution of the
length of a so-called busy period. We refer to Norros [28] for an introduction to the
problem; here, we only review the notation.
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sðxÞðtÞ :¼ sup
spt
ðxðtÞ  xðsÞ  ðt  sÞÞ: (7)
While xðtÞ (xðtÞ) represents the amount of work arriving in the interval ½0; t
(½t; 0) for tX0; sðxÞðtÞ can be thought of as the amount of work in the buffer at time
t when the system ‘input’ is x. We set
tðxÞ :¼ supftp0 : sðxÞðtÞ ¼ 0g; tþðxÞ :¼ infftX0 : sðxÞðtÞ ¼ 0g;
i.e., tðxÞ (tþðxÞ) is the last (ﬁrst) time sðxÞ hits zero before (after) zero. We say that
zero is contained in a busy period, since an imaginary server is constantly draining
the buffer during the time interval ½tðxÞ; tþðxÞ:
The set of paths in O1 for which the busy period containing zero is strictly longer
than T is denoted by KT ; i.e.,
KT :¼fx 2 O1 : tðxÞo0otþðxÞ; tþðxÞ  tðxÞ4Tg:
It is our aim to ﬁnd the logarithmic asymptotics of PðY 2 KT Þ as T !1:
Norros [28] considers this setting for Y ¼ BH ; and his results are generalized by
Kozachenko et al. [22] to allow for more general input processes. The next
proposition generalizes their ﬁndings. A key role in the result is played by a separable
Hilbert spaceHH : the Cameron–Martin space associated with the law of BH : More
details on this space can be found in [28]. The norm induced by the inner product on
HH is denoted by k  kHH :
Proposition 2. If limt!0 s2ðtÞjlog jtjj1þo1 for some 40; then
lim
T!1
s2ðTÞ
T2
log PðY 2 KT Þ ¼ 
1
2
inf
x2K1\HH
kxk2HH : (8)
Let us stress the fact that HH is the Cameron–Martin space associated with the
law of BH ; the right-hand side of (8) does not depend on the speciﬁc form of s2; but
only on its index of variation.
Proposition 2 can also be used to derive the logarithmic asymptotics in case
cðt  sÞ is substracted from xðtÞ  xðsÞ in the deﬁnition of sðxÞ in (7). Eq. (7) shows
that we essentially replace the distribution of Y by the distribution of ~Y ¼ Y=c:
Evidently, the variance function ~s2 of ~Y then equals ~s2 ¼ s2=c2: We conclude that
the following logarithmic asymptotics apply:
lim
T!1
s2ðTÞ
T2
log Pð ~Y 2 KT Þ ¼  c
2
2
inf
x2K1\HH
kxk2HH :
The constant infx2K1\HH kxk2HH is generally difﬁcult to identify, except for the case
H ¼ 1
2
; in that case, it equals 1. An expression for the path x 2 K1 \HH with
infx2K1\HH kxk2HH ¼ kxk2HH in the complementary case Ha12 has been found
recently [27]. Even without this knowledge, it is possible to formulate the analog
of Theorem 1.
ARTICLE IN PRESS
A.B. Dieker / Stochastic Processes and their Applications 115 (2005) 849–873856Theorem 2. If limt!0 s2ðtÞjlog jtjj1þo1 for some 40; then the law of
sðTÞ
T
Y T
Y 2 KT
converges for g4H weakly in Og to the Dirac measure dx at x as T !1:
As in the preceding subsection, this theorem implies for instance that for any
Z; z40;
lim
T!1
P sup
t2R
1
T
Y Tt  xðtÞ
 
1þ jtjHþz XZ
Y 2 KT
 
¼ 0:3. Background
In this section, we discuss some background on three concepts that we use
extensively in the remainder of the paper: regular variation, metric entropy and large
deviations. Moreover, we address some topological issues that we raised in the
Introduction.
Before we start, we introduce the notation
Cð½T ; T Þ :¼ fx : ½T ; T  ! R such that x continuous; xð0Þ ¼ 0g
and equip Cð½T ; T Þ with the topology of uniform convergence, i.e., the
topology generated by the norm kxkT :¼ supt2½T ;T  jxðtÞj: Note that Cð½T ; T Þ
equipped with this topology is a separable Banach space. We write BðCð½T ; T ÞÞ
for the Borel s-ﬁeld on Cð½T ; T Þ generated by the topology of uniform
convergence.
3.1. Regular variation
We ﬁrst give the deﬁnition of regular variation (cf. Eq. (1)).
Deﬁnition 1. A nonnegative measurable function f on ½0;1Þ is said to be regularly
varying at inﬁnity with index r 2 R if for all t40;
lim
a!1
f ðatÞ
f ðaÞ ¼ t
r:
Unless otherwise stated, we only consider regular variation at inﬁnity. For more
details and extensions of regular variation, the reader is referred to Bingham
et al. [9].
We now present a property of regularly varying functions that is crucial in this
paper, particularly in Section 4. Deﬁne L : R! ½0;1Þ by
LðtÞ :¼
jlog jtjj1þ if jtjp1=e;
1 otherwise:
(
(9)
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interval ð0;  for some 40; then we have
lim
a!1
f ðatÞ
f ðaÞ LðtÞ ¼ t
rLðtÞ;
uniformly in t on each ð0; :
Proof. The proof is given in Section 6.1. &
Notice that the requirement that fL be bounded on intervals of the form ð0;  is
equivalent to local boundedness of f and lim supt#0 f ðtÞjlog tj1þo1: Alternatively,
one can replace the L by other continuous positive functions with the following two
properties: on compact subsets of ð0;1Þ; it is bounded away from zero and bounded
from above, and near zero it is equivalent to L: An example of such a function is
ðlogð1þ 1=tÞÞ1þ:
3.2. Metric entropy
Metric entropy is an important tool in studying continuity and boundedness of
trajectories of Gaussian processes. In order to introduce the main ideas of the
concept, let Z be a centered Gaussian process on a set T  R and deﬁne the
semimetric
dðs; tÞ :¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
EjZs  Ztj2
q
; s; t 2 T:
For simplicity, we suppose that d is continuous on T T; in the context of the
present paper, this is guaranteed by the fact that s2 is continuous. We say that S  T
is a W-net in T with respect to the semimetric d, if for any t 2 T there exists an s 2 S
such that dðs; tÞpW:
Deﬁnition 2. The metric entropy HdðT;WÞ is deﬁned as log NdðT;WÞ; where NdðT;WÞ
denotes the minimal number of points in a W-net in T with respect to d.
The quantity
R1
0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
HdðT;WÞ
p
dW is called the Dudley integral.
Obviously, if T is completely bounded with respect to d, HdðT; WÞ ¼ 0 for W large
enough, so that the convergence of the Dudley integral is equivalent to its
convergence at zero.
A useful fact is that Z has an almost surely continuous modiﬁcation if the Dudley
integral converges (see, e.g., Lemma 2.1.1 and Theorem 2.1.5 of Adler and Taylor
[3], or Corollary 4.15 of Adler [2]). A simple sufﬁcient condition for this is given in
the next lemma; it is satisﬁed by many processes.
Lemma 1. Let T ¼ ½T ; T  for some T40: If there exist ; k; C40 such that for any
s; t 2 T with js  tjok;
EjZs  Ztj2p
C
Lðs  tÞ
; (10)
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any finite sequence ft1; . . . ; tng  ½T ; T  and sets Ai 2 BðRÞ;
PðZt1 2 A1; . . . ; Ztn 2 AnÞ ¼ nðx 2 Cð½T ; T Þ : xðt1Þ 2 A1; . . . ; xðtnÞ 2 AnÞ:
Proof. We adopt the (mostly standard) terminology on stochastic processes
(see, e.g., [30]). Without loss of generality, we may suppose that Y a is the coordinate
mapping on the canonical probability space ðR½T ;T ;BðRÞ½T ;T ; ~PÞ; where BðRÞ
denotes the usual Borel s-ﬁeld on R; and the superscripts indicate that we deal with
product spaces and product s-ﬁelds. We refer to Section I.3 of [30] for more details.
Since the metric entropy Hdð½T ; T ; WÞ is upper bounded by C0W2=ð1þÞ for some
constant C040 and for W40 small, the Dudley integral converges and there
exists a continuous modiﬁcation of Z. One can now construct a probability space
ðCð½T ; T Þ;BðRÞ½T ;T  \ Cð½T ; T Þ; nÞ with the required property. The claim
follows by noting that BðRÞ½T ;T  \ Cð½T ; T Þ ¼ BðCð½T ; T ÞÞ (see, e.g., Theorem
VII.2.1 of Parthasarathy [29]). &
In Section 4.1, we establish tightness of a sequence of probability measures on
Cð½T ; T Þ in a similar way. However, instead of using the ﬁniteness of the Dudley
integral, we then carefully derive upper bounds in order to obtain the desired
uniformity. A key tool in this analysis is Proposition 3.
3.3. Large deviations on separable Banach spaces
In this subsection, we present some background on large deviations. After
discussing some standard notions of large deviation theory, we give some useful facts
on large deviations for Gaussian measures. We then relate these to weak
convergence.
Let X denote a separable Banach space, and endow X with the topology induced
by the norm on X: The Borel s-ﬁeld generated by this topology is called B: A
function I : X! ½0;1 is said to be a rate function if it is lower semicontinuous, i.e.,
fx 2 X : IðxÞpgg is a closed subset of X for any g 2 ½0;1Þ: A rate function is good if
fx 2 X : IðxÞpgg is also compact in X: For B  X; we denote the interior and
closure of B by B0 and B; respectively.
The central notion in large deviation theory is known as the large deviation
principle. More background on large deviation techniques can be found in the book
by Dembo and Zeitouni [16].
Deﬁnition 3. We say that a family of probability measures fmn : n 2 Ng on ðX;BÞ
satisﬁes a large deviation principle (LDP) with rate function I : X! ½0;1 and scale
sequence fln : n 2 Ng if for all B 2 B;
lim inf
n!1
1
ln
log mnðBÞX inf
x2B0
IðxÞ;
lim sup
n!1
1
ln
log mnðBÞp inf
x2B
IðxÞ:
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image of mn under any continuous linear map x : X! R is a centered Gaussian
distribution. The most well-known theorem in this framework is Schilder’s theorem,
which states that the large deviation principle holds for the empirical mean of i.i.d.
copies of a Gaussian measure m: LetHm denote the Cameron–Martin space associated
with m: Given a sequence fang tending to 1; Schilder’s theorem states that the family
fmðanÞg satisﬁes an LDP with scale sequence fa2ng and good rate function
IðxÞ ¼
1
2
kxk2Hm if x 2Hm;
1 otherwise:
(
(11)
We refer the reader to Deuschel and Stroock [17] or Lifshits [25] for more details.
Schilder’s theorem is a special case of the following theorem, which is Theorem 2
of Chevet [11].
Theorem 3. Let m; mn be centered Gaussian measures on X; and let fang be a sequence
of positive real numbers tending to 1: If mn ) m in X; then fmnðanÞg satisfies an LDP
with scale sequence fa2ng and good rate function I, where I is the good rate function
associated with Schilder’s theorem for fmðanÞg:
Informally, Theorem 3 states that the families fmðanÞg and fmnðanÞg have the same
large deviation behavior if mn converges weakly to m:3.4. Topological issues
In this subsection, we motivate the choice for the space Og and its topology. As
pointed out in the introduction, convergence in distribution of Y a to BH in Og is only
useful in applications if the topology on Og is strong enough. For explanatory
reasons, we suppose in this subsection that Y has continuous sample paths.
The most natural path space to work with is the space CðRÞ of continuous
functions on R; it is usually equipped with the topology induced by the metric
dpðx; yÞ ¼
X1
n¼1
2n sup
t2½n;n
minðjxðtÞ  yðtÞj; 1Þ: (12)
This (product) topology is also referred to as the topology of uniform convergence
on compacts. Note that convergence of a sequence in ðCðRÞ; dpÞ is equivalent to
uniform convergence in Cð½T ; T Þ for any T40: A similar statement holds for
weak convergence of measures on CðRÞ: a sequence of measures converges weakly in
ðCðRÞ; dpÞ if and only if the image measure under the projection map pT : CðRÞ !
Cð½T ; T Þ converges in Cð½T ; T Þ for any T40:
For many applications, however, the product topology is not strong enough; the
weaker the topology, the less information is contained by stating that measures
converge weakly. In fact, the topology of uniform convergence on compacts cannot
be used in either of the applications studied in Section 2. To illustrate this, we
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Ab :¼ x 2 CðRÞ : sup
tX0
xðtÞ  tbX1
 
; (13)
Abo :¼ x 2 CðRÞ : sup
tX0
xðtÞ  tb41
 
: (14)
Suppose we have an LDP in the space ðCðRÞ; dpÞ: As this provides an upper bound
for closed sets, it is desirable that Ab is closed in ðCðRÞ; dpÞ: However, this is not the
case; construct a sequence fxng  Ab as follows:
xnðtÞ ¼
ð1þ nbÞðt  n þ 1Þ; t 2 ½n  1; n;
ð1þ nbÞðt  n  1Þ; t 2 ðn; n þ 1;
0 otherwise:
8><
>:
It is readily seen that xn converges in ðCðRÞ; dpÞ to zero, but 0eAb:
This example indicates that the tail of the sample paths in ðCðRÞ; dpÞ may cause
problems. In Og; however, the topology is sufﬁciently strong to make Ab closed, as
the following lemma shows. The lemma is used in the proof of Proposition 1 and
Theorem 1.
Lemma 2. For bXg; Ab \ Og is closed in ðOg; k  kOg Þ; and Abo \ Og is open in
ðOg; k  kOg Þ:
Proof. To prove the ﬁrst claim, we consider an arbitrary sequence fxng  Ab \ Og
converging in Og to some x 2 Og; we show that x 2 Ab \ Og: We derive a
contradiction by supposing that this is not the case. Notice that Ab can be written as
Ab ¼ x 2 CðRÞ : sup
tX0
xðtÞ
1þ tbX1
 
:
Deﬁne
Z :¼ 1 sup
tX0
xðtÞ
1þ tb40: (15)
As xn ! x in Og; we can select an n0 such that for nXn0;
sup
tX0
jxnðtÞ  xðtÞj
1þ tb oZ=2: (16)
We combine (15) with (16) to see that
sup
tX0
xnðtÞ
1þ tbp suptX0
xnðtÞ  xðtÞ
1þ tb þ suptX0
xðtÞ
1þ tboZ=2þ 1 Zo1;
implying xneAb; a contradiction.
A similar argument can be given to see that Abo \ Og is open in Og: &
ARTICLE IN PRESS
A.B. Dieker / Stochastic Processes and their Applications 115 (2005) 849–873 8614. Weak convergence results
This section is devoted to necessary and sufﬁcient conditions for the convergence
in distribution of Y a to a fractional Brownian motion. For background on weak
convergence, we refer to Billingsley [8]. After dealing with weak convergence on
compact intervals (Section 4.1), we extend the results to weak convergence in Og for
g4H (Section 4.2).
Throughout, s2a denotes the variance function of Y
a; i.e.,
s2aðtÞ :¼
s2ðatÞ
s2ðaÞ :
It is no coincidence that the candidate weak limit is self-similar (i.e., the ﬁnite-
dimensional distributions of aHBH ðÞ equal those of BH ðaÞ (see [24]).4.1. Weak convergence on compacts
Fix some time horizon T40 throughout this subsection and consider the compact
interval ½T ; T : We slightly abuse notation by restricting Y a to ½T ; T  while
keeping the notation Y a: Under the condition that limt!0 s2ðtÞjlog jtjj1þo1 for
some 40; Lemma 1 implies that the distribution of Y a is equivalent to a probability
measure na on the measurable space ðCð½T ; T Þ;BðCð½T ; T ÞÞÞ:
To get some feeling for the necessity of this condition, we note that continuity of
the sample paths of Y imply that limt!0 s2ðtÞjlog jtjjo1 under an extremely weak
condition on s: Indeed, the following theorem, based on Sudakov’s inequality,
provides a simple necessary condition for continuity of the sample paths. We omit a
proof, since one can repeat the arguments in [32, Corollary 2.7].
Theorem 4 (Necessity). Suppose that s is strictly increasing on some neighborhood of
zero. If Y has continuous sample paths, then limt!0 s2ðtÞjlog jtjjo1:
We now turn to a sufﬁcient condition for the weak convergence of Y a: Since
Cð½T ; T Þ is a separable and complete metric space (i.e., a Polish space), by
Prohorov’s theorem [8, Theorems 5.1 and 5.2], weak convergence in Cð½T ; T Þ is
equivalent to convergence of ﬁnite-dimensional distributions and tightness of fnag:
It is easy to see that the ﬁnite-dimensional distributions of Y a converge in
distribution to BH ; since
CovðY s; Y tÞ ¼ 12½s2ðsÞ þ s2ðtÞ  s2ðjs  tjÞ
and s2 is regularly varying. Therefore, weak convergence of Y a in Cð½T ; T Þ is
equivalent to tightness of fnag in Cð½T ; T Þ: By Theorem 7.3 of [8], this is in turn
equivalent to
lim
d!0
lim sup
a!1
P sup
jstjpd
s;t2½T ;T 
jY as  Y at jXz
0
@
1
A ¼ 0 (17)
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explicitly in the remainder.
Theorem 5 (Sufficiency). If limt!0 s2ðtÞjlog jtjj1þo1 for some 40; then Y a ) BH
in Cð½T ; T Þ:
Proof. Our objective is to prove (17). Since s2 is assumed to be continuous, the
condition in the theorem implies the boundedness of s2L on intervals of the form
ð0;  (recall the deﬁnition of L in (9)). Therefore, as a consequence of Proposition 3,
we have for any d40; and a large enough, uniformly in t 2 ½d; dnf0g (obviously,
s2að0Þ ¼ 0):
s2aðtÞp2d2H
LðdÞ
LðtÞ
: (18)
Use the fact that L is non-increasing and (18) to see that, for any z40 and a
sufﬁciently large,
P sup
jstjpd
jY as  Y at jXz
 !
¼P sup
fðs;tÞ:2d2H LðdÞ=LðstÞp2d2H g
jY as  Y at jXz
 !
pP sup
s2aðjstjÞp2d2H
jY as  Y at jXz
 !
p 1
z
E sup
s2aðjstjÞp2d2H
jY as  Y at j
 !
:
Deﬁne HaðT; Þ as the metric entropy of T  R under the semimetric induced by s2a
(see Section 3.2 for deﬁnitions). Motivated by the proof of Lemma 1, we set
HðT;WÞ ¼ C0W2=ð1þÞ for some constant C0 depending on the Lebesgue measure of
T; it can be regarded as the metric entropy under the semimetric induced by L; being
only valid for small W40:
We use Corollary 2.1.4 of Adler and Taylor [3] to see that there exists a constant
C40 such that
E sup
s2aðjstjÞp2d2H
jY as  Y at j
 !
pC
Z 2d2H
0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Hað½T ; T ;WÞ
p
dW:
Another application of (18) shows that for W40;
Hað½T ; T ;WÞpH ½T ; T ;
Wﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2d2HLðdÞ
q
0
B@
1
CA;
so that
Z 2d2H
0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Hað½T ; T ;WÞ
p
dWp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2d2HLðdÞ
q Z 2d2H= ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2d2H LðdÞp
0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Hð½T ; T ;WÞ
p
dW:
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lim sup
a!1
P sup
jstjpd
jY as  Y at jXz
 !
p
C
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2d2HLðdÞ
q
z
Z dH= ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃLðdÞ=2p
0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Hð½T ; T ; WÞ
p
dW:
As
R ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Hð½T ; T ; WÞ
p
dWo1; we obtain (17) by letting d! 0: &
The remainder of this subsection is devoted to easy corollaries of the sufﬁcient
condition in Theorem 5. We ﬁrst show the relation with Lemma 4.2 of De¸bicki
et al. [15].
Corollary 1. Suppose that s2 is regularly varying at zero with index l 2 ð0; 2; and that
s2 is continuous. Then we have Y a ) BH in Cð½T ; T Þ:
Proof. Since s2 is regularly varying at zero with index l; t 7!s2ð1=tÞ is regularly
varying at inﬁnity with index l: Apply Proposition 1.5.1 of Bingham et al. [9] to
conclude that s2ð1=tÞjtjl=2 ! 0 as t !1: Equivalently, s2ðtÞjtjl=2 ! 0 as t ! 0;
implying the condition in Theorem 5. &
Similarly, one proves the following Kolmogorov-type criterion for tightness.
Corollary 2. If limt!0 s2ðtÞjtjlo1 for some l 2 ð0; 2 and s2 is continuous, then
Y a ) BH in Cð½T ; T Þ:
4.2. Weak convergence on Og
In this subsection, we focus on the weak convergence of Y a to BH in Og for g4H:
Obviously, this convergence can only take place when the laws nga of Y
a in Og exist.
Lemma 3. If limt!0 s2ðtÞjlog jtjj1þo1 for some 40; then the probability measures
nga on ðOg;BðOgÞÞ exist for g4H:
Proof. We ﬁrst note that, by the assumption on s2L; Y has almost surely
continuous trajectories as detailed in the proof of Lemma 1. Therefore, in order to
show that Y a 2 Og almost surely, it sufﬁces to prove that limt!1 Y at =tg ¼ 0 almost
surely. We use the reasoning of Addie et al. [1], to which we add an essential
argument.
Since s2 is supposed to be regularly varying with index 2H; we have s2ðtÞ=tgþH ! 0;
which can be exploited to see that for 40;
P
k PðY k=kg4Þo1: By the
Borel–Cantelli lemma, Y k=k
g ! 0 almost surely. Note that, for Zk :¼
sups2½k; kþ1 jY s  Y kj;
jY tjpjY btcj þ Zbtc;
so that it sufﬁces to show that Zk=k
g ! 0 almost surely. For this, we ﬁrst remark that
EexpðaZ2kÞ ¼ EexpðaZ21Þo1 for a40 small enough, as a consequence of Borell’s
inequality [3, Theorem 2.3.1]. Notice that we used the continuity to ensure that this
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k
P Zk=k
g4
 
p
X
k
P Z2k4
2k2g
 
p
X
k
expða2k2gÞE expðaZ21Þo1:
Another application of the Borel–Cantelli lemma now proves that Zk=k
g ! 0 and
therefore Y at =t
g ! 0 almost surely.
The measure nga can now be constructed as in Lemma 1; it only remains to show
that BðRÞR \ Og ¼ BðOgÞ: It is easy to see that this holds for g ¼ 0; and Og is
isometrically isomorphic to O0: &
We now investigate the probabilistic meaning of weak convergence in Og:
While the weak convergence in the uniform topology on compacts is obtained
by an application of Theorem 5, the convergence in Og is substantially stronger (see
Section 3.4). Therefore, an additional condition is needed to strengthen the
convergence. Such a condition is given in Lemma 3 of Buldygin and Zaiats [10]
cited according to Kozachenko et al. [22]. Lemma 4 below is closely related to this
key result; only ‘sup’ has been replaced by ‘lim sup’. See also Majewski [26] for a
related result in a large deviation setting.
Lemma 4. Let a family of probability measures fmng on Og be given. Suppose that the
image of fmng under the projection map pT : Og ! Cð½T ; T Þ is tight in Cð½T ; T Þ for
all T40: Then fmng is tight in Og if and only if for any z40;
lim
T!1
lim sup
n!1
mn x 2 Og : sup
jtjXT
jxðtÞj
1þ jtjgXz
 !
¼ 0: (19)
gProof. To prove necessity, let fmng be tight in O and ﬁx z40: Given Z40; choose an
Og-compact set K such that mnðKÞ41 Z for all n. We denote an Og-ball centered at
x with radius z by BzðxÞ; so that fBz=2ðxÞ : x 2 Kg is an Og-open cover of K. Since K is
Og-compact, one can select mo1 and x1; . . . ; xm such that fBz=2ðxiÞ : i ¼ 1; . . . ; mg
also covers K. Let Ti be such that supjtjXTi jxiðtÞj=ð1þ jtjgÞoz=2; and set
Az;T :¼ x 2 Og : sup
jtjXT
jxðtÞj
1þ jtjgoz
( )
:
Note that for T :¼maxi T i; K  Az;T : We have now shown that for any Z40 one can
ﬁnd T40 such that
sup
nX1
mnðAcz;T ÞpZ: (20)
Obviously, this implies (19).
For sufﬁciency, instead of supposing (19), we may suppose without loss of
generality that for any Z40 there exists a T40 such that (20) holds. Indeed, since Og
is separable and complete, any probability measure on Og is tight. In particular, the
above reasoning used to prove necessity implies that for any Z40 and nX1; one can
ﬁnd Tn40 such that mnðAcz;Tn ÞpZ: As a consequence of (19), there exists a T 040 and
n0 such that supnXn0 mnðAcz;T 0 ÞpZ: Hence we have (20) for T :¼ maxðT 0;maxnpn0 TnÞ:
ARTICLE IN PRESS
A.B. Dieker / Stochastic Processes and their Applications 115 (2005) 849–873 865Suppose the image of fmng under the projection map is tight in Cð½T ; T Þ for
all T40: We can then choose a set K that is compact in the topology of uni-
form convergence on compact intervals such that supn mnðKcÞpZ=2: For brevity, we
call K U-compact. Using (20), we can select for any m 2 N a Tm40 such
that supnX1 mnðAc1=m;TmÞpZ=2mþ1: Set K 0 :¼K \
T
m2N A1=m; Tm and note that
infnX1 mnðK 0ÞX1 Z: Therefore, we have established the claim once we have shown
that the Og-closure of K 0 is Og-compact. For this, let fx‘g be a sequence in K 0;
and let d40 be arbitrary. Since K is U-compact, we can ﬁnd a subsequence fx‘kg
of fx‘g that converges uniformly on compact intervals, say, to x. Moreover,
fx‘kg 
T
m2N A1=m;Tm implies that we can ﬁnd a T40 such that
supkX1 supjtjXT jx‘k ðtÞj=ð1þ jtjÞod=2: As x 2 Og; we can also choose T 040 such
that supjtjXT 0 jxðtÞj=ð1þ jtjgÞpd=2: From the convergence of x‘k to x on compacts we
deduce that supjtjpmaxðT ;T 0Þ jx‘k ðtÞ  xðtÞj=ð1þ jtjgÞpd: We now readily infer that
kx‘k  xkOpd; i.e., K 0 is Og-compact. &
Having a characterization of weak convergence in Og at our disposal, we now
specialize to the framework of the present paper. The main result of this section is
that the family fngag is tight in Og under the conditions of Theorem 5. It may seem
rather surprising that it is possible to establish this tightness in Og without an
additional condition on large time scale behavior. Apparently, the fact that the
variance function varies regularly with an index 2Ho2g and the Gaussian nature
sufﬁce to control the process over large time scales.
Theorem 6 (Sufficiency). If limt!0 s2ðtÞjlog jtjj1þo1 for some 40; then Y a ) BH
in Og for any g4H :
Proof. Having Lemma 4 at our disposal, we need to establish (19) for the family fngag;
or, equivalently, for any z40;
lim
T!1
lim sup
a!1
P sup
tXT
jY at j
1þ tgXz
 
¼ 0: (21)
An upper bound for the probability in the preceding display is based on Markov’s
inequality: for z40; a; kX1;
P sup
tXek
jY at j
1þ tgXz
 !
p2P sup
tXek
Y at
1þ tgXz
 !
p2
X1
j¼k
P sup
t2½ej ;ejþ1
Y at
1þ tgXz
 !
p 2
z
X1
j¼k
E supt2½ej ;ejþ1 Y
a
t
1þ ejg : ð22Þ
As in the proof of Theorem 5, we use metric entropy techniques to ﬁnd a further
upper bound. Recall the notation HaðT; Þ and HðT; Þ that we used in the proof of
Theorem 5. By Theorem 14.1 of Lifshits [25], there exists a constant C40 such that
E supt2½ej ;ejþ1 Y
a
tpC
R ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Hað½ej ; ejþ1;WÞ
p
dW:
We now derive a bound on
R ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Hað½ek; ekþ1;WÞ
p
dW for k large, uniformly in a:
The ﬁrst step is to bound the variance s2a: As a consequence of Proposition 3,
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sup
jtjp1=e
s2aðtÞLðtÞ ! sup
jtjp1=e
t2HLðtÞ ¼ e2H :
Moreover, by the Uniform Convergence Theorem (Theorem 1.5.2 of [9]), for
large a; we have s2aðtÞp2egHtHþg for all jtjX1=e: Therefore, the function M
given by
MðtÞ :¼
2e2H=LðtÞ if jtjp1=e;
2egHtHþg otherwise
(
majorizes s2a uniformly in (large) a: It is important to notice that M is continuous
and strictly increasing for t 2 Rþ:
Using the stationarity of the increments and the fact that the inverse of 1=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
LðÞ
p
is
given by W 7! expðW2=ð1þÞÞ for W 2 ½0;
ﬃﬃﬃ
2
p
eH ; we see that for large j,Z ﬃﬃ2p eH
0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Hað½ej ; ejþ1;WÞ
p
dW ¼
Z ﬃﬃ2p eH
0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Hað½0; ejðe 1Þ; WÞ
p
dW
p
ﬃﬃﬃ
2
p
eH
Z 1
0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log
ejðe 1Þ
2 expðW2=ð1þÞÞ
þ 1
 !vuut dW
peH log½ejðe 1Þ þ 1þ 1

;
implying
lim
k!1
X1
j¼k
R ﬃﬃ2p eH
0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Hað½ej ; ejþ1;WÞ
p
dW
1þ ejg ¼ 0;
so that it remains to show a similar statement for the integration interval
½
ﬃﬃﬃ
2
p
eH ;1Þ: For this, observe that, for some constant C40;Z 1ﬃﬃ
2
p
eH
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Hað½ej ; ejþ1;WÞ
p
dW
p
Z eHðjþ1Þﬃﬃ
2
p
eH
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log
ejðe 1Þ
211=ðHþgÞeðHgÞ=ðHþgÞW2=ðHþgÞ
 
þ 1
s
dW
pðeHð jþ1Þ 
ﬃﬃﬃ
2
p
eH Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log
Cej
ð2e2H Þ1=ðHþgÞ
 !vuut ;
from which the claim is readily obtained. &
We now relate Theorem 6 to Proposition 2.9 of Kozachenko et al. [22]. The
criterion given in Proposition 2.9 of Kozachenko et al. [22] states that
sup
t2Rþ
s2ðtÞðlogð1þ 1=tÞÞ1þo1 (23)
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limt!0 ðlogð1þ 1=tÞÞ1þ=LðtÞ ¼ 1; this is more restrictive than our condition
limt!0 s2ðtÞjlog jtjj1þo1 for some 40: Although the continuity of s is not stated
explicitly in [22], it is necessary to obtain continuity of the sample paths of Y. Indeed,
if Y has continuous sample paths and s2 is locally bounded (as implied by (23)), then
the dominated convergence theorem implies the continuity of s2:
In conclusion, the condition in Theorem 6 improves this result of Kozachenko
et al. [22] in two ways: the condition is easier to check and weaker.
We get the following important corollary by combining Theorem 6 with Chevet’s
Theorem 3.
Corollary 3. Let faag be a sequence of positive real numbers tending to infinity as
a!1: If limt!0 s2ðtÞjlog jtjj1þo1 for some 40; then the distributions in Og
(g4H) of Y a=aa satisfy an LDP in Og with scale sequence fa2ag and rate function I
given by (11), where HH is the Cameron–Martin space associated with fractional
Brownian motion on Og:5. Proofs for Section 2
5.1. Proof of Proposition 1
For Ab be given by (13), we note
P sup
tX0
Y t  ctbXu
 
¼ P sup
tX0
Y ðu=cÞ1=bt  utbXu
 
¼ P sup
tX0
1
u
Y ðu=cÞ1=bt  tbX1
 
¼ nbðu=cÞ1=b
u
sð½u=c1=bÞ
Ab \ Ob
 !
:
Since Ab \ Ob is closed in Ob by Lemma 2, we have by Corollary 3,
lim sup
u!1
s2ðu1=bÞ
u2
log P sup
tX0
Y t  ctbXu
 
¼ lim sup
u!1
c2H=b
s2ð½u=c1=bÞ
u2
log P sup
tX0
Y t  ctbXu
 
p c2H=b inf
x2Ab\Ob
IðxÞ;
where I is given by (11). It remains to calculate the quantity infx2Ab\Ob IðxÞ; or
equivalently inf tX0 inf fx2Ob:xðtÞtbX1g IðxÞ: It is left to the reader to repeat the
argument in [1] to see that, also for ba1; 2 inf fx2Ob:xðtÞtbX1g IðxÞ ¼ ð1þ tbÞ2=t2H :
Straightforward calculus shows that the (unique) inﬁmum over t is attained at
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of infx2Ab\Ob IðxÞ is indeed given by (6).
For the lower bound, note that Ab  Abo; and that Abo \ Ob is Ob-open by
Lemma 2. Therefore,
lim inf
u!1
s2ðu1=bÞ
u2
log P sup
tX0
Y t  ctbXu
 
X c2H=b inf
x2Abo\Ob
IðxÞ:
An elementary argument shows that inf
x2Abo\Ob IðxÞ ¼ infx2Ab\Ob IðxÞ; so that the
claim is proven.
5.2. Proof of Theorem 1
By the Portmanteau Theorem (e.g., [8, Theorem 2.1]), it sufﬁces to show that for
all Ob-closed sets F,
lim sup
u!1
P
1
u
Y ðu=cÞ1=b 2 F
 sup
tX0
Y t  ctbXu
 
pdx
 ðF Þ: (24)
Since this assertion is trivial if x
 2 F ; we suppose that x
eF : Denote the probability
on the left-hand side of (24) by pu; so that
log pu ¼ log nbðu=cÞ1=b
u
sð½u=c1=bÞ
ðAb \ F Þ
 !
 log nbðu=cÞ1=b
u
sð½u=c1=bÞ
Ab \ Ob
 !
and by Corollary 3, as both F and Ab \ Ob are closed,
lim sup
u!1
s2ðu1=bÞ
u2
log pup c2H=b inf
x2Ab\F
IðxÞ þ c2H=b inf
x2Abo\Ob
IðxÞ: (25)
We proceed by showing that
inf
x2Ab\F
IðxÞ4 inf
x2Ab\Ob
IðxÞ: (26)
For this, we suppose that we have equality, so that we can ﬁnd a sequence fxng 
Ab \ F with IðxnÞoIðx
Þ þ 1=n: Without loss of generality, we may suppose that xn
is ð1þ tbnÞ=ð2t2Hn ÞCovðBH ðÞ; BH ðtnÞÞ for some tnX0; since the minimizer of the rate
function over the set fx : xðtnÞ  tbnX1g has this form (cf. (6)). Moreover, by
uniqueness of t
; we must have tn ! t
 in order to ensure that ð1þ tbnÞ2=ð2t2Hn Þ ¼
IðxnÞoIðx
Þ þ 1=n: An easy calculation shows that then xn converges in Ob to x
eF ;
which contradicts the fact that F is closed.
The claim follows by combining Eq. (25) with Eq. (26) and the observation that
inf
x2Abo\Ob IðxÞ ¼ infx2Ab\Ob IðxÞ: &
5.3. Proof of Proposition 2
Corollary 3 implies that Y T=T satisﬁes a large deviation principle in O1 with rate
function I and scale sequence s2ðTÞ=T2: Having observed this, the remainder of the
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The idea is to use PðY 2 KT Þ ¼ PðY T=T 2 K1Þ; and then justify the limit in (8) by
showing that K1 is open and that infx2K1 IðxÞ ¼ infx2K1 IðxÞ: &
5.4. Proof of Theorem 2
We ﬁrst show the existence and uniqueness of x: For this, note that the large
deviation principle for Y T=T is governed by a strictly convex rate function. Both
existence and uniqueness follow from Proposition 4.4 of Norros [28], since
infx2K1 IðxÞ can be written as an inﬁmum of the rate function over a convex set.
Notice that Propositions 4.3 and 4.4 of Norros [28] together imply that
infx2K1 IðxÞ ¼ IðxÞ:
By a similar reasoning as in the proof of Theorem 1 and the fact that K1 is open
[28], the claim follows after showing that for Og-closed sets F with xeF ;
inf
x2K1\F
IðxÞ4 inf
x2K1
IðxÞ ¼ IðxÞ;
(cf. (26)). Suppose we have equality in the preceding display. For every n 2 N; one
can then select an xn 2 K1 \ F such that IðxnÞpIðxÞ þ 1=n: Now deﬁne the sets
Mn :¼fx 2 O : IðxÞpIðxÞ þ 1=ng:
By the goodness of the rate function, these sets are Og-compact. Since fxng  M1;
one can select a subsequence of fxng that converges (in Og) to some x : As the Mn
decrease, one then has that x 2 Mn for every n 2 N; implying that IðxÞ ¼ IðxÞ: By
construction we also have x 2 K1 \ F as the latter set is closed in Og: Uniqueness
yields x ¼ x; contradicting x 2 F : &6. Proofs for Section 3
6.1. Proof of Proposition 3
The proof is modeled after the proof of Theorem 1.5.2 in [9]. We start with some
notation. Let Z40 be arbitrary and let T ¼TðZÞo1 be such that
sup
t2½0;T
trLðtÞo19 Z: (27)
Since f is regularly varying with index r40; we can ﬁnd A1 so that for aXA1;
f ðaÞ
f ða=TÞp2T
r: (28)
Deﬁne
M :¼ sup
0oapA1
f ðaÞLðaÞ
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A2 so that for aXA2;
ðlog A1Þ1þ þ ðlog aÞ1þ
f ðaÞ p
Z
21þM
: (29)
Without loss of generality, we may suppose that A2XeA1 and A1Xe:
The outline of the proof is as follows. In the ﬁrst step, we show
sup
t2ð0;T
sup
aXA1=t
f ðatÞ
f ðaÞ LðtÞ  t
rLðtÞ

oZ (30)
and then we show that
sup
t2ð0;A1=A2
sup
A2papA1=t
f ðatÞ
f ðaÞ LðtÞ  t
rLðtÞ

oZ: (31)
In the third and last step, we use (30) and (31) to establish the claim. &
Step 1: Proof of (30). Apply Theorem 1.5.4 of Bingham et al. [9] to the regularly
varying function f ðaÞar to see that
f ðaÞ ¼ cðaÞar=2fðaÞ;
where cðaÞ ! 1 as a!1; and f is non-decreasing. Without loss of generality, we
may assume that A1 is such that 1=2pcðaÞp2 for aXA1: For ﬁxed t 2 ð0;T; we
have tp1 (since To1), so that
sup
aXA1=t
f ðatÞ
f ðaÞ LðtÞ ¼ supaXA1
f ðaÞ
f ða=tÞ LðtÞ
¼ sup
aXA1
f ðaÞ
cða=tÞar=2fða=tÞ t
r=2LðtÞ
p 2 sup
aXA1
f ðaÞ
ar=2fða=tÞ t
r=2LðtÞ:
Since both tr=2LðtÞ and (for any a) f ðaÞar=2=fða=tÞ are non-decreasing in t on
ð0;T; we conclude with (28) that
sup
t2ð0;T
sup
aXA1=t
f ðatÞ
f ðaÞ LðtÞp2 supaXA1
f ðaÞ
ar=2fða=TÞ T
r=2LðTÞ
p4 sup
aXA1
f ðaÞ
cða=TÞar=2fða=TÞ T
r=2LðTÞ
¼4 sup
aXA1
f ðaÞ
f ða=TÞ LðTÞ
p8TrLðTÞ
p8 sup
t2½0;T
trLðtÞ:
Inequality (30) is an easy consequence of combining this with (27). &
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t=ap1=e
Lðt=aÞ ¼ jlog t=aj1þpðjlog tj þ log aÞ1þp21þ 12jlog tj1þ þ 12ðlog aÞ1þ
 
¼ 2ðjlog tj1þ þ ðlog aÞ1þÞ:
Observe that t=ap1=e for t 2 ½0; A1 and aXA2; so that
sup
t2ð0;A1=A2
sup
A2papA1=t
f ðatÞ
f ðaÞ LðtÞ ¼ supaXA2
sup
t2ð0;A1=a
f ðatÞ
f ðaÞ LðtÞ
¼ sup
aXA2
sup
t2ð0;A1
f ðtÞ
f ðaÞ Lðt=aÞ
p2 sup
aXA2
sup
t2ð0;A1
f ðtÞ
f ðaÞ ðjlog tj
1þ þ ðlog aÞ1þÞ:
Since A1Xe; we can bound f ðtÞjlog tj1þ as follows on ð0; A1:
sup
t2ð0;A1
f ðtÞjlog tj1þp max sup
t2ð0;1=e
f ðtÞLðtÞ; sup
t2ð1=e;A1
f ðtÞjlog A1j1þ
 !
p maxðM ; Mðlog A1Þ1þÞ
¼ Mðlog A1Þ1þ:
By combining the two preceding displays, we obtain
sup
t2ð0;A1=A2
sup
A2papA1=t
f ðatÞ
f ðaÞ LðtÞp2
M sup
aXA2
ðlog A1Þ1þ þ ðlog aÞ1þ
f ðaÞ p
1
2
Z;
where the last inequality is (29). Inequality (31) readily follows by using (27). &
Step 3: Proof of the claim. It is readily checked that the ﬁrst two steps imply that
for any (small) Z40 we can ﬁnd a (small) k and (large) A2 such that
sup
aXA2
sup
t2ð0;k
f ðatÞ
f ðaÞ LðtÞ  t
rLðtÞ

oZ: (32)
In this last step, we establish the uniform convergence on each interval ð0; :
Let T40 be arbitrary, and set M 0 :¼ supt2ð0;T  trLðtÞo1: By Theorem 1.2.1 of [9],
it is possible to select A3 so that for aXA3; uniformly in t 2 ½k; T ;
f ðatÞ
f ðaÞtr  1

o ZM 0 :
Now, for aXA3; we have
sup
t2½k;T 
f ðatÞ
f ðaÞ LðtÞ  t
rLðtÞ

 ¼ sup
t2½k;T 
trLðtÞ
f ðatÞ
f ðaÞtr  1

oZ:
Combining this with (32) yields the claim. &
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