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Abstract: We address the problem of extending an original field Lagrangian to ghosts and
antifields in order to satisfy the master equation in the framework of the BV quantization of
Lagrangian field systems. This extension essentially depends on the degeneracy of an original
Lagrangian whose Euler–Lagrange operator generally obeys the Noether identities which
need not be independent, but satisfy the first-stage Noether identities, and so on. A generic
Lagrangian system of even and odd fields on an arbitrary smooth manifold is examined in
the algebraic terms of the Grassmann-graded variational bicomplex. We state the necessary
and sufficient condition for the existence of the exact antifield Koszul–Tate complex whose
boundary operator provides all the Noether and higher-stage Noether identities of an original
Lagrangian system. The Noether inverse second theorem that we prove associates to this
Koszul–Tate complex the sequence of ghosts whose ascent operator provides the gauge and
higher-stage gauge supersymmetries of an original Lagrangian. We show that an original
Lagrangian is extended to a solution of the master equation if this ascent operator admits a
nilpotent extension and only if it is extended to an operator nilpotent on the shell.
1 Introduction
As is well known, the Batalin-Vilkovisky (henceforth BV) quantization of a Lagrangian field
system essentially depends on the analysis of its degeneracy [2, 8, 16, 20]. A Lagrangian
system is said to be degenerate if its Euler–Lagrange operator obeys non-trivial Noether
identities. They need not be independent, but satisfy the first-stage Noether identities,
which in turn are subject to the second-stage ones, and so on. The hierarchy of reducible
Noether identities characterizes the degeneracy of a Lagrangian system in full. The Noether
second theorem states the relation between the Noether identities and the gauge symmetries
of a Lagrangian system. If Noether identities and gauge symmetries are finitely generated,
they are parameterized by the modules of antifields and ghosts, respectively. An original
Lagrangian is extended to these antifields and ghosts in order to satisfy the so-called classical
master equation. This extended Lagrangian is the main ingredient in the BV quantization
procedure.
It should be noted that the notion of reducible Noether identities has come from that of
reducible constraints. Their Koszul–Tate complex has been invented by analogy with that
of constraints [12] under a rather restrictive regularity condition that field equations as well
as Noether identities of arbitrary stage can be locally separated into the independent and
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dependent ones [2, 12]. This condition has also come from the case of constraints locally
given by a finite number of functions which the inverse mapping theorem is applied to. A
problem is that, in contrast with constraints, Noether and higher-stage Noether identities are
differential operators. They are locally given by a set of functions and their jet prolongations
on an infinite order jet manifold. Since the latter is a Fre´chet, but not Banach manifold, the
inverse mapping theorem fails to be valid.
Following the general notion of Noether identities of differential operators [6, 24], we
here address a generic degenerate Lagrangian system of even and odd fields on an arbitrary
smooth manifold. Dealing with odd fields, we follow the algebraic description of Lagrangian
systems in terms of the Grassmann-graded variational bicomplex [2, 5, 18]. Theorem 2.2
provides its relevant cohomology.
We show that, if Noether and higher-stage Noether identities are assumed to be finitely
generated and iff a certain homology regularity condition (Definition 3.6) holds, one can
associate to the Euler–Lagrange operator of a degenerate Grassmann-graded Lagrangian
system the exact Koszul–Tate complex (3.33) of antifields whose boundary operator (3.34)
provides all the Noether and higher-stage Noether identities of an original Lagrangian system
(Theorem 3.7).
The Noether second theorem relates the Noether and higher-stage Noether identities to
the gauge and higher-stage gauge symmetries and supersymmetries of a Lagrangian system
[4, 5, 15]. We prove its variant (Theorem 4.1) which associates to the above mentioned
Koszul–Tate complex the sequence (4.4), graded in ghosts, whose ascent operator (4.5)
provides gauge and higher-stage gauge supersymmetries of an original Lagrangian system.
We agree to call it the total gauge operator, acting both on original fields and ghosts. This
operator need not be nilpotent. If it admits a nilpotent (resp. nilpotent on the shell)
extension, one can say that gauge and higher-stage gauge supersymmetries of an original
Lagrangian system constitute an algebra (resp. an algebra on the shell).
Extending an original Lagrangian system to the above mentioned ghosts and antifields,
we come to a Lagrangian system whose Lagrangian can satisfy the particular condition
called the classical master equation (Proposition 5.1). We show that an original Lagrangian
is extended to a nontrivial solution of the master equation only if the above mentioned total
gauge operator (4.5) is extended to an operator nilpotent on the shell (Theorem 5.2) and if
this operator admits a nilpotent extension (Theorem 5.3).
Note that the proof of Theorem 5.3 appeals to the above mentioned homology regularity
condition, and states something more. Given a nilpotent extension (4.16) of the total gauge
operator, a desired solution of the master equation is obtained at once by the formula (5.22)
(or (5.23)). It is affine in antifields, and this fact is essential for the further gauge fixing
procedure. We thus may conclude that the study of a classical Lagrangian field system for
the purpose of its BV quantization mainly reduces to constructing the total gauge operator
(4.5) and its nilpotent extension.
In Section 6, an example coming from topological BF theory is examined in detail. It is
a reducible degenerate Lagrangian system whose total gauge operator is nilpotent and, thus,
provides an extension of the original Lagrangian (6.1) of the topological BF theory to the
solution (6.10) of the master equation.
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2 Grassmann-graded Lagrangian systems
We describe Lagrangian systems of even and odd variables in algebraic terms of the Grassmann-
graded variational bicomplex [2, 5, 18], generalizing the well-known variational bicomplex
for even Lagrangian systems on fiber bundles [1, 17, 25].
Remark 2.1. Smooth manifolds throughout are real, finite-dimensional, Hausdorff, second-
countable (hence, paracompact) and connected. Graded manifolds with structure sheaves of
Grassmann algebras of finite rank are only considered. By Λ, Σ, Ξ, are denoted symmetric
multi-indices, e.g., Λ = (λ1...λk), λ + Λ = (λλ1...λk). By a summation over a multi-index
Λ = (λ1...λk) is meant separate summation over each index λi.
Let Y → X , dimX = n, be a fiber bundle. The jet manifolds JrY of its sections form
the inverse system
X
π
←−Y
π1
0←− J1Y ←− · · ·Jr−1Y
πr
r−1
←− JrY ←− · · · , (2.1)
where πrr−1 are affine bundles. Its projective limit (J
∞Y ; π∞r : J
∞Y → JrY ) is a paracompact
Fre´chet manifold. A bundle atlas {(UY ; x
λ, yi)} of Y → X induces the coordinate atlas
{((π∞0 )
−1(UY ); x
λ, yiΛ)}, y
′i
λ+Λ =
∂xµ
∂x′λ
dµy
′i
Λ, 0 ≤ |Λ|, (2.2)
dλ = ∂λ +
∑
0≤|Λ|
yiλ+Λ∂
Λ
i , dΛ = dλ1 ◦ · · · ◦ dλk ,
of J∞Y , where dλ are total derivatives. The inverse system (2.1) yields the direct system
O∗X
π∗
−→O∗Y
π1
0
∗
−→O∗1Y −→· · ·O
∗
r−1Y
πr
r−1
∗
−→ O∗rY −→ · · · (2.3)
of graded differential algebras (henceforth GDAs) O∗rY of exterior forms on X , Y and jet
manifolds JrY with respect to the pull-back monomorphisms πrr−1
∗. Its direct limit is the
GDA O∗∞Y of all exterior forms on finite order jet manifolds modulo the pull-back identifi-
cation. The GDA O∗∞Y is split into the above mentioned variational bicomplex describing
Lagrangian systems of even fields on a fiber bundle Y → X .
Treating odd fields, we appeal to forthcoming Theorem 2.1, which is a corollary of the
Batchelor theorem [3] and the Serre-Swan theorem for an arbitrary smooth manifold [19, 23].
Theorem 2.1. A Grassmann algebra A over the ring C∞(Z) of smooth real functions on
a manifold Z is isomorphic to the algebra of graded functions on a graded manifold with a
body Z iff it is the exterior algebra of some projective C∞(Z)-module of finite rank [6].
Recall that the above mentioned Batchelor theorem states an isomorphism of a graded
manifold (Z,A) with a body Z to the particular one (Z,AQ) with the structure sheaf AQ of
germs of sections of the exterior bundle
∧Q∗ = R⊕
Z
Q∗⊕
Z
2
∧Q∗⊕
Z
· · · ,
where Q∗ is the dual of some vector bundle Q→ Z. In field models, Batchelor’s isomorphism
is usually fixed from the beginning. Let us call (Z,AQ) the simple graded manifold modelled
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over Q. Its ring AQ of graded functions consists of sections of ∧Q
∗. The following bigraded
differential algebra (henceforth BGDA) S∗[Q;Z] is associated to (Z,AQ) [3, 19].
Let dAQ be the sheaf of graded derivations of AQ. Its global sections make up the real
Lie superalgebra dAQ of (left) graded derivations of the R-ring AQ, i.e.,
u(ff ′) = u(f)f ′ + (−1)[u][f ]fu(f ′), f, f ′ ∈ AQ, u ∈ dAQ,
where the symbol [.] stands for the Grassmann parity. Then the Chevalley–Eilenberg complex
of dAQ with coefficients in AQ can be constructed [13]. Its subcomplex S
∗[Q;Z] of AQ-linear
morphisms is the Grassmann-graded Chevalley–Eilenberg differential calculus
0→ R→ AQ
d
−→S1[Q;Z]
d
−→· · · Sk[Q;Z]
d
−→· · ·
over a Z2-graded commutative R-ring AQ [19]. The graded exterior product ∧ and the
Chevalley–Eilenberg coboundary operator d make S∗[Q;Z] into a BGDA
φ ∧ φ′ = (−1)|φ||φ
′|+[φ][φ′]φ′ ∧ φ, d(φ ∧ φ′) = dφ ∧ φ′ + (−1)|φ|φ ∧ dφ′, (2.4)
where |.| denotes the form degree. Note that S∗[Q;Z] is a minimal differential calculus
over AQ, i.e., it is generated by elements df , f ∈ AQ. There is the natural monomorphism
O∗Z → S∗[Q;Z].
One can think of elements of the BGDA S∗[Q;Z] as being graded exterior forms on a
manifold Z as follows. Given an open subset U ⊂ Z, let AU be the Grassmann algebra
of sections of the sheaf AQ over U , and let S
∗[Q;U ] be the Chevalley–Eilenberg differential
calculus over AU . With another open subset U
′ ⊂ U , the restriction morphism AU → AU ′
yields a homomorphism of BGDAs S∗[Q;U ] → S∗[Q;U ′]. Thus, we obtain the presheaf
{U,S∗[Q;U ]} of BGDAs on a manifold Z and the sheaf S∗[Q;Z] of BGDAs of germs of this
presheaf. Since {U,AU} is the canonical presheaf of AQ, the canonical presheaf of S
∗[Q;Z] is
{U,S∗[Q;U ]}. In particular, S∗[Q;Z] is the BGDA of global sections of the sheaf S∗[Q;Z],
and there is the restriction morphism S∗[Q;Z]→ S∗[Q;U ] for any open U ⊂ Z.
Due to this restriction morphism, elements of S∗[Q;Z] can be written in the following
local form. Given bundle coordinates (zA, qa) on Q and the corresponding fiber basis {ca}
for Q∗ → X , the tuple (zA, ca) is called a local basis for the graded manifold (Z,AQ). With
respect to this basis, graded functions read
f =
∑
0≤k
1
k!
fa1...akc
a1 · · · cak . fa1...ak ∈ C
∞(Z). (2.5)
Due to the canonical splitting V Q = Q×Q, the fiber basis {∂a} for vertical tangent bundle
V Q → Q of Q → Z is the dual of {ca}. Then graded derivations take the local form
u = uA∂A + u
a∂a, where u
A, ua are local graded functions. They act on graded functions
(2.5) by the rule
u(fa...bc
a · · · cb) = uA∂A(fa...b)c
a · · · cb + udfa...b∂d⌋(c
a · · · cb).
Relative to the dual bases {dzA} for T ∗Z and {dcb} for Q∗, graded one-forms read φ =
φAdz
A + φadc
a. The duality morphism and the graded exterior differential d take the form
u⌋φ = uAφA + (−1)
[φa]uaφa, dφ = dz
A ∧ ∂Aφ+ dc
a ∧ ∂aφ.
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Remark 2.2. One also deals with right graded derivations
←
u of graded functions and the
right graded exterior differential
←
d. They read
←
u(ff ′) = f
←
u(f ′) + (−1)[
←
u ][f ′] ←u(f)f ′, f, f ′ ∈ AQ,
←
u(f) = ∂A(f)u
A +
←
∂ d(f)u
d,
←
∂ d(fa...bc
a · · · cb) = fa...b(c
a · · · cb)⌊
←
∂ d,
←
d(φ) = ∂A(φ) ∧ dz
A +
←
∂ a(φ) ∧ dc
a, φ ∈ S∗[Q;Z].
If Y → X is an affine bundle, the total algebra of even and odd fields has been defined
as the product of the polynomial subalgebra of the GDA O∗∞Y and some BGDA of graded
exterior forms on graded manifolds whose body is X [5, 18]. Since Y → X here need not
be affine, we consider graded manifolds whose bodies are Y and jet manifolds JrY [6]. This
definition of jets of odd fields differs from that of jets of a graded commutative ring [19] and
jets of a graded fiber bundle [21], but reproduces the heuristic notion of jets of odd ghosts
in the Lagrangian BRST theory [2, 10].
Given a vector bundle F → X , let us consider the simple graded manifold (JrY,AFr)
modelled over the pull-back Fr = J
rY ×X J
rF onto JrY of the jet bundle JrF → X . There
is an epimorphism of graded manifolds
(Jr+1Y,AFr+1)→ (J
rY,AFr),
regarded as local-ringed spaces. It consists of the surjection πr+1r and the sheaf monomor-
phism πr+1∗r AFr → AFr+1, where π
r+1∗
r AFr is the pull-back onto J
r+1Y of the topological fiber
bundle AFr → J
rY . This sheaf monomorphism induces the monomorphism of the canonical
presheaves AFr → AFr+1, which associates to each open subset U ⊂ J
r+1Y the ring of sec-
tions of AFr over π
r+1
r (U). Accordingly, there is the monomorphism of graded commutative
rings AFr → AFr+1. Then this monomorphism yields the monomorphism of BGDAs
S∗[Fr; J
rY ]→ S∗[Fr+1; J
r+1Y ]. (2.6)
As a consequence, we have the direct system of BGDAs
S∗[Y ×
X
F ; Y ]−→S∗[F1; J
1Y ]−→· · · S∗[Fr; J
rY ]−→· · · , (2.7)
whose direct limit S∗∞[F ; Y ] is a BGDA of all graded differential forms on jet manifolds J
rY
modulo monomorphisms (2.6). Its elements obey the relations (2.4). The monomorphisms
O∗rY → S
∗[Fr; J
rY ] provide a monomorphism of the direct system (2.3) to the direct system
(2.7) and, consequently, the monomorphism O∗∞Y → S
∗
∞[F ; Y ] of their direct limits. In
particular, S∗∞[F ; Y ] is an O
0
∞Y -algebra.
It is the BGDA S∗∞[F ; Y ] which provides algebraic description of Lagrangian systems of
even and odd fields. If Y → X is an affine bundle, we recover the BGDA introduced in [5, 18]
by restricting the ring O0∞Y to its subring P
0
∞Y of polynomial functions, but now elements of
S∗∞[F ; Y ] are graded exterior forms on J
∞Y . Indeed, let S∗[Fr; J
rY ] be the sheaf of BGDAs
on JrY and S
∗
[Fr; J
rY ] its canonical presheaf whose elements are the Chevalley–Eilenberg
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differential calculus over elements of the presheaf AFr . Then the presheaf monomorphisms
AFr → AFr+1 yield the direct system of presheaves
S
∗
[Y × F ; Y ]−→S
∗
[F1; J
1Y ]−→· · ·S
∗
[Fr; J
rY ]−→· · · , (2.8)
whose direct limit S
∗
∞[F ; Y ] is a presheaf of BGDAs on the infinite order jet manifold
J∞Y . Let T∗∞[F ; Y ] be the sheaf of BGDAs of germs of the presheaf S
∗
∞[F ; Y ]. The
structure module Γ(T∗∞[F ; Y ]) of sections of T
∗
∞[F ; Y ] is a BGDA such that, given an element
φ ∈ Γ(T∗∞[F ; Y ]) and a point z ∈ J
∞Y , there exist an open neighbourhood U of z and a
graded exterior form φ(k) on some finite order jet manifold JkY so that φ|U = π
∞∗
k φ
(k)|U . In
particular, there is the monomorphism S∗∞[F ; Y ]→ Γ(T
∗
∞[F ; Y ]).
Due to this monomorphism, one can restrict S∗∞[F ; Y ] to the coordinate chart (2.2) and
say that S∗∞[F ; Y ] as an O
0
∞Y -algebra is locally generated by the elements
(1, caΛ, dx
λ, θaΛ = dc
a
Λ − c
a
λ+Λdx
λ, θiΛ = dy
i
Λ − y
i
λ+Λdx
λ), 0 ≤ |Λ|.
One call (yi, ca) the local basis for S∗∞[F ; Y ]. We further use the collective symbol s
A for its
elements, together with the notation sAΛ , θ
A
Λ = ds
A
Λ − s
A
λ+Λdx
λ, and [A] = [sA].
Remark 2.3. Given local graded functions fΛ and a graded form Φ, there are useful relations
∑
0≤|Λ|≤k
(−1)|Λ|dΛ(f
ΛΦ) =
∑
0≤|Λ|≤k
η(f)ΛdΛΦ, (2.9)
η(f)Λ =
∑
0≤|Σ|≤k−|Λ|
(−1)|Σ+Λ|C
|Σ|
|Σ+Λ|dΣf
Σ+Λ, Cab =
b!
a!(b− a)!
, (2.10)
(η ◦ η)(f)Λ = fΛ. (2.11)
The BGDA S∗∞[F ; Y ] is decomposed into S
0
∞[F ; Y ]-modules S
k,r
∞ [F ; Y ] of k-contact and
r-horizontal graded forms
φ =
∑
0≤|Λi|
φΛ1...ΛkA1...Akµ1...µrθ
A1
Λ1 ∧ · · · ∧ θ
Ak
Λk
∧ dxµ1 ∧ · · · ∧ dxµr , φ ∈ Sk,r∞ [F ; Y ],
hk : S
∗
∞[F ; Y ]→ S
k,∗
∞ [F ; Y ], h
r : S∗∞[F ; Y ]→ S
∗,r
∞ [F ; Y ].
Accordingly, the graded exterior differential d on S∗∞[F ; Y ] falls into the sum d = dH + dV
of the total and vertical differentials where
dH ◦ hk = hk ◦ d ◦ hk, dH(φ) = dx
λ ∧ dλ(φ), dλ = ∂λ +
∑
0≤|Λ|
sAλ+Λ∂
Λ
A.
With the graded projection endomorphism
̺ =
∑
k>0
1
k
̺ ◦ hk ◦ h
n, ̺(φ) =
∑
0≤|Λ|
(−1)|Λ|θA ∧ [dΛ(∂
Λ
A⌋φ)], φ ∈ S
>0,n
∞ [F ; Y ],
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and the graded variational operator δ = ̺ ◦ d, the BGDA S∗∞[F ; Y ] is split into the above
mentioned Grassmann-graded variational bicomplex. We restrict our consideration to its
short variational subcomplex and the subcomplex of one-contact graded forms
0→ R−→S0∞[F ; Y ]
dH−→S0,1∞ [F ; Y ] · · ·
dH−→S0,n∞ [F ; Y ]
δ
−→E1 = ̺(S
1,n
∞ [F ; Y ]), (2.12)
0→ S1,0∞ [F ; Y ]
dH−→S1,1∞ [F ; Y ] · · ·
dH−→S1,n∞ [F ; Y ]
̺
−→E1 → 0. (2.13)
One can think of their even elements
L = Lω ∈ S0,n∞ [F ; Y ], ω = dx
1 ∧ · · · ∧ dxn, (2.14)
δL = θA ∧ EAω =
∑
0≤|Λ|
(−1)|Λ|θA ∧ dΛ(∂
Λ
AL)ω ∈ E1 (2.15)
as being a graded Lagrangian and its Euler–Lagrange operator, respectively.
Remark 2.4. Any graded density L (2.14) obeys the identity
0 = (δ ◦ δ)(L) =
∑
0≤|Λ|
(−1)|Λ|θA ∧ dΛ(∂
Λ
A⌋d(δL)) ∧ ω =
∑
0≤|Λ|
[−θA ∧ θBΛ∂
Λ
BEA + (−1)
|Λ|+[A][B]θB ∧ dΛ(θ
A∂ΛBEA)] ∧ ω = 0,
which leads to useful equalities
η(∂BEA)
Λ = (−1)[A][B]∂ΛAEB (2.16)
(see the notation (2.10)). It should be noted that
η(∂BEA)
Λ=0 = (−1)[A][B]∂AEB + SAB, SAB = (−1)
[A][B]SBA,
but SAB = 0 because the relation (2.11) results in
η(η(∂BEA))
Λ=0 = η((−1)[A][B]∂AEB + SAB)
Λ=0 =
(−1)[A][B]η(∂AEB)
Λ=0 + η(SAB)
Λ=0 = ∂BEA + (−1)
[A][B]SAB + SAB = ∂BEA.
If Y → X is an affine bundle, cohomology of the complex (2.12) equals the de Rham
cohomology of X , while the complex (2.13) is exact [18]. Forthcoming Theorem 2.2 (see
Appendix A for its proof) generalizes this result to an arbitrary fiber bundle Y → X .
Theorem 2.2. (i) Cohomology of the complex (2.12) equals the de Rham cohomology
H∗(Y ) of Y . (ii) The complex (2.13) is exact.
Corollary 2.3. A δ-closed (i.e., variationally trivial) graded density L ∈ S0,n∞ [F ; Y ] reads
L = h0ψ + dHξ, ξ ∈ S
0,n−1
∞ [F ; Y ], (2.17)
where ψ is a closed n-form on Y . In particular, a δ-closed odd graded density is dH-exact.
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Corollary 2.4. Any graded density L admits the decomposition
dL = δL− dHΞ, Ξ ∈ S
1,n−1
∞ [F ; Y ], (2.18)
where L+ Ξ is a Lepagean equivalent of L [18].
The decomposition (2.18) leads to the first variational formula (2.20) for graded Lagran-
gians [5, 18]. Let ϑ ∈ dS0∞[F ; Y ] be a graded derivation of the R-ring S
0
∞[F ; Y ]. The interior
product ϑ⌋φ and the Lie derivative Lϑφ, φ ∈ S
∗
∞[F ; Y ], are defined by the formulas
ϑ⌋φ = ϑλφλ + (−1)
[φA]ϑAφA, φ ∈ S
1
∞[F ; Y ],
ϑ⌋(φ ∧ σ) = (ϑ⌋φ) ∧ σ + (−1)|φ|+[φ][ϑ]φ ∧ (ϑ⌋σ), φ, σ ∈ S∗∞[F ; Y ],
Lϑφ = ϑ⌋dφ + d(ϑ⌋φ), Lϑ(φ ∧ σ) = Lϑ(φ) ∧ σ + (−1)
[ϑ][φ]φ ∧ Lϑ(σ).
A graded derivation ϑ is called contact if the Lie derivative Lϑ preserves the ideal of contact
graded forms of the BGDA S∗∞[F ; Y ]. Further, we restrict our consideration to vertical
contact graded derivations, vanishing on O∗X ⊂ S∗∞[F ; Y ]. With respect to the local basis
{sA} for the BGDA S∗∞[F ; Y ], any vertical contact graded derivation takes the form
ϑ = υA∂A +
∑
0<|Λ|
dΛυ
A∂ΛA, (2.19)
where the tuple of graded derivations {∂ΛA} is defined as the dual of the tuple of contact
forms {θAΛ}, and υ
A [18]. Such a derivation is completely determined by its first summand
υ = υA∂A, called a generalized graded vector field. It satisfies the relations
ϑ⌋dHφ = −dH(ϑ⌋φ), Lϑ(dHφ) = dH(Lϑφ), φ ∈ S
∗
∞[F ; Y ].
Then it follows from the splitting (2.18) that the Lie derivative LϑL of a Lagrangian L along
a vertical contact graded derivation ϑ (2.19) fulfills the first variational formula
LϑL = υ⌋δL+ dH(ϑ⌋Ξ)). (2.20)
One says that an odd vertical contact graded derivation ϑ (2.19) is a variational supersym-
metry of a graded Lagrangian L if the Lie derivative LϑL is dH-exact, i.e., the odd graded
density υ⌋δL = υAEAω is dH-exact.
Remark 2.5. Given local graded functions fΛ, 0 ≤ |Λ| ≤ k, and f ′, there is the useful relation
∑
0≤|Λ|≤k
fΛdΛf
′ω =
∑
0≤|Λ|≤k
(−1)|Λ|dΛ(f
Λ)f ′ω + dHσ. (2.21)
The first variational formula (2.20) takes the local form (2.21), but it follows from Corollary
2.3) that the second term in its right-hand side is globally dH-exact.
A vertical contact graded derivation ϑ (2.19) is called nilpotent if Lϑ(Lϑφ) = 0 for any
horizontal graded form φ ∈ S0,∗∞ [F ; Y ]. One can show that ϑ (2.19) is nilpotent only if it is
odd and iff all υA obey the equality
ϑ(υ) = ϑ(υA∂A) =
∑
0≤|Σ|
υBΣ∂
Σ
B(υ
A)∂A = 0. (2.22)
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For the sake of simplicity, the common symbol further stands for a generalized vector
field υ, the contact graded derivation ϑ (2.19) determined by υ and the Lie derivative Lϑ.
We agree to call all these operators the graded derivation of the BGDA S∗∞[F ; Y ].
Remark 2.6. We further deal with right contact graded derivations
←
υ =
←
∂Aυ
A of the BGDA
S∗∞[F ; Y ] (see Remark 2.2). They act on graded forms φ on the right by the rule
←
υ (φ) =
←
d(φ)⌊
←
υ +
←
d(φ⌊
←
υ ),
←
υ(φ ∧ φ′) = (−1)[φ
′][
←
υ ] ←υ (φ) ∧ φ′ + φ ∧
←
υ(φ′).
For instance,
←
∂A(φ) = (−1)
([φ]+1)[A]∂A(φ),
←
dΛ = dΛ and
←
dH(φ) = (−1)
|φ|dH(φ). With right
graded derivations, one obtains the right Euler–Lagrange operator
←
δ L =
←
EAω ∧ θ
A,
←
EA =
∑
0≤|Λ|
(−1)|Λ|dΛ(
←
∂
Λ
A(L)).
An odd right graded derivation
←
υ is a variational supersymmetry of a graded Lagrangian L
iff the odd graded density
←
EAυ
Aω is dH-exact.
3 The Koszul–Tate complex
Given a graded Lagrangian L (2.14), let us associate to its Euler–Lagrange operator δL
(2.15) the exact chain Koszul–Tate complex with the boundary operator whose nilpotency
conditions provide the Noether and higher-stage Noether identities for δL [6]. We follow the
general construction of the Koszul–Tate complex for differential operators [24].
Remark 3.1. If there is no danger of confusion, elements of homology are identified to its
representatives. A chain complex is called r-exact if its homology of degree k ≤ r is trivial.
We start with the following notation. Given a vector bundle E → X and its pull-back EY
onto Y , let us consider the BGDA S∗∞[F ;EY ]. There are monomorphisms of O
0
∞Y -algebras
S∗∞[F ; Y ]→ S
∗
∞[F ;EY ], O
∗
∞E → S
∗
∞[F ;EY ],
whose images contain the common subalgebra O∗∞Y . Let us consider: (i) the subring
P0∞EY ⊂ O
0
∞EY of polynomial functions in fiber coordinates of the vector bundles J
rEY →
JrY , (ii) the corresponding subring P0∞[F ;EY ] ⊂ S
0
∞[F ;EY ] of graded functions with poly-
nomial coefficients belonging to P0∞EY , (iii) the subalgebra P
∗
∞[F ; Y ;E] of the BGDA
S∗∞[F ;EY ] over the subring P
0
∞[F ;EY ]. Given vector bundles V, V
′, E, E ′ over X , we further
use the notation
P∗∞[V
′V ;F ; Y ;EE ′] = P∗∞[V
′×
X
V ×
X
F ; Y ;E×
X
E ′]. (3.1)
By a density-dual of a vector bundle E → X is meant E
∗
= E∗ ⊗X
n
∧ T ∗X .
Proposition 3.1. The BGDA P∗∞[F ; Y ;E] and, similarly, the BGDA (3.1) possess the
same cohomology as S∗∞[F ; Y ] in Theorem (2.2).
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Proof. Since H∗(Y ) = H∗(EY ), this cohomology of the BGDA S
∗
∞[F ; Y ] equals that of the
BGDA S∗∞[F ;EY ]. Furthermore, one can replace the BGDA S
∗
∞[F ;EY ] with P
∗
∞[F ; Y ;E]
in the condition of Theorem (2.2) due to the fact that sheaves of P0∞EY -modules are also
sheaves of O0∞Y -modules. ✷
Remark 3.2. In a general setting, one must require that transition functions of fiber bundles
over Y under consideration do not vanish on the shell. For the sake of simplicity, we here
restrict our consideration to fiber bundles over Y which are the pull-back onto Y of fiber
bundles over X . In particular, a fiber bundle Y → X of even fields is assumed to admit the
vertical splitting V Y = Y ×X W , where W is a vector bundle over X . Let Y
∗
denote the
density-dual of W in this splitting.
Proposition 3.2. One can associate to a graded Lagrangian L (2.14) the chain complex
(3.2) whose boundaries vanish on the shell.
Proof. Let us extend the BGDA S∗∞[F ; Y ] to the BGDA P
∗
∞[Y
∗
;F ; Y ;F
∗
] whose local basis
is {sA, sA}, where [sA] = ([A] + 1)mod 2. We call sA the antifields of antifield number
Ant[sA] = 1. The BGDA P
∗
∞[Y
∗
;F ; Y ;F
∗
] is provided with the nilpotent right graded
derivation δ =
←
∂ AEA, where EA are the graded variational derivatives (2.15). We call δ
the Koszul–Tate differential, and say that an element φ ∈ P∗∞[Y
∗
;F ; Y ;F
∗
] vanishes on the
shell if it is δ-exact, i.e., φ = δσ. Let us consider the module P0,n∞ [Y
∗
;F ; Y ;F
∗
] of graded
densities. It is split into the chain complex
0← S0,n∞ [F ; Y ]
δ
←−P0,n∞ [Y
∗
;F ; Y ;F
∗
]1 · · ·
δ
←−P0,n∞ [Y
∗
;F ; Y ;F
∗
]k · · · (3.2)
graded by the antifield number. Its boundaries, by definition, vanish on the shell. ✷
Since the homology Hk 6=1(δ) is not essential for our consideration, let us replace the
complex (3.2) with the finite one
0← Im δ
δ
←−P0,n∞ [Y
∗
;F ; Y ;F
∗
]1
δ
←−P0,n∞ [Y
∗
;F ; Y ;F
∗
]2. (3.3)
It is exact at Im δ, and its first homology coincides with that of the complex (3.2). Let us
consider this homology. A generic one-chain of the complex (3.3) takes the form
Φ =
∑
0≤|Λ|
ΦA,ΛsΛAω, Φ
A,Λ ∈ S0∞[F ; Y ], (3.4)
and the cycle condition δΦ = 0 reads
∑
0≤|Λ|
ΦA,ΛdΛEAω = 0. (3.5)
One can think of this equality as being a reduction condition on the graded variational
derivatives EA. Conversely, any reduction condition of form (3.5) comes from some cycle
(3.4). The reduction condition (3.5) is trivial if a cycle is a boundary, i.e., it takes the form
Φ =
∑
0≤|Λ|,|Σ|
T (AΛ)(BΣ)dΣEBsΛAω, T
(AΛ)(BΣ) = −(−1)[A][B]T (BΣ)(AΛ). (3.6)
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A Lagrangian system is called degenerate if there exist non-trivial reduction conditions (3.5),
called the Noether identities.
One can say something more if the S0∞[F ; Y ]-module H1(δ) is finitely generated, i.e., it
possesses the following particular structure. There are elements ∆ ∈ H1(δ) making up a
Z2-graded projective C
∞(X)-module C(0) of finite rank which, by virtue of Theorem 2.1, is
isomorphic to the module of sections of the product V
∗
×
X
E
∗
of the density-duals of some
vector bundles V → X and E → X . Let {∆r} be local bases for this C
∞(X)-module. Every
element Φ ∈ H1(δ) factorizes
Φ =
∑
0≤|Ξ|
Gr,ΞdΞ∆rω, G
r,Ξ ∈ S0∞[F ; Y ], (3.7)
∆r =
∑
0≤|Λ|
∆A,Λr sΛA, ∆
A,Λ
r ∈ S
0
∞[F ; Y ], (3.8)
via elements of C(0), i.e., any Noether identity (3.5) is a corollary of Noether identities
∑
0≤|Λ|
∆A,Λr dΛEA = 0. (3.9)
Clearly, the factorization (3.7) is independent of specification of local bases {∆r}. We say
that the Noether identities (3.9) are complete, and call ∆r ∈ C(0) the Noether operators.
Example 3.3. Let L (2.14) be a variationally trivial Lagrangian. Its Euler–Lagrange operator
δL = 0 obeys the Noether identities which are finitely generated by the Noether operators
∆A = sA. For instance, this is the case of the topological Yang–Mills theory.
Proposition 3.3. If the homology H1(δ) of the complex (3.3) is finitely generated, this
complex can be extended to the one-exact complex (3.11) with a boundary operator whose
nilpotency conditions are equivalent to the complete Noether identities (3.9).
Proof. Let us enlarge the BGDA P∗∞[Y
∗
;F ; Y ;F
∗
] to the BGDA
P∗∞[E
∗
Y
∗
;F ; Y ;F
∗
V
∗
], (3.10)
possessing the local basis {sA, sA, cr} where [cr] = ([∆r] + 1)mod 2 and Ant[cr] = 2. The
BGDA (3.10) is provided with the nilpotent right graded derivation δ0 = δ+
←
∂ r∆r, called
the zero-stage Koszul–Tate differential. Its nilpotency conditions (2.22) are equivalent to
the complete Noether identities (3.9). Then the module P0,n∞ [E
∗
Y
∗
;F ; Y ;F
∗
V
∗
]≤3 of graded
densities of antifield number Ant[φ] ≤ 3 is split into the chain complex
0← Im δ
δ
←−P0,n∞ [Y
∗
;F ; Y ;F
∗
]1
δ0←−P0,n∞ [E
∗
Y
∗
;F ; Y ;F
∗
V
∗
]2 (3.11)
δ0←−P0,n∞ [E
∗
Y
∗
;F ; Y ;F
∗
V
∗
]3.
Let H∗(δ0) denote its homology. We have H0(δ0) = H0(δ) = 0. Furthermore, any one-cycle
Φ up to a boundary takes the form (3.7) and, therefore, it is a δ0-boundary
Φ =
∑
0≤|Σ|
Gr,ΞdΞ∆rω = δ0(
∑
0≤|Σ|
Gr,ΞcΞrω).
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Hence, H1(δ0) = 0, i.e., the complex (3.11) is one-exact. ✷
Turn now to the homology H2(δ0) of the complex (3.11). A generic two-chain reads
Φ = G+H =
∑
0≤|Λ|
Gr,ΛcΛrω +
∑
0≤|Λ|,|Σ|
H(A,Λ)(B,Σ)sΛAsΣBω. (3.12)
The cycle condition δ0Φ = 0 takes the form
∑
0≤|Λ|
Gr,ΛdΛ∆rω + δH = 0. (3.13)
One can think of this equality as being the reduction condition on the Noether operators
(3.8). Conversely, let
Φ =
∑
0≤|Λ|
Gr,ΛcΛrω ∈ P
0,n
∞ [E
∗
Y
∗
;F ; Y ;F
∗
V
∗
]2
be a graded density such that the reduction condition (3.13) holds. Obviously, this reduction
condition is a cycle condition of the two-chain (3.12). The reduction condition (3.13) is trivial
either if a two-cycle Φ (3.12) is a boundary or its summand G, linear in antifields, vanishes
on the shell.
A degenerate Lagrangian system in Proposition 3.3 is said to be one-stage reducible if
there exist non-trivial reduction conditions (3.13), called the first-stage Noether identities.
Proposition 3.4. First-stage Noether identities can be identified to non-trivial elements of
the homology H2(δ0) iff any δ-cycle φ ∈ P
0,n
∞ [Y
∗
;F ; Y ;F
∗
]2 is a δ0-boundary.
Proof. It suffices to show that, if the summand G of a two-cycle Φ (3.12) is δ-exact, then Φ
is a boundary. If G = δΨ, then
Φ = δ0Ψ+ (δ − δ0)Ψ +H. (3.14)
The cycle condition reads
δ0Φ = δ((δ − δ0)Ψ +H) = 0.
Then (δ − δ0)Ψ +H is δ0-exact since any δ-cycle φ ∈ P
0,n
∞ [Y
∗
;F ; Y ;F
∗
]2, by assumption, is
a δ0-boundary. Consequently, Φ (3.14) is δ0-exact. Conversely, let Φ ∈ P
0,n
∞ [Y
∗
;F ; Y ;F
∗
]2
be an arbitrary δ-cycle. The cycle condition reads
δΦ = 2Φ(A,Λ)(B,Σ)sΛAδsΣBω = 2Φ
(A,Λ)(B,Σ)sΛAdΣEBω = 0. (3.15)
It follows that Φ(A,Λ)(B,Σ)δsΣB = 0 for all indices (A,Λ). We obtain
Φ(A,Λ)(B,Σ)sΣB = G
(A,Λ)(r,Ξ)dΞ∆r + δS
(A,Λ).
Hence, Φ takes the form
Φ = G′(A,Λ)(r,Ξ)dΞ∆rsΛAω + δS
(A,Λ)sΛAω. (3.16)
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We can associate to Φ (3.16) the three-chain
Ψ = G′(A,Λ)(r,Ξ)cΞrsΛAω + S
(A,Λ)sΛAω
such that
δ0Ψ = Φ + σ = Φ +G
′′(A,Λ)(r,Ξ)dΛEAcΞrω + S
′(A,Λ)δsΛAω.
Owing to the equality δΦ = 0, we have δ0σ = 0. Since the term G
′′ of σ is δ-exact, then σ
by assumption is δ0-exact, i.e., σ = δ0ψ. It follow that Φ = δ0Ψ− δ0ψ. ✷
If the condition of Proposition 3.4 (called the two-homology regularity condition) is sat-
isfied, let us assume that the first-stage Noether identities are finitely generated as follows.
There are elements ∆(1) ∈ H2(δ0) making up a Z2-graded projective C
∞(X)-module C(1)
of finite rank which is isomorphic to the module of sections of the product V
∗
1×
X
E
∗
1 of the
density-duals of some vector bundles V1 → X and E1 → X . Let {∆r1} be local bases for
this C∞(X)-module. Every element Φ ∈ H2(δ0) factorizes
Φ =
∑
0≤|Ξ|
Φr1,ΞdΞ∆r1ω, Φ
r1,Ξ ∈ S0∞[F ; Y ], (3.17)
∆r1 = Gr1 + hr1 =
∑
0≤|Λ|
∆r,Λr1 cΛr + hr1 , hr1ω ∈ P
0,n
∞ [Y
∗
;F ; Y ;F
∗
], (3.18)
via elements of C(1), i.e., any first-stage Noether identity (3.13) results from the equalities
∑
0≤|Λ|
∆r,Λr1 dΛ∆r + δhr1 = 0, (3.19)
called the complete first-stage Noether identities. Elements of C(1) are called the first-stage
Noether operators. Note that first summands Gr1 of operators ∆r1 (3.18) are not δ-exact.
Proposition 3.5. Given a reducible degenerate Lagrangian system, let the associated one-
exact complex (3.11) obey the two-homology regularity condition, and let its homology H2(δ0)
be finitely generated. Then this complex is extended to the two-exact complex (3.20) with a
boundary operator whose nilpotency conditions are equivalent to complete Noether and first-
stage Noether identities.
Proof. Let us consider the BGDA P∗∞[E
∗
1E
∗
Y
∗
;F ; Y ;F
∗
V
∗
V
∗
1] possessing the local basis
{sA, sA, cr, cr1}, where [cr1 ] = ([∆r1 ]+1)mod 2 and Ant[cr1 ] = 3. It can be provided with the
nilpotent graded derivation δ1 = δ0+
←
∂ r1∆r1 , called the first-stage Koszul–Tate differential.
Its nilpotency conditions (2.22) are equivalent to the complete Noether identities (3.9) and
complete first-stage Noether identities (3.19). Then the module P0,n∞ [E
∗
1E
∗
Y
∗
;F ; Y ;F
∗
V
∗
V
∗
1]≤4
of graded densities of antifield number Ant[φ] ≤ 4 is split into the chain complex
0← Im δ
δ
←−P0,n∞ [Y
∗
;F ; Y ;F
∗
]1
δ0←−P0,n∞ [E
∗
Y
∗
;F ; Y ;F
∗
V
∗
]2
δ1←− (3.20)
P0,n∞ [E
∗
1E
∗
Y
∗
;F ; Y ;F
∗
V
∗
V
∗
1]3
δ1←−P0,n∞ [E
∗
1E
∗
Y
∗
;F ; Y ;F
∗
V
∗
V
∗
1]4.
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Let H∗(δ1) denote its homology. It is readily observed that
H0(δ1) = H0(δ), H1(δ1) = H1(δ0) = 0.
By virtue of the expression (3.17), any two-cycle of the complex (3.20) is a boundary
Φ =
∑
0≤|Ξ|
Φr1,ΞdΞ∆r1ω = δ1(
∑
0≤|Ξ|
Φr1,ΞcΞr1)ω.
It follows that H2(δ1) = 0, i.e., the complex (3.20) is two-exact. ✷
If the third homology H3(δ1) of the complex (3.20) is not trivial, there are reduction
conditions on the first-stage Noether operators, and so on.
Iterating the arguments, we come to the following. Let (S∗∞[F ; Y ], L) be a degener-
ate Lagrangian system whose Noether identities are finitely generated. In accordance with
Proposition 3.3, we associates to it the one-exact chain complex (3.11). Given an integer
N ≥ 1, let V1, . . . , VN , E1, . . . , EN be some vector bundles over X and
P
∗
∞{N} = P
∗
∞[E
∗
N · · ·E
∗
1E
∗
Y
∗
;F ; Y ;F
∗
V
∗
V
∗
1 · · ·V
∗
N ] (3.21)
the BGDAwith the local basis {sA, sA, cr, cr1, . . . , crN} graded by antifield numbers Ant[crk ] =
k + 2. Let k = −1, 0 further stand for sA and cr, respectively. We assume that the BGDA
P
∗
∞{N} (3.21) is provided with a nilpotent graded derivation
δN = δ0 +
∑
1≤k≤N
←
∂
rk∆rk , (3.22)
∆rk = Grk + hrk =
∑
0≤|Λ|
∆rk−1,Λrk cΛrk−1 +
∑
0≤|Σ|,|Ξ|
(h(rk−2,Σ)(A,Ξ)rk cΣrk−2sΞA + ...), (3.23)
of antifield number -1, and that the module P
0,n
∞ {N}≤N+3 of graded densities of antifield
number Ant[φ] ≤ N + 3 is split into the (N + 1)-exact chain complex
0← Im δ
δ
←−P0,n∞ [Y
∗
;F ; Y ;F
∗
]1
δ0←−P
0,n
∞ {0}2
δ1←−P
0,n
∞ {1}3 · · · (3.24)
δN−1
←−P
0,n
∞ {N − 1}N+1
δN←−P
0,n
∞ {N}N+2
δN←−P
0,n
∞ {N}N+3,
which satisfies the following (N + 1)-homology regularity condition.
Definition 3.6. One says that the complex (3.24) obeys the (N + 1)-homology regularity
condition if any δk<N−1-cycle φ ∈ P
0,n
∞ {k}k+3 ⊂ P
0,n
∞ {k + 1}k+3 is a δk+1-boundary.
Note that the (N + 1)-exactness of the complex (3.24) implies that any δk<N−1-cycle
φ ∈ P
0,n
∞ {k}k+3, k < N , is a δk+2-boundary, but not necessary a δk+1-boundary.
If N = 1, the complex P
0,n
∞ {1}≤4 (3.24) restarts the complex (3.20). Therefore, we agree
to call δN (3.22) the N -stage Koszul–Tate differential. Its nilpotency implies the complete
Noether identities (3.9), the first-stage Noether identities (3.19), and the equalities
∑
0≤|Λ|
∆rk−1,Λrk dΛ(
∑
0≤|Σ|
∆rk−2,Σrk−1 cΣrk−2) + δ(
∑
0≤|Σ|,|Ξ|
h(rk−2,Σ)(A,Ξ)rk cΣrk−2sΞA) = 0 (3.25)
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for k = 2, . . . , N . One can think of the equalities (3.25) as being complete k-stage Noether
identities because of their properties which we will justify in the case of k = N +1. Accord-
ingly, ∆rk (3.23) are said to be the k-stage Noether operators.
Let us consider the (N + 2)-homology of the complex (3.24). A generic (N + 2)-chain
Φ ∈ P
0,n
∞ {N}N+2 takes the form
Φ = G+H =
∑
0≤|Λ|
GrN ,ΛcΛrNω +
∑
0≤|Σ|,|Ξ|
(H(A,Ξ)(rN−1,Σ)sΞAcΣrN−1 + ...)ω. (3.26)
Let it be a cycle. The cycle condition δNΦ = 0 implies the equality
∑
0≤|Λ|
GrN ,ΛdΛ(
∑
0≤|Σ|
∆rN−1,ΣrN cΣrN−1) + δ(
∑
0≤|Σ|,|Ξ|
H(A,Ξ)(rN−1,Σ)sΞAcΣrN−1) = 0. (3.27)
One can think of this equality as being the reduction condition on the N -stage Noether
operators (3.23). Conversely, let
Φ =
∑
0≤|Λ|
GrN ,ΛcΛrNω ∈ P
0,n
∞ {N}N+2
be a graded density such that the reduction condition (3.27) holds. Then this reduction
condition can be extended to a cycle one as follows. It is brought into the form
δN(
∑
0≤|Λ|
GrN ,ΛcΛrN +
∑
0≤|Σ|,|Ξ|
H(A,Ξ)(rN−1,Σ)sΞAcΣrN−1) =
−
∑
0≤|Λ|
GrN ,ΛdΛhrN +
∑
0≤|Σ|,|Ξ|
H(A,Ξ)(rN−1,Σ)sΞAdΣ∆rN−1 .
A glance at the expression (3.23) shows that the term in the right-hand side of this equality
belongs to P
0,n
∞ {N −2}N+1. It is a δN−2-cycle and, consequently, a δN−1-boundary δN−1Ψ in
accordance with the (N + 1)-homology regularity condition. Then the reduction condition
(3.27) is a cΣrN−1-dependent part of the cycle condition
δN (
∑
0≤|Λ|
GrN ,ΛcΛrN +
∑
0≤|Σ|,|Ξ|
H(A,Ξ)(rN−1,Σ)sΞAcΣrN−1 −Ψ) = 0,
but δNΨ does not make a contribution to this reduction condition.
Being a cycle condition, the reduction condition (3.27) is trivial either if a cycle Φ (3.26)
is a δN -boundary or its summand G is δ-exact. Then a degenerate Lagrangian system is said
to be (N +1)-stage reducible if there exist non-trivial reduction conditions (3.27), called the
(N + 1)-stage Noether identities.
Theorem 3.7. (i) The (N + 1)-stage Noether identities can be identified to non-trivial
elements of the homology HN+2(δN) of the complex (3.24) iff this homology obeys the (N +
2)-homology regularity condition. (ii) If the homology HN+2(δN) is finitely generated, the
complex (3.24) admits an (N + 2)-exact extension.
Proof. (i) The (N + 2)-homology regularity condition implies that any δN−1-cycle Φ ∈
P
0,n
∞ {N−1}N+2 ⊂ P
0,n
∞ {N}N+2 is a δN -boundary. Therefore, if Φ (3.26) is a representative of
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a non-trivial element of HN+2(δN ), its summand G linear in cΛrN does not vanish. Moreover,
it is not a δ-boundary. Indeed, if G = δΨ, then
Φ = δNΨ+ (δ − δN)Ψ +H. (3.28)
The cycle condition takes the form
δNΦ = δN−1((δ − δN)Ψ +H) = 0.
Hence, (δ−δN)Ψ+H is δN -exact since any δN−1-cycle φ ∈ P
0,n
∞ {N−1}N+2 is a δN -boundary.
Consequently, Φ (3.28) is a boundary. If the (N +2)-homology regularity condition does not
hold, trivial reduction conditions (3.27) also come from non-trivial elements of the homology
HN+2(δN ). (ii) Let the (N +1)-stage Noether identities be finitely generated. Namely, there
exist elements ∆(N+1) ∈ HN+2(δN ) making up a Z2-graded projective C
∞(X)-module C(N+1)
of finite rank which is isomorphic to the module of sections of the product V
∗
N+1×
X
E
∗
N+1 of
the density-duals of some vector bundles VN+1 → X and EN+1 → X . Let {∆rN+1} be local
bases for this C∞(X)-module. Then any element Φ ∈ HN+2(δN) factorizes
Φ =
∑
0≤|Ξ|
ΦrN+1,ΞdΞ∆rN+1ω, Φ
rN+1,Ξ ∈ S0∞[F ; Y ], (3.29)
∆rN+1 = GrN+1 + hrN+1 =
∑
0≤|Λ|
∆rN ,ΛrN+1cΛrN + hrN+1 , (3.30)
via elements of C(N+1). Clearly, this factorization is independent of specification of local bases
{∆rN+1}. Let us extend the BGDA P
∗
∞{N} (3.21) to the BGDA P
∗
∞{N +1} possessing the
local basis {sA, sA, cr, cr1 , . . . , crN , crN+1} where Ant[crN+1 ] = N + 3 and [crN+1 ] = ([∆rN+1 ] +
1)mod 2. It is provided with the nilpotent graded derivation δN+1 = δN+
←
∂ rN+1∆rN+1 of
antifield number -1. With this graded derivation, the module P
0,n
∞ {N + 1}≤N+4 of graded
densities of antifield number Ant[φ] ≤ N + 4 is split into the chain complex
0← Im δ
δ
←−P0,n∞ [Y
∗
;F ; Y ;F
∗
]1
δ0←−P
0,n
∞ {0}2
δ1←−P
0,n
∞ {1}3 · · · (3.31)
δN−1
←−P
0,n
∞ {N − 1}N+1
δN←−P
0,n
∞ {N}N+2
δN+1
←−P
0,n
∞ {N + 1}N+3
δN+1
←−P
0,n
∞ {N + 1}N+4.
It is readily observed that this complex is (N + 2)-exact. In this case, the (N + 1)-stage
Noether identities (3.27) come from the complete (N + 1)-stage Noether identities
∑
0≤|Λ|
∆rN ,ΛrN+1dΛ∆rNω + δhrN+1ω = 0, (3.32)
which are reproduced as the nilpotency conditions of the graded derivation δN+1. ✷
The iteration procedure based on Theorem 3.7 may be infinite. We restrict our consid-
eration to the case of a finitely (N -stage) reducible Lagrangian system possessing the finite
(N + 2)-exact Koszul–Tate complex
0← Im δ
δ
←−P0,n∞ [Y
∗
;F ; Y ;F
∗
]1
δ0←−P
0,n
∞ {0}2
δ1←−P
0,n
∞ {1}3 · · · (3.33)
δN−1
←−P
0,n
∞ {N − 1}N+1
δN←−P
0,n
∞ {N}N+2
δN←−P
0,n
∞ {N}N+3,
δN =
←
∂
AEA +
∑
0≤|Λ|
←
∂
r∆A,Λr sΛA +
∑
1≤k≤N
←
∂
rk∆rk , (3.34)
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where ∆rk are the k-stage Noether operators (3.23) which obey the Noether identities (3.9),
first-stage Noether identities (3.19) and k-stage Noether identities (3.25), k = 2, . . . , N .
Forthcoming Theorem 4.1 associates to the Koszul–Tate complex (3.33) the sequence (4.4),
graded in ghosts, whose ascent operator υe (4.5) provides the gauge and higher-stage gauge
supersymmetries of an original graded Lagrangian.
4 The Noether second theorem
Given the BGDA P
∗
∞{N} (3.21), let us consider the BGDA
P∗∞{N} = P
∗
∞[VN · · ·V1V ;F ; Y ;EE1 · · ·EN ] (4.1)
with the local basis {sA, cr, cr1 , . . . , crN} and the BGDA
P ∗∞{N} = P
∗
∞[E
∗
N · · ·E
∗
1E
∗
Y
∗
VN · · ·V1V ;F ; Y ;EE1 · · ·ENF
∗
V
∗
V
∗
1 · · ·V
∗
N ] (4.2)
with the local basis
{sA, cr, cr1, . . . , crN , sA, cr, cr1 , . . . , crN}, (4.3)
where [crk ] = ([crk ] + 1)mod2 and Ant[c
rk ] = −(k+1). We call crk , k = 0, . . . , N , the ghosts
of ghost number gh[crk ] = k + 1. Clearly, the BGDAs P
∗
∞{N} (3.21) and P
∗
∞{N} (4.1) are
subalgebras of the BGDA P ∗∞{N} (4.2). The Koszul–Tate differential δN (3.34) is naturally
extended to a graded derivation of the BGDA P ∗∞{N} (4.2).
Theorem 4.1. With the Koszul–Tate complex (3.33) of antifields, the graded commutative
ring P0∞{N} ⊂ P
∗
∞{N} (4.1) of ghosts is split into the sequence
0→ S0∞[F ; Y ]
ue−→P0∞{N}1
ue−→P0∞{N}2
ue−→· · · , (4.4)
ue = u+
∑
1≤k≤N
u(k), (4.5)
where u (4.11), u(1) (4.13) and u(k) (4.15), k = 2, . . . , N , are the operators of gauge and
higher-stage gauge supersymmetries of an original graded Lagrangian.
Proof. Let us extend an original graded Lagrangian L to the even graded density
Le = Leω = L+ L1 = L+
∑
0≤k≤N
crk∆rkω = L+ δN (
∑
0≤k≤N
crkcrkω), (4.6)
whose summand L1 is linear in ghosts and possesses the zero antifield number. It is readily
observed that δN(Le) = 0, i.e., δN is a variational supersymmetry of the graded Lagrangian
Le (4.6). It follows that
[
←
δ Le
δsA
EA +
∑
0≤k≤N
←
δ Le
δcrk
∆rk ]ω = [
←
δ Le
δsA
EA +
∑
0≤k≤N
←
δ Le
δcrk
δLe
δcrk
]ω = (4.7)
[υAEA +
∑
0≤k≤N
υrk
δLe
δcrk
]ω = dHσ,
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υA =
←
δ Le
δsA
= uA + wA =
∑
0≤|Λ|
crΛη(∆
A
r )
Λ +
∑
i>0
∑
0≤|Λ|
criΛη(
←
∂
A(hri))
Λ,
υrk =
←
δ Le
δcrk
= urk + wrk =
∑
0≤|Λ|
c
rk+1
Λ η(∆
rk
rk+1
)Λ +
∑
i>k+1
∑
0≤|Λ|
criΛη(
←
∂
rk(hri))
Λ,
(see the formulas (2.9) – (2.10)). The equality (4.7) falls into the set of equalities
←
δ (cr∆r)
δsA
EAω = u
AEAω = dHσ0, (4.8)
[
←
δ (cr1∆r1)
δsA
EA +
←
δ (cr1∆r1)
δcr
∆r]ω = dHσ1, (4.9)
[
←
δ (cri∆ri)
δsA
EA +
∑
k<i
←
δ (cri∆ri)
δcrk
∆rk ]ω = dHσi, i = 2, . . . , N, (4.10)
with respect to the polynomial degree in ghosts. A glance at the equality (4.8) shows that,
by virtue of the first variational formula (2.20), the graded derivation
u = uA
∂
∂sA
, uA =
∑
0≤|Λ|
crΛη(∆
A
r )
Λ, (4.11)
is a variational supersymmetry of an original graded Lagrangian L. This variational super-
symmetry is parameterized by ghosts cr. Therefore, one can think of it as being a gauge
supersymmetry of L [5, 18]. The equality (4.9) takes the form
[
←
δ
δsA
(cr1h(B,Σ)(A,Ξ)r1 sΣBsΞA)EA +
←
δ
δcr
(cr1
∑
0≤|Σ|
∆r,Σr1 cΣr)
∑
0≤|Ξ|
∆B,Ξr sΞB]ω =
[
∑
0≤|Ξ|
(−1)|Ξ|dΞ(c
r1
∑
0≤|Σ|
2h(B,Σ)(A,Ξ)r1 sΣB)EA + u
r
∑
0≤|Ξ|
∆B,Ξr sΞB]ω = dHσ
′
1.
Using the relation (2.21), we obtain
[
∑
0≤|Ξ|
cr1
∑
0≤|Σ|
2h(B,Σ)(A,Ξ)r1 sΣBdΞEA + u
r
∑
0≤|Ξ|
∆B,Ξr sΞB]ω = dHσ1.
The variational derivative of the both sides of this equality with respect to the antifield sB
leads to the relation
∑
0≤|Σ|
η(h(B)(A,Ξ)r1 )
ΣdΣ(2c
r1dΞEA) +
∑
0≤|Σ|
urΣη(∆
B
r )
Σ = 0,
which is brought into the form
∑
0≤|Σ|
dΣu
r ∂
∂crΣ
uB = δ(αB), αB = −
∑
0≤|Σ|
η(2h(B)(A,Ξ)r1 )
ΣdΣ(c
r1sΞA). (4.12)
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Therefore, the odd graded derivation
u(1) = u
r ∂
∂cr
, ur =
∑
0≤|Λ|
cr1Λ η(∆
r
r1
)Λ, (4.13)
is the first-stage gauge supersymmetry of a reducible Lagrangian system [5]. Every equality
(4.10) is split into a set of equalities with respect to the polynomial degree in antifields. Let
us consider the one, linear in antifields cri−2 and their jets. We have
[
←
δ
δsA
(cri
∑
0≤|Σ|,|Ξ|
h(ri−2,Σ)(A,Ξ)ri cΣri−2sΞA)EA +
←
δ
δcri−1
(cri
∑
0≤|Σ|
∆
r′
i−1
,Σ
ri cΣr′
i−1
)
∑
0≤|Ξ|
∆ri−2,Ξri−1 cΞri−2 ]ω = dHσi.
It is brought into the form
[
∑
0≤|Ξ|
(−1)|Ξ|dΞ(c
ri
∑
0≤|Σ|
h(ri−2,Σ)(A,Ξ)ri cΣri−2)EA + u
ri−1
∑
0≤|Ξ|
∆ri−2,Ξri−1 cΞri−2 ]ω = dHσi.
Using the relation (2.21), we obtain
[
∑
0≤|Ξ|
cri
∑
0≤|Σ|
h(ri−2,Σ)(A,Ξ)ri cΣri−2dΞEA + u
ri−1
∑
0≤|Ξ|
∆ri−2,Ξri−1 cΞri−2 ]ω = dHσ
′
i.
The variational derivative of the both sides of this equality with respect to the antifield cri−2
leads to the relation
∑
0≤|Σ|
η(h(ri−2)(A,Ξ)ri )
ΣdΣ(c
ridΞEA) +
∑
0≤|Σ|
u
ri−1
Σ η(∆
ri−2
ri−1
)Σ = 0,
which takes the form
∑
0≤|Σ|
dΣu
ri−1
∂
∂c
ri−1
Σ
uri−2 = δ(αri−2), αri−2 = −
∑
0≤|Σ|
η(h(ri−2)(A,Ξ)ri )
ΣdΣ(c
risΞA). (4.14)
Therefore, the odd graded derivations
u(k) = u
rk−1
∂
∂crk−1
, urk−1 =
∑
0≤|Λ|
crkΛ η(∆
rk−1
rk
)Λ, k = 2, . . . , N, (4.15)
are the k-stage gauge supersymmetries [5]. The graded derivations u (4.11), u(1) (4.13), u(k)
(4.15) are assembled into the ascent operator (4.5) of ghost number 1, that we agree to call
the total gauge operator. It provides the sequence (4.4). ✷
The total gauge operator (4.5) need not be nilpotent even on the shell. We say that
gauge and higher-stage gauge supersymmetries of a Lagrangian system form an algebra on
the shell if the graded derivation (4.5) can be extended to a graded derivation υ0 of ghost
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number 1 by means of terms of higher polynomial degree in ghosts such that υ0 is nilpotent
on the shell. Namely, we have
υ0 = ue + ξ = u
A∂A +
∑
1≤k≤N
(urk−1 + ξrk−1)∂rk−1 , (4.16)
where all the coefficients ξrk−1 are at least quadratic in ghosts and (υ0 ◦ υ0)(f) is δ-exact for
any graded function f ∈ P0∞{N} ⊂ P
0
∞{N}. This nilpotency condition falls into a set of
equalities with respect to the polynomial degree in ghosts. Let us write the first and second
of them involving the coefficients ξ
rk−1
2 quadratic in ghosts. We have
∑
0≤|Σ|
dΣu
r∂Σr u
B = δ(αB1 ),
∑
0≤|Σ|
dΣu
rk−1∂Σrk−1u
rk−2 = δ(α
rk−2
1 ), 2 ≤ k ≤ N, (4.17)
∑
0≤|Σ|
[dΣu
A∂ΣAu
B + dΣξ
r
2∂
Σ
r u
B] = δ(αB2 ), (4.18)
∑
0≤|Σ|
[dΣu
A∂ΣAu
rk−1 + dΣξ
rk
2 ∂
Σ
rk
urk−1 + dΣu
r′
k−1∂Σr′
k−1
ξ
rk−1
2 ] = δ(α
rk−1
2 ), (4.19)
ξr2 = ξ
r,Λ,Σ
r′,r′′ c
r′
Λc
r′′
Σ , ξ
rk
2 = ξ
rk,Λ,Σ
r,r′
k
crΛc
r′
k
Σ , 2 ≤ k ≤ N. (4.20)
The equalities (4.17) reproduce the relations (4.12) and (4.14) in Theorem 4.1. The equalities
(4.18) – (4.19) provide the generalized commutation relations on the shell between gauge
and higher-stage gauge supersymmetries, and one can think of the coefficients ξ2 (4.20) as
being sui generis generalized structure functions [5, 14].
Note that the total gauge operator in an irreducible gauge theory is the operator of
infinitesimal gauge transformations whose parameter functions are replaced with the ghosts.
Its nilpotent extension is the familiar BRST operator [7, 18]. For instance, let P → X be a
principal bundle with a structure Lie group G, whose Lie algebra possesses the basis {er} and
the structure constants crpq. Let us consider a gauge theory of principal connections on P . It
is an irreducible degenerate Lagrangian system. Principal connections on P are represented
by sections of the quotient C = J1P/G, called the bundle of principal connections. It
is an affine bundle coordinated by (xλ, arλ) such that, given a section A of C → X , its
components Arλ = a
r
λ ◦A are coefficients of the local connection form (i.e., gauge potentials).
Infinitesimal generators of one-parameter groups of automorphisms of a principal bundle P
are G-invariant projectable vector fields on P . They are associated to sections of the vector
bundle TGP = TP/G provided with the bundle coordinates (x
λ, x˙λ, ξr) with respect to the
fiber bases {∂λ, er} for TGP . The form an algebra. Given sections
u = uλ∂λ + u
rer, v = v
λ∂λ + v
rer, (4.21)
of TGP → X , their bracket reads
[u, v] = (uµ∂µv
λ − vµ∂µu
λ)∂λ + (u
λ∂λv
r − vλ∂λu
r + crpqu
pvq)er.
Any section u (4.21) of the vector bundle TGP → X yields the vector field
uC = u
λ∂λ + (c
r
pqa
p
λu
q + ∂λu
r − arµ∂λu
µ)∂λr
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on the bundle of principal connections C, i.e., the infinitesimal gauge transformation with the
parameter functions uλ and ur. Taking its vertical part and replacing parameter functions
with the corresponding ghosts cλ and cr, we obtain the total gauge operator
υe = (c
r
pqa
p
λc
q + crλ − a
r
µc
µ
λ − c
µarµλ)
∂
∂arλ
.
Its nilpotent extension is the BRST operator
υ0 = υe + (−
1
2
crpqc
pcq − cµcrµ)
∂
∂cr
+ cλµc
µ ∂
∂cλ
.
5 The master equation
The BGDA P ∗∞{N} (4.2) with the local basis (4.3) exemplifies Lagrangian systems of the
following particular type.
Let Y0 → X be a fiber bundle admitting the vertical splitting V Y0 = Y0 ×X W , where
W → X is a vector bundle whose density-dual is denoted by Y
∗
0. Let Y1 → X be a vector
bundle and Y
∗
1 its density-dual. We consider the BGDA P
∗
∞[Y
∗
0; Y1; Y0; Y
∗
1] endowed with
the local basis {ya, ya}, where [ya] = ([y
a] + 1)mod 2. Let us call ya and ya the fields and
antifields, respectively. Then one can associate to any graded Lagrangian
Lω ∈ P0,n∞ [Y
∗
0; Y1; Y0; Y
∗
1] (5.1)
the odd graded derivations
υ =
←
E
a∂a =
←
δ L
δya
∂
∂ya
, υ =
←
∂
aEa =
←
∂
∂ya
δL
δya
(5.2)
of the BGDA P∗∞[Y
∗
0; Y1; Y0; Y
∗
1].
Proposition 5.1. The following conditions are equivalent:
(i) the graded derivation υ (5.2) is a variational supersymmetry of a Lagrangian Lω (5.1)
(ii) the graded derivation υ (5.2) is a variational supersymmetry of Lω (5.1),
(iii) the composition (υ−υ)◦(υ+υ) acting on even graded functions f ∈ P0∞[Y
∗
0; Y1; Y0; Y
∗
1]
(or, equivalently, (υ + υ) ◦ (υ − υ) acting on the odd ones) vanishes.
Proof. By virtue of the first variational formula (2.20) (see also Remark 2.6), the conditions
(i) and (ii) are equivalent to the equality
←
E
aEaω =
←
δ L
δya
δL
δya
ω = dHσ. (5.3)
In accordance with Theorem 2.2 and Proposition 3.1, the equality (5.3) is equivalent to
the condition that the odd graded density
←
E aEaω is variationally trivial. For convenience,
let us replace the right variational derivatives
←
E a in the equality (5.3) with the left ones
(−1)[a]+1Ea. We obtain ∑
a
(−1)[a]EaEaω = dHσ. (5.4)
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The variational operator acting on this relation leads to the equalities
∑
0≤|Λ|
(−1)[a]+|Λ|dΛ(∂
Λ
b (E
aEa)) =
∑
0≤|Λ|
(−1)[a][η(∂bE
a)ΛEΛa + η(∂bEa)
ΛEaΛ)] = 0,
∑
0≤|Λ|
(−1)[a]+|Λ|dΛ(∂
Λb(EaEa)) =
∑
0≤|Λ|
(−1)[a][η(∂bEa)ΛEΛa + η(∂
bEa)E
a
Λ] = 0.
Due to the formulas (2.16), these equalities are brought into the form
∑
0≤|Λ|
(−1)[a][(−1)[b]([a]+1)∂ΛaEbEΛa + (−1)
[b][a]∂Λa EbE
a
Λ] = 0, (5.5)
∑
0≤|Λ|
(−1)[a][(−1)([b]+1)([a]+1)∂ΛaE bEΛa + (−1)
([b]+1)[a]∂Λa E
bEaΛ] = 0, (5.6)
for all Eb and E
b. Returning to the right variational derivatives, we obtain the relations
←
∂
Λa(Eb)EΛa + (−1)
[b]
←
E
a
Λ∂
Λ
a Eb = 0, (5.7)
←
E
a
Λ∂
Λ
a
←
E
b + (−1)[b]+1
←
∂
Λa(
←
E
b)EΛa = 0. (5.8)
A direct computation shows that they are equivalent to the condition (iii). ✷
Following the terminology of BV quantization, we say that a graded Lagrangian (5.1)
obeys the master equation (5.3).
For instance, any variationally trivial Lagrangian L0 ∈ P
0,n
∞ [Y
∗
0; Y1; Y0; Y
∗
1] in Corollary
2.3 satisfies the master equation. We say that a solution of the master equation is not
trivial if both the graded derivations (5.2) are not zero. It is readily observed that, if a
graded Lagrangian Lω provides a nontrivial solution of the master equation and L0 is a
variationally trivial Lagrangian, its sum Lω + L0 is also a nontrivial solution of the master
equation.
Remark 5.1. By virtue of Proposition 5.1, the master equation (5.3) is equivalent to the
equalities (5.7) – (5.8). It is readily observed that these equalities are Noether identities of
a Lagrangian (5.1) indexed by the variational derivatives Eb and
←
E b. Rewritten with respect
to the left variational derivatives, these Noether identities take the form (5.5) – (5.6). By
virtue of Theorem 4.1, the Noether identities (5.5) – (5.6) define the gauge supersymmetry
u (4.11) of the Lagrangian (5.1) which is parameterized by the corresponding ghosts cb, c
b.
Using the formulas (2.16), one obtains
u =
∑
a
∑
0≤|Λ|
(−1)[a][cbΛ(∂
Λ
b E
a∂a + ∂
Λ
b Ea∂
a) + cΛb(∂
ΛbEa∂a + ∂
ΛbEa∂
a)],
(uaEa + uaE
a)ω =
∑
a
∑
0≤|Λ|
(−1)[a][cbΛ(∂
Λ
b E
aEa + ∂
Λ
b EaE
a) + cΛb(∂
ΛbEaEa + ∂
ΛbEaE
a)]ω =
∑
0≤|Λ|
(cbΛ∂
Λ
b + cΛb∂
Λb)(
∑
a
(−1)[a]EaEaω) = dH [
∑
0≤|Λ|
(cbΛ∂
Λ
b + cΛb∂
Λb)σ],
where the last equality results from action of the graded derivation cb∂
b + cb∂b on the both
sides of the master equation (5.4).
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Let us return to an original Lagrangian system (S∗∞[F ; Y ], L) and its extension (P
∗
∞{N}, Le)
to ghosts and antifields, together with the odd graded derivations (5.2) which read
υe = ϑ+ ϑe =
←
δ L1
δsA
∂
∂sA
+
∑
0≤k≤N
←
δ L1
δcrk
∂
∂crk
, (5.9)
υe = ϑ+ δN =
←
∂
∂sA
δL1
δsA
+ [
←
∂
∂sA
δL
δsA
+
∑
0≤k≤N
←
∂
∂crk
δL1
δcrk
]. (5.10)
An original Lagrangian provides a trivial solution of the master equation. It follows at
once from the equality (4.7) that the graded Lagrangian Le (4.6) satisfies the master equation
(5.3) iff
←
δ L1
δsA
δL1
δsA
ω = dHσ
′. (5.11)
If the condition (5.11) does not hold, a problem is to extend the graded Lagrangian Le (4.6)
to a solution of the master equation
Le + L
′ = L+ L1 + L2 + · · · (5.12)
by means of terms Li of polynomial degree i > 1 in ghosts. They are assumed to be even
of zero antifield number. Such an extension need not exists. Our goal is to investigate the
conditions of its existence (Theorems 5.2 and 5.3).
Let a graded Lagrangian (5.12) be a solution of the master equation (5.3), which reads
←
δ
A(L1 + L
′)δA(L+ L1 + L
′) +
∑
0≤k≤N
←
δ
rk(L1 + L
′)δrk(L1 + L
′) = dHσ. (5.13)
As was mentioned above, such a solution is never unique, but it is defined at least up to
a dH-exact density. The master equation (5.13) is decomposed into a set of equalities with
respect to the polynomial degree in ghosts. We have
←
δ
A(L1)δAL+
∑
0≤k≤N
←
δ
rk(L1)δrkL1 = dHσ1, (5.14)
∑
1≤j<i
←
δ
A(Lj)δALi−j +
∑
1<j<i
∑
0≤k≤N
←
δ
rk(Lj)δrkLi−j+1 + (5.15)
←
δ
A(Li)δAL+
∑
0≤k≤N
[
←
δ
rk(L1)δrkLi +
←
δ
rk(Li)δrkL1] = dHσi, i ≥ 2.
The first one is exactly the equality (4.7). The others are brought into the form
∑
1≤j<i
←
δ
A(Lj)δALi−j +
∑
1<j<i
∑
0≤k≤N
←
δ
rk(Lj)δrkLi−j+1 + γ(Li) = dHσ
′
i, i ≥ 2, (5.16)
γ = δN + ϑe =
←
∂
∂sA
δL
δsA
+
∑
0≤k≤N
[
←
∂
∂crk
δL1
δcrk
+
←
δ L1
δcrk
∂
∂crk
]. (5.17)
It is readily observed that a graded Lagrangian (5.12) obeys the master equation (5.13) iff its
term L2 is a solution of the equation (5.16), i = 2, the term L3 satisfies the equation (5.16),
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i = 3, and so on. Since γ (5.17) vanishes on functions f ∈ S0∞[F ; Y ], each equation (5.16)
reduces to a system of linear algebraic equations with coefficients in the ring S0∞[F ; Y ] whose
homogeneous part is given by the operator γ (5.17). Because this operator is not invertible
as a rule, a solution of the equations (5.16) need not exist. In order to study its existence,
let us consider the condition (iii) in Proposition 5.1.
Theorem 5.2. The graded Lagrangian Le (4.6) can be extended to a solution (5.12) of
the master equation only if the graded derivation ue (4.5) is extended to a graded derivation
nilpotent on the shell.
Proof. Given a graded Lagrangian (5.12), the corresponding graded derivations (5.2) read
υ =
←
δ (L1 + L
′)
δsA
∂
∂sA
+
∑
0≤k≤N
←
δ (L1 + L
′)
δcrk
∂
∂crk
, (5.18)
υ =
←
∂
∂sA
δ(L+ L1 + L
′)
δsA
+
∑
0≤k≤N
←
∂
∂crk
δ(L1 + L
′)
δcrk
. (5.19)
Then the condition (iii) can be written in the form (2.22) as
(υ + υ)(υ) = 0, (υ + υ)(υ) = 0. (5.20)
It falls into a set of equalities with respect to the polynomial degree in antifields. Let us put
υ = υ0 + υ1 + υ′, υ = υ0 + υ′,
where υ0 and υ1 are the parts of υ (5.18) of zero and first polynomial degree in antifields,
respectively, and υ0 is that of υ (5.19) independent of antifields. It is readily observed that
υ0 = δ is the Koszul–Tate differential. Let us consider the part of the equalities (5.20) which
is independent of antifields. It reads
υ0(υ0) + υ0(υ1) = υ0(υ0) + δ(υ1) = 0, (5.21)
i.e., the graded derivation υ0 vanishes on the shell. It is readily observed that the part of
υ0 linear in ghosts is exactly the total gauge operator ue (4.5), i.e., υ
0 provides a nilpotent
extension ue on the shell. ✷
In other words, the Lagrangian Le (4.6) is extended to a solution of the master equation
only if the gauge and higher-stage gauge supersymmetries of an original Lagrangian L form
an algebra on the shell.
In order to formulate the sufficient condition, let us assume that the gauge and higher-
stage gauge supersymmetries of an original Lagrangian L form an algebra, and this algebra
is given from the beginning, i.e., we have a nilpotent extension υ0 of the total gauge operator
ue (4.5).
Theorem 5.3. Let the graded derivation ue (4.5) admit a nilpotent extension υ
0 (4.16) of
zero antifield number. Then the graded Lagrangian
Lω = Le +
∑
1≤k≤N
ξrk−1crk−1ω (5.22)
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satisfies the master equation.
Proof. If the graded derivation υ0 is nilpotent, then δ(υ1) = 0 by virtue of the equation (5.21).
It follows that the part L21 of the Lagrangian Le quadratic in antifields obeys the relations
δ(
←
δ rk(L21)) = 0 for all indices rk. This part consists of the terms h
(rk−2,Σ)(A,Ξ)
rk
cΣrk−2sΞA
(3.23), which consequently are δ-closed. Then the summand Grk of each cocycle ∆rk (3.23)
is δk−1-closed in accordance with the relation (3.32). It follows that its summand hrk is also
δk−1-closed and, consequently, δk−2-closed. Hence it is δk−1-exact by virtue the homology
regularity condition. Therefore, ∆rk is reduced only to the summand Grk linear in antifields.
It follows that the Lagrangian L1 (4.6) is linear in antifields. In this case, we have
uA =
←
δ
A(Le), u
rk =
←
δ
rk(Le)
for all indices A and rk and, consequently,
υA =
←
δ
A(L), υrk =
←
δ
rk(L),
i.e., υ0 is the graded derivation υ (5.2) defined by the Lagrangian (5.22). Then the nilpotency
condition υ0(υ0) = 0 takes the form
υ0(
←
δ
A(L)) = 0, υ0(
←
δ
rk(L)) = 0.
Hence, we obtain
υ0(L) = υ0(
←
δ
A(L)sA +
←
δ
rk(L)crk) = 0,
i.e., υ0 is a variational supersymmetry of the Lagrangian (5.22). Thus, it satisfies the master
equation in accordance with Proposition 5.1 ✷
Since the summand L1 of the Lagrangian (5.22) is linear in antifields, the Lagrangian
(5.22) up to a dH-exact term can be written in the form
Lω = L+ uAsA +
∑
1≤k≤N
(urk−1 + ξrk−1)crk−1ω, (5.23)
which is also a solution of the master equation.
6 Example
We address the topological BF theory of two exterior formsA andB of form degree |A|+|B| =
dimX − 1 on a smooth manifold X [9]. It is a reducible degenerate Lagrangian theory
[4]. Since the verification of the homology regularity condition in a general case is rather
complicated, we here restrict our consideration to the simplest example of the topological
BF theory when A is a function [6].
Let us consider the fiber bundle
Y = R×
X
n−1
∧ T ∗X,
coordinated by (xλ, A, Bµ1...µn−1) and provided with the canonical (n− 1)-form
B =
1
(n− 1)!
Bµ1...µn−1dx
µ1 ∧ · · · ∧ dxµn−1 .
The Lagrangian and the Euler–Lagrange operator of the topological BF theory in question
read
LBF =
1
n
AdHB, (6.1)
δL = dA ∧ Eω + dBµ1...µn−1 ∧ E
µ1...µn−1ω,
E = ǫµµ1...µn−1dµBµ1...µn−1 , E
µ1...µn−1 = −ǫµµ1...µn−1dµA, (6.2)
where ǫ is the Levi–Civita symbol.
Let us extend the BGDA O∗∞Y to the BGDA P
∗
∞[Y
∗
; Y ] where
V Y = Y ×
X
Y, Y
∗
= (R×
X
n−1
∧ TX)⊗
X
n
∧T ∗X.
This BGDA possesses the local basis {A,Bµ1...µn−1 , s, s
µ1...µn−1}, where s, sµ1...µn−1 are odd
antifields of antifield number 1. With the nilpotent Koszul–Tate differential
δ =
←
∂
∂s
E +
←
∂
∂sµ1...µn−1
Eµ1...µn−1 ,
we have the complex (3.3),
0← Im δ
δ
←−P0,n∞ [Y
∗
; Y ]1
δ
←−P0,n∞ [Y
∗
; Y ]2.
A generic one-chain reads
Φ =
∑
0≤|Λ|
(ΦΛsΛ + Φ
Λ
µ1...µn−1
s
µ1...µn−1
Λ )ω,
and the cycle condition δΦ = 0 takes the form
ΦΛEΛ + Φ
Λ
µ1...µn−1
E
µ1...µn−1
Λ = 0. (6.3)
If ΦΛ and ΦΛµ1...µn−1 are independent of the variational derivatives (6.2) (i.e., Φ is a nontrivial
cycle), the equality (6.3) is split into the following:
ΦΛEΛ = 0, Φ
Λ
µ1...µn−1
E
µ1...µn−1
Λ = 0.
The first equality holds iff ΦΛ = 0, i.e., there is no Noether identity involving E . The second
one is satisfied iff
Φλ1...λkµ1...µn−1ǫ
µµ1...µn−1 = −Φµλ2...λkµ1...µn−1ǫ
λ1µ1...µn−1 .
It follows that Φ factorizes as
Φ =
∑
0≤|Ξ|
GΞν2...νn−1dΞ∆
ν2...νn−1ω
26
via local graded densities
∆ν2...νn−1 = ∆ν2...νn−1,λα1...αn−1 s
α1...αn−1
λ = δ
λ
α1
δν2α2 · · · δ
νn−1
αn−1
s
α1...αn−1
λ = dν1s
ν1ν2...νn−1 , (6.4)
which provide the complete Noether identities
dν1E
ν1ν2...νn−1 = 0. (6.5)
The local graded densities (6.4) form the basis for a projective C∞(X)-module of finite
rank which is isomorphic to the module of sections of the vector bundle
V
∗
=
n−2
∧ TX ⊗
X
n
∧T ∗X, V =
n−2
∧ T ∗X.
Therefore, let us extend the BGDA P∗∞[Y
∗
; Y ] to the BGDA P∗∞{0} = P
∗
∞[Y
∗
; Y ;V ] pos-
sessing the local basis {A,Bµ1...µn−1 , s, s
µ1...µn−1 , cµ2...µn−1}, where cµ2...µn−1 are even antifields
of antifield number 2. We have the nilpotent graded derivation
δ0 = δ +
←
∂
∂cµ2...µn−1
∆µ2...µn−1
of P∗∞{0}. Its nilpotency is equivalent to the Noether identities (6.5). Then we obtain the
one-exact complex
0← Im δ
δ
←−P0,n∞ [Y
∗
; Y ]1
δ0←−P0,n∞ {0}2
δ0←−P0,n∞ {0}3.
Iterating the arguments, we come to the (N + 1)-exact complex (3.24) for N ≤ n− 3 as
follows. Let us consider the vector bundles
Vk =
n−k−2
∧ T ∗X, k = 1, . . . , N,
and the corresponding BGDA P∗∞{N} = P
∗
∞[...V3V1Y
∗
; Y ;V V2V4...], possessing the local
basis
{A,Bµ1...µn−1 , s, s
µ1...µn−1 , cµ2...µn−1 , . . . , cµN+2...µn−1},
[cµk+2...µn−1 ] = (k + 1)mod 2, Ant[cµk+2...µn−1 ] = k + 3.
It is provided with the nilpotent graded derivation
δN = δ0 +
∑
1≤k≤N
←
∂
∂cµk+2...µn−1
∆µk+2...µn−1 , ∆µk+2...µn−1 = dµk+1c
µk+1µk+2...µn−1 , (6.6)
of antifield number -1. Its nilpotency results from the Noether identities (6.5) and the
equalities
dµk+2∆
µk+2...µn−1 = 0, k = 0, . . . , N, (6.7)
which are k-stage Noether identities [4]. Then the manifested (N + 1)-exact complex reads
0← Im δ
δ
←−P0,n∞ [Y
∗
; Y ]1
δ0←−P0,n∞ {0}2
δ1←−P0,n∞ {1}3 · · · (6.8)
δN−1
←−P0,n∞ {N − 1}N+1
δN←−P0,n∞ {N}N+2
δN←−P0,n∞ {N}N+3.
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It obeys the following (N+2)-homology regularity condition (see Appendix B for the proof).
Lemma 6.1. Any (N +2)-cycle Φ ∈ P0,n∞ {N −1}N+2 up to a δN−1-boundary takes the form
Φ =
∑
k1+···+ki+3i=N+2
∑
0≤|Λ1|,...,|Λi|
GΛ1···Λi
µ1
k1+2
...µ1
n−1
;...;µi
ki+2
...µi
n−1
(6.9)
dΛ1∆
µ1
k1+2
...µ1
n−1 · · · dΛi∆
µi
ki+2
...µi
n−1ω, k = −1, 0, 1, . . . , N,
where k = −1 stands for cµ1...µn−1 = sµ1...µn−1 and ∆µ1...µn−1 = Eµ1...µn−1 . It follows that Φ is
a δN -boundary.
Following the proof of Lemma 6.1, one can also show that any (N + 2)-cycle Φ ∈
P0,n∞ {N}N+2 up to a boundary takes the form
Φ =
∑
0≤|Λ|
GΛµN+2...µn−1dΛ∆
µN+2...µn−1ω,
i.e., the homologyHN+2(δN) of the complex (6.8) is finitely generated by the cycles ∆
µN+2...µn−1 .
Thus, the complex (6.8) admits the (N + 2)-exact extension (3.31).
The iteration procedure is prolonged till N = n − 3. We have the BGDA P∗{n − 2},
where Vn−2 = X × R. It possesses the local basis
{A,Bµ1...µn−1 , s, s
µ1...µn−1 , cµ2...µn−1 , . . . , cµn−1 , c},
where [c] = (n−1)mod 2 and Ant[c] = n+1. The corresponding Koszul–Tate complex reads
0← Im δ
δ
←−P0,n∞ [Y
∗
; Y ]1
δ0←−P0,n∞ {0}2
δ1←−P0,n∞ {1}3 · · ·
δn−3
←−P0,n∞ {n− 3}n−1
δn−2
←−P0,n∞ {n− 2}n
δn−2
←−P0,n∞ {n− 2}n+1.
δn−2 = δ0 +
∑
1≤k≤n−3
←
∂
∂cµk+2...µn−1
∆µk+2...µn−1 +
←
∂
∂c
∆, ∆ = dµn−1c
µn−1 .
Let us enlarge the BGDA P∗{n− 2} to the BGDA P ∗{n− 2} (4.2) possessing the local
basis
{A,Bµ1...µn−1 , cµ2...µn−1 , . . . , cµn−1 , c, s, s
µ1...µn−1 , cµ2...µn−1 , . . . , cµn−1 , c},
where cµ2...µn−1 , . . . , cµn−1 , c are the corresponding ghosts. Let us extend the Lagrangian LBF
(6.1) to the even graded density
Le = LBF + L1 = LBF + [
∑
0≤k≤n−3
cµk+2...µn−1∆
µk+2...µn−1 + c∆]ω = (6.10)
LBF + [cµ2...µn−1dµ1s
µ1µ2...µn−1 +
∑
1≤k≤n−3
cµk+2...µn−1dµk+1c
µk+1µk+2...µn−1 + cdµn−1c
µn−1 ]ω.
Since the graded density L1 is independent on A and Bµ1...µn−1 , the relation (5.11) holds and,
therefore, Le (6.10) is a solution of the master equation.
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7 Appendix A
We start the proof of Theorem 2.2 with the following algebraic Poincare´ lemma.
Lemma 7.1. If Y = Rn+m → Rn, the complex (2.12) at all the terms, except R, is exact,
while the complex (2.13) is exact.
Proof. This is the case of an affine bundle Y , and the above mentioned exactness has been
proved when the ring O0∞Y is restricted to the subring P
0
∞Y of polynomial functions (see
[18], Lemmas 4.2 – 4.3). The proof of these lemmas is straightforwardly extended to O0∞Y if
the homotopy operator (4.5) in [18], Lemma 4.2 is replaced with that (4.8) in [18], Remark
4.1. ✷
The proof of Theorem 2.2 follows that of [18], Theorem 2.1. We first prove Theorem 2.2
for the above mentioned BGDA Γ(T∗∞[F ; Y ]). Similarly to S
∗
∞[F ; Y ], the sheaf T
∗
∞[F ; Y ]
and the BGDA Γ(T∗∞[F ; Y ]) are split into the variational bicomplexes, and we consider their
subcomplexes
0−→R−→T0∞[F ; Y ]
dH−→T0,1∞ [F ; Y ] · · ·
dH−→T0,n∞ [F ; Y ]
δ
−→E1, (7.1)
0→ T1,0∞ [F ; Y ]
dH−→T1,1∞ [F ; Y ] · · ·
dH−→T1,n∞ [F ; Y ]
̺
−→E1 → 0, (7.2)
0−→R−→Γ(T0∞[F ; Y ])
dH−→Γ(T0,1∞ [F ; Y ]) · · ·
dH−→Γ(T0,n∞ [F ; Y ])
δ
−→Γ(E1), (7.3)
0→ Γ(T1,0∞ [F ; Y ])
dH−→Γ(T1,1∞ [F ; Y ]) · · ·
dH−→Γ(T1,n∞ [F ; Y ])
̺
−→Γ(E1)→ 0, (7.4)
where E1 = ̺(T
1,n
∞ [F ; Y ]). By virtue of Lemma 7.1, the complexes (7.1) – (7.2) at all
the terms, except R, are exact. The terms T∗,∗∞ [F ; Y ] of the complexes (7.1) – (7.2) are
sheaves of Γ(T0∞)-modules. Since J
∞Y admits a partition of unity just by elements of
Γ(T0∞), these sheaves are fine and, consequently, acyclic. By virtue of the abstract de
Rham theorem (see [18], Theorem 8.4, generalizing [22], Theorem 2.12.1), cohomology of the
complex (7.3) equals the cohomology of J∞Y with coefficients in the constant sheaf R and,
consequently, the de Rham cohomology of Y , which is the strong deformation retract of J∞Y .
Similarly, the complex (7.4) is proved to be exact. It remains to prove that cohomology of
the complexes (2.12) – (2.13) equals that of the complexes (7.3) – (7.4). The proof of this
fact straightforwardly follows the proof of [18], Theorem 2.1, and it is a slight modification of
the proof of [18], Theorem 4.1, where graded exterior forms on the infinite order jet manifold
J∞Y of an affine bundle are treated as those on X .
8 Appendix B
In order to prove Lemma 6.1, let us choose some basis element cµk+2...µn−1 and denote it
simply by c. Let Φ contain a summand φ1c, linear in c. Then the cycle condition reads
δN−1Φ = δN−1(Φ− φ1c) + (−1)
[c]δN−1(φ1)c+ φ∆ = 0, ∆ = δN−1c.
It follows that Φ contains a summand ψ∆ such that
(−1)[c]+1δN−1(ψ)∆ + φ∆ = 0.
29
This equality implies the relation
φ1 = (−1)
[c]+1δN−1(ψ) (8.1)
because the reduction conditions (6.7) involve total derivatives of ∆, but not ∆. Hence,
Φ = Φ′ + δN−1(ψc),
where Φ′ contains no term linear in c. Furthermore, let c be even and Φ has a summand∑
φrc
r polynomial in c. Then the cycle condition leads to the equalities
φr∆ = −δN−1φr−1, r ≥ 2.
Since φ1 (8.1) is δN−1-exact, then φ2 = 0 and, consequently, φr>2 = 0. Thus, a cycle Φ up
to a δN−1-boundary contains no term polynomial in c. It reads
Φ =
∑
k1+···+ki+3i=N+2
∑
0<|Λ1|,...,|Λi|
GΛ1···Λi
µ1
k1+2
...µ1
n−1
;...;µi
ki+2
...µi
n−1
c
µ1
k1+2
...µ1
n−1
Λ1 · · · c
µi
ki+2
...µi
n−1
Λi
ω. (8.2)
However, the terms polynomial in c may appear under general covariant transformations
c′νk+2...νn−1 = det(
∂xα
∂x′β
)
∂x′νk+2
∂xµk+2
· · ·
∂x′νn−1
∂xµn−1
cµk+2...µn−1
of a chain Φ (8.2). In particular, Φ contains the summand
∑
k1+···+ki+3i=N+2
Fν1
k1+2
...ν1
n−1
;...;νi
ki+2
...νi
n−1
c
′ν1
k1+2
...ν1
n−1 · · · c
′νi
ki+2
...νi
n−1,
which must vanish if Φ is a cycle. This takes place only if Φ factorizes through the graded
densities ∆µk+2...µn−1 (6.6) in accordance with the expression (6.9).
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