A recently developed blind deblurring algorithm based on the edge-to-noise ratio has been applied to improve the quality of spiral CT images. Since the discrepancy measure used to quantify the edge and noise effects is not symmetric, there are several ways to formulate the edge-to-noise ratio. This article is to investigate the performance of those ratios with phantom and patient data. In the phantom study, it is shown that all the ratios share similar properties, validating the blind deblurring algorithm. The image fidelity improvement varies from 29% to 33% for different ratios, according to the root mean square error ͑RMSE͒ criterion; the optimal iteration number determined for each ratio varies from 25 to 35. Those ratios that are associated with most satisfactory performance are singled out for the image fidelity improvement of about 33% in the numerical simulation. After automatic blind deblurring with the selected ratios, the spatial resolution of CT is substantially refined in all the cases tested.
I. INTRODUCTION
The temporal bone is the complex paired structures at the skull base which contain the organ of hearing among others. 1 Treatment of severe to profound bilateral hearing loss often employs a multi-electrode cochlear implant inserted into the inner ear part of the temporal bone. For those with severeto-profound sensorineural hearing loss in both ears who derive little benefit from acoustic hearing aids, the American Medical Association and the American Academy of Otolaryngology-Head and Neck Surgery have recognized the cochlear implant as the standard treatment.
Spiral/helical computed tomography ͑CT͒ is advantageous in visualizing and measuring bony structures of the middle and inner ear preoperatively and geometric features of implanted metallic devices postoperatively. [1] [2] [3] However, CT scanners cannot resolve many important temporal bone details, especially those millimeter or submillimeter sized features of the middle and inner ear.
Spiral CT can be modeled as a spatially invariant linear system with a 3D Gaussian point spread function ͑PSF͒ that is separable and nearly isotropic. 4 As a result an oblique section in a spiral CT image volume can be modeled as
where pϭG is the 2D Gaussian function with standard deviation , n is the noise term, g is the chosen oblique section, also referred to as the blurred image, and is the actual cross section, i.e., the real image. An estimate of the real image is called a restored or deblurred image. p (x) is the mean value of the blurred image g (x) at a spatial point x.
If the parameter of the Gaussian PSF p is known, the EM deblurring algorithm can be used to find the deblurred image. 4 -6 This well-established algorithm has been widely and successfully used in different applications. An improved algorithm 6 based on the sieve theory can significantly suppress the noise and edge artifacts. Our results showed that EM deblurring of spiral CT images improved image quality by 30% to 40% according to the correlation criterion. 4 If the standard deviation is unknown, which is our case for an arbitrary oblique cross-section, a blind deblurring/ deconvolution algorithm can be used to improve image resolution. Blind deblurring can restore a degraded image without requiring prior determination of the associated system PSF or using merely partial information about the imaging system. Blind deblurring was recently reviewed. 7, 8 However, all the blind deblurring methods reviewed in Refs. 7 and 8 require that the PSF and the original image must be irreducible. 9 However, this critical assumption is invalid for the Gaussian blurring case, because Gaussian PSF is reducible. For some other methods, such as the double iteration scheme developed by Holmes et al. 10 and the total variation blind deblurring approach in Ref. 11, the convergence is either invalid or unknown.
In Ref. 9 , we developed a blind deblurring algorithm to improve spiral CT image resolution. This algorithm was based on an edge-to-noise ratio ͑ENR͒, or equivalently a deblurring-to-noise raito ͑DNR͒, which characterizes the image quality improvement due to deblurring. With this algorithm, we improved the spatial resolution of CT slices and evaluated the improvement using a test phantom. The improvement is significant visually and about 30% quantitatively.
The edge-to-noise ratio was formulated as the ratio of the edge effect over the noise effect, both of which were quantified by the I-divergence in Ref. 9 . The I-divergence I(•,
•) is proved to be an appropriate discrepancy measure for two non-negative distributions. 12 Since the I-divergence I (•,•) is not symmetric in its arguments, there are alternative ways to quantify the edge and noise effects. Hence, there are alternative ways to formulate the edge-to-noise ratio. This article is to answer the following question: what are the differences in performance with different definitions of the edge-to-noise ratios?
The article is organized as follows. In Sec. II we briefly review the approach in Ref. 9 and introduce all the possible alternative definitions of the edge-to-noise ratio due to the asymmetry of the I-divergence. In Sec. III we describe the phantom and patient data used in this study. In Sec. IV we report results from the numerical simulation and patient study. In Sec. V we discuss relevant issues and conclude the article.
II. METHODS

A. Edge-to-noise ratios
The edge-to-noise ratio introduced in Ref. 9 is based on the classical work on the EM algorithm. 13, 14, 6, 5 Assume a linear space-invariant imaging model ͑1͒. The EM algorithm iterates as follows:
͑2͒
where p (x)ϭp(Ϫx) and k is the deblurred image at iteration k. Note p(x)ϭG (x) is the Gaussian PSF.
The noise and edge effects, which are respectively the random fluctuation in the image and the overshoot near edges due to the imaging model and algorithm, were analyzed in Ref. 6 . The quantification of those effects based on the axiomatic discrepancy measure theory was introduced in Ref. 9 . For two non-negative distributions u and v, the discrepancy measure consistent with Csiszár's axioms 12 is the I-divergence, or generalized Kullback distance
The noise effect is measured as the discrepancy between the blurred image and its estimated mean value. Specifically, the noise effect by the EM algorithm with a deblurring after n iterations is quantified by
where EM (g,n,) is the deblurred image by the EM algorithm. We have used G EM (g,n,) as the estimated mean value, while the simplest estimate is g itself. The edge effect, or more precisely the measure of the deblurring effect, is measured as the discrepancy between the deblurred image EM (g,n,) and the estimated mean value of the blurred image g:
Note that d G EM (g,n,) has been again used as the estimated mean value. Since the I-divergence I(•,•) is not symmetric in its arguments, there are alternative way to quantify the edge and noise effects, e.g., an alternative ways to quantify the noise effect is by
There are also alternative ways to define the edge effect, because there are many ways to estimate the mean value. We have used G EM (g,n,) as the estimated mean value in the above. Table I , based on these two mean value estimates, lists all the eight possible combinations and the resultant DNRs, where g n ϭG EM (g,n,) and n ϭ EM (g,n,).
Note that E(,n) measures not only the edge effect but also the noise effect. In other words, the edge artifacts as measured by E(,n) include the noise effect as measured by N(,n). Hence, the net edge enhancement may be approximated by E(,n)ϪkN(,n), where kN(,n) represents a certain amount of the duplicatedly measured noise effect, and k is a positive weighting constant. 
TABLE I. Eight DNRs induced by I(•,•)
, where g n ϭG n and n ϭ EM (g,n,).
Choosing by simply maximizing E(,n)ϪkN(,n) may result in a deblurred image with exaggerated edges and unacceptable noise, since the noise is not included in the object function. Hence, we need a balance between the edgeness improvement ͓E(,n)ϪkN(,n)͔ and the noise magnification ͓N(,n)͔. This consideration leads to the following ''edge-to-noise'' ratio ͑in the same spirit of the well known signal-to-noise ratio͒:
Consequently, we have the following ENR principle: Given n, the deblurring should be so chosen such that the deblurred image maximizes ENR( ,n). Since maximizing ENR(,n) is equivalent to maximize E(,n)/N(,n), we can simply use the latter in deblurring to eliminate the need for the unknown weighting constant k. This leads us to Hence, we can refine our basic criterion as follows. DNR principle: Given n, the optimal deblurring should be the one that maximizes DNR( ,n).
B. Blind deblurring algorithm
The searching for the optimal deblurring value can be formulated as a one-dimensional maximization problem. Since the definition of the DNR depends on the iteration number n, the choice of the iteration number n is important to find an optimal estimate of the deblurring . The optimal iteration number depends on the image content and can be found for a class of images through simulation and/or experiments using an appropriately designed phantom. This is demonstrated in Sec. IV B, where we use an image fidelity criterion to determine the optimal EM iteration number since the real image is available in the phantom study.
Our algorithm is described as follows:
Step 1: Initialization. Take DNR(•) as the object function for maximization, determine an EM iteration number n from phantom experiments, and determine an interval ͓ min , max ͔ for permissible values.
Step 2: Estimation. Use a one-dimensional optimization algorithm to find the maximum point .
Step 3: Restoration. With obtained in step 2 as the deblurring , use the EM algorithm ͑2͒ to find the actual cross section. In the above algorithm, the one-dimensional optimization algorithm is left for the user to choose. There are some sophisticated algorithms for this task. In this work, we use the MatLab function ''fminbnd͑ ͒,'' which is a combination of golden section search and parabolic interpolation. The third step could be avoided if it is already computed in the second step.
III. MATERIALS
A. Phantom of the cochlea
Since our main interest is to deblur sectional temporal bone CT images, we rely on an idealized cross section of the human cochlea, as shown in Fig. 1 . In the preparation of the phantom of the cochlea, decalcified and celloidin embedded, grossly normal, right temporal bones from two adults were serially sectioned, one horizontally and the other vertically. The sections were then stained with hematoxylin and eosin. A midmodiolar section from each cochlea was projected at 40 times onto a drawing paper and a tracing of the three main structures was made: the cochlea scalae, soft tissue and bone. A transparent, precision ruler ͑0.5 mm͒ was then projected onto the paper, and the tick marks were traced to show the magnification factor. The drawings were then digitally scanned into Adobe Photoshop ͑Adobe Systems Inc., Mountain View, CA͒, scaled to 0.1 mm square pixels, and combined into one image of 100 by 100 pixels. Mean CT numbers for fluid ͑perilymph and endolymph in the cochlear scale͒, soft tissue and bone were estimated from real spiral CT scans as Ϫ443, 214, and 2384 Hounsfeld Units ͑HU͒, respectively, and then assigned to corresponding classes in the combined image. 
B. Patient data
A patient was scanned using a Toshiba Xpress/SX spiral CT scanner ͑Toshiba Corp., Tokyo, Japan͒. The imaging protocol was 1 mm collimation and 1 mm table feed per gantry rotation. Images were reconstructed via half-scan interpolation at 0.1 mm longitudinal interval. In reconstruction, a 18 cm field of view ͑FOV͒ was used, which was later restricted to a 51 mm FOV via direct reconstruction. As a result, the in-plane square pixel size is 0.1 mm.
IV. RESULTS
In this section, we first demonstrate the property of those DNRs as a function of and n in numerical simulation with the phantom. Then, we use the root mean square error ͑RMSE͒ as a measure of image fidelity to determine the optimal iteration number n for the blind deblurring algorithm for each DNR. Finally, we apply the blind deblurring algorithm to the patient data.
A. Properties of DNRs
The graphs of the function DNR(•,n) were obtained through heavy numerical computation as follows: ͑1͒ For 0 ranging from 0.1 to 0.5 mm with step length 0.05 mm, the phantom of the cochlea was blurred with PSF G 0 . The result is I( 0 ). ͑2͒ Each blurred image I( 0 ) was further degraded with the Poisson noise. The result is g( 0 ). ͑3͒ Each blurred image g( 0 ) was deblurred by the EM algorithm with deblurring from 0.08 to 0.6 mm in steps of 0.005 mm and iteration number n from 10 to 200 in steps of 5. The result is (,g( 0 ),n). ͑4͒ The DNR values at those and n were computed, giving DNR(,n) 0 . ͑5͒ The DNR values were plotted. 
B. Optimal iteration number
The optimal iteration numbers n i for DNRi, iϭ1,...,8, were so determined such that the image fidelity improvement could reach the optimal if the blurred phantom image would be deblurred by the estimated by the DNR principle with n i . The procedure is as follows:
For each iϭ1,...,8, we do the following. ͑1͒ Use the results in Sec. IV A, i.e., those computed DNRi(,n) 0 values. ͑2͒ For each image g( 0 ) and n from 10 to 200 in steps of 5, find the value within ͓0.08, 0.6͔ discretized in steps of 0.005 mm that maximizes DNRi(,n) 0 . The result is i ( 0 ,n).
͑3͒
The root mean square error ͑RMSE͒ of the deblurred image i " i ,g( 0 ),n… with i ϭ i ( 0 ,n) and the real phantom image is computed. The RMSE is defined as follows:
͑4͒ The improvement of image fidelity in RMSE after deblurring is then computed, which is defined as the percentage of change ␤ i (n) after deblurring:
where n denotes the iteration number, I is the original phantom image, and i ϭ i ( i ,g( 0 ),n). Tables II-IX list the improvement in percentage obtained from the experiments using the phantom of the cochlea, for n from 15 to 60 in steps of 5. The last row of each table is the average of improvement. For each DNRi, the iteration number n that gives the best improvement is chosen as the iteration number in the blind deblurring algorithm. This is summarized in the second row of Table X . 
C. Patient study
In our blind deblurring, the initial interval of is selected to be ͓0.08, 0.60͔, which well contains possible 0 values, based on the specification of the CT scanner and our experience with CT quality assurance. 4 The patient data and the deblurred results by the blind deblurring algorithm are shown in Figs. 4 and 5. The estimated values for each patient image are listed in the last two rows of Table X.
V. DISCUSSIONS
As shown in Fig. 2 , all the DNRs share similar profiles, which validate the DNR principle. From Tables III-IX and  Table X , it can be seen that ͑1͒ the the image fidelity improvement varies from 29% to 33% for different ratios, according to the root mean square error ͑RMSE͒ criterion and ͑2͒ the optimal iteration number varies from 25 to 35 for different ratios.
In Figs. 4 and 5, the deblurred images with DNR3, DNR4, DNR7, DNR8 are better than those with DNR1, DNR2, DNR5, DNR6. Also shown in Table X , the deblurring with DNR3, DNR4, DNR7, DNR8 is larger than those with DNR1, DNR2, DNR5, DNR6. A smaller estimate of is safer for avoiding edge and noise effects, but it improves the resolution to a lesser degree. Also, those deblurring with DNR3, DNR4, DNR7, DNR8 are very close, about 0.4 in all the cases. This demonstrates the robustness and repeatability of the blind deblurring algorithm.
The better performance with DNR3, DNR4, DNR7, DNR8 is expected from Tables II and IX. It can be seen from the tables that the image fidelity improvements with the optimal iteration number for DNR3, DNR4, DNR7, DNR8 are all the same, 33%, better than those improvements by DNR1, DNR2, DNR5, DNR6.
Our blind deblurring codes are in MatLab TR ͑for the reason of fast prototype development͒ on a Windows 2000 Dell workstation with a 1 GHz Pentium III processor. The average total blind deblurring time is 3500 s for Fig. 4 and 2800 s for Fig. 5 . At the first glance, it seems that our algorithm is impractical. However, our algorithms and codes were developed in this study only for demonstration of the feasibility, and have not been optimized yet. A platform-independent software package is being developed for a much higher speed and more user friendly interface. Relevant results will be reported in subsequent publications.
There are three main components in our approach: ͑1͒ the EM algorithm; ͑2͒ the properties of the EM algorithm; and ͑3͒ the axiomatic discrepancy measure. All of them are well studied and established. In Ref. 9, the same approach was evaluated only for DNR7. In this follow-up work, we have evaluated the performance of the various alternative DNRs. Instead of using the RMSE as the image fidelity measure, we can also use other image quality/fidelity measures developed by the image processing community, such as PSNR ͑peak signal to noise ratio͒ and PQS ͑picture quality scale͒. 15 If the image is in the real space, the discrepancy measure should be the Euclidean distance according to Csiszár's theory. 12 In this case, we can define edge-to-noise ratios in a similar way. However, other algorithms should be used to replace the EM algorithm ͑since the image may be negative͒, such as the simultaneous algebraic reconstruction technique ͑SART͒. Hence, the same idea may be also applicable with other types of deblurring algorithms and in other imaging problems with a PSF in a known parametric form. Further studies are underway along this direction.
In conclusion, we have performed a comparative study on various possible edge-to-noise ratios for our recent developed blind deblurring algorithm. The superior candidates have been identified. The image fidelity improvement of about 30% has been achieved in numerical simulation and patient studies, according to RMSE. Further research is underway to make a blind deblurring software package for practical applications. 
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