In an earlier paper (Moonen et al. 1989) , an algorithm has been introduced for identifying multivariable linear systems directly from input/output data. This new algorithm falls in the class of so-called subspace methods and resembles impulse response based realization algorithms. In this note we extend this algorithm by incorporating a balancing step, such that the identied model is always in balanced coordinates. With this modication, one obtains a data driven counterpart for Kung's realization algorithm.
I. Introduction
During the past decade, a great deal of attention has been given to state space models that have a so-called balanced structure [10] . This is due to their fundamental importance in system identication [6, 2] , model reduction [7, 10] , minimum sensitivity analysis [5] , and roundo error quantization in digital ltering [11] . Presently, a balanced representation can be obtained either from a sequence of Markov parameters (identication approach) or by transforming a given model to balanced coordinates (transformation approach). In the identication approach, it is unfortunate that such a rich theory relies on Markov parameters as a starting point, something rather dicult to measure in practice. If, for instance, the only information available from a system is an input-output record, one would have to apply a deconvolution technique to obtain the impulse response data, then apply Kung's algorithm [6] to obtain a balanced model. However, the process of extracting a nite impulse response sequence from input-output data is not exact and may introduce additional noise to the identication process.
A recent state-space identication algorithm has been introduced in [8, 9] , which uses measurable input/output data directly. This algorithm is not directly suited for model reduction because the states of the model are not ordered with respect to a given measure or criterion, i.e., observability and controllability. Therefore, it can only be compared to other balanced realization algorithms if an additional balancing step is included. In this note, we add a balancing procedure up front, such that a balanced state space model is obtained directly. The balancing procedure does not add any computational complexity compared to the original algorithm of [8, 9] .
In section 2, we briey outline the algorithm of [8, 9] , using the same notation for convenience. In section 3, the balancing step is then added, which resembles a principal component extraction as suggested in [10, 13, 1] . The resulting algorithm is summarized in section 4.
II. State-Space Identification Algorithm of [8, 9] Consider the linear, discrete, time invariant, multivariable system with state space representation
where u k 2 < m ; y k 2 < l , and x k 2 < n denote, respectively, the input, output, and state vector at time k. The dimension of x k is the minimal system order, n. Furthermore, A; B; C , and D are unknown system matrices, to be identied {up to a similarity transformation{ by means of recorded I/O-sequences. We dene input/output matrices as follows H 
Thus, any basis for the above intersection can be chosen as a valid state vector sequence X 0 2 , with X 0 2 = T X 2 for some nonsingular transformation. Once X 0 2 is known, the corresponding system matrices A 0 = T AT 01 , B 
where T is a certain n 2 2li 0 n reduction matrix, see [8] .
In the sequel, we introduce an alternative computational scheme for T , such that the obtained state vector sequence X 0 2 is known beforehand to correspond to a balanced realization, where both the controllability and observability gramians are diagonalized, i:e:; 1 0 1 1 0T = 0 0T 1 0 0 = diagonal matrix (9) where 0 0 = 
The derivation below works with the orthogonal complement part in the decomposition (7), which is rewritten as follows
The partitioning now corresponds to the input/output parts in H and by making use of (12) and (13), one derives 
where C is again an arbitrary 2li 0 n 2 li 0 n matrix.
The key point now is that a block Toeplitz matrix with Markov parameters can be computed as follows 
This block Toeplitz matrix is of course important for the balancing step, see below. Equation (18) 
then, from [7] , it is well known that a balanced realization is obtained with The algorithm is nally summarized as follows:
1. construct H 1 and H 2 from input/output data, and compute the 2li 0 n dimensional orthogonal complement For additional algorithmic details we refer the reader to [8, 9] , where it is shown how an explicit computation of X 0 2 can be avoided, resulting in a considerable computational saving. The balancing procedure has been tested numerically and the results are seen to match those of Kung's algorithm [6] . The above algorithm yields a balanced state space model, which is directly suitable for balanced model reduction. It should be noted that with Kung's algorithm, the realization step and the model reduction step may be interchanged. The link with model approximation, which is by now clearly established for Kung's algorithm [12, 3, 4] , is still under investigation for the present algorithm.
