In this paper, we study a system of three coupled van der Pol oscillators that are coupled through the damping terms. Hopf bifurcations and amplitude death induced by the coupling time delay are first investigated by analyzing the related characteristic equation. Then the oscillation patterns of these bifurcating periodic oscillations are determined and we find that there are two kinds of critical values of the coupling time delay: one is related to the synchronous periodic oscillations, the other is related to eight branches of asynchronous periodic solutions bifurcating simultaneously from the zero solution. The stability of these bifurcating periodic solutions are also explicitly determined by calculating the normal forms on center manifolds, and the stable synchronous and stable phaselocked periodic solutions are found. Finally, some numerical simulations are employed to illustrate and extend our obtained theoretical results and numerical studies also describe the switches of stable synchronous and phase-locked periodic oscillations. Coupled dynamical system arises in a variety of contexts in the physical, biological, and social sciences and has broad relevance to many areas of research. Synchronization phenomena in the coupled system is ubiquitous and of interest to researchers in different research fields. Generally speaking, time delay is inevitable in the coupled systems since the information flows between the individual units are never conveyed instantaneously, but only after some time delay. A nature question is how delay coupling affects the synchronization patterns. Here, we consider a delay-coupled system consisting of three van der Pol oscillators and attempt to analytically investigate how the coupling time delay and the coupling strength affect the stability and synchronization patterns. Hopf bifurcations and amplitude death induced by the coupling time delay are investigated and the corresponding relation between the synchronization patterns of Hopf bifurcating periodic oscillations and the critical values of the coupling time delay is explicitly found.
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I. INTRODUCTION
Since synchronization phenomena is frequently encountered in nature and can help to explain many phenomena in biology, chemistry, physics and has potential applications in engineering and communication, it has been considered as one of the fundamental characteristics of collective dynamics of coupled systems and has permanently remained an object of intensive research in nonlinear science. System of coupled self-oscillators is often regarded as a basic model in the theory of oscillators and nonlinear dynamics dealing with synchronization phenomenon. A system of coupled nonlinear oscillators is capable of displaying a rich dynamics and has applications in various areas of science and technology, such as physical, chemical, biological, and other systems. [1] [2] [3] [4] In particular, the effect of synchronization in systems of coupled oscillators nowadays provides a unifying framework for different phenomena observed in nature (for more reviews, see Refs. 5-7).
The van der Pol equation has long been studied as a quintessential example of a self-excited oscillator and has been used to represent oscillations in a wide variety of applications. 8, 9 It evolves in time according to the following second order differential equation: € yðtÞ þ eðy 2 ðtÞ À 1Þ _ yðtÞ þ xðtÞ ¼ 0;
where y is position coordinate and e is a positive real number indicating the damping strength. It is well known 10 that Eq. (1) has a unique periodic solution which attracts all other orbits except the origin, which is the unique equilibrium point of Eq. (1) and unstable. It has been shown in Refs. 11 and 12 that linear feedback can annihilate limit cycles and stabilize the origin.
Recently, there are increasing interests on the study of the synchronization behavior in the coupled van der Pol oscillators (see, e.g., Refs. 13-17 and references therein). In Ref. 13 , the synchronization of four coupled van der Pol oscillators has been carried out. It has been shown that, for the coupling constant below a critical value, there exists a region in which a diversity of phase-shift attractors is present, whereas for values above the critical value an in-phase attractor is predominant. It is also observed that the presence a)
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of an antiphase attractor in the subcritical region is associated with sudden changes in the period of the coupled oscillators. In Ref. 14, the synchronization in the system of coupled nonidentical nonisochronous van der Pol-Duffing oscillators with inertial and dissipative coupling has been studied. In Ref. 15 , Ookawara and Endo have investigated the effect of element value deviation on the degenerate modes in a ring of three and four coupled van der Pol oscillators. By using the averaging method, they proved that, for a ring of three coupled oscillators, two frequencies bifurcate from the degenerate mode, synchronize if they are close enough, but lose synchronization when they are separated to some extent; while for a ring of four coupled oscillators, the two frequencies generally cannot be synchronized, even if they are close enough. In Ref. 16 , Woafo and Enjieu Kadji have investigated different states of synchronization in a ring of mutually van der Pol oscillators. Using the properties of the variational equations of stability, they calculated the good coupling parameters leading to complete and partial synchronization or disordered states and obtained a stability map showing domains of synchronization to an external excitation locally injected in the ring. In Ref. 17 , the stability of the synchronization manifold in a ring and in an open-ended chain of nearest neighbor coupled self-sustained systems, each self-sustained system consisting of multilimit cycle van der Pol oscillators, has been investigated and it has been found that synchronization occurs in a system of many coupled modified van der Pol oscillators, and it is stable even in the presence of a spread of parameters.
However, the coupling delay is not considered in the literatures mentioned above. In fact, the coupling is certainly not instantaneous and might exhibit propagation delays which are comparable to or larger than the characteristic oscillatory time scale of the individual oscillators. It has been shown that a coupling delay can induce complex behavior in a network and the nodes organize in different synchronization patterns. For example, the coupling delay can induce the amplitude death even for zero frequency mismatch between the limit cycle oscillators, [18] [19] [20] which does not occur in the case without coupling time delay, can lead to chaos when two lasers are coupled face to face 21 and cause the oscillators to switch from being in-phase to being out-of-phase in various types of delay-coupled oscillators. [22] [23] [24] [25] In the following, we consider a system of three delaycoupled van der Pol oscillators where three such oscillators are diffusively coupled through the damping terms € y i ðtÞ þ eðy 
where k ! 0 represents the coupling strength and s ! 0 is the coupling time delay. It is well known that the dynamics of the coupled system depends on the properties of each of the units and on their interactions. Clearly, in system (2), the parameters k and s reflect the interactions of three van der Pol oscillators. Here, we aim at addressing the influence of the coupling strength and time delay on the stability and synchronized patterns of system (2). We will show that the coupling time delay will induce to stable synchronous periodic solutions, stable phase-locked periodic solutions, and unstable mirror-reflecting and standing waves. We would like to mention that there are several works on delayed coupling van der Pol oscillators similar to system (2). In Ref. 26 , Wirkus and Rand have studied the dynamics of a pair of van der Pol oscillators where the coupling is chosen to be through the damping terms but not of diffusive type. They used the method of averaging to reduce the problem to the study of a slow-flow in three dimensions and investigated the steady state solutions of this slow-flow, with special attention given to the bifurcations accompanying their change in number and stability. Sen an Rand, 27 entirely by numerical methods, investigated the dynamics of a pair of relaxation oscillators of the van der Pol type with delay position coupling and have found the various phase-locked motions including the in-phase and out-of-phase modes. Li et al. 28 investigated the dynamics of a pair of van der Pol oscillators with delayed position and velocity coupling. Using the method of averaging together with truncation of Taylor expansions, they have found that the dynamics of 1:1 internal resonance is more complex than that of non-1:1 internal resonance. More recently, the system of a pair of coupled van der Pol oscillators has been studied by Atay 29 and Song. 24 In Ref. 29 , Atay has investigated the synchronization and amplitude death using averaging theory. The parameter ranges for the coupling strength and delay are calculated such that the oscillators exhibit amplitude death or stable in-phase or antiphase synchronized oscillations with identical amplitudes. In Ref. 24 , Song has investigated the stability and oscillation patterns induced by the coupling time delay. It was shown that for appropriate damping and coupling strengths there are stability switches and the synchronized dynamics changes from in-phase to out-of-phase oscillations (or vice versa) as the coupling time delay is increased and the critical values of coupling time delay leading to different oscillation patterns were explicitly calculated. This paper is organized as follows. Local stability and delay-induced Hopf bifurcations are presented in Sec. II. Spatio-temporal patterns of bifurcating periodic solutions are investigated in Sec. III. In Sec. IV, we calculate the normal forms on center manifolds and then determine stability of bifurcating periodic orbits. Numerical simulations are employed to support and extend the theoretical analysis in Sec. V. A summary of the results is presented in Sec. VI.
II. LOCAL STABILITY AND DELAY-INDUCED HOPF BIFURCATIONS
Letting Y i ðtÞ ¼ ðy i ; _ y i Þ 2 R 2 ; i ¼ 1; 2; system (2) can be written as
where
The linearization of (3) at the zero solution leads to
The characteristic matrix of linearized system (5) 
and then the characteristic equation of the linearization of (3) at the zero solution is
Note the fact that the root k of the characteristic equation 7 corresponds to the zero eigenvalue of the matrix
Àks ; j ¼ 0; 1; 2, which will be an important information to calculate the eigenvector of system (5) for the purely imaginary roots of the characteristic equation 7 in the following two sections.
In the remaining of this section, we investigate the distribution of roots of Eq. (7), which determines the local stability of the zero solution of (2) . It is convenient to start with a more general second order transcendental polynomial equation 
with j 2 f0; 
When s ¼ 0; the equation D 1 ¼ 0 has only two roots and they both have negative real parts for k < Àe, positive real parts for k > Àe, and zero real parts for k ¼ Àe.
If either k < Àe or k > e=3, then the equation D 1 ¼ 0 has a pair of purely simple imaginary roots 6ix
for any non-negative integer numbers j, k, while the equation D 1 ¼ 0 has two pairs of purely simple imaginary roots 6ix þ 1 and 6ix
If either k ¼ Àe or k ¼ e=3, then Eq. (8) has a pair of purely imaginary roots 6i at s ¼ s þ 1j . Here,
Lemma 2.3. For the equation D 2 ¼ 0, we have the following results:
When s ¼ 0; the equation D 2 ¼ 0 has only two roots and they both have negative real parts for k > e=2, positive real parts for k < e=2, and zero real parts for k ¼ e=2.
for any non-negative integer numbers j, k, while the equation D 2 ¼ 0 has two pairs of purely simple imaginary roots 6ix
) for any non-negative integer numbers j and
and
From (11), it is easy to conclude that for k > 
and from (13), we have s
In addition, combining (11) and (13), we obtain that for k > e=2; s 
Rearranging the critical values of the coupling time delay and setting (14), we have the following:
If either k < e, then Eq. (7) has at least a pair of roots with positive real parts for all s ! 0.
If k > e and the assumptions (A1) and (A2) hold, then there exists a positive integer n such that s
n and all roots of Eq. (7) have negative real parts for s 2 ðs , and s 6 j are defined, respectively, by (11), (13) , and (14), we have the following:
If either k < e, then the zero equilibrium of system (2) is unstable for all s ! 0.
n and the zero equilibrium of system (2) is asymptotically stable for s 2 ðs According to Theorem 2.1, the stability switches region in the plane of damping and coupling strengths is plotted in Fig. 1 . In the shaded region of Fig. 1 , there exist stability switches for the zero equilibrium of system (2) with increasing the coupling time delay s, and in other regions, the zero equilibrium of system (2) is always unstable for all s ! 0: For fixed damping strength, say e ¼ 0:03, the islands of amplitude death in the plane of the coupling time delay and strength, where all oscillations are quenched, is qualitatively same as Fig. 2 . Throughout the remainder of the present paper, the damping and coupling strengths are always restricted to the shaded region of Fig. 1 .
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III. SPATIO-TEMPORAL PATTERNS OF BIFURCATING PERIODIC SOLUTIONS
It follows from Sec. II that due to the symmetry of system (2), the purely imaginary eigenvalues ix 33 cannot be applied. In this section, we first explore the symmetry of system (3) and then apply the symmetric Hopf bifurcation theorem for delay differential equations established in Ref. 34 to describe the spatio-temporal patterns of bifurcating periodic solutions as the coupling time delay crosses the critical values s 6 2j . We would also like to mention that this theory has been successfully employed to study the spatio-temporal patterns in the delaycoupled neural networks (see Refs. 25, 35-38 and references therein).
Let G : C ! R n and C be a compact Lie group. By a compact Lie group C, we mean a closed subgroup of GLðR n Þ, the group of all invertible linear transformations of the vector space R n into itself. Note that the space of n Â n matrices may be identified with R n 2 , which contains GLðR n Þ as an open subset. It follows from Ref. 39 that the system _ uðtÞ ¼ Gðu t Þ is said to be C -equivariant if Gðcu t Þ ¼ cGðu t Þ for all c 2 C: Let C ¼ D 3 be the dihedral group of order 6, which is generated by the cyclic group Z 3 order 3 together with the flip of order 2 (see Ref. 39 , for more details). Denote by q, the generator of the cyclic subgroup Z 3 and j the flip. Define the action of
and then it is easy to verify the following lemma.
Assume that the infinitesimal generator AðsÞ of the C 0 -semigroup generated by the linear system (5) has a pair of purely imaginary eigenvalues 6ix 
Denoting the action of
we have the following lemma. Lemma 3.2. R 2 is an absolutely irreducible representation of C, and KerDðs
Here a representation R 2 of C is absolutely irreducible if the only linear mapping that commutes with the action of C is a scalar multiple of the identity.
Proof: The proof for R 2 to be two-dimensional absolutely irreducible representation of C is straightforward and can be found in, for example, Ref. 39 . Clearly,
Define a mapping J from KerDðs
(Color online) Possible region of amplitude death for the coupling time delay in the e À k plane. There exist stability switches for the zero equilibrium of system (2) by increasing the coupling time delay s in the shaded region and the zero equilibrium of system (2) is always unstable for any s ! 0 otherwise. l 1 and l 2 are curves determined by the equations arc cosðe À k=2kÞ À ðx 
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Therefore,
This completes the proof. h Let x ¼ 2p=x Denote by SP x the set of all xÀperiodic solutions of (5) with s ¼ s ,
For SP x , we have the following property. 
24
:
By these formulae and (16) 
It follows that x 2 FixðR þ 2;3 ; SP x Þ if and only if
This implies that FixðR In addition,
This, together with the expression of each 6 2j and x ¼ P 4 j¼1 1 j 6 2j ; leads to 
.
h Note that, if Y(t) is a periodic solution of (3), then so is ðc; e ið2p=xÞh ÞYðtÞ for every ðc; e ið2p=xÞh Þ 2 D n Â S 1 : It follows from the symmetric bifurcation theory of delay differential equations due to Wu 34 that, under usual nonresonance and transversality conditions, for every subgroup R D n Â S 1 such that the RÀfixed-point subspace of SP x is of dimension 2, symmetric delay differential equations has a bifurcation of periodic solutions whose spatial-temporal symmetries can be completely characterized by R. By Lemma 3.4, the subgroups R 6 ð2;3Þ and R 6 q can be employed to describe the symmetry of periodic solutions of (3) which exhibit certain spatial-temporal patterns (see Ref. 39 
IV. THE CALCULATION OF NORMAL FORMS ON CENTER MANIFOLDS AND STABILITY OF BIFURCATING PERIODIC ORBITS
In this section, we employ the algorithm and notations of Faria and Magalháes 40, 41 to derive the normal forms of system (3) on center manifolds and then we can determine the direction and stability of bifurcating periodic orbits.
Rescaling the time by t 7 ! t=s to normalize the delay so that system (3) can be written as a FDE in the phase space C ¼ Cð½À1; 0; R 6 Þ; and then separating the linear terms from the nonlinear terms, (3) becomes
where u t 2 C; u t ðhÞ ¼ uðt þ hÞ; À1 h 0; and for u ¼ ðu 1 ; u 2 ; u 3 ; u 4 ; u 5 ; u 6 Þ T 2 C, we have
and Fðu; sÞ ¼ sð0; Àeu 
where u ¼ ðu 1 ; u 2 ; u 3 ; u 4 ; u 5 ; u 6 Þ T 2 C and M 1 , M 2 are as follows:
where M, N are defined by (4) and O 2 is a 2 Â 2 zero matrix.
There exists a function of bounded variation such that the linear map L s may be expressed in the following integral form: 
It follows from Sec. II that the characteristic equation of (18) has purely imaginary roots 6ix Ã s Ã at the critical values s ¼ s Ã of the coupling time delay, where
f ix Ã s Ã g and using the formal adjoint theory for FDEs in Ref. 32 , the phase space C can be decomposed by K 0 as C ¼ P È Q; where P is the center space for _ uðtÞ ¼ L s Ã u t ; i.e., P is the generalized eigenspace associated with K 0 : Let U and W be bases for P and for the space P * associated with the eigenvalues 6ix Ã s Ã of the formal adjoint equation, respectively, and normalized so that , where I p is the p Â p identity matrix and p ¼ dim P. Assume that B is a p Â p real matrix with the point spectrum rðBÞ ¼ K and satisfies simultaneously satisfy _ U ¼ UB; À _ W ¼ BW: Introducing the new parameter l ¼ s À s Ã such that l ¼ 0 is a Hopf bifurcation value of (17), Eq. (17) becomes _ uðtÞ ¼ L s Ã u t þFðu t ; lÞ;
Enlarging the phase space C by considering the Banach space BC of functions from [-1, 0] into R 4 which are uniformly continuous on [-1, 0] and with a jump discontinuity at 0. Using the decomposition u t ¼ UxðtÞ þ y; with xðtÞ 2 C p and y 2 Q 1 Q \ C 1 (C 1 is the subset of C consisting of continuously differentiable functions). Then we can decompose (17) as
where 
where f 1 j ðx; y; lÞ and f 2 j ðx; y; lÞ are homogeneous polynomials in ðx; y; lÞ of degree j with coefficients in C p , ker p, respectively, and hot stands for higher order terms. Therefore, differential equation EDE can be written as
From the normal form theory of FDEs due to Faria and Magalháes, 40 ,41 the normal form of (17) on the center manifold of the origin at l ¼ 0 is given by 
where g 1 2 ðx; 0; lÞ; g 1 3 ðx; 0; lÞ are the second and third order terms in ðx; lÞ; respectively, and hot stands for higher order terms. In the following part of this section, we will calculate the normal form (23) 
One can easily show that the adjoint basis satisfying hWðsÞ; UðhÞi ¼ I 2 is
Let V 
; 0
Since f 00 ð0Þ ¼ 0; by (21), we have 2011) and the second order terms in ðx; lÞ of the normal form on the center manifold are given by 
Note that
Next we compute the cubic terms g 1 3 ðx; 0; lÞ as described in (23) . We first note that Thus, from (19) and (21), we have This, together with (24), yields that
So, the normal form of (17) on the center manifold reads to
where A 1 and A 2 are defined by (27) and (28), respectively. Changing (29) to real coordinates by the change of variables
and then using polar coordinates ðq; nÞ; w 1 ¼ q cos n; w 2 ¼ q sin n; we obtain
It is well known 42 that the sign of K 1 K 2 determines the direction of the bifurcation (supercritical if
, and the sign of K 2 determines the stability of the nontrivial periodic orbits (stable if K 2 < 0, unstable if K 2 > 0). From (27) and (28), we have
From (10) and (25), it is easy to verify that for k > e;
By (30), (31) , and (32), we have
which immediately leads to the following theorem. (2), and those nontrivial periodic orbits are all stable on the center manifold. 
; 0 s 1: (34) with hWðsÞ; UðhÞi ¼ I 4 for the adjoint bilinear form on C Ã Â C defined by (20) , where d is defined by (25) . Let V 
It follows from (33) and (34) that
By (21), we have
and then by (35) the second order terms in ðx; lÞ of the normal form on the center manifold are given by 
Next we compute the cubic terms g 1 3 ðx; 0; lÞ as described in (23) . We first note that 
where B 1 and B 2 are defined by (38) and (39), respectively. Changing (40) to real coordinates by the change of variables 
It follows from (25), (32), (39), and (44) that for k > e;
In addition, from (12) , (25) , and (38), we obtain that 
V. NUMERICAL CONTINUATION
In this section, we perform some numerical simulations to illustrate and expand the results obtained above. In the following numerical simulations, we take e ¼ 0:03; k ¼ 0:1 such that ðe; kÞ belongs to the shaded region of Fig. 1 
According to Theorem 2.1, the zero equilibrium of system (2) is asymptotically stable for s 2 s ; the zero equilibrium of system (2) loses its stability permanently. When s is greater than and close to s With increasing the coupling time delay, oscillation patterns of these stable periodic orbits switch from being phase-locked to synchronous and back to phase-locked several times and finally becoming synchronous. Numerical simulations also show that these stable periodic orbit changes its oscillation patterns only when s is less than and very close to the critical values s 
VI. CONCLUSIONS
We have studied the bifurcation, amplitude death, and oscillation patterns induced by the coupling time delay in a system of three coupled van der Pol, which are coupled through the damping terms. We have shown that the coupling time delay can lead to rich dynamics. The stability of zero solution is determined in the parameter space. The existence of stability switches induced by the coupling time delay is found in the region of the parameter plane of the damping strength and the coupling strength. The islands of amplitude death are also described in the parameter plane of the coupling time delay and strength for appropriate fixed damping strength.
In the region where stability switches occur, there are two kinds of critical values s 6 1j and s 6 2j of the coupling time delay leading to Hopf bifurcating periodic solutions. By using the symmetric bifurcation theory of delay differential equations due to Wu, we have shown that at the critical values s 6 1j , there exist a synchronous periodic solution bifurcation and at the critical values s 6 2j , there are eight branches of asynchronous periodic solutions bifurcating simultaneously from the zero solution: two phase-locked oscillations, mirror-reflecting waves and three standing waves. The direction and stability of these bifurcations is based on the normal form calculations. We have shown that the bifurcation is subcritical at the critical values s À kj and supercritical at the critical values s þ kj , k ¼ 1, 2, j ¼ 0, 1, 2, .... We have also shown that on the center manifold the synchronous periodic and phase-locked periodic solutions are stable and other mirror-reflecting and standing waves are unstable.
Numerical studies have been employed to support and extend the obtained theoretical results. For fixed damping strength and coupling strength, the numerical simulations illustrate the existence of stable synchronous and phaselocked periodic solutions near the critical values of the coupling time delay which is in good agreement with our theoretical analysis results. For the coupling time delay far away from the critical values, our theoretical analysis is not available. However, numerical simulations show that with increasing the coupling time delay from the zero, the dynamics of the system switches from being synchronous to stability, to being phaselocked to stability, and so on. When the zero solution ultimately loses its stability, the oscillation patterns of these stable periodic solutions switch from being phase-locked to being synchronous (or vice versa) and finally becoming synchronous with increasing the coupling time delay.
