Thank you again for submitting your work to Molecular Systems Biology. We have now heard back from the two referees who agreed to evaluate your manuscript. As you will see from the reports below, the referees find the topic of your study of interest. They have, however, a series fundamental concerns on your work, which, I am afraid to say, preclude its publication in its present form.
Broadly, the reviewers felt that the biological conclusions derived from the theoretical analysis were currently overstated, and that substantial additional work is needed to demonstrate the generality of these findings (across different network topologies or simulation parameters) and to develop a more rigorous quantitative definition of evolvability. We feel that these points are particularly important given the scope of Molecular Systems Biology, and they will need to be addressed decisively before this work would be acceptable for publication in Molecular Systems Biology.
If you feel you can satisfactorily deal with these points and those listed by the referees, you may wish to submit a revised version of your manuscript. Please attach a covering letter giving details of the way in which you have handled each of the points raised by the referees. A revised manuscript will be once again subject to review and you probably understand that we can give you no guarantee at this stage that the eventual outcome will be favorable.
When submitting your revised manuscript, please combine the Supplemental Figures and their legends into a single PDF file, with a Table of Contents listing all supplemental material at the beginning of the file. *PLEASE NOTE* As part of the EMBO Publications transparent editorial process initiative (see http://www.nature.com/msb/journal/v6/n1/full/msb201072.html), Molecular Systems Biology now publishes online a Review Process File with each accepted manuscript. Please be aware that in the event of acceptance, your cover letter/point-by-point document will be included as part of this file, which will be available to the scientific community. Authors may opt out of the transparent process at any stage prior to publication (contact us at msb@embo.org). More information about this initiative is available in our Instructions to Authors.
Sincerely, Editor -Molecular Systems Biology msb@embo.org ---------------------------------------------------------------------------Referee reports:
Reviewer #1 (Remarks to the Author):
The central finding of the work by Kuwahara and Soyer is that a gene network exposed to fluctuating selection evolves towards increased evolvability (i.e. the ability to improve the behavior of complex systems). The authors suggest that that increased evolvability is largely due to more pronounced nonlinearity, provided the system is subject to stochasticity.
I found these results interesting. This theoretical treatise may also stimulate further experimental and theoretical studies. However, it is very important to provide unequivocal measures and descriptions of various phenomena. Most importantly the "evolvability" has to be quantified. Furthermore, the work has to be further validated in order to more precisely assess the generality of some findings. Before publication, the authors should address the points below:
Major remarks 1. The title may be too general relative to the performed simulations. It implies that bistability arises whenever evolvability evolves in any gene network. Based on the current state, a more appropriate choice for the title is "Bistability in positive feedback circuits can be a byproduct of evolution of evolvability." The authors have proven that bistability is associated with evolvability provided a gene network is either constitutively regulated or forms a positive feedback loop. However, other network architectures were not included into the selection procedure (e.g. negative feedback loop). Thus, the authors should generalize their simulations by including other basic network topologies (at least negative feedback). If the authors see that cells with positive feedback having high Hill numbers outperform cells with negative feedback, the title could be made more precise. E.g. "Bistability in feedback circuits is a byproduct of evolution of evolvability." 2. The authors should introduce a measure for evolvability and quantify it for the simulations. Most likely, evolvability is context dependent but a measure that works in some systems should be defined. Otherwise, it will be difficult to apply these theoretical findings for experimentation. The authors have to clearly distinguish fitness from evolvability. Evolvability typically refers to the ability of random variations to produce improvement. Would this suggest that evolvability is the ratio of the normalized change in fitness to the number of mutations. The normalized change in fitness could refer to the change in fitness in the new environment normalized by the "novelty / difference" of the new environment.
It is also not clear how fitness affects growth rate. While the formula for fitness is mentioned, it is not clear if that is equal to the replication rate. In particular, does the decay rate (i.e. dilution rate) change when replication = cell division decreases?
3. The authors mention the Hill coefficient on p 7. However, Eq. 1 is not precisely a Hill function. The typical representation of the Hill function with basal expression is r = a*(k1 + k2* (G^n/ (G^n + K^n)) ) It is important that the basal expression (k1) is not in the nominator of the expression. Since most experimental works rely on this representation, the authors should confirm whether they obtain similar results when evolution is performed on the classical Hill function, unless it is only a typo.
Minor remarks 1. It would be helpful if the description of symbols and parameter names are directly displayed in the figure rather than in the figure legend. (e.g. the color code in Fig. 2 ). 2. The steady state is considered to be reached when the difference of the production and decay function becomes less than 0.001. Since the relative speed of reaching the steady-state depends only on the decay function, it is more appropriate to express this criterion in terms of the value of k5. 3. Many of the positive feedback circuits (e.g. lac operon, galactose networks ) contain a protein that senses the environment. That is G is a function of the environment. Thus, the systems represent a mix of phenotypic plasticity and bet-hedging (if the circuit is bistable). It is clear the perfect plasticity would wash away any differences between different network architectures. However, the authors may check out what happens if G senses the environment imperfectly and adjusts its expression to a more favourable concentration only partially. Does evolvability decrease when the network is adaptive (i. e. phenotypically plastic)? 4. The authors mention that in the absence of spatial epigenetic control,..., only mutations can shift the steady-state expression level. Silencing can display a high degree of nonlinearity provided the spatial distribution of the binding sites for Sir proteins is optimal. Does this mean epigenetic regulation can be considered as an example for evolvability? Many silenced genes in the subtelomeric region are silenced and typically they undergo fast evolution. In this case, nonlinearity may add a further boost to accelerate adaptation?
Reviewer #2 (Remarks to the Author):
The paper by H. Kuwahara and O. Soyer is well written, original and quite stimulating. I think it should be published, after some changes have been made.
My main concerns about the paper are three-folds:
1. There is no effort to give any analytic estimates of the dynamics of the considered system. These days it is much too easy to publish numerical simulations of simple models without showing how do the results scale with simulation time, the system size, etc. How do we know that the observed phenomena are not transient and/ or finite-size effects? It would be nice to bring some quality standards from physical sciences to biology! 2. The choice of parameters left free to evolve seems to me rather arbitrary. Also, what about changing the functional form of Eq.1 ? 3. This last point brings me to my main objection. The considered here model is simple and the results are stimulating. But the claims are really OVERSTATED. Again, this is probably a reflection of the present (sad) state of science that the authors feel obliged to put "evolution of evolvability" in the title, and claim that bistability "can emerge only in the presence of noise as a product of selection for increased evolvability". Associating evolvability with a Hill coefficient of one biochemical reaction is somewhat naive, to say the least. To increase the generality of our results, at least in the context of feedback circuits, we have run additional evolutionary simulations using the simplest negative feedback network structure that is shown to exhibit bistability; a double negative feedback loop (e.g. see Ptashne M. Genetic Switch: Phage Lambda and Higher Organisms, Blackwell Publishers, 1992) . This circuit consists of two genes that repress each other's expression and an engineered version of it is experimentally shown to exhibit bistability (Gardner et al., Nature 403:6767, 2000) . We developed a mathematical model of this system using the same approach as in our original model (the model details are given in the Supplementary Material).
Using this double negative feedback model, we run five evolutionary simulations for 5000 generations under a deterministically switching environment (switching every 20 generations) and with mutation rate u = 0.01 (same conditions as in our original study). All of these simulations resulted in the evolution of bistability and stochastic switching. In all these runs, we confirmed the positive relation between nonlinearity and evolvability (see response 1.2). These results are discussed in the main text, and a new supplementary figure ( Figure S11) showing the model and a sample simulation result is included.
In light of these (and other) findings, resulting from this revision, we have revised the title of the manuscript as advised by the reviewer. The new title is; "Bistability in feedback circuits as a byproduct of evolution of evolvability."
"The authors should introduce a measure for evolvability and quantify it for the simulations. Most likely, evolvability is context dependent but a measure that works in some systems should be defined. Otherwise, it will be difficult to apply these theoretical findings for experimentation. The authors have to clearly distinguish fitness from evolvability. Evolvability typically refers to the ability of random variations to produce improvement. Would this suggest that evolvability is the ratio of the normalized change in fitness to the number of mutations. The normalized change in fitness could refer to the change in fitness in the new environment normalized by the "novelty / difference" of the new environment."
Measuring evolvability is not trivial and we highly appreciate the suggestion by the reviewer.
The suggested measure by the reviewer is; the normalised relative change in fitness divided by the number of mutations over an environmental epoch. In order for this measure to differentiate between the same fitness change occurring over few generations vs. many generations, we would need to use the number of fixed mutations rather than all mutations that occur over a given epoch. Classifying mutations as fixed or not, however, would require arbitrary thresholds making this measure difficult to apply. To overcome this limitation we decided to use an alternative measure for evolvability that was inspired by the reviewer's suggestion.
We defined evolvability as the ratio of the normalised relative fitness change (i.e. adaptation) over the sum of relative changes in parameters (i.e. genetic shift). This measure is similar to the control coefficient used in the analysis of metabolic networks (Heinrich & Schuster, The Regulation of Cellular Systems. Springer, 1996) and allows us to quantify the "sensitivity" of fitness to the changes in the parameters (see revised Methods section and Eq. 8). We believe that this is a formal and experimentally tractable measure of evolvability.
Using this measure, we re-verified the increase in evolvability over the course of evolutionary simulations and revised the relevant figures accordingly. We have kept our previous definition of evolvability and resulting plots in the Supplementary Material to indicate that the findings on evolvability are robust to the way it is measured.
"It is also not clear how fitness affects growth rate. While the formula for fitness is mentioned, it is not clear if that is equal to the replication rate. In particular, does the decay rate (i.e. dilution rate) change when replication = cell division decreases? "
We thank the reviewer for raising this important point. Indeed, the mRNA and protein degradation in the model (parameters k4 and k5) could biologically be the result of both active degradation and cell growth (i.e. dilution). The latter contribution would be expected to scale with growth rate, however, the nature of this coupling is not clear. Indeed, most modelling studies on gene regulatory networks to date have ignored such coupling, while a recent computational study assumed that both expression and degradation dynamics to be a function of growth rate (Furusawa et al.; PLoS Comput Biol 4:1, 2008) .
A recent extensive computational and experimental study has tried to address the extent of coupling between growth rate and both the mRNA and protein levels (Klumpp et al., Cell 139, 2009 ). This study found effects of growth rate on mRNA and protein levels to change according to the specific details of the gene regulation and gene location. While some of the theoretical findings of this study could not be completely verified in the corresponding experiments, a general trend was suggested in which protein degradation and transcription rate should increase with growth rate, while mRNA degradation and translation rate remain unaltered (Klumpp et al., Cell 139, 2009 ).
Based on these findings, we have run here sample simulations with an alternative version of the original model to test the robustness of our main results in the presence of a coupling between growth rate (i.e. fitness) and gene expression dynamics. In this model, we scaled the transcription (k1, k2) and protein degradation (k5) rates by the fitness of the organism. While these parameters were set to 0.02, 0.2 and 0.001 in the original model, in the alternative model they were set as;
where w represents fitness and k1basal, k2basal, and k5basal are set to 0.02, 0.2 and 0.002 respectively. Thus, in this alternative model transcription and protein degradation rates can vary up or down 50% of their basal values according to the growth rate.
Using this model, we run simulations under a deterministically switching environment (switching every 20 generations) and with mutation rate u = 0.01 (same conditions as in our original study). In three out of five sample simulations we got increased evolvability and evolution of bistability. In all these runs, we confirmed the positive relation between nonlinearity and evolvability (see Figure S10C&D ). These results suggest that the assumption on the presence or absence of a coupling between growth rate and gene expression dynamics, does not alter the main conclusions of this study.
We have included these results in the revised main text, and gave the details of these simulations in the Supplementary Material. The reason we have used the function given in the manuscript is to represent the transcription reactions by the equilibrium statistical thermodynamic model (Shea and Ackers, PNAS, 79, 1982) that is used frequently for modeling the dynamics of gene expression processes (e.g. He et al., PLoS Comput Biol, 6, 2010; Arkin et al., Genetics, 149, 1998; Issacs et al., PNAS 100, 2003; Fakhouri et al., Molecular Systems Biology 6:341, 2009.) . This approach represents transcription dynamics based on the probabilities of the configuration of the promoter and operator sites in thermodynamic equilibrium. In our positive feedback loop circuit model, for example, one can assume that there are two promoter configurations: (1) the activator bound to the operator site and (2) activator not bound to the operator site. The probability of (1) is: (G/Kd)^n/(1 + (G/Kd)^n), whereas the probability of (2) is 1/(1 +(G/Kd)^n). In summary, unlike the "classical" hill function, this model alters the basal transcription rate based on the concentration of G.
"The authors mention the

To see if changing this function alters our main results, we have run additional simulations with a gene network model that is identical to our original model but implements a Hill function as suggested by the reviewer (see Eq. S1).
Using this model, we run five evolutionary simulations for 5000 generations under a deterministically switching environment (switching every 20 generations) and with mutation rate u = 0.01 (same conditions as in our original study). Of these simulations, three resulted in the evolution of higher evolvability and bistability. In all these runs, we confirmed the positive relation between nonlinearity and evolvability using the new evolvability measure we introduced (see Figure S10A&B ). These results confirm that our main findings are not affected by this modeling choice.
We have included these results in the revised main text, and gave the details of these simulations in the Supplementary Material. First reviewer, minor points: Fig. 2 
"It would be helpful if the description of symbols and parameter names are directly displayed in the figure rather than in the figure legend. (e.g. the color code in
)"
We agree with the reviewer and revised the relevant figures accordingly.
"The steady state is considered to be reached when the difference of the production and decay function becomes less than 0.001. Since the relative speed of reaching the steadystate depends only on the decay function, it is more appropriate to express this criterion in terms of the value of k5. "
We revised this part of the text accordingly.
"Many of the positive feedback circuits (e.g. lac operon, galactose networks ) contain a protein that senses the environment. That is G is a function of the environment. Thus, the systems represent a mix of phenotypic plasticity and bet-hedging (if the circuit is bistable). It is clear the perfect plasticity would wash away any differences between different network architectures. However, the authors may check out what happens if G senses the environment imperfectly and adjusts its expression to a more favorable concentration only partially. Does evolvability decrease when the network is adaptive (i. e. phenotypically plastic)? "
We appreciate this comment and are pleased to see that the reviewer is exactly thinking in the same direction as we are. Although very interesting, we believe that these analyses are beyond the scope of the current manuscript, which is on the evolution of stochastic switching in the absence of any signalling. We are, however, working to address these questions in a follow up project, in particular in the context of dishonest or noisy signalling. One particular question is whether and when bistable dynamics would be maintained once signalling arises. The answer will potentially depend on the trade-offs between the quality of the signal vs. the cost of bistability. Also, different types of networks (e.g. positive vs. negative feedback) might be more or less prone to the loss of bistability as suggested by the reviewer.
"The authors mention that in the absence of spatial epigenetic control,..., only mutations can shift the steady-state expression level. Silencing can display a high degree of nonlinearity provided the spatial distribution of the binding sites for Sir proteins is optimal. Does this mean epigenetic regulation can be considered as an example for evolvability? Many silenced genes in the subtelomeric region are silenced and typically they undergo fast evolution. In this case, nonlinearity may add a further boost to accelerate adaptation?"
We thank the reviewer for these comments on additional gene regulatory mechanisms. Indeed, epigenetic and genetic mechanisms based on reversible gene silencing are implemented in a number of microbes (van der Woude MW & Baeumler AJ, Clin Microbiol Rev. 17:3, 2004) , most notably pathogens and environmentally versatile bacteria such as Campylobacter and Burkolderia (Nierman et al., PNAS 101:39, 2004 ). Similar to these systems, the genetic regulation system from yeast display high nonlinearity and even bistability (Sedighi M. & Sengupta AM, Physical Biology 4:4, 2007) . Speculating on the evolution of these mechanisms is beyond the scope of this study, as the molecular mechanisms involved are highly different to the simpler feedback regulation we consider here. However, the seeming presence of high levels of nonlinearity merits further analyses in light of our current study. It is indeed possible that a high level of nonlinearity in these systems was driven by selection for higher evolvability under fluctuating environments. Further computational and experimental analyses could be devised to test this hypothesis.
We have added a brief remark on this point at the end of the Discussion section of the revised manuscript.
Second reviewer:
"There is no effort to give any analytic estimates of the dynamics of the considered system. These days it is much too easy to publish numerical simulations of simple models without showing how do the results scale with simulation time, the system size, etc. How do we know that the observed phenomena are not transient and/ or finite-size effects? It would be nice to bring some quality standards from physical sciences to biology!"
We agree with the reviewer's concerns and we have tried to address these points by undertaking an detailed analyses of the gene regulatory network as discussed below.
In general, an analytical treatment of the presented observations could be given in two distinct sections. Firstly, we can ask about conditions under which bistability would be main-tained once it is arisen. There is significant analytical work already addressing this question (Kussell et al., Science 309: 5743, 2005; Kussell et al., Genetics 169:4, 2005; Ribeiro & Andre, Physical review. E 78:6, 2008; Salathé et al., Genetics 182:4, 2009; Thattai & van Oudenaarden, Genetics 167:1, 2004; Gaál et al., Genetics 184:4, 2010; Liberman et al., Genetics 187:3, 2011) . The main finding of these studies is that bistability would be maintained under a wide range environmental fluctuation rates and fitness costs, independent of population size or rate of environmental fluctuations. The two main factors that are found to reduce the probability of maintaining bistability are asymmetric fitness values in different environments (Salathé et al., Genetics 182:4, 2009; Gaál et al., Genetics 184:4) and recombination (Liberman et al., Genetics 187:3, 2011) . We have now extended the discussion of these findings in the Discussion section with some additional citations.
Secondly, we can ask about the evolutionary conditions and molecular mechanisms underlying the emergence of bistability (i.e. stochastic switching). This question is the focus of our analysis. The evolutionary simulations we run show that evolution of bistability will depend both on the interplay of mutation rate and environmental fluctuation rate and on the presence of noise in the system. To better understand this interplay, we further developed a recent analytical approach for understanding the effect of noise on fitness (Zhang et al., Molecular Systems Biology 5, 2009). We first derived an analytical expression for the protein level in the single feedback loop circuit we studied in the original model (see Supplementary Material) . This showed that, up until bistability emerges, increasing N results in a widening of the steady state distribution of protein level, while its peak is not strongly affected ( Figure S7 ). Thus, increasing N results in higher noise level while the mean protein level remains mostly unaltered. This is in contrast to the effects of parameters a and b, which can also change the noise levels but do so in conjunction with large changes in the mean protein levels.
Exploiting the uncoupling of the effects of N on noise and mean protein level, we then asked if solely the increase in noise can provide a fitness advantage in either of the two environments. Fixing all other parameters of the model, we calculated the fitness of the resulting genetic system in both environments for increasing levels of noise through an increase in N (see Supplementary Material) . We found that increasing noise levels, while the mean protein level remains unchanged, is beneficial under the "low" ("high") environment when mean protein levels are below (above) 50 ( Figure S8) . In other words, increasing N (and thus noise) is beneficial when mean protein levels are far from optimal. This finding is in line with previous findings, which showed a beneficial effect of noise under a convex fitness function (Zhang et al., Molecular Systems Biology 5, 2009 ). In our model, such a convex relation between protein level and fitness is realised when mean protein levels are from the optimal values dictated by the given environment. We found that this result extends to an alternative fitnessenvironment coupling as given in Eq. 7 of the main text ( Figure S16 ).
While deciphering the exact fitness effects of mutations in N would require more elaborate analyses, the above findings support the view that mutations increasing noise (while not altering mean protein levels much) are beneficial for improving fitness following an environmental switch. When environmental switching rates are in line with mutation rates, organisms have a chance to adapt to the present environment in each epoch, and these beneficial effects result in the evolution of higher N. This leads to higher evolvability both through increased heterogeneity in the population and increased effects of mutations ( Figure 6 ). Further increasing N finally leads to the emergence of bistability.
These findings also allowed us to better understand the results from simulations where we used an alternative fitness-environment coupling (Eq. 7), as we now discuss in the revised main text.
"The choice of parameters left free to evolve seems to me rather arbitrary. Also, what about changing the functional form of Eq.1 ? "
We have run additional simulations using an alternative form of Eq. 1 as discussed in response 1.4. and found the main conclusions of this study to remain unaltered.
We have also run simulations with the original model and allowing all of its parameters to evolve. We run five evolutionary simulations for 5000 generations under a deterministically switching environment (switching every 20 generations) and with mutation rate u = 0.01 (same conditions as in our original study). Of these simulations, three resulted in the evolution of bistability and stochastic switching. In all these runs, we confirmed the positive relation between nonlinearity and evolvability using the new evolvability measure we introduced (see Figure S10E&F ). These results confirm that our main findings are not affected by this modelling choice.
The original choice to make some parameters non-evolvable was not arbitrary. Of these, two (k1 and k2) are scaled by the evolvable parameter a, and thus the effect of their change over evolution is accounted for. The mRNA degradation rate constant (k4) is fixed as evolution of parameters a and b can mimic the effect of evolving this parameter. Finally, we assumed that the main factor contributing to the protein degradation is the dilution rate due to growth resulting in k5 to be defined as non-evolvable (but please see also response 1.3).
We have included these results in the revised main text, and gave the details of these simulations in the Supplementary Material.
"This last point brings me to my main objection. The considered here model is simple and the results are stimulating. But the claims are really OVERSTATED. Again, this is probably a reflection of the present (sad) state of science that the authors feel obliged to put "evolution of evolvability" in the title, and claim that bistability "can emerge only in the presence of noise as a product of selection for increased evolvability". Associating evolvability with a Hill coefficient of one biochemical reaction is somewhat naive, to say the least"
We have gone over the entire text carefully to remove any overstatements and have also changed the title (also taking into account comments from the first reviewer, please see response 1.1).
We would like to ensure the reviewer that any potential overstatements (which we now hope to have removed completely) were statements made only in the context of the current analyses but maybe mistakenly gave the impression of more general statements. We tried our best to be more precise with these statements and their scope.
In particular, our statement regarding evolvability is solely in the context of the genes under regulation by feedback circuits. We realise, and already state so in the discussion, that this is not the only mechanism relating to organismal evolvability and that several other mechanisms are described (with potentially more to be found in the future). The statement on the evolution of bistability is similarly focused on the particular conditions considered in these simulations. The results solely indicate that evolution of bistability can happen under fluctuating environment and happens due to beneficial effects of increased nonlinearity, which is due to increased evolvability. This is not to say that this evolutionary scenario is the only one for the emergence of bistability. It is a highly plausible one for gene regulatory systems controlling the expression of environmentally responsive genes.
We would like to emphasise, however, that this study provides the first indication for a direct role of system dynamics (arising from gene regulation) to lead to a form of evolvability under fluctuating environments. In future work, it will be most interesting to test this finding in different cellular contexts and explore if the widely observed nonlinearity of cellular systems has a direct bearing on their adaptive capacity. Thank you again for submitting your work to Molecular Systems Biology. We have now heard back from the referee who agreed to evaluate this revised study. As you will see, the referee felt that the revisions made to this work had addressed the main issues raised during the previous round of review, and s/he is now largely supportive of publication. This reviewer has some minor suggestions for modifications (see below), and we have some issues of a more editorial nature, which we would ask you to carefully address in a final revision of the present work.
Whenever possible, Molecular Systems Biology encourages authors to provide biological models in a common machine readable format as supplementary material. Would it be possible to supply some kind of source code for the feedback models and the simulations, ideally so that other scientists could repeat the simulation experiments? Regardless, the Methods would benefit from some brief description of the software used to perform these simulations.
Please resubmit your revised manuscript online, with a covering letter listing amendments and responses to each point raised by the referees. Please resubmit the paper **within one month** and ideally as soon as possible. If we do not receive the revised manuscript within this time period, the file might be closed and any subsequent resubmission would be treated as a new manuscript. Please use the Manuscript Number (above) in all correspondence.
Thank you for submitting this paper to Molecular Systems Biology.
Sincerely,
Editor -Molecular Systems Biology msb@embo.org ---------------------------------------------------------------------------
Referee reports
The authors have addressed all the points raised. In particular, they define two measures of evolvability: (1) time to reach a fitness level and (2) a control-coefficient-like measure. These will certainly stimulate further studies at the interface of systems and evolutionary biology. I suggest the work for publication. It would be still useful to insert a couple of sentences to clarify the difference between the control coefficient (logarithmic sensitivity) and evolvability. In the formula for evolvability, only the parameter change is normalized (divided by the absolute value) while the change in fitness is multiplied by the absolute value. Does this formulation reflect that increasing the fitness in successive rounds of evolution is becoming more and more difficult given the limits of "optimizability"?
2nd Revision -authors' response 5 December 2011
We are happy to see that our previous revision was satisfactory to the editorial board and the reviewers. In response to the final, minor remarks from the reviewer, we included a more detailed description of the evolvability measure in light of the metabolic control coefficient. Our evolvability measure is similar in essence to the control coefficient in that it measures the sensitivity of the systems' fitness to pa-rameter changes. In practice, the control coefficient gives the relative change of a system variable (e.g. flux) in response to a relative change in a rate, while our evolvability measure gives the relative change of the average fitness arising from relative mutational shifting of the parameters over a given epoch (i.e. time window). We define relative change in fitness with respect to final rather than initial fitness, so to avoid relative change in fitness to become artificially sensitive to a small value of the ini-tial fitness, and to account for the experimentally observed saturation in fitness as it approaches higher values (Schoustra et al., PLoS Biology 7:11, 2009; MacLean et al., Genetics 186:4, 2010) . We have also included in the methods section a brief description of the source code and its availability. Both changes are highlighted with a yellow background in the revised manuscript. We hope that the manuscript is now suitable for publication in Molecular Systems Biology.
