Abstract. Finite-difference methods for parabolic initial boundary problems are usually treated as marching procedures. However, if the solution reaches a known steady state value as t -* oo, one may provide approximate values on a line t = Tfox a preselected 7* suitably large. With this extra data, it is feasible to consider the use of elliptic boundary-value techniques for the numerical computation of such problems. In this report we give a complete analysis of this method for the linear second-order case with time-independent coefficients. We also discuss iterative methods for solving the difference equations. Finally, we give an example where the method fails.
(1.1) du/dt = d2u/dx2, 0 < x < 1, r > 0 subject to the Dirichlet conditions w(x, 0) = fix), 0 = x = 1, (L2) «(0, t) = u(l, t) = 0, t^0.
It is well known that, provided fix) is "smooth", there is a unique solution m(x, f) and Rather than use these equations as a marching procedure, D. Greenspan recently, (see [10] , [11] ), proposed an alternative approach: Choose A7 large and solve the system The scheme selected by Greenspan is the leap-frog scheme discussed in Richtmyer [15] . When used as a marching procedure with parabolic problems, this scheme leads to an improperly posed numerical problem as data on the line ( = Ai must be supplied, in addition to the usual data, in order to start the calculation. (This is why it is possible to use it as a boundary-value procedure.) However, even if this extra data were exactly known, the scheme would in general be useless as a marching procedure : it is unconditionally unstable and therefore always diverges whenever the solution to the analytic problem contains arbitrarily high frequencies. We will show, however, that as a boundary-value procedure, for linear problems with time-independent coefficients, the scheme iá unconditionally uniformly convergent, and the rate of convergence is 0(/i2) as the "mesh-size" p. -> 0, T -* oo, under minimal smoothness of the solution. Indeed, for linear problems with time dependent coefficients and for mildly nonlinear problems, one has uniform convergence at the rate of 0(Ai3/2) as Af -» 0, T -» oo, Ax = 0(Ai), and at the rate of 0(Af2) for sufficiently smooth exponentially decaying solutions. These results will appear in a later report (see [4] also).
We also analyze an example with which Greenspan had computational difficulty and which points out one of the interesting features of the boundary value method. We then discuss the convergence of the usual iterative methods for solving the systems of linear equations which arise in this method. We observe that, unlike the case of systems of elliptic difference equations, line iterative methods may diverge even if the related point iterative methods converge.
As we have undertaken a very thorough study of this method, it is reasonable to comment on its merits and the meaning of the results at the conclusion. Thus, we include a short section of commentary.
1.2. Notation and Definitions. Let Ax, Af be small increments in the variables x, t, and let T = (¿V + l)At where N is a positive integer. Let M be a positive integer so that 1 = (M + l)Ax. Introduce a mesh over RT = {(x, t) | 0 < x < 1, 0 < t < T} by means of the lines x = fcAx, k = 1, ..., M, t = nAt, n = 1, ..., N.
We will be dealing with functions v{x, t) defined at the mesh-points of RT and we adopt the notation (1.6) v"k = vikAx, nAt).
Denote by V the M component vector, or M-vector License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Let t, denote an A/-component vector (1.9) t = {Y,e,...,ey.
We define the following norms and scalar products for complex-valued mesh functions: For any two M-vectors, X", Y", let their scalar product be defined by We will also use the norms:
(1.14) \\X*\\a = Max {\x% For any square matrix A of appropriate size we define (1.17) Ml = Sup ||,LY|| 11*11-1 the supremum being taken over all complex vectors. Given a function m(x, f), we sometimes write w(i0) to denote the function of x obtained from m when t is fixed at the value t0. Also u"(x) stands for u(x, nAt).
2. Abstract Problems of Parabolic Type. Let if be a separable Hubert space of complex valued functions defined on the open interval 0 < x < 1 with scalar product (u, v) and corresponding norm ||w||H. Let ||u|| oe be the essential supremum norm for such functions, and assume that there exists a constant K such that (2.1) ||u||H ^ K\\u\\x for every u e tf.
Let A be a linear operator with domain and range contained in H, sind let b0,bl be linear boundary operators acting at x = 0, x = 1, respectively. Consider the eigenvalue problem Av = Xv, 0 < x < 1, (2'2) bov = blv = 0.
We assume that the problem (2.2) has a complete set of orthonormal eigenfunctions {4>k} corresponding to strictly positive eigenvalues {Xk} with the property that (2.3) y ---< oo.
k Ak
Let R be the strip {(x, t) | 0 < x < 1, t > 0} in the (x, t) plane, and let/be a real valued function on R such that /(t) e H, as a function of x, for each fixed i. Let x(x) be a real valued function on [0, 1] belonging to H, and let \j/0it), i/^i) be defined and real for t §; 0. Consider the following abstract initial boundary-value problem on R, associated with the linear operator A:
Find a real valued function u(x, t) defined on R such that for each fixed t, u(t) e the domain of A as a function of x, and u is differentiable as a function of t, for each fixed x, and
We assume that the above problem has a unique solution w(x, t ) which reaches a known steady state value m*(x) as t -* oo, in such a way that ||u(f) -w*||H -> 0 as t -» oo, and so we speak of problems of parabolic type. Our main concern in this section is to describe a uniformly convergent semidiscrete finite-difference approximation to this abstract problem.
2.1. Semidiscrete Approximation to (2.4). Let At > 0 be a fixed "small" time increment. Let K, be a suitable positive constant. Choose T so that for some positive integer N we have (2.6) r = (A7+l)At and ||u(T) -u*\\H ^ X^f3.
Consider the following semidiscrete* * * approximation to the analytic problem (2.4) :
b0v" = ro, bxV = rx, »= 1,...,N. ., N -1, t"(x) is the "truncation error"
We will assume that u is such that (2.9) \\r"\\HiKAAt2, n = 1,..., N, KA = constant.
For example, this condition will be satisfied if u(x, t) has bounded continuous thirdorder time derivatives on R, and T is chosen so that ||«(T) -u*||H ^ Kt At3.
Because ||t"||h -* 0 as At -* 0, we say that (2.7) is consistent with the analytic problem. We rewrite (2.7) as Hence a -1 = |j8| = a < a.
Consider first |tsr| for s > r. Using the formula for the determinants At;we obtain
Since \ß\ = a -1,
and ( (see [14, p. 37 
]).
It is a standard result that the eigenvalues of (2. A" = (2n + l)(2n + 2), n = 0, 1, 2,... (see [7] ).
The set {P2n+Y spans L2[0, 1], since the complete set of Legendre polynomials spans L2[-1, 1] and P"(x) is an even function if n is even. As defined above, the P" are not normalized but satisfy ||P"IL = 1 f°r 1*1 S 1-However, if Finally, we remark that although we have emphasized one-dimensional problems, similar problems may be formulated in R" with H, for example, being a Sobolev space of functions on some bounded domain Q and A a uniformly elliptic operator of sufficiently high order. X(0) = <t>xi0), xW = <t>ii0).
We assume that a(x) ^ a0 > 0 and c(x) = 0, a having three or more continuous derivatives and b one or more continuous derivatives in R. We assume further that a, b, c, h, x, <Px, 4>2 are bounded and sufficiently smooth that a solution u(x, r) exists having three continuous time derivatives and four continuous space derivatives. All of the above mentioned derivatives as well as u itself will be assumed bounded on R.
(For existence, uniqueness and regularity theorems for parabolic equations, consult Friedman [8] .) As in the previous section, the amount of smoothness that we assume will suffice for the truncation error t" to be of the order of Ar2 + Ax2 in the discrete L2 norm and that is all we need. Thus, our assumptions may be weakened somewhat.
We assume that h, <p1, cp2 reach a steady state as r -* oo. Since c(x) -0, u(x, t) converges to a steady value u*(x) (see Friedman [8, Chapter 6] ) and we assume this convergence to be uniform in x. We may suppose that u*(x) is known without loss of generality. Indeed, we only require its values at mesh points, and these can be obtained with sufficient accuracy by existing numerical techniques, since w*(x) satisfies an inhomogeneous boundary-value problem for an ordinary differential equation. Finally, we assume that, given any e > 0, it is possible to estimate how large T must be chosen so that ||w(T) -u*||x < e e.g. by means of asymptotic formulae. As before, this approximation is consistent with the problem (3.1), i.e., the exact solution u satisfies (3.2) if we add an error term x\ on the right-hand side. For n = 1, ..., N -1, x"k is the truncation error due to replacing derivatives by finite-difference quotients. For n = N, there is an additional error due to prescribing u*(x) on the line r = T instead of the exact solution u(T). Since we chose T large enough, we have the estimate Proof In the selfadjoint case (i.e. f>(x) = 0) these results are to be found in Bück-ner [3] . In this more general case, the lemma follows from the discrete maximum principle, and from Lemma 3.1 together with Biickner's argument. Another proof may be found in [4] and [5] , which proceeds via a discrete analog of the Sturm comparison theorem.
Theorem . Let p2 = (Ar2 + Ax2) and let {V}^= t be the solutions of Eqs. (3.3), or equivalently of (3.4). Let {1/"}^=! be the vector obtained from evaluations of w(x, r) at the mesh points. Finally, assume This problem has the unique solution u = sin nx sin t. It differs from the class of problems considered in the previous sections in that c(x) is negative and the related Sturm-Liouville problem has the eigenvalue A = 0. Nevertheless, since u = 0 at r = 7t and at r = 2n, we may select either of these lines as the line t = T sind prescribe the exact solution u = 0 on r = T in our difference approximation to (4.1). Thus, if H is the tridiagonal matrix of order M given by The computation of this example was attempted by Greenspan in [10] with T = 2n. However, he was not able to solve the system of difference equations by point successive over-relaxation for any value of cu. Apart from that, the above example has another interesting property : As we shall see, it makes a difference whether one selects T = it or T = 2n. With T = n, the unique solution V of the system hj -n2 -2j2 for ; sufficiently large. i.e., Max |as|2 = X, Ar4. which implies uniform convergence whether T = it or 2n. This completes the proof of the theorem.
We will see later, however, that whether T = n or 2n and whether N is even or odd, it is not possible to solve the system of difference equations (4.3) by either the point Jacobi or the point successive over-relaxation method. We conclude this section with an observation on the Moore-Penrose pseudo-inverse (or general reciprocal), of a matrix [see [12] ], in relation to the semidiscrete approximation for the analytic problem (4.1).
If we discretize only the time variable in (4.1), as was done in Section 2, we obtain the system Point Iterative Methods for the "Model Problem" A = H. We consider now point iterative methods for the case A = H corresponding to the heat equation. We will assume that Ar, Ax approach zero in such a way that Ar = y Ax where y is a positive constant.
We will show that there always exists an interval 0 < co < co3 such that the point successive over relaxation method converges, but that the point Jacobi (and hence the point Gauss-Seidel) method converges if and only if y -yc, where yc is a constant which depends on the range of the space variable x in the analytic problem.
In the point Jacobi method, Q is again split so that Q = F -N' where now F is the matrix obtained from Q by deleting all but the main diagonal elements of Q. If L and U sire respectively the lower and upper triangular parts of A/', the point successive over-relaxation method corresponds to the splitting Q = P -N with Consider first the eigenvalues of (P')_ 1N', given by We see then that even if (4.54) is not satisfied, Young's theorem shows that the point successive over-relaxation method converges for all co such that if Ax is sufficiently small.
Consequently the point successive over-relaxation method diverges for every co by Young's theorem. In particular, the Gauss-Seidel method (and therefore the point Jacobi method) diverges.
Remarks.
(a) Merits of the Boundary-Value Method. It is impossible to comment fully on the merits of any method. On the one hand the advantages or disadvantages are to some extent determined by the existing computational hardware. Thus, suppose that in our present situation line iterative methods were advantageous, as in the case of elliptic problems, and that one had access to a large multi-processing parallel computer. Then the method analyzed here would be extremely worthwhile. At the present time, and with the existing approaches to the matrix inversion problem, one must be less enthusiastic.
On the other hand, advantages or disadvantages of a method also depend on the computational requirements of the "customer." Suppose that one wishes to perform such a "long time" calculation and be certain of the error. In that case, the usual marching procedures, e.g., the Crank-Nicolson, suffer from the possible growth of round-off error. In the method described here for the problem (3.1), one has an estimate (uniform in t and p = (Ar2 + Ax2)1/2) of the form (5.1) ||M-1|| Ú constant, where M is the matrix of (3.4), (see Lemma 4.2). Hence, one may obtain an a posteriori error estimate by simply computing residuals. As a matter of fact, the error in many marching procedures for (3.1) grows linearly with the time even in the absence of round-off error. Such is not the case here.
(b) Further Comments. Aside from the potential usefulness of the boundary-value procedure, the results obtained here are of independent interest. Thus for the abstract problem of Section 2.1, we have shown that if the operator A satisfies (2.3), L2 consistency of the approximating semidiscrete problem is sufficient to guarantee uniform convergence. Presumably one may consider more general abstract problems; how-
