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I. INTRODUCTION
D UE TO the ever-growing need for more efficient and scalable systems for cloud storage and data storage in general, distributed storage has become an increasingly important ingredient in many data systems. In their seminal paper [2] , Dimakis et al. introduced network coding techniques for large-scale distributed storage systems such as data centers, cloud storage, peer-to-peer storage systems and storage in wireless networks. These techniques can, for example, considerably improve the storage efficiency compared to traditional storage techniques such as replication and erasure coding.
Failing devices are not uncommon in large-scale distributed storage systems [3] . A central problem for this type of storage is therefore to design codes that have good distributed repair properties. Several cost metrics and related tradeoffs [2] , [4] - [8] are studied in the literature, for example Manuscript received January 12, 2015; revised October 24, 2015; accepted July 8, 2016. Date of publication August 29, 2016 ; date of current version September 13, 2016. R. Freij-Hollanti was supported by the Finnish Academy of Science and Letters. C. Hollanti was supported in part by the Academy of Finland under Grant 276031, Grant 282938, and Grant 283262, and in part by the Magnus Ehrnrooth Foundation, Finland. This paper was presented at the 2014 IEEE Information Theory Workshop, Hobart, Tasmania, [1] .
T. Westerbäck repair bandwidth [2] , [4] , disk-I/O [9] , and repair locality [10] - [12] . In this paper repair locality is the subject of interest.
The notion of a locally repairable code (LRC) was introduced in [13] , and such repair-efficient codes are already used in existing distributed storage systems, e.g., in the Hadoop Distributed File System RAID used by Facebook and Windows Azure Storage [14] . There are two notions of symbol locality considered in the literature: information locality only requires information symbols to be locally repairable, while all-symbol locality requires this to be true for all code symbols. The subject of interest in this paper is the all-symbol locality.
It is well-known that nonlinear codes often achieve better performance than linear ones, e.g., in the context of coding rates for error-correcting codes and maximal throughput for network codes. Almost affine codes were introduced in [15] as a generalization of linear codes. This class of codes contains codes over arbitrary alphabet size, not necessarily prime power. In this paper, we are studying LRCs in the generality of almost affine codes.
We will consider five key invariants (n, k, d, r, δ) of locally repairable codes. The technical definitions are given in Section II-A, but in short, a good code should have large rate k/n as well as high global and local failure tolerance d and δ, respectively. In addition, it is desirable to have small r , which will determine the maximum number of nodes that have to be contacted for repair within a "local" repair set.
In this paper, our main tools for analyzing LRCs come from matroid theory. This is a branch of algebraic combinatorics with natural links to a great number of different topics, e.g., to coding theory, graph theory, matching theory and combinatorial optimization. Matroids were introduced in [16] in order to abstractly capture properties analogous to linear independence in vector spaces and independence in graphs. Since its introduction, matroid theory has been successfully used to solve problems in many areas of mathematics and computer science. Matroid theory and the theory of linear codes are closely related since every matrix over a field defines a matroid. Despite this fact, until rather recently matroid theory has only played a minor part in the development of coding theory. One pioneering work in this area is the paper by Greene from 1976 [17] . In this paper he describes how the weight enumerator of a linear code C is determined by the Tutte polynomial of the associated matroid of C. Using this result, Greene gives an elegant proof of the MacWilliams identity [18] . Generalizations of these results have then been presented in several papers, for example in [19] and [20] . Another important instance of matroidal methods in coding 0018-9448 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
theory is the development of a decomposition theory of binary linear codes [21] . Today, matroid theory also plays an important role in information theory and coding theory, for example in the areas of network coding, secret sharing, index coding, and information inequalities [22] - [24] . In this paper, while our main goal is investigating almost affine LRCs with the aid of matroid theory, ideas from the theory of LRCs will also be utilized to acquire new results in matroid theory.
A. Related Work
One of the most classical theorems in coding theory is the Singleton bound, discussed in Section II-B [25] . Its classical version bounds the minimum distance d of a code from above in terms of the length n and dimension k. Recent work sharpens the bound in terms of the local parameters (r, δ) [10] , [26] - [28] , as well as in terms of other parameters [13] , [29] , [30] .
There are different constructions of LRCs that are optimal in the sense that they achieve a generalized Singleton bound, e.g. [14] , [26] , [31] - [33] . Song et al. [32] investigate for which parameters (n, k, r, δ) there exists a linear LRC with all-symbol locality and minimum distance d achieving the generalized Singleton bound from [26] . The parameter set (n, k, r, δ) is divided into eight different classes. In four of these classes it is proven that there are linear LRCs achieving the bound, in two of these classes it is proven that there are no linear LRCs achieving the bound, and the existence of linear LRCs achieving the bound in the remaining two cases is an open question. Independently to the research in this paper, Wang and Zhang used linear programming approaches to strengthen these results when δ = 2 [28] .
It was shown in [14] , that the r -locality of a linear LRC is a matroid invariant. This was used in [14] to prove that the minimum distance of a class of linear LRCs achieves a generalized Singleton bound. Moreover, there are several instances of results in the theory of linear codes that have been generalized to all matroids. Examples on how these results can be interpreted for other objects that can represent a matroid, such as graphs, transversals and certain designs can be found in [34] .
Recently, the present authors have studied locally repairable codes with all-symbol locality [35] . Methods to modify already existing codes were presented and it was shown that with high probability, a certain random matrix will be a generator matrix for a locally repairable code with a good minimum distance. Constructions were given for three infinite classes of optimal vector-linear locally repairable codes over an alphabet of small size. The present paper extends and deviates from this work by studying the combinatorics of LRCs in general and relating LRCs to matroid theory. This allows for the derivation of fundamental bounds for matroids and linear and almost affine LRCs, as well as for the characterization of the matroids achieving this bound.
In this paper, we have chosen to call the codes and matroids achieving the generalized Singleton bound perfect instead of optimal, reserving the term optimal for the best existing solution, i.e., for codes achieving a tight bound instead of the (in some cases loose) Singleton bound. See Definition 14 and the follow-up footnote for more details.
B. Contributions and Organization
The first contribution of this paper is to extend the definitions of the parameters (n, k, d, r, δ) in [26] from linear codes to the much larger class of almost affine codes, and to show that these parameters are matroid invariant for all almost affine LRCs. We then proceed to prove the main results of this paper, which can be summarized as follows:
(i) A matroid analogue of the generalized Singleton bound in [26] [32] , leaving open only a minor subregime of b > a ≥ k r − 1, where a = r k r − k and b = (r +δ−1) n r+δ−1 −n. This complements recent and independent research by Wang and Zhang [28] , where they settle the existence in the subregime n r+1 > b and δ = 2 using integer programming techniques. The proofs of some of the longer theorems and the explicit constructions of matroids with prescribed parameters are given in the Appendix.
II. PRELIMINARIES

A. Parameters (n, k, d, r, δ) of Locally Repairable Codes
In this subsection, we introduce the parameters (n, k, d, r, δ) defined in [26] for linear locally repairable codes. We extend this definition to the much wider class of almost affine codes, to be introduced in II-F. Figure 1 serves as a visual aid for the technical definitions. The information symbols (a, b, c, d, e, f ) are stored on twelve nodes as in the figure. Equivalently, we think of the content of the twelve nodes as a codeword, and of the content of an individual node as a code symbol. Within each of the local clouds (or locality sets), three symbols are enough to determine the other two. Thus, Figure 1 depicts a (12, 6, 3, 3, 3)-LRC, according to the following definitions. Let C ⊆ A n be a code such that |C| = |A| k , where A is a finite set, also referred to as the alphabet. For any subset X = {i 1 , . . . , i m } ⊆ [n] = {1, 2, . . . , n}, let C X denote the projection of the code into A |X | , that is
The code C X is also called a punctured code in the coding theory literature. The minimum (Hamming) distance d of C can be defined in terms of projections as d = min{|X| : X ⊆ [n] and |C [n]\X | < |C|}.
For 1 ≤ r ≤ k and δ ≥ 2, an (r, δ)-locality set of C is a subset S ⊆ [n] such that (i) |S| ≤ r + δ − 1 (ii) For every l ∈ S, L = {i 1 , . . . , i |L| } ⊆ S \ {l} and |L| = |S| − (δ − 1), c l is a function of (c i 1 , . . . , c i |L| )), where c = (c 1 , . . . , c n ) ∈ C. We say that C is a locally repairable code (LRC) with all-symbol locality (r, δ) if all the n symbols of the code are contained in an (r, δ)-locality set. The locality sets can be also referred to as the local repair sets.
We remark that the symbols in a locality set S can be used to recover up to δ − 1 lost symbols in the same locality set. Further, we note that each of the following statements are equivalent to statement (ii) above:
(ii ) For any l ∈ S, L = {i 1 , . . . , i |L| } ⊆ S \ {l}, and
is the minimum distance of C S . An LRC with parameters (n, k), minimum distance d, and all-symbol locality (r, δ) is an (n, k, d, r, δ)-LRC. Since we focus only on all-symbol locality in this paper, we will henceforth use the term LRC to mean a locally repairable code with all-symbol locality.
B. The Singleton Bound
For any [n, k]-linear code with minimum distance d, the Singleton bound is given by
This bound was generalized for locally repairable codes in [10] (the case δ = 2) and [26] (general δ) as follows. A linear LRC with parameters (n, k, d, r, δ) satisfies
While the bounds in [10] and [26] are stated assuming only information locality, so are of course in particular still valid under the stronger assumption of all-symbol locality. Other generalizations of the Singleton bound for linear and nonlinear LRCs can be found in [13] , [29] , and [30] .
C. Graphs, G = (V, E)
Let us fix some standard graph-theoretic notation that will be used at two stages in the constructions. A (finite) directed graph G = (V, E) is a pair of a finite vertex set V , whose elements are called nodes or vertices, and an edge set E ⊆ V × V of pairs called arcs or edges. Graphs are often drawn with the vertices as points and arcs (v, u) as arrows v → u. We call v the tail of (v, u), and u the head. A path
If v 0 = v n , then the path is called a (directed) cycle.
An important case of graphs is when E is symmetric, i.e., (u, v) ∈ E if and only if (v, u) ∈ E. In such case, it is customary to identify the two pairs (u, v) and (v, u) with the set {u, v}, and erase all the heads of the arrows in the drawing. When talking about a graph without specifying that it is directed, the symmetric situation is assumed. Observe that this definition allows for loops edges (where the tail and the head is the same), but not multiple edges. In this paper, we will assume that all graphs, both symmetric and directed, are without multiple edges and loops.
D. Posets and Lattices, (P, ⊆)
Before studying matroids, we need a minimum of background on poset and lattice theory. We refer the reader to [37] for more information on posets and lattices. The material in this section is used only in the technical work with the lattice of cyclic flats of matroids.
A collection of sets P ⊆ 2 E ordered by inclusion ⊆ defines a (finite) poset (P, ⊆). A chain C of (P, ⊆) is a set of elements X 0 , . . . , X m ∈ P such that X 0 X 1 . . . X m . The length of a chain C is defined as the integer l(C)
is a lattice if every pair of elements of P has a meet and a join. If (P, ⊆) is a (finite) lattice, then there are two elements 0 P , 1 P ∈ P such that 0 P ⊆ X and X ⊆ 1 P for all X ∈ P. The atoms and coatoms of a lattice (L, ⊆) are defined as
respectively.
E. Matroids, M = (ρ, E)
Matroids can be defined in many equivalent ways, for example by their rank function, nullity function, independent sets, circuits and more [38] . For our purpose, the following definition will be the most useful. Let 2 E denote the set of all subsets of E. A matroid M on a finite set E is defined by a rank function ρ : 2 E → Z satisfying the following axioms:
The nullity function η :
Let X be any subset of E. The subset X is independent if ρ(X) = |X|, otherwise it is dependent. A dependent set X is a circuit if all proper subsets of X are independent, i.e., ρ(X) = |X| − 1 and ρ(Y ) = |Y | for all subsets Y X. The closure of X is defined as
The subset X is a flat if cl(X) = X. It is cyclic if it is a (possible empty) union of circuits. The sets of circuits, independent sets, cyclic sets and cyclic flats of a matroid M is denoted by C(M), I(M), U(M) and Z(M), respectively. We omit the subscript M when the matroid is clear and write C, I, U and Z, respectively. The set of cyclic flats together with inclusion defines the lattice of cyclic flats (Z, ⊆) of the matroid. The restriction of M to X is the matroid
F. Almost Affine Codes and Their Associated Matroids
Note that if C is an almost affine code, then all projections C X of C are also almost affine.
In [15] it is proven that every almost affine code C ⊆ A n induces a matroid
Examples of matroids which cannot be represented by any almost affine code are given in [39] . Moreover, an example of a matroid which can be represented by an almost affine code over a three letter alphabet, but not by any linear code is given in [15] . This example is the so-called non-Pappus matroid. 
which we think of as a generator matrix of a linear code C over the field F 5 . The code C is the row span of G, E = {1, . . . , 12} is the set of columns, and the rank of a subset of E is the rank of the corresponding submatrix, i.e.,
where G I is the submatrix of G whose columns are the columns indexed by I . Below are some independent sets, circuits, cyclic flats and rank functions of some subsets of E for the matroid M. The reader can verify that the code generated by this matrix corresponds to the storage system in Figure 1 , when the rows are the information symbols.
G. Basic Properties of Matroids and the Lattice of Cyclic Flats
For the applications in this paper, the most important matroid attribute is its lattice of cyclic flats. This is because the minimal cyclic flats of matroids will correspond to local repair sets of the LRC. In this subsection, we present basic properties of the lattice of cyclic flats, that will be needed in later parts of the paper.
Proposition 2 (See [40] ): Let M = (ρ, E) be a matroid.
Then C is the set of minimal elements in D, ordered by inclusion. (iii) (Z, ⊆) is a lattice with the following meet and join for X, Y ∈ Z, X ∧ Y = {C∈C:C⊆X ∩Y } C and X ∨ Y = cl(X ∪ Y ). The assertion (i) in Proposition 2 shows that a matroid is determined by its cyclic flats and their ranks. Conversely, the following theorem gives an axiomatic scheme for a collection of subsets on E and a function on these sets to define the cyclic flats of a matroid and their ranks. This will allow us to construct matroids with prescribed parameters in Section III.
Theorem 3 (See [40, Th. 3.2] ): Let Z ⊆ 2 E and let ρ be a function ρ : Z → Z. There is a matroid M on E for which Z is the set of cyclic flats and ρ is the rank function restricted to the sets in Z if and only if
The results in the proposition below are basic matroid results that will be needed several times in the proofs of other results given later in this paper. We give a proof for the results in Proposition 4 that we have not been able to find in the literature. For the other results we only give a reference.
Proposition 4: Let M = (ρ, E) be a matroid and let X, Y be subsets of E, then
Proof: Properties (i), (ii), (v), (vii) and (viii) can be found in [41, Lemma 2.2.4, Lemma 2.3.1, the paragraph under Lemma 2.4.5]. Property (iv) is a consequence of [38, Proposition 1.4.10 (ii)]. For (iii), assume that ρ(X) < ρ(E) and 1 Z = E. Thus, cl(X) = E and η(X) ≤ η(cl(X)). Let U be the largest cyclic set such that U ⊆ cl(X). From [41, Lemmas 2.4.8 and 2.5.2], we have that η(cl(X)) = η(U ) and that U is a cyclic flat. Property (iv) now follows from the fact that
Property (vi) is a direct consequence of (v). Property (ix) is a consequence of property (x) which can be found in [38, Lemma 1.4 
.2]
Example 5: Continuing with Example 1, and remembering that the elements of M G are the columns of G, we see that the cyclic flats of M G are the submatrices in Figure 2 . The atomic cyclic flats are thus the submatrices corresponding to column sets {1, 2, 3, 7, 10}, {3, 4, 5, 8, 11} and {1, 5, 6, 9, 12}. Remembering from (8) that the rows are indexed by the information symbols (a, b, c, d, e, f ), these atomic cyclic flats agree exactly with the local clouds in Figure 1 . 
III. LOCALLY REPAIRABLE MATROIDS
A. The Parameters (n, k, d, r, δ) for Matroids
In this subsection we show that the parameters (n, k, d, r, δ) are matroid invariants for an almost affine LRC. This will allow us to extend the definition of these parameters to matroids in general.
Let C be an almost affine (n, k, d, r, δ)-LRC over some finite alphabet A. By the definition given in Eq. (7), we know that |C X | = |A| ρ C (X ) , which specializes to k = ρ C ([n]) when X = [n]. In [15] it is proven that
Consequently, since the projection C X is also almost affine, (2) implies that
where d(C X ) denotes the minimum distance of C X .
Using the observations above and the definition of an (n, k, d, r, δ)-LRC given in Section II-A, we conclude the following theorem.
Theorem 6: Let C be an almost affine LRC with the associated matroid M C = (ρ C , [n]). Then, the parameters 
These results can now be taken as the definition of the parameters (n, k, d, r, δ) for an arbitrary matroid.
The parameters n and k are obviously defined for all matroids. We note that the parameter d is finite if and only k > 0. Furthermore, we notice that every element x ∈ E is contained in some cyclic set S x if and only if 1 Z = E. If this is the case, and r = max{|S x | − 1 : x ∈ X}, then M has (r, 2)-locality. As a consequence of the observations above, we get the following proposition.
Observe that if M has (r, δ)-locality, then by Definition 7 (iv), M has (r , δ )-locality for r ≤ r ≤ k and 2 ≤ δ ≤ δ with r + δ ≤ r + δ. So neither the values of (r, δ) nor the locality sets S x are in general uniquely determined for a matroid M.
B. A Generalized Singleton Bound for (n, k, d, r, δ)-Matroids
The main result of this subsection is Theorem 12 which gives a Singleton-type bound on the parameters (n, k, d, r, δ) for matroids. In the case of linear LRCs with information locality and trivial failure tolerance δ = 2, i.e., only tolerating one failure, the bound was given in [10] .
The core ingredients of the proof of Theorem 12 are the same as in [10] , interpreted for matroids. First, we relate the parameters (n, k, d, r, δ) of a matroid to its lattice of cyclic flats in Theorem 9. Then in Lemma 11, we obtain a large cyclic flat Y m−1 of rank less than k. In Theorem 12 we relate Y m−1 to d, thereby proving the theorem.
The proof is given in the Appendix. As η(Z ) is non-negative for every Z , Theorem 9 (ii) c) gives
for any (r, δ)-locality S x . Moreover, we observe that for any atom S in a lattice of cyclic flats with 0 Z = ∅, we can use any subset S ⊆ S as a locality set when |S | > ρ(S). However, different choices of locality sets may give different values on the parameters (r, δ). Example 10: Representing the cyclic flats associated to the matroid M G from Example 5 just by their corresponding sets and ranks in Figure 3 , we use Theorem 9 to get the parameters (n, k, d, r, δ) of the linear LRC that is generated by the matrix G given in Example 1.
The values for (n, k, d) are n = 12, k = 6,
Using S 1 = {1, 2, 3, 7, 10}, S 2 = {3, 4, 5, 8, 11} and S 3 = {1, 5, 6, 9, 12} as the locality sets, we get the parameters (r, δ) = (3, 3). From Theorem 9, we derive a chain of cyclic flats, from which we will extract a large cyclic flat, to be used in the proof of Theorem 12.
Lemma 11: Let M = (ρ, E) be an (n, k, d, r, δ)-matroid. Then there is a chain
The proof is given in the Appendix.
We are now ready to prove the generalized Singleton bound for matroids.
Proof: Let
On the other hand, by
Combining these results we get
We also give three additional bounds on the parameters of a matroid.
Proposition 13:
The proof is given in the appendix. In the case of codes, Proposition 13 (i) and (iii) have natural interpretations. Indeed, (i) says that the local minimum distance is bounded from above by the global minimum distance, and (iii) says that the global code rate is bounded from above by the local code rate. 
C. A Structure Theorem for Matroids Achieving the Generalized Singleton Bound
In analogy, we will call a LRC satisfying (10) a perfect LRC. 1 These notions should not be confused with those of a perfect matroid design or a perfect code in classical coding theory literature. Theorem 15 gives some necessary structural properties for perfect (n, k, r, δ)-matroids with r < k. We will use this structure theorem to prove that for certain values of (n, k, r, δ), there are no perfect (n, k, r, δ)-matroids, and consequently no perfect LRCs. The degenerate case when r = k is easier, and is considered in Section IV-B1.
A collection of sets X 1 . . . , X j is said to have a non trivial union if
Theorem 15: Let M = (ρ, E) be an (n, k, d, r, δ)-matroid with r < k and
Let then {S x : x ∈ E} ⊆ U(M) be a collection of cyclic sets for which the statements a) -c) in Theorem 9 (iv) are satisfied. 
The proof is given in the Appendix. By the structure theorem 15 above we get the following corollary.
Corollary 16: Let M = (ρ, E) be an (n, k, d, r, δ)-matroid with r < k and
Then M has a collection of cyclic flats F 1 , . . . , F m such that (i) {F i } i∈[m] has a non trivial union, 
, |I | = k r and j ∈ I . Proof: The statements (i)-(v) follows directly from Theorem 15 (i)-(ii) and Theorem 9 (iv). Statement (vi) is a consequence of (i) and Theorem 15 (iii), since (i) implies that {F i } i∈I has a non trivial union. For statement (vii) we first observe by (iv), (vi) and Proposition 2 (iii) that
Hence, by (vi) and axiom (Z3) in Theorem 3,
We remark that structure theorems similar in spirit to the above have been given for linear (n, k, d, r, δ)-LRCs in [10] and [42] . Namely, [42, Th. 2.2] covers the case when r |k, showing that local repair sets correspond to linear [r + δ − 1, r, δ]-MDS codes and are mutually disjoint. Reference [10, Th. 7] proves the same in the special case δ = 2.
Corollary 16 (iv) means that the local matroid M|F i is uniform of rank |F i | − (δ − 1), for i = 1, . . . , m. When the matroid comes from a linear code, the code in question is thus an [|F i |, |F i | − (δ − 1), δ]-MDS code. By (vi) and (vii) in Corollary 16, we obtain conditions on how large the intersections of union of subsets of the cyclic flats {F i } i∈ [m] can be. These results imply the corresponding results on linear LRCs.
IV. CONSTRUCTIONS AND CLASSES
OF (n, k, d, r, δ)-MATROIDS The generalized Singleton bound theorem for matroids gives an upper bound for the value of d in terms of the parameters (n, k, r, δ) for a matroid. In subsection IV-A we will give some constructions on (n, k, d, r, δ)-Matroids. These constructions will then be used in Subsection IV-B, where we will investigate, given different classes of the parameters (n, k, r, δ), whether or not perfect (n, k, r, δ)-matroids exist.
A. Combinatorial Constructions of (n, k, d, r, δ)-Matroids
In this section we will give four increasingly specialized constructions of (n, k, d, r, δ)-Matroids. The constructions are purely combinatorial, and proceed by assigning the atomic cyclic flats, together with the rank function on the lattice of cyclic flats. In Section V, we prove that the matroids we have constructed can be represented by linear codes.
1) General Construction of (n, k, d, r, δ)-Matroids: Let F 1 , . . . , F m be a collection of subsets of a finite set E and define F I = i∈I F i for I ⊆ [m]. Further, let k be a nonnegative integer and ρ a function ρ :
Note that the extension of ρ given in (11) is well defined, as by (iii), E is not in Z <k . Also note that F ∅ = ∅ and ρ(F ∅ ) = 0. Finally, we define
Theorem 17: Let F 1 , . . . , F m be a collection of subsets of a finite set E, k a nonnegative integer and ρ : {F i } i∈[m] → Z a function satisfying (i)-(iv) in the general construction. Then Z and ρ : Z → Z, defined in (11) , define an (n, k, d, r, δ)matroid M(F 1 , . . . , F m ; k; ρ) on E for which Z is the collection of cyclic flats, ρ is the rank function restricted to the cyclic flats, I is the set of independent sets, and (i) n = |E|,
The proof is given in the Appendix. 7, 3, 3) . By Theorem 17, this corresponds to a matroid of size 14 and minimum distance 4.
2) Specialized Construction of (n, k, d, r, δ)-Matroids: To construct (n, k, d, r, δ)-Matroids with large d in Section IV-B, we will use a special case of the construction in 17. We represent the atomic cyclic flats F i by nodes in a graph, with labelled edges representing the intersections between the flats. The construction of a lattice of cyclic flats from a weighted graph can be made much more general by assigning weights to the nodes, representing the size and rank of the corresponding flats. However, in this section we specialize all parameters to obtain matroids that achieve the Singleton bound.
Let G be a graph with vertices [m] and edges W , and let γ : W → Z ≥1 be a positive integer-valued function on the edge set. Moreover, let (k, r, δ) be three integers with 0 < r < k and δ ≥ 2, such that (i) G has no triangles,
From the graph G we construct the sets F 1 , . . . , F m and the rank function ρ by first assigning the following:
Note that (iv)-(vi) uniquely defines the sets F 1 , . . . , F m and their ranks, up to isomorphism. This can be seen by induction over m, observing that (iv) guarantees that the intersections F i ∩ F j can be chosen to be disjoint for different j . This is required, as there is no 3-cycle in the graph G, so
Also note that, while n is not a parameter of the graph construction, it is a function of the parameters, as we have
Theorem 19: Let F 1 , . . . , F m and ρ : {F i } → Z be constructed from a weighted graph (G, γ ) with parameters (k, r, δ) according to (i)-(vi) in the specialized construction. Then ({F i }, ρ) satisfies (i)-(iv) in IV-A1. In particular, {F i } are the atomic cyclic flats of an (n, k, d, r, δ)-matroid with (i) n = (r + δ − 1)m − w∈W γ (w),
The proof is given in the Appendix. Now, in addition, we assume that G has girth at least max{4, k r + 1}, and that the weight function γ does not take too large values. Then we get the following theorem, on the existence of perfect (n, k, r, δ)-matroids.
Corollary 20: Let (G, γ ) be a weighted graph, and let (k, r, δ) be integers such that (i)-(iii) in the specialized construction is satisfied. Let b = w∈W γ (w), and a = k r r −k. Assume moreover that G has no l-cycles, for l ≤ k r , and that w∈W ∩I ×I γ (w) ≤ a for every I ⊆ [m] with |I | = k r . Then there exists a (n, k, d, r, δ)-matroid with
If, on the other hand, |I | = k r , then
by assumption. Thus, the corollary follows from Theorem 19. Corollary 21: Let (G, γ ) be a weighted graph, and let (k, r, δ) be integers such that (i)-(iii) in the specialized construction is satisfied. Let b = w∈W γ (w), and a = k r r − k. Assume moreover that G has no l-cycles, for l ≤ k r , and that
for every w ∈ W . Then there is an
. Proof: Since G has no l-cycles for l ≤ k r , we have for every I ⊆ [m] with |I | = k r that |W ∩ I × I | ≤ k r − 1.
Since γ (w) ≤ , we then get
so Theorem 20 applies. We remark that in order to find as small n as possible for a chosen (k, r, δ, a, b) in Corollary 21, we want to find a good graph with as few nodes as possible. To find such a graph, Example 22: Let G denote the graph in Figure 4 on the vertex set [6] , where the values of γ are written above the edges in the graph, and (k, r, δ) = (14, 4, 2). We get b = γ (w) = 3 and a = r k r − k = 2 By Corollary 21, this graph corresponds to a (27, 14, 11, 4 , 2)-matroid on the ground set [27] , with six atomic cyclic flats F 1 , . . . F 6 , where
Example 23: Let G = G(γ ; k, r, δ, a, b) denote the graph in Figure 5 on the vertex set [11] . The γ -values for the edges are written in the graph and (k, r, δ, a, b) = (19, 9, 5, 8, 21) .
By Corollary 21, this graph corresponds to a (122, 19, 96, 9, 5)-matroid, whose lattice of cyclic flats has 11 atoms.
B. The Maximal d for (n, k, r, δ)-Matroids
We know by Theorem 12, that the inequality
holds for any (n, k, d, r, δ)-matroid. It is then very natural to ask what is the maximal value of d, for which there exists an (n, k, r, δ)-matroid, for given (n, k, r, δ) with 0 < r ≤ k ≤ n − (δ − 1) k r and δ ≥ 2. We will denote this maximal value d max = d max (n, k, r, δ). The case r = k is degenerate, and we will consider this first. The case when r < k will be further divided into four subcases in Theorem 26. Theorem 26 will later translate into results for linear LRCs in Theorem 35 and Theorem 36.
1) The Maximal Value of d When r = k: A well known class of matroids is the class of uniform matroids [38] , defined as U k n = (ρ, E), where |E| = n and ρ(X) = min{|X|, k}.
This implies that the cyclic sets of U k n is
and that the cyclic flats are
If k = r , the generalized Singleton bound given in Theorem 12 reduces to the classical Singleton bound, d = n − k + 1. Then using Theorem 9 (iii), we get that Z = {∅, E}, so M is the uniform matroid U k n . For (r, δ) -locality, let S x = U k n for each x ∈ E and δ = d = n −k +1. Then |S x | = r +(δ −1) and d(S x ) = δ. Consequently, U k n is a matroid with parameters (n, k, d, r, δ) = (n, k, n − k + 1, r, n − k + 1) .
2) The Maximal Value of d When r < k: As the first result of this section, we prove that
where the second inequality is Theorem 12 revisited. We will then use the graph constructions given in Theorem 19 and Theorem 20, in order to construct matroids with larger d.
In the cases when d max < n − k − ( k r − 1)(δ − 1), we will use Theorem 15 to prove this.
Theorem 24: For any (n, k, r, δ) there exists a (n, k, d, r, δ) 
Proof: Let m = It is readily seen that M has minimum distance
In particular, when δ = 2, this means that the optimal minimum distance is one of n − k + 1 − k r and n − k − k r . The remainder of this section aims at deciding which of these two possibilities is the case for fixed Before stating the technical theorem on d max , we need the following qualitative result.
Proposition 25: Let M be an (n, k, d, r, δ) -matroid and let a = k r r − k and b = n r+δ−1 (r + δ − 1) − n. Then the following hold,
Proof: Let n r+δ−1 = k r + t. Note that n − k ≥ k r (δ − 1) by Proposition 13. Hence,
.
Theorem 26 : Let (n, k, r, δ) be integers such that (n, k, r, δ) be the largest d such that there exists an (n, k, d, r, δ) -matroid. Then the following hold.
. Proof: The proof is given in the Appendix. In the proof of Theorem 26(iv), we will notice that a simpler bound, but in general not as good, is (n, k, d, r, δ) -MATROIDS TO (n, k, d, r, δ) -LRCs In this section we will use the previous results on (n, k, d, r, δ)-matroids to get new results on linear and almost affine (n, k, d, r, δ)-LRCs. All the proofs of the non-existence of matroids immediately give corresponding bounds for codes. To verify the other direction, obtaining codes with prescribed parameter values from matroids with the same parameters, we will show that the class of matroids given in Theorem 17 is a subclass of a class of matroids called gammoids. Gammoids have the property that they are representable over any finite field of sufficiently large size.
The main result in this section is Theorem 28. Theorem 28: Let M(F 1 , . . . , F m ; k; ρ) be an (n, k, d, r, δ) matroid that we get in Theorem 17. Then for every large enough finite field there is a linear LRC over the field with parameters (n, k, d, r, δ) .
A. Transversal Matroids and Gammoids
We start by giving a short introduction to gammoids. For more information on this fascinating class of matroids we refer the reader to [38] and [43] .
A gammoid is associated to a directed graph G as follows. Many natural classes of gammoids, can be represented over fields of much smaller size than 2 n . For example, a uniform matroid U k n (12) is a gammoid associated to a complete bipartite graph with V = S ∪ T , |S = n|, |T | = k and D = S × T . However, uniform matroids are represented by linear [n, k, d = n − k + 1]-MDS codes, which exist over F q when q ≥ n. Linear (n, k, d, r, δ) 
B. Constructions of
Theorem 28 follows immediately from Lemma 31 and Theorem 30. The key element is the construction of a directed graph whose associated gammoid is the matroid from Theorem 17. This construction is detailed in Algorithm 1.
Lemma 31: Let F 1 , . . . , F m be a collection of subsets of a finite set E whose union is E, and write F I = ∪ i∈I F i . Let ρ :
Then the gammoid M(G), that we get from Algorithm 1 is equal to the matroid M(F 1 , . . . , F m ; k; ρ) that we get in Theorem 17. Proof: The proof is given in the Appendix. 13: if s(e) ⊆ h(u) then 14 : Example 32: Consider the matroid M G , associated to the storage system in Figure 1 and the code in Example 1, and whose lattice of cyclic flats is written out in Example 5. By Lemma 31, this is the gammoid associated to graph in Figure 6 , with |T | = k = 6 and |S| = n = 12. Note that in this particular setting, Line 15 in Algorithm 1 is superfluous, could be replaced by assigning H = T , since H already has only 6 nodes. Indeed, the inclusion of the bipartite graph (H, T ) corresponds to truncating the gammoid at rank k. Parameters (n, k, d, r, δ) for LRCs In this section we will give results on the parameters (n, k, d, r, δ) for linear, and more generally almost affine LRCs. The results are direct consequences of the corresponding results for matroids, thanks to the representability results in Theorem 28 and the matroid invariance of the parameters (n, k, d, r, δ) , from Theorem 6. We will therefore not give any further proofs in this section. Observe that this means that the same bounds are valid for matroids, almost affine codes, and linear codes.
C. Bounds on the
Theorem 33: If C is an almost affine LRCs with the parameters (n, k, d, r, δ) , then n, k, r, d, δ) , and let a = k r r − k and b = n r+δ−1 (r + δ − 1) − n. Then the following hold. (n, k, r, δ) be the largest d such that there exists a linear LRC with parameters (n, k, d, r, δ) . Then the following hold. 
Just like in the remark below Theorem 26, a simpler bound, but in general not as good, in Theorem 36(iv) is
It was proven in [42, Corollary 2.3 ] that linear LRCs with all-symbol locality in the case when r |k and r +δ−1 n cannot achieve the Singleton-type bound given in Theorem 33. This corresponds to the case a = 0 and b > 0 in Theorem 35. Hence, by Theorem 36 (ii), we obtain that for linear (n, k, d, r, δ) -LRCs when r |k and b = r + δ − 2.
VI. CONCLUSIONS
Recent progress in coding theory has proven matroid theory to be a valuable tool in many different contexts. This trend carries over to locally repairable codes. Especially the lattice of cyclic flats is a useful object to study, as its elements correspond to the local repair sets.
We have thoroughly studied linear and more generally almost affine LRCs with all-symbol locality, as well as the connections of these codes to matroid theory. We derived a generalized Singleton bound for matroids and nonexistence results for certain classes of (n, k, d, r, δ)-matroids. These results can then be directly translated to nonexistence results for almost affine LRCs.
Further, we have given several constructions of matroids with prescribed values of the parameters (n, k, d, r, δ) . Using these matroid constructions, novel constructions of linear LRCs are given, using the representability of gammoids. Several classes of optimal linear LRCs then arise from these constructions.
As future work, (non)existence results for matroids and linear and almost affine LRCs achieving the generalized Singleton bound remain open for certain classes of parameters (n, k, r, δ), when k r − 1 ≤ a < b. In addition, the size of the underlying finite field that our linear (n, k, d, r, δ)-LRCs can be constructed over is left for future research. We expect that the upper bound 2 n arising from the related bound for all gammoids is loose for our class of matroids. We conjecture that all our matroids from Section IV-A are representable over fields of size polynomial in n.
APPENDIX
Proof of Theorem 9:
For statement (i), we first claim that
The first equality is the definition of d from Definition 7. The third equality claims that the maximum is obtained when Y is a flat, which follows from Proposition 4 (ix) and the fact that Y ⊆ cl(Y ). By maximality, Y must have rank ρ(Y ) = k − 1, which gives the forth equality. The fifth equality now follows directly from Proposition 4 (iii). For statement (ii), we first observe that S x in Definition 7 can be chosen to be cyclic, as we could otherwise find a smaller set with the same nullity and smaller size, by Proposition 4 (viii). Statements a) and b) in this Theorem follows directly from Definition 7. Finally, statement c) in this theorem follows by applying (i) to M|S x , observing that
Proof of Lemma 11: First, let {S x } x∈E be a collection of cyclic sets of M for which the statements a) -c) in Theorem 9 (ii) are satisfied. We construct the chain
Let j be any integer in [m] . We first observe that cl(S j ) is a cyclic flat, by Proposition 4 (iv). Hence, by Proposition 2 (iii), we see that inductively Y j is a cyclic flat with
As x j ∈ Y j \ Y j −1 , we indeed have an increasing chain
We remark as in (9) that ρ(S j ) ≤ r for any j ∈ [m]. Hence, by axiom (R3) in (5), we have
Moreover, by the statements (i) -(iii) in Proposition 4 and Theorem 9 (ii) c), we have
This concludes the proof. Proof of Proposition 13: For (i), let Y be any subset of E with |Y | < δ. From Definition 7, we conclude for every
For (ii), by (i) and Theorem 12,
For (iii), by (ii), we have
Proof of Theorem 15: Let
be a chain of (Z(M), ⊆) as given in Lemma 11 (i) 
by Lemma 11 (iii) and the proof given for Theorem 12.
. This is a contradiction by (15) .
To prove (ii), first observe that for any S x we can select the chain in (14) , such that Y 1 = cl(S x ).
By (15) , and since η(X) ≤ η(cl(X)) for any X ⊆ E, we get that
Moreover, as we know from Theorem 9 (iv) c),
To prove (ii) b), assume that S x is not a cyclic flat. Then
which contradicts (15) . Thus,
by Proposition 4 (vii). Now suppose there were a cyclic flat Z ∈ Z(M) such that ∅ Z S x . Then ρ(Z ) < ρ(S x ) and η(Z ) > η(∅) = 0 by axiom (Z2) in Theorem 3. Consequently, by Proposition 4 (iii) and Theorem 9 (iv) (c),
contradicting the (r, δ)-locality.
For (iii), we will first prove that any collection F 1 , . . . , F m of cyclic sets from {S x : x ∈ E} with a non-trivial union, and m = k r , constitutes a chain as given in (14), with Y j = Y j −1 ∨ F j for j = 1, . . . , m. Indeed, the chain in the proof of (14) is obtained by sequentially choosing an arbitrary S x with S x ⊆ Y j , which can be chosen from {F i } as this is a collection with non-trivial union.
If |Y j ∩ F j +1 | ≥ ρ(F j +1 ), then we obtain that cl(Y j ∩ F j +1 ) = F j +1 ⊆ cl(Y j ) = Y j by Proposition 4 (x). This is a contradiction, and consequently 
This implies, using Proposition 4 (ii), (15) and statement (ii), that
Furthermore by (15) 
. Then it follows, by Proposition 4 (iii) and Theorem 9 (iii), that
This is a contradiction. Consequently, F 1 , . . . , F m constitutes a chain as given in (14), with
For statement (iii) c), we first notice that the statement follows directly from (15) when j < k r . When j ≥ m = k r we conclude, using (18) , that j i=1 F i = E. Also, by (15) ,
Statement (iii) d) follows directly from (18) , and statement (iii) e) is a immediately consequence of (iii) c)-d).
Statement (iii) f) follows from (16) and (ii) a). Proof of Theorem 17: We will show that Z and ρ define a matroid, by proving that the axioms (Z0)-(Z3) in Theorem 3 are satisfied by Z and ρ. We let I, J be two subsets of [m].
(Z0) Since the collection of sets F 1 , . . . , F m has a non trivial union by assumption (iv), it follows that F I F J if and only if I J . Hence, we immediately get that Z is a lattice under inclusion with
for F I , F J ∈ Z <k . Also, the bottom element in the lattice 0 Z equals ∅ and by assumption (ii) in the top element 1 Z equals E. (Z1) Since 0 Z = F ∅ , we obtain that
(Z2) Since F I F J if and only if I J , it is enough to prove that the axiom (Z2) holds for F I F J in the following two cases:
In the first case, by the construction of ρ,
Moreover, we have
For case (ii), we immediately get that ρ(E) − ρ(F I ) = k − ρ(F I ) > 0. Now, we claim that for any j ∈ [m] \ {I } with
By construction of Z <k ,
Hence, by case (i) and (19) , it follows
If F I ∪J ∈ Z <k , then
If F I ∪J / ∈ Z <k , then
Moreover, for E and F I we have that
We have now proven that the axioms (Z0)-(Z3) in Theorem 3 are satisfied by Z and ρ. Hence, Z and ρ define a matroid M = M(F 1 , . . . , F m ; k; ρ) over E.
The parameters (n, k, d, r, δ) will now be investigated using Theorem 9. Firstly, the parameters (n, k, d, r, δ) are defined for M with n = |1 Z | = |E| and k = ρ (1 Z 
Hence, by Theorem 9 (iii),
Let δ − 1 = min i∈ [m] {η(F i )} and S be a subset of F i such that |S| = ρ(F i ) + δ − 1. By construction and Proposition 4 (vii),
Hence, from Proposition 2 (i) and (ii),
This implies that S is a cyclic set and that
by Definition 7 (iv) c). Therefore, with r = max i∈ [m] {ρ(F i )} and as F [m] = E, statements (iv) a)-c) in Theorem 9 are satisfied. Consequently, M has (r, δ)-locality and S is a locality set. It remains to show that the independent sets I(M) equals I. We first point out that
Noting that X ⊆ E is independent if and only if X does not contain any circuits, and applying Proposition 2 (ii), we get
Proof of Theorem 19:
To prove the theorem, we will first show that the assumptions (i)-(iv) in Section IV-A1 are satisfied by (F 1 , . . . , F m ; k; ρ) , obtained from the graph (G, γ ) in Section IV-A2. We will then show that the values of the parameters (n, k, d, r, δ) of M(F 1 , . . . , F m ; k; ρ) are the ones requested in Theorem 19.
Statement IV-A1 (i) follows directly from IV-A2 (ii) and (iii). IV-A1 (ii) is obvious. For IV-A1 (iii), we first notice that by IV-A2 (iv) and (vi), we can define γ as the size of a nonempty intersection of two sets F i and F j Hence, as F h ∩ F i ∩ F j = ∅ for all h, i, j ∈ [m], we know that
Moreover, for i ∈ [m], we have
Consequently,
Therefore, by IV-A2 (v), IV-A1 (iii) holds. For IV-A1 (iv), we first remark that
Hence IV-A1 (iv) holds, by IV-A2 (vi).
We will now determine the parameters (n, k, d, r, δ) , proving that they agree for the graph and the matroid. The given parameters (r, δ) for the graphs also give (r, δ)-locality of the matroid as ρ(F i ) ≤ r and η(F i ) ≥ δ − 1 by (IV-A2) (ii) and (iii), and IV-A2 (i) and (ii). We have already proven that the parameter k of the graph is the rank of the matroid. Moreover, by (20) ,
The statement about d in Theorem 19 (ii) holds as a consequence of Theorem 17 (iii) and the properties that
This concludes the proof.
Proof of Theorem 26: We will divide the proof of Theorem 26 into the the parts (i)-(v). First, we recall that a and b are the integers where k = k r r − a and n = n r + δ − 1
Before we are ready to construct G, we need some subgraphs that will be the building blocks of G. For 1 ≤ i ≤ t, let P i denote a path containing u + 1 vertices, with p i as start vertex and q i as end vertex. Now, let B denote the graph obtained from i P i by identifying all p i to the same vertex p ∈ B, all all the end vertices q i the same vertex q ∈ B.
We will now define a subgraph of B (h) of B, where h denotes the number of edges that the subgraph should have. First we remark that the number of edges in B equals tu. Now, order the edges in B from 1 to tu by starting from the start vertex p and ending in the end vertex q for each path, ordering the edges path by path from P 1 to P t . This is • the path P i is the sequence of vertices p = v The subgraph B (h) is now defined as the subgraph of B that consists of the edges numbered from 1 to x and the vertices associated to these edges. By B (0) we mean the graph with no vertices.
The number of vertices of B equals the number of internal nodes in paths P 1 , . . . , P t plus 2, i.e., t (u − 1) + 2. 
Moreover, the number of vertices in
Proof of Theorem 26 (iv): As k r ≥ 3, and the smallest size of a cycle in the graph is 2u ≥ k r + 1, it follows that G has no l-cycles for l ≤ max{3, k r }. Also, the property that 1 ≤ γ (w) ≤ Statement IV-A2(vi) follows as ts ≤ r − 1 and 2s ≤ 2 a 2 ≤ a ≤ r − 1. Hence, by Corollary 21 and Theorem 20, the theorem is now proven.
Construction 5 When 2a ≤ r − 1: We will construct graphs (G, γ ) that satisfy the statements in IV-A2 and then use Theorem 20. To construct G, let 
Proof of Theorem 26(v) When 2a ≤ r − 1: That G has no l-cycles for l ≤ max{3, k r } follows directly as G has no cycles. Also, that 1 ≤ γ (w) ≤ As the maximal number of neighbors of a vertex in G is 2, we get that for any i ∈ [m], w={i, j }∈W γ (w) ≤ 2a ≤ r − 1.
Hence, by Corollary 21 and Theorem 20, the theorem is now proven. Construction 5 When 2a > r − 1: In order to prove Theorem 26(v), we will construct graphs (G, γ ) that satisfy the statements in Corollary 21, and then use Theorem 20. For simplicity, denote h = Proof of Lemma 31: We want to prove that the matroid M(F) obtained from the set system F in Theorem 17 is isomorphic to the gammoid M(G) associated to the graph G in Algorithm 1. We will proceed by proving that the independent sets I(M(F)) and I(M(G)) are equal.
The This number of neighbors must be at least |X ∩ F I |, wherefore (26) holds.
Assume, on the other hand, that (26) holds, and let A ⊆ X be an arbitrary subset of X. To apply Hall's Theorem, we need to prove that |N(A)| ≥ |A|.
Write A = A ∪ A where A = {u ∈ A : |s(u)| = 1} and A = {u ∈ A : |s(u)| ≥ 2} respectively. For x ∈ A , by (7) (8) (9) in Algorithm1, there is a node u x ∈ H for which ( −−→ x, u x ) ∈ D. Consequently, for H = {u x ∈ H : x ∈ X }, we have |H | = |{u x ∈ H : x ∈ X }| = |X |. 
Since A ⊂ X, and X satisfies (26), we know by (27) and (28), we now obtain that |A| ≤ |H ∪ H | ≤ |N(A)|. As A ⊂ X was chosen arbitrarily, we can apply Hall's theorem to the effect that there is a matching between X and H of size |X|. This concludes the proof.
