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1 INTRODUCTION 
Channel confluences are common in natural rivers 
as well as in hydraulic structures and are a funda-
mental morphological unit of channel and river 
networks. Flow features in these regions are com-
plicated and are characterized with one separation 
zone or recirculation zone immediately down-
stream of the confluence in the inner bank side 
and one contracted flow region in the outer bank 
side. These features are influenced by numerous 
factors, such as geometry ones, for example, the 
size, shape, and slope of channels and angle be-
tween channels, and flow ones, for instance, the 
Froude number in the downstream flow, the ratio 
of discharge in the two channels. Complexity of 
flow at the vicinity of the junction arises due to 
deflection of lateral flow entering the main chan-
nel and this makes channel streamlines in the 
post-junction region curved. Recent 3D studies, 
such as Weber et al. (2001), Huang et al. (2002), 
Qing-Yuan et al.(2009), show that flow in a junc-
tion is three-dimensional with predominant sec-
ondary currents induced by curvature of the 
streamlines in comparison with the ones driven by 
turbulence. However, except for 3D computation-
al models, normal 2D models do not usually in-
clude this flow pattern. Not considering secondary 
currents in modeling of these model leads to poor 
performance in cases where confluence flow is 
concerned. 
Nowadays, development of computer technolo-
gy provides powerful tools with them using three-
dimensional (3D) models with millions of grid 
points in computing fluid dynamics is possible. 
However, application of the 3D models to practic-
al problems with a large scale, such as flows at an 
open-channel network is difficult, because this 
system entails a combination of a main channel 
and some tributaries; typical examples are en-
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countered in irrigation and drainage canals, urban 
water network, and natural river systems. 3D 
models, therefore, is usually used for very neces-
sary cases where details of flow structure is paid 
attention. Moreover, using 3D computational 
models claims much labor and is costly. 
For the reasons above, depth-averaged 2D 
models are still useful and more practical than 3D 
ones. In particular, depth-averaged 2D computa-
tional models considering effects of secondary 
currents are developed to predict flow in curved 
open channels. Several models of this kind pro-
posed are ones of Kalkwijk & de Vriend (1980), 
of Hosoda et al. (2001) in which lag between main 
flows and secondary currents is included, and of 
Onda et al. (2006) with considering change of the 
velocity profile induced by development of sec-
ondary currents. The latter two have been recently 
paid attention and some studies applying these 
two models have been conducted. For instance, 
the work of Kimura et al. (2007) are based on ap-
plying these models to study features of flow and 
sediment transport in open-channel with a side 
cavity. An another application of these models 
was carried out by Kimura et al. (2009a) to study 
flow and sediment transport in meandering chan-
nels. Good performances were obtained in their 
studies. However, the literature does not indicate 
applicability of these models to simulate open-
channel confluence flow. 
The purpose of the present study, therefore, is 
to apply depth-averaged 2D models with effects of 
secondary currents for computation of flow in a 
vicinity of a channel confluence. In this study, 
four depth-averaged 2D models applied are 
(a) Model 1: a conventional 2D model using a 
non-linear 0-equation turbulence model without 
effects of secondary currents; 
(b) Model 2: a 2D model with effects of second-
ary current without consideration of lag be-
tween the streamline curvature and develop-
ment of secondary currents; 
(c) Model 3: a 2D model with effects of secondary 
currents and lag between the streamline curva-
ture and development of secondary currents; 
and 
(d) Model 4: a 2D model that consider effects of 
secondary currents, lag between the streamline 
curvature and development of secondary cur-
rents as well as change of mainstream velocity 
profile influenced by secondary currents. 
Attempts to apply Model 2 are done during the 
process of implementation of this study, but are 
not successful. The reason for this may be 
attributed to very sharp streamline curvature of 
flow downstream of the junction causing very 
instability of this model. Therefore, in the 
following, only the results obtained from the 
models 1, 3 and 4 are reported. 
Computational results are compared to experi-
mental results of Weber et al. (2001). The present 
computed results show certain distinctions be-
tween using the depth-average models with effects 
of secondary currents and using the model without 
this consideration. 
2 COMPUTATIONAL MODELS 
2.1 Fundamental equations 
The governing equations used in this study are 
depth-averaged 2D shallow water flow equations 
described in Kimura et al. (2007) in the Cartesian 
coordinate as follows. 
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where (x, y): spatial coordinate, (u, v): depth-
averaged velocity components in (x, y) directions, 
t: time, h: water depth, (M, N): discharge fluxes in 
(x, y) directions defined as (hu, hv) respectively, 
g: gravity acceleration, (u’, v’): turbulence veloci-
ties in (x, y) directions,  zb: bed level, (τbx, τby): 
bottom shear stress vectors, ν: dynamic viscosity 
coefficient, sinθ: bed slope, f: friction coefficient 
(function of Reynolds number), ρ: water density, 
β: momentum coefficient, :,, 22 vvuu ′−′′−′−  depth-
averaged Reynolds stress tensors, and Scx , Scy: 
additional terms caused by secondary currents and 
defined later. 
Components of the bottom shear stress vector 
are evaluated as 
  
2222
2
     ;
2
vu
vf
vu
uf
bybx +=+= ρτρτ
      
(4) 
138
in which, f: friction factor being a function of lo-
cal Reynolds, Re’≡ uh/ν, evaluated as follows. 
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where κ = 0.41, AS = 5.5. 
The depth-averaged Reynolds stress tensors 
are evaluated based on the 0-equation turbulence 
model, but a non-linear term proposed by Kimura 
et al. (2009b) is added to the Reynolds stress ten-
sor as 
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Here, Sβij is defined as 
γγ x
U
x
U
S jiij ∂
∂
∂
∂=1  (7a)  
⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂
∂
∂+∂
∂
∂
∂=
γ
γ
γ
γ
x
U
x
U
x
U
x
U
S i
j
j
i
ij 2
1
2
 (7b)  
ji
ij x
U
x
U
S ∂
∂
∂
∂= γγ3  (7c) 
Dh is eddy viscosity and is evaluated based on an 
non-linear 0-equation turbulence model consider-
ing contribution of strain and spin as well as re-
duction of eddy viscosity near wall as   
*hucfD DDh α=   (8) 
k is depth-averaged turbulent kinetic energy eva-
luated by the empirical formula proposed by Nezu 
& Nakagawa (1993) as 
2
*07.2 uk =  (9) 
Here, u* is local friction velocity (≡ )( 22 vuf + ); 
α is calibrated constant (α = 0.80 is used in this 
study). 
pλ is a coefficient calculated using the approach 
of Kimura et al. (2009b) ( 29.4=pλ in the present 
study). 
fD is an eddy viscosity dumping function and is 
evaluated as 
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Here, yw is wall distance and h is water depth. 
cD is the coefficient of eddy viscosity and is a 
function of strain and rotation parameters as fol-
lows 
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Here, S and Ω are strain and rotation parameters, 
respectively and defined as 
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cns, cnΩ, cds, cdΩ, cdsΩ, cds1, cdΩ1, cdsΩ1 are model 
constants and their values are 0.005, 0.0068, 
0.008, 0.004, -0.003, 0.00005, 0.00005, and 
0.00025, respectively (Ali et al. (2007)). cβ is the 
coefficient of the non-linear quadratic term and 
evaluated (Ali et al. (2007)) as 
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where cβ0 (C10, C20, C30) is the model constant for 
cβ. mds and mdΩ are model constants for cβ and are 
of 0.01 and 0.003, respectively. 
The fourth term at the right-hand side of Eq. (6) 
represents the effect of anisotropy in an equili-
brium state. This term is first introduced by Kimu-
ra et al. (2009b) with coefficients Cij evaluated as 
follows 
3/)2(07.2 1030 CCCxx −=   (15a) 
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2.2 Secondary current model 
The additional terms expressing effects of second-
ary currents, Scx and Scy, in the equations (2) and 
(3) are defined as 
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where Csn and Cn2 are model coefficients defined 
by equation (19)  and are derived by Hosoda et al. 
(2001) using velocity profiles proposed by Enge-
lund (1974) in the longitudinal and transverse di-
rections sf  and nf respectively, as 
ζζζ∫= 1
0
)()( dffC nssn , ζζ∫= 1
0
2
2 )( dfC nn  (19) 
su  is depth-average velocity in the streamwise di-
rection and is defined by equation (20). 
)()( ζζ sss fuu =
                      
(20) 
Here, ( )ζsu is streamwise velocity profile in the 
vertical direction. 
The coefficient An means the magnitude of the 
secondary current and is defined as 
)()( ζζ nnn fAu = , 
h
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Here, )(ζnu is transverse velocity profile in the 
vertical direction and z is the direction perpendi-
cular to the bottom bed. In the model neglecting 
the lag between the streamline curvature and the 
development of the secondary current (Model 2), 
An is simply evaluated as 
R
hu
A sn =
    
(22) 
where R is curvature radius of the streamline. In 
the model proposed by Hosoda et al. (2001), 
which includes the lag between the streamline 
curvature and secondary current, An is evaluated 
based on the depth-averaged transport equation of 
vorticity as 
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Here, β is constant (=0.077) and ( )ssu , ( )bsu , ( )snu , ( )bnu  are streamwise and transverse veloci-
ty at surface and bottom, respectively. u, v are 
same as ones in equations (2) and (3). In Model 4, 
An is evaluated as in Model 3, but the velocity 
profiles sf  and nf  are those derived by Onda et al. 
(2006) in which the important feedback mechan-
ism between the main and secondary flow is con-
sidered. This feedback is attributed to the main 
reason causing deformation of vertical streamwise 
velocity profile, but it is not included in Model 2 
and Model 3. A detail description of these models 
is given in Hosoda et al. (2001) and Onda et al. 
(2006). 
2.3 Computational scheme 
The fundamental equations are solved numerically 
using the finite volume method with a full stag-
gered grid including conservativeness of physical 
quantities and computational stability. The 
QUICK scheme with second order accuracy in 
space is employed for convective inertia terms. 
The Adams Bashforth method with second order 
accuracy in time is used for time integration. 
2.4 Computational domain and conditions 
The depth-averaged 2D models in the present 
study are applied to the open-channel confluence 
flow using the experimental data of Weber et al. 
(2001) for verification. In this experiment, the 
channel consists of a main channel of 21.946m in 
length and a branch channel of 3.658 m in length 
located 5.486m downstream of the entrance of the 
main channel. Both these channels have the same 
width (W) of 0.914m. The total combined flow 
discharge (Qt) is 0.170m
3/s and the downstream 
water depth is held constant at 0.296m. With these 
conditions, the averaged downstream velocity is 
0.628 m/s corresponding to a Froude number of 
0.37. A total of six runs of the experiments were 
conducted for six various values of q* defined as 
the ratio of the upstream main channel flow (Qm) 
to the total flow (Qt).  
In the present study, q* = 0.25, that is, Qm = 
0.043 m3/s and Qb (branch discharge) = 0.127 
m3/s, is selected for computations because this is a 
case, which generates strong secondary current at 
the vicinity of the junction and is a challenge for 
simulating as well. In order to facilitate simula-
tion, the length of the post-junction channel is 
shorten to 7W (6.398m), where the water depth is 
nearly constant (H0 = 0.3054m), while other di-
mensions of the computational domain are sameas 
140
the ones in the experiment. Downstream bulk ve-
locity, U0, is approximate to 0.608 m/s. 
X
Y
  
Figure 1. Computational grid around the confluence 
The stretching grid is used in this study with 
the number of grid cells of 205 in the x-direction 
and 150 in the y-direction. The computational grid 
around the confluence is shown in Figure 1. 
3 RESULTS AND DISCUSSIONS 
3.1 Velocity vector field and flow pattern 
In this study, all distances are normalized by the 
channel width, named as x/W, y/W. The velocity 
components are normalized by the downstream 
average velocity, U0, called as u
* and v* for u/ U0 
and v/ U0, respectively. The u
*-v* vector field cal-
culated is compared with that observed in the ex-
periment, but some preceding manipulations are 
done based on the experimental data to generate a 
depth-averaged one. The computational results are 
averaged between the 300th and 450th seconds. 
The experimental result is shown together with the 
computed ones as seen in Figure 2. 
As seen from Figure 2, all three models repro-
duce important flow patterns at the vicinity of the 
junction, that is, a separation zone immediately 
downstream of the junction and a contracted flow 
with higher velocity. However, it can be seen that 
there is a difference in separation generated by 
Model 1 and by the others. Model 1 significantly 
under-predicts the length of this area, while both 
Model 3 and Model 4 fairly well reproduce it. It is 
supposed that the secondary current has an effect 
to extend the size of recirculation zone, because 
the flow near the bottom faces toward the center 
of this region and the reaction force acts enlarging 
the recirculation zone toward the outer side. Mod-
el 1 could not capture this effect, because it ex-
cludes the effect of the secondary current. Hence, 
the separation zone produced with Model 1 should 
be less than that obtained with Model 3 and Model 
4. This result seems to be agreeable to guess of 
Cheng et al. (1992). On the contrary, Model 3 and 
4 directly consider the effects of secondary cur-
rents. Therefore, the results calculated with these 
models are significantly improved in comparison 
with that with Model 1 and agree fairly well with 
the experimental one. 
In addition, even though it is not presented 
here, an observation of process feature of the se-
paration eddy shows that unsteady oscillation of 
the separation eddy can be seen in all results gen-
erated by the three models. This characteristic is 
appropriate to real phenomena.  
However, as seen from Figure 2, all three mod-
els over-estimate velocity in the beginning reach 
of the separation where is adjacent to the junction. 
It may be due to the flow in this reach characte-
rized with a highly three dimensionality, and a 2D 
model should not capture all flow features in spite 
of secondary current effects considered. 
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Figure 2. Comparison of u*-v* vector field. 
3.2 Velocity components 
In order to see more details of performances of the 
models, comparison of velocity profiles in the x-
and y- direction is carried out. Figure 3 shows the 
streamwise velocity component profiles at some 
cross-sections along the post-confluence main 
channel, while Figure 4 depicts transverse ones at 
the same places. All velocity values are averaged 
over the depth. Positive values in Figure 3 indicate 
downstream motion, while negative ones show 
upstream motion.
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Figure 3. Comparison of longitudinal velocity component at 
some locations. 
Figure 4. Comparison of cross-sectional velocity component 
at some locations. 
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It is observed in Figure 3, the results obtained 
with Model 3 and Model 4 agree well with the ex-
perimental ones, except for the beginning reach of 
the separation zone (In this reach, all models over-
predict velocity as mentioned above). However, 
this similar agreement is not obtained with Model 
1, because Model 1, as mentioned above, under- 
predicts the length of the separation zone. This 
can be seen in more details here. Figure 3 pro-
vides information on where the separation ends. 
As observed in Figure 3, the separation zone gen-
erated using Model 1 seems to drop after the sec-
tion of x/W = -2.00 (exactly, x/W = -2.09), while 
it, in reality, extends to somewhere around the 
section of x/W=-2.67 as the experimental results 
and the ones obtained with Model 3 and Model 4. 
This can be realized, because velocity direction in 
the region near the inner bank of the main channel 
changes between the section of x/W=-2.00 and the 
section of x/W=-2.33 and  the velocity profile in 
this region has a tendency to be flattened in the 
next sections as seen in Figures 3d, 3e and 3f. The 
reason for this shortcoming of Model 1, as ex-
plained above, is due to not considering adequate-
ly effects of secondary current. The result gener-
ated with Model 1 is hard to be accepted as a good 
prediction, because of the following reasons. First 
reason is that the separation zone itself is a region 
of reduced pressure and recirculating flow, and 
sediment tends to accumulate with consequences 
for hydraulic geometry, channel roughness, and so 
on. Hence, its size has effects on sediment deposi-
tion and confluence scour. Second one is that 
while secondary flow (helical flow) does not have 
strong influence on general flow pattern in rivers, 
it has a significant influence on the sediment 
transport direction and hence, morphological 
changes in the river channel (Olesen (1987)), and 
this flow is not included in Model 1. However, 
further researches, which apply the present models 
for calculation of sediment transport in a conflu-
ence, are necessary for confirmation of the above 
arguments. 
Figure 4 shows profiles of dimensionless trans-
verse velocity component at the same locations as 
in Figure 3. As shown from Figure 4, the trans-
verse velocity component at most locations is 
much less than the longitudinal one, except for the 
section of x/W=-1.33. This distinction observed at 
the section of x/W=-1.33 is attributed to influence 
of flow coming from the branch channel. Models 
3 and 4 provide the results agreeing with the 
measured one for all the locations, while Model 1 
significantly over-predicts the transverse velocity 
component at x/W = -2.00 where the recirculating 
zone produced with Model 1 nearly ends, as ob-
viously seen in Figure 4c. 
It is also seen that it is not clear to realize dif-
ference between the results obtained using Model 
3 and Model 4 with a comparison of depth-
averaged velocity components. This may be be-
cause secondary current has a stronger effect on 
vertical mainstream velocity profile than on 
depth-averaged mainstream velocity one. 
3.3 Water surface elevation 
In this section, the results of water surface eleva-
tion, which is normalized by the channel width 
(W), predicted with the models are compared to 
the experimental one. Figure 5 shows the contours 
of measured and predicted dimensionless water 
surface elevations by Weber et al. (2001) and by 
using Models 1, 3 and 4, respectively.  As known, 
one of distinctive characteristics of a sharp-edged, 
open-channel junction flow is an increase in depth 
from the downstream channel to the upstream 
contributing channels. This important feature is 
captured in all predicted results of water surface 
elevation with the models (as shown in Figures 
5b, 4c, and 5d). In particular, all predict a rise of 
water surface level in the confluence region and 
this prediction for this area agrees well with the 
measured one.  This implies practical applications 
for prediction of rise of water level caused by 
flood in confluence areas. The agreement between 
prediction of water level in the downstream of the 
separation zone with Model 4 and experiment is 
fair and reasonable, even though water surface 
elevation in the downstream of the separation is 
under-predicted a little bit and the trend of com-
puted contours slightly departs from the experi-
mental ones. However, the result with Model 1 for 
this region is disagreeable with the experimental 
one, and that with Model 3 seems quite unstable. 
As can be seen in Figures 5c and 5d, difference 
in prediction of water surface elevation between 
the Model 4 and Model 3 is more obvious than 
that with the comparison of depth-averaged veloc-
ity profiles in the previous section. Model 4 gene-
rates the better result and more stable water level 
in the downstream of the separation than does 
Model 3. The reason for this may be explained as 
follows. Model 4 includes the feedback between 
the main flow and the secondary one, which is not 
considered in Model 3. While this feedback in-
creases the main velocity component in the bot-
tom region, it reduces this velocity in the surface 
one, thus causing a decrease in the flow momen-
tum. This may lead to a stability of water surface 
with Model 4. 
In summary, Model 4 performs a reasonable 
prediction of water surface elevation in compari-
son with the experimental one and much better 
than do the remaining two models, despite slight 
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disagreement with the experimental one for pre-
diction in the downstream of the separation. 
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Figure 5. Comparison of water surface mappings. 
4 CONCLUSION 
In this study, four different types of depth-
averaged 2D models with and without considering 
secondary currents are first applied to open-
channel confluence flow. The most distinctive fea-
tures of a sharp-edge open-channel junction are 
captured by using the present depth-averaged 2D 
models. In particular, Model 4 is the best one for-
prediction of confluence flow, except for a small 
disagreement with the experimental result for 
computation of water surface elevation in the 
downstream of the separation. This indicates high 
applicability of the depth-averaged 2D models 
with effect of secondary current (Model 3 and 
Model 4) to an open-channel confluence flow in 
practice. The study also demonstrates failure of 
Model 2 in application to sharp-edged, open-
channel confluence with a large junction angle. 
However, further applications of these models for 
computation of other problems, such as sediment 
transport, in this region are necessary for confir-
mation of their applicability in real cases. 
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