In this paper, the existence and uniqueness of solution of the two dimensional Fredholm integral equation with time, with singular kernel, are discussed and proved. The Fredholm integral term (FIT) is considered in position while the Volterra integral term (VIT) is considered in time. Using a numerical technique we have a system of Fredholm integral equations (SFIEs) in two dimensions . This system of integral equations can be reduced to a linear algebraic system (LAS) of equations by using two different methods. These methods are: Toeplitz matrix method and Product Nystrom method. A numerical examples are considered when the kernel takes the following forms: Carleman function, logarithmic form, Cauchy kernel.
Introduction
Integral equations provide an important tool for modeling a numerous phenomena and processes and also for solving boundary value problems for both ordinary and partial differential equations. Their historical development is closely related to the solution of boundary value problems in potential theory. Progress in the theory of integral equations also had a great impact on the development of functional analysis. Reciprocally, the main results of the theory of compact operators have taken the leading part to the foundation of the existence theory for integral equations of the second kind [1, 2] . Therefore, many different methods are used to obtain the solution of the linear and nonlinear integral equations. During the last years, signi.cant progress has been made in numerical analysis of one-dimensional version. However, the numerical methods for two-dimensional integral equations seem to have been discussed in only a few places. Brunner and Kauthen [3] introduced collocation and iterated collocation methods for solving the two-dimensional Volterra integral equation (T-DVIE). In [4] authors proposed a class of explicit Runge-Kutta-type methods of order 3 for solving nonlinear T-DVIE. In [5] authors studied the approximate solution of T-DVIEs by the two-dimensional differential transform method. Abdou, in [6, 7] , used different methods to obtain the solution of Fredholm-Volterra integral equation of the first and second kinds in which the Fredholm integral term is considered in position while the Volterra integral term is considered in time.
EL-Borai et al., in [8] , studied the numerical solution for the two-dimensional Fredholm integral equation with weak singular kernel, but they have studied the problem on a rectangular path of the parties only. AL-Bugami in [9] studied and discussed the solution of the Two-dimensional singular Fredholm integral equation (T-DFIE) with applications in contact problems.
In this work, we considered the integral equation in two dimensions with time:
(1)
The formula (1) is called the T-DFIE of the second kind with time in the space (
Where, the FIT is considered in position with singular kernel; Ω is the domain of integration with respect to position. And, the VIT is considered in time with a positive and continuous kernel F (y, τ ) for all y, τ ∈ [0, y], y < 1. The free term f (x, y) is known function, while φ (x, y) is unknown function to be determined. The numerical coefficient λ is called the parameter of the integral equation, may be complex, and has physical meaning, while the parameter µ defines the kind of the integral equation.
In this paper, the existence and uniqueness of solution of this equation of the second kind, when the kernel has singular term, under certain conditions, are considered in the space (
Using a numerical technique, formula (1) can be reduced to SFIEs in two dimensions. By using the Toeplitz matrix method and product Nystrom method, as the best two methods for solving numerically the singular integral equation, we obtain LAS of equations. Finally, some examples and numerical results are discussed and investigated, and the error is estimated. Now, to prove the existence of a unique solution of Eq. (1) using Banach Fixed Point Theorem we write Eq.(1) in the integral operator form:
where
Then, we assume the conditions:
) and satisfies the discontinuity condition
(b) The given function f (x, y) is continuous with its derivatives and belongs to
, and its norm is defined as
(c) The unknown function φ (x, y) is satisfies the Lipschitz condition with respect to its argument and its normal is defined in
with respect to the time satisfies
Theorem 2.1 The integral equation (1) has an exact and a unique solution in the space (
The proof of this theorem depends on the following two lemmas:
Lemma 2.2 Under the conditions (a)-(d), the integral operator Q of (2), maps the space (
Proof In view of the formulas (3) and (4); after taking the norm of the formula (2), we found
By using Cauchy-Schwarz inequality, we have
Also, for the integral operator, we get
Hence, using (7) and (8) in the formula (6), we obtain
Where
The last inequality (9) shows that, the operator Q maps the ball
Since ρ > 0, D > 0, therefore we have σ < 1. Furthermore, the inequality (9) yields the boundedness of the operator Q defined by (3), where
Qφ(x, y) ≤ σ φ(x, y) .
Also, the above inequality and (9) define the boundedness of the operator Q.
Lemma 2.3 The integral operator (2), under the condition (5), is a continuous and contraction operator.
Proof To prove the continuity of the integral operator Q we consider two functions:
then the formula (2) yields:
Using the formula (4), then applying Cauchy-Schwarz inequality and using conditions (a) and (b), we obtain
Hence, Q is a continuous operator in the space (
, and under the condition (5), Q is a contraction operator.
So, from Lemmas 2.2 and 2.3 and Banach Fixed Point Theorem we can decide that the operator Q has a unique fixed point which is the unique solution of integral equation (1), and theorem 1 is completely proved.
The System of Fredholm Integral Equations
To represent (1) as SFIEs we divide the
. . , N . Therefore Eq. (1) reduces to SFIEs of the second kind, in the form:
Equation (12) can be solved using recurrence relations.
The Toeplitz Matrix Method
In this section, we present the Toeplitz matrix method to obtain numerically the solution of SFIEs of the second kind. The idea of this method is to obtain system of 2N + 1 LAEs, where 2N + 1 are the number of discretion points used. The coefficients are expressed as a sum of two matrices one of them is the Toeplitz matrix and the other is a matrix with zero elements except the first and the last rows (columns).
To discuss the solution of Eq. (12) numerically, using Toeplitz matrix method, we write the integral term as: Consider the linear integral equation (12) where
The integral term of Eq. (1) can be written as:
Here, we take m = n, where 
Where A n,m (x, y), B n,m (x, y), are two arbitrary functions to be determined and R is the error.
Then, we put φ(u, v) = 1.1, uv in Eq. (14) yields a set of two equations in terms of the two unknown functions A n,m (x, y) and B n,m (x, y) . In this case R = 0. By solving the results, the functions A n,m (x, y) and B n,m (x, y) take the forms
and
where,
Thus, the integral equation becomes:
If we put x = kh, y = lh ,then we get the following system of linear algebraic equations:
The matrix D kln,m may be written as D kln,m = G kln,m − E kln,m where,
is the Toeplitz matrix, and the matrix,
represents a matrix whose elements are zero except the first and last columns. However, the solution of the system of equations (18) can be obtained in the form
Where I is the identity matrix and |ηI − λ(G kln,m − E kln,m )| = 0. The error term R is determined from Eq. 14 by letting φ(u, v) = u 2 v 2 to get
The Product Nystrom Method
We discuss the solution of FIE using the product Nystrom method. For this consider
when the kernel (k 1 |x − u| k 2 |y − v|) is singular within the range of integration. We can often factor out the singularity in k 1 , k 2 by writing,
where p(x, u ; y, v) and k 1 |x − u| k 2 |y − v| are badly behaved and well behaved functions of their arguments, respectively. We therefore rewrite (23) in the form:
We approximate the integral term in (25) when x = x i , y = y s by
where w ijsl are the weights. Also, we approximate the integral term in (25) by a product integration from of Simpson's rule, we may write 
if we define:
(27) It follows that
Therefore, the integral equation (23) transformed into the following system of linear algebraic equations
Which can be written in matrix form.
Numerical Results
We apply the two previous methods to solve Eq. (1) numerically with logarithmic form, Carleman function, and Cauchy kernel using Maple10. The approximate solution and the error, in each case, is obtained and computed. 
With Y = 0.006, 0.03 and Y = 0.9 with λ = 0.001, υ 1 = υ 2 = 0.0004 and λ = 0.01, υ 1 = υ 2 = 0.004. Divide the position interval by N = 41 units and take 0 < υ < 1/2. The exact solution is φ(x, y) = x 2 + y 2 . 
With λ = 0.001, 0.004; and the time Y = 0.006, 0.03 and 0.9 for N = 41. The exact solution φ(x, y) = x 2 + y 2 . 
