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Arithmetic duality theorems for 1-motives
David Harari and Tama´s Szamuely
0. Introduction
Duality theorems for the Galois cohomology of commutative group schemes
over local and global fields are among the most fundamental results in arith-
metic. Let us briefly and informally recall some of the most famous ones.
Perhaps the earliest such result is the following. Given an algebraic torus
T with character group Y ∗ defined over a p-adic field K, cup-products to-
gether with the isomorphism Br (K) = H2(K,Gm) ∼= Q/Z given by the
invariant map of the Brauer group of K define canonical pairings
H i(K, T )×H2−i(K, Y ∗)→ Q/Z
for i = 0, 1, 2. The Tate-Nakayama duality theorem (whose original form can
be found in [27]) then asserts that these pairings become perfect if in the
cases i 6= 1 we replace the groups H0 by their profinite completions. Note
that this theorem subsumes the reciprocity isomorphism of local class field
theory which is the case i = 0, T = Gm.
Next, in his influential expose´ [28], Tate observed that given an abelian
variety A, the Poincare´ pairing between A and its dual A∗ enables one to
construct similar pairings
H i(K,A)×H1−i(K,A∗)→ Q/Z
for i = 0, 1 and he proved that these pairings are also perfect.
The last result we recall is also due to Tate. Consider now an abelian
variety A over a number field k, and denote by X 1(A) the Tate-Shafarevich
group formed by isomorphism classes of torsors under A that split over each
completion of k. Then Tate constructed a duality pairing
X
1(A)×X 1(A∗)→ Q/Z
(generalising earlier work of Cassels on elliptic curves) and announced in
[29] that this pairing is nondegenerate modulo divisible subgroups or else, if
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one believes the widely known conjecture on the finiteness of X 1(A), it is a
perfect pairing of finite abelian groups. Similar results for tori are attributed
to Kottwitz in the literature; indeed, the references [10] and [11] contain such
statements, but without (complete) proofs.
In this paper we establish common generalisations of the results men-
tioned above for 1-motives. Recall that according to Deligne, a 1-motive
over a field F is a two-term complex M of F -group schemes [Y → G] (placed
in degrees -1 and 0), where Y is the F -group scheme associated to a finitely
generated free abelian group equipped with a continuous Gal (F )-action and
G is a semi-abelian variety over F , i.e. an extension of an abelian variety
A by a torus T . As we shall recall in the next section, every 1-motive M
as above has a Cartier dual M∗ = [Y ∗ → G∗] equipped with a canonical
(derived) pairing M ⊗LM∗ → Gm[1] generalising the ones used above in the
cases M = [0→ T ] and M = [0→ A]. This enables one to construct duality
pairings for the Galois hypercohomology groups of M and M∗ over local and
global fields.
Let us now state our main results. In Section 2, we shall prove:
Theorem 0.1 Let K be a local field and let M = [Y → G] be a 1-motive
over K. For i = −1, 0, 1, 2 there are canonical pairings
Hi(K,M)×H1−i(K,M∗)→ Q/Z
inducing perfect pairings between
1. the profinite group H−1
∧
(K,M) and the discrete group H2(K,M∗);
2. the profinite group H0(K,M)∧ and the discrete group H1(K,M∗).
Here the groups H0(K,M)∧ and H−1
∧
(K,M) are obtained from the cor-
responding hypercohomology groups by certain completion procedures ex-
plained in Section 2. We shall also prove there a generalisation of the above
theorem to 1-motives over henselian local fields of mixed characteristic and
show that in the duality pairing the unramified parts of the cohomology are
exact annihilators of each other.
Now let M be a 1-motive over a number field k. For all i ≥ 0 define the
Tate-Shafarevich groups
X
i(M) = Ker [Hi(k,M)→
∏
v
Hi(kˆv,M)]
where the product is taken over completions of k at all (finite and infinite)
places of k. Our main result can then be summarised as follows.
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Theorem 0.2 Let k be a number field and M a 1-motive over k. There exist
canonical pairings
X
i(M)×X 2−i(M∗)→ Q/Z
for i = 0, 1 which are non-degenerate modulo divisible subgroups.
In fact, here for i = 0 the group X 0(M) is finite, so the left kernel is
trivial. Assuming the finiteness of the (usual) Tate-Shafarevich group of an
abelian variety one derives that for i = 1 the pairing is a perfect pairing of
finite groups.
The pairings used here can be defined purely in terms of Galois coho-
mology (see Section 6); however, to prove the duality isomorphisms we first
construct pairings using e´tale cohomology in Sections 3 and 4, and then in
the last section we compare them to the Galois-cohomological one which in
the case of abelian varieties gives back the classical construction of Tate.
Finally, in Section 5 we establish a twelve-term Poitou-Tate type exact
sequence similar to the one for finite modules, assuming the finiteness of
the Tate-Shafarevich group. The reader is invited to look up the precise
statement there.
Since this is a paper containing the word “motive”, it is appropriate
to explain our motivations for establishing the generalisations offered here.
The first of these should be clear from the above: working in the context
of 1-motives gives a unified and symmetric point of view on the classical
duality theorems cited above and gives more complete results than those
known before. As an example, we may cite the duality between X i(T ) and
X
3−i(Y ∗) (i = 1, 2) for an algebraic torus T with character group Y ∗ which
is a special case of Theorem 0.2 above (see Section 4); it is puzzling to note
that the reference [18] only contains the case i = 1, whereas [16] only the case
i = 2. Another obvious reason is that due to recent spectacular progress in
the theory of mixed motives there has been a regain of interest in 1-motives as
well; indeed, the category of 1-motives over a field (with obvious morphisms)
is equivalent, up to torsion, to the subcategory of the triangulated category
of mixed motives (as defined, e.g., by Voevodsky) generated by motives of
varieties of dimension at most 1.
But there is a motivation coming solely from the arithmetic duality theory.
In fact, if one tries to generalise the classical duality theorems of Tate to a
semi-abelian variety G, one is already confronted to the fact that the only
reasonable definition for the dual of G is the dual [Y ∗ → A∗] of the 1-motive
[0 → G], where actually A∗ is the dual of the abelian quotient of G and
Y ∗ is the character group of its toric part. Duality results of this type are
needed for the study of the arithmetic of G over local and global fields: for
instance, such a question (which we shall address elsewhere) is the unicity of
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the Brauer-Manin obstruction to the Hasse principle for rational points on
torsors under G. (This question was raised by Skorobogatov in [26], p. 133).
In conclusion to this introduction, we cannot resist the temptation of
recalling the basic example of a dual pair of 1-motives “appearing in nature”.
For this, let X be a smooth projective variety over an algebraically closed
field. It is well-known that the Albanese variety AlbX and the Picard variety
Pic 0X of X are dual abelian varieties. Now consider an open subvariety
U ⊂ X . For such a U a natural object to consider is the generalised Albanese
variety A˜lbU defined by Serre [24]: it is a semi-abelian variety equipped with a
morphism U → A˜lbU universal for morphisms of U into semi-abelian varieties
that send a fixed base point to 0. According to [25] (see also [21]) the dual of
the 1-motive [0 → A˜lbU ] is the 1-motive [Y → Pic
0
X ], where Y is the group
of divisors on X supported in X \ U and algebraically equivalent to 0, and
the map is the divisor class map.
After the first version of this paper has been posted on the Web, N. Ra-
machandran has kindly drawn our attention to the paper of Berkovich [2]
where duality theorems for the Galois cohomology of commutative group
schemes over local and global fields are proven using the technique of satel-
lites. Though some of his results are certainly not unrelated to ours, they
seem to give the same statements only in the classical case of abelian varieties.
We thank Yves Andre´, Jean-Louis Colliot-The´le`ne, Ofer Gabber, Joost
van Hamel, Bruno Kahn, Niranjan Ramachandran and Michael Spiess for
pertinent comments. The referee’s remarks were very helpful for us. Need-
less to say, we owe a considerable intellectual debt to the work of Tate,
Artin/Verdier, Milne and others rendered in [16]. A major part of this work
was done during the second author’s stay at the Universite´ de Paris-Sud
whose generous hospitality is gratefully acknowledged. The second author
was also partially supported by OTKA grants Nos. T-031984 and F-032325.
Some notation and conventions
Let B be an abelian group. For each integer n > 0, B[n] stands for the
n-torsion subgroup of B and Btors for the whole torsion subgroup of B. We
shall often abbreviate the quotient B/nB by B/n. For any prime number
ℓ, we denote by B{ℓ} the ℓ-primary torsion subgroup of B and by B¯{ℓ} the
quotient of B{ℓ} by its maximal divisible subgroup. Also, we denote by B(ℓ)
the ℓ-adic completion of B, i.e. the projective limit lim
←−
B/ℓnB.
For a topological group B, we denote by B∧ the completion of B with
respect to open subgroups of finite index (in the discrete case this is the usual
profinite completion of B). We set BD for the group of continuous homomor-
phisms B → Q/Z (in the discrete case these are just all homomorphisms).
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We equip BD with the compact-open topology. The topological group B is
compactly generated if B contains a compact subset K such that K generates
B as a group. A continuous morphism f : B → C of topological groups is
strict if the image of any open subset of B is an open subset of Im f for the
topology induced by C.
1. Preliminaries on 1-motives
Let S be a scheme. Denote by FS the category of fppf sheaves of abelian
groups over S (when S = SpecK is the spectrum of a field, we shall write
FK for FS). Write C
b(FS) for the category of bounded complexes of fppf
sheaves over S and Db(FS) for the associated derived category. Recall (e.g.
from [22]) that a 1-motive M over S consists of the following data :
• An S-group scheme Y which is e´tale locally isomorphic to Zr for some
r ≥ 0.
• A commutative S-group scheme G fitting into an exact sequence of
S-groups
0→ T → G
p
→ A→ 0
where T is an S-torus and A an abelian scheme over S.
• An S-homomorphism u : Y → G.
The 1-motive M can be viewed as a complex of fppf S-sheaves [Y
u
→ G],
with Y put in degree -1 and G in degree 0, and also as an object of the derived
category Db(FS). It is equipped with a 3-term weight filtration: Wi(M) = 0
for i ≤ −3, W−2(M) = [0 → T ], W−1(M) = [0 → G] and Wi(M) = M
for i ≥ 0. From this we shall only need the 1-motive M/W−2(M), i.e. the
complex [Y
h
→ A], where h = p◦u. By [22], Proposition 2.3.1, we can identify
morphisms of 1-motives in Cb(FS) and D
b(FS).
To each 1-motiveM one can associate a Cartier dualM∗ by the following
construction which we briefly recall. Denote by Y ∗ the group of characters of
T , by A∗ the abelian scheme dual to A, and by T ∗ the S-torus with character
group Y . According to the generalised Barsotti-Weil formula ([19], III.18), A∗
represents the functor S ′ 7→ Ext1S′(A,Gm) on FS. Writing M
′ = M/W−2M ,
one deduces from this that the functor S ′ 7→ Ext1S′(M
′,Gm) on C
b(FS) is
representable by an S-group scheme G∗ which is an extension of A∗ by T ∗.
One calls the 1-motive [0 → G∗] the (Cartier) dual of M ′. Pulling back the
Poincare´ biextension ([16], p. 395) on A×A∗ to A×G∗ one gets a biextension
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P ′ of the 1-motivesM ′ and [0→ G∗] byGm, which is aGm-torsor over A×G
∗
whose pullback to Y × G∗ by the natural map Y × G∗ → A × G∗ is trivial
(cf. [3], 10.2.1 for this definition).
To treat the general case, consider M as an extension of M ′ by T . Any
element of Y ∗ = HomS(T,Gm) then induces by pushout an extension of M
′
by Gm, i.e. an element of G
∗. Whence a map Y ∗ → G∗ which is in fact a
map of S-group schemes; we call the associated 1-motive M∗ the (Cartier)
dual of M . The pullback P of the biextension P ′ from A × G∗ to G × G∗
becomes trivial over G×Y ∗ when pulled back by the map G×Y ∗ → G×G∗,
hence defines a biextension of M and M∗ by Gm (again in the sense of [3]).
According to the formula
BiextS(M,M
∗,Gm) ∼= HomDb(FS)(M ⊗
L M∗,Gm[1])
of ([3], 10.2.1), the biextension P defines a map
ΦM : M ⊗
L M∗ → Gm[1] (1)
in Db(FS), whence pairings
Hi(S,M)×Hj(S,M∗)→ H i+j+1(S,Gm) (2)
for each i, j ≥ 0.
(Except when explicitly specified, the cohomology groups in this paper
are relative to the e´tale topology; here we can work with either the e´tale or
the fppf topology because G is smooth over S and Y is e´tale locally constant).
Remark 1.1 Two special cases of this construction are classical :
• Y = A = 0, M = [0 → T ], M∗ = Y ∗[1]. Then the pairing (2) is just
the cup-product Hr(S, T )×Hs+1(S, Y ∗)→ Hr+s+1(S,Gm). (Similarly
for T = A = 0, M = Y [1], M∗ = T ∗.)
• Y = T = 0, M = [0 → A], M∗ = [0 → A∗]. Then (2) is the well-
known pairing in the cohomology of abelian varieties coming from the
generalised Barsotti-Weil formula (compare [16], p. 243 and Chapter
III, Appendix C).
Recall finally ([3], 10.1.5 and 10.1.10) that for any integer n invertible on
S and 1-motive M one has an “n-adic realisation”, namely the finite sheaf
(or group scheme) defined by
TZ/nZ(M) = H
0(M [−1] ⊗L Z/nZ),
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which can be explicitly calculated using the flat resolution [Z
n
→Z] of Z/nZ.
The pairing (1) then induces a perfect pairing
TZ/nZ(M)⊗ TZ/nZ(M
∗)→ µn (3)
where µn is the sheaf of n-th roots of unity. The classical case is when M is
of the form [0→ A] with A an abelian variety, where we find the well-known
Weil pairing.
We finish this section by introducing some notation: for each prime num-
ber ℓ invertible on S, we denote by T (M){ℓ} the direct limit of the TZ/ℓnZ(M)
over all n > 0 and by Tℓ(M) their inverse limit. The piece of notation
T (M)tors stands for the direct sum (taken over all primes ℓ invertible on S)
of the groups TZ/ℓnZ(M).
2. Local results
In this section S is the spectrum of a field K, complete with respect to a
discrete valuation and with finite residue field. In particular K is a p-adic
field if charK = 0, and is isomorphic to the field Fq((t)) for some finite field
Fq if charK > 0. We let OK denote the ring of integers of K and F its
residue field.
Lemma 2.1 For a 1-motive M = [Y → G] over K, we have
• H−1(K,M) ∼= Ker [H0(K, Y ) → H0(K,G)], a finitely generated free
abelian group;
• H2(K,M) ∼= Coker [H2(K, Y )→ H2(K,G)];
• Hi(K,M) = 0 i 6= −1, 0, 1, 2.
Proof : The field K has strict Galois cohomological dimension 2 ([16],
I.1.12). Since G is smooth, H i(K,G) = 0 for any i > 2; by [16], I.2.1, we
also have H i(K, Y ) = 0 for i > 2, whence the last equality. For the first two,
use moreover the distinguished triangle
Y → G→M → Y [1] (4)
in Cb(FK).
Using the trace isomorphismH2(K,Gm) ∼= Q/Z of local class field theory,
the pairing (2) of the previous section induces bilinear pairings
Hi(K,M)×H1−i(K,M∗)→ Q/Z (5)
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for all integers i (by the previous lemma, they are trivial for i 6= −1, 0, 1, 2).
For i = −1, 1, 2, we endow the groupHi(K,M) with the discrete topology.
To topologize H0(K,M) we proceed as follows. The exact triangle (4) yields
an exact sequence of abelian groups
0→ L→ G(K)→ H0(K,M)→ H1(K, Y )→ H1(K,G) (6)
where L := H0(K, Y )/H−1(K,M) is a discrete abelian group of finite type.
We equip I = G(K)/Im (L) with the quotient topology (note that in general
it is not Hausdorff). The cokernel of the map G(K) → H0(K,M) being
finite (as H1(K, Y ) itself is finite by [23], II.5.8 iii)), we can define a natural
topology on H0(K,M) by taking as a basis of open neighbourhoods of zero
the open neighbourhoods of zero in I (this makes I an open subgroup of
finite index of H0(K,M)).
Already in the classical duality theorem for tori over local fields one has
to take the profinite completion on H0 in order to obtain a perfect pairing.
However, for the generalisations we have in mind a nuisance arises from the
fact that the completion functor is not always left exact, even if one works
only with discrete lattices and p-adic Lie groups. As a simple example,
consider K = Qp (p ≥ 3) and the injection Z →֒ Q
×
p given by sending 1 to
1 + p. Here the induced map on completions Ẑ → (Q×p )
∧ is not injective
(because Q×p ≃ Z×F
×
p ×Zp and the image of Z lands in the Zp-component).
Bearing this in mind, for a 1-motive M = [Y → G] we denote by
H−1
∧
(K,M) the kernel of the map H0(K, Y )∧ → H0(K,G)∧ coming from
Y → G. There is always an injection H−1(K,M)∧ → H−1∧ (K,M) but it
is not an isomorphism in general; the previous example comes from the 1-
motive [Z→ Gm].
However, we shall also encounter a case where the completion functor
behaves well.
Lemma 2.2 Let G be a semi-abelian variety over the local field K, with
abelian quotient A and toric part T . Then the natural sequence
0→ T (K)∧ → G(K)∧ → A(K)∧ → H1(K, T )∧
is exact. Moreover, G(K) →֒ G(K)∧ and (G(K)∧)D = G(K)D.
Here in fact we have A(K)∧ = A(K) (the group A(K) being compact
and completely disconnected, hence profinite) and H1(K, T )∧ = H1(K, T )
by finiteness of H1(K, T ) ([16], I.2.3).
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Proof : To begin with, the maps between completions are well defined
because the maps T (K) → G(K), G(K) → A(K), and A(K) → H1(K, T )
are continuous (by [13], I.2.1.3, T (K) is closed in G(K) and the image of
G(K) is open in A(K) by the implicit function theorem). The theory of
Lie groups over a local field shows that G(K) is locally compact, completely
disconnected, and compactly generated; we conclude with the third part of
the proposition proven in the appendix.
Now we can state the main result of this section.
Theorem 2.3 Let M = [Y → G] be a 1-motive over the local field K. The
pairing (5) induces a perfect pairing between
1. the profinite group H−1∧ (K,M) and the discrete group H
2(K,M∗);
2. the profinite group H0(K,M)∧ and the discrete group H1(K,M∗).
In the special casesM = [0→ T ] orM = [Y → 0] we recover Tate-Nakayama
duality for tori overK ([23], II.5.8 and [16], I.2.3 for the positive characteristic
case) and in the case M = [0→ A] we recover Tate’s p-adic duality theorem
for abelian varieties and its generalisation to the positive characteristic case
due to Milne ([28], [16], Cor. I.3.4, and Theorem III.7.8).
Proof : For the first statement, set M ′ := M/W−2M . The dual of M
′ is
of the form [0→ G∗], where G∗ is an extension of A∗ by T ∗. Via the pairing
(5) for i = −1, 0, we obtain a commutative diagram
0 −−−→ H−1∧ (K,M
′) −−−→ H0(K, Y )∧ −−−→ H0(K,A)∧y
y
y
0 −−−→ H2(K,G∗)D −−−→ H2(K, T ∗)D −−−→ H1(K,A∗)D
The first line of this diagram is exact by definition, and the second one is
exact because it is the dual of an exact sequence of discrete groups (recall
that H2(K,A∗) = 0 by [23], II.5.3, Prop. 16 and [16], III.7.8). By Tate
duality for abelian varieties and Tate-Nakayama duality for tori, the last two
vertical maps are isomorphisms, hence the same holds for the first one.
Now using Lemma 2.2 we get that the map H0(K, Y ) → H0(K,G) in-
duces a map H−1∧ (K,M
′) → T (K)∧ with kernel H−1∧ (K,M). ¿From the
definition of M ′ we get a commutative diagram with exact rows
0 −−−→ H−1∧ (K,M) −−−→ H
−1
∧ (K,M
′) −−−→ H0(K, T )∧y
y
y
0 −−−→ H2(K,M∗)D −−−→ H2(K,G∗)D −−−→ H2(K, Y ∗)D
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whence we conclude as above that the left vertical map is an isomorphism, by
the first part and Tate-Nakayama duality. Then H2(K,M∗) ∼= H−1∧ (K,M)
D
follows by dualising, using the isomorphism H2(K,M∗)DD ∼= H2(K,M∗) for
the discrete torsion group H2(K,M∗).
For the second statement, we also begin by working with M ′. Using the
pairings (5) and Lemma 2.2 (applied to G∗), we get a commutative diagram
with exact rows:
0 −−−→ T ∗(K)∧ −−−→ G∗(K)∧ −−−→ A∗(K)∧ −−−→ H1(K, T ∗)∧y
y
y
y
0 −−−→ H2(K, Y )D −−−→ H1(K,M ′)D −−−→ H1(K,A)D −−−→ H1(K, Y )D
Using the local dualities for (A,A∗) and (Y, T ∗), this implies that the map
G∗(K)∧ → H1(K,M ′)D is an isomorphism.
Now the distinguished triangle T → M → M ′ → T [1] in Cb(FK) induces
the following commutative diagram with exact rows:
H0(K, Y ∗)∧ −−−→ G∗(K)∧ −−−→ H0(K,M∗)∧ −−−→ H1(K, Y ∗) −−−→ H1(K,G∗)y
y
y
y
y
H2(K, T )D −−−→ H1(K,M ′)D −−−→ H1(K,M)D −−−→ H1(K, T )D −−−→ H0(K,M ′)D
Here the exactness of the rows needs some justification. The upper row is
exact without completing the first three terms. Completion in the third term
is possible by finiteness of the fourth, and completion in the first two terms is
possible because the map G∗(K) → H0(K,M∗) is open with finite cokernel
by definition of the topology on the target. In the lower row dualisation
behaves well because the first four terms are duals of discrete torsion groups.
By Tate-Nakayama duality for tori and what we have already proven,
the first, second and fourth vertical maps are isomorphisms. To derive an
isomorphism in the middle it remains to prove the injectivity of the fifth
map.
This in turn follows from the commutative diagram with exact rows
(where again we have used the finiteness of H1(K, T ∗) and of H1(K, Y )):
A∗(K) −−−→ H1(K, T ∗) −−−→ H1(K,G∗) −−−→ H1(K,A∗)y
y
y
y
H1(K,A)D −−−→ H1(K, Y )D −−−→ H0(K,M ′)D −−−→ A(K)D
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Here the first, second and fourth vertical maps are isomorphisms by local
duality for tori and abelian varieties. Again, exactness at the third term
of the lower row follows from the definition of the topology on H0(K,M ′).
Finally the mapH0(K,M∗)∧ → H1(K,M)D is an isomorphism and applying
this statement to M∗ instead of M , we obtain the theorem.
Remark 2.4 If K is of characteristic zero, any subgroup of finite index of
T (K) is open (cf. [16], p.32). It is easy to see that in this case H0(K,M)∧
is just the profinite completion of H0(K,M).
Next we state a version of Theorem 2.3 for henselian fields that will be needed
for the global theory.
Theorem 2.5 Let F be the field of fractions of a henselian discrete valuation
ring R with finite residue field and let M be a 1-motive over F . Assume that
F is of characteristic zero. Then the pairing (5) induces perfect pairings
H−1
∧
(F,M)×H2(F,M∗)→ Q/Z
H0(F,M)∧ ×H1(F,M∗)→ Q/Z
where H−1
∧
(F,M) := Ker [H0(F, Y )∧ → G(F )∧] and ∧ means profinite com-
pletion.
Remarks 2.6
1. Denoting by K the completion of F , the group H0(F,M) injects into
H0(K,M) by the lemma below, hence it is natural to equip H0(F,M)
with the topology induced by H0(K,M). But we shall also show that
H0(F,M) and H0(K,M) have the same profinite completion, hence
by Remark 2.4 the profinite completion of H0(F,M) coincides with its
completion with respect to open subgroups of finite index. Therefore
there is no incoherence in the notation.
2. In characteristic p > 0, the analogue of Theorem 2.5 is not clear because
of the p-part of the groups. Compare [16], III.6.13.
Taking the first remark into account, Theorem 2.5 immediately results
from Theorem 2.3 via the following lemma.
Lemma 2.7 Keeping the assumptions of the theorem, denote by K the com-
pletion of F . Then the natural map Hi(F,M) → Hi(K,M) is an injection
for i = 0 inducing an isomorphism H0(F,M)∧ → H0(K,M)∧ on comple-
tions, and an isomorphism for i ≥ 1.
11
Proof : For any n > 0, the canonical map G(F )/n → G(K)/n is sur-
jective, for G(F ) is dense in G(K) by Greenberg’s approximation theorem
[7], and nG(K) ⊂ G(K) is an open subgroup. But this map is also in-
jective, for any point P ∈ G(K) with nP ∈ G(F ) is locally given by
coordinates algebraic over F , but F is algebraically closed in K (apply
e.g. [17], Theorem 4.11.11 and note that F is of characteristic 0), hence
P ∈ G(F ). Since Y is locally constant in the e´tale topology over SpecF ,
we have H i(F, Y ) = H i(K, Y ) for each i ≥ 0. The case i = 0 of the lemma
follows from these facts by de´vissage.
To treat the cases i > 0, recall first that multiplication by n on G is
surjective in the e´tale topology. Therefore
H i(F,G)[n] = coker [H i−1(F,G)/n→ H i(F,G[n])]
for i ≥ 1, and similarly for H i(K,G). Moreover, H i(F,G[n]) = H i(K,G[n])
because G[n] is locally constant in the e´tale topology (note that F and
K have the same absolute Galois group). Starting from the isomorphism
G(F )/n ∼= G(K)/n already proven, we thus obtain isomorphisms of tor-
sion abelian groups H i(F,G) ≃ H i(K,G) for any i ≥ 1 by induction on i,
which together with the similar isomorphisms for Y mentioned above yield
the statement by de´vissage.
We shall also need the following slightly finer statement.
Proposition 2.8 Keeping the notations above, equip H0(F,M∗) with the
topology induced by H0(K,M∗). Then H0(F,M∗) injects into H0(F,M∗)∧
and they have the same continuous dual. Moreover, the pairing (5) yields an
isomorphism
H1(F,M) ∼= H0(F,M∗)D.
Proof : For the first statement we use the exact sequence
H0(F, Y ∗)→ G∗(F )→ H0(F,M∗)→ H1(F, Y ∗)→ H1(F,G∗)
and similarly for K instead of F . By definition of the topology on H0(F,M∗)
and H0(K,M∗), the duals of these sequences remain exact thanks to the re-
sult proven in the Appendix. The group G∗(F ) injects into G(K)∧ by Lemma
2.7 and Lemma 2.2; moreover, since G∗(F ) is a dense subgroup of G∗(K),
they have the same dual. Similarly, we have an injection H0(F, Y ∗) →֒
H0(K, Y ∗)∧ using that H0(K, Y ∗) is of finite type, and this map induces an
isomorphism on duals. Thus the first statement follows from the exact se-
quence using the finiteness of H1(F, Y ∗) →֒ H1(K, Y ∗) and Lemma 2.7. The
second statement now follows from Theorem 2.3, again using Lemma 2.7.
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For the global case, we shall also need a statement for the real case.
Consider a 1-motive MR over the spectrum of the field R of real num-
bers. As in the classical cases, the duality results in the previous section
extend in a straightforward fashion to this situation, provided that we re-
place usual Galois cohomology groups by Tate modified groups. Denote by
ΓR = Gal (C/R) ≃ Z/2 the Galois group of R. Let F
• be a bounded com-
plex of R-groups. For each i ∈ Z, the modified hypercohomology groups
Ĥi(R,F•) are defined in the usual way: for each term F i of F , we take the
standard Tate complex associated to the ΓR-module F
i(C) (cf. [16], pp. 2–
3); then we obtain Tate hypercohomology groups via the complex associated
to the arising double complex. From the corresponding well-known results in
Galois cohomology, it is easy to see that Ĥi(R,F•) = Hi(R,F•) for i ≥ 1 if
F• is concentrated in nonpositive degrees, and that Ĥi(R,F•) is isomorphic
to Ĥi+2(R,F•) for any i ∈ Z. Recall also that the Brauer group BrR is
isomorphic to Z/2Z ⊂ Q/Z via the local invariant.
Now we have the following analogue of Theorem 2.3:
Proposition 2.9 Let MR = [YR → GR] be a 1-motive over R. Then the
cup-product pairing induces a perfect pairing of finite 2-torsion groups
Ĥ0(R,MR)× Ĥ
1(R,M∗
R
)→ Z/2Z
Proof : Let TR (resp. AR) be the torus (resp. the abelian variety)
corresponding to GR. In the special casesMR = TR,MR = AR,MR = YR[1],
the result is known ([16], I.2.13 and I.3.7). Now the proof by devissage
consists exactly of the same steps as in Theorem 2.3, except that we don’t
have to take any profinite completions, all occurring groups being finite.
In Section 5 we shall need the fact that when M is a 1-motive over a local
field K which extends to a 1-motive over SpecOK , the unramified parts
of the cohomology are exact annihilators of each other in the local duality
pairing for i = 1 (see [23], II.5.5, [18], Theorem 7.2.15 and [16], III.1.4 for
analogues for finite modules). More precisely, let M = [Y → G] be a 1-
motive over SpecOK and M = [Y → G] the restriction of M to SpecK.
Denote by H0nr(K,M) and H
1
nr(K,M
∗) the respective images of the maps
H0(OK ,M) → H
0(K,M) and H1(OK ,M
∗) → H1(K,M∗). To make the
notation simpler, we still let H0nr(K,M)
∧ denote the image of H0nr(K,M)
∧ in
H0(K,M)∧. (We work with complete fields since this is what will be needed
later; the henselian case is similar in mixed characteristic.)
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Theorem 2.10 In the above situation, H0nr(K,M)
∧ and H1nr(K,M
∗) are the
exact annihilators of each other in the pairing
H0(K,M)∧ ×H1(K,M∗)→ Q/Z
induced by (5).
Proof : The restriction of the local pairing to H0nr(K,M) ×H
1
nr(K,M
∗)
is zero because H2(OK ,Gm) ∼= H
2(F,Gm) = 0. Thus it is sufficient to show
that the maps
H0(K,M)∧/H0nr(K,M)
∧ → H1nr(K,M
∗)D,
H1(K,M∗)/H1nr(K,M
∗)→ H0nr(K,M)
D
are injective, where we have equipped H1nr(K,M
∗) with the discrete topology
and H0nr(K,M) with the topology induced by that on H
0(K,M).
Denote by T (resp. T ) the torus and by A (resp. A) the abelian scheme
(resp. abelian variety) corresponding to G (resp. G). We need the following
lemma presumably well known to the experts.
Lemma 2.11 In the Tate-Nakayama pairing
H2(K, Y )×H0(K, T ∗)→ Q/Z,
the exact annihilator of H0nr(K, T
∗) is H2nr(K, Y ).
Proof : Let n > 0. We work in flat cohomology. The exact sequence of
fppf sheaves
0→ T [n]→ T → T → 0
and the cup-product pairings induce a commutative diagram with exact rows:
H1fppf(OK ,Y/nY) −−−→ H
2
fppf(OK ,Y)[n]y
y
H1fppf(K, Y/nY ) −−−→ H
2
fppf(K, Y )[n] −−−→ 0y
y
0 −−−→ H1fppf(OK , T
∗[n])D −−−→ H0(OK , T
∗)D
where all groups are given the discrete topology. The zero at lower left comes
from the vanishing H1fppf(OK , T
∗) ∼= H1fppf(F, T˜
∗) = 0 (where T˜ ∗ stands for
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the special fibre of T ∗), which is a consequence of Lang’s theorem ([12],
Theorem 2 and [15], III.3.11).
Now by [16], III.1.4. and III.7.2., the left column is exact. Therefore the right
column is exact as well. To see that this implies the statement it remains
to note that since Y is a smooth group scheme over SpecOK , its e´tale and
flat cohomology groups are the same and moreover they are all torsion in
positive degrees.
We resume the proof of Theorem 2.10. The weight filtration on M , the
cup-product pairings and the inclusion OK ⊂ K induce a commutative dia-
gram with exact rows (here the groups in the lower row are given the discrete
topology)
H1(OK ,M) −−−→ H
2(OK ,Y) −−−→ 0y
y
H1(K,G) −−−→ H1(K,M) −−−→ H2(K, Y )y
y
y
0 −−−→ H0(OK , [Y
∗ → A∗])D −−−→ H0(OK ,M
∗)D −−−→ H0(OK , T
∗)D
(7)
where the two zeros come from the vanishing of the groups H1(OK , T
∗) and
H2(OK ,G) = H
2(F, G˜); the second vanishing follows from the fact that G˜(F¯)
is torsion and F is of cohomological dimension 1.
Next, observe that the map H0(OK , [Y
∗ → A∗]) → H0(K, [Y ∗ → A∗])
is an isomorphism. Indeed, by de´vissage this reduces to showing that the
natural maps H0(OK ,A) → H
0(K,A) and H1(OK ,Y) → H
1(K, Y ) are
isomorphisms. The first isomorphism follows from the properness of the
abelian scheme A. For the second, denote by OnrK the strict henselisation
of OK and by K
nr its fraction field. Then the Hochschild-Serre spectral
sequence induces a commutative diagram with exact rows:
0 −−−→ H1(F, H0(OnrK ,Y)) −−−→ H
1(OK ,Y) −−−→ H
0(F, H1(OnrK ,Y))y
y
y
0 −−−→ H1(F, H0(Knr, Y )) −−−→ H1(K, Y ) −−−→ H0(F, H1(Knr, Y ))
Here the group at top right vanishes because OnrK is acyclic for e´tale coho-
mology. Also, since OnrK is simply connected for the e´tale topology, the sheaf
Y is isomorphic to a (torsion free) constant sheaf Zr, whence the vanishing
of the group at bottom right. For the same reason, both groups on the left
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are isomorphic to H1(Gal (F′/F), H0(OnrK ,Y)), where F
′ is a finite extension
trivialising the action of Gal (F¯ |F ) on H0(OnrK ,Y), whence the claim.
This being said, we conclude from Proposition 2.8 (which also holds in
positive characteristic over complete fields) that the left vertical map in di-
agram (7) is injective. On the other hand the right column is exact by
Lemma 2.11. Hence the middle column, i.e. the sequence
H1(OK ,M)→ H
1(K,M)→ H0(OK ,M
∗)D
is exact. Since the map H1(K,M) → H0(OK ,M
∗)D factors through the
map H1(K,M)→ (H0nr(K,M
∗)∧)D, the sequence
H1(OK ,M)→ H
1(K,M)→ (H0nr(K,M
∗)∧)D
(of which we knew before that it is a complex) is exact as well. Dualising
this exact sequence of discrete groups, we obtain from Theorem 2.3 that the
sequence
H0nr(K,M
∗)∧ → H0(K,M)∧ → H1(OK ,M)
D
is exact and the theorem is proven.
3. Global results : e´tale cohomology
Let k be a number field with ring of integers Ok. Denote by Ωk the set of
places of k and Ω∞k ⊂ Ωk the subset of real places. Let kv be the completion
of k at v if v is archimedean, and the field of fractions of the henselisation
of the local ring of SpecOk at v if v is finite. In the latter case, the piece of
notation kˆv stands for the completion of k at v. We denote by U an open
subscheme of SpecOk and by Σf the set of finite places coming from closed
points outside U .
In this section and the next, every abelian group is equipped with the
discrete topology; in particular B∧ denotes the profinite completion of B
and BD := Hom(B,Q/Z) (even if B has a natural nondiscrete topology).
We shall need the notion of “cohomology groups with compact support”
Hic(U,F
•) for cohomologically bounded complexes of abelian sheaves F• on
U . For k totally imaginary, these satisfy Hic(U,F
•) = Hi(SpecOk, j!F
•),
where j : U → SpecOk is the inclusion map. In the general case this
equality holds up to a finite 2-group. More precisely, there exists a long
exact sequence (infinite in both directions)
· · · → Hic(U,F
•)→ Hi(U,F•)→
⊕
v∈Σf
H
i(kˆv ,F
•)⊕
⊕
v∈Ω∞
k
Ĥ
i(kv ,F
•)→ Hi+1c (U,F
•)→ . . .
(8)
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where for v ∈ Ω∞k the notation Ĥ
i(kv,F
•) stands for Tate (modified) coho-
mology groups of the group Gal (k¯v/kv) ∼= Z/2Z and where we have abused
notation in denoting the pullbacks of F• under the maps Spec kv → SpecOk
by the same symbol.
In the literature, two constructions for the groups Hic(U,F
•) have been
proposed, by Kato [9] and by Milne [16], respectively. The two definitions are
equivalent (though we could not find an appropriate reference for this fact).
We shall use Kato’s construction which we find more natural and which we
now copy from [9] for the convenience of the reader.
First, for an abelian sheaf G on the big e´tale site of SpecZ, one defines
a complex Ĝ• as follows. Denote by a : SpecC → SpecZ the canonical
morphism and by σ : a∗a
∗G → a∗a
∗G the canonical action of the complex
conjugation viewed as an element of Gal (C/R). Now put Ĝ0 = G ⊕ a∗a
∗G
and Ĝi = a∗a
∗G for i ∈ Z\{0}. One defines the differentials di of the complex
Ĝ• as follows:
d−1(x) = (0, (σ − id)(x)); d0(x, y) = b(x) + (σ + id)(y),
where b : G → a∗a
∗G is the adjunction map; otherwise, set di = σ + id for i
even and di = σ− id for i odd. This definition extends to bounded complexes
G• on the big e´tale site of SpecZ in the usual way: construct the complex
Ĝi for each term Gi of the complex and then take the complex associated to
the arising double complex. Finally for U and F• as above, one sets
Hic(U,F
•) := Hi(SpecZ, R̂f!F•),
where f : U → SpecZ is the canonical morphism.
¿From this definition one infers that for an open immersion jV : V → U
and a complex F•V of sheaves on V one has H
i
c(V,F
•
V )
∼= Hic(U, jV !F
•
V );
therefore, setting F•V = j
∗
VF
• one obtains a canonical map
Hic(V,F
•
V )→ H
i
c(U,F
•)
coming from the morphism of complexes jV !j
∗
VF
• → F•. This covariant
functoriality for open immersions will be crucial for the arguments in the
next section.
Finally, we remark that for cohomologically bounded complexes F• and
G• of e´tale sheaves on U , one has a cup-product pairing
Hi(U,F•)×Hjc(U,G
•)→ Hi+j+1c (U,F
• ⊗L G•). (9)
Indeed, for f as above (which is quasi-finite by definition), one knows
from general theorems of e´tale cohomology that the complexes Rf∗F
• and
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Rf!F
• are cohomologically bounded (and similarly for G•, F• ⊗L G•), and
that there exists a canonical pairing Rf∗F
• ⊗L Rf!G
• → Rf!(F
• ⊗L G•).
One then uses the simple remark that any derived pairing A• ⊗L B• → C•
of cohomologically bounded complexes of e´tale sheaves on SpecZ induces a
pairing A• ⊗L B̂• → Ĉ•.
Remark 3.1 In [30], Zink defines modified cohomology groups Ĥ i(U,F)
which take the real places into account and satisfy a localisation sequence
for cohomology. He applies this to prove the Artin-Verdier duality theorem
for finite sheaves in the case U = SpecOk (where cohomology and compact
support cohomology coincide). For general U , however, one needs the groups
H ic(U,F) which are the same as the groups Ĥ
i(SpecOk, j!F) in his notation.
This being said, we return to 1-motives.
Lemma 3.2 Let M be a 1-motive over U .
1. The groups Hi(U,M) are torsion for i ≥ 1 and so are the groups
Hic(U,M) for i ≥ 2.
2. For any ℓ invertible on U , the groups Hi(U,M){ℓ} (i ≥ 1) are of finite
cotype. Same assertion for the groups Hic(U,M){ℓ} (i ≥ 2).
3. The group H0(U,M) is of finite type.
Proof : For the first part of (1) note that, with the notation of Sec-
tion 1., the group H i(U,A) is torsion ([16], II.5.1), and so are H i(U, T ) and
H i+1(U, Y ) by [16], II.2.9. The second part then follows from exact sequence
(8) and the local facts.
By this last argument, for (2) it is again enough to prove the first state-
ment. To do so, observe that H i(U,A){l} is of finite cotype ([16], II.5.2) and
for each positive integer n, there are surjective maps
H i(U, Y/lnY )→ H i+1(U, Y )[ln], H i(U, T [ln])→ H i(U, T )[ln]
whose sources are finite by [16], II.3.1.
To prove (3), one first uses for each n > 0 the surjective map from the
finite group H0(U, Y/nY ) onto H1(U, Y )[n]. It shows that the finiteness of
H1(U, Y ) follows if we know that H1(U, Y ) = H1(U, Y )[n] for some n. Using
a standard restriction-corestriction argument, this follows from the fact that
H1(V,Z) = 0 for any normal integral scheme V ([1], IX.3.6 (ii)). It remains
to note that the groups H0(U,A) = H0(k, A) and H0(U, T ) are of finite type,
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by the Mordell-Weil Theorem and Dirichlet’s Unit Theorem, respectively (for
the latter observe thatH0(U, T ) injects intoH0(V, T ) ∼= (H0(V,Gm))
r, where
V/U is an e´tale covering trivialising T ).
Remark 3.3 The structure of the group H1c(U,M) is a bit more compli-
cated: it is an extension of a torsion group (whose ℓ-part is of finite cotype
for all ℓ invertible on U) by a quotient of a profinite group.
Now, as explained on p. 159 of [9], combining a piece of the long exact
sequence (8) for F• = Gm with the main results of global class field theory
yields a canonical (trace) isomorphism
H3c (U,Gm)
∼= Q/Z.
Also, we have a natural compact support version
Hi(U,M)×Hjc(U,M
∗)→ Hi+j+1c (U,Gm)
of the pairing (2), constructed using the pairing (9) above. Combining the
two, we get canonical pairings
Hi(U,M)×H2−ic (U,M
∗)→ Q/Z
defined for−1 ≤ i ≤ 3. For any prime number ℓ invertible on U , restricting to
ℓ-primary torsion and modding out by divisible elements (recall the notations
from the beginning of the paper) induces pairings
Hi(U,M){ℓ} ×H2−ic (U,M
∗){ℓ} → Q/Z. (10)
Theorem 3.4 For any 1-motive M and any ℓ invertible on U , the pairing
(10) is non-degenerate for 0 ≤ i ≤ 2.
Note that the two groups occurring in the pairing (10) are finite by Lemma
3.2 (2).
Proof : This is basically the argument of ([16], II.5.2 (b)). Let n be a
power of ℓ. Tensoring the exact sequence
0→ Z→ Z→ Z/nZ→ 0
by M in the derived sense and passing to e´tale cohomology over U induces
exact sequences
0→ Hi−1(U,M)⊗ Z/nZ→ Hi−1(U,M ⊗L Z/nZ)→ Hi(U,M)[n]→ 0
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NowM⊗LZ/nZ viewed as a complex of e´tale sheaves has trivial cohomology
in degrees other than −1; indeed, with the notation of Section 1, the group
Y is torsion free and multiplication by n on the group scheme G is surjective
in the e´tale topology. Therefore, using the notation of Section 1, we may
rewrite the previous sequence as
0→ Hi−1(U,M)⊗ Z/nZ→ H i(U, TZ/nZ(M))→ H
i(U,M)[n]→ 0. (11)
Write T (M){ℓ} for the direct limit of the groups TZ/nZ(M) as n runs through
powers of ℓ and Tℓ(M) for their inverse limit. For each r ≥ 0, H
r(U, Tℓ(M))
stands for the inverse limit of Hr(U, TZ/nZ(M)) (n running through powers
of l), and similarly for compact support cohomology. Passing to the direct
limit in the above sequence then induces an isomorphism
H i(U, T (M){ℓ}) ∼= Hi(U,M){ℓ}.
Now by Artin-Verdier duality for finite sheaves ([30], [16], II.3; see also [14]
in the totally imaginary case) the first group here is isomorphic (via a pairing
induced by (10)) to the dual of the group H3−ic (U, Tℓ(M
∗)){ℓ}.
Working with the analogue of exact sequence (11) for compact support
cohomology and passing to the inverse limit over n using the finiteness of the
groups H3−ic (U, TZ/nZ(M
∗)), we get isomorphisms
H2−ic (U,M
∗)(ℓ){ℓ} ∼= H3−ic (U, Tℓ(M
∗)){ℓ}
using the torsion freeness of the ℓ-adic Tate module of the groupH3−ic (U,M
∗).
Finally, we have H2−ic (U,M
∗){ℓ} ∼= H2−ic (U,M
∗)(ℓ){ℓ} by the results in
Lemma 3.2 and Remark 3.3.
¿From now on, we shall make the convention (to ease notation) that for
any archimedean place v and each i ∈ Z,Hi(kv,M) means the modified group
Ĥi(kv,M) (In particular it is zero if v is complex, and it is a finite 2-torsion
group if v is real).
Following [16], II.5, we define for i ≥ 0
Di(U,M) = Ker [Hi(U,M)→
∏
v∈Σ
Hi(kv,M)]
where the finite subset Σ = Σf ∪Ω∞ ⊂ Ωk consists of the real places and the
primes of Ok which do not correspond to a closed point of U . For i ≥ 0 we
also have
Di(U,M) = Im [Hic(U,M)→ H
i(U,M)]
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by the definition of compact support cohomology. By Lemma 3.2, D1(U,M)
is a torsion group and D1(U,M){ℓ} is of finite cotype. Now Theorem 3.4 has
the following consequence:
Corollary 3.5 Under the notation and assumptions of Theorem 3.4, for
i = 0, 1 there is a pairing
Di(U,M){ℓ} ×D2−i(U,M∗){ℓ} → Q/Z (12)
whose left and right kernels are respectively the divisible subgroups of the two
groups.
Remarks 3.6
1. As D0(U,M) is of finite type, the divisible part of D0(U,M){ℓ} is zero.
2. In the case M = [0 → T ], the corollary gives back (part of) [16],
Corollary II.4.7, itself based on the main result of Deninger [4] (which
we do not use here).
Proof : The proof works along the same pattern as that used in the case
i = 1, M = [0 → A] treated in [16], Corollary II.5.3. As the proof given in
loc. cit. contains some inaccuracies, we give a detailed argument. We use the
following commutative diagram whose exact rows come from the definition
of the groups Di and whose vertical maps are induced by the pairings (10)
and (5).
0 −−−→ Di(U,M){ℓ} −−−→ Hi(U,M){ℓ} −−−→
⊕
v∈Σ
Hi(kv,M)
y
y
0 −−−→ D2−i(U,M∗)D −−−→ H2−ic (U,M
∗)D −−−→
⊕
v∈Σ
H1−i(kv,M
∗)D
The diagram defines a map Di(U,M){ℓ} → D2−i(U,M∗)D. The right verti-
cal map is injective for i = 0 by Theorem 2.3, Remark 2.4, the first statement
in Proposition 2.8, and Proposition 2.9. For i = 1 it is injective by Propo-
sition 2.9 and the second statement in Proposition 2.8 (indeed for v finite,
H0(kv,M
∗) is now equipped with the discrete topology, which is finer than
the topology defined in Proposition 2.8). The middle vertical map has divis-
ible kernel by Theorem 3.4. Hence the map Di(U,M){ℓ} → D2−i(U,M∗)D
has divisible kernel, and similarly for the induced map Di(U,M){ℓ} →
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D2−i(U,M∗){ℓ}D (recall that D1(U,M) and D2(U,M) are torsion). Now
exchange the roles of M and M∗.
Let Ak denote the generic fibre of A and
X
1(Ak) := Ker [H
1(k, Ak)→
∏
v∈Ωk
H1(kˆv, Ak)]
its Tate-Shafarevich group. A special case of Corollary 3.5 is
Proposition 3.7 Let M be a 1-motive over U and ℓ a prime number invert-
ible on U . Assume that X 1(Ak){ℓ} and X
1(A∗k){ℓ} are finite. Then the
pairing
D1(U,M){ℓ} ×D1(U,M∗){ℓ} → Q/Z
of Corollary 3.5 is a perfect pairing of finite groups.
Proof : Using Corollary 3.5, it is sufficient to prove that D1(U,M){ℓ} is
finite. We have a commutative diagram with exact rows:
H1(U, Y ) −−−→ H1(U,G) −−−→ H1(U,M) −−−→ H2(U, Y )y
y
y
y⊕
v∈Σ
H1(kv, Y ) −−−→
⊕
v∈Σ
H1(kv, G) −−−→
⊕
v∈Σ
H1(kv,M) −−−→
⊕
v∈Σ
H2(kv, Y )
An inspection of the diagram reveals that for the finiteness of D1(U,M){ℓ}
it suffices to show (using finiteness of Σ) the finiteness of the torsion groups
D1(U,G){ℓ}, H1(kv, Y ) and D
2(U, Y ), respectively.
For the first, note that the assumption on X 1(Ak) implies that D
1(U,A){ℓ}
is finite by [16], II.5.5, whence the required finiteness follows from the finite-
ness of H1(U, T ) ([16], II.4.6). We have seen the second finiteness several
times when discussing local duality. The finiteness of D2(U, Y ) follows from
that of H2c (U, Y ) which is is dual to the finite group H
1(U, T ) by a result of
Deninger ([16], II.4.6). (One can also prove the finiteness of D2(U, Y ) by the
following more direct reasoning: using a restriction-corestriction argument,
one reduces to the case Y = Z. Then D2(U,Z) = D1(U,Q/Z) is the dual of
the Galois group of the maximal abelian extension of k unramified over U
and totally split at the places outside U , and hence is finite by global class
field theory.)
Remark 3.8 The same argument shows that the finiteness of X 1(Ak) im-
plies the finiteness of D1(U,M).
22
4. Global results: relation to Galois cohomol-
ogy
The notation and assumptions are the same as in the previous section. In
particular U is an affine open subset of SpecOk and Σ ⊂ Ωk consists of the
real places and the finite places of SpecOk \ U . Fix an algebraic closure k¯
of k (corresponding to a geometric point η¯ of U). Let ΓΣ = π1(U, η¯) be the
Galois group of the maximal subfield kΣ of k¯ such that the extension kΣ/k
is unramified outside Σ. When Gk is the restriction of a U -group scheme G
to Spec k, we shall write H i(ΓΣ, Gk) for H
i(ΓΣ, Gk(kΣ)).
We begin with the following analogue of [16], II.2.9:
Proposition 4.1 Let M = [Y → G] be a 1-motive over U and Mk its
restriction to Spec k. Let ℓ be a prime number invertible on U . Then:
1. The natural map Hi(U,M){ℓ} → Hi(ΓΣ,Mk){ℓ} is an isomorphism
for i ≥ 1.
2. The natural map H1(U,M){ℓ} → H1(k,Mk){ℓ} is injective.
3. The natural map H0(U,M)→ H0(k,Mk) is injective.
Proof : To prove (1) in the case i > 1, pass to the direct limit over powers
of ℓ in exact sequence (11). Then Lemma 3.2 (1) implies that it is sufficient
to prove the statement for M replaced by T (M){ℓ}, which follows from [16],
II.2.9 by passing to the limit. In the case i = 1 one unscrews M using the
weight filtration and applies [16], II.2.9, II.4.14 and II.5.5., using also the fact
that A(k) = H0(U,A) = H0(ΓΣ, Ak) for the abelian scheme A with generic
fibre Ak.
For (2), it is sufficient by (1) to show that the canonical map H1(ΓΣ,Mk)→
H1(k,Mk) is injective. Again using the weight filtration on M , one re-
duces this to the injectivity of H1(ΓΣ, Gk) → H
1(k,Gk), the injectivity of
H2(ΓΣ, Yk) → H
2(k, Yk) and the surjectivity of H
1(ΓΣ, Yk) → H
1(k, Yk)
(Note that Yk(k¯) = Yk(kΣ) because there exists a finite e´tale covering U˜/U
such that Y ×U U˜ is constant). The two injectivities are consequences of
the restriction-inflation sequence for H1 in Galois cohomology, noting the
isomorphisms
H2(ΓΣ, Yk) ∼= H
1(ΓΣ, Yk(k¯)⊗Q/Z) and H
2(k, Yk) ∼= H
1(k, Yk(k¯)⊗Q/Z)
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for the lattice Yk(k¯) = Yk(kΣ). The surjectivity follows from the triviality of
the abelian group H1(Gal (k¯/kΣ), Yk(k¯)) = Homcont(Gal (k¯/kΣ), Yk(k¯)), the
Galois group Gal (k¯/kΣ) being profinite and Yk(k¯) torsion-free.
The statement (3) is obvious for M = [0 → G] (a morphism from U to
G is trivial if and only if it is trivial at the generic point). Using the
weight filtration, it is sufficient to prove that the map H0(U, Y )→ H0(k, Yk)
is surjective and the map H1(U, Y ) → H1(k, Yk) is injective. Actually
H0(U, Y ) = H0(k, Yk) and H
0(U, Y/nY ) = H0(k, Yk/nYk) for each n > 0
because Y and Y/nY are locally constant in the e´tale topology. The injec-
tivity of the map H1(U, Y ) → H1(k, Yk) now follows from the commutative
exact diagram
H0(U, Y ) −−−→ H0(U, Y/nY ) −−−→ H1(U, Y )[n] −−−→ 0y
y
y
H0(k, Yk) −−−→ H
0(k, Yk/nYk) −−−→ H
1(k, Yk)[n] −−−→ 0.
For a 1-motive Mk over k and i ≥ 0, define the Tate-Shafarevich groups
X
i(Mk) = Ker [H
i(k,Mk)→
∏
v∈Ωk
Hi(kˆv,Mk)]
If Mk is the restriction of a 1-motive M defined over U , we also define
X
i
Σ(Mk) := Ker [H
i(ΓΣ,Mk)→
∏
v∈Σ
Hi(kˆv,Mk)]
Remark 4.2 By Lemma 2.7, we can replace kˆv by kv in the definition of
X
i for i ≥ 0.
Proposition 4.1, Remark 4.2 and Corollary 3.5 imply immediately:
Corollary 4.3 Let M be a 1-motive over U and ℓ a prime number invertible
on U . Then the pairing (12) can be identified with a pairing
X
1
Σ(Mk){ℓ} ×X
1
Σ(M
∗
k ){ℓ} → Q/Z,
nondegenerate modulo divisible subgroups.
In the remaining of this section, we prove Theorem 0.2. As in ([16], II.6),
the idea is to identify the Tate-Shafarevich groups with the groups Di(U,M)
considered in the previous section for U sufficiently small. But a difficulty
is that when Y is not trivial, the restriction of Di(U,M) to Hi(V,M) for
V ⊂ U need not be a subset of Di(V,M), as the following example shows.
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Example 4.4 Let k be a totally imaginary number field with PicOk 6= 0
andM := Z[1]. Then for U = SpecOk we have D
1(U,M) = H1(U,Q/Z) 6= 0
by global class field theory. Let α 6= 0 in H1(U,Q/Z). Then there is a finite
place v coming from a closed point of U such that the restriction of α to
H1(kv,Q/Z) is nonzero, for otherwise we would get α = 0 by Chebotarev’s
density theorem. Therefore the restriction of α to H1(V,M) does not belong
to D1(V,M) for V = U − {v}.
Thus the identification of X 1(Mk) with some D
1(U,M) for suitable U is
not straightforward, in contrast to the case of abelian varieties. The following
proposition takes care of this problem.
Note that by Proposition 4.1, any D1(U,M){ℓ} is naturally a subgroup
of H1(k,Mk) for ℓ invertible on U .
Proposition 4.5 Let M = [Y → G] be a 1-motive over U and ℓ a prime
invertible on U . There exists an open subset U0 ⊂ U such that for any
open subset U1 ⊂ U0, the group D
1(U1,M){ℓ} as a subgroup of H
1(k,Mk) is
contained in X 1(Mk){ℓ}.
For the proof of this proposition we need two preliminary lemmas.
Lemma 4.6 Let v be a finite place of U and Ov the henselisation of the local
ring of U at v. Then the natural map H2(Ov, Y ) → H
2(kv, Y ) is injective
when restricted to ℓ-primary torsion.
Note that the groups occurring in the lemma are torsion groups (for the
first one, this follows from Lemma 3.2 (1) applied to M = Y [1] and passing
to the limit).
Proof : By the localisation sequence for the pair Spec kv ⊂ SpecOv it is
enough to prove triviality of the group H2v (Ov, Y )[ℓ
n] for any n. This group
is a quotient of H1v (Ov, Y/ℓ
nY ) which, according to [16], II.1.10 (a), is a
finite group dual to H2(Ov, Hom(Y/ℓ
nY,Gm)). But for any finite sheaf F
over Ov of order prime to the characteristic of the residue field κ(v) of v, we
have H2(Ov, F ) = 0 because H
2(Ov, F ) = H
2(κ(v), F˜ ) by [15], III.3.11 a)
(where F˜ is the restriction of F to Specκ(v)), and κ(v) is of cohomological
dimension 1.
Lemma 4.7 There exists an open subset U0 ⊂ U such that for any open
subset U1 ⊂ U0, the group X
2(Yk){ℓ} contains D
2(U1, Y ){ℓ}.
Note that according to Proposition 4.1, for any open V ⊂ U the group
D2(V, Y ){ℓ} = D1(V, Y [1]){ℓ} identifies with a subgroup of H2(k, Y ).
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Proof : By definition we have X 2(Yk){ℓ} ⊃
⋂
V⊂U
D2(V, Y ){ℓ}. The group
D2(V, Y ) is finite for each open subset V ⊂ U (cf. proof of Proposition 3.7).
Therefore there exist finitely many open subsets V1, ..., Vr of U such that
X
2(Yk){ℓ} ⊃
r⋂
i=1
D2(Vi, Y ){ℓ}. Let U0 be the intersection
r⋂
i=1
Vi. As the
groups H2c ( , Y ) are covariantly functorial for open immersions U1 ⊂ U2 (see
the previous section), for i = 1, ..., r there are natural maps H2c (U0, Y ) →
H2c (Vi, Y ) → H
2(k, Y ) which factor through D2(U0, Y ), so that we get in-
clusions D2(U0, Y ) →֒ D
2(Vi, Y ) and finally D
2(U0, Y ){ℓ} →֒ X
2(k, Y ){ℓ}.
The above of course holds for any U1 ⊂ U0 instead of U0.
Proof of Proposition 4.5: Choose U0 as in the previous lemma and take
U1 ⊂ U0. It suffices to show that for each closed point v ∈ U1 the group
D1(U1,M){ℓ} maps to 0 by the restriction map H
1(U1,M) → H
1(kv,M).
Now there is a commutative diagram with exact rows
H1(U1, G) −−−→ H
1(U1,M) −−−→ H
2(U1, Y )y
y
y
H1(Ov, G) −−−→ H
1(Ov,M)
α
−−−→ H2(Ov, Y )y
y
yβ
H1(kv, G) −−−→ H
1(kv,M)
γ
−−−→ H2(kv, Y )
Here the group H1(Ov, G) is zero because G is smooth and connected over
U1, hence H
1(Ov, G) = H
1(Fv, G˜) (cf. [15], III.3.11 a)) is trivial by Lang’s
Theorem. So the map α in the diagram is injective, but when restricted to ℓ-
primary torsion, the map β is injective as well, by Lemma 4.6. Therefore the
image of the map D1(U1,M){ℓ} → H
1(kv,M) injects into H
2(kv, Y ) by γ, so
we reduce to the triviality of the composite map D1(U1,M){ℓ} → H
2(kv, Y ).
This in turn follows from Lemma 4.7 as the map factors throughD2(U1, Y ){ℓ}
by the right half of the diagram.
We are now able to prove one half of Theorem 0.2:
Theorem 4.8 Let Mk be a 1-motive over k. Then there exists a canonical
pairing
X
1(Mk)×X
1(M∗k )→ Q/Z
whose kernels are the maximal divisible subgroups of each group.
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Proof : We construct the pairing separately for each prime ℓ. Let U be
an open subset of SpecOk such that Mk is the restriction of a 1-motive M
defined over U and ℓ is invertible on U . Take a subset U0 as in Propo-
sition 4.5. We contend that the inclusion D1(U0,M){ℓ} ⊂ X
1(Mk){ℓ}
furnished by the proposition is in fact an equality, from which the the-
orem will follow by Corollary 3.5. Indeed, any element of X 1(Mk){ℓ}
is contained in some D1(V,M){ℓ}, where we may assume V ⊂ U0. But
D1(V,M){ℓ} ⊂ D1(U0,M){ℓ} ⊂ X
1(Mk), by the same argument as in the
end of the proof of Lemma 4.7.
Corollary 4.9 Let Mk be a 1-motive over k. If X
1(Ak) and X
1(A∗k) are
finite, then there is a perfect pairing of finite groups
X
1(Mk)×X
1(M∗k )→ Q/Z
Proof : Apply Theorem 4.8, Proposition 3.7, and Remark 3.8.
Remark 4.10 In the case Mk = [0 → Tk], we recover the duality between
X
1(Tk) and X
2(Y ∗k ), where Y
∗
k is the module of characters of the torus Tk.
See [27] and [18], VIII.6.8.
Now to the result for X 0 and X 2. First we show:
Lemma 4.11 Let Mk be a 1-motive over k. Then X
0(Mk) is finite.
Proof : We prove that the map H0(k,Mk)→ H
0(kˆv,Mk) has finite kernel
for any finite place v of k. With the same notation as above, there is a
commutative diagram with exact rows:
H0(k, Yk) −−−→ H
0(k,Gk) −−−→ H
0(k,Mk) −−−→ H
1(k, Yk)y
y
y
y
H0(kˆv, Yk) −−−→ H
0(kˆv, Gk) −−−→ H
0(kˆv,Mk) −−−→ H
1(kˆv, Yk)
The group H1(k, Yk) is finite because Yk(k¯) is a lattice. This being said, a
diagram chase using the injectivity of the second vertical map reveals that
it suffices to establish the finiteness of the cokernel of the first vertical map.
Now this cokernel is certainly of finite type (as H0(kˆv, Yk) is), and it is anni-
hilated by the degree of a finite field extension trivialising the Galois action
on Yk(k¯), by a restriction-corestriction argument.
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Proposition 4.12 Let Mk be a 1-motive over k. Then there is a canonical
pairing
X
0(Mk)×X
2(M∗k )→ Q/Z
whose left kernel is trivial and right kernel is the maximal divisible subgroup
of X 2(M∗k ).
Proof : By Lemma 4.11, it is sufficient to construct (for each prime
number ℓ) a pairing X 0(Mk){ℓ} ×X
2(M∗k ){ℓ} → Q/Z with the required
properties. Let U be an open subset of SpecOk such that ℓ is invertible on U
and M extends to a 1-motiveM over U . Since D0(V,M){ℓ} is finite for each
open subset V of U by lemma 3.2 (3), the same argument as in Lemma 4.7
shows that there exists U0 ⊂ U such that X
0(Mk){ℓ} = D
0(V,M){ℓ} for
any open subset V of U0 (recall that D
0(V,M) injects into H0(k,Mk) by
Lemma 4.1, (3)).
Now notice that H2(Ov,M) = 0 for each finite place v of U . Indeed,
we have H2(Ov,M) = H
2(Fv, M˜) by [15], III.3.11, and we have seen in the
proof of Theorem 2.10 that H2(Fv, G˜) = 0 and H
3(Fv, Y˜ ) is zero because
Fv is of strict cohomological dimension 2, whence the claim by de´vissage. It
follows that for each open subset V of U , the image of the restriction map
D2(U,M)→ H2(V,M) lies in D2(V,M). Using the covariant functoriality of
compact support cohomology for open immersions, we also have D2(V,M) ⊂
D2(U,M), and finally D2(V,M) = D2(U,M), where D2( ,M) stands for
the image of D2( ,M) in H2(k,Mk). In particular, X
2(Mk) = D
2(V,M)
for each open subset V of U0. On the other hand the map D
2(V,M){ℓ} →
H2(ΓΣV ,Mk) is injective, where ΣV consists of the places of k which are not
in V (Proposition 4.1, (1)). Therefore the natural map
lim
−→
D2(V,M){ℓ} →X 2(Mk){ℓ}
(here the limit is taken over nonempty open subsets V of U0) is an isomor-
phism. The proposition follows from the identification of D0(V,M){ℓ} with
X
0(Mk){ℓ} and from the case i = 0 in Corollary 3.5.
Remarks 4.13
1. The special case Mk = Yk[1] corresponds to the duality between the
groups X 1(Yk) and X
2(T ∗k ), where T
∗
k is the torus with character
module Yk. Compare [16], I.4.20 (a).
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2. The case Mk = [0 → Ak] does not contain much new information.
Indeed, assume for instance k totally imaginary. Then combining the
injectivity of Ak(k) → Ak(kˆv) as well as the vanishing of H
2(kˆv, Ak)
for each finite place v ([23], II.5.3, Proposition 16) with the above
proposition we get that H2(k, Ak) is a divisible group; but this we
know anyway since k is of cohomological dimension 2. In fact in this
case H2(k, Ak) = 0 by [16], I.6.24.
3. Presumably, X 2(M) is finite, as it is finite for M = T and even trivial
for M = A and M = Y [1].
5. The Poitou-Tate exact sequence
We keep notation from the previous sections. In particular, k is a number
field, Mk is a 1-motive over k, and U is an open subset of SpecOk such that
Mk extends to a 1-motive M over U . For each finite place v of k, we denote
by Ôv the ring of integers of the completion kˆv. The groups H
i(k,Mk)
(−1 ≤ i ≤ 2) and Hi(kˆv,Mk) for i ≥ 1 (v ∈ Ωk) are equipped with the
discrete topology. For i ≥ 0, we define Pi(Mk) as the restricted product
over v ∈ Ωk of the H
i(kˆv,Mk), with respect to the images of H
i(Ôv,M) for
finite places v of U . The groups Pi(Fk) are defined similarly for any e´tale
sheaf Fk over Spec k. Clearly all these groups are independent of the choice
of U . We equip them with their restricted product topology. Note that
P2(Mk) is the direct sum of the groups H
2(kˆv,Mk) for all places v: indeed,
for each finite place v of U , we have H2(Oˆv,M) = H
2(Fv, M˜), and we have
already seen that this last group vanishes. We have natural restriction maps
βi : H
i(k,Mk) → P
i(Mk) for i = 1, 2; their kernels are precisely the groups
X
i(Mk).
In this section we establish a Poitou-Tate type exact sequence for Mk.
A technical complication for our considerations to come arises from the fact
that one is forced to work with two kinds of completions: the first one is what
we have used up till now, i.e. the inverse limit A∧ of all open subgroups of
finite index of a topological abelian group A, and the second is the inverse
limit A∧ of the quotients A/n for all n > 0. These are not the same in
general (indeed, the latter is not necessarily profinite). But it is easy to see
that (A∧)
∧ is naturally isomorphic to A∧; in particular, we have a natural
map A∧ → A
∧.
The natural map H0(k,M)→ P0(k,M) therefore gives rise to a commu-
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tative diagram between the two different kinds of completions:
H0(k,M)∧
θ0−−−→ P0(k,M)∧y
y
H0(k,M)∧
β0
−−−→ P0(k,M)∧.
(13)
Denote by X 0
∧
(Mk) the kernel of the above map θ0. We first prove the
following duality result analogous to [16], I.6.13 (b).
Proposition 5.1 Let Mk = [Yk → Gk] be a 1-motive over k. Assume that
X
1(Ak) is finite. Then there is a perfect pairing
X
0
∧(Mk)×X
2(M∗k )→ Q/Z
where the first group is compact and the second is discrete.
Remarks 5.2
1. The proof below will show that if one only assumes the finiteness of
the ℓ-primary torsion part of X 1(Ak), then one gets a similar duality
between the ℓ-primary torsion part of X 2(M∗k ) and a group X
0
(ℓ)(Mk)
defined similarly to X 0
∧
(Mk) but taking only ℓ-adic completions.
2. It is natural to ask how the above proposition is related to Proposition
4.12. In the case when M∗k = [0 → Tk] is a torus, one knows that
X
2(M∗k ) = X
2(Tk) is finite and so by comparing the two statements
we get that X 0
∧
(Mk) = X
0(Mk) and the two dualities are the same.
In the case Mk = [0 → Ak], both X
0
∧
(Ak) and X
2(Ak) are trivial
([16], Corollaries I.6.23 and I.6.24), but even the fact that they are
dual groups does not seem to be an easy consequence of Proposition
4.12. The equality X 0(M) = X 0∧(M) would follow via Proposition
4.12 from the finiteness of X 2(M∗), but we do not know this latter
fact (compare Remark 4.13 (3)).
For the proof of the proposition we first show a lemma.
Lemma 5.3 For any n > 0, the natural map
P0(Mk)/n→
∏
v
H0(kˆv,Mk)/n
is injective and its image is the restricted product of the groups H0(kˆv,Mk)/n
with respect to the subgroups H0(Oˆv,Mk)/n.
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Proof : Take an element x = (xv) ∈ P
0(Mk) and assume xv is in
nH0(kˆv,M) for all v. For almost all v, it also comes from H
0(Oˆv,M), hence
in fact it comes from nH0(Oˆv,M), for in the exact commutative diagram
H0(Ôv,M)
n
−−−→ H0(Ôv,M) −−−→ H
1(Ôv, TZ/nZ(M))y
y
y
H0(kˆv,Mk)
n
−−−→ H0(kˆv,Mk) −−−→ H
1(kˆv, TZ/nZ(Mk))
the third vertical map is injective, H1v (Ôv, TZ/nZ(M)) being trivial by the
same argument as in the proof of Lemma 4.6. But this means x ∈ nP0(Mk).
The second statement is obvious.
Proof of Proposition 5.1: Using exact sequence (11) we get a commutative
diagram with exact rows for each n > 0:
0 −−−→ H0(k,Mk)/n −−−→ H
1(k, TZ/nZ(Mk)) −−−→ H
1(k,Mk)[n] −−−→ 0y
y
y
0 −−−→ H0(kˆv,M)/n −−−→ H
1(kˆv, TZ/nZ(Mk)) −−−→ H
1(kˆv,Mk)[n] −−−→ 0
and a similar exact diagram holds with Ôv instead of kˆv. Taking restricted
products and using the above lemma, we get a commutative exact diagram:
0 −−−→ H0(k,Mk)/n −−−→ H
1(k, TZ/nZ(Mk)) −−−→ H
1(k,Mk)[n] −−−→ 0y
y
y
0 −−−→ P0(Mk)/n −−−→ P
1(TZ/nZ(Mk)) −−−→ P
1(Mk)[n] −−−→ 0
If we pass to the inverse limit over all n, the two lines remain left exact,
whence a commutative exact diagram
0 −−−→ H0(k,Mk)∧ −−−→ H
1(k, T (Mk)) −−−→ I1 −−−→ 0yθ0
yθ
yβ1
0 −−−→ P0(Mk)∧ −−−→ P
1(T (Mk)) −−−→ I2 −−−→ 0
(14)
where we define P1(T (Mk)) (resp. H
1(k, T (Mk))) as the inverse limit of
P1(TZ/nZ(Mk)) (resp. H
1(k, TZ/nZ(Mk))). Here I1, I2 are respectively sub-
groups of the full Tate modules T (H1(k,Mk)) and T (P
1(Mk)). In particu-
lar, Ker β1 is a subgroup of T (X
1(Mk)) because the inverse limit functor
is left exact. But T (X 1(Mk)) is zero thanks to the finiteness assumption
on X 1(Ak) (which implies the finiteness of X
1(Mk) as in Corollary 4.9).
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Therefore we obtain that X 0∧(Mk) = Ker θ0 is isomorphic to Ker θ. By
Poitou-Tate duality for finite modules ([18], VIII.6.8), there is a perfect pair-
ing between the latter group and X 2(T (M∗k )tors). We conclude by observing
that X 2(T (M∗k )tors) is also X
2(M∗k )tors by the same argument as in [16],
I.6.8 (use the analogue of the exact sequence (11) for Mk over Spec k with
i = 2 and pass to the limit).
We now return to diagram (13) and prove:
Proposition 5.4 Keep the finiteness assumption on X 1(Ak). Then, with
notations as in diagram (13), the natural map ker θ0 → ker β0 is an isomor-
phism.
By virtue of the proposition, we may employ the notation X 0
∧
(Mk) for
ker β0 as well and use the resulting duality. The finiteness assumption on
X
1(Ak) is presumably superfluous here but we did not succeed in removing
it (and use it elsewhere anyway).
For the proof we need a lemma about abelian groups.
Lemma 5.5 Let A be a discrete abelian group of finite exponent n. Then
the intersection of the finite index subroups of A is trivial.
Proof : Consider the profinite group AD = Hom(A,Z/n). As ADD = A,
the statement is equivalent to saying that any character of AD vanishing on
all finite subgroups of AD is trivial. This holds because all finitely generated
subgroups of AD are finite.
Proof of Proposition 5.4: We begin by showing that the vertical maps in
diagram (13) above are injective, whence the injectivity of the map ker θ0 →
ker β0. For the left one, note that the topology on H
0(k,M) being discrete,
injectivity means that any element of H0(k,M) which is nontrivial modulo
n for some n gives a nonzero element in some finite quotient – this holds by
the lemma above.
For injectivity of the map P0(k,M)∧ → P
0(k,M)∧, take an element
x = (xv) ∈ P
0(Mk) not lying in nP
0(Mk). We have to find an open subgroup
of finite index avoiding x. By Lemma 5.3, there is a local component xv not
lying in nH0(kˆv,M). We thus get that for some v, our x is not contained
in the inverse image in P0(Mk) of the subgroup nH
0(kˆv,M) ⊂ H
0(kˆv,M),
which is open of finite index, by definition of the topology on H0(kˆv,M).
For the surjectivity of the map ker θ0 → ker β0, remark first that ker θ0
is a profinite group, being dual to the torsion group X 2(Mk) by the pre-
vious proposition. Therefore (ker θ0)
∧ = ker θ0, so by completing the exact
32
sequence
0→ ker θ0 → H
0(k,Mk)∧ → Im θ0 → 0 (15)
we get an exact sequence ker θ0 → H
0(k,Mk)
∧ → (Im θ0)
∧ → 0. To conclude,
it is thus enough to show the injectivity of the natural map (Im θ0)
∧ →
P0(Mk)
∧. By the above considerations, P0(Mk)∧ injects into its comple-
tion P0(Mk)
∧, so the completion of the subgroup Im θ0 is simply its clo-
sure in P0(Mk)
∧, whence the claim. But there is a subtle point here: in
this argument, Im θ0 is equipped with the subspace topology inherited from
P0(Mk)∧, whereas in exact sequence (15) it carried the quotient topology
from H0(Mk)∧; we have to check that the two topologies are the same. It
is enough to show that Im θ0 is closed in P
0(Mk)∧, for then it is locally
compact in the subspace topology and [8], 5.29 applies. To do so, observe
that the image of the map θ in diagram (14) above equals the kernel of
the map P1(T (Mk)) → H
1(k, T (M∗k )tors)
D coming from local duality, as a
consequence of the Poitou-Tate sequence for finite modules ([18], VIII.6.13).
Now a diagram chase in (14) using the injectivity of β1 reveals that Im θ0
is the kernel of the (continuous) composite map P0(Mk)∧ → P
1(T (Mk)) →
H1(k, T (M∗k )tors)
D, hence it is closed indeed.
We can now state the main result of this section.
Theorem 5.6 (Poitou-Tate exact sequence) Let Mk be a 1-motive over
k. Assume that X 1(Ak) and X
1(A∗k) are finite, where Ak is the abelian
variety corresponding to Mk. Then there is a twelve term exact sequence of
topological groups
0 −−−→ H−1(k,Mk)
∧ γ2
D
−−−→
∏
v∈Ωk
H2(kˆv,M
∗
k )
D β2
D
−−−→ H2(k,M∗k )
D
y
H1(k,M∗k )
D γ0←−−− P0(Mk)
∧ β0←−−− H0(k,Mk)
∧
y
H1(k,Mk)
β1
−−−→ P1(Mk)tors
γ1
−−−→ (H0(k,M∗k )
D)torsy
0 ←−−− H−1(k,M∗k )
D γ2←−−−
⊕
v∈Ωk
H2(kˆv,Mk)
β2
←−−− H2(k,Mk)
(16)
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where the maps βi are the restriction maps defined at the beginning of this
section, the maps γi are induced by the local duality theorem of Section 2,
and the unnamed maps come from the global duality results of Proposition
5.1 (completed by Proposition 5.4) and Corollary 4.9.
Remarks 5.7
1. In the above sequence the group P1(Mk)tors is equipped with the dis-
crete topology, and not the subspace topology from P1(Mk).
2. The sequence (16) is completely symmetric in the sense that if we
replace Mk by M
∗
k and dualise, we obtain exactly the same sequence.
3. If we only assume the finiteness of X 1(Ak){ℓ} and X
1(A∗k){ℓ} for
some prime number ℓ, then the analogue of the exact sequence (16)
still holds, with profinite completions replaced by ℓ-adic completions
and the torsion groups involved by their ℓ-primary part.
4. Some special cases of the theorem are worth noting. ForMk = [0→ Ak]
we get the ten-term exact sequence of [16], I.6.14. For Mk = [0 →
Tk] one can show (see proof of Proposition 5.9 below) that β
D
2 is an
isomorphism, hence we obtain a classical (?) nine-term exact sequence;
the case Mk = Yk[1] is symmetric (compare [16], I.4.20).
The proof will use the following lemma.
Lemma 5.8 Let Mk be a 1-motive over k. Then H
0(k,Mk)tors is finite.
Proof : Let M ′k = Mk/W−2(Mk) = [Yk → Ak]. From the exact sequence
H0(k, Yk)→ H
0(k, Ak)→ H
0(k,M ′k)→ H
1(k, Yk)
we deduce that H0(k,M ′k) is of finite type because H
0(k, Ak) is of finite type
(Mordell-Weil theorem) and H1(k, Yk) is finite (because Yk(k¯) is a lattice).
There is also an exact sequence
H−1(k,M ′k)→ H
0(k, Tk)→ H
0(k,Mk)→ H
0(k,M ′k)
where Tk is the torus corresponding to Mk. It is therefore sufficient to show
that the torsion subgroup of the group B := Tk(k)/ImH
−1(k,M ′k) is finite.
Choose generators a1, ..., ar of the lattice H
−1(k,M ′k), and let b1, ..., br be
their images in Tk(k). We can find an open subset U of SpecOk such that
Tk extends to a torus T over U , and bi ∈ H
0(U, T ) for any i ∈ {1, ..., r}. In
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this way, each x ∈ Btors is the image in B of an element y ∈ Tk(k) for which
yn ∈ H0(U, T ) for some n > 0. Let V/U be an e´tale covering such that T
splits over V , i.e. it becomes isomorphic to some power GNm. If L denotes
the fraction field of V , we have Tk(L)/H
0(V, T ) ∼= (L×/H0(V,Gm))
N which
is naturally a subgroup of the free abelian group Div(V )N ; in particular, it
has no torsion. Therefore, since yn ∈ H0(V, T ) via the inclusion H0(U, T )→
H0(V, T ) we get that y ∈ H0(V, T ) = H0(V,Gm)
N . LetH be the subgroup of
H0(V, T ) generated by the y’s; since H0(V,Gm) is of finite type by Dirichlet’s
Unit Theorem, so is H . We thus get a surjection from the finitely generated
group H to the torsion group Btors, whence the claim.
Proof of Theorem 5.6: The first line is dual to the last one, so for its
exactness it is enough to show the exactness of the latter. We proceed as
in [16], I.6.13 (b). For each n > 0, we have an exact commutative diagram
(using the exact sequence (11) and the Poitou-Tate sequence for the finite
module TZ/nZ(Mk)):
0y
H0(k,M∗k )[n]
D
y
H2(k, TZ/nZ(Mk)) −−−→
⊕
v∈Ωk
H2(kˆv, TZ/nZ(Mk)) −−−→ H
0(k, TZ/nZ(M
∗
k ))
D −−−→ 0
y
y
y
H2(k,Mk)[n] −−−→
⊕
v∈Ωk
H2(kˆv,Mk)[n] −−−→ (H
−1(k,M∗k )/n)
D
y
0
By Lemma 5.8, the full Tate module T (H0(k,M∗k )) is trivial. There-
fore taking the inductive limit over all n, we obtain the exact commutative
diagram, where the right vertical map is an isomorphism:
H2(k, T (Mk)) −−−→
⊕
v∈Ωk
H2(kˆv, T (Mk)) −−−→ H
0(k, T (M∗k ))
D −−−→ 0
y
y
y
H2(k,Mk) −−−→
⊕
v∈Ωk
H2(kˆv,Mk) −−−→ (H
−1(k,M∗k )
∧
)
D
−−−→ 0
35
We remark that the first two vertical maps are also isomorphisms by the
same argument as at the end of the proof of Proposition 5.1. Since the first
row is exact by the Poitou-Tate sequence for finite modules ([18], VIII.6.13),
so is the second one. Therefore the exactness of the last line of (16) (and
hence that of the first) follows noting that the dual of the profinite completion
of the lattice H−1(k,M∗k ) is the same as the dual of H
−1(k,M∗k ) itself.
To prove exactness of the second line, note first that it is none but the
profinite completion of the sequence
H0(k,Mk)∧
θ0→ P0(Mk)∧
γ′
0→ H1(k,M∗k )
D, (17)
where the map γ′0 is induced by local duality, taking Lemma 5.3 into account.
First we show that this latter sequence is a complex. The map γ′0 has the
following concrete description at a finite level: for α = (αv) ∈ P
0(Mk)/n
and β ∈ H1(k,M∗k )[n], denote by βv the image of β in H
1(kˆv,M
∗
k )[n]. Then
[γ′0(α)](β) is the sum over all v of the elements jv(αv ∪βv), where (αv ∪βv) ∈
H2(kˆv, µn) via the pairing M ×M
∗ → Gm[1], and jv is the local invariant.
(The sum is finite by virtue of the property H2(Ôv, µn) = 0 because the
elements αv and βv are unramified for almost all v.) Then γ
′
0 ◦ θ0 = 0 follows
(after passing to the limit) from the reciprocity law of global class field theory,
according to which the sequence
0→ H2(k, µn)→
⊕
v∈Ωk
H2(kˆv, µn)
∑
jv
→ Z/n→ 0 (18)
is a complex.
For the exactness of the sequence (17) recall that, as remarked at the end
of the proof of Proposition 5.4, diagram (14) and the Poitou-Tate sequence
for finite modules imply that Im θ0 is the kernel of the composed map
P0(Mk)∧ → P
1((T (Mk))→ H
1(k, T (M∗k )tors)
D.
The claimed exactness then follows from the commutative diagram
P0(Mk)∧ −−−→ P
1(T (Mk))yγ′0
y
H1(k,M∗k )
D −−−→ H1(k, T (M∗k )tors)
D
whose commutativity arises from the compatibility of the duality pairings for
1-motives and their “n-adic” realisations via the Kummer map.
Now we show that the profinite completion of sequence (17), i.e. the
second row of diagram (16) remains exact. This follows by an argument
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similar to the one at the end of the proof of Proposition 5.4, once having
checked that Im γ′0 is closed inH
1(k,M∗k )
D and (Im γ′0)
∧ = Im γ′0. To see this,
note that by applying the snake lemma to diagram (14) we get that Coker θ0
(with the quotient topology) injects as a closed subgroup into Coker θ. But
one sees using the Poitou-Tate sequence for finite modules that the latter
group is profinite, hence so is Im γ′0; in particular, it is compact and hence
closed in H1(k,M∗k )
D.
Next, remark that by definition of the restricted product topology and
Theorem 2.10, the dual of the group P0(Mk) (equipped with the restricted
product topology) is P1(M∗k ). Thus the dual of P
0(Mk)
∧ is P1(M∗k )tors.
Therefore we obtain the third line by dualising the second one (and exchang-
ing the roles of M and M∗), which consists of profinite groups.
Finally, the exactness of the sequence (16) at the “corners” follows im-
mediately, in the first two rows, from the dualities X 0∧(Mk)
∼= X 2(M∗k )
D
(Proposition 5.1 combined with Proposition 5.4) and X 1(Mk) ∼= X
1(M∗k )
D
(Corollary 4.9), respectively; the remaining corner is dual to the first one.
We conclude with the following complement.
Proposition 5.9 Let Mk be a 1-motive over k. Then the natural map
Hi(k,Mk)→
⊕
v∈Ω∞
Hi(kv,Mk) is an isomorphism for i ≥ 3.
Proof : When M = [0→ G], this follows immediately by devissage from
[16], I.4.21, and I.6.13 (c). To deal with the general case, it is sufficient to
show that the map fi : H
i(k, Yk) →
⊕
v∈ΩR
H i(kv, Yk) is an isomorphism for
i ≥ 3. Using the exact sequence
0→ H i(k, Yk)/n→ H
i(k, Yk/nYk)→ H
i+1(k, Yk)[n]→ 0
for each n > 0, we reduce to the case i = 3. The last line of the Poitou-
Tate exact sequence for Mk = Yk[1] yields the surjectivity of f3 because
kˆv is of strict cohomological dimension 2 for v finite. On the other hand,
we remark that H3(k,Z) = 0 ([16], I.4.17), hence H3(k, Yk) = H
3(k, Yk)[n]
for some n > 0 by a restriction-corestriction argument. In particular the
divisible subgroup of H3(k, Yk) is zero. The injectivity of f3 now follows from
Proposition 4.12 applied to Mk = T
∗
k , where T
∗
k is the torus with module of
characters Yk.
Remark 5.10 The global results in this paper still hold (with the same
proofs) if we replace the number field k by a function field in one variable
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over a finite field, provided that one ignores the p-primary torsion part of the
groups under consideration, where p = char k). We leave the verification of
this to the readers.
6. Comparison with the Cassels-Tate pairing
In this section, we give a definition of the pairing of Theorem 0.2 purely
in terms of Galois cohomology and show that in the case M = [0 → A] it
reduces to the classical Cassels-Tate pairing for abelian varieties.
The idea is to use the diminished cup-product construction discovered
by Poonen and Stoll (see [20], pp. 1117–1118). One could present it in
a general categorical setting but for the ease of exposition we stick to the
special situation we have. So assume given three exact sequences
0→M1 →M2 → M3 → 0,
0→ N1 → N2 → N3 → 0,
0→ P1 → P2 → P3 → 0
where theMi, Ni, Pi are complexes of abelian e´tale sheaves over some scheme
S. Assume further given a pairing M2 ⊗
L N2 → P2 in the derived category
that maps M1 ⊗
L N1 to P1. Then one has a pairing
Ker [Hi(S,M1)→H
i(S,M2)]×Ker [H
j(S,N1)→H
j(S,N2)]→H
i+j−1(S, P3)
defined as follows. Any element a of ker[Hi(S,M1) → H
i(S,M2)] comes
from an element b of Hi−1(S,M3). Since the above pairing induces a pairing
M3 ⊗
L N1 → P3, our b can be cupped with a
′ ∈ ker[Hj(S,N1)→ H
j(S,N2)]
to get an element in Hi+j−1(S, P3). It follows from the fact that a
′ maps to
0 in Hj(S,N2) that this definition does not depend on the choice of b.
Now apply this in the following situation. Let Ak be the ade`le ring of the
number field k, S = Spec k andMk a 1-motive over k. Consider e´tale sheaves
over Spec k as Gal (k)-modules and put M1 = Mk(k¯), M2 = Mk(k¯ ⊗k Ak),
N1 = M
∗
k (k¯), N2 = M
∗
k (k¯ ⊗k Ak), P1 = Gm(k¯)[1], P2 = Gm(k¯ ⊗k Ak)[1]
and define M3, N3, P3 to make the above sequences exact. The pairing
Mk ⊗
L M∗k → Gm[1] induces the pairing M2 ⊗
L N2 → P2 required in the
above situation. Note that we have
X
i(Mk) = Ker [H
i(k,M1)→ H
i(k,M2)],
X
j(M∗k ) = Ker [H
j(k,N1)→ H
j(k,N2)].
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Finally, class field theory tells us that the cokernel of the map H2(k,Gm)→
H2(k,Gm(k¯ ⊗k Ak)) is isomorphic to Q/Z; indeed, one has
H2(k,Gm(k¯ ⊗k Ak)) =
⊕
v
H2(kv,Gm)
by Shapiro’s lemma (and the isomorphisms H2(kv,Gm) ∼= H
2(kˆv,Gm), cf.
Lemma 2.7), so the claim follows from the exactness of the sequence (18)
([18], Theorem 8.1.17) in view of the vanishing of H3(k,Gm) ([18], 8.3.10
(iv)).
Putting all this together, we get that the diminished cup-product con-
struction yields for j = 2− i pairings
X
i(Mk)×X
2−i(Mk)→ Q/Z (19)
for i = 0, 1.
Proposition 6.1 The above pairings coincide with those constructed in Sec-
tion 4.
Proof : Assume Mk extends to a 1-motive M over an open subset U ⊂
Spec k; let Σ denote the finite set of places of k which are real or coming
from closed points of SpecOk outside U . Apply the diminished cup-product
construction for S = U , M1 = M , M2 = p∗p
∗M , N1 = M
∗, N2 = p∗p
∗M∗,
P1 = Gm[1], P2 = p∗p
∗Gm[1], where p : ⊕v∈ΣSpec kv → U is the canonical
morphism (here we use the conventions of Section 3 for kv). Note that, in
the notation of Section 3,
Di(U,M) = ker[Hi(U,M1)→ H
i(U,M2)]
and
Dj(U,M∗) = ker[Hj(U,N1)→ H
j(U,N2)].
Moreover, one has
coker [H2(U,Gm)→ H
2(U, p∗p
∗Gm)] ∼= H
3
c (U,Gm)
∼= Q/Z
where the first isomorphism comes from Shapiro’s lemma in the e´tale setting
and the second from class field theory, both combined with the fundamental
long exact sequence of compact support cohomology (the second isomorphism
was already used to construct the pairings of Chapter 3). For i = 0, 1,
j = 2− i one thus gets pairings
Di(U,M)×D2−i(U,M)→ Q/Z
39
which are manifestly the same as those of Corollary 3.5. Moreover, over
a sufficiently small U these are by construction compatible with the above
definition of the pairing (19).
Proposition 6.2 For Mk = [0→ Ak] the above pairing reduces to the clas-
sical Cassels-Tate pairing.
Proof : This was basically proven in [20]. There one finds four equivalent
definitions of the Cassels-Tate pairing, two of them using the diminished cup-
product construction for explicitly defined pairings Ak(k¯)×A
∗
k(k¯)→ Gm[1].
For instance, one of them (called the Albanese-Picard pairing by [20]) is given
as follows: replace Ak(k¯) with the quasi-isomorphic complex C1 = [Y (A)→
Z(A)], where Z(A) is the group of zero-cycles on Ak¯ = Ak ×k k¯ and Y (A) is
the kernel of the natural summation map Z(A)→ A(k¯), and replace A∗k(k¯) by
the complex C2 = [k¯(Ak¯)
×
/k¯× → Div0(Ak¯)], where Div
0 stands for divisors
algebraically equivalent to 0. Now define a map C1 ⊗ C2 → Gm(k¯)[1] using
the partially defined pairings
Z(A)× [k¯(Ak¯)
×
/k¯×]→ k¯×
and
Div0(Ak¯)× Y (A)→ k¯
×
where the first is defined on ([20], p. 1116) using the Poincare´ divisor on
A×A∗ and the second by evaluation. The resulting pairing Ak(k¯)×A
∗
k(k¯)→
Gm[1] is one of the classical definitions of the duality pairing for abelian
varieties over an algebraically closed field.
Remark 6.3 Similarly, one verifies that in the case Mk = [0→ Tk] one gets
the usual pairing between the Tate-Shafarevich groups of the torus Tk and
its character module.
Remark 6.4 In [5], Flach defines a Cassels-Tate pairing for finite dimen-
sional continuous ℓ-adic representations of the Galois group of a number
field k that stabilize some lattice. Comparing the above construction with
his shows that in the case when the representation comes from the ℓ-adic
realisation of a 1-motive Mk the two pairings are compatible. In the special
casesMk = [Z→ 0] andMk = [0→ Ak] this is already pointed out in Flach’s
paper (see also [6] for the latter case). So our result can be interpreted as a
“motivic version” of Flach’s pairing for motives of dimension one.
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Appendix : Completion of topological abelian groups
In this appendix we collect some (probably well-known) results that we
needed in the paper.
Proposition Let 0 → A
i
→ B
p
→ C → 0 be an exact sequence in the
category of topological abelian groups.
1. If i is strict with open image, then the map BD → AD is surjective.
2. Assume that the map p : B → C is open. Then the sequences
A∧ → B∧ → C∧ → 0
0→ CD → BD → AD
are exact.
3. Assume that p is open and i is strict with closed image. Suppose fur-
ther that B is Hausdorff, locally compact, completely disconnected, and
compactly generated. Then the sequences
0→ A∧ → B∧ → C∧ → 0
0→ CD → BD → AD → 0
are exact, the map B → B∧ is injective, and (B∧)D = BD.
Proof : 1. If i is strict and i(A) is open in B, then any continuous
homomorphism A → Q/Z induces a continuous homomorphism s : i(A) →
Q/Z which in particular has open kernel. By divisibility of Q/Z this extends
to a homomorphism s¯ : B → Q/Z. Since i(A) is open in B, Ker s¯ is also
open in B being a union of cosets of Ker s, whence the continuity of s¯.
2. To get the first exact sequence, the only nontrivial point consists of
proving that an element b ∈ B∧ whose image in C∧ is trivial comes from A∧.
Let B′ ⊂ B be an open subgroup of finite index. Then p(B′) ⊂ C is of finite
index and is open because p is open. Since i is continuous, (A ∩ B′) ⊂ A is
open and of finite index as well. Now we use the exact sequence
0→ A/(A ∩ B′)→ B/B′ → C/p(B′)→ 0
where B′ runs over the finite index open subgroups of B.
The second exact sequence follows immediately from the fact that the
group C ≃ B/i(A) is equipped with the quotient topology (p being an open
map).
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3. Let us show the left exactness of the first sequence. Since i is strict
with closed image, we can assume that A is a closed subgroup of B with
the induced topology. We have to show that if A′ ⊂ A is open and of
finite index, then there exists an open subgroup of finite index B′ ⊂ B such
that B′ ∩ A ⊂ A′. Replacing A and B by A/A′ and B/A′ (equipped with
the quotient topology), we reduce to the case when A is a finite subgroup
and we must show that B contains a finite index open subgroup B′ with
B′ ∩ A = {0}. To do so, it is sufficient (using the finiteness of A) to prove
that the intersection of all finite index open subgroups of B is zero, that
is B →֒ B∧. By [8], II.9.8. (in the special case when B is completely
disconnected), B is topologically isomorphic to a product Zb × K with K
compact (hence profinite), thus B →֒ B∧ = Ẑb ×K.
This also shows that (B∧)D = BD. The projection L of A on Zb ⊂ B is
a discrete lattice and A is topologically isomorphic to L × (A ∩ K), hence
(A∧)D = AD. This proves the exactness of the second sequence.
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