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CLASSIFICATION OF IRREDUCIBLE MODULES OF CERTAIN
SUBALGEBRAS OF FREE BOSON VERTEX ALGEBRA
DRAZˇEN ADAMOVIC´
Abstract. Let M(1) be the vertex algebra for a single free boson. We classify ir-
reducible modules of certain vertex subalgebras of M(1) generated by two generators.
These subalgebras correspond to theW(2, 2p−1)–algebras with central charge 1−6 (p−1)
2
p
where p is a positive integer, p ≥ 2. We also determine the associated Zhu’s algebras.
1. Introduction
Let M(1) be the vertex algebra generated by a single free boson. For every z ∈ C,
this vertex algebra contains a Virasoro vertex operator subalgebra with central charge
1− 12z2 (cf. [MN], [K]). Therefore, M(1) can be treated as a vertex operator algebra of
rank 1− 12z2.
The vertex operator algebra M(1) has a family of irreducible Z≥0–graded (untwisted)
modules M(1, λ), λ ∈ C, and a Z2–twisted irreducible module M(1)
θ. Some subalgebras
ofM(1) have property that any irreducible module for such subalgebra can be constructed
from twisted or untwisted modules for M(1). In particular, this is true for the orbifold
vertex operator algebra M(1)+ (cf. [DN]). Another interesting example of such vertex
operator algebra was studied by W. Wang in [W2], [W3]. He showed thatW(2, 3)–algebra
with central charge −2 can be realized as a subalgebra ofM(1), and that every irreducible
W(2, 3)–module is obtained from M(1)–modules M(1, λ).
Recall that for any vertex operator algebra V , Zhu in [Z] constructed an associative
algebra A(V ) such that there is one-to-one correspondence between the irreducible V –
modules and the irreducible A(V )–modules. In the cases mentioned above the authors
explicitly determine the corresponding Zhu’s algebras as certain quotients of the polyno-
mial algebra C[x, y].
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In the present paper we shall investigate certain vertex subalgebras of M(1) generated
by two generators. Let us describe these algebras. Let ω be the Virasoro element in M(1)
which generates a subalgebra isomorphic to the simple Virasoro vertex operator algebra
W0 ∼= L(cp,1, 0) (cf. [W1], [FZ]) where cp,1 = 1− 6(p− 1)
2/p, p ≥ 2. This vertex operator
algebra can be extended by the primary vector H ∈M(1) of level 2p− 1 which is defined
using Shur polynomials. This new extended vertex operator algebra, which we denote by
M(1), is known in the physical literature as W(2, 2p − 1)–algebra (cf. [EFHHNV], [F],
[H]).
We also study another description of the vertex operator algebra M(1). It is well-
known (cf. [FB], [FFr]) that some vertex subalgebras of M(1) can be defined as kernels
of screening operators. In our particular case we consider two screening operators Q and
Q˜ defined using the formalism of (generalized) vertex operator algebras (see Section 2).
Then KerM(1)Q is isomorphic to the vertex operator algebra L(cp,1, 0), and KerM(1)Q˜ is
isomorphic to M(1). These cohomological characterizations provide some deeper infor-
mation on the structure ofM(1). It turns out thatM(1) is a completely reducible module
for the Virasoro algebra with central charge cp,1. This is important since the larger vertex
operator algebra M(1) is not completely reducible.
We prove, as the main result, that every irreducibleM(1)–module can be obtained as an
irreducible subquotient of a certain M(1)–module M(1, λ). In order to prove this result,
we determine explicitly the Zhu’s algebra A(M(1)). It is isomorphic to the commutative,
associative algebra C[x, y]/〈P (x, y)〉 where 〈P (x, y)〉 is the ideal in C[x, y] generated by
polynomial
P (x, y) = y2 −
(4p)2p−1
(2p− 1)!2
(x+
(p− 1)2
4p
)
p−2∏
i=0
(
x+
i
4p
(2p− 2− i)
)2
.
This implies that the irreducible Z≥0–graded M(1)–modules are parameterized by the
solutions of the equation P (x, y) = 0. The determination of the polynomial P (x, y)
is the central problem of our construction. When p = 2 (cf. [W3]), this polynomial
can be constructed from a level-six singular vector in a generalized Verma module over
W(2, 3)–algebra. In general case, the complicated structure of W(2, 2p− 1)-algebras (cf.
[EFHHNV], [H]) makes also the calculation of singular vectors extremely difficulty.
3Since we are primary concentrated to the problem of classification of irreducible repre-
sentations, we only want to understand the structure of the Zhu’s algebra A(M(1)). For-
tunately, this structure can be described without explicit knowledge of relations among
generators of M(1).
In order to find relations in A(M(1)), we use a characterization of the subalgebra W0
as the kernel of the operator Q|M(1). Using this, we show that the elements HiH for
i ≥ −2p belong to the subalgebra W0. It turns out that these facts completely determine
all relations in the Zhu’s algebra A(M(1)) (cf. Section 6).
It is interesting, that the irreducible representations of the Zhu’s algebra A(M(1)),
and therefore of the vertex operator algebra M(1) are parameterized by points of a ra-
tional curve. Similar structures were found for some other irrational vertex operator
(super)algebras (cf. [A2]).
2. Lattice and free boson vertex algebras
We make the assumption that the reader is familiar with the axiomatic theory of vertex
(operator) algebras and their representations (cf. [DL], [FHL], [FZ], [FLM], [Z]).
In this section, we shall recall some properties of the lattice and free boson vertex alge-
bras. The details can be found in [DL], [DMN], [K], [FLM], [MN], [S]. Using language of
generalized vertex operator algebras (cf. [DL], [GL], [S]), we construct screening operators
Q˜ and Q acting on the vertex algebra M(1). Moreover, we choose the Virasoro element
ω ∈ M(1) such that M(1) becomes a vertex operator algebra of rank cp,1. At the end of
this section we shall present a result describing the structure of M(1) as a module for the
Virasoro algebra with central charge cp,1.
Let p ∈ Z≥0, p ≥ 2. Let L˜ = Zβ be a rational lattice of rank one with nondegenerate
bilinear form 〈·, ·〉 given by
〈β, β〉 =
2
p
.
Let h = C ⊗Z L˜. Extend the form 〈·, ·〉 on L˜ to h. Let hˆ = C[t, t
−1] ⊗ h ⊕ Cc be the
affinization of h. Set hˆ+ = tC[t] ⊗ h; hˆ− = t−1C[t−1] ⊗ h. Then hˆ+ and hˆ− are abelian
subalgebras of hˆ. Let U(hˆ−) = S(hˆ−) be the universal enveloping algebra of hˆ−. Let
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λ ∈ h. Consider the induced hˆ-module
M(1, λ) = U(hˆ)⊗U(C[t]⊗h⊕Cc) Cλ ≃ S(hˆ
−) (linearly),
where tC[t] ⊗ h acts trivially on C, h acting as 〈h, λ〉 for h ∈ h and c acts on C as
multiplication by 1. We shall write M(1) for M(1, 0). For h ∈ h and n ∈ Z write
h(n) = tn ⊗ h. Set h(z) =
∑
n∈Z h(n)z
−n−1. Then M(1) is a vertex algebra which is
generated by the fields h(z), h ∈ h, and M(1, λ), for λ ∈ h, are irreducible modules for
M(1).
We shall choose the following Virasoro element in M(1):
ω =
p
4
β(−1)2 +
p− 1
2
β(−2).
The subalgebra ofM(1) generated by ω is isomorphic to the simple vertex operator algebra
W0 = L(cp,1, 0) where cp,1 = 1− 6
(p−1)2
p
. Let
Y (ω, z) =
∑
n∈Z
L(n)z−n−2.
Thus M(1) is a module for the Virasoro algebra (which we shall denote by V ir) with
central charge cp,1. In other words, M(1) becomes a Feigin-Fuchs module for the Virasoro
algebra (cf. [FF]).
It is clear that L(0) defines a Z≥0–graduation on M(1) = ⊕m∈Z≥0M(1)m. We shall
write wt(a) = m if v ∈ M(1)m. Thus M(1) becomes a vertex operator algebra of rank
cp,1 with the Virasoro element ω.
Standard way for constructing vertex subalgebras of M(1) is given by the concept of
screening operators acting on M(1) (cf. [FFr], [FB]). We shall construct some particular
screening operators using language of generalized vertex operator algebras (cf. [DL]).
As in [DL], [S] (see also [FLM], [K]), we have the generalized vertex algebra
VL˜ =M(1)⊗ C[L˜],
where C[L˜] is a group algebra of L˜ with a generator eβ . For v ∈ V
L˜
let Y (v, z) =∑
s∈ 1
p
Z
vsz
−s−1 be the corresponding vertex operator (for precise formulae see [DL]).
Clearly, M(1) is a vertex subalgebra of VL˜.
5The Virasoro element ω ∈ M(1) ⊂ V
L˜
is also a Virasoro element in V
L˜
implying that
VL˜ has a structure of a generalized vertex operator algebra of rank cp,1.
We have the following decomposition:
V
L˜
=
⊕
m∈Z
M(1)⊗ emβ.
Remark 2.1. If p = 2 then VL˜ is a vertex operator superalgebra which can be constructed
using Clifford algebras (cf. [K], [FB]).
Define α = p β. Then 〈α, α〉 = 2p, implying that L = Zα ⊂ L˜ is an even lattice.
Therefore the subalgebra VL ⊂ VL˜ has a structure of a vertex operator algebra with the
Virasoro element ω. In particular, for v, w ∈ VL, we have Y (v, z)w =
∑
n∈Z vnw z
−n−1.
Clearly,
M(1) ⊂ VL ⊂ VL˜.
Define the Schur polynomials Sr(x1, x2, · · · ) in variables x1, x2, · · · by the following equa-
tion:
exp
(
∞∑
n=1
xn
n
yn
)
=
∞∑
r=0
Sr(x1, x2, · · · )y
r.(2.1)
For any monomial xn11 x
n2
2 · · ·x
nr
r we have an element
h(−1)n1h(−2)n2 · · ·h(−r)nr1
in M(1) for h ∈ h. Then for any polynomial f(x1, x2, · · · ), f(h(−1), h(−2), · · · )1 is a
well-defined element in M(1) . In particular, Sr(h(−1), h(−2), · · · )1 ∈M(1) for r ∈ Z≥0.
Set Sr(h) for Sr(h(−1), h(−2), · · · )1.
We shall now list some relations in the generalized vertex operator algebra VL˜.
Let γ, δ ∈ L˜. Instead of recalling the exact Jacobi identity in VL˜, we shall only say that
in the case
〈γ, δ〉 ∈ 2Z,
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the Jacobi identity gives the following formulas (cf. [DL], [GL], [S]):
Y (eγ , z) eδ =
∑
n∈Z
eγne
δz−n−1,(2.2)
[eγn, e
δ
m] =
∞∑
i=0
(
n
i
)
(eγi e
δ)n+m−i. (m,n ∈ Z)(2.3)
The following relations in the generalized vertex operator algebra V
L˜
are of great im-
portance:
eγi e
δ = 0 for i ≥ −〈γ, δ〉.(2.4)
Especially, if 〈γ, δ〉 ≥ 0, we have eγi e
δ = 0 for i ∈ Z≥0, and if 〈γ, δ〉 = −n < 0, we get
eγi−1e
δ = Sn−i(α)e
γ+δ for i ∈ {0, . . . , n}.(2.5)
From the Jacobi identity in the (generalized) vertex operator algebras VL and VL˜ follows:
[L(n), eαm] = −me
α
m+n,(2.6)
[L(n), e−αm ] = (2p(n+ 1)−m)e
−α
n+m,(2.7)
L(n)eα = δn,0e
α (n ≥ 0),(2.8)
L(n)e−α = δn,0(2p− 1)e
−α (n ≥ 0),(2.9)
L(n)e−β = δn,0e
−β (n ≥ 0)(2.10)
[L(n), e−βr ] = −re
−β
r+n, (r ∈
1
p
Z).(2.11)
Define
Q = eα0 = Resz Y (e
α, z),
Q˜ = e−β0 = ReszY (e
−β, z) .
From (2.6) and (2.11) we see that the operators Q and Q˜ commute with the Virasoro
operators L(n). We are interested in the action of these operators on M(1). In fact,
Q and Q˜ are the screening operators, and therefore KerM(1)Q and KerM(1)Q˜ are vertex
subalgebras of M(1) (for details see Section 14 in [FB] and reference therein).
Some properties of the screening operators Q and Q˜ are given by the following lemma.
Lemma 2.1. For p > 1 we have:
7(i) [Q, Q˜] = 0.
(ii) Q˜enα 6= 0, n ∈ Z>0.
(iii) Q˜e−nα = 0, n ∈ Z≥0.
Proof. First we note that 〈α, β〉 = −2 ∈ Z. Then the commutator formulae (2.3) gives
that
[Q, Q˜] = [eα0 , e
−β
0 ] =
(
eα0 e
−β
)
0
=
(
α(−1)eα−β
)
0
=
p
p− 1
(
L(−1)eα−β
)
0
.
Since (L(−1)u)0 = 0 in every generalized vertex operator algebra, we conclude that
[Q, Q˜] = 0. This proves (i).
Relation (ii) follows from (2.5), and relation (iii) from (2.4).
We shall now investigate the action of the operator Q. Since operators Qj , j ∈ Z>0,
commute with the action of the Virasoro algebra, they are actually intertwiners between
Feigin-Fuchs modules inside the vertex operator algebra VL.
Recall that a vector in VL is called primary if it is a singular vector for the action of
the Virasoro algebra.
Since e−nα is a primary vector in VL for every n ∈ Z≥0, we have thatQ
je−nα is either zero
or a primary vector. Fortunately, the question of non-triviality of intertwiners between
Feigin-Fuchs modules is well studied in the literature. So using arguments from [F], [Ka1]
together with the methods developed in [TK] and [Fel] one can see that the following
lemma holds.
Lemma 2.2. Qje−nα 6= 0 if and only if j ∈ {0, . . . , 2n}.
Next, we shall present the theorem describing a structure of the vertex operator algebra
M(1) as a module for the Virasoro vertex operator algebra L(cp,1, 0). Again, the theorem
can be proved using a standard analysis in the theory of Feigin-Fuchs modules (see [FF],
[Fel], [Ka1], [F]).
Theorem 2.1.
(i) The vertex operator algebra M(1), as a module for the vertex operator algebra L(cp,1, 0),
is generated by the family of singular and cosingular vectors S˜ing
⋃
C˜Sing, where
S˜ing = {un | n ∈ Z≥0}; C˜Sing = {wn | n ∈ Z>0}.
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These vectors satisfy the following relations:
un = Q
ne−nα, Qnwn = e
nα,
U(V ir)un ∼= L(cp,1, n
2p + np− n).
(ii) The submodule generated by vectors un, n ∈ Z≥0 is isomorphic to
[Sing] ∼=
∞⊕
n=0
L(cp,1, n
2p + np− n).
(iii) The quotient module is isomorphic to
M(1)/[Sing] ∼=
∞⊕
n=1
L(cp,1, n
2p− np + n).
(iv) Qu0 = Q1 = 0, and Qun 6= 0, Qwn 6= 0 for every n ≥ 1.
Theorem 2.1 immediately gives the following result.
Proposition 2.1. We have
L(cp,1, 0) ∼= W0 = KerM(1)Q .
3. The vertex operator algebra M(1)
Recall that the Virasoro vertex operator algebra L(cp,1, 0) is the kernel of the screening
operator Q. But we have already seen that there is another screening operator Q˜ acting
on M(1). Define the following vertex algebra
M(1) = KerM(1)Q˜.
Since Q˜ commutes with the action of the Virasoro algebra, we have that
L(cp,1, 0) ∼= W0 ⊂M(1).
This implies that M(1) is a vertex operator subalgebra of M(1) in the sense of [FHL]
(i.e., M(1) has the same Virasoro element as M(1)).
The following theorem will describe the structure of the vertex operator algebra M(1)
as a L(cp,1, 0)–module.
9Theorem 3.1. The vertex operator algebra M(1) is isomorphic to [Sing] as a L(cp,1, 0)–
module, i.e.,
M(1) ∼=
∞⊕
n=0
L(cp,1, n
2p+ np− n).
Proof. By Theorem 2.1 we know that the L(cp,1, 0)–submodule generated by the set
S˜ing is completely reducible. So to prove the assertion, it suffices to show that the
operator Q˜ annihilates vector v ∈ S˜ing ∪ C˜Sing if and only if v ∈ S˜ing. Let v ∈ S˜ing,
then v = Qne−nα for certain n ∈ Z≥0. Since by Lemma 2.1 Q˜e
−nα = 0, we have that
Q˜v = Q˜Qne−nα = QnQ˜e−nα = 0.
Let now v ∈ C˜Sing. Then there is n ∈ Z>0 such that Q
nv = enα. Assume that Q˜v = 0.
Then we have that
0 = QnQ˜v = Q˜Qnv = Q˜enα,
contradicting Lemma 2.1 (ii). This proves the theorem.
Remark 3.1. It is very interesting that althoughM(1) is not completely reducible L(cp,1, 0)–
module, its subalgebra M(1) is completely reducible.
Next we shall prove that the vertex operator algebra M(1) is generated by only two
generators.
Motivated by formulae (18) in [Ka1], we define the following three (non-zero) elements
in VL:
F = e−α, H = QF, E = Q2F.
From relations (2.6) - (2.9) we see that
L(n)E = δn,0(2p− 1)E, L(n)F = δn,0(2p− 1)F, L(n)H = δn,0(2p− 1)H (n ≥ 0)
i.e. E, F and H are primary vectors in VL. In fact, H is a primary vector in M(1).
Lemma 3.1. In the vertex operator algebra VL the following relations hold:
(i) Q3F = 0.
(ii) EiE = FiF = 0, for every i ≥ −2p.
(iii) Q(HiH) = 0, for every i ≥ −2p.
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(iv) H = S2p−1(α).
Proof. Relation (i) is a special case of Lemma 2.2. Let now i ∈ Z, i ≥ −2p. From (2.4)
we have that FiF = e
−α
i e
−α = 0.
Next we observe that Q acts as a derivation on VL, that is
Q(anb) = (Qa)nb+ an(Qb) for every a, b ∈ VL, n ∈ Z.(3.1)
Then using (i) and (3.1) we see that EiE is proportional to Q
4(FiF ), which implies
that EiE = 0. This proves (ii).
Relation (iii) follows form (ii) and the fact that Q(HiH) is proportional to Q
3(FiF ).
Relation (iv) is a direct consequence of (2.5).
Theorem 3.2. The vertex operator algebra M(1) is generated by ω and H = S2p−1(α).
Proof. Let U be the vertex subalgebra of M(1) generated by ω and H . We need to
prove that U = M(1). Let Wn by the (irreducible) V ir–submodule of M(1) generated by
vector un. Then Wn ∼= L(cp,1, n
2p + np− n). Using Lemma 2.2 we see that
KerM(1) Q
n ∼=
n−1⊕
i=0
Wi.
It suffices to prove that un ∈ U for every n ∈ Z≥0. We shall prove this claim by induction.
By definition we have that u0, u1(= H) ∈ U . Assume that we have k ∈ Z≥0 such that
un ∈ U for n ≤ k. In other words, the inductive assumption is ⊕
k
i=0Wi ∈ U.
We shall now prove that uk+1 ∈ U . Set j = −2kp− 1. By Lemma 2.2 we have
Q2k+2e−(k+1)α = Q2k+2
(
e−αj e
−kα
)
6= 0.
Next we notice that
Qk+1(Hjuk) = Q
k+1
(
Qe−α
)
j
(
Qke−kα
)
=
1
2k + 1
Q2k+2
(
e−αj e
−kα
)
,
which implies that
Qk+1(Hjuk) 6= 0.
So we have found vector Hjuk ∈ U such that
wt(Hjuk) = (2p− 1)+ (k
2p+ kp− k)− j− 1 = (k+1)2p+ (k+1)p− (k+1) = wt(uk+1).
11
This implies that
Hjuk ∈
k+1⊕
i=0
Wi and Hjuk /∈
k⊕
i=0
Wi .
Since Qk+1
(
⊕ki=0Wi
)
= 0 and wt(Hjuk) = wt(uk+1) we conclude that there is a constant
C, C 6= 0, such that
Hjuk = Cuk+1 + u
′, u′ ∈
k⊕
i=0
Wi ⊂ U.
Since Hjuk ∈ U , we conclude that uk+1 ∈ U .
Therefore, the claim is verified, and the proof of the theorem is complete.
Remark 3.2. If p = 2, then the elements E, F,H span the triplet algebra studied by M.
Gaberdiel and H. Kausch (cf. [GK1], [GK2], [Ka2]). In this case M(1) is isomorphic to
W–algebra W(2, 3) with c = −2. Its irreducible modules were classified by W. Wang in
[W2], [W3].
In general, E, F and H span theW(2, 2p−1, 2p−1, 2p−1) algebra with central charge
cp,1 (cf. [Ka1], [F]). Our vertex operator algebra M(1) is isomorphic to the W algebra
W(2, 2p− 1) investigated in a number of physical papers (cf. [F], [EFHHNV], [H]).
The following lemma will imply that for i ≥ −2p vector HiH can be constructed using
only the action of the Virasoro operators L(n) on the vacuum vector 1.
Lemma 3.2. We have:
HiH ∈ W0 ∼= L(cp,1, 0) for every i ≥ −2p.
In particular, H−1H ∈ W0.
Proof. The proof follows from Proposition 2.1 and Lemma 3.1 (iii).
Remark 3.3. In the case p = 2, the fact that H−1H ∈ W0 can be proved directly using
a singular vector of level 6 in a generalized Verma module associated to W(2, 3)–algebra
with central charge c = −2 (cf. [W3], [GK1]). This singular vector implies that in M(1)
the following relation holds:
H−1H =
1
4
(
19
36
L(−3)2 +
8
9
L(−2)3 +
14
9
L(−2)L(−4)−
44
9
L(−6)
)
1.
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Lemma 3.2 indicates the existence of similar relation of level 2(2p − 1) in the general
case, but we don’t now the explicit formulae. Instead of looking for such formulae, we
use the realization of the vertex operator algebra M(1) inside the lattice vertex operator
algebra VL, and the description of the Virasoro vertex operator algebra L(cp,1, 0) from
Proposition 2.1.
4. Spanning sets for M(1) and A(M(1))
In this section shall find a spanning set for M(1) and for the Zhu’s algebra A(M(1)).
First we recall the definition of the Zhu’s algebra for vertex operator algebras.
Let (V, Y, 1, ω) be a vertex operator algebra. We shall always assume that V =
⊕n∈Z≥0Vn, where Vn = {a ∈ V | L(0)a = nv}. For a ∈ Vn, we shall write wt(a) = n.
Definition 4.1. We define the bilinear maps ∗ : V ⊗ V → V , ◦ : V ⊗ V → V as follows.
a ∗ b := ReszY (a, z)
(1 + z)wt(a)
z
b =
∞∑
i=0
(
wt(a)
i
)
ai−1b,
a ◦ b := ReszY (a, z)
(1 + z)wt(a)
z2
b =
∞∑
i=0
(
wt(a)
i
)
ai−2b.
Extend to V ⊗ V linearly, denote O(V ) ⊂ V the linear span of elements of the form a ◦ b,
and by A(V ) the quotient space V/O(V ).
Denote by [a] the image of a in V under the projection of V into A(V ). We have:
Theorem 4.1. [Z]
(i) The quotient space (A(V ), ∗) is an associative algebra with unit element [1].
(ii) Let M = ⊕n∈Z≥0M(n) be a Z≥0–graded V –module. Then the top level M(0) of M is a
A(V )–module under the action [a] 7→ o(a) = awt(a)−1 for homogeneous a ∈ V .
(iii) Let (U, pi) be an irreducible A(V )–module. Then there exists an irreducible Z≥0–graded
V –module L(U) = ⊕n∈Z≥0L(U)(n) such that the top level L(U)(0) of L(U) is isomorphic
to U as A(V )–module.
(iv) There is one-to-one correspondence between the irreducible A(V )–modules and the
irreducible Z≥0–graded V –modules.
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We shall need some information about the commutators [Hn, Hm] for m,n ∈ Z.
Lemma 4.1. For any m,n ∈ Z, commutators [Hn, Hm] are expressed as (infinite) linear
combination of
L(p1) · · ·L(ps), p1, . . . , ps ∈ Z, s ≤ 2p− 1.
In particular, for every vector v ∈ M(1) we have
[Hn, Hm]v = fv, for certain f ∈ U(V ir).
Proof. By the commutator formulae in vertex (operator) algebras follows :
[Hm, Hn] =
∞∑
i=0
(
m
i
)
(HiH)m+n−i.
From Lemma 3.2 follows that HiH ∈ W0 for every nonnegative integer i. Thus, HiH is
an element of the Virasoro vertex operator algebra W0 ∼= L(cp,1, 0). In fact, wt(HiH) ≤
2(2p− 1), which implies that HiH can be expressed as (finite) linear combination
L(−n1) · · ·L(−ns)1, ni ≥ 2, n1 + · · ·+ ns ≤ 2(2p− 1), s ≤ 2p− 1.
Therefore, [Hm, Hn] can be expressed as (infinite) linear combination of
L(p1) · · ·L(ps), p1, . . . , ps ∈ Z, s ≤ 2p− 1.
This proves the first assertion. The second assertion follows from the first assertion and
from the simple observation that if v ∈ M(1), and m,n ∈ Z, then [Hm, Hn]v is well-
defined.
Remark 4.1. Using different arguments, a result similar to our Lemma 4.1 was noticed
in the physical literature (cf. [EFHHNV], [H], [KW]).
Lemma 4.1 shows that the structure of the vertex operator algebra M(1) is similar to
the structure of the vertex operator algebra M(1)+ studied in [DN].
So, using this lemma and a completely analogous proofs to the proofs of Proposition
3.4 and Theorem 3.5 in [DN], one obtains the following theorem.
Theorem 4.2.
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(i) The vertex operator algebra M(1) is spanned by the following vectors
L(−m1) · · ·L(−ms)H−n1 · · ·H−nt1,
where m1 ≥ m2 ≥ · · · ≥ ms ≥ 2 and n1 ≥ n2 ≥ · · · ≥ nt ≥ 1.
(ii) The Zhu’s algebra A(M(1)) is spanned by the set
{[ω]∗s ∗ [H ]∗t | s, t ≥ 0}.
In particular, the Zhu’s algebra A(M(1)) is isomorphic to a certain quotient of the poly-
nomial algebra C[x, y], where x and y correspond [ω] and [H ].
The fact that the Zhu’s algebra A(M(1)) is commutative, enable us to study irreducible
highest weight representations of the vertex operator algebra M(1). For given (r, s) ∈ C2,
let Cr,s be the one dimensional module of A(M(1)), with [ω] acting as the scalar r and
[H ] as the scalar s. Therefore every irreducible A(M(1))–module is one-dimensional, and
it is isomorphic to a module Cr,s for certain (r, s) ∈ C
2. Then Theorem 4.1 implies that
every irreducible Z≥0–graded M(1)–module is isomorphic to a certain module L(Cr,s).
So irreducible representations of M(1) are parameterized by certain subset of C2. In the
following sections we will prove that this subset is a rational curve.
5. Representations of M(1)
In this section we identify a family of irreducible M(1)–modules. These modules are
parameterized by points (r, s) ∈ C2 satisfying one algebraic equation.
By construction, the vertex operator algebra M(1) is a subalgebra M(1). We now that
for every λ ∈ h(∼= C), M(1, λ) is an irreducible M(1)–module with the highest weight
vector vλ. ThusM(1, λ) is aM(1)–module. Denote by V˜λ theM(1)–submodule generated
by vector vλ.
Set H(n) = Hn+2p−2, and H(z) =
∑
n∈ZH(n)z
−n−2p+1.
First we recall the following result proved by the author in [A1] for the purpose of
studying W1+∞–algebra.
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Proposition 5.1. [[A1], Proposition 3.1] Let h ∈ h, and r ∈ Z≥0. Let u = Sr(h(−1), h(−2), · · · )1.
Set Y (u, z) =
∑
n∈Z unz
−n−1. Then we have
(1) unvλ = 0 for n > r − 1,
(2) ur−1vλ =
(
〈λ, h〉
r
)
vλ.
Now Proposition 5.1 directly implies the following result.
Proposition 5.2. For every λ ∈ h, V˜λ is a Z≥0-gradedM(1)–module. The top level V˜λ(0)
is one-dimensional and generated by vλ. Let t = 〈λ, α〉. For every n ∈ Z≥0, we have
L(n)vλ = δn,0
1
4p
t(t− 2(p− 1))vλ,(5.1)
H(n)vλ = δn,0
(
t
2p− 1
)
vλ.(5.2)
By slightly abusing language, we can say that V˜λ is a highest weight M(1)–module
with respect to the Cartan subalgebra (L(0), H(0)), and the highest weight is (u(t), v(t))
where t = 〈λ, α〉 ∈ C and
u(t) =
1
4p
t(t− 2(p− 1)), v(t) =
(
t
2p− 1
)
.(5.3)
It is important to notice that for every t ∈ C
u(t) = u(2(p− 1)− t), v(t) = −v(2(p− 1)− t).
Moreover, the mapping t 7→ (u(t), v(t)) is a injection.
Now we notice that the top level of M(1)–module V˜λ(0) = Cvλ has to be an irreducible
module for the Zhu’s algebra A(M(1)). We have the following isomorphism of A(M(1))–
modules:
V˜λ(0) ∼= Cr,s, where r = u(t), s = v(t), t = 〈λ, α〉.
Then one can show that the induced irreducible M(1)–module L(V˜λ(0)) ∼= L(Cr,s) is
isomorphic to the irreducible quotient of V˜λ.
Define P (x, y) ∈ C[x, y] by
P (x, y) = y2 − Cp (x+
(p− 1)2
4p
)
p−2∏
i=0
(
x+
i
4p
(2p− 2− i)
)2
,(5.4)
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where Cp = (4p)
2p−1/(2p− 1)!2.
In the following lemma we shall see that the highest weights of M(1)–modules V˜λ
(λ ∈ h) coincide with the solutions of the equation P (x, y) = 0. The proof is similar to
the proof of Lemma 4.4 in [W3].
Lemma 5.1. Solutions of the equation
P (x, y) = 0(5.5)
are parameterized by
(x, y) = (u(t), v(t)), t ∈ C.(5.6)
Proof. It is easy to verify that for every t ∈ C P (u(t), v(t)) = 0.
Let now (x, y) be any solution of (5.5). Then there is t0 ∈ C such that
x = u(t0) = u(2(p− 1)− t0).
By substituting x = u(t0) in the equation (5.5) we get that y
2 =
(
t0
2p−1
)2
, which implies
that
y =
(
t0
2p− 1
)
= v(t0) or y = −
(
t0
2p− 1
)
= v(2(p− 1)− t0).
So there is a unique t ∈ C such that (5.6) holds.
Theorem 5.1. Assume that (r, s) ∈ C2 so that P (r, s) = 0. Then
(i) Cr,s is an irreducible A(M(1))–module.
(ii) L(Cr,s) is an irreducible M(1)–module.
Proof. Using Lemma 5.1 we see that there is a unique λ ∈ h so that Cr,s ∼= V˜λ(0), where
V˜λ(0) is an A(M(1))–module constructed in Proposition 5.2. So Cr,s is an irreducible
A(M(1))–module. Assertion (ii) follows from Theorem 4.1.
6. The Zhu’s algebra A(M(1)) and the classification of irreducible
modules
In this section we shall prove our main result saying that the modules constructed in
Section 5 provide all irreducible Z≥0–gradedM(1)–modules. Our proof will use the theory
of Zhu’s algebras.
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We are now going to determine the Zhu’s algebra for the vertex operator algebra M(1).
We have already proved that A(M(1)) is isomorphic to a certain quotient of the polynomial
algebra C[x, y], where x corresponds to [ω] and y to [H ]. Now we shall find all relations
in A(M(1)).
Lemma 6.1. In the Zhu’s algebra A(M(1)), we have:
P ([ω], [H ]) = 0.
Proof. Lemma 3.2 implies that for every i > −2p
Hi−1H = fi(L(−2), L(−3), . . . )1
for certain polynomial fi ∈ C[x1, x2, . . . ]. This implies that in A(M(1)), we have
[Hi−1H ] = gi([L(−2)1]) = gi([ω])
for certain polynomial gi ∈ C[x] such that deg(gi) ≤ 2p − 1. The definition of the
multiplication in A(M(1)) gives that
[H ] ∗ [H ] =
2p−1∑
i=0
(
2p− 1
i
)
[Hi−1H ] =
2p−1∑
i=0
(
2p− 1
i
)
gi([ω]).
Let g(x) =
∑2p−1
i=0
(
2p−1
i
)
gi(x). So we have proved that there is polynomial g ∈ C[x] so
that
[H ] ∗ [H ] = [H ]2 = g([ω]), deg(g) ≤ 2p− 1.(6.1)
Now we shall determine the polynomial g explicitly. Recall that if (r, s) ∈ C2 such that
P (r, s) = 0, then Cr,s is an irreducible A(M(1))–module (Theorem 5.1). Let us now
evaluate both sides of (6.1) on A(M(1))–modules Cr,s. We get that s
2 = g(r) for every
(r, s) ∈ C2 such that P (r, s) = 0. This implies that for every r ∈ C
g(r) = s2 = s2 − P (r, s) = Cp (r +
(p− 1)2
4p
)
p−2∏
i=0
(
r +
i
4p
(2p− 2− i)
)2
,
where Cp = (4p)
2p−1/(2p− 1)!2. In this way we have proved that
g(x) = y2 − P (x, y) = Cp (x+
(p− 1)2
4p
)
p−2∏
i=0
(
x+
i
4p
(2p− 2− i)
)2
.
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Using (6.1) we get
P ([ω], [H ]) = [H ]2 − g([ω]) = 0,
as desired.
Now we are in the position to find all relations in the Zhu’s algebra A(M(1)).
Theorem 6.1. The Zhu’s algebra A(M(1)) is isomorphic to the commutative, associative
algebra C[x, y]/〈P (x, y)〉.
Proof. By Theorem 4.2 we have a surjective algebra homomorphism
Φ : C[x, y] → A(M(1))
x 7→ [ω]
y 7→ [H ].
It suffices to prove that Ker Φ = 〈P (x, y)〉.
Lemma 6.1 gives that 〈P (x, y)〉 ⊆ Ker Φ.
Assume now that K(x, y) ∈ Ker Φ. Note that P (x, y) has degree 2 in y. Using the
division algorithm we get
K(x, y) = A(x, y)P (x, y) +R(x, y),
where A(x, y), R(x, y) ∈ C[x, y] so that R(x, y) has degree at most 1 in y. So we can write
R(x, y) = B(x)y + C(x), where B(x), C(x) ∈ C[x]. Since P (x, y), K(x, y) ∈ Ker Φ we
have that R(x, y) ∈ Ker Φ. We now evaluate polynomial R(x, y) on A(M(1))–modules
and obtain
R(u(t), v(t)) = 0 for every t ∈ C,
where polynomials u(t), v(t) are defined by (5.3). Therefore
B(u(t))v(t) = −C(t) for every t ∈ C.(6.2)
Assume that B(x) 6= 0. Then polynomial
B(u(t))v(t) = B(
1
4p
(t(t− 2p+ 2))
(
t
2p− 1
)
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has odd degree in t. On the other hand, if polynomial −C(u(t)) is nontrivial, it must
have even degree in t. This is a contradiction because of (6.2). So B(x) = 0. Using (6.2)
we also get that C(u(t)) = 0 for every t ∈ C, which implies that C(x) = 0. In this way
we have proved that
R(x, y) = B(x)y + C(x) = 0,
and therefore
K(x, y) = P (x, y)A(x, y) ∈ 〈P (x, y)〉.
So Ker Φ = 〈P (x, y)〉, and the theorem holds.
Theorem 6.2. The set
{L(Cr,s) | (r, s) ∈ C
2, P (r, s) = 0}(6.3)
provides all non-isomorphic irreducible Z≥0–graded modules for the vertex operator algebra
M(1).
Proof. Since the Zhu’s algebra A(M(1)) is commutative, Theorem 6.1 implies that the
set
{Cr,s | (r, s) ∈ C
2, P (r, s) = 0 }
provides all irreducible modules for the Zhu’s algebra A(M(1)). Then Theorem 4.1 implies
that the set (6.3) provides all irreducible Z≥0–graded M(1)–modules.
Remark 6.1. Theorem 6.2 shows that the irreducible M(1)–modules are parameterized
by the solutions of the equation P (x, y) = 0. We have observed that all solutions of this
equation can be written in the form (u(t), v(t)), (t ∈ C) which are exactly the highest
weights of M(1)–submodules of M(1, λ) constructed in Proposition 5.2. This leads to
the conclusion (as in [W3]) that every irreducible M(1)–module can be identified starting
from modules for the vertex operator algebra M(1).
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