Safe and Complete Algorithms for Dynamic Programming Problems, with an Application to RNA Folding by Kiirala, Niko et al.
Safe and Complete Algorithms for Dynamic
Programming Problems, with an Application to
RNA Folding
Niko Kiirala
Department of Computer Science and Helsinki Institute for Information Technology HIIT,
University of Helsinki, Finland
kiirala@cs.helsinki.fi
Leena Salmela1
Department of Computer Science and Helsinki Institute for Information Technology HIIT,
University of Helsinki, Finland
leena.salmela@helsinki.fi
Alexandru I. Tomescu1
Department of Computer Science and Helsinki Institute for Information Technology HIIT,
University of Helsinki, Finland
alexandru.tomescu@helsinki.fi
Abstract
Many bioinformatics problems admit a large number of solutions, with no way of distinguishing the
correct one among them. One approach of coping with this issue is to look at the partial solutions
common to all solutions. Such partial solutions have been called safe, and an algorithm outputting
all safe solutions has been called safe and complete. In this paper we develop a general technique that
automatically provides a safe and complete algorithm to problems solvable by dynamic programming.
We illustrate it by applying it to the bioinformatics problem of RNA folding, assuming the simplistic
folding model maximizing the number of paired bases. Our safe and complete algorithm has time
complexity O(n3M(n)) and space complexity O(n3) where n is the length of the RNA sequence
and M(n) ∈ Ω(n) is the time complexity of arithmetic operations on O(n)-bit integers. We also
implement this algorithm and show that, despite an exponential number of optimal solutions, our
algorithm is efficient in practice.
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1 Introduction
Many bioinformatics problems ask to reconstruct a biological object based on some data
observed from it. However, in many cases, such data is incomplete or erroneous, and the
bioinformatics problem admits many solutions, with no way of distinguishing the correct one
among them. One approach is to enumerate all solutions, or only the first k best solutions
to the problem. Then, “one can apply more sophisticated quality criteria, wait for data to
become available to choose among them, or present them all to human decision-makers” [11].
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For example, this approach was applied to the reconstruction and analysis of metabolic
pathways [5, 4] and gene regulation networks [24]. See the surveys [11, 12] for more details
on best-k enumeration. However, in many other cases this approach is infeasible because
there may be a large number of solutions, even exponential in the input length. In such
cases, another approach is to consider only the partial solutions common to all optimal
or near-optimal solutions. Due to the large number of solutions, it is often infeasible to
enumerate all solutions and then find the parts common to all of them.
In the past this approach has been applied e.g. to sequence alignment. The aligned
symbols common to all optimal and near-optimal alignments of two biological sequences were
shown to be efficiently retrievable in [29, 28, 9, 14, 36]. In [29] these were called “reliable
regions” and were shown to match in a significant proportion the true ones determined
experimentally from tertiary structure superpositions.
More recently, this approach was applied to the contig assembly stage of the genome
assembly problem. This requires to reconstruct strings as long as possible that are guaranteed
to occur in any genome that could have generated the sequenced reads. In [26] such a
contig assembly algorithm outputting strings common to all genome assembly solutions was
called safe. A safe algorithm outputting all such safe strings was called complete. For the
theoretical assembly model where the assembly solution is an Eulerian cycle, a safe and
complete algorithm was suggested in [20]. Safe and complete algorithms were also studied
for the gap filling problem [22], which is another stage of the genome assembly problem.
1.1 Contribution
In this paper we study another bioinformatics problem which admits a large number of
optimal solutions in practice: the RNA folding problem. (We will formally introduce it and
discuss it in greater detail in Sec. 1.2.) We will consider a basic model of RNA folding, namely
the one maximizing the number of paired RNA bases, solvable by dynamic programming.
As opposed to the previous safe and complete algorithms tailored for each separate
problem, we develop here a technique having the advantage that it can produce safe and
complete algorithms for many problems solvable by dynamic programming. The only
restriction is that the safe partial solutions it can find are required to be identifiable from
the dynamic programming recurrence.
Our technique is based on counting solutions and works as follows: (i) for every substring
of the input string, it counts the number of optimal solutions for it; (ii) for every substring
of the input string, it counts the number of full optimal solutions that also use an optimal
solution of the substring; (iii) for every possible partial solution identifiable from the dynamic
programming recurrence (i.e., base pair, or unpaired base), it counts in how many full
optimal solutions it appears. This base-pair maximization model for RNA folding can be
solved in time O(n3), where n is the length of the RNA molecule. Our safe and complete
algorithm for it reports the bases paired in all optimal solutions, and the bases unpaired
in all optimal solutions. It has time complexity O(n3M(n)) and space complexity O(n3),
where M(n) ∈ Ω(n) is the time complexity of arithmetic operations on O(n)-bit integers.
Thus, our algorithm is also efficient, in the sense that its time complexity has no additional
overhead with respect to computing a single optimal solution, except for the M(n) factor.2
2 Note that computing an optimal folding under the base-pair maximization model can be sped up
to O(n3/ log n) using the Four Russians technique, see [13]. It would be interesting to study if this
technique can be applied to speed up also our algorithm.
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Our technique generalizes, and has some similarities with existing algorithms. For
example, it generalizes the previous safe and complete algorithm [29] reporting aligned
symbols appearing in all optimal alignments. However, our algorithm is strictly more
general: in the sequence alignment problem each case of the recurrence depends only on
one previously computed value, whereas our technique encompasses problems where several
previously computed values are combined. Our algorithm is also similar to the inside-outside
algorithm [6] used e.g. in EM estimation of probabilistic context-free grammars. The first step
of our algorithm, counting the number of optimal solutions for any input substring, resembles
the inside algorithm, whereas the second step is similar to the outside algorithm. Another
approach whose aim is also to provide general solutions to problems solvable by dynamic
programming is the Algebraic Dynamic Programming approach of Giegerich et al. [15].
This also provides a general algorithm for counting full solutions to dynamic programming
algorithms. However, it does not count full solutions containing a given partial solution, and
thus does not provide insights about safety.
Other dynamic programming problems where our techniques provides a safe and complete
algorithm include, just to name a few: finding the parenthesization of an arithmetic expres-
sion [15] maximizing or minimizing its value, finding an optimal order in which to multiply
a chain of matrices [15], finding a maximum-weight independent set in a node-weighted
tree. In each such case the partial solutions that can be found as safe are the ones that are
identifiable from the dynamic programming recurrences. For example, for the first problem,
the parentheses common to all optimal solutions, and for the last problem, the nodes common
to all optimal solutions. In Sec. 5 we will explain this more formally, in detail.
1.2 RNA folding
RNA is a single-stranded molecule that consists of bases A, C, G, and U. RNA folds upon
itself so that base A pairs with U and C pairs with G. Base G can also pair with U, forming a
wobble pair. The pairing of the bases forms the secondary structure of an RNA molecule.
This structure is important for the biological function of many classes of RNA molecules,
such as ribosomal RNA (rRNA) and transfer RNA (tRNA). Thus, in order to predict the
biological function of an RNA molecule, we first need to predict its secondary structure.
When folding upon itself, an RNA molecule attempts to find a state which is energetically
optimal. Traditional RNA secondary structure prediction algorithms, such as the Nussinov
algorithm [21], have formulated the problem as finding a secondary structure which maximizes
the number of paired bases. Zuker [35] extended this model to minimize free energy,
which is biologically more accurate. Later, the free energy model has been refined when
the contribution of different substructures has been better understood [30, 18]. However,
none of these models is fully accurate or complete. For example, although some dynamic
programming algorithms allow a limited form of pseudoknots (see e.g. [2]), many other
dynamic programming solutions do not attempt to predict pseudoknots. Additionally, RNA
does not always fold in the globally optimal shape, but instead sometimes takes a locally
optimal shape, for example in the presence of other molecules.
The solution to the RNA secondary structure prediction problem is very rarely unique.
In the maximum-pairs formulation, a large number of optimal solutions can usually be
found. The minimum free energy formulation is more fine grained, but still, if one looks
at optimal and near-optimal solutions, then again their number is large. There are several
established ways of coping with the issue of multiple solutions. The algorithm by Wuchty
et al. [33] enumerates all optimal and suboptimal solutions, and therefore its output can
be too large to utilize. The Zuker algorithm [35] considers each possible pair of bases at
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a time, and computes the secondary structure with best score that contains that pair of
bases. However, this method might not find all optimal or close to optimal solutions, since
the number of solutions can be exponential in the length of the RNA sequence, whereas the
maximal number of different base pairs is only quadratic. When assuming the free energy
model, McCaskill [19] calculates the equilibrium partition function for an RNA secondary
structure. Based on this, the binding probabilities under the free energy model are computed
for each pair of bases, over all possible secondary structures, not only the optimal ones. This
can be done in cubic time, see [19] or [10]. More recently, Zakov et al. [34] showed how to
reduce the time complexity of computing the binding probabilities under the free energy
model to sub-cubic time, using ideas from Valiant’s sub-cubic algorithm for context free
grammar recognition, see [27, 1].
In order to clearly illustrate our technique for obtaining general safe and complete
algorithms for dynamic programming problems, in this paper we focus on the simplistic
model of RNA folding maximizing the number of paired bases. We implement our safe
and complete algorithm for it and run experiments on real RNA molecules to show how it
performs in practice.
In the Appendix, we also study experimentally the biological relevance of the notion
of safety for the RNA folding problem. For this purpose, we also implement a trivial safe
and complete algorithm, which, given all optimal and sub-optimal RNA foldings under the
minimum free energy model reported by the ViennaRNA package [17], it finds the base
pairs common to all such foldings. We observe that for the maximum pairs formulation, the
precision of the safe sub-solutions are improved by up to 72% (median value), respectively,
as compared to a single, entire, solution. For the minimum free energy formulation, the
increases of precision of the safe sub-solutions are up to 22% (median value).
However, the running time of this naive safe and complete algorithm for the free energy
model is prohibitively large for longer RNA sequences, whereas our algorithm for the maximum
pairs formulation is efficient in practice. Since also the minimum free energy model is solvable
by dynamic programming (using four dynamic programming tables), it is relevant as future
work to apply our technique also to this more complex dynamic programming algorithm.
2 Preliminaries
In this section we introduce the basic notation and definitions. We then describe Nussinov’s
dynamic programming algorithm for RNA folding, which is the starting point of our safe
and complete algorithm.
In this paper we assume that R ∈ {A, C, G, U}n is a string over the RNA alphabet,
indexed from 1 to n. We denote by R(i, j) its substring starting at position i and ending
at position j, inclusively (1 ≤ i ≤ j ≤ n). The following RNA symbols can be paired:
{A, U}, {C, G}, {G, U}. A folding of R is a set of pairs of indices in R (also called base pairs)
{{i1, j1}, {i2, j2}, . . . , {it, jt}} such that:
i1, j1, i2, j2, . . . , it, jt are all distinct, and
R(ik) can be paired with R(jk), for all k ∈ {1, . . . , t}.
A pseudoknot in such a folding consists of two pairs of indices, say {x, y} and {z, w}
(x < y and z < w), such that z is in the interval (x, y), but w is outside the interval (x, y).
We next introduce the main problem tackled in this paper.
I Problem 1 (Maximum pairs formulation). Given a string R ∈ {A, C, G, U}n, find a folding
of R without pseudoknots maximizing the number of base pairs.
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(a) Pair R(k) and R(j). (b) Append R(j) as unpaired.
Figure 1 Cases in Nussinov’s algorithm.
A well-known algorithm for solving Problem 1 is Nussinov’s algorithm [21]. This is based
on dynamic programming, and runs in time O(n3) and requires O(n2) space. This algorithm
is conceptually simple, and thus a good candidate to be extended into a safe and complete
algorithm for Problem 1. Since all algorithms considered in this paper will be about foldings
without pseudoknots, from now onwards by “folding” we mean one without pseudoknots.
Nussinov’s algorithm defines V (i, j) as the number of base pairs in an optimal folding of
the substring R(i, j). The maximum number of base pairs in a folding for R will be V (1, n),
and such a folding can be obtained by standard backtracking through the table V .
We initialize V (i, j) = 0 for i ≥ j, since a sequence of length at most one cannot have
any paired bases. The values V (i, j) are computed with the following recurrence:
V (i, j) = max

max
{
V (i, k − 1) + V (k + 1, j − 1) + 1 |
i ≤ k < j and R(k) can be paired with R(j)
}
,
V (i, j − 1).
(1)
The two cases of this recurrence are also shown in Figure 1. In the first case, Nussinov’s
algorithm attempts to pair any base R(k), where k ∈ {i, . . . , j − 1}, with the base R(j).
Whenever this pairing is possible, it uses the previously computed answers for the shorter
substrings R(i, k − 1) and R(k + 1, j − 1). The second case applies when R(j) is not paired
with any base R(k): the algorithm takes the optimal folding of R(i, j − 1) and appends the
base R(j) to it as non-paired.
Nussinov’s algorithm generates only a single optimal folding. However, it can be modified
to output all optimal and suboptimal foldings, through a general technique introduced by [31]
for the shortest path problem. This technique was applied to the RNA folding problem
by Wuchty et al. [33]. In fact, [33] applies this technique to both models for RNA folding,
maximum pairs and minimum free energy. The minimum free energy version is included in
the RNAsubopt program contained in the ViennaRNA package [17].
3 A safe and complete algorithm for RNA folding
We say that a base pair {i, j} is safe, if for any optimal folding F = {{i1, j1}, {i2, j2}, . . . ,
{it, jt}} of R, we have that {i, j} ∈ F . Likewise, we say that an (unpaired) base i is safe, if
for any such optimal folding F , we have that i is not paired with any other base. Formally,
if for all optimal foldings F and all {x, y} ∈ F , we have i /∈ {x, y}.
A safe and complete algorithm for Problem 1 is one outputting all safe base pairs and
safe unpaired bases. We start by describing a trivial safe and complete algorithm. In
Sections 3.1–3.3 we describe our efficient algorithm.
CPM 2019
8:6 Safe and Complete Algorithms for Dynamic Programming Problems
As mentioned above, Nussinov’s algorithm can be extended to generate all optimal
foldings. Let us assume that we have generated all of them, and that their number is s.
We can then naively go through each optimal folding, and for each of the O(n2) possible
base pairs of R, and each unpaired base, keep track if it appears in all optimal foldings.
This trivial algorithm takes overall time O(sn+ n2). The O(sn) term comes from reading
through every folding, and the O(n2) term comes from initializing the base-pairs matrix.
Note however that this complexity is not polynomial in n, as there can be RNA strings of
length n admitting an exponential number s of foldings (see our experimental results). Also
in practice this complexity is prohibitive; for example, even some tRNA samples that are
around 80-bases long have hundreds of thousands of solutions.
We will next describe a polynomial-time safe and complete algorithm, based on Nussinov’s
algorithm. The main idea is to derive, for every base pair, the number of optimal foldings in
which it appears; and analogously, for every base, the number of optimal foldings in which it
appears as unpaired. If in addition we also know the total number of optimal foldings, then
we can decide safety based on checking if these numbers are equal or not.
These numbers will be derived in a sequence of steps, each computing a numeric table
by dynamic programming. The table from each step will be used in the computation of the
table for the next steps. These steps are:
1. Compute the number of optimal foldings of any substring R(i, j) (Section 3.1)
2. Compute the number of optimal foldings of R, that use an optimal folding of the substring
R(i, j) (Section 3.2)
3. Compute the number of optimal foldings of R containing a given base pair, or a given
unpaired base. (Section 3.3)
When analyzing the time complexity of this algorithm, we have to take into account that
the number of foldings may be exponential in the input size. As such, we cannot assume
constant-time integer arithmetic operations.
It is not hard to see that one upper bound on the total number of foldings of any RNA
string of length n is 3n. Any possible folding corresponds to a string of balanced parentheses
(the paired bases), in which we have interspersed a third character standing for the non paired
bases. The number of such ternary strings of length n is trivially at most 3n. Such numbers
take O(log2(3n)) = O(n) bits to represent. Tighter bounds on the number of optimal RNA
foldings under the base-pair maximization model exist, see e.g. [16]. We note that additions
on n-bit numbers can be performed in time O(n), and we denote by M(n) ∈ Ω(n) the time
needed to multiply or divide two O(n) bit numbers.3 Our safe and complete algorithm for
Problem 1 will take O(n3M(n)) time and O(n3) space.
3.1 The number of optimal foldings of any subsequence
Given i ≤ j ∈ {1, . . . , n}, we let S(i, j) be the number of optimal foldings of R(i, j). The
total number of optimal foldings of R will thus be obtained as S(1, n). Computing S(i, j)
can be done by dynamic programming, with a recurrence analogous to Nussinov’s recurrence
(1), and also using Nussinov’s table V .
As base case, observe that any sequence containing at most one base clearly has exactly
one optimal folding. In other words, S(i, j) = 1 whenever i ≥ j.
3 For example, with the Schönhage-Strassen method [23], two n-bit numbers can be multiplied in time
M(n) = O(n log n log log n).
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As in Nussinov’s recurrence, there are two ways of producing an optimal folding of R(i, j):
by pairing R(j) with some R(k), for some k ∈ {i, . . . , j − 1}, or appending R(j) at the end
of the optimal folding of R(i, j − 1). For each of these cases, and for each value of k, we
obtain a distinct folding. As such, to obtain S(i, j) we can sum up the number of optimal
foldings in each case.
In the first case, when pairing R(j) with R(k), there are two substrings to consider:
R(i, k−1) and R(k+1, j). Every possible combination of optimal foldings of these substrings
will produce a unique optimal folding to the larger substring R(i, j). Such combination thus
contributes S(i, k − 1) × S(k + 1, j) optimal foldings to R(i, j). In the second case, when
subsequence R(i, j) is produced by appending R(j) to the optimal folding of R(i, j − 1), it
can be produced in S(i, j − 1) ways.
This is summarized in the recurrence below. For conciseness, we use the Kronecker delta
notation δ(x, y) = 0 if x 6= y, and δ(x, y) = 1 otherwise.
S(i, j) =
∑
∑
i≤k<j|R(k) can be paired with R(j)
S(i, k − 1)× S(k + 1, j − 1)×
× δ(V (i, j), V (i, k − 1) + V (k + 1, j − 1) + 1),
S(i, j − 1)× δ(V (i, j), V (i, j − 1)).
(2)
The time complexity of computing all S(i, j) values is O(n3M(n)): the computation goes
over O(n2) substrings of R, tries O(n) possible ways to construct each and performs at most
a multiplication, requiring O(M(n)) time. The space complexity for computing S(i, j) is
O(n3), because we have a matrix with O(n2) cells, and each cell uses O(n) bits.
3.2 The number of optimal global foldings that use an optimal folding
of a subsequence
We will now compute a more subtle quantity. Given i ≤ j ∈ {1, . . . , n}, we denote by T (i, j)
the number of optimal foldings of R that, when restricted to the range from i to j, they are
also an optimal folding of the substring R(i, j). In other words, T (i, j) is the total number
of global optimal extensions that the optimal foldings of R(i, j) have.
Since we are not considering pseudoknots, bases of R outside of R(i, j) cannot pair with
bases in R(i, j). As such, each optimal folding of R(i, j) is independent of the optimal folding
of the rest of the string R. As such, if we know T (i, j) and S(i, j), then we can deduce that
each optimal folding of R(i, j) can be extended in T (i, j)/S(i, j) ways into a global optimal
folding of R. Let us denote the ratio T (i, j)/S(i, j) by c(i, j), and note that, by the above
observation, c(i, j) is integer.
The table T will be constructed starting from the full string R(1, n) and moving towards
single base substring. By definition, the number of optimal solutions for the full string is the
same as the number of optimal solutions that use the full string. Thus, the base case for this
algorithm is T (1, n) = S(1, n). All other values of T will be initialized as 0.
The dynamic programming algorithms considered so far have been of collecting type: the
required values for computing each dynamic programming cell have been computed earlier in
the algorithm. The algorithm for computing T will be of distributing type instead. When
this algorithm enters a cell, the value of that cell has already been computed correctly. This
value is then used to incrementally derive the correct values of the cells that will be entered
later.
When entering a cell (i, j), the algorithm checks all distinct ways how an optimal folding
of R(i, j) can be generated from optimal foldings of its substrings. This is done with the
same logic as in Nussinov’s recurrence (1). Since T (i, j) is already computed correctly, then
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Algorithm 1: Computing the table T .
1 for each substring R(i, j) in decreasing order of length do
2 c← T (i, j)/S(i, j);
3 for each way of constructing an optimal folding of R(i, j) do
4 if this optimal folding pairs R(k) with R(j) then
5 a← c× S(i, k − 1)× S(k + 1, j − 1);
6 T (i, k − 1)← T (i, k − 1) + a;
7 T (k + 1, j − 1)← T (k + 1, j − 1) + a;
8 else
// the optimal folding appends R(j) at the end of the optimal
folding for R(i, j − 1)
9 a← c× S(i, j − 1);
10 T (i, j − 1)← T (i, j − 1) + a;
11 T (j, j)← T (j, j) + a;
we know c(i, j). Namely, we know that each optimal folding of R(i, j) can be extended in
c(i, j) ways into a global optimal folding of R. We can then add these ways to each substring
of R(i, j) used for generating an optimal folding of R(i, j). Processing the substrings in
decreasing order on length guarantees that the final correct value of T for any substring is
available by the time that substring is processed.
See Algorithm 1 for the computation of T . For simplicity, in line 3 we write “iterate
over each way of constructing an optimal folding of R(i, j)” meaning that we iterate over
all cases from Nussinov’s recurrence (1). That is, we consider all k ∈ {i, . . . , j − 1} such
that R(k) can be paired with R(j) and this folding gives an optimal value (i.e., V (i, j) =
V (i, k − 1) + V (k + 1, j − 1) + 1). This loop also considers the second case of Nussinov’s
recurrence in which the optimal folding of R(i, j) appends R(j) to the optimal folding for
R(i, j − 1).
The time complexity of this algorithm is O(n3M(n)). It goes over O(n2) subsequences
and tries O(n) possible ways to construct each. For each such try, the algorithm may perform
a division and a few multiplications requiring O(M(n)) time each. As before, the space
complexity for computing T (i, j) is O(n3), because we have a matrix with O(n2) cells, and
each cell uses O(n) bits.
3.3 The number of optimal foldings containing a base pair, or an
unpaired base
An interesting property of the table T is that its diagonal values T (i, i) represent how many
of all optimal foldings contain that single-base substring. In other words, in how many
foldings that base appears unpaired. This is useful for computing safety, so let us create a
new array U out of the single-base values on the diagonal, having values U(i) = T (i, i).
We will also create a table P , such that P (i, j) is the number of optimal foldings of R
that use the pair (i, j). This is not directly available from T , but it can be computed by
going over all substrings of R, determining if their optimal foldings use the pair (i, j), and
summing the number of optimal global foldings that extend this local folding. This is shown
in Algorithm 2. We assume that all P (i, j) cells are initialized as 0.
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Algorithm 2: Computing the table R.
1 for each substring R(i, j) do
2 c← T (i, j)/S(i, j);
3 for each way of constructing an optimal folding of R(i, j) do
4 if this optimal folding pairs R(k) with R(j) then
5 P (k, j)← P (k, j) + c× S(i, k − 1)× S(k + 1, j − 1);
The time complexity of this algorithm is O(n3M(n)). It goes over O(n2) subsequences
and tries O(n) possible ways to construct each. For each such try, it performs one or two
multiplications requiring O(M(n)) time each. As before, the total space complexity is O(n3).
It can be noted that this algorithm has no requirements on the order of iteration over the
subsequences, and it only uses the values T (i, j) and S(i, j) for any given substring R(i, j).
Due to these properties, it is possible to join this and the algorithm for computing table T ,
so that both tables are computed in one pass.
With the tables U and P in place, it is straightforward to determine the safety of base
pairs and unpaired bases in any given folding. A base pair {i, j} (i < j) is safe if and only
if P (i, j) is equal to the total number of optimal foldings, namely S(1, n). Similarly, an
unpaired base i is safe if and only if U(i) = S(1, n).
4 Experimental results
We implemented the safe and complete algorithm of Section 3 in the Go language. To
represent big integers we used the standard math/big library. Our implementation is available
at https://github.com/kiirala/rna-safe-complete or through Go environment with
command go get keltainen.duckdns.org/rnafolding.
We performed experiments to test this implementation on real RNA sequences, mainly
focusing on the number of optimal solutions and the running time. Experiments about the
biological relevance of the safe solutions can be found in the Appendix. To have a baseline
for comparison, we also performed experiments with ViennaRNA’s program RNAsubopt [17]
implementing the minimum free energy formulation. RNAsubopt computes all optimal and
suboptimal foldings that are in a certain range of the optimum. We chose this range to be 1
kcal/mol (option -e 1). In order to obtain a safe and complete algorithm for this minimum
free energy formulation, given all s optimal and suboptimal solutions reported by RNAsubopt,
we applied the trivial safe and complete algorithm mentioned at the beginning of Sec. 3,
running in time O(sn + n2). RNAsubopt’s output was piped to this trivial algorithm, so
there was no overhead in writing / reading from disk.
We used data from the STRAND RNA database [3]. We analyzed tRNA [7, 32, 25], 5S
ribosomal RNA [8, 32], 16S ribosomal RNA [8, 32] and 23S ribosomal RNA [8, 32]. When
multiple database entries have exactly the same sequence, only one of such entries is analyzed.
Any sequences that are marked as sequence fragments in the database are ignored and only
complete sequences are included in the analysis. See Table 1 for the number of sequences
analyzed and their average length. Out of the 117 sequences from the 23S rRNA dataset,
only on 58 of them RNAsubopt finished running in the allocated time (on some of these 58,
it ran for more than 96 hours). As such, all table rows “23S rRNA*” contain results only for
these 58 sequences, and the rows “23S rRNA” contain results for all 117 sequences.
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Table 1 Characteristics of the four datasets, and statistics on the number of reported solutions
by each method. Large values are shown without decimal digits.
Avg #Solutions of Max Pairs #Solutions of RNAsubopt
#Inputs length Median Avg Max Median Avg Max
tRNA 633 78 975 7 · 1011 4 · 1014 3 6 421
5S rRNA 136 118 37301 4 · 106 2 · 108 10 15 109
16S rRNA 647 1536 9 · 1045 3 · 1093 2 · 1096 4 · 105 1 · 106 4 · 109
23S rRNA* 58 2439 1 · 1086 4 · 1099 2 · 10101 1 · 107 8 · 107 8 · 108
23S rRNA 117 2726 4 · 1089 6 · 10130 7 · 10132 – – –
Table 2 Running time (seconds) and average memory usage (MB) by each method. Columns
“RNAsubopt – All” refer to RNAsubopt outputting all solutions only. Columns “RNAsubopt –
Safe&Compl.” include also the trivial safe and complete algorithm. Column “Med” means median.
Max Pairs – Safe&Compl. RNAsubopt – All RNAsubopt – Safe&Compl.
Time Mem. Time Mem. Time Mem.
Med Avg Max Max Med Avg Max Max Med Avg Max Max
tRNA 0.01 0.01 0.78 41 0.01 0.01 0.37 12 0.01 0.01 0.39 12
5S rRNA 0.04 0.05 0.11 10 0.03 0.04 0.08 10 0.03 0.04 0.1 10
16S rRNA 47 55 310 1964 108 2223 440727 175 131 3199 753752 175
23S rRNA* 256 205 327 2488 4180 25194 281149 273 5454 31457 348989 273
23S rRNA 240 242 931 3561 – – – – – – –
In Table 1 we also show statistics on the number of optimal solutions to the maximum pairs
formulation and the number of optimal and suboptimal solutions reported by RNAsubopt.
In both cases, the number of solutions increases exponentially, with a much more rapid
growth for the maximum pairs formulation. This also shows that the minimum free energy
formulation is more stable, and thus more accurate.
In Table 2 we show the running time and memory usage for: our implementation of the
safe and complete algorithm for the maximum pairs formulation, RNAsubopt reporting all
optimal and suboptimal solutions, RNAsubopt plus the trivial safe and complete algorithm
checking all RNAsubopt’s solutions. The datasets tRNA, 5S rRNA and 16S rRNA were run
on a machine with an Intel Xeon E5-2697 (2.7 GHz) CPU, with each process limited to 2
GiB memory. The dataset 23S rRNA was run on a machine with an Intel Xeon E3-1220 (3.1
GHz) CPU, with each process limited to 4 GiB memory.
For short RNAs (tRNA and 5S rRNA), the used resources are very similar, with RNAsub-
opt running slightly faster, likely because it outputs very few solutions. However, for longer
RNAs (16S rRNA and 23S rRNA), our safe and complete algorithm for the maximum pairs
formulation is significantly faster, even though in our case the number of optimal solutions
is significantly larger. Moreover, the running time of RNAsubopt is much more variable
for longer RNAs, with some inputs taking more than 96 hours (this particular RNA string
had 726 Million solutions reported by RNAsubopt). Our safe and complete algorithm for
the maximum pairs formulation finished in all cases in under 16 minutes, even though the
numbers of optimal solutions can be of the order 10130. We also observe a larger amount
of memory used by our algorithm (up to 3.5GB for 23S rRNA), which is likely due to the
fact that the numbers of solutions are much larger. However, this is still not prohibitive on
modern machines.
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5 Discussion and conclusions
To conclude, we would like to sketch how our technique generalizes to other problems solvable
by dynamic programming. Precise algorithms need to be derived for each problem, but the
technique introduced in this paper gives a blueprint for obtaining such algorithms. To make
this more formal, suppose we have a dynamic programming recurrence of the form:
V (i, j) =
⊕
`∈Li,j
{
f`
(
V (i`1, j`1), . . . , V (i`k` , j
`
k`
)
)
| ϕ`(i`1, j`1, . . . , i`k` , j
`
k`
)
}
(3)
where Li,j is some set of possible cases to consider in computing V (i, j),
⊕
is an operation
of these |Li,j | cases, for example min or max, values V (i`1, j`1), . . . , V (i`k` , j
`
k`
) have previously
been computed when computing V (i, j), f` is a function on these previously computed
values (for example sum), and ϕ` is a condition that must hold in order to consider the `-th
case in the recurrence. We also require that each of these |Li,j | cases leads to a different
optimal solution (we observed at the beginning of Sec. 3.1 that this also holds for Nussinov’s
recurrence). It is immediate to verify that Nussinov’s recurrence (1) fits into the above
recurrence scheme (3). Note also that, even though recurrence (3) has only two parameters
(i, j), our technique works for an arbitrary number of parameters.
Having all values V (i, j) computed, one can obtain a safe and complete algorithm that
can detect which cases allowed by the sets Li,j and the functions ϕ` are present in all optimal
solutions. We need to apply exactly the same three steps outlined in Sec. 3. First, we
need to compute the matrix S(i, j) counting the number of optimal solutions of the partial
input (i, j), then we need to compute the matrix T (i, j) counting the number of optimal full
solutions that, when restricted to (i, j), they are also an optimal solution for the partial input
(i, j). Finally, one can compute a matrix analogous to our P (i, j), which counts, for every
possible partial solution that is a candidate to be safe, in how many cases of the recurrence
it appears, and how many full optimal solutions these give rise to (information available
from matrix T ). These counts then indicate in how many full optimal solutions each partial
solution appears, and thus indicate safety.
In this paper we applied our technique to the classical RNA folding recurrence of Nussinov.
The choice of this problem was motivated by two factors: (1) it is simple enough to illustrate
our technique and its general applicability, and (2) it is also a problem which on real data
admits a large number of solutions, making the notion of safety practically relevant. For
example, we observed RNA sequences admitting an exponential number of solutions. Despite
this, our implementation of the safe and complete algorithm for it was efficient and ran
in 16 minutes at most. Moreover, our experiments from the Appendix also show that safe
sub-solutions for the maximum pairs formulation match the true biological folding with a
precision of more than 40%.
However, we should also note that in the case of RNA folding, the minimum free energy
model and its refinements are more biologically accurate. Our experiments on combining
the output of RNAsubopt and the trivial algorithm for computing safety (in the Appendix)
indicate that the safe sub-solutions for the minimum energy formulation have a significantly
higher precision than for the maximum pairs formulation, reflecting the more biological
accurate problem formulation. Thus, it would be interesting to derive efficient safe and
complete algorithms for the minimum free energy model. Such algorithms would also
need to be compared to McCaskill [19] approach deriving “predominance” of RNA folding
substructures based on partition-function based methods.
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A Biological relevance of the notion of safety
We also compared how well the safe sub-solutions match the reference biological foldings
from the STRAND RNA database. Each possible
(
n
2
)
base pairs {i, j}, with 1 ≤ i < j ≤ n,
and each unpaired base i, with 1 ≤ i ≤ n, was classified as:
true positive (TP), if it is declared safe, and it appears in the reference folding,
false positive (FP), if it is declared safe, but it does not appear in the reference folding,
false negative (FN), if it is not declared safe, but it appears in the reference folding.
For each folding and each method (maximum pairs and minimum free energy), we
computed the numbers TP, FP, FN. Then, we computed precision, as TP/(TP+FP), and
recall, as TP/(TP+FN). Intuitively, precision measures how correct the safe sub-solutions
are, and recall measures how much of the reference folding is correctly classified as safe. We
also computed the proportion of all bases in the input RNA strings that are classified as safe.
We report summary statistics on these metrics in Table 3. In Figure 2 we plot the precision
and recall for each individual molecule.
In order to analyze how much the notion of safe sub-solution improves the correctness of
the solutions, we also computed the precision and recall metrics when considering an entire
solution as “safe” in the above definitions of TP, FP and FN. For this experiment, we ran
our maximum pairs implementation and RNAsubopt so that they report a single optimal
solution. We show these results in Table 4 and in Figure 2. Note that Figure 2 shows that all
points for the single solutions lie close to the diagonal. This is due to the predicted solutions
having roughly the same amount of paired bases as the biologically correct solutions and
thus TP+FP is roughly equal to TP+FN.
Comparing Tables 3 and 4, we observe that for both methods, the notion of safe sub-
solution is relevant, since it generally improves precision at the cost of recall. Figure 2 shows
that the safety notion moves the points towards right. The increase in precision is more
pronounced for the maximum pairs formulations, e.g., with an increase in median precision
between 37% and 72% in the four data sets as shown in Table 5.
In our experiments, precision is not affected by the proportion of safe decisions. However,
Figure 3 shows that high recall correlates with a high proportion of safe decisions. These
observations hold for both our safe and complete algorithm and for RNAsubopt. For
the sequences with a high proportion of safe decisions, the optimal folding tends to be
unambiguous, which results in increased recall.
The maximum pairs model has a smaller proportion of safe sub-solutions than the
minimum free energy model, because it admits significantly more solutions. As such, also
its recall is lower. Table 3 and Figure 2 show that the precision and recall metrics of
the maximum pairs model are lower than for the minimum free energy model. This is a
consequence of the fact that the minimum free energy model is more biologically accurate.
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Table 3 The precision and recall of the safe sub-solutions reported by each method, for all
molecules in the datasets. We also show the proportion of bases of the RNA strings that are classified
as safe.
Max Pairs – Safe and Complete RNAsubopt – Safe and Complete
Precision Recall Prop. Safe Precision Recall Prop. Safe
Med Avg Med Avg Med Avg Med Avg Med Avg Med Avg
tRNA 0.68 0.67 0.19 0.21 0.33 0.39 0.89 0.86 0.75 0.72 0.87 0.83
5S rRNA 0.58 0.53 0.11 0.15 0.24 0.28 0.84 0.79 0.65 0.59 0.83 0.76
16S rRNA 0.37 0.42 0.07 0.07 0.20 0.23 0.60 0.60 0.33 0.33 0.59 0.58
23S rRNA* 0.40 0.42 0.06 0.07 0.17 0.20 0.66 0.64 0.38 0.38 0.62 0.61
23S rRNA 0.41 0.43 0.06 0.06 0.15 0.18 – – – – – –
Table 4 The precision and recall of a single solution reported by each method, for all molecules
in the datasets.
Max Pairs – Single RNAsubopt – Single
Precision Recall Precision Recall
Med Avg Med Avg Med Avg Med Avg
tRNA 0.45 0.45 0.41 0.41 0.83 0.80 0.85 0.82
5S rRNA 0.34 0.36 0.30 0.33 0.76 0.71 0.75 0.70
16S rRNA 0.27 0.27 0.23 0.24 0.49 0.49 0.47 0.47
23S rRNA 0.28 0.29 0.25 0.25 0.54 0.55 0.53 0.52
 0
 20
 40
 60
 80
 100
 0  20  40  60  80  100
R
e
c
a
ll
Precision
tRNA
 0
 20
 40
 60
 80
 100
 0  20  40  60  80  100
R
e
c
a
ll
Precision
5s rRNA
 0
 20
 40
 60
 80
 100
 0  20  40  60  80  100
R
e
c
a
ll
Precision
16s rRNA
 0
 20
 40
 60
 80
 100
 0  20  40  60  80  100
R
e
c
a
ll
Precision
23s rRNA
Max pairs − Safe and complete
RNAsubopt − Safe and complete
Max pairs − Single
RNAsubopt − Single
Figure 2 The precision and recall of each molecule in the datasets.
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Table 5 The relative increase of precision and recall of the safe sub-solutions, as compared to a
single solution, for all molecules in the datasets.
Max Pairs RNAsubopt
Precision Recall Precision Recall
Med Avg Med Avg Med Avg Med Avg
tRNA 52% 50% -52% -48% 8% 6% -12% -12%
5S rRNA 72% 49% -65% -54% 10% 11% -13% -16%
16S rRNA 37% 54% -72% -70% 22% 22% -30% -30%
23S rRNA 41% 47% -75% -73% 22% 17% -28% -28%
 0
 20
 40
 60
 80
 100
 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9
P
re
c
is
io
n
Proportion of safe decisions
Max pairs − Safe and complete
RNAsubopt − Safe and complete
 0
 10
 20
 30
 40
 50
 60
 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9
R
e
c
a
ll
Proportion of safe decisions
Max pairs − Safe and complete
RNAsubopt − Safe and complete
Figure 3 Precision and recall as a function of the proportion of safe decisions for each molecule
in the 16S rRNA dataset.
