The symmetric nonnegative inverse eigenvalue problem (SNIEP) asks when a list σ = (λ 1 , λ 2 , . . . , λ n ) of n real numbers is the spectrum of an n×n symmetric nonnegative matrix. This problem is completely solved only for n ≤ 4. Our main goal here is to contribute to the solution of SNIEP for n = 5. We also give a sufficient condition for a list σ to be realized as the spectrum of a symmetric positive matrix.
Introduction
The nonnegative inverse eigenvalue problem (NIEP) asks when a list σ = (λ 1 , λ 2 , . . . , λ n ) of complex numbers is the spectrum of an n × n nonnegative matrix. When λ 1 , λ 2 , . . . , λ n are real, the symmetric nonnegative inverse eigenvalue problem (SNIEP) asks when is σ the spectrum of an n × n symmetric nonnegative matrix. Both problems are of great interest and many papers have been written about them, only some of which will be mentioned here. Both are not solved for any n such that n ≥ 5.
Suppose now that σ consists of real numbers. It has been shown by Johnson, Laffey and Loewy [JLL] that NIEP and SNIEP are different in general. That is, one can choose σ so that it is realizable by a nonnegative matrix but not by a symmetric nonnegative matrix. More precisely, it is not difficult to see that those problems are the same for n ≤ 4. This can be seen, for example, from papers by Fiedler [F] , and Loewy and London [LoeLon] .
Consider now σ = (3, 3, −2, −2, −2). It is not realizable as the spectrum of a 5 × 5 nonnegative matrix by the Perron-Frobenius theory. Consider now σ t = (3 + t, 3, −2, −2, −2) for t > 0. Hartwig and Loewy [HL] showed that the smallest t such that σ t satisfies SNIEP is t = 1. On the other hand it is shown in the Ph.D. thesis of Meehan [M] that there exists 0 < t < 1 such that σ t satisfies NIEP. Thus, NIEP and SNIEP are different already for n = 5. An example illustrating this is also given in Egleston's Ph.D. thesis [E] .
It is our purpose to consider here SNIEP for n = 5, which, as indicated above, is not completely solved. We shall give a brief description of what is known in this case, but first we need some notation and basic definitions.
Since we consider here only real n-tuples, we can assume that σ = (λ 1 , λ 2 , . . . , λ n ), where λ 1 ≥ λ 2 ≥ · · · ≥ λ n . We say that σ is realizable if it is the spectrum of an n × n symmetric nonnegative matrix. If σ is realizable then clearly λ 1 is the spectral radius, and we may assume without loss of generality that λ 1 = 1. It then follows that λ n ≥ −1. We define R n = {σ = (λ 1 = 1, λ 2 , . . . , λ n ) : σ is realizable}.
(1)
In [ENN] , Elsner, Nabben and Neumann, based on an earlier work of Soules [S] , defined the notions of Soules basis and Soules matrix. McDonald and Newmann [MN] slightly extended the class of Soules matrices. In any case, a Soules matrix is a special type of a real orthogonal matrix which has remarkable properties related to SNIEP. We now make the following definition.
Definition 1
The Soules set S n consists of all σ = (λ 1 , λ 2 , . . . , λ n ) in R n which satisfy: There exists an n × n symmetric, nonnegative matrix A and a Soules matrix R such that R t AR = diag(λ 1 = 1, λ 2 , . . . , λ n ).
It is shown in [MN] that S n = R n for all n ≤ 4. The major part of [MN] is devoted to SNIEP for n = 5, and to state the major results there we let (2) Theorem 1 [MN] (i) The Soules set S 5 is the convex hull of the points a, b, c, d, e, f , g, j, k, l.
(ii) The set R 5 is contained in the convex hull of the points a, b, c, d, e, f , g, i, j, k.
Lemma 1 [MN] Let σ R 5 and suppose σ is the spectrum of A = A t ≥ 0. Then trace(A) ≥ λ 2 + λ 5 . [KM] gave an example which shows that S 5 is properly contained in R 5 .
Remark 1 Actually the lemma is stated for irreducible matrices, but this restriction can be removed.

Remark 2 It follows immediately from Theorem 1 that any point
Define now U = convex hull of the points c, d, e, i, l.
It is pointed out in [MN] , and again in [E] , that in order to determine R 5 , it suffices to find the realizable points in U. Our aim here is to consider this question. To describe our results we need one additional concept, an extreme spectrum introduced by Laffey [La2] .
Let µ = (µ 1 , µ 2 , . . . , µ n ) with µ 1 ≥ µ 2 ≥ · · · ≥ µ n (so we don't assume here µ 1 = 1). Let e be the 1 × n vector of ones. For any x ≥ 0, consider µ − xe. Suppose that µ is realizable. It follows from [La2] that there exists a unique d ≥ 0 such that µ − de is realizable but µ − xe is not realizable for x > d. We say that µ is an extreme spectrum if d = 0. In that case, if µ is the spectrum of A = A T ≥ 0, we say that A is an extreme matrix. It is clear that in order to determine R n it is enough to find the extreme spectra in R n . Thus, we are led to consider the extreme spectra which lie in U.
The paper is organized as follows. In Section 2 we state some preliminary results. In particular, we define in Section 2 a subset U 1 of U which will be the object of our study. This subset is obtained from U by removing a union of 2 faces of U, one being part of the Soules set (so is included in R 5 anyhow) and the other consisting of the trace 0 matrices. We show that certain matrices cannot be principal submatrices of symmetric, nonnegative matrices with spectrum in U 1 . In Section 3 we give a sufficient condition for a realizable spectrum, for arbitrary n, to be realizable by a positive symmetric matrix. This condition seems to be of independent interest. In Section 4 we analyze the (+, 0) patterns for which there exists an extreme matrix with spectrum in U 1 . This analysis yields 9 possible patterns, which are further discussed in Section 5. It is shown there that 7 of those 9 patterns do not allow extreme matrices with spectrum in U 1 . This analysis is concluded in Section 6 with Theorem 4, which describes the 2 patterns that possibly allow extreme matrices with spectrum in U 1 . We show that one of these patterns does indeed yield realizable points in U 1 which have not been known previously. In addition, the discussion of sections 4 and 5 yields a result about the sparsity of matrices (not necessarily extreme) with spectrum in U 1 . This sparsity result is the analogous result, for n = 5, of the sparsity result obtained by Laffey [La1] for general nonnegative matrices.
Preliminary Results
In this section we bring some results that will be used to obtain our main results. The first result, due to Laffey, deals with an extreme matrix. 
Consider next the polytope U whose vertices are the points c, d, e, i, l. It is straightforward to check that U is actually a simplex and therefore has 5 maximal faces (obtained by deleting one of the vertices and taking the convex hull of the rest). In particular, let
Note that F 1 is contained in S 5 , and thus we know any point in it is realizable. On the other hand, every σ F 2 satisfies trace (σ) = Σ 5 i=1 λ i = 0. Thus, if σ is realizable the corresponding matrix A must have trace 0 and σ is clearly an extreme spectrum. It seems that the set of 5 × 5 symmetric, nonnegative matrices with trace 0 has to be dealt separately (certainly Theorem 2 is of no help here because we can chose Y = I 5 ). It should also be pointed out that the corresponding problem for 5 × 5 nonnegative matrices has been solved by Laffey and Meehan [LM] .
Thus we are led to consider here the set U 1 defined by
Remark 3 It can be checked that any realizable σ in U 1 corresponds to an irreducible matrix.
In the following discussion we assume that A is an n × n symmetric, nonnegative matrix. We consider an n × n real orthogonal matrix R of a special type, and want that R t AR remains nonnegative. We assume throughout, unless otherwise stated, that θ is an arbitrarily small positive number. Let
Partition A conformally with R, so
Hence
Note that the 2, 2 blocks of A and R t AR are the same. We compute first Q t BQ, so let
Then 
(this is obvious in the first 2 cases and in the 3rd case it follows from our assumption that θ is small). NOTE When we apply this orthogonal similarity we always assume that each column of C has one of those 3 patterns.
We now have, under the assumption on θ: 
(ii)
Proof Follows immediately from (9) and the discussion preceding the statement of this observation.
If B = b 1 I 2 , then 1, 1 block of A is not changed by the orthogonal similarity, but the 1, 2 block might change.
We call the orthogonal similarity discussed above a 1, 2 OS because the nontrivial action occurs in rows and columns 1 and 2 (note also that there is no symmetry between 1 and 2.) Similarly we define any i, j OS, where i and j are distinct (subject, of course, to the restrictions described which ensure that the matrix after the orthogonal similarity remains nonnegative).
The next remark follows immediately from the definition of U 1 and (2).
Observation 2 Let A be a 5 × 5 symmetric, nonnegative matrix with spectrum σ = (λ i ) U 1 . Then none of the following 5 matrices can be a principal submatrix of A.
Proof In each case we use the interlacing inequalities and prove the result by negation, arriving at a contradiction to Remark 4. Consider first the 3 cases where the matrix S i has order 3. We denote its largest eigenvalue by
For S 2 , we can assume without loss of generality that a = max{a, b, c} so,
Now we consider the 2 cases where the matrix S i has order 4, and in each case denote by µ 1 ≥ µ 2 ≥ µ 3 ≥ µ 4 , its eigenvalues. For S 3 the eigenvalues are
Realizable Spectra For Positive Symmetric Matrices
In this section we state a sufficient condition for a list of n real numbers to be the spectrum of an n × n positive symmetric matrix.
Lemma 2 Let A be an n × n nonnegative, irreducible, symmetric matrix with eigenvalues Proof If A is irreducible the proof follows from Lemma 2. So we can assume that A is reducible and has in fact the following form:
where each A j is irreducible or the 1 × 1 zero matrix. Moreover, we can assume λ 1 is the spectral radius of A 1 , and for 2 ≤ j ≤ k, λ l j is the spectral radius of A j for some 2 ≤ l j ≤ n.
By Lemma 2 there exists a positive matrix A 2 whose spectral radius is λ l 2 + k−1 , and all its other eigenvalues are eigenvalues of A 2 (so A 2 and A 2 differ in their spectral radii, but not in the other eigenvalues). Let x
be positive, unit eigenvectors of A 1 and A 2 corresponding to λ 1 and λ l 2 + k−1 , respectively. By theorem 2.3 of Fiedler [F] there exists ρ 1 > 0 such that
satisfies: The spectral radius of B is λ 1 + k−1 , and the spectrum of B is obtained from the spectrum of A 1 ⊕ A 2 be replacing λ 1 by λ 1 + k−1 . Note also that B is nonnegative and irreducible. By Lemma 2 there exists a positive matrix A 3 whose spectral radius is λ l 3 + k−1 , and all its other eigenvalues are eigenvalues of A 3 . Let y (1) , y (2) be positive, unit eigenvectors of B and A 3 corresponding to λ 1 + k−1 and λ l 3 + k−1 . Applying again Theorem 2.3 of [F] there exists ρ 2 > 0 such that
is nonnegative, irreducible and satisfies: The spectral radius of
, and the spectrum of C is obtained from that of B ⊕ A 3 by replacing
. Hence it is also true that the spectrum of C is obtained from
. Continuing similarly we finally get a nonnegative, irreducible matrix G whose spectrum is obtained from that of A by replacing λ 1 by λ 1 + . Since < t we get the desired result by Lemma 2.
Corollary 1 improves Theorem 4.1, part 2, of [W] . 
Potential Extreme Matrices with Eigenvalues in U 1
In this section we generate the (+, 0) patterns (up to permutation similarities) that are the potential extreme matrices with eigenvalues in U 1 . We use throughout repeatedly Theorem 2, which deals with extreme, symmetric, nonnegative matrices. We begin by observing that any potential extreme matrix with eigenvalues in U 1 satisfies:
(i) A has at least one positive diagonal element.
By assumption, trace(A) > 0.
(ii) A has two positive off-diagonal entries in every row.
Since A is irreducible by Remark 3, it must have at least one nonzero off-diagonal element in every row. Suppose A contains a row with only one nonzero in an off-diagonal position. Then without loss of generality, we can assume that the first row of A looks like [a 11 , 0, 0, 0, +], where a 11 ≥ 0. As in Observation 2, we use the interlacing property of the eigenvalues with the leading 4 × 4 principal submatrix of A to show that such a matrix cannot correspond to an extreme matrix with eigenvalues in U 1 . Set
where the * 's represent positive numbers or zeros, and a 11 can also be positive or zero. Let µ 1 ≥ µ 2 ≥ µ 3 ≥ µ 4 be the eigenvalues of B. Clearly a 11 is an eigenvalue of B and hence µ j = a 11 for some j ∈ {1, 2, 3, 4}. Notice that in U 1 , 0 > λ 4 . Since λ 4 ≥ µ 4 we know that µ 4 is negative. Hence µ 4 = a 11 . If µ 1 = a 11 or µ 2 = a 11 then trace(A) ≥ a 11 ≥ µ 2 ≥ λ 3 and we are not dealing with eigenvalues from U 1 . The only case left to consider is when {2, 3, 4}, {2, 3, 4}] . Then in this instance, C has eigenvalues µ 1 , µ 2 , µ 4 . where µ 1 ≥ µ 2 ≥ a 11 ≥ 0 ≥ µ 4 . By the Perron Frobenius theorem, µ 1 ≥ |µ 4 | = −µ 4 and thus µ 1 + µ 4 ≥ 0 and hence trace(A) ≥trace(B) = a 11 +trace(C) ≥ µ 1 + µ 2 + µ 4 ≥ µ 2 ≥ λ 3 and hence this matrix cannot be an extreme matrix with eigenvalues in U 1 .
(iii) A has at least one zero on the diagonal.
If A has all its diagonal elements positive then we can subtract a positive multiple of the identity from A and get a nonnegative symmetric matrix, contradicting that A is extreme. 
where the pattern of the * s has yet to be determined. We now apply a 5, 1 OS to this pattern. If θ > 0 is small, then s is small and c is close to 1 so the pattern does not change. 
where the pattern of the * 's has yet to be determined.
If a 44 = 0, we can apply a 1, 4 OS to A. This gives us back the same pattern except that a 44 > 0 and a 34 > 0. If a 44 > 0 initially, then we can still apply a 1, 4 OS to A and again conclude that a 34 > 0. Thus we need only consider the case where a 34 > 0 and a 44 > 0. Since there must be a zero element on the diagonal, we can assume without loss of generality that a 22 = 0.
(a) If a 23 > 0, then since there must be a zero entry in the third row of A, it follows that a 33 = 0. We get the pattern:
Since Y has only one nonzero in row 2, and without loss of generality we can specify one nonzero entry of Y, we assume that where the * 's are yet to be specified. This completes the cases where there are four nonzero entries in some row.
Suppose A has at most three nonzero entries in every row. Since A has a nonzero trace, we can assume that a 11 > 0. Without loss of generality we can assume that a 12 and a 13 are positive, and a 14 = a 15 = 0. Now look at row 5. Since a 51 = 0, we can assume without loss of generality that a 52 > 0 (row 5 must have at least two off-diagonal nonzero entries).
Case III Suppose in addition that a 53 > 0. Since row 4 must have two nonzeros in off-diagonal positions, we can assume without loss of generality that a 42 > 0. Now row 2 has three nonzeros so a 22 = a 23 = 0. We now look at the case where a 23 = 0. All the entries are specified except the diagonal entries. Notice that the pattern we get corresponds to a simple cycle with loops on some vertices. At least one of the diagonals must be zero. Without loss of generality a 33 = 0. Thus our final pattern is:
where * 's may be zero or nonzero.
Eliminating the Potential Extreme Patterns from the List
We are now ready to show that most of the potential extreme patterns listed in Section 4 cannot have eigenvalues in U 1 . In the case where a 44 > 0 and a 55 > 0, we have that y 44 = y 55 = 0. From this point on, we will find it convenient to also work with orthogonal similarities of A and Y. Let 
P Ia Using Observation 2, we see that
Notice that Q is an orthogonal matrix thus Q 
, trace(B) =trace(A) and A and B have the same eigenvalues. We note however that B and Z may not be nonnegative matrices. From the positive entries in A we see that b 12 = b 13 > 0 and b 14 = b 15 > 0. Since z 11 = y 11 and the first row of Y must have a positive entry, we can assume that z 11 > 0. Without loss of generality set . We now show that these eigenvalues can be partitioned into two sets, each of which corresponds to the eigenvalues of a nonnegative matrix. . In either case we have established that the largest eigenvalue in magnitude is the largest eigenvalue. The sum of these three eigenvalues is 2b 22 =trace(Q 1 A 1 Q T 1 ) =trace(A 1 ) > 0. This establishes that this set of three numbers is realizable by a nonnegative 3 × 3 matrix. Thus the spectrum of A corresponds to the spectrum of a reducible nonnegative matrix and hence we cannot be working with an extreme matrix whose eigenvalues are in U 1 .
We now proceed with the assumptions that z 24 = 0, z 24 = b 12 and z 24 = correspond to the eigenvalues of a nonnegative 3 × 3 matrix. Thus the spectrum of A corresponds to the spectrum of a reducible nonnegative matrix and hence we cannot be in U 1 . and hence by interlacing we see that trace(A) ≥ a 11 ≥ λ 3 and thus by Observation 2 this pattern cannot be an extreme matrix with eigenvalues in U 1 .
P IIb(i) The matrix
The case where a 33 > 0 and a 44 is either positive or zero has not yet been established.
P IV We will see in the next section that this pattern allows eigenvalues in U 1 .
Summary of the Main Results
Using this method, we have established the possible patterns of extreme matrices whose eigenvalues are in U 1 . Consider A careful analysis of these two patterns is therefore all that is needed to establish the realizable boundary for the SNIEP, in the case where n = 5 and the trace is nonzero.
We consider for a moment the face of U examined in both [MN] and [KM] . Let U 2 = convex hull of the points c, i, l.
In this face, the eigenvalues have the additional property that λ 2 = λ 3 and λ 4 = λ 5 , and thus we can easily graph the relevant regions. The following family of matrices with pattern C allows us to realize a new collection of 5-tuples as the eigenvalues of nonnegative symmetric matrix. Let ) to (1, 1). The boundary of the region representing the additional points that have been identified in this paper as being realizable is given by the curve λ 2 λ 5 = − 1 4 . We conclude our paper with a discussion of the sparsity of nonnegative symmetric matrices whose eigenvalues lie in U 1 . Laffey [La1] showed that if σ = (λ 1 , λ 2 , . . . , λ n ) is a list of complex numbers which is the spectrum of an n × n nonnegative matrix B, it is also the spectrum of an n × n nonnegative matrix A which has at most (n+1) 2 2 − 1 positive entries. For n = 5, this bound is 17. His method of proof cannot be applied to the symmetric case. It is therefore of interest that we have:
Theorem 5 Suppose that σ ∈ U 1 and is realizable by a nonnegative symmetric matrix. Then there exists a 5 × 5 nonnegative symmetric matrix with at most 17 positive entries and having spectrum σ.
Proof Let A have spectrum σ. Then A is the sum of a scalar matrix and an extreme matrix (whose spectrum is necessarily in U 1 ), and the extreme matrix must have pattern H or C above.
