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Abstract—Extended Kalman filter (EKF) does not guarantee
consistent mean and covariance under linearization, even though
it is the main framework for robotic localization. While Lie group
improves the modeling of the state space in localization, the EKF
on Lie group still relies on the arbitrary Gaussian assumption
in face of nonlinear models. We instead use von Mises filter for
orientation estimation together with the conventional Kalman
filter for position estimation, and thus we are able to characterize
the first two moments of the state estimates. Since the proposed
algorithm holds a solid probabilistic basis, it is fundamentally
relieved from the inconsistency problem. Furthermore, we extend
the localization algorithm to fully circular representation even for
position, which is similar to grid patterns found in mammalian
brains and in recurrent neural networks. The applicability of
the proposed algorithms is substantiated not only by strong
mathematical foundation but also by the comparison against
other common localization methods.
I. INTRODUCTION
Localization enables robotic autonomy, in which robots re-
alize their own spatial state from both proprioceptive and exte-
roceptive information in order to accomplish high-level tasks.
Since noise is ubiquitous in obtained information, localization
depends on estimation algorithms to separate information from
noise. Among all estimation algorithms, extended Kalman
filter (EKF) plays a critical role in localization, even in the
realization of simultaneous localization and mapping (SLAM)
[1]. Nevertheless, since time propagation and observation
models are inevitably nonlinear in localization, the Gaussian
assumption of the state estimates in EKF is definitely violated.
It is also well-known that linearization in EKF results in
inconsistency problem [2]–[4]. In short, the first two moments
from EKF are not necessarily equal to those of the output
estimates, let alone the output distribution. Moreover, without
knowing the ground truth values, the evaluation of Jacobian at
the estimated values as approximation in EKF only worsens
the estimation credibility.
The major breakthrough of the inconsistency problem
comes from Lie groups, with thorough treatment in [5]. The
spatial state of localization in 2D, including position and
orientation, is better described by the SE(2) Lie group rather
than Euclidean space. Consequently, the observers in Lie
group are designed, especially the extended Kalman filter
on Lie group (LG-EKF) [6]. LG-KEF has been applied in
deterministic nonlinear observer [7], and also in SLAM [8],
[9]. LG-EKF relies on concentrated Gaussian distribution,
which is defined on the associated Lie algebra with small
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variation. However, the exact distribution on the Lie group,
where the spatial state really lies, is unclear, which hinders
direct application. In addition, the assumption of Gaussian
distribution on Lie algebra can hardly be maintained due to
the nonlinear time propagation and observation models, and
thus the small variation assumption should always be ensured
for applicability.
In this paper, we construct a localization algorithm with
mixture state representation, which consists of circular repre-
sentation for orientation and Euclidean one for position. By
applying von Mises filter for orientation estimate, we are no
longer limited to the Gaussian state estimates, and can at
least calculate the first two moments of the state estimates
in face of nonlinear time propagation and observation models.
In particular, we use both Kalman filter and von Mise filter
jointly in the localization algorithm. Moreover, apart from the
evaluation of Jacobian in EKF, no ground truth value is needed
in the proposed algorithm.
Prior to the application in robotics, circular representation
already appears in mammals, who perform SLAM continually
and successfully. With decades of investigation in neuro-
science, several neurons are found with spatial selectivity,
including place cells, head direction cells and grid cells. In
particular, grid cells spike when the animal is at points ar-
ranged in a hexagonal grid pattern [10], [11]. The grid pattern
also emerges in the artificial neurons of recurrent networks
conducting navigation tasks [12]. Since the grid pattern is
context-independent, it represents the universal spatial struc-
ture. While head direction cells encode orientation information
in circular form, grid cells with various spatial scales together
provide position information, also in circular form. Therefore,
we can establish a localization algorithm with fully circular
representation, which is similar to mammalian brains. In [13],
an SLAM architecture inspired by grid cells is proposed.
However, no proprioceptive information is integrated in this
system, which deviates from the grid cell mechanism. Instead,
the proposed algorithms in this paper are derived along with
faithful neuroscientific understanding, in order to provide a
unified principle for localization.
The contributions of this paper include:
• the localization algorithm with mixture representation
which preserves the first two moments of estimates,
• the extension to localization algorithm with fully circular
representation as in mammalian brains, and
• the discussion of potential investigation direction between
robotics and neuroscience.
This paper is organized as follows: The background of
circular distribution and filtering is presented in Section II. The
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localization algorithm with mixture representation is presented
in Section III. In Section IV, the spatial representation in
mammalian brains in reviewed together with the proposal of
the localization algorithm with fully circular representation.
Simulation examples are given in Section V. We discuss the
results of this paper in Section VI, and conclude this paper in
the last section.
II. CIRCULAR DISTRIBUTION AND FILTERING
There are two widely used circular distributions applied in
circular filtering: von Mises distribution and wrapped normal
distribution [14]. The circular filter based on von Mises
distribution, or simply von Mises filter, was developed in [15],
and further extended to distribution for higher dimensional
spheres in [16]. As for wrapped normal distribution, the corre-
sponding filter is summarized in [17]. In addition, the intimate
relationship between two distribution in filtering problem is
highlighted in [17].
In this paper, we focus on von Mises formulation since
von Mises distribution is closed under multiplication, which is
the necessary operation for observation update in filter. Even
though von Mises distribution is not closed under circular con-
volution, the approximate time update in von Mises filter can
preserve the trigonometric moments [17]. We summarize von
Mises distribution and filter in the following for completeness,
and add one theorem to substantiate the effect of time update.
A. von Mises Distribution
The von Mises distribution, denoted by vM(µ, κ), κ > 0,
has probability density function
g(θ;µ, κ) =
1
2piI0(κ)
eκ cos(θ−µ), 0 ≤ θ < 2pi, (1)
where Ip is the modified Bessel function of the first kind and
order p, which can be defined by
Ip(κ) =
1
2pi
∫ 2pi
0
cos(pθ)eκ cos θdθ. (2)
In (1), µ is the mean direction and κ is known as the
concentration parameter. With sufficiently large κ, the von
Mises distribution vM(µ, κ) resembles the Gaussian distribu-
tion with mean µ and variance 1κ , denoted by N(µ,
1
κ ). This
approximation will be used later as the connection between
Gaussian and von Mises distributions.
The connection between von Mises and Gaussian distribu-
tions also arises in conditioning, where the von Mises can be
generated by conditioning on bivariate Gaussian distribution.
Theorem 1. Let v be bivariate random vector with mean
d[cosφ, sinφ]T and covariance σ2I2, where In is a n × n
identity matrix. With the expression v = r[cos θ, sin θ]T, the
conditional probability of θ given r = r0 is vM(φ, r0d/σ2).
As von Mises random variable often appears in trigonomet-
ric functions, the property of the trigonometric moment for
von Mises distribution is essential, and is summarized in the
following lemma.
0 5 10 15 20 25
5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
A(5)
A'(5)
Fig. 1. The plot of A(κ) and A′(κ) defined in (6).
Lemma 1 ( [17]). For random variable θ following vM(µ, κ),
the nth trigonometric moments is given by
E[exp(inθ)] = exp(inµ)
In(κ)
I0(κ)
. (3)
B. von Mises Filter
We consider a discrete-time system with time index t to
describe the evolution of circular state θt ∈ [0, 2pi) as
θt+1 = θt + ut + wt, (4)
where ut is the input at time t and wt is the process
noise, which is independent of the state and is modeled by
vM(0, κw). To estimate the state, the state θt can be observed
by the observation model
ot = θt + νt, (5)
where νt is the observation noise modeled by vM(0, κν).
Based on the principle in Kalman filter, we can use θˆt, modeled
by vM(µt, κt), to estimate θt, and update θˆt recursively by
the input ut and observation ot.
For time update, given the current estimator θˆt, the updated
estimator θˆt+1 is the sum of two independent von Mises
random variables. Let θ1 and θ2 be independently distributed
as vM(µ1, κ1) and vM(µ2, κ2), respectively. The probability
density function of θ = θ1 + θ2 is given by
h(θ) =
1
4pi2I0(κ1)I0(κ2)
∫ 2pi
0
eκ1 cos(ξ−µ1)+κ2 cos(θ−ξ−µ2)dξ,
which is not a von Mises distribution. However, h(θ) can
be approximated by a von Mises distribution vM(µ1 +
µ2), A
−1(A(κ1)A(κ2)), where
A(κ) =
I1(κ)
I0(κ)
. (6)
Figure 1 depicts the numerical value of A(κ). The approxima-
tion, appearing in [14], was used in [15] for the development
of von Mises filter. Later in [17], the authors present that
the time update of circular filtering can be done based on
trigonometric moments only, without specifying a particular
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Algorithm 1 von Mises Filter
Initialization: Set µ0 and κ0.
Time update: (µt+1, κt+1) = vMF_Time(µt, κt;ut, κw)
µt+1 = µt + ut,
κt+1 = A
−1(A(κt)A(κw)).
Observation update:
(µt+ , κt+) = vMF_Obsv(µt, κt; ot, κν)
µt+ = arg
(
κνe
i ot + κte
i µt
)
,
κt+ = κν cos(µt+ − ot) + κt− cos(µt+ − µt).
circular distribution, which finally validates the approximation
theoretically. Consequently, θˆt+1 can be approximated by
the distribution vM(µt+1, κt+1), with µt+1 = µt + u and
κt+1 = A
−1(A(κt)A(κw)).
In observation update, the posterior probability density of
the state estimate given the observation ot is given by
p(θt = θ|ot) = p(ot|θt = θ)p(θt = θ|θt)
p(ot|θt) ,
where p(ot|θt = θ) follows vM(ot − θ, κν) and p(θt = θ|θt)
follows vM(µt, κt). With the multiplication of von Mises
distribution in the nominator, we have
p(θt = θ|ot) ∝ eκν cos(ot−θ)+κt cos(θ−µt) = eκt+ cos(θ−µt+ ),
where
µt+ = arg
(
κνe
i ot + κte
i µt
)
,
κt+ = κν cos(µt+ − ot) + κt cos(µt+ − µt).
Therefore, the posterior distribution p(θt = θ|ot) is still a von
Mises distribution, denoted by vM(µt+ , κt+), where the time
index t+ indicates the time instance after the observation. The
overall estimation algorithm is summarized in Algorithm 1.
C. Properties of A(κ)
In von Mises filter, while the approximation has to be
applied to maintain the same distribution during the time
update, the variation of the concentration parameter becomes
obscure. Although such statement can be ensured with the
introduction of intermediate wrapped normal distribution, we
instead explain the effect on the concentration parameter by
the following theorem.
Theorem 2. For κ1, κ2 > 0,
A−1 (A(κ1)A(κ2)) < min(κ1, κ2). (7)
We present the proof of Theorem 2 in Appendix I. Theorem
2 states that the concentration parameter of the approximated
von Mises distribution decreases after time update, which
conforms to the fact that time update introduces estima-
tion uncertainty. However, different from time update, the
concentration parameter does not necessarily increase after
observation update.
III. LOCALIZATION ALGORITHM WITH MIXTURE
REPRESENTATION
The spatial state of an agent at time t includes orientation
θt and position xt, yt. We consider unicycle model where
the evolution of state with input angular velocity ωt and
translational velocity νt is governed by
θt+1 = θt + (ωt + nω,t)∆t,
xt+1 = xt + (vt + nv,t) cos θt∆t,
yt+1 = yt + (vt + nv,t) sin θt∆t. (8)
In (8), nω,t and nv,t are the noise of angular velocity and
that of translational velocity, and modeled by N(0, σ2ω) and
N(0, σ2v), respectively. The agent keeps the estimates θˆt, xˆt
and yˆt to track the corresponding terms, where θˆt is a von
Mises random variable with distribution vM(θ¯t, κt) and xˆt,
yˆt follow N(x¯t, σ2x,t) and N(y¯t, σ
2
y,t), respectively.
A. Time Update
The time update for θˆt is relatively easy, since we can
approximate nω,t∆t by vM(0, 1/σ2ω∆t
2) and apply Algo-
rithm 1 directly. However, in the time update of xˆt, the exact
distribution of (vt+nv,t) cos θˆt is complicated for any practical
application. Instead of craving the exact distribution, we in-
stead characterize the first two moments of (vt+nv,t) cos θˆt for
reasonable approximation. With the distribution of θˆt denoted
by vM(θ¯t, κt) and the properties of trigonometric moments
of von Mises distributions in Lemma 1, we have
E
[
(vt + nv,t) cos θˆt
]
= vt E[cos θˆt] + E[nv,t]E[cos θˆt]
= vtA(κt) cos θ¯t,
and together with the law of total variance
Var
[
(vt + nv,t) cos θˆt
]
= E[σ2v cos θˆt] + Var(vt cos θˆt)
≤ σ2v + v2t .
Although the random variable (vt + nv,t) cos θˆt is not Gaus-
sian, we proceed to approximate it as a Gaussian random
variable with mean vtA(κt) cos θ¯t and variance assigned as
the upper bound σ2v + v
2
t to compensate the approximation
discrepancy. As a consequence, we rewrite the time update
model as
xt+1 ≈ xt +
[
vtA(κt) cos θ¯t + wx,t
]
∆t,
yt+1 ≈ yt +
[
vtA(κt) sin θ¯t + wy,t
]
∆t, (9)
where both wx,t and wy,t follows N(0, σ2v +v
2
t ). The position
estimates can now be updated by traditional Kalman filter.
B. Observation Update with Direct Measurements
As for observation update, we first consider the direct mea-
surement model. This straightforward model serves as be the
basis for further complicate situation. In direct measurement
model, the additive noises occur as
oθ,t = θt + νθ,t,
ox,t = xt + νx,t,
oy,t = yt + νy,t, (10)
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where the orientation observation noises νθ,t is modeled
by vM(0, κνθ ) and the position observation noise νx,t by
N(0, σ2ox) and νy,t by N(0, σ
2
oy ). The observation update for
θˆt then simply follows the corresponding equation in Algo-
rithm 1, while that for xˆt and yˆt can be done by conventional
Kalman filter.
C. Observation Update with Bearing and Distance Measure-
ments
For most localization systems in practice, agents can hardly
observe their spatial states directly. To ensure the applicability,
we investigate the localization algorithm relying on bearing
and distance measurements. We assume that a landmark with
known position (xl, yl) is present in the environment, and the
relative bearing bt and distance rt of the landmark at time t
are thus given by
bt = tan
−1
(
yl − yt
xl − xt
)
− θt + νb,t,
rt =
√
(xl − xt)2 + (yl − yt)2 + νr,t. (11)
For convenience, we model the bearing observation noise
νb,t as vM(0, κb) and the distance observation noise νr,t as
N(0, σ2r), respectively. We denote the observed bearing and
distance values as sb,t and sr,t, respectively.
We can reconstruct the spatial states θ, x, y from the bearing
and distance observations, and leverage the aforementioned
direct measurement model (10) for update. In other words,
we can construct the equivalent direct measurement given by
o′θ,t = tan
−1
(
yl − yˆt
xl − xˆt
)
− bt = θt + ν′θ,t,
o′x,t = xl − rt cos(θˆt + bt) = xt + ν′x,t,
o′y,t = yl − rt sin(θˆt + bt) = yt + ν′y,t. (12)
In (12), the equivalent observation noises, ν′θ,t, ν
′
x,t and ν
′
y,t,
not only come from the sensor noises νb,t, νr,t, but also from
the state estimation uncertainty. As long as we can characterize
those zero-mean equivalent observation noises, we can update
the state estimates directly.
For equivalent orientation measurement o′θ,t, its distribu-
tion can be characterized by analyzing tan−1
(
yl−yˆt
xl−xˆt
)
and
bt. We know that [xl − xˆt, yl − yˆt]T is a Gaussian ran-
dom vector, and Var(xl − xˆt) = Var(yl − yˆt) = σ2x,t,
since both estimates follow the same update equation with
identical parameters in the algorithm. The distribution of
tan−1
(
yl−yˆt
xl−xˆt
)
is not easily determined since the covariance
between xl − xˆt and yl − yˆt is not available. To circumvent
this problem, we choose 2σ2x,tI2 as the nominal covariance of
[xl−xˆt, yl−yˆt]T, which is guaranteed to be no smaller than the
real covariance matrix in positive definite sense according to
Lemma 4 in Appendix II. Therefore, with the nominal covari-
ance, tan−1
(
yl−yˆt
xl−xˆt
)
follows vM
(
tan−1
(
yl−y¯t
xl−x¯t
)
,
r¯tsr,t
2σ2x,t
)
,
where r¯t =
√
(xl − x¯t)2 + (yl − y¯t)2, by Theorem 1.
Consequently, since tan−1
(
yl−yˆt
xl−xˆt
)
and bt are indepen-
dent, the distribution of ν′θ,t can be well approximated by
Algorithm 2 Localization Algorithm of Mixture Representa-
tion with Bearing and Distance Measurements
Initialization
Set θ¯0, κt for orientation estimation.
Set x¯0, y¯0, σ2x,0, σ
2
y,0 for position estimation.
Time update
input: odometry input ωt, vt
(θ¯t+1, κt+1) = vMF_Time
(
θ¯t, κt;ωt∆t,
1
σ2ω∆t
2
)
.
(x¯t+1, σ
2
x,t+1) = KF_Time
(
x¯t, σ
2
x,t;
vt∆tA(κt) cos θt, (σ
2
v + v
2
t )∆t
2
)
,
(y¯t+1, σ
2
y,t+1) = KF_Time
(
y¯t, σ
2
y,t;
vt∆tA(κt) cos θt, (σ
2
v + v
2
t )∆t
2
)
.
Observation update
input: bearing measurement sb,t and distance measure-
ment sr,t
θ¯t+ = tan
−1
(
yl − y¯t
xl − x¯t
)
− sb,t,
κt+ = A
(
r¯tsr,t
2σ2x,t
)
A(νb).
(x¯t+ , σ
2
x,t+) = KF_Obsv
(
x¯t, σ
2
x,t;
xl − sr,tA(κt)A(κb) cos(θ¯t + sb,t), σ2r + s2r,t
)
,
(y¯t+ , σ
2
y,t+) = KF_Obsv
(
y¯t, σ
2
y,t;
yl − sr,tA(κt)A(κb) sin(θ¯t + sb,t), σ2r + s2r,t
)
.
Kalman filter
Time update: (s¯t+1, σ2t+1) = KF_Time(s¯t, σ
2
t ;ut, σ
2
w)
s¯t+1 = s¯t + ut,
σ2t+1 = σ
2
t + σ
2
w.
Observation update: (s¯t+ , σ2t+) = KF_Obsv(s¯t, σ
2
t ; ot, σ
2
r)
kt = σ
2
t
(
σ2r + σ
2
t
)−1
,
s¯t+ = s¯t + kt(ot − s¯t),
σ2t+ =
(
σ−2t + σ
−2
r
)−1
.
vM
(
0, A
(
r¯tsr,t
2σ2x,t
)
A(νb)
)
. However, apart from the direct
measurement model, the equivalent noise ν′θ,t is not inde-
pendent of the orientation estimate θˆt, and applying direct
observation update leads to over-confidence problem. Instead
of applying observation update formula, we replace the ori-
entation estimates by the equivalent orientation measurement,
distributed by vM
(
tan−1
(
yl−y¯t
xl−x¯t
)
− sb,t, A
(
r¯tsr,t
2σ2x,t
)
A(νb)
)
.
As for the position update, the distribution of equivalent
direction position measurements can be constructed similarly.
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For example, for the equivalent observation o′x,t,
E[o′x,t] = xl − sr,tA(κt)A(κb) cos(θ¯t + sb,t),
Var(o′x,t) ≤ σ2r + s2r,t.
Consequently, the observation gives the condition that
xˆt− = xl − sr,tA(κt)A(κb) cos(θ¯t + sb,t)
accompanied with the noise ν′x,t approximated by N(0, σ
2
r +
s2r,t). Note that by taking the variance as σ
2
r + s
2
r,t, the effect
from the variance of orientation estimate θˆt is compensated
and vanished. As a consequence, the observation update based
on direct measurement follows. The estimate yˆt can be updated
in the identical method. The entire algorithm is summarized
in Algorithm 2.
For the localization algorithms with bearing-and-distance
measurement, the Jacobin is essential in EKF for linear
approximation. But in real implementation the Jacobian can
only be calculated with estimated values rather than the ground
truth values. Therefore, the estimation error in EKF comes
from both the linearization and the discrepancy between the
estimated and ground truth values, which jointly undermines
the localization performance. On the contrary, the proposed
algorithms here rely on the approximation between von Mises
and Gaussian distributions while maintaining the first two
moments of the estimates.
IV. GRID CELLS AND LOCALIZATION ALGORITHM WITH
FULLY CIRCULAR REPRESENTATION
Even though the firing pattern of a single grid cell is periodic
and does not give exact positional information, an ensemble
of grid cells with different spatial scales does provide accurate
position representation. As a result, circular representation of
the spatial state is ubiquitous in mammalian brains, with head
direction cells for orientation and grid cells for position. In this
section, we introduce the current understanding of grid cells,
and propose the corresponding localization algorithm based on
fully circular representation.
A. Spatial Representation by Grid Cells
Anatomically, proximate grid cells have the same spatial
scale and orientation but different spatial phases, and those
grid cells with identical spatial scale are organized as a
module. According to [18], the collection of grid cells in the
same module reduces the intrinsic representation uncertainty
of each neuron, and signifies a single circular position of that
module, as an example of population vector decoding [19].
Furthermore, the spatial periods in each module, denoted by
λ1, . . . , λM , form a discrete set with a relatively constant
ratio 3/2 between adjacent modules. In [12], the experiment
on artificial agents shows similar result on the ratio between
module scales. Several works try to demystify the constant
spatial scale ratio as the result of minimization the number
of neurons required for a given resolution [20], or as the
prevention of large-scale representation error [21].
In terms of construction, the extension to two-dimensional
circular representation is straightforward with the setup of one-
dimensional circular representation. However, direct assigning
two independent one-dimensional circular representation to
x- and y-axes in Cartesian coordinate system leads to a
rectangular grid, rather than hexagonal grid, which appears
when two axes evolve along a twisted torus. For simplicity,
we consider the Cartesian case here, and leave the twisted
torus implementation for further research.
B. Localization with Fully Circular Representation
The key of circular representation of position relies on
several circular estimates with various spatial scales as ex-
plained. To be specific, the circular representation of x-axis
can be achieved by multiple phases φ1,t, . . . , φM,t, where
each phase is associated with spatial period λ1, . . . , λM ,
respectively. The y-axis position can be represented by
ψ1,t, . . . , ψM,t similarly. With the spatial state fully repre-
sented in circular form, the estimates of the state, including
θˆt, φˆ1,t, . . . , φˆM,t, ψˆ1,t, . . . , ψˆM,t, now all follow von Mises
distribution, whose update relies on Algorithm 1. In addition to
the estimate update, the conversion from circular to Cartesian
representation is also essential for further application that
needs explicit position information.
As for the localization algorithm with circular representa-
tion, since the orientation estimate θˆt is identical to the mixture
representation case, we only discuss the position estimates
in the following. With angular velocity ωt and translational
velocity νt as input in time update, we can rewrite (8) in
circular form as
φi,t+1 = φi,t +
2pi
λi
(vt + nv,t) cos θt∆t,
ψi,t+1 = ψi,t +
2pi
λi
(vt + nv,t) sin θt∆t. (13)
By characterizing the first two moments of (vt + nv,t) cos θˆt
as in the previous section, the time update equation can be
expressed in the form compatible with (4) as
φi,t+1 = φi,t + uφ,i,t + wφ,i,t, (14)
where
uφ,i,t =
2pi
λi
vtA(κt) cos θ¯t∆t
and wφ,i,t follows vM(0, κwφ,i) with
κwφ,i =
λ2i
4pi2(∆t)2(σ2v + v
2
t )
.
The procedure can be applied for y-axis update of
ψˆ1,t, . . . , ψˆM,t as well. Since all spatial states are in circular
form, the time update can be done by Algorithm 1 with
respective parameters.
In terms of the direct measurement model (10),
the observation update for θˆt is direct. Those for
φˆ1,t, . . . , φˆM,t, ψˆ1,t, . . . , ψˆM,t can also be realized with
appropriate von Mises approximation. That is, by converting
the direct x-position observation ox,t in (10) into circular
form as
oφ,i,t = φi,t + νφ,i,t, (15)
where νφ,i,t follows vM(0, λ2i /4pi
2σ2ox), the updates of cir-
cular represented position updates simply follow. The exact
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Algorithm 3 Localization Algorithm of Fully Circular Repre-
sentation with Bearing and Distance Measurements
Initialization
Set θ¯0, κt for orientation estimation.
Set φ¯0,0, . . . , φ¯M,0 and κφ,0,0, . . . , κφ,M,0 for x position
estimation.
Set ψ¯0,0, . . . , ψ¯M,0 and κψ,0,0, . . . , κψ,M,0 for y position
estimation.
Time update
input: odometry input ωt, vt
(θ¯t+1, κt+1) = vMF_Time
(
θ¯t, κt;ωt∆t, 1/σ
2
ω∆t
2
)
.
κwφ,i = κwψ,i = λ
2
i /4pi
2(∆t)2(σ2v + v
2
t ),
ui,t = 2pivtA(κt)∆t/λi,
(φ¯i,t+1, κφ,i,t+1) = vMF_Time
(·, ·;ui,t cos θ¯t, κwφ,i) ,
(ψ¯i,t+1, κψ,i,t+1) = vMF_Time
(·, ·;ui,t sin θ¯t, κwψ,i) .
Observation update
readout: x¯t, y¯t are given by (16)
input: bearing measurement sb,t and distance measure-
ment sr,t
θ¯t+ = tan
−1
(
yl − y¯t
xl − x¯t
)
− sb,t,
κt+ = A
(
r¯tsr,t
2σ2x,t
)
A(νb).
oφ,i,t =
[
xl − sr,tA(κt)A(κb) cos(θ¯t + sb,t)
]
/λi,
oψ,i,t =
[
yl − sr,tA(κt)A(κb) sin(θ¯t + sb,t)
]
/λi,
(φ¯i,t+ , κφ,i,t+) = vMF_Obsv
(
·, ·; oφ,i,t, λ2i /4pi2σ2ox
)
,
(ψ¯i,t+ , κψ,i,t+) = vMF_Obsv
(
·, ·; oψ,i,t, λ2i /4pi2σ2oy
)
.
procedure can be applied for y-axis position phases for certain.
The observation update can be extended to handle bearing
and distance measurements with the approximation between
Gaussian and von Mises distributions. As for the uncertainty of
position estimates, we take the reciprocal of the concentration
parameter of the largest spatial scale in the module as the
approximated variance.
We now turn to the conversion from the fully circular
representation to conventional Cartesian coordinate, which is
known as readout algorithm and discussed extensively in [22].
To begin with, we take x-axis for example. Since each x-axis
estimate φˆi,t gives a most likely position with λi spatial period,
for i = 1, . . . ,M , we then pick the x-position estimate x¯t as
the position that maximize the overall likelihood, as
x¯t = arg max
x∈Cx
M∑
i=1
κi cos
(
2pi
λi
x− φ¯i,t
)
, (16)
where Cx indicates the coverage that the circular representa-
tion is valid.
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Fig. 2. The spatial state estimation errors with bearing and distance mea-
surements over 50 trials. The shadowed area indicates the region within 1
standard deviation. EKF and LG-EKF do not maintain accurate orientation
estimation, and EKF also shows significant error variation. Even though
LG-EKF improves the position estimation over EKF, it still worse than the
performance of the proposed algorithms.
V. SIMULATION
We simulate the proposed algorithms, both mixture and fully
circular representations, with existing localization algorithms
based on EKF and LG-EKF. For fully circular representation,
we consider M = 4 modules for position estimates and the
smallest spatial scale of those modules is 2.5 m, while the
scales of the rest modules are multiplied by constant ratio 3/2.
We also set Cx = Cy = [−5, 5]. The localization algorithm
based on LG-EKF [6] considers the state
St =
cos θt − sin θt xtsin θt cos θt yt
0 0 1
 exp(t) ∈ SE(2),
where t ∈ so(2) can be seen as a Lie algebraic error with
zero mean. For all algorithms, the time update is performed
at 50 Hz. The odometry inputs are constant with ωt = 0.2
rad/s and vt = 0.1 m/s, and the noise parameters are chosen
as σ2ω∆t
2 = 0.004 and σv = 0.01 m/s. The agent can observe
a landmark situated at (2, 3) m at 2.5 Hz via bearing and
distance measurements, whose noise parameters are given by
κb = 500 and σr = 0.01 m.
We plot both the mean of orientation error
θ˜t = |θ¯t − θt|,
and that of the position error
p˜t =
√
(x¯t − x)2 + (y¯t − yt)2
over 50 trials in Fig. 2. The shadowed area indicates the region
within 1 standard deviation over 50 trials for each algorithms.
It is obvious that both orientation estimation errors in EKF and
in LG-KEF are severe. The large standard deviation of EKF
orientation error shows that EKF may lead to very inaccurate
orientation estimate from time to time, which deteriorates the
overall spatial state estimate consequently. LG-EKF alleviates
the position estimation error comparing to EKF, but the
performance is still worse than that of the proposed algorithms.
The estimation results of the proposed algorithms, with mix-
ture representation and with fully circular representation, are
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accurate in both orientation and position, which demonstrates
the effectiveness of the circular representation in localization.
VI. DISCUSSION
In the proposed algorithms, the correlations between state
estimates are not tracked and utilized, which leads to the two-
stage observation update with bearing and distance measure-
ments. By derivation, the estimates in the proposed algorithms
are conservative in order to avoid over-confidence problem,
and the utilization of correlation will further improve the
estimation accuracy. In addition, the theoretical analysis of
the proposed algorithms, especially the boundedness of uncer-
tainty, is also essential to complete the understanding of these
algorithms.
This paper aims to enhance the cross-talk between robotics
and neuroscience to benefit both fields. For instance, in [23],
the authors suggest the implementational superiority of circu-
lar representation over fixed-based numerical system in terms
of carry-free arithmetic property and narrow register range,
which is also applicable for robotic design. In addition to
the similarity of state representation discussed in this paper,
we expect more implication from neuroscience to robotics,
especially the architecture of autonomous systems. Different
from robotic approaches that build autonomous systems from
scratch, neuroscientists study those agents that already in-
tegrate various intelligent tasks, including localization, map
construction, navigation, memory and learning. In particular,
on top of the spatial structure represented by grid cells, the
environment information is believed to be encoded by place
cells in hippocampus. In this sense, place cells provides exte-
roceptive information as input to grid cells, just as observation
update in the proposed algorithm [24]. Furthermore, with
episodic memory mainly stored in hippocampus, place cells
support mind-travel to preview places to visit in advance, or
the path planning in robotic terminology [25]. Neuroscience
provides abundant reference for designing robots, and ulti-
mately approaches in robotics and neuroscience should merge
into a unified theory to provide and to explain the sense of
space in autonomous agents.
VII. CONCLUSION
EKF is extensively used in robotics to conduct nonlinear
estimation with localization as a representative example, but
the error stemming from arbitrary linearization shadows its
applicability. In this paper, without being confined to Gaus-
sian distribution only, we propose a localization algorithm
with mixture representation for spatial state, and are able
to characterize the first two moments of the estimates in
nonlinear models. We further extend the algorithm to fully
circular representation, which is similar to the grid patterns in
mammalian brains and in recurrent neural networks. Along
with the discovery of grid patterns in distinct autonomous
agents, this paper provides a theoretical perspective to deepen
the knowledge of such grid patterns. While this work only
deals with 2D localization, we look forward to continuing the
investigation to SLAM and to 3D scenarios in the future.
APPENDIX I: PROPERTIES OF A(κ)
Lemma 2 (Modified Bessel functions [26]). For real p ≥ 0,
−p+
√
p2 + κ2
κ
<
Ip(κ)
Ip−1(κ)
. (17)
Also, for p ≥ 1/2, the inequality Ip(κ)/Ip−1(κ) < 1 holds.
Theorem 2 is a direct result of the properties of A(κ), and
can be proved with the following lemma.
Lemma 3. For κ > 0,
1) 0 < A(κ) < 1,
2) 0 < A′(κ).
Proof. By Lemma 2, we have A(κ) < 1 and for κ > 0,
A(κ) >
√
κ2 + 1− 1
κ
> 0, (18)
which gives the lower bound of A(κ). In [14], we have the
recurrent equation
A′(κ) = 1−A(κ)
(
A(κ) +
1
κ
)
. (19)
Together with (18), the inequality for A′(κ) is proved.
The results from Lemma 3 state that A(κ1)A(κ2) <
A(min(κ1, κ2)), which leads to Theorem 2 directly.
APPENDIX II: PROPERTIES OF POSITIVE DEFINITE
MATRICES
Lemma 4. Suppose that P > 0 and
P =
[
Am×m B
BT Cn×n
]
,
then for c ∈ (0, 1),
P < P ′ =
[
1
cA 0
0 11−cC
]
.
Proof. Consider a nonzero vector uT = [xT, yT] where x ∈
Rm and y ∈ Rn. We can construct vT = [(1 − c)xT, cyT].
Since P > 0, vTPv > 0, or uTQu > 0, where
Q =
[
(1− c)2A c(1− c)B
c(1− c)BT c2C
]
> 0.
The result then follows by
P ′ − P =
[
1−c
c A −B−BT c1−cC
]
=
1
c(1− c)
[
Im 0
0 −In
]
Q
[
Im 0
0 −In
]
> 0.
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