In this paper, we focus on discussing the delay-dependent dissipative filtering problem for a type of singular time-varying delay systems with random disturbance. At first, we construct a proper candidate Lyapunov-Krasovskii functional, then on the basis of an auxiliary vector function and the free weighting matrix technique, the stochastic admissibility and stochastic dissipation conditions for the considered filtering error system are derived. Furthermore, the corresponding filter design method is then proposed. In addition, we address the solving approach for the H ∞ filtering as a special case of dissipative filtering. The sufficient conditions are derived guaranteeing the stochastic admissibility for the filtering error system consideration, and achieving a prescribed performance indexγ . At last, a numerical example is given to demonstrate the effectiveness of our proposed filter design method in the paper.
I. INTRODUCTION
During the past few decades, stochastic systems have gained increasing attention due to their pervasive application in the fields of nature science and engineering [1] . The stability analysis and the controller synthesis for stochastic systems have been extensively investigated and lots of outstanding results have been achieved [2] - [13] . In recent years, stochastic singular time-varying delay systems have also attracted increasing attention. For instance, Xing et al. [14] presented the stability criteria for stochastic singular systems with both time-varying delays and uncertain parameters. The robust stabilisation for a class of uncertain discrete singular time-varying delay systems was analyzed, and the proposed sufficient conditions ensuring the considered systems to be regular, causal and stable in [15] . Han et al. [16] studied the sliding mode control problem for uncertain discrete singular time-varying delay systems with external disturbances, and presented a delay-dependent sufficient condition to make sure that sliding mode dynamics were regular, causal and stable based on the free weighting matrix technique. For stochastic singular Markov jump time-varying The associate editor coordinating the review of this manuscript and approving it for publication was Ligang Wu . delay systems, Xing et al. [17] addressed the delay-dependent H ∞ filter design method for continuous singular Markov jump systems with Wiener process and generally uncertain transition rates. Subsequently, Xing and Deng [18] discussed the delay-dependent H ∞ filtering design problem for discrete case, and established the delay-dependent sufficient conditions for partly unknown transition probabilities.
On the other hand, dissipation has been attracting extensive research attention in the past two decades due to it can better describe the asymptotic behavior of dynamic systems. The dissipative control and filtering problems related to stochastic singular systems have been investigated by many scholars, such as, Zhang et al. [19] presented the dissipative filter design method for switched fuzzy systems with missing measurements in the discrete-time case. Shen et al. [20] established some conditions guaranteeing the singular Markov jump delayed systems to be stochastically admissible and strictly (X,Y,Z)-µ-dissipative. Lu et al. [21] investigated the dissipative control problems for a class of singular systems with both random disturbance and time delays. Comparing with the proposed conclusion in [21] , Li et al. [22] used a novel singular stochastic Lyapunov function method such that the considered stochastic singular systems with state delays were mean-square asymptotically stable and strictly VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ dissipative. Xing et al. [23] discussed the dissipation for a kind of stochastic singular systems described by a T-S fuzzy model, and then proposed the corresponding fuzzy controller design method. Subsequently, Xing and Deng [24] presented the delay-dependent dissipative filter design method for a class of nonlinear singular time-varying delay systems with random disturbance described by T-S fuzzy models. Since the general problem of constructing a suitable Lyapunov functional for a continuous singular time-varying delay system with random disturbance remains open. So far, to our best knowledge, the design of such filter for singular time-varying delay systems with stochastic disturbance remains a hard problem, which is significant and challenging in both theory and practice. This motivates us for this study. Motivated by the above discussion, in this paper, we focus on studying the dissipative filtering analysis method for a kind of singular systems with random disturbance and time-varying delays. By constructing the suitable Lyapunov-Krasovskii functional, on the basis of an auxiliary vector function and the free weighting matrix technique, sufficient conditions ensuring the considered filtering error system to be stochastically admissible and stochastically dissipative are derived. Furthermore, the desired filter design method is proposed. Besides, H ∞ filtering design method is addressed as a special case of dissipative filtering problem, and the corresponding conditions on stochastic admissibility are proposed, which satisfy a desired performance index.
The important novelty of our contribution to the stability and dissipative filtering theory of stochastic singular time-varying delay systems is in three aspects: (a) The considered dissipative filtering problem for the singular systems with both random disturbance and time-varying delays has not been studied before. (b) A new stochastic stability problem is explored. (c) We employ an auxiliary vector function and the new free weighting matrix approach to reduce the conservatism of the solution for the systems. Moreover, it is more convenient for the solution of the dissipative filter.
The paper is organized as follows. Section 2 provides main definitions and lemmas of stochastic singular time-varying delay systems. Section 3 discusses the stochastic admissibility problem and dissipative filter design method of the system of consideration, meanwhile, H ∞ filtering problem as a theorem is proposed in this section. In Section 4, a numerical example is provided. Finally, Section 5 concludes the whole work and discusses some opportunities of the proposed approach.
Notations: Throughout the paper, n stands for the Euclidean space with n dimension, and m×n refers to the real matrix with m × n dimension. Symbol ''*'' denotes the entry implied by symmetry. A T stands for the transpose of matrix A. A ≥ 0 or A > 0 means that A is positive semi-definite or A is positive definite. Symbol E{·} is the mathematical expectation operator, and diag{. . .} denotes a block-diagonal matrix.
II. PROBLEM STATEMENT AND PRELIMINARIES
In this section, we consider the following stochastic singular systems with time-varying delays defined in a fundamental probability space ( , F, P):
where x(t) ∈ n is the state vector of the system, y(t) ∈ m is the measurable output vector, v(t) ∈ L 2 [0, ∞) refers to the external disturbance signal and z(t) ∈ q is the output vector to be estimated. The matrix E 1 ∈ n×n maybe singular, we assume rank(E 1 ) = r ≤ n. A, A h , B, J , C 1 , C 2 , D are known constant matrices with appropriate dimensions. ω(t) is a one-dimensional standard Brownian motion defined on the probability space , F, {F t } t≥0 , P . We suppose
We consider the following filter as follows:
where x f (t) ∈ n is the state vector of the filter and z f (t) ∈ q is the corresponding output vector. A f , B f and C f are constant matrices to be determined. From (1) and (2), we can obtain the following filtering error system:
where
Next, we introduce some foundation preliminaries of the main results in this paper. To this end, consider the following system: E e dx e (t) = (A e x e (t)+A eh x e (t − h(t)))dt + J e x e (t)dω(t). (5) Definition 1 [25] : (I) The pair (E e , A e ) is said to be regular if det(ŝE e −A e ) is not identically zero.
(II) The pair (E e , A e ) is said to be impulse-free if deg(det(ŝE e − A e )) = rank(E e ).
Definition 2 [26] : Given a scalar h 0 > 0, for the time-varying delay h(t) satisfying 0 ≤ h(t) ≤ h 0 , if the pairs (E e , A e ) and (E e , A e +A eh ) are regular and impulse-free, then the system (5) is regular and impulse-free.
In what follows, the quadratic energy supply function is defined as follows: (6) where the elements of matrixŠ are real constants, matricesQ andŘ are real symmetric. Here, we setQ =Q T < 0.
Definition 3 [22] : System (3) with supply function (6) is stochastically dissipative if there exists a nonnegative real functional V (·) satisfying V (0) = 0 such that the following inequality holds.
We call the stochastic dissipation inequality above mentioned. If (7) is a strictly inequality, then the system (3) is stochastic strictly dissipative.
Remark 1: It is well known that H ∞ performance and strict passivity are two special cases of the strict dissipation. IfQ = −I ,Š = 0, andŘ = γ 2 I , strict dissipation reduces to H ∞ performance needed. IfQ = 0,Š = I , andŘ = 0, strict dissipativity corresponds to strict passivity or strictly positive realness. IfQ = −θ I ,Š = (1 − θ )I ,Ř = θ γ 2 I , θ ∈ (0, 1), strict dissipation represents mixed H ∞ and positive real performance.
Lemma 1 [27] : Considering the system as follows:
E e dx e (t) = A e x e (t)dt + J e x e (t)dω(t).
We set V (x e (t)) = x T e (t)E T e Xx e (t) and the matrix X is invertible satisfying E T e X = X T E e ≥ 0. Then, it can be obtained
x e (t), and matrix E + e is generalized invertible. For the sake of simplicity, we make the following assumption.
Assumption 1 [28] : The pair (E e , A e ) is regular and rank([ E e J e ]) = rank(E e ).
If rank(E e ) = r + n, from Assumption 1, we decompose the coefficient matrices of the system (5) into
and denote x e (t)
Remark 2: From the assumption above mentioned, it is obvious that the matrix pair (E e , A e ) is regular and impulse-free ensuring the solutions of the system (5) are exist and unique.
Furthermore, by the expression (9), system (5) is equivalent to
and [24] : Assume A e22 is invertible. System (3) is stochastically stable if there are three positive scalars λ 1 , λ 2 , δ and a continuous functional V : C n,h 0 → + such that
Definition 4: System (3) is said to be stochastically admissible, if the system (3) is regular, impulse-free and stochastically stable.
Lemma 3 [29] (Jensen Inequality): Given a positive definite symmetric matrix Z ∈ n×n , scalars α, β (0 < α < β) and a vector function x(t) satisfying the following inequality is true.
In this paper, our aim is to design a dissipative filter (2) both guaranteeing impulse-free performance, stochastic stability of the system (3) and system (3) satisfying inequality (7) when external disturbance v(t) = 0.
III. MAIN RESULTS
In this section, we firstly present stochastic admissibility and stochastic dissipation conditions of the considered systems. Furthermore, we propose the dissipative filter design method.
Let's introduce an auxiliary vector function ξ (t):
From (3), it is obtained that as follows:
By integrating (13) with respect to τ over the period of [t − h(t), t], we can obtain
J e x e (τ )dω(τ ). (14) Theorem 1: For a scalard > 0, system (3) is stochastically admissible and stochastically dissipative if there exist nonsingular matrix P e ∈ 2n×2n , positive matrices Q e ∈ 2n×2n , Z e ∈ 2n×2n , matrices U ∈ 2n×2n , and V ∈ 2n×2n satisfying the following matrix inequalities.
At first, we give the proof of the regularity and impulse-free characterizations. There are two invertible matrices M e and N e satisfying
From (15), we can obtain N T e E T e M T e M −T e P e N e = N T e P T e M −1 e M e E e N e ≥ 0, that is
Then, we have P e11 = P T e11 , P e12 = 0. It can be seen from (16) 
Due to 1 and 2 are not relevant to the results of our discussion, so we ignore their real expressions. From (19) , we have A T e22 P e22 + P T e22 A e22 < 0, it is obvious, A e22 is invertible. Therefore, it is shown that the pair (E e , A e ) is regular and impulse-free.
On the other hand, take in account (16) , it can be obtained the following matrix inequality.
Left and right multiplying (22) 
Since 1 and 2 are not relevant to the results of our analysis, we can ignore their real expressions as well. It can be seen from (23) that (A T e22 +A T eh22 )P e22 +P T e22 (A e22 +A eh22 ) < 0, which means that the pair (E e , A e +A eh ) is regular and impulse-free. Hence, it is concluded that system (3) is regular and impulse-free by Definition 2.
In what follows, the stochastic stability for the system (3) will be discussed. We construct the following candidate Lyapunov-Krasovskii functional:
x T e (τ )Q e x e (τ )dτ,
Computing the derivative of V (x e (t), t) along the trajectory of the system (3) by Lemma 1, one has dV (x e (t), t) = LV (x e (t), t)dt +2x T e (t)P T e J e x e (t)dω(t), (25) where LV (x e (t), t) = LV 1 (x e (t), t) + LV 2 (x e (t), t) + LV 3 (x e (t), t), and LV 1 (x e (t), t) = 2x T e (t)P T e (A e x e (t)+A eh x e (t − h(t))) + x T e (t)J T e (E + e ) T E T e P e E + e J e x e (t) = x T e (t)(P T e A e + A T e P e + J T e (E + e ) T E T e P e E + e J e )x e (t)
Due to 0 ≤ h(t) ≤ h 0 , we use Lemma 3 to (27) , and then obtain
From (14), for any matrices U , V , one gets
Furthermore, from expressions (25) and (30), one has dV (x e (t), t) = LṼ (x e (t), t)dt + 2x T e (t)P T e J e x e (t)dω(t)
where LṼ (x e (t), t) = LV (x e (t), t)
and
Since v(t) = 0, according to the condition (16) , by the Schur complement, it yields < 0. Therefore, 2 }. On the other side, it is easy to derive the following inequality.
According to Lemma 2, it is concluded that system (3) is stochastically stable. Furthermore, according to Definition 4, system (3) is stochastically admissible.
At last, we will prove the system (3) being stochastically dissipative. From (32) and (6), we can obtain
Considering inequality (16) , through Schur complement lemma, we setQ 1 = (−Q) 1 2 , and then get
By integrating (33) with respect to τ over the period of [0, t], then taking expectations on both sides, we can obtain
On the basis of Definition 3, it is not hard to show that the system (3) is stochastically dissipative. The proof is completed.
Remark 3: WhenQ = 0,Š = I , andŘ = 0, system (3) is stochastically admissible and stochastically passive, for a scalarh > 0, if there exist nonsingular matrix P e ∈ 2n×2n , positive matrices Q e ∈ 2n×2n , Z e ∈ 2n×2n , matrices U ∈ 2n×2n , and V ∈ 2n×2n satisfying the matrix inequality (15) and the following matrix inequality.
−Z e . WhenQ = −I ,Š = 0, andŘ = γ 2 I , given a scalarh > 0, system (3) is stochastically admissible and satisfies a H ∞ performance index γ > 0, if there exist nonsingular matrix P e ∈ 2n×2n , positive matrices Q e ∈ 2n×2n , Z e ∈ 2n×2n , matrices U ∈ 2n×2n , and V ∈ 2n×2n satisfying the matrix inequality (15) and the following matrix inequality.
Next, based on the above obtained results, the solution method of the considered filtering problem is then derived.
Theorem 2: Given two scalarsd > 0, σ > 0, the system (3) is stochastically admissible and stochastically dissipative if there exist matrices P ∈ n×n , P ∈ n×n , positive matrices Q ∈ n×n , Q ∈ n×n , Z ∈ n×n , matrices
In this case, we can obtain the desired dissipative filter in the form (2) 
Substituting (4) and (38) into (15) and (16) in Theorem 1, we can obtain
Then it is obvious that (36) and (37) hold. The proof is completed.
Next, we propose H ∞ filtering design method as an important special case of dissipative filtering problem, and the following Theorem is true.
Theorem 3: Given two scalarsd > 0, σ > 0, the system (3) is stochastically admissible and satisfies a H ∞ performance indexγ > 0, if there exist matrices P ∈ n×n , P ∈ n×n , positive matrices Q ∈ n×n , Q ∈ n×n , Z ∈ n×n , matrices
, and C f ∈ m×n satisfying the inequality (36) and the matrix inequality as follows.
and all other symbols are given in Theorem 2. In this case, we can obtain the desired H ∞ filter in the form (3) with
Proof: LetQ = −I ,Š = 0,Ř =γ 2 I , the above conclusion can be deduced from Theorem 2. The proof is completed.
IV. NUMERICAL EXAMPLES
In this section, we give a numerical example to show that the effectiveness of our proposed results.
Example 1: Consider the stochastic singular system (1) with time-varying delays. And the corresponding parameter matrices are as follows
Firstly, we design the dissipative filter by using Theorem 2. Setting h 0 = 0.2,h = 0.5,Q = −I ,Š = 1,Ř = 10. By solving (36) and (37) in Theorem 2, the filter parameters can be obtained as follows: Figs. 1 and 2 show the simulation results of the state response trajectories of system (1) and filter (2) , which implied that the system consideration is stochastically stable. Fig. 3 shows the simulation result of the filtering error z e (t) = z(t) − z f (t). The simulation results indicate that the designed dissipative filter meets the specified requirements in Theorem 2.
Next, we design the H ∞ filter by applying Theorem 3. To this end, letQ = −I ,Š = 0,Ř = 0.9216 2 I . Then by solving (36) and (41), we can obtain the following feasible solutions of a H ∞ filter with upper boundγ = 0.9216. The simulation result shows that the designed H ∞ filter satisfies the specified requirements in Theorem 3.
V. CONCLUSION
In this paper, we have tackled with the dissipative filtering design issue for a class of singular time-varying delay systems with stochastic disturbance. A delay-dependent dissipative filtering condition has been presented in the form of LMIs. On this basis, a dissipative filter design method has been derived ensuring the stochastic admissibility and stochastic dissipation of the considered filtering error system. Additionally, we also tackled with the developed available results on H ∞ filter design method. A numerical example has been proposed to demonstrate the validity of our proposed results. It's worth mentioning that we only consider the dissipative filtering problem for continuous stochastic singular time-varying delay systems at present. The future work may explore the dissipative filtering for other systems, such as discrete stochastic singular time-varying delay systems, switched systems, network systems and so on.
