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It is difficult to forecast the impact of systems biology on our understanding of the cell, an issue not made any easier by the fact that there is as yet no firm consensus as to what is meant by ''systems biology,'' although as our colleague Marc Kirschner has said, ''we all seem to know it when we see it.'' And in that spirit we will discuss here the various attributes and methodological approaches usually associated with systems biology, how they have been applied to cell biology, and how they may be developed to attain a better understanding of how cells work.
Reductionism and Holism
Discussions of systems biology often make a distinction between holistic and reductionist approaches. Our view is that scientific explanations and methodologies are essentially reductionist in nature. However, although it is difficult to imagine a scientific enquiry or explanation that is not reductionist, it is important to keep a focus on the behavior of whole systems in biology and to understand how the interactions and processes brought about by component parts acting at lower levels in a system are constrained by overall functions acting at higher levels.
Sometimes those of a more holistic persuasion object to the dominance of molecular explanations in cell biology, but the fact is that most useful explanations in cell biology have to be in terms of molecules because molecules are the most relevant lower-level component into which to decompose the function and organization of the cell. However, not all explanations in biology are molecular, for example developmental processes may be explained in terms of cell behavior (Towers and Tickle, 2009) and neurobiology by the action of neural networks (Langston et al., 2010) , and likewise some insights in cell biology may not arise from strictly molecular explanations.
Biological Function and Organization
One approach to systems biology has been to emphasize the overall biological functions expressed at different levels of biological organization, such as the organelle, the cell, the tissue, the organ, and the organism. The level of the cell occupies a particularly important position (Brenner, 2010; Nurse, 2008) as it is the simplest unit exhibiting the characteristics of life, so understanding biological function at the level of the cell brings us closer to a better appreciation of the nature of life. The differing levels or units of organization from organelle to organism often exhibit teleonomic, that is, apparently purposeful behaviors (Monod, 1972) . Examples of purposeful behavior include homeostasis and the maintenance of organizational integrity, the generation of spatial and temporal order, communication within and between the units of organization, and the reproduction of those units. The objective of this approach is to understand how teleonomic behaviors are generated at the different units of organization, usually in terms of molecules and of interactions between molecules. This view of systems biology stresses overall biological function of the relevant biological unit and is an approach encompassed by a number of traditional biological disciplines including physiology and forward genetics.
An interest in the overall biological functions of a living organism naturally leads to consideration of the influence of ecology and evolution on how that organism works. This also applies to cells, and increasingly those interested in systems approaches in cell biology are considering ecological and evolutionary perspectives (Ezov et al., 2006; Liti et al., 2009) . Ecology is relevant to the relationships of a cell with other cells and with its physical environment and applies to both free-living single-celled organisms such as the yeasts and Protozoa and to cells within tissues. Ecological and evolutionary perspectives can help to understand how a cell has come to function as it does and to improve awareness of the selective pressures operating on a cell (Ding et al., 2010; Shah et al., 2009) . Improved contacts between the ecological and evolutionary communities and cell biologists will enhance these studies.
Ensemble Descriptions
An approach often associated with systems biology is the generation of ensemble descriptions, that is, the collection of data describing the behavior of large numbers of components. This has been made possible by increasingly sophisticated technologies and analytical procedures, which have led to massively parallel collections of different types of data and the establishment of consortia such as ENCODE (http://encodeproject. org/) and databases such as the Saccharomyces Genome Database (SGD) and the fission yeast database (Pombase). The canonical ensemble approach has been whole-genome sequencing, which has allowed the description and comparison of gene contents for a wide range of organisms, facilitating molecular genetic analysis of biological mechanisms far beyond the limited numbers of genetically amenable model organisms.
Genome sequencing is particularly useful for cell biology because all living organisms are composed of cells, and so orthologous genes important for cellular phenomena can be studied in a variety of organisms. Cells in different organisms or in different tissues of the same organism allow orthologous genes and related cellular phenomena to be investigated in a range of situations yielding informative comparisons. A good example has been the comparison of cellcycle control in yeast cells with metazoan embryos (Gould and Nurse, 1989; Murray and Kirschner, 1989) . Knowledge of whole-genome sequences also allows gene ablation experiments to be carried out on a genome-wide basis. Two major methodologies have been used, systematic gene deletions and libraries of smallinterfering RNAs (siRNAs). Other methodologies such as transposition have been used, particularly in prokaryotes (Zhang and Lin, 2009 ). To date, whole-genome gene deletions have only been completed in bacteria and yeasts (de Berardinis et al., 2008; Giaever et al., 2002; Kim et al., 2010) and have the advantage of completely ablating a gene function, making functional assignments and comparisons of gene functions between organisms more straightforward. siRNA libraries are very versatile as they can be employed in many organisms but can be subject to partial knockdown and off-target effects (Sioud, 2011) . Successes using these approaches include the identification of all genes required for the viability of budding and fission yeast cells, for cellular processes such as centromeric cohesion in budding yeast (Marston et al., 2004) , and for mitosis in human cells (Kittler et al., 2007; Neumann et al., 2010) .
Ensemble descriptions have been used extensively, including microarrays for monitoring the types and levels of RNAs, mass spectroscopy for studying proteins, and mass spectroscopy and chromatography for assessing metabolites. Ensemble data collections have the advantage of avoiding the dangers of inadvertently ''cherry-picking'' data when studies are confined to work on limited numbers of gene products, which can result in investing too much importance to a particular RNA or protein simply because it is the only one under investigation. Comparisons between different cells and organisms allow the identification of gene products that are implicated more universally in a particular cellular phenomenon. For example, a comparative approach has enabled the identification of RNAs whose levels change at transitions through specific cell-cycle stages in a conserved manner in more than one organism (Rustici et al., 2004) .
Networks
The availability of ensemble datasets also allows the systematic grouping of genes with related functions. For example, catalogs of genes that when deleted have a similar cellular phenotype will identify gene sets required for particular processes. Similarly, RNA transcripts that behave in a similar manner, such as peaking in level at a particular phase of the cell cycle, reveal RNAs that potentially have related roles. In this way, the ''toolkit'' required for a specific cellular process can be assembled. Another grouping approach is to construct networks based on gene products that interact with each other. Such networks can be assembled using interaction trap methodologies (such as two-hybid methodologies and immunoprecipitations) that assess whether molecules are in physical contact. Also important are catalytic interactions resulting in metabolic changes or chemical modifications, such as phosphorylation. Biochemical approaches can be complemented by highthroughput genetic interaction assays (screening, for example, for synthetic lethality), although these do not necessarily provide evidence for direct physical interaction between components. Green fluorescent protein tags can be used to identify molecular components that spatially colocalize, as an indicator of potential functional relationships (Huh et al., 2003; Matsuyama et al., 2006) . These various methodologies allow networks to be built up that connect molecular components throughout the cell to generate an overall cellular interactome (Collins et al., 2007; Rual et al., 2005) . The power of these networks is enhanced when they are combined with catalogs of genes involved in a particular cellular function because they lead to a better molecular understanding of the process of interest. Interaction networks can also identify linker components that connect different functional networks and processes (Zhong et al., 2009 ) and may therefore have interesting regulatory roles.
For many researchers, the creation of interaction networks is a major goal of systems cell biology that is aimed at providing complete networks of different cellular processes. However, achieving this aim may require more sophisticated languages or notations to fully describe how the networks work. Unlike simple networks, such as an airline transportation network, the interaction linkages in biological networks may represent stable complexes or transient catalytic reactions or may reflect the logical nature of the interaction, for example a representation of a negative or positive feedback. The notation used in network descriptions needs to reflect this complexity. It is also important to take account of the fact that the linkages are not always hard-wired because they are mostly based on chemistry with connections established by chemicals diffusing from one component to another. These chemical linkages can readily break and reform to connect different components and remodel the architecture of the network (Bray, 2009 ).
Quantitative Methodologies
Quantitative methodologies involving both large datasets and the modeling of data are frequently used in systems approaches. The massively parallel collections of data as generated by microarrays, for example, have superseded the more qualitative measurements of traditional molecular biology with techniques such as northern and western blotting. An advantage of good quantification is that it leads to a better appreciation of the effect of the number of molecules within a cell on biological processes. This allows an assessment of the stoichiometry between different molecular components as well as recognition that there may be only a few molecules of a particular type present within a cell. Some gene transcripts in yeast are present at an average of less than one per cell (Velculescu et al., 1997) , shifting our view of regulation from being driven by mass action, which is analog in character, to one that is more stochastic and digital. This means that greater attention is needed on the influence of molecular noise on the cell (Newman et al., 2006) . An important issue is whether noise and the variability it generates between cells are exploited for regulatory purposes, for example to ensure a range of cellular responses to environmental changes such as the competence state of Bacillus subtilis (Maamar et al., 2007; Suel et al., 2006) . Monitoring of single cell behaviors has revealed that there is a significant variation between cells that was not appreciated previously by global population analyses (Choi and Kim, 2009 ). The combined use of photomicrography and robotic microscopes is capable of generating large amounts of data to investigate these effects of noise and stochastic behaviors in cells, for example cell size variability at the G1-S transition in budding yeast (Di Talia et al., 2007) .
Biochemical processes are generally modeled by deriving differential equations to calculate flux through pathways using in vivo estimates of the rate constants and concentrations of components. Although modeling in cell biology has become more popular in recent years, in part due to the massive increase in data available and to the migration of more theoretically inclined scientists to biology, in the past it was only pursued by a few committed individuals (Novak and Tyson, 1997; Tyson, 1983) . The evolutionary biologist John Maynard Smith contended that the act of thinking about a model's equations greatly clarifies understanding of how the model works. Biologists have a tendency to produce somewhat loosely formulated models summarized in the form of cartoons, and it is useful to subject these to the discipline of writing equations in the expectation that the thought imposed by equation writing will improve understanding of the model's assumptions and dynamics.
However, two major problems are often encountered when generating mathematical models for cell biology: the complexity of the pathways being modeled and the difficulty of estimating the appropriate values for rate constants and the concentration of components. Biochemical pathways are often complex with many redundant functions, reflecting the fact that evolution does not always lead to, from an engineer's point of view, the most efficient and economic solutions (Jacob, 1977; Saunders and Ho, 1976) . Natural selection acts on pre-existing cells often by making additions to previously operational pathways, and these additions increase redundancy. In this respect modeling in biology may differ from physics where the aesthetic is to search for the simplest and most elegant model to explain a phenomenon. In biology, there are often more elements in a model than are strictly necessary and some act redundantly. The number of elements also increases the degrees of freedom available, reducing confidence in the outcome of the modeling process.
There are several ways these difficulties can be addressed. One way used by modelers is to test the sensitivity of models to make sure that they still work well when the parameters used in the equations are varied. If the model still behaves robustly when different values are used in the equations, then confidence in the model is increased. It is also helpful if the biological function being studied can be recapitulated in vitro. Many quite complex processes can be carried out in concentrated Xenopus egg and cell extracts, for example important aspects of cell-cycle control (Blow and Laskey, 1986; Deibler and Kirschner, 2010) . In Xenopus extracts, for instance, the levels of biochemical components can be both measured and manipulated more easily than is possible in a living cell. Fluorochrome-based sensor modules combined with light microscopy are also providing better ways of measuring concentrations within cells in vivo, such as protein levels in budding yeast cells (Newman et al., 2006) . Another approach is to simplify the biochemical network underlying the biological function of interest, although this is only useful if the essential elements of that process are still maintained. The advantage of simplification is that it reduces the degrees of freedom available, making modeling easier and the outcome more reliable. An example of the potential for network simplification is seen with a recent genetic manipulation of the mitotic control network in fission yeast (Coudreuse and Nurse, 2010) . Many gene products have been identified that regulate the cyclindependant kinases (CDKs), and several quantitative models have been generated that can explain how CDKs are controlled to ensure orderly progression through the cell cycle at the correct cell size. Unexpectedly, a number of the gene products thought to have been important in CDK regulation and mitotic control can be eliminated while still maintaining good size control over mitotic onset. This simplified network focuses attention on those elements that are sufficient to generate good mitotic control and cell size homeostasis, reducing the degrees of freedom and making modeling more straightforward. In a way, this is synthetic biology in reverse; rather than building a simple network de novo, such as an oscillator or clock (Danino et al., 2010; Elowitz and Leibler, 2000) , a pre-existing network is simplified. Both approaches lead to the same outcome-the generation of simpler models still capable of explaining the biological function of interest.
Managing Information
Networks and quantitative modeling are closely associated with information management within the cell. Many of the most insightful explanations in cell biology have been made in terms of information flow; this involves understanding how the cell gathers, processes, stores, and uses information in the context of a biological function or phenomenon of interest (Nurse, 2008) . Information is gathered from both outside and inside the cell and is processed and communicated to different parts of the cell. Storage of information occurs over a wide range of timescales, from the long timescale seen in heredity (encoded in the DNA sequence and possibly mediated by epigenetics), through to the medium timescale seen with mRNA and gene transcriptional circuits, to the short timescale seen with activated small G proteins (Bonasio et al., 2010; Etienne-Manneville and Hall, 2002; Roy et al., 2010) . Information is used to direct cell behaviors, coordinating appropriate responses to changing circumstances. Recognition of the significance of information was crucial at the beginning of molecular biology, particularly in dealing with how information flowed from gene to protein, although it applies to all aspects of cell behavior. The iconic examples from that time are the concepts that DNA acts as a digital information storage device (Brenner et al., 1961) and that the lac operon regulatory circuit forms a negative feedback loop (Dickson et al., 1975; Lin and Riggs, 1975; Ohki and Sato, 1975) . Systems biology, by generating datasets, networks, and models, provides an opportunity to understand information flow through the cell. In our view, this is one of the most important aspects of systems analyses in cell biology and will help move studies from descriptions of biological phenomena to a better understanding of how they work.
Information management involves various processing elements or logic modules that carry out particular computational functions, which can be categorized according to the type of function they carry out. For example, a negative feedback loop communicates information from a late step in a pathway to an earlier step, and if there is increased flow at the later step, then a negative signal is sent to the earlier one, reducing overall flow through the pathway and thus maintaining homeostasis. In contrast, a positive feedback loop sends a positive signal that increases overall flow to generate a switch to maximum flow through the pathway. More complex logic modules produce more sophisticated responses, such as toggles switching between two states, timers measuring elapsed time, oscillators cycling in time, and gradients measuring cellular dimensions (Tyson et al., 2003) . The operation of these modules depends on how the various components are linked together and the shapes of the response curves that determine the character of those interactions. There is a need to build on past work to construct a full listing of the different types of logic modules that are operational in cells. Working with engineers and cyberneticists should be helpful in achieving this goal (Alon, 2003; Nurse, 2008 ).
An emphasis on information management may reveal some unexpected features of cells. An example is the potential for dynamics to enrich information transfer through signaling pathways. Such pathways are usually thought of as on/off switches that can only be in one of two states. However, if signals are pulsed down the pathway and the output depends on the dynamics of those pulses, then more information can be communicated (von Kriegsheim et al., 2009) . This is the same idea that forms the basis for Morse code, a system that communicates complex messages by utilizing the dynamics produced by a series of dots and dashes. Information is also managed in the three dimensions of cellular space (Scott and Pawson, 2009 ). Not only must spatial information be generated to define the space of the cell but the availability of various cellular compartments means that different information can be stored in different places and a wide variety of connections between logic modules can be formed and reformed through diffusible chemicals. The richness of behavior possible with this arrangement is reminiscent of the complex behaviors normally associated with neural networks.
A Cell Biology Systems Initiative
The cell is the simplest unit that exhibits the characteristics of life and so is likely to be the most effective level in biology to investigate how life works. The tools and intellectual framework of systems biology will provide great opportunities to achieve this objective by generating the data needed and the approaches required for a comprehensive understanding of the cell. This applies to all types of cells including bacteria, which can have small genomes and where there have been great advances in recent years (Wang et al., 2010) . But it is with eukaryotic cells where the greatest benefits are likely to be realized because already much work has been achieved and the conservation of many processes across eukaryotes means that different cell types with differing characteristics and strengths in methodologies can be used to study the same biological phenomena.
It's perhaps not surprising that we, as two yeast geneticists, would recommend the unicellular budding and fission yeasts as good models for studying many aspects of cell biology using a systems approach. Both organisms are eukaryotes with small genomes of only 5000-6000 genes, making systems genomic analyses more straightforward to carry out. The availability of genome-wide gene deletion collections together with other methods for saturation forward genetics (Guo and Levin, 2010) allows the identification of nearly all the genes in the genome that are involved in a particular cellular function or process. Application of interaction trap procedures together with bioinformatics will help to identify the biochemical roles of gene functions and to group them into the networks responsible for the process. Genetics can be used to simplify the network, focusing attention on the core gene functions responsible for the process to help with subsequent modeling. Comparisons with cells in other organisms will test whether the conclusions being reached can be generalized across species including human cells and also allow in vitro systems to be developed especially with Xenopus egg extracts.
A major aim with the initiative will be to explain as often as possible a cell biological function or process in terms of information management. This requires interdisciplinary approaches and is not so straightforward because cell biology experiments generally yield biochemical results, and there are no easy ways to translate chemistry into the information processing elements or logic modules that we have argued are needed for good understanding. It would be helpful if there were more effective ways to model pathways and networks without having to know all the rate constants and concentrations involved, and we have previously outlined possible procedures that may help with that elsewhere (Nurse, 2008) . Despite these difficulties, we are now well placed to apply the methods of systems biology more comprehensively to cell biology to gain greater insight into how cells work.
