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EXTENSION OF KILLING VECTOR FIELDS BEYOND
COMPACT CAUCHY HORIZONS
OLIVER LINDBLAD PETERSEN
Abstract. We prove that any compact Cauchy horizon with constant non-
zero surface gravity in a smooth vacuum spacetime is a Killing horizon. The
novelty here is that the Killing vector field is shown to exist on both sides
of the horizon. This generalises classical results by Moncrief and Isenberg, by
dropping the assumption that the metric is analytic. In previous work by Ra´cz
and the author, the Killing vector field was constructed on the globally hyper-
bolic side of the horizon. In this paper, we prove a new unique continuation
theorem for wave equations through smooth compact lightlike (characteristic)
hypersurfaces which allows us to extend the Killing vector field beyond the
horizon. The main ingredient in the proof of this theorem is a novel Carleman
type estimate. Using a well-known construction, our result applies in partic-
ular to smooth stationary asymptotically flat vacuum black hole spacetimes
with event horizons with constant non-zero surface gravity. As a special case,
we therefore recover Hawking’s local rigidity theorem for such black holes,
which was recently proven by Alexakis-Ionescu-Klainerman using a different
Carleman type estimate.
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1. Introduction
A classical conjecture by Moncrief and Isenberg states that any compact Cauchy
horizon in a vacuum spacetime is a Killing horizon, [MI83]. It says in particular
that vacuum spacetimes containing compact Cauchy horizons admit a Killing vector
field and are therefore non-generic. One could therefore consider this as a first step
towards Penrose’s strong cosmic censorship conjecture in general relativity, without
symmetry assumptions. In fact, it also turns out to be a natural generalisation of
Hawking’s local rigidity theorem for stationary vacuum black holes (c.f. [FRW99]).
Moncrief and Isenberg have made remarkable progress on their conjecture in the
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Cauchy horizon
Figure 1. The lightly shaded region illustrates the globally hy-
perbolic region, where the Killing vector field is known to exist. We
prove in this paper that the Killing vector field extends beyond the
Cauchy horizon into the darkly shaded region.
last decades, see [MI83], [IM85], [MI08] and [MI18], under the assumption that the
spacetime metric is analytic.
In this paper, we are interested in the case when the spacetime metric is only
assumed to be smooth, as opposed to analytic. The main problem in the smooth
setting is that we do not have the Cauchy-Kowalevski theorem at our disposal
anymore. We instead need to propagate the Killing vector field using linear wave
equations. The purpose of this paper is to present methods that replace the Cauchy-
Kowalevski theorem in proving Moncrief-Isenberg’s conjecture, assuming that the
surface gravity can be normalised to a non-zero constant. This allows us to drop
the highly restrictive assumption that the spacetime metric is analytic.
The first generalisation of the Moncrief-Isenberg results to smooth metrics was
done by Friedrich-Ra´cz-Wald in [FRW99]. They showed that if the surface gravity is
a non-zero constant and the generators (the lightlike integral curves) of the horizon
are all closed, then there exists a Killing vector field on the globally hyperbolic side
of the Cauchy horizon. The proof relies on a clever transform of the problem into
a characteristic Cauchy problem, with initial data prescribed on two intersecting
lightlike hypersurfaces. This initial value problem can be solved using classical
results, see for example [Ren90].
If the generators do not all close, one cannot use the approach of Friedrich-Ra´cz-
Wald. Due to this, the author developed new methods to solve linear wave equations
with initial data on compact Cauchy horizons of constant non-zero surface gravity,
see [Pet18]. Using [Pet18, Thm. 1.6], Ra´cz and the author of this paper generalised
the result of Friedrich-Ra´cz-Wald by dropping the assumption that the generators
close. We proved that if the surface gravity is a non-zero constant, then there
always exists a Killing vector field on the globally hyperbolic side of the Cauchy
horizon, see [PR18, Thm. 1.2]. It is worth noting that our result allows “ergodic”
behaviour of the generators, a case which was open even for analytic spacetime
metrics.
However, the results in [FRW99] and [PR18] do not quite prove that the Cauchy
horizon is a Killing horizon. The Killing vector field was in both papers only shown
to exist on the globally hyperbolic side of the Cauchy horizon. It remains to prove
that the Killing vector field extends beyond the horizon. The difficulty here is that
beyond the Cauchy horizon there are closed causal curves, which makes the classical
theory of wave equations useless. This is illustrated in Figure 1 (see also Example
1.5). The main result of this paper is a solution to this problem. We prove that if
the surface gravity of the compact Cauchy horizon can be normalised to a non-zero
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constant, then the Killing vector field constructed in [PR18, Thm. 1.2] can indeed
be extended beyond the Cauchy horizon, see Theorem 1.4 below.
Our argument is based on a new type of “non-local” unique continuation theorem
for wave equations through smooth compact lightlike (characteristic) hypersurfaces.
We prove that if a solution to a linear wave equation vanishes to infinite order
everywhere along a smooth compact lightlike hypersurface, with constant non-zero
surface gravity, in a spacetime satisfying the dominant energy condition, then the
solution vanishes on an open neighbourhood of the hypersurface. This is the main
analytical novelty of this paper, see Theorem 1.9 and the stronger, yet more
technical, Theorem 2.5 below. To the best of our knowledge, this is the first unique
continuation theorem for wave equations through smooth lightlike (characteristic)
hypersurfaces, apart from our [Pet18, Cor. 1.8], which is a one-sided version of the
result here. Interestingly, unique continuation fails for general compact lightlike
hypersurfaces, see Example 1.11. In order to extend the Killing vector field, using
our unique continuation result, we apply an important recent result by Ionescu-
Klainerman [IK13, Prop. 2.10].
A classical theorem by Hawking says that the non-extremal Kerr spacetimes are
the only analytic stationary asymptotically flat vacuum black hole spacetimes with
non-degenerate event horizons, see [Haw72], [HE73], [CC08]. The famous black hole
uniqueness conjecture states that the Kerr spacetimes are in fact the only smooth
stationary asymptotically flat vacuum black hole spacetimes, see the remarkable
progress by Alexakis-Ionescu-Klainerman on this problem in [AIK10a], [AIK10b],
[AIK14] and Ionescu-Klainerman in [IK09a], [IK09b], [IK13]. By classical work
by Carter [Car71] and Robinson [Rob75], the black hole uniqueness conjecture
is proven under the additional assumption of non-degeneracy of the event hori-
zon and axisymmetry of the spacetime. Alexakis-Ionescu-Klainerman have proven
that smooth stationary asymptotically flat vacuum black holes with bifurcate event
horizons are locally axisymmetric, i.e. there exists a Killing vector field in an open
neighbourhood of the event horizon, which coincides with the generators on the
horizon ([AIK10a, Thm. 1.1], applied to stationary black holes). This generalises
Hawking’s result for analytic black holes and is therefore referred to as Hawking’s
local rigidity without analyticity. Our main result can in fact be applied to re-
prove Hawking’s local rigidity for smooth stationary asymptotically flat vacuum
black hole spacetimes, with event horizons with non-zero constant surface gravity.
(Recall that bifurcate event horizons automatically have constant non-zero surface
gravity, [IK09a, p. 38].) As a special case of our result, we therefore get an al-
ternative proof of the result by Alexakis-Ionescu-Klainerman, see Theorem 1.17
below. The main difference is that our proof does not rely on the existence of a
bifurcation surface. We extend the Killing vector field from either the future or the
past event horizon, not from both.
Let us remark that, reversely, the result by Alexakis-Ionescu-Klainerman cannot
be applied to prove our Theorem 1.4, i.e. that compact Cauchy horizons of constant
non-zero surface gravity in vacuum spacetimes are Killing horizons. The reason is
that it is not known (in fact, it is a highly non-trivial open question) whether any
such compact Cauchy horizon can be lifted to the future or past part of a bifurcate
lightlike hypersurface in a covering vacuum spacetime. We avoid this issue by
proving the unique continuation statement directly for compact Cauchy horizons.
Before we proceed by presenting the precise statements of the main results, let
us remark that all the known examples of compact Cauchy horizons in vacuum
spacetimes have constant non-zero surface gravity. It is conceivable that this is
the case for any compact Cauchy horizon in a vacuum spacetime, see [HIW07] for
partial progress on this problem. This is however still a rather subtle open question.
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In case the spacetime metric is analytic on the other hand, Moncrief and Isenberg
have shown in their series of works that the surface gravity can, under general
assumptions, be normalised to a constant. In some special cases, they have even
been able to prove that this constant must indeed be non-zero.
1.1. Main results. Let M be a spacetime, i.e. a time-oriented connected
Lorentzian manifold, of dimension n + 1 ≥ 2. Let Σ denote a closed acausal
topological hypersurface in M . We assume that Σ has no boundary, but we do
not assume Σ to be compact. It can then be shown that D(Σ) ⊂ M is an open
globally hyperbolic submanifold and
∂D(Σ) = H− ∪H+,
where H− ∩H+ = ∅ and H± ⊂ I±(Σ), see [O’N83, Prop. 14.53].
Definition 1.1 (Cauchy horizon). We define H+ and H− to be the future and
past Cauchy horizon of Σ, respectively.
We are from now on going to let H denote the future or the past Cauchy horizon
of Σ. The following recently proven theorem is very useful for our purposes:
Theorem 1.2 ([Lar15, Cor. 1.43], [Min15, Thm. 18]). Let M and Σ be as above.
Assume that H is a compact Cauchy horizon of Σ and that (M, g) satisfies the null
energy condition, i.e. that
Ric(L,L) ≥ 0
for all lightlike vectors L ∈ TM . Then H is a smooth, totally geodesic and lightlike
hypersurface.
In the theorems below, we will assume that the null energy condition is satisfied.
We may therefore from now on assume that H is a smooth, compact and lightlike
hypersurface. Since M is time-oriented, it follows that H is two-sided and there is
a nowhere vanishing lightlike vector field tangent to H such that
∇V V = κV
for a smooth function κ on H. 1 The function κ is called surface gravity of H with
respect to V . Note that the surface gravity depends on our choice of V .
Definition 1.3. We say that the surface gravity of H can be normalised to a non-
zero constant if there is a nowhere vanishing lightlike vector field V , tangent to H,
such that
∇V V = κV
for some constant κ 6= 0.
Our first main result is the following:
Theorem 1.4 (Killing horizon). Let M and Σ be as above. Assume that M is a
vacuum spacetime, i.e. Ric = 0, and that H is a compact Cauchy horizon of Σ, with
surface gravity that can be normalised to a non-zero constant. Then H is a smooth
Killing horizon. More precisely, there is an open subset U ⊂M , containing H and
D(Σ), and a unique smooth Killing vector field W on U such that
W |H = V,
where V is as in Definition 1.3. Moreover, W is spacelike in D(Σ) close to H,
lightlike on H and timelike on U\(D(Σ) ∪H) close to H.
1 Indeed, by time-orientation, there is a nowhere vanishing timelike vector field T on M . T
is necessarily transversal to H, which implies that H is two-sided. Choose a smooth one-form β
such that β(T )|H 6= 0 and β(X) = 0 for all X ∈ TH. It follows that V := β]|H is a nowhere
vanishing vector field normal to TH. Since H is lightlike, V must be lightlike and tangent to H.
One checks that any lightlike vector field tangent to a lightlike hypersurface is pre-geodesic.
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In fact, the Killing vector field W has a rather explicit construction close to H,
see Remark 3.1. Let us compare Theorem 1.4 with the simplest example possible:
Example 1.5 (The Misner spacetime). Let
M = R× S1, g = 2dtdx− tdx2,
where t and x are the coordinates on R and S1 := R/Z, respectively. Choosing
Σ := {−1} × S1, we see that H := {0} × S1 is the future Cauchy horizon and
D(Σ) = (−∞, 0) × S1. For an illustration of the light cones and different regions,
see Figure 1. With V := ∂x|H, the surface gravity is given by κ = 12 , i.e.
∇V V = 1
2
V.
Theorem 1.4 therefore applies. Indeed, in this case we have the global Killing vector
field
W = ∂x
and U = M . The vector field ∂x is spacelike on D(Σ), lightlike on H and timelike
on M\(D(Σ) ∪H) = (0,∞)× S1.
A further important example is the Taub-NUT spacetime, see e.g. [Pet18, Ex.
2.7]. There might exist more Killing vector fields on one side of the Cauchy horizon,
which are smooth up to the horizon. Our second main result says in particular that
such Killing vector fields extend to the other side of the Cauchy horizon.
Theorem 1.6 (Extension of Killing vector fields). Let M and Σ be as above.
Assume that M is a vacuum spacetime, i.e. Ric = 0, and that H is a compact
Cauchy horizon of Σ, with surface gravity that can be normalised to a non-zero
constant. Then there is an open neighbourhood U , containing H and D(Σ), such
that if a smooth vector field Z satisfies
∇mLZg|H = 0,
for all m ∈ N0, then there is a unique Killing vector field W on U such that
∇mW |H = ∇mZ|H,
for all m ∈ N0.
The main ingredient in proving Theorem 1.4 and Theorem 1.6 is a new unique
continuation theorem for wave equations coupled to transport equations. The pre-
cise formulation is postponed to Theorem 2.5, since we need to introduce more
structure. Let us therefore simply present here the statement for wave equations
without coupling to transport equations.
Definition 1.7 (Dominant energy condition). A spacetime (M, g) is said to satisfy
the dominant energy condition if the stress energy tensor T := Ric− 12Sg satisfies
the following: For any future pointing causal vector X, the vector −T (X, ·)] is
future pointing causal (or zero).
Note that
vacuum⇒ dominant energy condition⇒ null energy condition.
Definition 1.8 (Wave operator). Let F →M be a real or complex vector bundle.
A wave operator is a linear second order differential operator acting on sections of
F with principal symbol given by the metric, i.e. it can locally be expressed as
n∑
α,β=0
−gαβ∇2eα,eβ + l.o.t.,
where (e0, . . . , en) is a local frame and ∇ is a connection on F .
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Let from now on P be a wave operator acting on sections of a real or complex
vector bundle F →M .
Theorem 1.9 (Wave equations). Let M and Σ be as above. Assume that (M, g)
satisfies the dominant energy condition and that H is a compact Cauchy horizon of
Σ, with surface gravity that can be normalised to a non-zero constant. Then there
is an open neighbourhood U , containing H and D(Σ), such that if u ∈ C∞(M,F )
satisfies
Pu = 0 on U,
∇mu|H = 0
for all m ∈ N0, then
u|U = 0.
Remark 1.10. Theorem 1.9 says, in particular, that one can predict solutions to
linear wave equations beyond any compact Cauchy horizon of constant non-zero
surface gravity in a spacetime satisfying the dominant energy condition.
Theorem 1.9 relies heavily on our assumption that κ 6= 0. In fact, in case κ = 0,
then linear waves are not predictable beyond the Cauchy horizon in general:
Example 1.11 (Unique continuation fails for vanishing surface gravity). Consider
the spacetimes
M = R× S1, g = 2dtdx− tmdx2
for m ∈ N. By Example 1.5, we know that the assumptions of Theorem 1.9 are
satisfied if m = 1. A simple calculation with V := ∂x|H shows that for m ≥ 2 we
have
∇V V = 0,
i.e. the surface gravity vanishes. We now show that the conclusion in Theorem 1.9
actually fails for m ≥ 2. The d’Alembert operator is given by  = −∂t(tm∂t+2∂x).
Again it is easy to see that H = {0} × S1 is the future Cauchy horizon of Σ :=
{−1} × S1. Consider the smooth function
u(t, x) :=
{
e−
1
t t > 0,
0 t ≤ 0.
By construction, u(t, ·) = 0 for any t ≤ 0 and u(t, ·) 6= 0 for any t > 0. Note that
u+
(
(m− 2)tm−1 + tm−2) ∂tu = 0.
If m ≥ 2, this is a wave equation with smooth coefficients. We conclude that unique
continuation is false in general for compact Cauchy horizons of vanishing surface
gravity.
Remark 1.12. It is interesting to note that the spacetimes (M, g) in the previous
example are flat if and only if m = 1, which happens if and only if the surface
gravity is non-zero. As already mentioned, all known examples of compact Cauchy
horizons in vacuum spacetimes have constant non-zero surface gravity and fulfil the
assumptions of Theorem 1.4, Theorem 1.6 and Theorem 1.9.
Let us now explain why a version of Hawking’s local rigidity theorem without
analyticity, proven by Alexakis-Ionescu-Klainerman in [AIK10a, Thm. 1.1], follows
directly from our Theorem 1.4. We begin by introducing the necessary notions for
the definition of stationary black hole spacetimes.
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Definition 1.13 (Asymptotically flat hypersurface). The spacetime (M, g) is said
to possess an asymptotically flat end if M contains a spacelike hypersurface Sext
with a diffeomorphism
ϕ : Sext → Rn\B(R),
where B(R) is the open ball of radius R > 0, such that the induced first and second
fundamental forms (γ,K) on Sext satisfy
(ϕ∗γ)ij − δij ∈ Ok(r−α),
(ϕ∗K)ij ∈ Ok−1(r−1−α),
for some α > 0 and some integer k > 1, where f ∈ Ok(r−α) if ∂i1 . . . ∂ilf ∈
O(r−α−l) for all l ≤ k.
The precise rate of decay is not important for the results here.
Definition 1.14. We call a spacetime M containing an asymptotically flat hyper-
surface Sext a stationary asymptotically flat spacetime if there exists a complete
Killing vector field K on M which is timelike along Sext. Let φt : M → M denote
the flow of K. We define the exterior region as
Mext := ∪tφt(Sext)
and the domain of outer communication as
〈〈Mext〉〉 := I+(Mext) ∩ I−(Mext).
The black hole region is defined as
B := M\I−(Mext)
and the black hole event horizon as H+bh := ∂B. Similarly, the white hole region is
defined as
W := M\I+(Mext)
and the white hole event horizon as H−bh := ∂W.
Let us for simplicity of presentation assume thatW = ∅, i.e. that M = I+(Mext).
In particular, the past event horizon is empty. Some regularity assumption is in
order. We have chosen to follow [CC08, Def. 1.1] and restrict, for simplicity, to one
asymptotically flat end.
Assumption 1.15. Let (M, g) be a stationary asymptotically flat vacuum space-
time, i.e. Ric = 0, with
M = I+(Mext),
where Mext is the exterior region as in Definition 1.14. Assume that there is a
closed spacelike hypersurface S ⊃ Sext in M , with boundary ∂S, such that S\Sext
is compact and such that ∂S is a compact cross-section in H+bh, i.e. any generator
(lightlike integral curve) of H+bh intersects ∂S precisely once. Assume also that
〈〈Mext〉〉 is a globally hyperbolic spacetime and that S is achronal in 〈〈Mext〉〉.
Since H−bh = ∅, let us write Hbh := H+bh. The following theorem is a special case
of [CC08, Thm. 4.11], which is based on [CDGH01].
Theorem 1.16 ([CC08, Thm. 4.11]). If Assumption 1.15 holds, then Hbh is a
smooth null hypersurface in M .
Note that this theorem is analogous to Theorem 1.2 for compact Cauchy hori-
zons. We may therefore use the same definition of constant non-zero surface gravity
as Definition 1.3. We will prove the following version of Hawking’s local rigidity
theorem for smooth stationary black hole spacetimes:
8 OLIVER LINDBLAD PETERSEN
Theorem 1.17 (Killing event horizon). In addition to Assumption 1.15, assume
that the surface gravity of Hbh can be normalised to a non-zero constant. Then Hbh
is a smooth Killing horizon. More precisely, there exists a Killing vector field W ,
defined on an open neighbourhood U of Hbh, such that
W |Hbh = V.
Moreover, the neighbourhood U is invariant under the flow of the stationary Killing
vector field K.
Remark 1.18. Note that we make no further assumptions neither on the spacetime
dimension nor on the topology of the event horizon.
Essentially the statement of Theorem 1.17 is due to Alexakis-Ionescu-
Klainerman, by applying [AIK10a, Thm. 1.1] to stationary black holes, in space-
time dimension 4 with spherical cross-section topology. See also the refined result
by Ionescu-Klainerman [IK13, Thm. 4.1], for general topology of the cross-section.
It seems reasonable that their proof also goes through in higher dimensions. The
proof of Alexakis-Ionescu-Klainerman relies on the existence of a bifurcation sur-
face, i.e. that the future and past event horizons intersect transversally in a smooth
surface. Under this assumption, the authors show that they may normalise the
surface gravity to a non-zero constant, c.f. also [RW96].
We want to emphasise that our method to prove Theorem 1.17 does not use the
existence of a bifurcation surface. We prove that an open neighbourhood of the
event horizon can be viewed as a covering space over a neighbourhood of a compact
Cauchy horizon (this observation is due to [FRW99]). Theorem 1.17 then follows
as a corollary from Theorem 1.4. We thus obtain an alternative proof of Hawking’s
local rigidity theorem for smooth stationary asymptotically flat vacuum black holes,
with event horizons of constant surface gravity, relying on a unique continuation
theorem which is independent of that by Alexakis-Ionescu-Klainerman.
1.2. Strategy of the proofs. Let us start by recalling how the Killing vector
field was constructed in [PR18] on the globally hyperbolic side of the Cauchy hori-
zon. This will clarify the difficulty in extending the Killing vector field beyond
the Cauchy horizon. The first step is to construct a vector field Z which solves
the Killing equation up to any order at the Cauchy horizon. This computation
was the main novelty in [PR18], generalising classical work by Moncrief-Isenberg
[MI83]. The Killing vector field was then constructed on the globally hyperbolic
region D(Σ) by solving the linear wave equation
∇∗∇W = 0, (1)
∇mW |H = ∇mZ|H (2)
for any m ∈ N0. The solvability of the system (1-2) on D(Σ) ∪ H was guaranteed
by [Pet18, Thm. 1.6], in which the author proved that linear wave equations can
be solved on D(Σ) given initial data on H. Using Ric = 0, a direct consequence of
(1-2) is that the Lie derivative LW g solves the homogeneous wave equation
∇∗∇LW g − 2Riem(LW g) = 0, (3)
∇mLW g|H = 0
for any m ∈ N0, where Riem(LW g) is a certain linear combination of LW g and
the curvature tensor. The uniqueness part of [Pet18, Thm. 1.6] then proves that
LW g = 0 on D(Σ), which means that W is a Killing vector field on D(Σ) ∪H.
Now, [Pet18, Thm. 1.6] relies strongly on the fact that D(Σ) is globally hyper-
bolic. It is not at all clear how to solve the wave equation (1) beyond H, since the
spacetime contains closed causal curves beyond H. However, the main result of this
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paper states that unique continuation for linear wave equations still holds beyond
H, though existence may not hold. If we knew that some suitable extension of W
had the property that LW g satisfies a system of linear homogeneous wave equations
like (3), then our unique continuation theorem would imply that LW g = 0, which
is what we want to prove. Note that since (3) relied on (1), we cannot use (3). Re-
markably, such a system of linear homogeneous wave equations, coupled to linear
transport equations, was recently discovered by Ionescu-Klainerman in [IK13, Prop.
4.10]. This means that our unique continuation theorem will be enough to extend
the Killing vector field, we do not need to prove any existence theorem beyond the
Cauchy horizon.
We start out in Subsection 2.1 by recalling the construction of a so called “null
time function”. This is a certain foliation of a two-sided neighbourhood of the
Cauchy horizon, which we essentially constructed in our earlier work [Pet18]. The
most general form of our unique continuation statement, Theorem 2.5, is formulated
in terms of the null time function in Subsection 2.2.
The rest of Section 2 is devoted to the proof of Theorem 2.5 and its special
case Theorem 1.9. The main ingredient in the proof is our singular Carleman
estimate, Theorem 2.8. Let us briefly introduce the estimate here, the details are
in Subsection 2.3. Denoting the null time function t with H = t−1(0), we consider
the conjugate wave operator
αu := t−α(tαu),
where α is any large enough integer and  := ∇∗∇ is the connection-d’Alembert
wave operator. The goal is to prove the Carleman estimate
‖αu‖L2 ≥ C ‖u‖H1α ,
or equivalently ∥∥t−αu∥∥
L2
≥ C ∥∥t−αu∥∥
H1α
,
where ‖·‖H1α is a certain Sobolev norm with a weight dependent on α. The Carleman
estimate is the main analytic novelty needed and the unique continuation theorem
follows from this by standard methods.
The first step in proving a Carleman estimate is to split the conjugate operator
α into formally self-adjoint and anti-self-adjoint partssα andaα. Up to negligible
terms, we prove that
sα ≈ −
α2
t
,
aα ≈ −
2α
t
∇grad(t).
By the equality
‖αu‖2L2 = ‖sαu‖2L2 + ‖aαu‖2L2 + 〈aαu,sαu〉L2 + 〈sαu,aαu〉L2
= ‖sαu‖2L2 + ‖aαu‖2L2 + 〈(sαaα −aαsα)u, u〉L2 , (4)
it is clear that the crucial term to estimate is
〈[sα,aα]u, u〉L2 ≈
〈[
− α
2
t
,−2α
t
∇grad(t)
]
u, u
〉
L2
. (5)
One main difficulty is to prove a lower bound for this term close to H, i.e. for
t ∈ (−, ), where  > 0 is small. Surprisingly, it turns out that this can be done
without any further assumptions concerning the geometry of the Cauchy horizon
or the dimension of the spacetime.
The proof is based on computing the asymptotic behaviour of the spacetime
metric as t → 0, i.e. close to the horizon. We perform a fine analysis of the
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asymptotic behaviour of each component of the metric with respect to a suitable
frame in Subsection 2.4. As one might expect from commuting  with ∇grad(t),
the Hessian of the null time function also plays an important role. We prove that
the Hessian of the null time function can be computed up to quadratic errors in t
as t → 0. Due to the singular structure of the weight function, this is enough to
prove the Carleman estimate in Subsection 2.5. Our estimate can easily be coupled
with a corresponding one for transport equations. Using the coupled Carleman
estimates with α→∞, we prove the unique continuation statement, Theorem 2.5,
in Subsection 2.6.
There are two important differences to standard Carleman estimates, like
Ho¨rmander’s classical theorem [Ho¨r85, Thm. 28.3.4]. The weight function t−α
is singular at t = 0 and is defined along the entire hypersurface H and not just
in a small open subset in H. Since H is lightlike (characteristic), the argument
would fail if the weight function did not satisfy both these properties. Indeed,
Ho¨rmander’s theorem does not apply to lightlike hypersurfaces.
We now briefly explain how to apply our results to stationary black hole space-
times. Any stationary vacuum black hole spacetime with an event horizon of con-
stant non-zero surface gravity can be viewed as a covering space over a vacuum
spacetime with a compact Cauchy horizon, see [FRW99]. The Cauchy horizon is
lifted to the future or the past event horizon in the covering black hole space-
time. However, not every vacuum spacetime with a compact Cauchy horizon can
be covered by a black hole spacetime. One such example is the classical Taub-NUT
spacetime. Remarkably, extending the Killing vector field beyond the Cauchy hori-
zon corresponds exactly to extending the Killing vector field to the domain of outer
communications in the black hole spacetime close to the event horizon.
In Section 3 we combine our unique continuation theorem with the method of
Ionescu-Klainerman [IK13] and construct a Killing vector field on both sides of the
Cauchy horizon, proving Theorem 1.6. Combining [PR18, Thm. 2.1] with Theorem
1.6, we conclude Theorem 1.4. Using the observation described above, we obtain
Theorem 1.17 as a corollary of Theorem 1.4.
2. The unique continuation theorem
The purpose of this section is to present and prove our unique continuation
theorem for linear wave equations coupled to linear transport equations, Theorem
2.5. Since we want to apply the theory to both Cauchy horizons and event horizons,
it will be convenient to prove the theorem for a compact lightlike hypersurface N of
constant non-zero surface gravity. We do not assume that N is a Cauchy horizon.
Assumption 2.1. Assume that N ⊂M is a non-empty, smooth, compact (without
boundary), lightlike hypersurface with surface gravity that can be normalised to a
non-zero constant. Assume moreover that
Ric(V,X) = 0
for all X ∈ TN , where Ric is the Ricci curvature of M .
Throughout this section, let N satisfy Assumption 2.1. We will later apply the
results of this section to compact Cauchy horizons with N = H. Since event
horizons of black holes are non-compact, we will first need to take a certain quotient
of the event horizon using the stationary Killing field and then apply the results
with N = Hbh/∼.
2.1. The null time function. In order to formulate the unique continuation the-
orem, we need to construct a certain foliation of an open neighbourhood of N .
We follow the strategy developed by the author in [Pet18, Prop. 3.1], with slight
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modifications. The main difference is that in [Pet18, Prop. 3.1] the neighbourhood
was one-sided, whereas here it will be two-sided.
Recall that V is a nowhere vanishing lightlike vector field tangent to N , such
that ∇V V = κV for some non-zero constant κ. By substituting V by 12κV , we may
assume from now on that κ = 12 . We may also without loss of generality choose the
time orientation so that V is past directed.
Proposition 2.2 (The null time function). There is an open subset U ⊂ M con-
taining N , which is diffeomorphic to (−, ) × N , such that the projection of the
first component
t : U → (−, ) (6)
has the following properties: ∂t is a nowhere vanishing future pointing lightlike
geodesic vector field on U and
t−1(0) = N,
g(∂t, V )|N = 1,
g(∂t, X)|N = 0
for all X ∈ E, where E is the vector bundle
E := {X ∈ TN : ∇XV = 0}.
In fact, these properties uniquely determine the function t.
Compare Proposition 2.2 with Example 1.5 and Figure 1.
Definition 2.3. Given a small enough  > 0, we call the function t given by
Proposition 2.2 the null time function associated to N .
The value of  > 0 will be changed a finite amount of times throughout Section
2 without explicitly mentioning it.
Proof. We begin by proving that the null second fundamental form of N vanishes,
i.e. that N is totally geodesic. This follows a standard argument. Since V is a
nowhere vanishing vector field, the quotient vector bundle
TN/RV
is well-defined. The null Weingarten map, defined by
b : TN/RV → TN/RV ,
[X] 7→ [∇XV ],
is well-defined since ∇V V = 12V . Rescaling the integral curves of V to geodesics,
one observes that the lightlike geodesics are complete in the positive direction of
V , i.e. they are past complete (since V is past directed). It then follows by [Gal04,
Prop. 3.2] that θ := tr(b) ≤ 0 everywhere. By [Lar15, Lem. 1.3], there is a
Riemannian metric σ on N such that the induced volume form dµσ satisfies
LV dµσ = −θdµσ.
Since θ ≤ 0, it follows that the total volume ofN measured by σ grows along the flow
of V . But since N is a compact hypersurface which is mapped diffeomorphically
into itself, the volume stays constant and we conclude that θ = 0. From the
Raychaudhuri equation [Gal04, Eq. (A.5)] and since Ric(V, V )|N = 0, it now
follows that also the trace-free part of b vanishes. We conclude that b = 0, i.e. that
g(∇XV, Y ) = 0
for all X,Y ∈ TN .
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It follows that there is a smooth one-form ω on N such that
∇XV = ω(X)V
for all X ∈ TN . Hence E = kerω, which proves that E is a vector bundle. Since
∇V V = 12V , we know that V is nowhere in E. We obtain the split
TN = RV ⊕ E. (7)
Since N is a lightlike hypersurface, it follows that E ⊂ TN ⊂ TM |N is a Riemann-
ian subbundle. Therefore E⊥ ⊂ TM |N is a Lorentzian subbundle. Recall that,
by assumption, M is time-oriented. This means that there is a nowhere vanishing
timelike vector field T along N . Projecting T onto E⊥ gives a nowhere vanish-
ing vector field T⊥, which is transversal to TN . This implies that E⊥ is a trivial
Lorentzian vector bundle spanned by V and T⊥. Since V is past directed by as-
sumption, there is a unique nowhere vanishing future pointing lightlike vector field
L along N such that g(L, V ) = 1 and g(L,X) = 0 for any X ∈ E.
Let us now solve the geodesic equation from N in the direction of −L and L.
More precisely, define the map
F : (−, )×N →M,
(s, p) 7→ exp |p(Ls).
Since N is compact, there is a small  > 0 such that F is a diffeomorphism onto its
image U . Considering the first component of the inverse map, we get the uniquely
determined time function
t : U → (−, ).
In particular, we get a diffeomorphism
U = t−1(−, ) ∼= (−, )×N,
where U is an open subset of M containing N . By construction, we have ∇∂t∂t = 0,
g(∂t|N , V ) = g(L, V ) = 1 and ∂t|N = L ⊥ E, as claimed 
From now on, we identify any subset of the form (−, )×N with the open subset
t−1(−, ) ⊂M . Moreover, we identify {0} ×N with N .
Remark 2.4. Using the canonical identification
T ((−, )×N) ∼= R∂t ⊕ TN
and (7), we may identify
T ((−, )×N) ∼= R∂t ⊕ RV ⊕ E (8)
in the canonical way. In particular, from now on we think of V as a vector field
on (−, ) × N and of E as a vector bundle over (−, ) × N . Whenever we write
X ∈ E, we mean that X is a smooth vector field on (−, )×N such that X|p ∈ E
for every p ∈ (−, )×N . Note that
[∂t, V ] = 0,
[∂t, X] ∈ E,
for any smooth vector field X ∈ E. Both ∂t|N and V |N are lightlike and the metric
on E|N is positive definite. Let us shrink  if necessary to make sure that g is
positive definite on E everywhere in (−, )×N .
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2.2. Formulating the theorem. We may now formulate our unique continuation
theorem for linear wave equations, coupled to linear transport equations, in terms of
the null time function of the previous subsection. Let F →M be a real or complex
vector bundle and let a be a positive definite symmetric or hermitian metric on F .
For any subset U ⊂M , let
C∞(U , F )
denote the smooth sections in F defined on U . Assume that ∇ is a compatible
connection, i.e. assume that
∇a = 0.
We may consider ∇ as a differential operator
∇ : C∞(M,F )→ C∞(M,T ∗M ⊗ F ).
The formal adjoint ∇∗ of ∇ is given by
∇∗T = −div(T ).
We define the linear wave operator
 := ∇∗∇.
In a local frame, we may express  as
 = −gαβ(∇eα∇eβ −∇∇eαeβ ).
Let us from now on use the notation
∇t := ∇∂t .
and let us define ∣∣∇¯u∣∣2 := n∑
i,j=2
gija(∇eiu,∇eju), (9)
expressed in some local frame e2, . . . , en of E. Since E ⊂ TM is a vector subbundle
on (−, )×N , the definition of ∣∣∇¯u∣∣ is independent of the choice of local frame. By
Remark 2.4, the metric g is positive definite on E, which shows that the right hand
side of (9) is indeed non-negative. The following is our main unique continuation
theorem.
Theorem 2.5 (Unique continuation). Let M and N satisfy Assumption 2.1 and
let F1, F2 →M be real or complex vector bundles, equipped with compatible positive
definite metrics and connections. There is an  > 0, such that if u1 ∈ C∞((−, )×
N,F1) and u2 ∈ C∞((−, )×N,F2) satisfy
|u1|+ |∇tu2| ≤ C|t|
( |∇V u1|+ |u1|+ |u2| )+ C( |∇tu1|+ ∣∣∇¯u1∣∣ ) (10)
for some constant C > 0 and
(∇t)mu1|N = 0,
(∇t)mu2|N = 0
for all m ∈ N, then
u1 = 0,
u2 = 0
on (−, )×N . The constant C in (10) is allowed to depend on u1 and u2, whereas
 is independent of u1, u2 and C.
Remark 2.6. Setting u1 = 0 or u2 = 0 in Theorem 2.5 gives unique continuation
theorems for linear wave equations and linear transport equations, respectively.
Let us prove Theorem 1.9, which is a simple consequence of Theorem 2.5.
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Proof of Theorem 1.9. By assumption, there are smooth homomorphism fields A
and B of F , such that
u+A(∇u) +Bu = 0.
By the split (8), we obtain the pointwise estimate
|u| ≤ C( |∇tu|+ |∇V u|+ ∣∣∇¯u∣∣+ |u| ).
Applying Theorem 2.5 with u1 := u and u2 = 0 completes the proof. 
Remark 2.7. Recall from Example 1.11 that the smooth function
u(t, x) :=
{
e−
1
t t > 0,
0 t ≤ 0.
satisfies the equation
u+
(
1− 1
t
)
∂tu = 0
on the Misner spacetime, M = R×S1 with g = 2dtdx+tdx2. Hence our assumption
(10) is sharp in the sense that unique continuation is false in general for bounds of
the form
|u| ≤ C|t| |∇tu| .
Theorem 2.5 will be a consequence of the Carleman estimate formulated in the
next subsection.
2.3. The Carleman estimate. Given a real or complex vector bundle F → M
with positive definite metric a and compatible connection ∇, let us define the vector
space
C∞∗ ((−, )×N,F ) := {u ∈ C∞c ((−, )×N,F ) : (∇t)mu|N = 0 ∀m ∈ N0}.
In other words, C∞∗ ((−, )×N,F ) denotes the compactly supported sections such
that the section and all transversal derivatives vanish at N .
It turns out that a certain norm on C∞∗ ((−, )×N,F ) is relevant for the Car-
leman estimates. For this, we first define the L2-inner product as
〈u, v〉L2 :=
∫
(−,)×N
a(u, v)dµg,
where u, v ∈ C∞c ((−, )×N,F ) and dµg is the induced volume form. This induces
the L2-norm
‖u‖L2 :=
√
〈u, u〉L2 .
We use the notation ∥∥∇¯u∥∥
L2
:=
∥∥∣∣∇¯u∣∣∥∥
L2
,
where
∣∣∇¯u∣∣ is defined in (9). For any α ∈ N, define the norm
‖u‖2H1α :=
∥∥∥∥1t∇grad(t)u
∥∥∥∥2
L2
+
∥∥∥∥1t∇V u
∥∥∥∥2
L2
+
∥∥∇¯u∥∥2
L2
+
∥∥∥αu
t
∥∥∥2
L2
on C∞∗ ((−, )×N,F ). The norm is well-defined though the coefficients are singular,
since any section C∞∗ decays faster than any t
m as t→ 0.
Theorem 2.5 will be proven in Subsection 2.6 using the following two Carleman
estimates.
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Theorem 2.8 (The Carleman estimate for linear wave operators). Let M and N
satisfy Assumption 2.1 and let F → M be a real or complex vector bundle. There
are constants , α0, C > 0, such that∥∥t−αu∥∥
L2
≥ √αC ∥∥t−αu∥∥
H1α
for all u ∈ C∞∗ ((−, )×N,F ) and all integers α ≥ α0.
Let us emphasise that the constant C in Theorem 2.8 is independent of α and
u. We prove Theorem 2.8 in the next two subsections.
Proposition 2.9 (The Carleman estimate for linear transport operators). Let M
and N satisfy Assumption 2.1. There is an  > 0 such that∥∥t−α∇tu∥∥L2 ≥ α ∥∥t−α−1u∥∥L2 ,
for all u ∈ C∞∗ ((−, )×N,F ) and all integers α ≥ 0.
The proof of Proposition 2.9 is rather simple.
Proof of Proposition 2.9. Note that the formal adjoint of ∇t is given by
(∇t)∗ = −∇t − div(∂t).
Using that div(∂t) is smooth up to t = 0, we compute∥∥t−α∇t(tαu)∥∥2L2 = ∥∥∥∇tu+ αt u∥∥∥2L2
= ‖∇tu‖2L2 + α2
∥∥∥u
t
∥∥∥2
L2
+
〈
∇tu, α
t
u
〉
L2
+
〈α
t
u,∇tu
〉
L2
= ‖∇tu‖2L2 + α2
∥∥∥u
t
∥∥∥2
L2
+
〈α
t
∇tu−∇t
(α
t
u
)
, u
〉
L2
−
〈
div(∂t)
α
t
u, u
〉
L2
≥ ‖∇tu‖2L2 + (α+ α2)
∥∥∥u
t
∥∥∥2
L2
− Cα
∥∥∥u
t
∥∥∥2
L2
≥ α2
∥∥∥u
t
∥∥∥2
L2
,
if
 ≤ 1
C
.
Substituting u with t−αu finishes the proof. 
2.4. Properties of the null time function. In order to prove the Carleman
estimate, Theorem 2.8, the first step is to compute asymptotic properties of the
metric in terms the null time function as t→ 0. Recall the canonical splitting (8),
i.e.
T ((−, )×N) ∼= R∂t ⊕ RV ⊕ E, (11)
which implies that
[∂t, V ] = 0,
[∂t, X] ∈ E
for any smooth vector field X ∈ E. Recall also that we identify the hypersurface
{0} ×N with N .
Lemma 2.10. For any smooth vector field X in E, we have
[V,X] ∈ E
on (−, )×N .
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Proof. The proof relies on our assumption that
Ric(V, Y )|t=0 = 0
for all Y ∈ TN . By the proof of Proposition 2.2, there is a smooth one-form ω on
N such that
∇Y V |t=0 = ω(Y )V |t=0
for all Y ∈ TN . Recall that E|t=0 = ker(ω) and, by Proposition 2.2, that
g|t=0 =
0 1 01 0 0
0 0 g¯
 ,
with respect to the splitting (11), where g¯ is the induced positive definite metric
on E. We first show that [V,X]|t=0 ∈ E. Since [V,X]|t=0 ∈ TN , it follows that
[V,X]|t=0 ∈ E if and only if ∇[V,X]V |t=0 = 0. We already know that ∇[V,X]V |t=0
is proportional to V . It is therefore sufficient to prove that g(∇[V,X]V, ∂t)|t=0 = 0
in order to conclude that [V,X]|t=0 ∈ E. Using that ∇Y V |t=0 = ω(Y )V |t=0 for all
Y ∈ TN and ∇V V |t=0 = 12V |t=0, we have
0 = Ric(X,V )|t=0
= R(∂t, X, V, V )|t=0 +R(V,X, V, ∂t)|t=0 + trg¯ (R(·, X, V, ·)) |t=0
= g(∇V∇XV, ∂t)|t=0 − g(∇X∇V V, ∂t)|t=0 − g(∇[V,X]V, ∂t)|t=0
+ trg¯
(
g(∇·∇XV, ·)|t=0 − g(∇X∇·V, ·)|t=0 − g(∇[·,X]V, ·)|t=0
)
= −g(∇[V,X]V, ∂t)|t=0.
This shows [V,X]|t=0 ∈ E, as claimed.
Let e2, . . . , en be a local frame of E, defined on (−, )×U for some open subset
U ⊂ N , such that [∂t, ei] = 0. We show that [V, ei] ∈ E on (−, ) × U , for each i.
The Jacobi identity implies that
[∂t, [V, ei]] = [V, [∂t, ei]] + [ei, [V, ∂t]] = 0.
Writing [V, ei] = f1V +
∑n
j=2 fjej , we conclude that
0 = [∂t, [V, ei]] = (∂tf1)V +
n∑
j=2
(∂tfj)ej ,
which implies that all fj are independent of t. Since [V, ei]|t=0 ∈ E, we conclude
that f1 = 0 and hence [V, ei] ∈ E. Now, for a general vector field X =
∑n
i=2Xiei ∈
E, we conclude that
[V,X] =
n∑
i=2
(∂VXi)ei +Xj [V, ei] ∈ E,
as claimed. 
We now turn to the asymptotic behaviour of the spacetime metric close to t = 0.
It will be convenient to use the following notation.
Notation 2.11. Let φ denote any smooth function or tensor defined on some subset
(−, )× U ,
where U ⊂ N is an open subset. It will be clear from the context what type of
tensor φ denotes. For the special case of smooth vector fields in E, it turns out
convenient to use a separate notation. Let Z denote a smooth vector field defined
on some (−, )× U , such that
Z ∈ E
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on (−, ) × U . We will use the notation φ and Z whenever the exact form is not
important, the value of φ and Z may change from term to term. By (8), any smooth
vector field X on (−, )× U may be expressed as
X = φ∂t + φV + Z,
where φ here denotes some smooth functions. If, for example, we have the additional
information that X|t=0 ∈ TN , then we may write (in spirit of Taylor’s theorem)
X = φt∂t + φV + Z
to emphasise this.
At this point, it might seem natural to express the metric with respect to the
splitting (8). As it turns out, it is far more convenient to work in an slightly more
orthogonal frame. In the next proposition, we therefore use grad(t) instead of ∂t.
Proposition 2.12 (The components of the metric). There is an  > 0, such that
grad(t) is transversal to the hypersurfaces {t} × N for t ∈ (−, )\{0} and the
spacetime metric is given by
g =
t 0 00 −t 0
0 0 g¯
+
φt2 0 00 φt2 φt2
0 φt2 0
 ,
g−1 =
 1t 0 00 − 1t 0
0 0 g¯−1
+
φ 0 00 φ φt
0 φt φt2
 ,
with respect to the splitting
T ((−, )×N)|t 6=0 = Rgrad(t)⊕ RV ⊕ E. (12)
Here, g¯ is a smooth family of positive definite metrics on E. Moreover, we have
grad(t) = (t+ φt2)∂t + (1 + φt)V + tZ, (13)
g(V, ∂t) = 1.
Equation (13) implies that grad(t)|t=0 ∈ TN . Therefore the splitting (12) does
not extend to t = 0.
Proof. Recall that [∂t, V ] = 0 by construction. By Proposition 2.2, we know that
g(V, ∂t)|t=0 = 1. Since
∂tg(V, ∂t) = g(∇tV, ∂t) + g(V,∇t∂t)
=
1
2
∂V g(∂t, ∂t)
= 0,
we conclude that g(V, ∂t) = 1. Using this and our assumption ∇V V |t=0 = 12V |t=0,
we compute that
∂tg(V, V )|t=0 = 2g(∇tV, V )|t=0
= −2g(∂t,∇V V )|t=0
= −1.
Recall that g(V, V )|t=0 = 0. Compactness of N and Taylor’s theorem imply there-
fore
g(V, V ) = −t+ φt2,
as claimed.
Note that
g(grad(t), X) = dt(X) = 0
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for all vectors X tangent to {t} × N for any t ∈ (−, ). In other words, grad(t)
is orthogonal to any hypersurface {t} × N . Since N = {0} × N ⊂ M is lightlike,
it follows that grad(t)|t=0 ∈ TN is lightlike and therefore grad(t)|t=0 = fV |t=0 for
some smooth function f on N . Using g(V, ∂t)|t=0 = 1, we conclude that
f = g(grad(t), ∂t)|t=0 = 1.
Let now ψ be the smooth function such that grad(t) − ψ∂t ∈ T ({t} × N), for all
t ∈ (−, ). We already know that ψ|t=0 = 0 and we compute
∂tψ|t=0 = ∂tg(grad(t), ψ∂t)|t=0
= ∂tg(grad(t), grad(t))|t=0
= 2g(∇tgrad(t), V )|t=0
= 2∂tg(grad(t), V )|t=0 − 2g(V,∇tV )|t=0
= −∂tg(V, V )|t=0
= 1.
Taylor’s theorem implies that ψ = t + φt2, which yields the expression (13) for
grad(t). We conclude that
g(grad(t), grad(t)) = ψ = t+ φt2.
Since g(V,X)|t=0 = 0 for any smooth vector field X ∈ E, it only remains to
show that ∂tg(V,X)|t=0 = 0. By Lemma 2.10, we know that [V,X], [∂t, X] ∈ E.
Using this, we compute
∂tg(V,X)|t=0 = g(∇tV,X)|t=0 + g(V,∇tX)|t=0
= g(∇V ∂t, X)|t=0 + g(V,∇X∂t)|t=0
= −g(∂t,∇VX)|t=0 − g(∇XV, ∂t)|t=0
= −g(∂t, [V,X])|t=0 − 2g(∇XV, ∂t)|t=0
= 0,
since ∂t|t=0 ⊥ E.
This completes the computation of the spacetime metric g. In order to compute
the asymptotics for the inverse, let us write
g = A(t) +B(t2),
where
A(t) =
t 0 00 −t 0
0 0 g¯
 , B(t2) =
φt2 0 00 φt2 φt2
0 φt2 0
 .
Shrinking  if necessary, we can ensure that A−1(t)B(t2) is sufficiently small for the
following computation.
g−1 =
(
id +A−1B
)−1
A−1
=
∞∑
n=0
(−A−1B)nA−1
= A−1 −A−1BA−1 + Ωt2,
where Ω is a matrix with coefficients which are smooth on (−, ) × N . Carrying
out the matrix multiplication completes the proof. 
Though we did not assume that N was a Cauchy horizon, we have the following
consequence of Proposition 2.12:
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Corollary 2.13. There is a closed acausal hypersurface Σ ⊂ M , diffeomorphic to
N , for which N is the future Cauchy horizon.
Proof. We define Σ := {τ} × N with τ ∈ (−, 0) with |τ | small enough to ensure
that g(V, V )|(2τ,0)×N > 0 and g(grad(t), grad(t))|(2τ,0)×N < 0. It follows from
Proposition 2.12 that such a τ exists and that the hypersurfaces {t} × N with
t ∈ (2τ, 0) are spacelike. Hence t is a strictly monotone function along causal
curves in (2τ, 0)×N , which implies that all hypersurfaces {t} ×N are acausal for
all t ∈ (2τ, 0).
By compactness of N , any inextendible causal curve through Σ intersects {t}×N
for all t ∈ (2τ, 0). It follows that (−2τ, 0) × N is a globally hyperbolic spacetime
with Cauchy hypersurface Σ, i.e.
(−2τ, 0)×N = D(Σ).
The future boundary of D(Σ) is the Cauchy horizon N , which we here identify with
{0} ×N . 
Corollary 2.13 will be useful in proving Theorem 1.17, since we may now apply
[PR18, Thm. 1.2] to vacuum spacetimes without further assumptions on N than
those in Assumption 2.1.
The operator 1t∇V will turn out to play an essential role in the Carleman esti-
mate. Using Proposition 2.12, we may compute its formal adjoint close to t = 0.
Corollary 2.14. We have(
1
t
∇V
)∗
= −
(
1
t
∇V
)
+ φ.
Proof. By Proposition 2.12, we have
div(V )|t=0 = g(∇tV, V )|t=0 + g(∇V V, ∂t)|t=0 +
n∑
i,j=2
g(∇eiV, ej)|t=0
= ∂V g(∂t, V )|t=0
= 0.
By Taylor’s theorem, we conclude that div(V ) = φt. Using ∇a = 0, this implies(
1
t
∇V
)∗
= −
(
1
t
∇V
)
− div
(
V
t
)
= −
(
1
t
∇V
)
+
1
t2
g(grad(t), V )− 1
t
div(V )
= −
(
1
t
∇V
)
+ φ,
as claimed. 
We may now compute the Hessian of the null time function close to t = 0.
Proposition 2.15 (Hessian of the null time function). With respect to the splitting
T ((−, )×N)|t 6=0 = Rgrad(t)⊕ RV ⊕ E, (14)
the Hessian of the null time function is given by
Hess(t) =
 t2 0 00 − t2 0
0 0 φt
+Bt2,
where the coefficients of the 2-tensor B with respect to (14) are smooth up to t = 0
on (−, )×N .
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Note in particular that B(grad(t), grad(t)) is smooth up to t = 0. We do not
claim that for example B(∂t, ∂t) is smooth up to t = 0.
Proof of Proposition 2.15. Proposition 2.12 and especially equation (13) are the
essential ingredients in the proof. For any smooth vector field X, we have
Hess(t)(X, grad(t)) = g(∇Xgrad(t), grad(t))
=
1
2
∂Xg(grad(t), grad(t))
=
1
2
∂X(t+ φt
2).
It follows that
Hess(t)(grad(t), grad(t)) =
t
2
+ φt2,
Hess(t)(V, grad(t)) = φt2,
Hess(t)(Y, grad(t)) = φt2,
for any smooth vector field Y in E. Note that
[V, grad(t)] = φt2∂t + φtV + tZ.
We get
Hess(t)(V, V ) = g(∇V grad(t), V )
= g([V, grad(t)], V ) +
1
2
∂grad(t)g(V, V )
= φt2g(∂t, V ) + φtg(V, V ) + tg(Z, V ) +
1
2
∂grad(t)(−t+ φt2)
= − t
2
+ φt2.
We also get
Hess(t)(Y, V ) = g(∇Y grad(t), V )
= −g(grad(t),∇Y V )
= (−t+ φt2)g(∂t,∇Y V ) + (−1 + φt)g(V,∇Y V ) + tg(Z,∇Y V )
= −1
2
∂Y g(V, V ) + φt
2
= −1
2
∂Y (−t+ φt2) + φt2
= φt2,
where Y is a smooth vector field in E. The last component of the Hessian is verified
just by noting that
Hess(t)(Y1, Y2)|t=0 = g(∇Y1grad(t), Y2)|t=0
= g(∇Y1V, Y2)|t=0
= 0.
This completes the proof. 
Let us briefly explain the main role of Proposition 2.15 in the proof of Theorem
2.5. Recall from Subsection 1.2, in particular equation (5), that it will be crucial
to compute the commutator[
, 1
t
∇grad(t)
]
= −g(L grad(t)
t
g,∇2) + l.o.t.
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The leading order term in this expression can be computed using Proposition 2.15.
Remarkably, we get the following simple form:
Corollary 2.16. With respect to the splitting
T ((−, )×N)|t 6=0 = Rgrad(t)⊕ RV ⊕ E, (15)
we have
L grad(t)
t
g =
−1 0 00 −1 0
0 0 φ
+Bt,
where the coefficients of the 2-tensor B with respect to the splitting (15) are smooth
on (−, )×N .
Proof. For any vector fields X,Y , we have
L grad(t)
t
g(X,Y ) = g
(∇X (t−1grad(t)) , Y )+ g (∇Y (t−1grad(t)) , X)
=
2
t
Hess(t)(X,Y )− 2
t2
dt(X)dt(Y ).
It is therefore clear that
L grad(t)
t
g(X,Y ) =
2
t
Hess(t)(X,Y )
if either X or Y is tangent to the level surfaces {t}×N . The only term we need to
compute is when X = Y = grad(t). By Proposition 2.12, it follows that
dt(grad(t)) = t+ φt2.
The statement now follows from Proposition 2.15. 
The following is an almost immediate consequence of Proposition 2.15.
Corollary 2.17. For all β ∈ R, we have
t−β(tβ) = −β
2
t
+ φβ + φβ2.
Proof of Corollary 2.17. We compute
t−β(tβ) = −t−βdiv (βtβ−1grad(t))
= −β
t
trg(Hess(t))− (β − 1)β
t2
g(grad(t), grad(t)).
Proposition 2.12 and Proposition 2.15 now imply the statement. 
Using this, we make the following useful observation.
Corollary 2.18. We have(
1
t
∇grad(t)
)∗
= −1
t
∇grad(t) + φ.
Proof of Corollary 2.18. Using ∇a = 0, Proposition 2.12 and Corollary 2.17 imply(
1
t
∇grad(t)
)∗
= −1
t
∇grad(t) − div
(
grad(t)
t
)
= −1
t
∇grad(t) + 1
t2
g(grad(t), grad(t)) +
1
t
(t)
= −1
t
∇grad(t) + 1
t
+ φ− 1
t
+ φ
= −1
t
∇grad(t) + φ. 
The following corollary also turns out to be important later.
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Corollary 2.19. We have
∇grad(t)grad(t) = 1
2
grad(t) + φt2∂t + φtV + tZ,
∇V V = 1
2
grad(t) + φt2∂t + φtV + tZ.
Proof. Note that
∇grad(t)grad(t) =
n∑
β,γ=0
Hess(t)(grad(t), eβ)g
βγeγ .
Proposition 2.12 and Proposition 2.15 now imply the first statement. By Proposi-
tion 2.15, we have
g(∇V V, grad(t)) = −Hess(t)(V, V )
=
t
2
+ φt2,
g(∇V V, V ) = 1
2
∂V g(V, V )
= φt2,
g(∇V V,X) = φt,
for any smooth vector field X ∈ E. Proposition 2.12 now implies the second
statement. 
We conclude with the following observation.
Corollary 2.20. The vector field t
(
grad(t)
t
)
is smooth on (−, )×N and
t
(
grad(t)
t
)
|t=0 ∈ TN.
Let us emphasise that  in Corollary 2.20 is defined using the Levi-Civita con-
nection with respect to the indefinite metric g, as opposed to  on the vector bundle
F , which was defined using a connection which was compatible with the positive
definite metric a.
Proof. By Corollary 2.17 and Corollary 2.19, we obtain
t
(
grad(t)
t
)
= grad(t) + t
(
1
t
)
grad(t)− 2t∇grad( 1t )grad(t)
= grad(t)− 1
t
grad(t) +
2
t
∇grad(t)grad(t)
+ φgrad(t) + φV + Z
= grad(t) + φgrad(t) + φV + Z.
By the Weitzenbo¨ck formula we have
grad(t) = grad(t)− Ric(grad(t)).
Thus, by Corollary 2.17 we conclude
g(grad(t), V )|t=0 = ∂Vt|t=0 − Ric(grad(t), V )|t=0
= ∂V (−1 + φt)|t=0 − Ric(V, V )|t=0
= 0.
This proves that grad(t)|t=0 ∈ TN and hence
t
(
grad(t)
t
)
|t=0 ∈ TN,
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as claimed. 
2.5. Proof of the Carleman estimate. In this subsection we prove Theorem
2.8. We first rewrite Theorem 2.8 in terms of the conjugate operator.
Definition 2.21 (The conjugate wave operator). For any α ∈ N, define
α(u) := t−α(tαu)
for any u ∈ C∞((−, )×N,F ).
Remark 2.22. By substituting u with tαu, we note that Theorem 2.8 is equivalent
to the following statement:
Let M and N satisfy Assumption 2.1 and let F →M be a real or complex vector
bundle. There are constants , α0, C > 0 such that
‖αu‖L2 ≥
√
αC ‖u‖H1α (16)
for all u ∈ C∞∗ ((−, )×N,F ) and all integers α ≥ α0.
The remainder of this subsection is devoted to proving the estimate (16). We split
α into formally self-adjoint and anti-self-adjoint parts sα and aα respectively, i.e.
sα :=
α + (α)∗
2
,
aα :=
α − (α)∗
2
.
It follows that (sα)∗ = sα and (aα)∗ = −aα. Equation (4) implies that
‖αu‖2L2 = ‖sαu‖2L2 + ‖aαu‖2L2 + 〈[sα,aα]u, u〉L2 . (17)
The proof of Theorem 2.8 consists of computing these terms using the results of
the previous subsection and proving suitable lower bounds.
Lemma 2.23 (The first estimates). There are constants 0, α0, C > 0, such that
‖sαu‖L2 ≥
∥∥∥∥(− α2t
)
u
∥∥∥∥
L2
− αC ‖u‖H1α ,
‖aαu‖L2 ≥ 2α
∥∥∥∥1t∇grad(t)
∥∥∥∥
L2
− C ‖u‖H1α ,
〈[sα,aα]u, u〉L2 ≥ −2α
〈[
, 1
t
∇grad(t)
]
u, u
〉
L2
+ 2α
∥∥∥αu
t
∥∥∥2
L2
− αC ‖u‖2H1α ,
for all u ∈ C∞∗ ((−, )×N,F ), for any  ∈ (0, 0) and any integer α ≥ α0.
Proof. By Corollary 2.17, we first observe
α = − 2α
t
∇grad(t) + t−α(tα),
= − 2α
t
∇grad(t) − α
2
t
+ p2(α),
where pm(α) is some polynomial in α of order m with smooth coefficients. The
exact coefficients of pm will not be important and might change from term to term.
By Corollary 2.18, we conclude that
sα = −
α2
t
+ p2(α),
aα = −
2α
t
∇grad(t) + p1(α).
Let C > 0 denote some constant which may change from term to term. Since
−‖p2(α)u‖L2 ≥ −αC
∥∥∥αu
t
∥∥∥
L2
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≥ −αC ‖u‖H1α ,
−‖p1(α)u‖L2 ≥ −C ‖u‖H1α ,
for large enough α, the first two estimates are clear. By equation (13), we get
[sα,aα] = −2α
[
, 1
t
∇grad(t)
]
+
2α3
t
[
1
t
,∇grad(t)
]
+
p3(α)
t
+ [, p1(α)],
= −2α
[
, 1
t
∇grad(t)
]
+
2α3
t2
+
p3(α)
t
− 2∇grad(p1(α)). (18)
We first observe that〈
p3(α)
t
u, u
〉
L2
≥ −αC
∥∥∥αu
t
∥∥∥2
L2
≥ −αC ‖u‖2H1α .
To estimate the last term in equation (18), note that by equation (13) we may
schematically write
grad(p1(α)) = p1(α)∂t + p1(α)V + p1(α)Z
= p1(α)
grad(t)
t
+ p1(α)
V
t
+ p1(α)Z.
This implies
−2 〈∇grad(p1(α))u, u〉L2 ≥ −C ∣∣∣∣〈1t∇grad(t)u, αu
〉
L2
∣∣∣∣− C ∣∣∣∣〈1t∇V u, αu
〉
L2
∣∣∣∣
− C |〈∇Zu, αu〉L2 |
≥ −αC ‖u‖2H1α ,
which completes the proof of the lemma. 
Since we will choose  very small, the terms of the form −αC ‖u‖H1α will be
small compared to the rest. From Lemma 2.23, the importance of computing the
commutator [
, 1
t
∇grad(t)
]
(19)
is now clear. For this, note the following lemma:
Lemma 2.24. For any smooth vector field X, we have
[,∇X ] = −g(LXg,∇2) +∇X−Ric(X)
−
n∑
β,γ=0
gβγ
[
2R(eβ , X)∇eγ + (∇eβR)(eγ , X) +R(eβ ,∇eγX)
]
,
where R is the curvature tensor associated to ∇, considered as a homomorphism
field from TM ⊗ TM ⊗ F to F . Here,
g(LXg,∇2) :=
n∑
i,j,k,l=0
gijgklLXg(ei, ek)∇2ej ,el ,
with respect to some local frame.
Proof. This is a routine computation. 
Combining Corollary 2.16 and Lemma 2.24, we may now compute the commu-
tator (19). For this, the following definition is convenient:
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Definition 2.25. We say that Qm is an N -differential operator of order m if we
may locally express Qm as a sum of
A ◦ ∇X1 . . .∇Xk ,
for k ≤ m, where X1, . . . , Xk are vector fields satisfying
Xj |t=0 ∈ TN,
and A is a smooth endomorphism of F .
For example, ∇grad(t) is an N -differential operator of first order, whereas ∇t is not.
Lemma 2.26. We have[
, 1
t
∇grad(t)
]
=
(
1
t
∇grad(t)
)2
+
(
1
t
∇V
)2
+
φ
t
∇grad(t)∇grad(t) + φ
t
∇V∇V + φ
t
∇V∇grad(t)
+
1
t
Q1 +Q2, (20)
where Q1 and Q2 are N -differential operators of first and second order, respectively.
Proof. Applying Lemma 2.24 for t 6= 0 with
X :=
grad(t)
t
,
we get [
, 1
t
∇grad(t)
]
= −g
(
L grad(t)
t
g,∇2
)
+
1
t
∇
t( grad(t)t )−Ric(grad(t))
− 2
t
n∑
β,γ=0
gβγR (eβ , grad(t))∇eγ
− 1
t
n∑
β,γ=0
gβγ(∇eβR) (eγ , grad(t))
−
n∑
β,γ=0
gβγR
(
eβ ,∇eγ
(
grad(t)
t
))
. (21)
By Corollary 2.20 and since
g(Ric(grad(t)), V )|t=0 = Ric(V, V )|t=0 = 0,
we may write
t
(
grad(t)
t
)
− Ric(grad(t)) = φt∂t + φV + Z
= φgrad(t) + φV + Z
which implies that the second term of equation (21) is of the claimed form. For the
third term of equation (21), choose a local frame e0 := grad(t), e1 := V, e2, . . . , en,
with e2, . . . , en ∈ E. Using that R(grad(t), grad(t)) = 0, we have
−2
t
n∑
β,γ=0
gβγR(eβ , grad(t))∇eγ = −
2
t
n∑
β,γ=1
gβγR(eβ , grad(t))∇eγ ,
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which is of the claimed form, since e1, . . . , en are all tangent to the hypersurfaces
{t} ×N . The fourth term in (21) already is of the claimed form. Finally, the fifth
term of (21) is computed as
n∑
β,γ=0
gβγR
(
eβ ,∇eγ
(
grad(t)
t
))
= − 1
t2
R (grad(t), grad(t))
+
1
t
n∑
β,γ=0
gβγR
(
eβ ,∇eγgrad(t)
)
=
1
t
n∑
β,γ=0
gβγR
(
eβ ,∇eγgrad(t)
)
,
which is of the form claimed in the lemma.
We now turn to the first term on the right hand side in equation (21). By
Proposition 2.12 and Corollary 2.16 one concludes that with respect to the splitting
T ((−, )×N)|t 6=0 = Rgrad(t)⊕ RV ⊕ E,
we have ∑
k,l=0
gikgjlL grad(t)
t
g(ek, el) =
− 1t2 + φt φt φφ
t − 1t2 + φt φ
φ φ φ
 .
It follows that
−g
(
L grad(t)
t
g,∇2
)
= −
∑
k,l=0
gikgjlL grad(t)
t
g(ek, el)∇2ek,el (22)
=
1
t2
∇2grad(t),grad(t) +
1
t2
∇2V,V
+
φ
t
∇2grad(t),grad(t) +
φ
t
∇2V,V +
φ
t
∇2V,grad(t)
+
φ
t
R(V, grad(t)) +Q2, (23)
where Q2 is an N -differential operator of second order. Let us simplify this expres-
sion. By Corollary 2.19 and equation (13), we first note that
1
t2
∇2grad(t),grad(t) +
1
t2
∇2V,V =
1
t2
∇grad(t)∇grad(t) − 1
t2
∇∇grad(t)grad(t)+∇V V
+
(
1
t
∇V
)2
=
1
t2
∇grad(t)∇grad(t) − 1
t2
∇grad(t) +
(
1
t
∇V
)2
+
1
t
(φ∇grad(t) + φ∇V +∇Z)
=
(
1
t
∇grad(t)
)2
+
(
1
t
∇V
)2
+
1
t
(φ∇grad(t) + φ∇V +∇Z),
which is of the claimed form. The last thing to note is that ∇grad(t)grad(t), ∇V V
and ∇V grad(t) are all tangent to N at t = 0. Inserting these observations into
equation (23) finishes the proof of the lemma. 
We may now prove the lower bound for the commutator.
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Lemma 2.27 (Improved estimate for the commutator). There are constants
α0, 0, C > 0 such that
〈[sα,aα]u, u〉L2 ≥
3α
2
‖u‖2H1α − αC
∥∥∇¯u∥∥2
L2
for all u ∈ C∞∗ ((−, )×N,F ), for any  ∈ (0, 0) and any integer α ≥ α0.
Proof. By Lemma 2.23 we know that the crucial term to estimate is
−2α
〈[
, 1
t
∇grad(t)
]
u, u
〉
L2
.
Let C > 0 denote some constant which may change from term to term. By Lemma
2.26 combined with Corollary 2.14 and Corollary 2.18, we get the estimate
−2α
〈[
, 1
t
∇grad(t)
]
u, u
〉
L2
≥ 2α
∥∥∥∥1t∇grad(t)u
∥∥∥∥2
L2
+ 2α
∥∥∥∥1t∇V u
∥∥∥∥2
L2
− αC ‖u‖2H1α
− 2α
〈
1
t
Q1u, u
〉
L2
− 2α 〈Q2u, u〉L2
for any α ≥ α0 and  ∈ (0, ) for α0 large enough and 0 small enough. By Definition
2.25, we know that there are smooth endomorphisms A0, A1, A2 and B, such that
1
t
Q1 =
1
t
A0 ◦ ∇grad(t) + 1
t
A1 ◦ ∇V + 1
t
A2 ◦ ∇Z + 1
t
B.
We get the estimate
−2α
〈
1
t
Q1u, u
〉
L2
≥ −2α
〈
A2 ◦ ∇Zu, u
t
〉
L2
− αC ‖u‖2H1α
≥ −Cα ∥∥∇¯u∥∥2
L2
− α
(
+
1
α2
)
C ‖u‖2H1α .
Similarly, we get the analogous lower bound
−2α 〈Q2u, u〉L2 ≥ −Cα
∥∥∇¯u∥∥2
L2
− αC ‖u‖2H1α .
We conclude that
−2α
〈[
, 1
t
∇grad(t)
]
u, u
〉
L2
≥ 2α
∥∥∥∥1t∇grad(t)u
∥∥∥∥2
L2
+ 2α
∥∥∥∥1t∇V u
∥∥∥∥2
L2
− Cα ∥∥∇¯u∥∥2
L2
− α
(
+
1
α2
)
C ‖u‖2H1α .
Inserting this into Lemma 2.23 implies
〈[sα,aα]u, u〉L2 ≥ 2α
∥∥∥∥1t∇grad(t)u
∥∥∥∥2
L2
+ 2α
∥∥∥∥1t∇V u
∥∥∥∥2
L2
+ 2α
∥∥∥αu
t
∥∥∥2
L2
− Cα ∥∥∇¯u∥∥2
L2
− α
(
+
1
α2
)
C ‖u‖2H1α
≥ 2α ‖u‖2H1α − Cα
∥∥∇¯u∥∥2
L2
− α
(
+
1
α2
)
C ‖u‖2H1α .
Choosing 0 small enough and α0 large enough yields the claim. 
From Lemma 2.27, we see that it is necessary to compensate for the term
−αC ∥∥∇¯u∥∥2
L2
. The next lemma will provide the necessary lower bound on ‖sαu‖L2 .
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Lemma 2.28 (Improved estimate for the self-adjoint part). There are constants
0, α0, C > 0, such that
‖sαu‖L2 ≥ α
∥∥∇¯u∥∥2
L2
‖u‖H1α
− αC ‖u‖H1α
for all u ∈ C∞∗ ((−, )×N,F ), for any  ∈ (0, 0) and any integer α ≥ α0.
Proof. By Lemma 2.23, we have
‖sαu‖L2 ≥
∥∥∥∥(− α2t
)
u
∥∥∥∥
L2
− αC ‖u‖H1α
if α0 is large enough and 0 small enough. By Proposition 2.12, we get
1
α
∥∥∥∥(− α2t
)
u
∥∥∥∥
L2
≥ 1
α ‖u‖L2
∣∣∣∣〈(− α2t
)
u, u
〉
L2
∣∣∣∣
≥ 1‖u‖H1α
∣∣∣∣〈(− α2t
)
u, u
〉
L2
∣∣∣∣
≥ 1‖u‖H1α
(
〈∇u,∇u〉L2 −
∣∣∣〈αu, αu
t
〉
L2
∣∣∣)
≥ 1‖u‖H1α
( 〈∇¯u, ∇¯u〉
L2
− ∣∣〈g00∇grad(t)u,∇grad(t)u〉L2∣∣
− ∣∣〈g11∇V u,∇V u〉L2 ∣∣− 2
∣∣∣∣∣∣
〈
n∑
j=2
g1j∇eju,∇V u
〉
L2
∣∣∣∣∣∣−
∣∣∣〈αu, αu
t
〉
L2
∣∣∣ )
≥
∥∥∇¯u∥∥2
L2
‖u‖H1α
− C ‖u‖H1α . 
We are finally ready to prove Theorem 2.8.
Proof of Theorem 2.8. Equation (4) says
1
α
‖αu‖2L2 =
1
α
‖sαu‖2L2 +
1
α
‖aαu‖2L2 +
1
α
〈[sα,aα]u, u〉L2 .
By Lemma 2.27 and Lemma 2.28, we can fix constants 0, α0, C > 0, such that
1
α
〈[sα,aα]u, u〉L2 ≥
3
2
‖u‖2H1α − C
∥∥∇¯u∥∥2
L2
,
1√
α
‖sαu‖L2 ≥
√
α
(∥∥∇¯u∥∥2
L2
‖u‖H1α
− C ‖u‖H1α
)
for all u ∈ C∞∗ ((−, )×N,F ), for any  ∈ (0, 0) and any α ≥ α0. We claim that
if we increase α0 and choose  small enough to satisfy
√
α0(1− 2C2) ≥
C√
2
,
then estimate (16) holds for any integer α ≥ α0.
Case 1: Assume that ‖u‖2H1α ≤ 2C
∥∥∇¯u∥∥2
L2
. In this case, it follows that
1√
α
‖sαu‖L2 ≥
√
α
‖u‖H1α
(∥∥∇¯u∥∥2
L2
− C ‖u‖2H1α
)
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≥
√
α
‖u‖H1α
(∥∥∇¯u∥∥2
L2
− 2C2 ∥∥∇¯u∥∥2
L2
)
=
∥∥∇¯u∥∥2
L2
‖u‖H1α
√
α(1− 2C2)
≥ C√
2
∥∥∇¯u∥∥2
L2
‖u‖H1α
.
Equation (4) implies in this case that
1
α
‖αu‖2L2 ≥
1
α
‖sαu‖2L2 +
1
α
〈[sα,aα]u, u〉L2
≥ C
2
2
∥∥∇¯u∥∥4
L2
‖u‖2H1α
+
3
2
‖u‖2H1α − C
∥∥∇¯u∥∥2
L2
= ‖u‖2H1α +
1
2 ‖u‖2H1α
(
C2
∥∥∇¯u∥∥4
L2
+ ‖u‖4H1α − 2C
∥∥∇¯u∥∥2
L2
‖u‖2H1α
)
= ‖u‖2H1α +
1
2 ‖u‖2H1α
(
C
∥∥∇¯u∥∥2
L2
− ‖u‖2H1α
)2
≥ ‖u‖2H1α .
Case 2: Let us now assume the reverse inequality ‖u‖2H1α ≥ 2C
∥∥∇¯u∥∥2
L2
. In this
case,
1
α
‖αu‖2L2 ≥
1
α
〈[sα,aα]u, u〉L2
≥ 3
2
‖u‖2H1α − C
∥∥∇¯u∥∥2
L2
≥ ‖u‖2H1α +
1
2
(
‖u‖2H1α − 2C
∥∥∇¯u∥∥2
L2
)
≥ ‖u‖2H1α .
This finishes the proof of the theorem. 
2.6. Proof of unique continuation. We now use Theorem 2.8 and Proposition
2.9 to prove Theorem 2.5. It is convenient to first prove the following lemma.
Lemma 2.29. If u1 ∈ C∞((−, ) × N,F1) and u2 ∈ C∞∗ ((−, ) × N,F2) satisfy
assumption (10) in Theorem 2.5, then there is a constant C > 0, such that∥∥t−αu1∥∥L2 + ∥∥t−α∇tu2∥∥L2 ≤ C (∥∥t−αu1∥∥H1α + ∥∥t−α−1u2∥∥L2)
for any α. The constant C is independent of α.
Proof. In this proof we let C > 0 denote some constant which may change from
term to term. The equality
t−α∇tu1 = ∇t(t−αu1) + 1
t
t−ααu1
and assumption (10) imply that∣∣t−αu1∣∣+ ∣∣t−α∇tu2∣∣ ≤ C|t|( ∣∣∇V (t−αu1)∣∣+ ∣∣t−αu1∣∣+ ∣∣t−αu2∣∣ )
+ C
( ∣∣t−α∇tu1∣∣+ ∣∣∇¯(t−αu1)∣∣ )
≤ C|t|
( ∣∣∇V (t−αu1)∣∣+ ∣∣t−ααu1∣∣+ ∣∣t−αu2∣∣ )
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+ C
( ∣∣∇t(t−αu1)∣∣+ ∣∣∇¯(t−αu1)∣∣ ).
Equation (13) implies∣∣∇t(t−αu1)∣∣ ≤ C|t|( ∣∣∇grad(t)(t−αu1)∣∣+ ∣∣∇V (t−αu1)∣∣ )+ C ∣∣∇¯(t−αu1)∣∣ ,
and we get∣∣t−αu1∣∣+ ∣∣t−α∇tu2∣∣ ≤ C|t|( ∣∣∇grad(t)(t−αu1)∣∣+ ∣∣∇V (t−αu1)∣∣+ ∣∣t−ααu1∣∣ )
+ C
∣∣∇¯(t−αu1)∣∣+ C|t| ∣∣t−αu2∣∣ .
Integrating the squared inequality gives∥∥t−αu1∥∥L2 + ∥∥t−α∇tu2∥∥L2 ≤ C ∥∥∥∥1t∇grad(t)(t−αu1)
∥∥∥∥
L2
+ C
∥∥∥∥1t∇V (t−αu1)
∥∥∥∥
L2
+ C
∥∥∥∥ t−ααu1t
∥∥∥∥
L2
+ C
∥∥∇¯(t−αu1)∥∥L2
+ C
∥∥∥∥ t−αu2t
∥∥∥∥
L2
≤ C ∥∥t−αu1∥∥H1α + C ∥∥t−α−1u2∥∥L2 ,
as claimed. 
We now have everything in place to give the proof of Theorem 2.5.
Proof of Theorem 2.5. The goal is to show that u1 and u2 vanish on [−T, T ]×N for
arbitrary T ∈ (0, ). Let ϕ ∈ C∞c ((−, )×N,R), such that ϕ = 1 on [−T, T ]×N .
Define
(f1, f2) ∈ C∞∗ ((−, )×N,F1 ⊕ F2)
by
(f1, f2) = (ϕu1, ϕu2).
Let C > 0 denote some constant which may change from term to term. Theorem
2.8 and Proposition 2.9 together with Lemma 2.29 imply that
√
α
∥∥t−αf1∥∥H1α +α ∥∥t−α−1f2∥∥L2
≤ C ∥∥t−αf1∥∥L2 + ∥∥t−α∇tf2∥∥L2
≤ C ∥∥t−αu1∥∥L2 + ∥∥t−α∇tu2∥∥L2
+ C
∥∥t−α(f1 − u1)∥∥L2 + ∥∥t−α∇t(f2 − u2)∥∥L2
≤ C ∥∥t−αu1∥∥H1α + C ∥∥t−α−1u2∥∥L2
+ C
∥∥t−α(f1 − u1)∥∥L2 + ∥∥t−α∇t(f2 − u2)∥∥L2
≤ C ∥∥t−αf1∥∥H1α + C ∥∥t−α−1f2∥∥L2
+ C
∥∥t−α(f1 − u1)∥∥H1α + C ∥∥t−α−1(f2 − u2)∥∥L2
+ C
∥∥t−α(f1 − u1)∥∥L2 + ∥∥t−α∇t(f2 − u2)∥∥L2 (24)
for some constant C > 0 independent of α. We estimate the second and third terms
on the right hand side in the estimate (24) by observing
supp
(
(u1, u2)− (f1, f2)
) ⊂ ((−,−T ] ∪ [T, ))×N,
from which we conclude that
C
∥∥t−α(f1 − u1)∥∥H1α + C ∥∥t−α−1(f2 − u2)∥∥L2 ≤ CT−α,
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C
∥∥t−α(f1 − u1)∥∥L2 + ∥∥t−α∇t(f2 − u2)∥∥L2 ≤ CT−α
for some constant C > 0 independent of α.
Inserting this into the estimate (24) implies
√
α
∥∥t−αf1∥∥H1α + α ∥∥t−α−1f2∥∥L2 ≤ C ∥∥t−αf1∥∥H1α + C ∥∥t−α−1f2∥∥L2 + CT−α.
For α large enough, we get the estimate
√
α
∥∥t−αf1∥∥H1α + α ∥∥t−α−1f2∥∥L2 ≤ CT−α. (25)
We claim that (25) implies that f1 and f2 have to vanish on [−T, T ]×N . Assume
that there is a (t0, x0) ∈ (−T, T )×N , such that (f1, f2)(t0, x0) 6= 0. By continuity
of f1 and f2, there is a constant C > 0, such that
C |t0|−α ≤
∥∥t−αf1∥∥L2 + ∥∥t−αf2∥∥L2 ≤ √α ∥∥t−αf1∥∥H1α + α ∥∥t−α−1f2∥∥L2 .
The estimate (25) now implies
C |t0|−α ≤ CT−α,
or equivalently (
T
|t0|
)α
≤ C
for all α large enough. Letting α → ∞ and recalling that T > |t0|, we reach
a contradiction. It follows that (f1, f2)(t, x) = 0 for all |t| ≤ T . Consequently,
(u1, u2)(t, x) = 0 for all |t| ≤ T . Since T ∈ (0, ) was arbitrary, this finishes the
proof. 
3. Extension of Killing vector fields
In this section we prove Theorem 1.4, Theorem 1.6 and Theorem 1.17. We start
with Theorem 1.6.
Proof of Theorem 1.6. Assume that H is the future Cauchy horizon of Σ, the other
case is obtained by changing the time orientation. By assumption, there is a smooth
vector field Z such that
∇mLZg|H = 0 (26)
for all m ∈ N0. We begin by showing the existence of a Killing vector field Z˜ on
D(Σ) ∪H, such that
(∇t)mZ˜|H = (∇t)mZ|H
for all m ∈ N0. Since Ric = 0, equation (26) implies that
(∇t)mZ|H = −(∇t)mdiv (LZg − 2div(Z)g) |H = 0
for all m ∈ N0. By [Pet18, Thm. 1.6], there is a unique smooth vector field Z˜,
defined on D(Σ) ∪H, such that
Z˜ = 0,
(∇t)mZ˜|H = (∇t)mZ|H
for all m ∈ N0. Inserting this into [PR18, Lem. 2.3], we get
LZ˜g − 2Riem(LZ˜g) = 0, (27)
where Riem(LZ˜g) is a certain linear combination of LZ˜g and the curvature tensor.
Since
(∇t)mLZ˜g|H = (∇t)mLZg|H = 0
for all m ∈ N0, [Pet18, Thm. 1.6] and (27) imply that LZ˜g = 0 on D(Σ) ∪H.
We now show that we may extend Z˜ to a Killing vector field W beyond H.
The main ingredient in this proof is Theorem 2.5 with N = H. We combine this
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with Ionescu-Klainerman’s recently developed method of extending Killing vector
fields only based on unique continuation. By Theorem 1.2 and [Pet18, Rmk. 1.15],
it follows that H satisfies Assumption 2.1. Since Z˜ is a Killing vector field on
O := (−, 0)×H, it follows that
∇t∇tZ˜ −R(∂t, Z˜)∂t = 0
on O. We define our candidate Killing vector field W on (−, )×H by solving the
ODE
∇t∇tW −R(∂t,W )∂t = 0,
W |O = Z˜|O. (28)
Define the smooth two-form ω on (−, ) × H as the solution to the following
linear transport equation:
∇tω(X,Y ) = LW g(X,∇Y ∂t)− LW g(∇X∂t, Y ), (29)
ω|O = 0, (30)
for any X,Y ∈ T ((−, )×H). The following tensors were introduced in [IK13, Def.
2.3]. For convenience, we use abstract index notation and the Einstein summation
convention. Let
Bαβ :=
1
2
(
(LW g)αβ + ωαβ
)
,
Pαβγ :=
1
2
(∇α(LW g)βγ −∇β(LW g)αγ −∇γωαβ),
Tαβγδ := (LZR)αβγδ −BαλRλβγδ −BβλRαλγδ −BγλRαβλδ −BδλRαβγλ,
where R is the Riemannian curvature tensor. Ionescu-Klainerman show in
[IK13, Prop. 2.10] that these tensors satisfy a homogeneous system of linear wave
equations coupled to linear transport equations, given (29). In other words, there
are smooth tensors A1, A2 such that
T = A1(T,∇T,B,∇B,P,∇P ), (31)
∇t(B,∇B,P,∇P ) = A2(T,∇T,B,∇B,P,∇P ), (32)
on (−, )×H.
We want to apply Theorem 2.5 with
u1 := T,
u2 := (B,∇B,P,∇P ).
For this, first note that (28) and (30) imply
(∇t)mu1|H = 0,
(∇t)mu2|H = 0
for all m ∈ N0. Moreover, (31) and (32) can be written as
u1 = A1(u1,∇u1, u2), (33)
∇tu2 = A2(u1,∇u1, u2). (34)
Using the splitting (8), note that assumption (10) in Theorem 2.5 is satisfied.
Applying Theorem 2.5 with N = H, we conclude that u1 = 0 and u2 = 0 on
(−, ) × H. It follows in particular that B = 0 on (−, ) × H. Since LW g is
symmetric and ω is antisymmetric, we conclude that
LW g = 0
on (−, )×H. We extend W to D(Σ) just by W |D(Σ) := Z˜|D(Σ). This completes
the existence part of Theorem 1.6 with U :=
(
(−, )×H) ∪D(Σ).
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For the uniqueness part, assume that W˜ is another Killing vector field, such that
(∇t)mW˜ |H = (∇t)mZ|H = (∇t)mW |H
for any m ∈ N0. On (−, )×H, we have
∇t∇tW˜ −R(∂t, W˜ )∂t = 0,
W˜ |H = Z|H,
∇tW˜ |H = ∇tZ|H.
But since W also solves this linear ODE with the same initial data, it follows that
W = W˜ on (−, )×H. Since Ric = 0, we have
(W − W˜ )|(−,)×H = −div
(
LW−W˜ g − 2div(W − W˜ )g
)
|(−,)×H = 0.
Therefore, [Pet18, Thm. 1.6] implies thatW |D(Σ) = W˜ |D(Σ) as well. This completes
the proof. 
We continue with Theorem 1.4.
Proof of Theorem 1.4. By [PR18, Thm. 1.2], there is a Killing field W on D(Σ)∪H
such that W |H = V which is spacelike in D(Σ) close to H. Applying Theorem 1.6,
we conclude that W can be extended in a unique way beyond H to an open set
U ⊃ (H ∪D(Σ)). It also follows from [PR18, Thm. 1.2] that we may choose U so
that W is timelike on U\(D(Σ) ∪H), as claimed.
Assume now that W˜ is a second Killing vector field on U such that
W˜ |H = V.
We claim that W˜ = W . Since W and W˜ are Killing vector fields such that W˜ |H =
V = W |H, we get
g(∇tW˜ , ∂t)|H = 0 = g(∇tW˜ , ∂t)|H,
g(∇tW˜ ,X)|H = −g(∇XW˜ , ∂t)|H = −g(∇XW,∂t)|H = −g(∇tW˜ ,X)|H
for any X ∈ TH. It follows that ∇tW˜ |H = ∇tW |H. Since both W and W˜ are
Killing vector fields, we know that
∇t∇t(W˜ −W ) = R(∂t, W˜ −W )∂t
on (−, )×H. Hence
W˜ |(−,)×H = W |(−,)×H.
The uniqueness part of Theorem 1.6 implies therefore that W˜ = W , as claimed. 
Remark 3.1. Recall from Section 2, that we extended V to a tangent vector field
on (−, )×H, also denoted V , by demanding that
[∂t, V ] = 0.
We claim that in fact
W = V
on (−, )×H, where W is the Killing field guaranteed by Theorem 1.4. By [PR18,
Rmk. 3.1], we know that [∂t,W ]|H = [∂t, V ]|H = 0. Since W is a Killing vector
field and ∂t is the geodesic vector field emanating from the vector field ∂t|H, which
is invariant under W , we conclude that [∂t,W ] = 0 on (−, ) × H. We conclude
that
[∂t,W ] = [∂t, V ],
W |H = V |H.
Therefore, uniqueness of linear ODEs implies that W = V on (−, )×H.
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We now prove Theorem 1.17, using Theorem 1.4.
Proof of Theorem 1.17. Recall that we denoted the stationary Killing vector field
on M by K. By [CC08, Prop. 4.1 & Prop. 4.3 & Thm. 4.11], Hbh ⊂ M is a
smooth hypersurface and there is a smooth hypersurface S0 ⊂ Hbh (codimension 2
submanifold in M), which is transversal to both K and to all generators (lightlike
integral curves) in Hbh. In particular, K is nowhere vanishing on S0. Moreover, we
have
Hbh = ∪tφt(S0),
where φt denotes the flow along K, hence Hbh is diffeomorphic to R × S0. By
continuity of K and compactness of S0, there is an open set U0 ⊂M containing S0
such that K is nowhere zero on U0. It follows that K is nowhere vanishing on the
open set
U1 := ∪tφt(U0) ⊃ Hbh.
We thus get the following Z-action on U1:
Z× U1 → U1,
(z, p) 7→ φz(p).
Since K is nowhere vanishing Killing vector field on U1, the quotient space
Uˆ1 := U1/∼,
where p ∼ q if and only if φz(p) = q for some z ∈ Z, is a smooth vacuum spacetime.
The hypersurface
Hˆbh := Hbh/∼
is smooth and lightlike and is diffeomorphic to S1 × S0. In particular, Hˆbh is
compact. Since the surface gravity ofHbh can be normalised to a non-zero constant,
the same is true for Hˆbh. In other words, there is a lightlike nowhere vanishing
vector field Vˆ tangent to Hˆbh, which lifts to V on Hbh, such that
∇Vˆ Vˆ = κVˆ ,
for some non-zero constant κ. Applying Theorem 1.4, with N = Hˆbh, therefore
implies the existence of a Killing vector field Wˆ on an open neighbourhood Uˆ of
Hˆbh in Uˆ1, such that Wˆ |Hˆbh = Vˆ . Lifting the neighbourhood Uˆ to M , we get an
open neighbourhood U ⊂M containing Hbh. The Killing vector field Wˆ on Uˆ lifts
to a Killing vector field W to U such that W |Hbh = V . It is clear that we may
shrink U to be invariant under the flow φt. This completes the proof. 
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