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Abstract
We study the problem of the location of real zeros of chromatic polynomials for some families of graphs. In particular, a problem
presented byThomassen (see [On the number of hamiltonian cycles in bipartite graphs,Combin. Probab.Comput. 5 (1996) 437–442.])
is discussed and a result for hamiltonian graphs is presented. An open problem is stated for 2-connected graphs with a hamiltonian
path.
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1. Introduction
The chromatic polynomial P(G, ) of a graph G in the variable  counts for positive integers  the proper vertex
- colourings of G.
In this paper we are interested in the connection between chromatic polynomials and hamiltonian properties of
graphs. We study the problem of location of real zeros of chromatic polynomials (chromatic real zeros) for some
families of graphs.
A list of interesting results in this area one can ﬁnd in [1–9].A problem presented by Thomassen (see [3]) is discussed
and a result for hamiltonian graphs is presented in Section 2. In Section 3 we give an inﬁnite family of hamiltonian
graphs with the union of the sets of chromatic real zeros of graphs of the family consisting of 0, 1, 2, 3 and a subset of
the open interval between t2 and three having elements arbitrarily close to t2, where t2 is the unique real zero of the
polynomial (t − 3)3 + 4(t − 2)2.
An open problem is stated for 2-connected graphs with a hamiltonian path.
In computing chromatic polynomials, we make use of Whitney’s reduction formula given in [2]. The formula is
P(G, ) = P(G−e, ) − P(G/e, ) (1)
or equivalently
P(G−e, ) = P(G, ) + P(G/e, ), (2)
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where G−e is the graph obtained from G by deleting an edge e and G/e is the graph obtained from G by contracting
the edge e.
We also make use of gluing formula given in [2]. The formula is
P(G, ) = P(H, )P (F, )/P (Kp, ), (3)
where G is a gluing of two disjoint graphs H and F over their complete subgraph Kp for p1.
Jackson [1] obtained the following very interesting result.
Theorem 1 (Jackson [1]). If G is a graph and 1 3227 , then P(G, ) = 0. Moreover if ε > 0, then there exists a
graph G such that P(G, ) has a zero in
( 32
27 ,
32
27 + ε
)
.
Thomassen [4] stated the following signiﬁcant result.
Theorem 2 (Thomassen [4]). If G is a graph of order n and 1 3227 , then |P(G, )|( − 1)n−1. Moreover if
0 > 3227 , ε > 0, then there exists a graph G such that P(G, ) has a zero in (0 − ε, 0 + ε).
Theorem 2 says what is on the right of the number 3227 in general case. But the problem has been considered for some
families of graphs as well. Most of the results are gathered in [1–9]. In particular, Woodall [8] presented an inﬁnite
family of 3-connected plane quadrangulation of order n whose chromatic polynomial has a real zero that tends to 2
from below as n → ∞. Moreover, Woodall [8] presented an inﬁnite families of 3-chromatic and 4-chromatic of order
n 4-connected plane triangulations, each of whose chromatic polynomials has a real zero that tends to 3 from below as
n → ∞.
In this paper, we study the location of chromatic zeros for graphs with a hamiltonian cycle or a hamiltonian path.
2. Hamiltonian graphs and chromatic zeros
Thomassen stated the following problem and conjecture.
Problem 1 (Thomassen [3]). Does every hamiltonian graph G of minimum degree at least 3 contain an edge e such
that G−e and G/e are both hamiltonian?
Conjecture 1 (Thomassen [3]). If G is a hamiltonian graph of order n then (−1)nP (G, )> 0 for 1< < 2.
Moreover, Thomassen [3] deduced that a smallest counterexample to Conjecture 1 (if any) must be 3-connected
graph, and a smallest counterexample to Conjecture 1 (if any) is not any bipartite graph. Conjecture 1 follows from an
afﬁrmative answer to Problem 1 using the identity (1). 1
We show that any claw-free graph is not a smallest counterexample, as well. Moreover, we prove the same fact for
some subclass of hamiltonian graphs with a claw. First we prove the following theorem.
Theorem 3. Every hamiltonian claw-free graph G of minimum degree at least 3 contains an edge e such that G−e and
G/e are both hamiltonian.
Proof. Let G be a hamiltonian claw-free graph of order n and minimum degree at least 3. The theorem holds for n= 4.
Let n> 4. Let C be a hamiltonian cycle of G and e an edge outside of C. Evidently G−e is a hamiltonian graph with
the hamiltonian cycle C. Let e = xy. Let x−1, x1 be the neighbours of the vertex x on C. Let y−1, y1 be the neighbours
of the vertex y on C (see Fig. 1). The notation x ∼ y denotes a subpath of the hamiltonian cycle C with ends x and y.
1 Suppose that G is a smallest (in the sense of order and size) hamiltonian graph of minimum degree at least 3, such that G − e and G/e
are hamiltonian for some edge e in G and (−1)nP (G, )0, for some , 1< < 2, where n is the order of G. So (−1)nP (G − e, )> 0 and
(−1)n−1P(G/e)> 0. Thus by (1), we get (−1)nP (G, )= (−1)nP (G− e, )− (−1)nP (G/e, )= (−1)nP (G− e, )+ (−1)n−1P(G/e, )> 0,
a contradiction.
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Fig. 1. The graph G with the hamiltonian cycle C = xx1x2 ∼ y1yy−1 ∼ x−1x and an edge e = xy outside C.
Fig. 2. The graph G/e with the hamiltonian cycle C′ = C − x−1xx1 ∪ x−1x1.
Without loss of generality we can assume that x1 = y1. Let P be the x ∼ y subpath of the hamiltonian cycle C
with ends x and y without the vertices x−1, y−1. Let xi, yi be the vertices at distance i in the path P from x and y,
respectively.
Suppose that x−1 = y−1. Since deg(x−1)3, then x−1 is adjacent to xi or to yi for some i = 1, . . . . If x−1x1 ∈
E(G) or x−1y1 ∈ E(G) then we get a hamiltonian graph G/e. So let i > 1. Then n> 5. Thus, at least one of the edges
x−1xi, x−1yi exists in G. Hence we can choose an edge e = xy such that the set {x−1, x1} ∩ {y−1, y1} = ∅.
Suppose that x−1x1 ∈ E(G). Then G/e is a graph with the hamiltonian cycle C′ =C − x−1xx1 ∪ x−1x1. See Fig. 2.
Therefore, we can assume that x−1x1 is not in E(G).
Similarly y−1y1 is not in E(G). Note that x is adjacent to each of the vertices x−1, x1, y. Since G is claw-free then
yx1 ∈ E(G) or x−1y ∈ E(G).
Without loss of generality we can assume that e′ = yx1 ∈ E(G). If y−1x1 ∈ E(G) then G/e has a hamiltonian cycle
x−1x−2 ∼ y−1x1x2 ∼ yx−1. Thus we can assume that y−1x1 is not in E(G). By the similar arguments we can assume
that x−1y1 not in E(G). Since y is adjacent to each of the vertices y−1, x1, y1 and G is claw-free then x1y1 ∈ E(G). If
xy1 ∈ E(G) then G/e′ and G−e′ are both hamiltonian. Thus we can assume that xy1 not in E(G). Moreover, if there
is the vertex x2 on the cycle C such that x2 = y1 then xx2 is not in E(G) or G/e′ is hamiltonian. Again by the fact that
G is claw-free we get the edges y1x2, xy−1 in G. Repeating the above argumentation we get a spanning subgraph of G
isomorphic to a triangulation of the hamiltonian cycle C (see Fig. 3).
This triangulation is a 2-tree with exactly two vertices (say v,w) of degree 2, exactly two vertices of degree 3 and all
other vertices of degree 4. Let v1, v−1 be the neighbours of v in C.
Since deg(v)> 2 in G, there exists a vertex u such that vu ∈ E(G) and u = v1, u = v−1 (see Fig. 3(b)). Let
e∗ = v1v−1. Note that G/e∗ and G−e∗ are both hamiltonian. The proof is done. 
Immediately by Theorem 3 we get the following corollary.
Corollary 4. A smallest counterexample G to Conjecture 1 (if any) is not claw-free graph.
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Fig. 3. A triangulation of the hamiltonian cycle C.
Fig. 4.
Theorem 5. Let G be a hamiltonian graph of minimum degree at least 3 such that a hamiltonian cycle of G does not
contain two edges of a claw. Then G contains an edge e such that G−e and G/e are both hamiltonian.
Proof. Suppose that two vertices, say a and b, at distance 2 in a hamiltonian cycle C are adjacent in G. Let c be a vertex
such that ac, bc ∈ E(C) and let cd ∈ E(G), where d = a, b. Then G−e and G/e are both hamiltonian for e = cd.
Therefore, we can assume that any two vertices at distance 2 in C are not adjacent in G.
Let C be a hamiltonian cycle of G without two edges of a claw in G. We consider two cases.
Case 1: Let a set {x, x1, x2, x3} induce a claw with the central vertex x in G and such that the edge xx1 belongs to C.
Without loss of genarlity we can assume that the vertices of the claw are ordered inC as it is presented in Fig. 4(a). Let u1
be the neighbour of x inC, u1 = x1. Let s1 be the neighbour of x2 in the path x1 ∼ x2. Evidently u1 = x3, elseC contains
two edges of the claw. Moreover s1 = x1, or we get G−e and G/e are both hamiltonian for e= x1y, where y is a vertex
such that the edge e is outside ofC (it exists by the degree condition). Evidently x1u1 /∈E(G). Then u1x2, u1x3 ∈ E(G),
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Fig. 5.
else we get a claw with the central vertex x and two edges in C. So we have at least two vertices, say p, t , between u1
and x3 at the cycle C (see Fig. 4(b)), otherwise we get assertion.Without loss of generality we can assume that u1p, tx3
are edges of C (see Fig. 4(b)). Let w1 be the neighbour of x3 in the path x2 ∼ x3 (see Fig. 4(b)). We can assume that
u1s1, u1w1 /∈E(G), otherwise G−e and G/e are both hamiltonian for e = xu1. Note that u1t, xw1,∈ E(G), else we
get a claw with the central vertex x3 and two edges in C. Similarly x1w1 ∈ E(G).We can assume that x2w1 /∈E(C),
otherwise G−e and G/e are both hamiltonian for e = xu1. Thus let x2w2 ∈ E(C), w2 = s1, w1. We can assume that
x1w2, xw2 /∈E(G), otherwise G−e and G/e are both hamiltonian for e = x2w2. Note that w2u1, s1x ∈ E(G), else we
get a claw with the central vertex x2 and two edges in C. Similarly w2p ∈ E(G). We can assume that w2w1 /∈E(G),
otherwise G−e and G/e are both hamiltonian for e = xu1. Thus let w3w2 ∈ E(C), w3 = x2, w1. Repeating the above
arguments we get w3p ∈ E(G). Note that w3 ∼ w1xx1 ∼ x2w2u1x3t ∼ pw3 is a hamiltonian cycle without the edge
e = xu1. So we get assertion.
Case 2: Let C not contain any edge of claws. Let a set {x, x1, x2, x3} induce a claw with the central vertex x in G.
Without loss of generality we can assume that the vertices of the claw are ordered in C as they are presented in Fig.
5(a). Suppose that u1x2, u2x2 ∈ E(G). Then xw1 ∈ E(G) or xw2 ∈ E(G), else we get a claw with the central vertex
x2 and two edges in C. So we get the assertion for e = xu2 or xu1.
Therefore,without loss of generality we consider the case u1x2 /∈E(G) and u2x2 ∈ E(G), (see Fig. 5(b)).
Moreover u1x1, u1x3 ∈ E(G), else we get case 1 for the claw created by x, x1, x2, u1 or x, x3, x2, u1. Since the
vertices w1, w2, u2 are adjacent to x2 we get u2w2 /∈E(G), otherwise G−e and G/e are both hamiltonian for e = xu2.
Hence u2w1 ∈ E(G), else we get case 1. Similarly xw1 /∈E(G) and xw2 ∈ E(G). Since the vertices u1, w2, u2 are
adjacent to x then u1w2 ∈ E(G), else we get case 1.
We can assume that x3w2 /∈E(C), otherwise G−e and G/e are both hamiltonian for e = xu1. Thus there is a
vertex s1, s1 = x2, such that w2s1 ∈ E(C), (see Fig. 5(b)). Since the vertices u1, x2, s1 are adjacent to w2 then
u1s1 ∈ E(G). So x3s1 /∈E(C), otherwise G−e and G/e are both hamiltonian for e = xu1. Thus there is a vertex
s2, s2 = w2, such that s2s1 ∈ E(C), (see Fig. 5(b)). Again xs1 /∈E(C). Note that the vertices p1, x, s1 are adjacent
to u1. Hence w2p1 /∈E(C), otherwise G−e and G/e are both hamiltonian for e = p1u1. So p1s1 ∈ E(G). Similarly
considering the neighbourhood of s1 we can assume that p1s2 ∈ E(G). Considering the neighbourhood of p1 we
get the vertex p2 = u1 such that p2p1 ∈ E(C) and p2s2 ∈ E(C). Repeating this procedure for the neighbourhoods
of si and pi , where i = 2, 3, . . ., we get the sequences ofvertices si+1 and pi+1, such that pisi, pisi+1 ∈ E(C).
So we get a vertex t = si or pi , for some i, such that the neighbours, say t1 and t2, of t in C are adjacent in G. A
contradiction. 
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Immediately by Theorem 5 and Corollary 4 we get the following result.
Corollary 6. A smallest counterexample to Conjecture 1 (if any) is a graph G whose each hamiltonian cycle contains
two edges of a claw in G.
3. Hamiltonian paths and chromatic zeros
Let us deﬁne the following family of graphs with a hamiltonian path.
For each natural number k, let Hk denote the graph obtained from a path x1x2 . . . x2k+3 by adding the edges x1x4,
x2kx2k+3 and all edges xixi+4 for i = 2, 4, 6, . . . , 2k − 2 (see Fig. 6).
Thomassen described the location of real zeros of the family of graphs Hk as follows.
Theorem 7 (Thomassen [5]). The union of the sets of chromatic real zeros of the graphs H1, H2, ... consists of 0,1,2
and a subset of the open interval between t1 and 2 having elements arbitrarily close to t1, where t1 is the unique real
zero of the polynomial (t − 2)3 + 4(t − 1)2 .
Evidently the number t1 belongs to the interval (1, 2). Moreover, this number is a signiﬁcant bound for the location
of chromatic zeros of all 2-connected graphs having a hamiltonian path. This fact is discovered by Thomassen and
cited in the following theorem.
Theorem 8 (Thomassen [4]). Let G be a 2-connected graph of order n having a hamiltonian path. Then (−1)n
P (G, )> 0 is positive for 1< < t1, where t1 is the unique real zero of the polynomial (t − 2)3 + 4(t − 1)2.
We study the location of chromatic zeros in the interval (2, 3). For this purpose we deﬁne a new family of graphs.
Let Dk be a graph obtained from Hk by adding edges x3xi for each 5 i2k + 3.
Evidently Dk is a hamiltonian graph.
Theorem 9. The union of the sets of chromatic real zeros of the graphs D1,D2, . . . consists of 0, 1, 2, 3 and a subset
of the open interval between t2 and 3 having elements arbitrarily close to t2, where t2 is the unique real zero of the
polynomial (t − 3)3 + 4(t − 2)2.
Fig. 6. Hk .
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Fig. 7. Reduction of Dk . Note that Dk/e is obtained by gluing to Dk−2 two copies of K3 at x3, x2k−1 and K4 at x3, x2k−2, x2k−1. Similarly Dk + e
is obtained by gluing to Dk−1 two copies of K4 at x3, x2k, x2k+1.
Proof. Let pk denote the chromatic polynomial of Dk . We apply the reduction formula ofWhitney (2) for the nonedge
e = x2kx2k+2 in Dk and then the gluing formula (3) (see Fig. 7).
Thus
pk =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
0, k < 0,
t (t − 1)(t − 2), k = 0,
(t − 2)(t − 3)p0 + (t − 1)p0, k = 1,
(t − 3)2p1 + (t − 2)3p0, k = 2,
(t − 3)2pk−1 + (t − 3)(t − 2)2pk−2, k3.
Hence, we get
pk = (t − 3)2pk−1 + (t − 3)(t − 2)2pk−2 + [k = 0]t (t − 1)(t − 2)
+ [k = 1]2t (t − 1)(t − 2)2 + [k = 2]t (t − 1)(t − 2)3.
We use generating functions for solving the above recursive relation. The rational generating function F(z) in z for
the above case is described as follows:
F(z) = t (t − 1)(t − 2) + 2t (t − 1)(t − 2)
2z + t (t − 1)(t − 2)3z2
1 − (t − 3)2z − (t − 3)(t − 2)2z2 .
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Equivalently
F(z) = −c + c · G(z),
where
c = t (t − 1)(t − 2)/(t − 3)
and
G(z) = (t − 2) + (t − 3)(t − 1)z
1 − (t − 3)2z − (t − 3)(t − 2)2z2 .
So by theory of generating function pk is the kth coefﬁcient of the formal power series for F(z), i.e., pk = [k]F(z).
Moreover pk = c · gk − c[k = 0], where gk = [k]G(z).
Now we consider the denominator of G(z).
Let t2 be the unique real zero of the polynomial
(t − 3)3 + 4(t − 2)2.
Let
 = (t − 3)
2 +
√
(t − 3)4 + 4(t − 3)(t − 2)2
2
and
 = (t − 3)
2 −
√
(t − 3)4 + 4(t − 3)(t − 2)2
2
.
Evidently 0. So  − 0.
Note that for t = t2 we get 12 >  =  = 0. Thus
G(z) = (t − 2) + (t − 3)(t − 1)z
(1 − z)2
and
gk = (t − 2)(k + 1)k + (t − 1)(t − 3)kk−1
= ((t − 2)(k + 1) + (t − 1)(t − 3)k)k−1.
It follows by the following elementary facts: 1/(1 − z)2 =∑k0k(k + 1)zk and z/(1 − z)2 =
∑
k0
k−1kzk .
Since 9/4 < t2 < 37/16, we have gk < 0 for k1 and t = t2. Hence pk > 0 for t = t2 and k0.
Therefore, by Theorem 1 we consider the following two cases.
Case 1: Let 2< t < t2 or 0< t < 1 or 32/27< t < 2 or t > 3. Then ,  are distinct positive real numbers. Thus,
pk =Ak +Bk for k1 and some constant A and B depending on t. Moreover, p0 =A+B − c. Therefore for k=0, 1
we get
A + B = t (t − 1)(t − 2)2/(t − 3)
and
A + B = t (t − 1)(t − 2)2(t − 3) + t (t − 1)2(t − 2),
respectively.
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Therefore
A( − ) = t (t − 1)(t − 2)((t − 2)(t − 3) + t − 1 − (t − 2)/(t − 3))
B( − ) = t (t − 1)(t − 2)((t − 2)/(t − 3) − (t − 2)(t − 3) − t + 1).
So
(t − 2)(t − 3) + (t − 1) − (t − 2)/(t − 3)
= (t − 3)(t − 2)
2
+ (t − 1) + (t − 2)/(t − 3) ·
√
(t − 3)4 + 4(t − 3)(t − 2)2
2
and
(t − 2)/(t − 3) − (t − 2)(t − 3) − (t − 1)
= − (t − 3)(t − 2)
2
− (t − 1) + (t − 2)/(t − 3) ·
√
(t − 3)4 + 4(t − 3)(t − 2)2
2
.
Note that for 0< t < 1, 32/27< t < 2 and t > 3 we have A> 0 and A> |B|. For 2< t < t2 we get B < 0, |B|> |A|
and p1 = A + B> 0. Then A> 0 and A> |B|. Hence pk(t) = 0 for each k = 1, 2, . . . in these intervals.
Case 2: Let t2 < t < 3. Then ,  are complex. Hence
pk = Ark sin k + Brk cos k
for some real numbers A,B, r,  and k1.
We can assume that / is irrational (by changing t if necessary). The numbers , 2, . . . are dense in the set of
real numbers modulo 2 see Lemma 2.1 in Thomassen [4]. The numbers p1(t)/r, p2(t)/r2, . . . get arbitrarily close
to each of A,−A,B,−B. So they do not have the same sign. By the case 1 we get that pk is positive in the interval
(2, t2) for each k = 1, 2, . . . . Hence some pk has a root in (t2, t). Let k0 be the minimum k such that pk0() = 0. Let
rk =min{ : pk()= 0,  ∈ (t2, 3)}. By the deﬁnition of k0 we get that pk is positive in (t2, 3) for each k < k0. By the
recursive formula we have
pk0+1 = (t − 3)2pk0 + (t − 3)(t − 2)2pk0−1.
Thus, pk0+1(rk0) = (t − 3)(t − 2)2pk0−1(rk0)< 0. Hence rk0+1 <rk0 and pk is positive in (t2, rk0+1) for each kk0.
Then by induction we get that each of pk for kk0 has a zero in the interval (t2, 3) and rk0 >rk0+1 >rk0+2 > · · · .
So the sequence of zeros rk0+i tends to t2 as i tends to inﬁnity. Evidently t2 is not a zero of any pk . 
We conclude with the following natural question.
Problem 2. Let t2 be the unique real zero of the polynomial (t −3)3 +4(t −2)2. Does there exist a 2-connected graph
G having a hamiltonian path such that P(G, t) = 0 for some 2< t < t2?
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