We show non-collapsing for the evolution of nearly spherical closed convex curves in R 2 under power curvature floẇ
We recall the definition of δ-non-collapsing, cf. e.g. [1] . It was proved in [10] that any compact mean-convex solution of the mean curvature flow is δ-non-collapsed for some δ > 0 and closely related statements are deduced in [11] ; in both cases a lengthy analysis of the properties of the mean curvature flow is needed for the proof.
In a very short paper, which uses only two-point-methods and the maximum principle, Andrews shows in [1] that a mean-convex, closed, embedded and δ-non-collapsed initial hypersurface remains δ-non-collapsed under mean curvature flow. In [2] this result is extended to fully nonlinear homogeneous degree one, concave or convex, normal speeds.
In this short note we consider the so-called power curvature flow (PCF) for closed convex curves in R 2 given by the equation (1.1). This is a special case of
for closed mean-convex hypersurfaces in R n+1 . It was proved in [9] that the flow (1.2) (for all n) shrinks a convex initial hypersurface to a point and in [8] Eberhard Karls Universität, Mathematisches Institut, Auf der Morgenstelle 10, D-72076 Tübingen, Germany E-mail: kroener@na.uni-tuebingen.de Url: http://na.uni-tuebingen.de/∼kroener/ that after a proper rescaling a nearly umbilical (i.e. the ratio of the biggest and the smallest principal curvature is sufficiently close to 1) initial hypersurface converges in C ∞ to a unit sphere. Our aim is to prove Theorem 1.2 using the two-point-method from [2] .
be a family of smooth convex embeddings evolving by PCF (1.1). There is
Proof. W.l.o.g. we can assume 1 < µ ≤ µ 0 , otherwise consider a sequence 1 < µ k → 1. From [5, Lemma 2.3.4] we get the evolution equation
and after a short calculation
Following [2] we define
∂x (x, t), ν x = ν(x, t), κ x = κ(x, t), etc; the sub-or superscript x (in contrast to y) will be omitted sometimes. The supremum of Z with respect to y gives the curvature of the largest interior sphere which touches at x. We show that w(x, y, t) = Z(x, y, t) − µκ(x, t) ≤ 0 (1.6) for 0 ≤ t < T . In view of the assumptions (1.6) holds for t = 0. We argue by contradiction. Let δ > 0 be small, assume sup w(·, ·, t) = δ for a 0 < t < T and choose t minimal with these properties. Let x, y ∈ S 1 , so that w(x, y, t) = δ, then x = y. We choose normal coordinates (x) and (y) around x and y, respectively, and obtain in (x, y, t) by adapting the equations [2, (8) 
The second line of the right-hand side of equation (1.7) can be rewritten as
and the fourth line as 4p
so that the right-hand side of (1.7) can be written as
(1.12)
(1.14)
Let us write κ y = (1 + η +δ κx )κ x with suitable 0 ≤ η ≤ µ − 1 and 0 ≤δ ≤ δ.
We estimate the second line of (1.12) from above by
The proof of [2, Lemma 6] shows that there are α ∈ [0, π 2 ] and normal coordinates (x) and (y) so that 
