Abstract. Krylov subspace iterations are among the best-known and most widely used numerical methods for solving linear systems of equations and for computing eigenvalues of large matrices. These methods are polynomial methods whose convergence behavior is related to the behavior of polynomials on the spectrum of the matrix. This leads to an extremal problem in polynomial approximation theory: how small can a monic polynomial of a given degree be on the spectrum?
1. Introduction. Krylov subspace iteration methods are widely used to solve large scale matrix problems arising in all kinds of areas of science and engineering. The best-known Krylov subspace method is the Conjugate Gradient (CG) method for solving linear systems Ax = b with A symmetric positive definite. Numerous extensions and variations exist for non-positive definite or non-symmetric matrices, such as MINRES, GMRES, BiCGStab, QMR, etc. There is an enormous literature on these methods, see for example [3] , [6] , [26] , [31] , [34] , [62] , [78] .
Krylov subspace methods are also used for eigenvalue calculations. The bestknown method in this direction is the Arnoldi iteration method, which for symmetric matrices reduces to the Lanczos iteration method. Extensions and variations include the implicitly restarted Arnoldi method and Jacobi-Davidson methods. Again there is an enormous literature, see for example [4] , [31] , [32] , [55] , [61] , [80] , [81] .
All these methods have in common that they are polynomial methods. The Krylov methods for solving a linear system Ax = b choose the nth iterate x n so that the residual r n = b − Ax n lies in the nth Krylov subspace generated by A and the initial residual r 0 = b − Ax 0 , i.e., (1.1) r n ∈ r 0 + span{Ar 0 , A 2 r 0 , . . . , A n r 0 }.
Thus
(1.2) r n = p(A)r 0 for some polynomial p of degree at most n with p(0) = 1. We shall denote the collection of all such polynomials by P o n . The exact polynomial p depends on the method, but any method tries to minimize the norm of the residual r n or the norm of the error e n = x n −A −1 b for some norm. So we have the following minimization problem (e.g. for GMRES we have the 2-norm) ( 
1.3)
Minimize p(A)r 0 among all p ∈ P o n .
This minimization problem can be viewed as a problem in polynomial approximation theory. It is the aim of this paper to introduce the reader to certain ideas and techniques that have been developed in approximation theory for polynomial minimization problems such as (1.3). The emphasis is on the behavior of the minimizer p for large matrices A and for large values of n. Typical questions we will address are: "Where does p have its zeros?", and "How fast does p(A)r 0 decrease as n increases?"
For the 2-norm, we have that p(A)r 0 is determined primarily by the behavior of the polynomial p on the spectrum Λ(A) of A. This is easy to see for normal matrices as follows. As a first step we remove the initial residual by replacing p(A)r 0 by p(A) r 0 where the matrix norm is p(A) = max{ p(A)r | r = 1}. This is a reasonable approximation for generic r 0 (to be precise, r 0 should have a non-negligible component in the direction of each eigenvector). Then we note that for a normal N × N matrix A, we can write A = U D U * where U is orthogonal and D = diag(λ 1 , . . . , λ N ) is a diagonal matrix with the eigenvalues of A on the diagonal. Then it easily follows from properties of the 2-norm that p(A) = p(D) = max is the spectrum of A. While issues of starting vectors and non-normal matrices are important (see the discussion in [24] ), the minimization problem (1.4) is of fundamental importance for the understanding of the convergence of norm-minimizing Krylov subspace iteration methods for normal and near-normal matrices. We note that the step from (1.3) to (1.4) is known as moving from GMRES to ideal GMRES [25] , [36] , [71] . For normal matrices A, it is justified by the fact that there is for each n, an initial residue r 0,n with r 0,n = 1 such that min |p(λ)|;
see [35] , [49] . It is a basic feature of (1.4) that the set Λ(A) is finite. The optimal polynomial p for (1.4) will be as small as possible on the eigenvalues of A and possibly also in a larger set. A standard way to analyze (1.4) is to approximate Λ(A) by a continuous set S such as an interval, or an ellipse, or a union of intervals and ellipses, and consider instead of (1.4) the minimization problem This minimization problem (1.5) is still not easy to handle, except for certain special sets such as when S is an interval or a disk in the complex plane. However, things change in the limit n → ∞, since it is known, see e.g. [ If the set S is a reasonable approximation for the spectrum Λ(A), then one might expect that which indicates linear convergence (if ρ S < 1) for Krylov subspace methods. We call ρ S the estimated asymptotic convergence factor (estimated because Λ(A) is replaced by S).
Potential theory in the complex plane is an important tool in the analysis of these asymptotic questions. The zeros of the minimizer of (1.5) distribute themselves in such a way as to make the polynomial as small as possible uniformly on S. If S is a real interval then the zeros of the minimizer are simple and belong to S. One might think about them as electric charges that repel each other and distribute themselves in a position of electrostatic equilibrium with the only constraint that the charges should be in S. This point of view is useful for more general sets S as well, and this explains why potential theory can be used. The limit ρ S in (1.6) is equal to (1.10) ρ S = exp(−g S (0)) where g S (0) is the Green function for S evaluated at 0. This can be viewed as a measure for the distance from S to the origin in the sense of potential theory. The connection between potential theory and Krylov subspace iterations has been observed by various authors. We mention in particular the survey by Driscoll, Toh and Trefethen [24] , but see also [7] , [16] , [26] , [54] . However, since many users and developers of Krylov subspace methods are not familiar with it, we assume no previous knowledge of potential theory and we try to explain the relevant concepts at an introductory and sometimes informal level.
Let us emphasize here that the use of potential theory is by no means the only tool for studying the convergence behavior of Krylov subspace methods. Important contributions have been made for example in [43] , [60] , [67] , [68] , [69] , where a priori error bounds are obtained from a refined analysis of the extreme eigenvalues. In contrast to these methods, methods based on potential theory emphasize the global eigenvalue distribution but ignore the local fine structure of eigenvalues.
The approximation (1.9) is based on the assumption that S is a good approximation to Λ(A), which in this case means that the optimal polynomial for (1.4), which is small on Λ(A), is also small on S, see (1.8) . This assumption may actually be valid for small n. However for larger values of n it may be more efficient for the optimal polynomial for (1.4) to have some of its zeros very close to some of the eigenvalues, without being small in the full set S. For example, if there is a large well-separated eigenvalue, then p will have a zero very close to that eigenvalue, so that it is small at that eigenvalue and in a tiny region about it, but outside that region it can be huge. This effect is not restricted to eigenvalues that are separated from the rest of the spectrum.
To see that this really happens, we consider the case of equidistant eigenvalues
The eigenvalues are uniformly distributed on [0, 1], and so it would be natural to take S = [1/N, 1]. Let us take N = 40 and n = 25. Then on the one hand we have the polynomial that minimizes the maximum norm over S and on the other the hand the polynomial that minimizes the maximum norm over Λ(A). To see the difference, we plot the graphs of these polynomials in and − p Λ(A) an equal number of times in Λ(A) (in this case again 13 times). However, outside the discrete set Λ(A), the polynomial can be significantly bigger than p Λ(A) or smaller than − p Λ(A) . The figure clearly shows that p oscillates strongly near the endpoints 1/40 and 1. The maximum value p Λ(A) of |p| on the eigenvalues is by no means equal to the maximum on the interval [1/40, 1] that contains the eigenvalues. The polynomial wildly oscillates near the endpoints but it is still small on the eigenvalues, since it has a zero very close to each of the extreme eigenvalues. About 4 or 5 eigenvalues near each endpoint are very well approximated by a zero. Observe that the first few oscillations near the endpoints are not fully shown. Their extreme values fall outside the vertical scale of Figure 1. 1. In the remaining middle part the oscillations are all of the same size. In that region the polynomial is just as small on the discrete eigenvalues as it is on the intervals in between them. Since the polynomial is uniformly small on this part, there is no need for a zero to be close to an eigenvalue here, although occasionally it might still happen.
The wild oscillations near the endpoints, together with zeros close to the extreme eigenvalues, is actually a good thing since it speeds up the convergence of the Krylov iteration. Indeed, since we minimize the maximum over the smaller discrete set, the error will be smaller on the discrete set than on the continuous set, compare also the two values (1.12) and (1.13) which differ by a factor of more than 20. The more eigenvalues are found, the more pronounced will be the distinction between the discrete case and the continuous case, and the smaller the discrete norm compared to the continuous norm. This is the reason for the superlinear convergence that is observed for methods such as CG and GMRES. It is also the basis for the convergence of Krylov subspace methods for eigenvalue computations, such as Lanczos and Arnoldi iterations.
We already observed that the minimization problem (1.5) and the estimated asymptotic convergence factor ρ S from (1.6) have an interpretation in potential theory. So potential theory can explain the behavior of the extremal polynomial for S = [1/40, 1] whose graph is on the left in Figure 1 .1. It is the aim of this paper to explain that the behavior of the extremal polynomial for the discrete set Λ(A) can be described by potential theory as well. Potential theory can tell us which eigenvalues are very well approximated by a zero, and which ones are not. It can tell us how close the zero is to the eigenvalue and it can give an improved asymptotic convergence factor.
That all sounds great, and indeed it is too good to be true. There are a number of assumptions that should be satisfied, which seriously limit the practical use of these methods. We will list the most important limitations here.
First of all, potential theory can only give predictions in an asymptotic sense. This means that both N (the size of the matrix) and n (the number of iterations, which is also the degree of the polynomial) should be large. In applications it may not be easy to determine whether these numbers are indeed large enough so that the predictions from potential theory are valid.
Secondly, we assume that the eigenvalues of A follow some known distribution. For instance, as in the above example, the eigenvalues could be distributed uniformly on some interval. In what follows we frequently say that the eigenvalues of A are distributed according to some probability measure σ. Strictly speaking such a statement does not make sense. What we mean is that we should consider a sequence (A N ) of matrices where A N has size N × N , so that the normalized eigenvalue counting measures tend to σ as N → ∞, and then choose A = A N with N large enough. The predictions from potential theory will be based on σ. So, in addition to the question of whether A is large enough, there is the question of whether the eigenvalues of A follow the limiting measure σ well enough.
In applications a sequence of matrices (A N ) whose eigenvalues are distributed according to a measure σ may arise from the discretization of a PDE, where the size of N is related to the mesh size of the discretization. In such a case it is reasonable to assume that the eigenvalues follow some distribution which is related to the properties of the PDE. Recently such questions have been explored by Serra Capizzano, see e.g. [64] , [65] , [66] .
Finally, we should emphasize that the theory has been developed for real symmetric (or complex Hermitian) matrices so far only. For non-symmetric matrices, the question of non-normality becomes a major issue and it is no longer true that the convergence behavior of Krylov subspace methods is determined by the eigenvalues alone [24] . It may be possible to extend the theory to certain classes of normal matrices whose eigenvalues follow some distribution in the complex plane. Since the potential theory for general sets (even for curves) in the complex plane is more involved than the potential theory for sets on the real line, such an extension is non-trivial and very well worth pursuing. A first step in this direction is taken in [38] .
In this survey we restrict ourselves to the symmetric case.
The Lanczos iteration.
The ideas from potential theory are easier explained for the Lanczos iteration method, which is a Krylov subspace method for calculation of eigenvalues of a symmetric matrix.
Given a real symmetric N ×N matrix A and a starting vector b ∈ R N , the Lanczos iteration produces two sequences (a j ) N j=1 and (b j ) N −1 j=1 of real numbers. At step n, the eigenvalues of the tridiagonal matrix
are computed by a standard method such as QR iteration. These eigenvalues are called Ritz values, and experience shows that some of the Ritz values are very close to some of the eigenvalues of A, even if n is much smaller than N . The Lanczos minimization problem is a polynomial minimization problem over monic polynomials p of degree n (i.e., leading coefficient is equal to one), instead of polynomials with p(0) = 1. We denote the class of all monic polynomials of degree n by P ∞ n . The superscript ∞ indicates that the polynomials are normalized at infinity. So the Lanczos minimization problem is
The Lanczos polynomial of degree n is the minimizer for this problem. The remarkable fact is that the Lanczos polynomial is exactly the characteristic polynomial p(λ) = det(λI n − T n ) of the matrix T n , and so the Ritz values are the zeros of the Lanczos polynomial.
The norm p(A)b (we use the 2-norm) can be evaluated in terms of the eigenvalues and eigenvectors of A. Let A = U DU −1 with U orthogonal and D a diagonal matrix with the eigenvalues λ 1 , . . . , λ N on the diagonal. Let u 1 , . . . , u N be the column vectors of U , so that Au j = λ j u j . Then
, where ·, · denotes the inner product in R N . The right-hand side of (2.2) is the weighted discrete L 2 norm of p on the eigenvalues λ 1 , . . . , λ N of A with weights b, u j 2 . So the Lanczos polynomial is as small as possible on the spectrum of A, in the sense made precise by (2.1) and (2.2).
To remove the dependence on the starting vector, we replace (2.1) by the minimization problem for the uniform norm on Λ(A), i.e., (2.3) Minimize max
The minimization problem (2.3) can be used as an approximation to (2.1)-(2.2) provided that the weights b, u j 2 do not vary too much in size. Actually, for us it will be enough that the eigenvalue components of the starting vector b are not exponentially small, as will follow from Theorem 6.1 below. Such a condition will be satisfied if b is sufficiently random. In that case the minimizer for (2.3) behaves in the same way as the Lanczos polynomial which minimizes (2.1). Its zeros are close to the same eigenvalues of A as are the Ritz values 1 . In the sequel we base our intuition on (2.3) and we will abuse terminology by referring to the minimizer of (2.3) as the Lanczos polynomial, and to its zeros as Ritz values as well.
The advantage of (2.3) is that it is similar to the minimization problem (1.4). Just as (1.5) is the continuous analogue of (1.4) we can consider the following continuous analogue of (2.3)
where S is a continuous set (say an interval) which is a good approximation of Λ(A). An extremal problem polynomial for (2.4) is called a Chebyshev polynomial for S, since in the case of the interval S = [−1, 1], the extremal polynomial is the Chebyshev polynomial of first kind, normalized to be monic. All the issues that we discussed in the introduction concerning the difference between the discrete and continuous minimization problems for the class P o n are equally valid for the class P ∞ n . That is, to replace Λ(A) by S may be accurate at initial stages of the iteration, since any polynomial of low degree n which is small on Λ(A) has to be small on S as well. However, for larger n, it may be more advantageous that the Lanczos polynomial has a zero very close to an eigenvalue without being small near to it. These zeros are the "converged Ritz values". A basic question then is: which eigenvalues are well approximated? General wisdom has it that extreme eigenvalues are found first. While this is true in many cases, it is not always so, as we will see in Example 7.3 below.
To see what is going on, let us again consider the case of equally spaced eigenvalues, now on [−1, 1]. Suppose A is a symmetric matrix with spectrum
with N = 200. We compute for every n = 1, 2, . . . , 200 the Ritz values and we indicate in the following figure the converged Ritz values, where we consider a Ritz value to have converged if in the next iteration there is a Ritz value within some prescribed distance. This is not a truly safe convergence check, but it works well in our examples and is easily implemented. We also chose this criterion to avoid "accidentally converged" Ritz values, by which we mean a Ritz value that is close to an eigenvalue, but no Ritz value from the next iteration is close to that eigenvalue. We use the color code of In the numerical experiments the Lanczos method with full reorthogonalization is applied to a diagonal matrix A and first a starting vector b with all ones. This starting vector has the same component in each of the eigenvector directions, and it produces the first convergence plot of Figure 2 .1. Note that there is a sharp distinction between "converged eigenvalues" and the remaining eigenvalues. The extreme eigenvalues are found first, and as the iteration progresses more and more eigenvalues are found. Note that the eigenvalues around zero are not found until the very end.
The second plot of Figure 2 .1 shows the effect of a random starting vector. Again we took a diagonal matrix A but now the entries of the starting vectors are uniformly distributed over [−1, 1] . Note that for the random starting vector the plot is less smooth in the blue region. Due to the irregularity in the eigenvector components of the starting vector, some eigenvalues are found at an earlier stage of the iteration than neighboring eigenvalues. But then it takes a lot more steps to improve the accuracy of the approximation and to enter the green and yellow regions. By then the neighboring eigenvalues have also been found with almost the same accuracy. Observe that the boundary between the yellow and red regions in the second plot is rather smooth and it is almost the same as in the first plot of Figure 2 .1. So if we are aiming at 14-digit accuracy (which is the red region), a random starting vector performs just as well as the ideal starting vector with an equal component in each of the eigenvector directions.
Now the remarkable thing is that the convergence plot in Figure 2 .1 basically remains the same if we increase N . We only have to rescale the horizontal axis, which now runs up to N , and then the figures are almost identical. This means the good region of converged eigenvalues depends on the ratio n/N only, where n is the number of Lanczos iterations and N is the size of the matrix. We write t = n/N and for every t ∈ (0, 1) we want to describe the set where the eigenvalues are found, as well as the complementary set where the eigenvalues are not found. This is where potential theory comes in. For the case of uniformly distributed eigenvalues we can use potential theory to compute the boundary between the two sets explicitly, see Example 7.2 below. More generally, assuming that the eigenvalues follow some distribution, we will be able to describe those two sets.
3. Potential theory, part I. Potential theory in the plane has a number of different aspects. Traditionally it is concerned with the study of the Laplace operator ∆ =
∂y 2 in two dimensions and with the solution of boundary value problems on bounded or unbounded subsets of the plane. Such boundary value problems are not restricted to two dimensions, but the possible use of complex variables gives a special flavor to the two dimensional case, see [59] , [63] . For general potential theory, the reader might consult [2] , [21] , [48] .
Potential theory in the plane is used in approximation theory in the study of polynomial and rational approximation and interpolation [63] , [70] , [79] . Here the interplay between a (signed) measure µ and its logarithmic potential
plays a central role. The (signed) measure µ typically describes the distribution of zeros of a polynomial, or the distribution of poles and zeros of a rational function.
We will see how it can be used in the study of the polynomial minimization problems we discussed above. Let us start with some basic definitions. A real-valued function u = u(x, y) that satisfies ∆u = 0 in a domain D is called harmonic on D. A harmonic function on D has the mean-value property, which means that the function at x 0 ∈ D is equal to the average value over the boundary of any disk that is centered at x 0 and fully contained in D. Another basic property is the minimum/maximum principle, which says that a non-constant harmonic function on a connected set D does not have any local minima or maxima in D.
A function is superharmonic on D if it is lower semi-continuous and satisfies the super mean-value property on D, which means that the function at x 0 ∈ D is larger than or equal to the average value over the boundary of any disk that is centered at x 0 and fully contained in D. For twice differentiable functions u, superharmonicity is equivalent to ∆u 0. A superharmonic function satisfies the minimum principle, that is, a non-constant superharmonic function on a connected set D does not have any local minima in D. A typical example of a superharmonic function is the logarithmic potential (3.1) of a finite measure µ with compact support. The logarithmic potential is defined on the complex plane and takes values in R ∪ {+∞}. It is superharmonic on C and harmonic outside the support of µ. For us a measure is always positive, and finite means that the total mass is finite. We will mainly work with probability measures, that is, measures whose total mass is unity.
Associated with a monic polynomial
is its normalized zero counting measure
δ zi where δ z denotes the unit Dirac measure at z. The normalized zero counting measure assigns mass 1/n to each zero of p and zeros are counted according to their multiplicities. From the definitions it is then easy to see that
so that there is an immediate connection between the absolute value of a monic polynomial and the logarithmic potential of its normalized zero counting measure. Consequently, the minimization problem (2.4) can be reformulated as
The problem (3.3) makes sense for any non-empty compact subset S of the complex plane. The maximizer for (3.3) is the normalized zero counting measure for the Chebyshev polynomial of S.
In the limit n → ∞ we ignore the fact that the measure ν should be discrete. Then we replace (3.3) with
among all probability measures µ.
The max-min problem (3.4) is a basic problem in potential theory. A maximizer need not always exist. However, we can replace the maximum by a supremum, and define
where the supremum is taken over all probability measures µ. The constant r(S) is called the Robin constant of S, and the number
is called the (logarithmic) capacity of S. If cap(S) = 0, then there are probability measures whose logarithmic potential is arbitrarily large on S, and in fact, it can be shown that there is a measure µ such that U µ ≡ +∞ on S. Sets of zero capacity are the small sets in potential theory. They play a role similar to sets of zero measure in measure theory. Any finite or countable set has zero capacity, but there also exist uncountable Cantor-like sets of zero capacity.
We assume from now on that cap(S) > 0. The maximization problem (3.4) has a solution if the following happens: there is a probability measure ω with
whose logarithmic potential is finite and constant on S, say,
Let us see why this is so. Since U ω is harmonic outside S (due to (3.6)) and tends to −∞ at infinity, the maximum principle for harmonic functions shows that
Now suppose that ω is not a maximizer for (3.4) so that there exists a probability measure µ so that U µ > r on S. Integrating this inequality with respect to ω,
and using Fubini's theorem to interchange the order of integration we obtain r < U ω dµ, and this is a contradiction because of (3.8) and the fact that µ is a probability measure.
If a measure ω exists that satisfies (3.7), then S is called regular 2 . The measure ω with (3.6) and (3.7) is unique and it is called the equilibrium measure for S. The equilibrium measure ω S is also characterized by the fact that it minimizes the logarithmic energy
among all probability measures on S.
For non-regular sets S, there is no probability measure on S whose logarithmic potential is constant on S. This could be the case for example if S has isolated points. However, we can always ask to minimize the logarithmic energy (3.9) among probability measures on S, and provided cap(S) > 0, there is always a unique minimizer, which is called the equilibrium measure ω S of S. Its logarithmic potential is constant on S if S is regular, while for non-regular sets, we have
for some E with cap(E) = 0. That is, the logarithmic potential of the equilibrium measure is constant on S up to a set of zero capacity. The equilibrium measure has an electrostatic interpretation. It is the distribution of charge on S that creates a logarithmic potential on S that is almost constant on S.
The following example shows that the maximizer for (3.4) need not be unique. Example 3.1. Let D ρ = {z ∈ C | |z| ρ} and C ρ = {z ∈ C | |z| = ρ} be the closed disk of radius ρ and the circle of radius ρ centered at the origin, respectively. The normalized linear Lebesgue measure dω :
So the logarithmic potential of ω is constant, not only on C ρ , but on the larger set D ρ as well. It follows that ω is the equilibrium measure both of C ρ and D ρ . It also follows that r(C ρ ) = r(D ρ ) = − log ρ, and cap(C ρ ) = cap(D ρ ) = ρ. For the Dirac measure δ 0 at 0, it is easy to see that U δ0 (z) = − log |z|, and so
This means that δ 0 is also a maximizer for (3.4) in case S = C r . Thus the maximizer is not unique.
The fact that the maximizer for (3.4) is not unique is the source of many complications that may arise when dealing with general compact sets S in the complex plane. In many important cases, however, the maximizer is unique. This holds for example if S ⊂ R, which is the case of interest for Lanczos iteration. More generally, the maximizer is unique if the interior of S as a subset of the complex plane is empty, and C \ S is connected. We will concentrate in what follows on the Lanczos iteration and so on S ⊂ R. The reason that the maximizer is not unique for sets in the complex plane partly explains why the study of the Arnoldi iteration (for eigenvalue problems of non-symmetric matrices) is much more difficult. Apart from the important issue of non-normality, there is the additional problem that the potential theory for general sets in the complex plane is much more involved. 
So the density blows up like a square root at the endpoints. For this case the equilibrium measure is also called the arcsine measure or the Chebyshev measure, since zeros of Chebyshev polynomials (suitably shifted and rescaled) are distributed according to the equilibrium measure. For a finite union of disjoint real intervals S = n j=1 [a j , b j ], the equilibrium measure has the density
where q is a monic polynomial of degree n − 1 with one zero in each of the gaps between the intervals of S, see [70] . Again, the equilibrium measure blows up like a square root near each of the endpoints of S.
Now we can relate the polynomial minimization problem (2.4) to the potential theoretic notions. We assume S ⊂ R with cap(S) > 0. Suppose that for every finite n, we have a Chebyshev polynomial for S
which is a minimizer for (2.4). From the fact that S ⊂ R, it easily follows that the zeros z j,n , j = 1, . . . , n of p n are real and are contained in the convex hull of S. Associated with p n is the normalized zero counting measure ν pn , which is a maximizer for the maximization problem (3.3). For n → ∞, we claimed that this maximization problem can be replaced with (3.4). To make this more precise we use the notion of weak * convergence of measures. A sequence of probability measures (µ n ) with all measures µ n supported on a fixed compact set S, converges in the weak * sense to a probability measure µ if for every continuous function f on S, we have
For the case of a sequence (ν pn ) of normalized zero counting measures, where the polynomial p n has real zeros z j,n , j = 1, . . . , n, all belonging to a fixed compact set, we have the following equivalent characterizations of weak * convergence to µ, see e.g. [13] .
• For every continuous function f ,
• For almost every t,
Then the following holds. The limit
exists, and the normalized zero counting measures ν pn converge (3.11) lim n→∞ ν pn = ω S in the weak * sense.
The limit (3.10) is valid for general compact sets S ⊂ C. Because of (3.10) the capacity of S is also called the Chebyshev constant of S. It is also known as the transfinite diameter. The limiting relation (3.11) is not restricted to the Chebyshev polynomials for S. In fact, for any sequence (p n ) of monic polynomials, deg p n = n, which is asymptotically minimal on S ⊂ R in the sense that (3.12) lim
the weak * convergence (3.11) holds. This robustness of (3.11) is important since in concrete situations we may not be dealing with the Chebyshev polynomials exactly, but with polynomials that are close to them. While (3.10) holds for compact subsets S of the complex plane as well, the limit (3.11) need not hold for S ⊂ C. The sequence (ν pn ) need not converge and if it does, the limit could be different from ω S . This is related to the possible non-uniqueness of the maximizer of (3.4), since any weak * limit µ of a convergent subsequence of the sequence (ν n ), has the property that U µ (z) = r(S) for every z ∈ S \ E where E is a set of zero capacity. If S is regular then µ is a maximizer for (3.4).
The above results are classical and can be traced back to work of Pólya and Szegő [56] and Frostman [28] in the 1930s. See also [14] , [53] for related more recent results.
A guiding principle for the Lanczos iteration.
Let us now go back to the Lanczos iteration method. We assume that A is a real symmetric N × N matrix, so that the eigenvalues of A are real.
Let S ⊂ R be a continuous approximation of the spectrum Λ(A). Then we have seen above that the normalized zero counting measure of the nth degree Chebyshev polynomial for S converges to ω S in the weak * sense as n → ∞. So the zeros of the Chebyhev polynomials are distributed according to the equilibrium measure. Now recall that the more relevant minimization problem for Lanczos iteration is (2.3) rather than (2.4). The Lanczos polynomial is small on the spectrum Λ(A) and if S is an accurate approximation of the spectrum of A then the Lanczos polynomial would be small on the full set S. If (3.12) holds (in some appropriate limit) then it would follow that the Ritz values are distributed according to the equilibrium measure as well. We have already noted that the approximation of Λ(A) by S may be accurate for small n, but it may fail for larger n, since then the Lanczos polynomial can be small on the eigenvalues without being small on the full set S. So what can we say about the distribution of Ritz values in such a case? The zeros will not be distributed according to the equilibrium measure, but possibly according to some other measure. What could this other measure be?
Our basic guiding principle to address this question is the following: The intuition behind the guiding principle is that it would be a waste of resources to have more Ritz values than eigenvalues in some region. Indeed, if in some subset X ⊂ S there are more Ritz values than eigenvalues, then some of the Ritz values in X could be redistributed so that every eigenvalue in X is extremely well approximated by one single Ritz value, which makes the polynomial small on the eigenvalues in X. At the same time the remaining Ritz values in X could be placed outside of X in order to make the polynomial smaller there.
The guiding principle follows from a separation property that is valid for the minimization problem (2.3). Indeed, two zeros of the minimizer for (2.3) are always separated by an eigenvalue of A. The same holds true for the minimizer of (2.1). It can happen that in between two consecutive Ritz values θ 1 and θ 2 there is exactly one eigenvalue. Then the interval [θ 1 , θ 2 ] has two Ritz values and one eigenvalue. For any natural number k, it can happen that there is a sequence of consecutive Ritz values θ 1 , θ 2 , . . . , θ k+1 so that each interval (θ j , θ j+1 ) for j = 1, . . . , k contains exactly one eigenvalue. Then [θ 1 , θ k+1 ] is an interval with k eigenvalues and k + 1 Ritz values. However, it cannot happen that there is no eigenvalue in the open interval between two consecutive Ritz values, and as a result we have the guiding principle (4.1).
Suppose now that A is a large symmetric matrix of size N × N and assume that the eigenvalues of A follow some probability measure σ. So we have for any interval X,
For n N and a given initial vector b, let p be the Lanczos polynomial of degree n. Assume that n is large as well, but of course not as large as N , and that the Ritz values are distributed according to a probability measure µ. Then we have for any interval X, The claim now is that the following modification of (3.4) is relevant to the problem at hand.
Maximize min
So we maximize only over probability measures that satisfy the upper constraint (4.4). The intuitive reason why the Ritz values should be distributed according to the maximizer for (4.5) is the following. Suppose they are distributed according to µ. Then, according to the guiding principle, we have tµ σ as noted before. Outside the set supp(σ − tµ) there are as many zeros as there are eigenvalues. In that region the zeros are placed very close to the eigenvalues, and each eigenvalue attracts a zero, which makes |p(λ)| small if λ is an eigenvalue outside supp(σ − tµ). The result is that (4.6) max
Next, in every part of supp(σ − tµ) there are far more eigenvalues than zeros if N is large. Then it is allowed to replace the discrete set Λ(A) ∩ supp(σ − tµ) by the continuous set supp(σ − tµ). Together with (4.6) we then get |p(x)|.
Since we want to minimize the polynomial p on Λ(A), see (2.3), the approximation (4.7) indicates that we should minimize the left-hand side over all possible µ with tµ σ. Passing from polynomials to logarithmic potentials as in (3.2), we see that we should indeed consider (4.5). The maximization problem (4.5) is again an extremal problem in potential theory. We will study it in the next section.
5. Potential theory, part II. The eigenvalue distribution σ appears as an upper constraint in (4.5). The maximization problem is the constrained analogue of (3.4) and the same phenomena that happen for (3.4) take place for (4.5), and even more. However, there is a natural assumption on σ which makes (4.5) in fact somewhat easier than (3.4).
The assumption we make is that σ is a compactly supported measure on R whose logarithmic potential U σ is continuous and real-valued (so it does not take the value +∞). This is a smoothness condition on σ. It will be satisfied, for example, if σ has a density with respect to Lebesgue measure which is bounded, or which has power-type singularities near end-points. On the other hand, σ cannot have mass points, since the logarithmic potential would be +∞ at mass points.
The continuity of U σ implies that for any measure µ with tµ σ, the logarithmic potential U µ is continuous as well. This is a very useful result, since it means that we only have to deal with continuous functions when studying (4.5). Recall that in general a logarithmic potential U µ is lower semi-continuous, but not necessarily continuous. Here is an elegant argument for the continuity of U µ if tµ σ and U σ is continuous. Being logarithmic potentials of positive measures, both U tµ and U σ−tµ are lower semi-continuous. Since their sum is U σ , which is continuous by assumption, both are in fact continuous, and then so is U µ . Under the assumption that σ has a continuous logarithmic potential, it can be shown that there is a unique maximizer for (4.5), which depends on σ and on t ∈ (0, 1), see [22] , [58] . We denote it by µ t,σ , or µ t if σ is understood from the context, and we call it the constrained equilibrium measure. If we define the constrained Robin constant by r t = r t,σ = sup
then the supremum is a maximum (attained for µ = µ t ), and
The properties (5.1) and (5.2) are the constrained analogues of (3.7) and (3.8). They characterize the constrained equilibrium measure in the sense that if a probability measure µ with tµ σ satisfies U µ = c on supp(σ − tµ) and U µ c on C for some constant c, then µ = µ t .
The set
is the set where the upper constraint is not active. This is the free region. On the complement of S t the two measures σ and tµ t agree. This is what we call the saturated region. We also define
This set contains the free region because of (5.1), but it could be bigger. In many cases we have S t = S * t . The constrained equilibrium measure is also characterized as the minimizer for the following energy minimization problem (5.5) Minimize log 1 |x − y| dµ(x)dµ(y) among µ such that tµ σ.
In fact (5.1) and (5.2) are the Euler-Lagrange variational conditions for the minimization problem (5.5). The constant r t is a Lagrange multiplier that comes from the condition that µ is a probability measure, i.e., dµ = 1. The determination of µ t is a non-trivial problem in general. For some constraints σ, it can be calculated explicitly.
Example 5.
1. An easy example would be σ = ω S (the equilibrium measure) for some set S ⊂ R. In this case the measure ω S satisfies the constraint tµ σ, and since ω S minimizes the logarithmic energy among all measures on S, it will also be the minimizer under the constraint tµ ω S . Then it follows that µ t = ω S for all t ∈ (0, 1).
More generally, it holds that if S is the support of σ, and tω S σ for some t, then µ t = ω S , and the upper constraint tµ σ is not active.
If tω S is not less than σ, then of course µ t is different from ω S . In that case the constraint is active, so there is a saturated region in S. A less trivial fact is that we always have tµ t ω S on the set S t .
Put otherwise, if σ tω S on a subset A ⊂ S, then A belongs to the saturated region. This is what Dragnev and Saff [22] call the saturation property. Example 5.2. Next consider the normalized Lebesgue measure dσ(x) = 1 2 dx on the interval [−1, 1], which corresponds to equally spaced eigenvalues. Rakhmanov [58] showed that
See Figure 5 .1 for graphs of t dµt dx for the values t = 0.1 (red), t = 0.5 (blue), t = 0.8 (green) and t = 0.95 (yellow). In the saturated region, the graph coincides with the upper constraint 1/2, which is indicated in black. 
In random matrix theory, the distribution (5.6) is known as Wigner's semicircle law. It appears as the eigenvalue distribution for random symmetric matrices with i.i.d. entries [18] , [50] . The constrained equilibrium measure can be calculated explicitly, see [44] . We have and
See Figure 5 .2 for the graphs of the density of tµ t for the values t = 0.1, t = 0.5, t = 0.85 and t = 0.95.
Other explicit examples of constrained equilibrium measures (sometimes combined with an external field) can be found in [5] , [10] , [22] , [23] , [44] , [46] , [47] .
In the examples, the measures tµ t are increasing as t increases, and as a consequence, the saturated region grows and the free region shrinks. This is a general fact, which we state as a theorem.
Theorem 5.4. Let µ t be the constrained equilibrium measure with constraint σ as above. As a function of the parameter t ∈ (0, 1), the measure µ t and the set S t have the following behavior:
• t → tµ t is continuous with respect to the weak * topology.
• tµ t increases as t increases, in the sense that t 2 µ t2 − t 1 µ t1 is a non-negative measure if t 1 < t 2 .
• If t 1 < t 2 then S t2 ⊂ S t1 , where equality is possible.
• t → S t is continuous from the right, that is,
and has limits from the left (5.8) lim
• The equality S t = S * t holds for almost all t ∈ (0, 1). The proof of Theorem 5.4 requires more advanced methods from potential theory which were developed in the context of logarithmic potentials with external fields [63] . In this theory a central role is played by the following energy minimization problem.
(5.9) Minimize log 1 |x − y| dµ(x)dµ(y) + 2 V (x)dµ(x) among probability measures µ on R. Here V : R → R is a continuous function such that V (x) c 1 log(1 + |x|) − c 2 for certain constants c 1 > 1, c 2 > 0. The unique minimizer for (5.9) is the equilibrium measure in the external field V , see [18] , [63] .
The constrained problem (5.5) can be reduced to the equilibrium problem with external field as follows. For tµ σ, the measure ν = (σ − tµ)/(1 − t) is a probability measure and
It follows that µ is the constrained equilibrium measure if and only if ν is the equilibrium measure in the external field
In this way, Theorem 5.4 follows from corresponding known results about the behavior of equilibrium measures in an external field [17] , [72] .
6. Convergence of the Lanczos iteration.
6.1. Informal statement. Now we come to the convergence result for the Lanczos iteration method. First we state it informally. Suppose A is a large symmetric N × N matrix whose eigenvalues are distributed according to σ, and suppose we perform n steps of Lanczos iteration on A. Consider the constrained equilibrium problem with t = n/N and σ as upper constraint. Suppose n and N are large.
Then by the guiding principle of Section 4, the Ritz values (i.e., zeros of the Lanczos polynomial p) are distributed according to the constrained equilibrium measure µ t . Because of the connection between polynomials and logarithmic potentials as in (3.2) we have
Since the Ritz values are distributed according to µ t we have
and so one might expect
However, we must be careful here. The approximation (6.1) is not valid at the zeros of p, since at a zero the logarithmic potential U νp is +∞, and the value of U µt will be some finite number. So the approximation (6.1) can only be valid away from the zeros of p and the same holds true for the approximation (6.2). Now let us consider the free region S t . In S t there are far more eigenvalues than Ritz values, and so in this region we may safely assume that many eigenvalues are sufficiently far away from the Ritz values so that the approximation (6.2) is accurate for eigenvalues in S t . Then in view of (5.1) we have
Because of the equioscillation property on Λ(A) of the minimizer of (2.3) we then expect the same approximation to be valid for eigenvalues outside S t , that is,
Next, we consider the saturated region. If λ is an eigenvalue outside S * t , then U µt (λ) < r t by (5.2) and (5.4), so that on the basis of (6.2) one would expect that |p(λ)| 1/n is larger than exp(−r t ). However, we should have (6.4) instead, and the only way we can get this is by having a Ritz value close to λ so that the approximation (6.2) is not valid.
How close will this Ritz value then be? So let us take λ ∈ R \ S * t and assume that there is only one Ritz value θ close to λ. Then we write
with q a polynomial of degree n − 1. The zeros of q are distributed according to µ t , and none of them are very close to λ, so that we may expect as in (6.2) that
(We should have written the exponent 1/(n − 1), since q has degree n − 1, but for large n this distinction becomes irrelevant.) Then if we combine the approximations (6.4), (6.5), and (6.6) we find
If λ ∈ R \ S * t then r t > U µt (λ) so that the right-hand side of (6.7) is less than one. It follows from (6.7) that for large n, the Ritz value θ is very close to the eigenvalue λ.
There are cases where two Ritz values are close to the same eigenvalue λ (but not more than that because of the separation of Ritz values by eigenvalues!), one on either side of λ; see also the discussion in [5] and [38] . The same heuristic argument would then lead to (6.8)
where θ and θ are the two Ritz values in question. If θ is closer to λ than θ , then one can conclude from (6.8) that
In either case (6.7) or (6.9) we see that any eigenvalue λ ∈ S * t is well approximated by a Ritz value. The estimate (6.7) represents the typical behavior, while (6.9) only holds in special situations.
We based the above intuition for the convergence of the Lanczos iteration on the minimization problem (2.3), the uniform polynomial minimization problem on Λ(A). The actual minimization problem is (2.1), the weighted discrete L 2 minimization problem. The two minimization problems are very similar and their minimizers behave in the same way in many respects. However, as first noted by Beckermann [9] , the error estimates (6.7) and (6.9) change in an important way when we change to the discrete L 2 case. A more precise analysis of (2.1) shows that for this case the estimates can be improved by a factor of 2 to
in a typical case and
in the special situation where two Ritz values are close to the same eigenvalue. Thus Lanczos iterations actually converge twice as fast as a simple argument based on L ∞ minimization would suggest. The improved estimates (6.10), (6.11) can be understood as follows. Let p be the minimizer for (2.1), let λ ∈ λ(A) ∩ R \ S * t , and suppose as before that θ is the unique Ritz value close to λ. Write p(x) = q(x)(x − θ) as in (6.5) and consider p in function of θ with fixed q. Because we are now dealing with the discrete L 2 norm (2.2), we have that
is minimal for the Ritz value θ. Here w j = b, u j 2 and λ 1 , . . . , λ N are the eigenvalues of A. Without loss of generality we may assume that λ = λ 1 . Differentiating (6.12) we see that
We assume that the weights w j are not exponentially small, so that w 1/n j ≈ 1. Then by (6.6), the nth root of the absolute value of the right-hand side of (6.13) can be estimated by (6.14) max j=2,...,N
while the nth root of the absolute value of the left-hand side is approximately (6.15) |λ − θ| 1/n exp(−2U µt (λ)).
Equating (6.14) and (6.15), we obtain (6.10) which is the improved estimate in the case that an eigenvalue is approximated by a single Ritz value. In a similar way, (6.11) follows if an eigenvalue is approximated by two Ritz values.
Precise statement.
If we wish to make a precise statement based on the preceding informal discussion, we face a number of problems. The main problem is that we have to make precise what it means that the eigenvalues of A are distributed according to σ, and similarly, that the Ritz values are distributed according to µ t . Related to this is the question of how large n and N should be. Finally, we would have to make the relations indicated by ≈ in the above informal discussion precise.
For a given matrix A it might be possible to somehow quantify the distance between σ and the normalized eigenvalue counting measure of A, and then develop a theory that gives precise bounds on the distance between eigenvalues and Ritz values based on this distance and the intuition described above. Existing notions of Kolmogorov distance or discrepancy between measures might possibly be used. While it is conceivable that something along those lines could be done (and it would be very useful indeed to do so), we take here a different point of view.
Instead of one single matrix A, we consider a sequence (A N ) of matrices of increasing size N × N , we fix t ∈ (0, 1), and we let n = n(N ) depend on N in such a way that n/N → t as N → ∞. Let A N have eigenvalues λ 1,N , . . . , λ N,N which are assumed to belong to a fixed compact subset of R independent of N . The normalized eigenvalue counting measure of A N is
Then our main assumption is that the sequence (σ N ) converges in the weak * sense to a probability measure σ as N → ∞. (See Section 3 for the notion of weak * convergence of measures.) In this case we say that σ is the asymptotic distribution of the eigenvalues of the matrices A N , and the eigenvalues of the matrices A N are asymptotically distributed according to σ.
The measure σ has compact support, and in order to be able to use the potential theory developed in Section 5, we assume that its potential U σ is continuous and real-valued.
For a precise statement we also need a condition that the eigenvalues are not too close to each other. We need that the distance between consecutive eigenvalues is larger than the distance (6.10) and (6.11) that we expect between eigenvalues and converged Ritz values, so that a Ritz value can be close to only one eigenvalue. The following rather technical condition does this for us, and it allows us to prove a convergence theorem. We assume that for any given ε > 0, there exists δ > 0 so that for all large enough N , and all k ∈ 1, . . . , N ,
This condition is equivalent to the separation condition of Dragnev and Saff [22] ; see the discussion in [9] . It is satisfied, for example, if the smallest distance between consecutive eigenvalues is of order 1/N p as N → ∞, for some p > 0. Other separation assumptions were given in [8] , [10] , [44] , [47] , [58] .
Another thing we need is that the starting vectors b N are sufficiently random. As noted before we need that the components of b N in the directions of the eigenvectors of A N do not vary too much. The following rather mild assumption will suffice for us (6.16) lim
where u 1,N , . . . , u N,N are the normalized eigenvectors of A N .
The following is a reformulation of the main result of [44] with the improved convergence rates of [9] . Theorem 6.1. Under the above assumptions, the following hold if both n, N → ∞ such that n/N → t ∈ (0, 1).
(a) The Ritz values are asymptotically distributed according to the constrained equilibrium measure µ t . That is, if θ k,n,N , k = 1, . . . , n, are the zeros of the Lanczos polynomial then
(b) There exist constants M n,N with subexponential growth (i.e., lim M 1/n n,N = 1) such that for every eigenvalue λ = λ j,N of A N there is a Ritz value θ = θ k,n,N with (6.17) |λ − θ| M n,N exp (−n (r t − U µt (λ))) .
(c) Let I be a closed interval that is disjoint from S * t . Then there exist constants M n,N with subexponential growth, such that for every λ ∈ Λ(A) ∩ I with at most one exception, we have
The estimates (6.17) and (6.18) are precise forms of the informal statements (6.11) and (6.10). The estimate (6.18) represents the typical case. In a given interval I ⊂ R \ S * t and for a given N there can be at most one eigenvalue of A N in I which is well approximated by two Ritz values, which would result in the weaker inequality (6.17).
As noted before, (6.17) and (6.18) do not give any information if λ ∈ S * t , since in that case we have r t = U µt (λ) and so the right-hand sides reduce to M n,N , which is typically greater than 1. On the other hand, if λ is outside S * t , then r t > U µt (λ) and the right hand-sides decrease exponentially to zero as n, N → ∞. So eigenvalues outside S * t are well approximated by Ritz values. 7. Examples. 7.1. Eigenvalues distributed according to the equilibrium measure. As a first example we consider a sequence of matrices (A N ) whose eigenvalues are asymptotically distributed according to the equilibrium measure of a set S. Then σ = ω S and for every t ∈ (0, 1) the equilibrium measure itself satisfies the constraint tµ σ. Thus we have µ t = ω S and S t = S for every t ∈ (0, 1). Part (a) of Theorem 6.1 says that the Ritz values are also asymptotically distributed according to the equilibrium measure.
If S is regular then the logarithmic potential of the equilibrium measure is constant on S, and then we cannot conclude from parts (b) and (c) of Theorem 6.1 that eigenvalues in S are well approximated by Ritz values.
In this case the approximation of Λ(A N ) by S is accurate. There is nothing to be gained by looking at the constrained equilibrium problem. Given that the matrices have an asymptotic eigenvalue distribution supported on S, an eigenvalue distribution according to the equilibrium measure is the worst possible case for the convergence of the Lanczos iteration. No eigenvalues in S are well approximated if n < N . Only outliers (that is, eigenvalues outside S) are well approximated. 
It is natural to consider S = [−1, 1] as the continuous set in this case. Now there is something to be gained by the constrained equilibrium problem. Indeed the constraint is the normalized Lebesgue measure dσ(x) = and the equilibrium measure does not satisfy the constraint tµ σ. The constrained equilibrium measure for this case was given in Example 5.2. For t ∈ (0, 1), the set S * t is
and so eigenvalues outside this set are well approximated after n Lanczos steps if n and N are large and t = n/N . The curve λ = ± √ 1 − t 2 describes the boundary between the converged Ritz values and the non-converged Ritz value. The shape of these curves can be readily seen in both plots of Figure 2. 1. Figure 7 .1 shows the curve together with the result of another simulation with random starting vector.
For equally spaced eigenvalues, the extreme eigenvalues are found first.
7.3. Concentration of eigenvalues at the extremes. In many cases the extreme eigenvalues are found first by the Lanczos iteration. However, this need not always be the case. To illustrate this point, consider an asymptotic distribution of eigenvalues on [−1, 1] with a density given by
The constant C α = Γ(α + 3/2)/( √ πΓ(α + 1)) is such that the integral over [−1, 1] is equal to unity. For α = 0, this is the normalized Lebesgue measure. For α = − σ, so the equilibrium measure satisfies the constraint and it follows that S t = [−1, 1] for t πC α . For πC α < t < 1, we have
for some increasing function a(t), see [44] . An explicit formula for a(t) is not known.
Similar remarks apply to the distribution of eigenvalues
For α < −1/2 there are more eigenvalues near ±1 than for the equilibrium measure. See Figure 7 .2 for the convergence of the Lanczos iteration when the eigenvalues are distributed according to (7. 2) with α = −3/4. Starting at around 15 iterations we see a blue region in Figure 7 .2, which means that the extreme Ritz values are close to two extreme Ritz values from the next iteration. The color is blue, so the distance is less than 0.5 × 10 −3 but bigger than 0.5 × 10 −4 . However, this does not indicate converged Ritz values, since the extreme eigenvalues themselves are much closer to each other. Indeed in this example the two largest eigenvalues have distance around 0.5 × 10 −9 , so the extreme Ritz values that are blue or green cannot be considered as converged. Since they need to be yellow or red, we see that the extreme Ritz values start to converge only at the very end of the Lanczos iteration.
Around iteration n = 200, the Ritz values in the middle start to converge. After about 250 iterations they have reached the red region, which means that their values change less than 0.5 × 10 −14 in each step, and so we might consider them to have fully converged.
The black curve in Figure 7 .2 indicates the border between converged and nonconverged Ritz values as it follows from Theorem 6.1. For the distribution (7.2), we have not been able to solve the constrained equilibrium problem in closed form. Instead a specifically designed algorithm [39] was used to compute S t for a large number of values of t, and from this the curve was extracted. Note that the convergence to the eigenvalues near the origin is not quite as fast as the theory predicts. The curve is not even in the blue region near λ = 0 and some extra iterations are needed to get converged Ritz value. This effect is probably similar to the effect that may be observed in Figure 7 .1 near the endpoints λ = ±1, where theory predicts an immediate convergence of Ritz values to the extreme eigenvalues, while in fact it takes a number of iterations before the convergence takes place.
This example may be mostly of academic interest, since matrices coming from "real world problems" typically do not have an eigenvalue distribution which is more concentrated towards the extremes than the equilibrium distribution. However, it is good to be aware of the fact that it is not always the case that Lanczos iteration finds extreme eigenvalues first.
Random eigenvalues.
In the numerical experiments reported so far, the eigenvalues of A follow the limiting distribution very closely. The convergence plots in Figures 2.1 and 7 .1 correspond to matrices whose eigenvalues are equally spaced, so that they follow the uniform distribution on [−1, 1] exactly. This is an extreme case. The other extreme would be to take the eigenvalues as independent samples from the uniform distribution on [−1, 1]. The convergence result Theorem 6.1 applies to this case as well. For such random eigenvalues a convergence plot with random starting vector is shown in Figure 7 .3 for a 200 × 200 and for a 500 × 500 matrix.
The first convergence plot in Figure 7 .3 looks very erratic. It depends very much on the fine structure of the spectrum. The eigenvalues are random and uniformly distributed, but in this 200 × 200 example, they follow the uniform distribution dσ = (1/2)dx rather poorly. Some eigenvalues near 0 are found after about 160 iterations, indicating that the eigenvalue density in the middle is relatively low, while some of the more extreme eigenvalues are not found until the very end, which indicates a relatively high density there.
Increasing the size of the matrix to 500 × 500, we get the second convergence plot of Figure 7 .3. Here the convergence is more regular. The limiting shape λ = √ 1 − t 2 , with t = n/N that borders the region of converged Ritz values starts to be visible, although there are still many irregularities when compared with Figures 2.1 or 7.1. We conclude that for the 500×500 example the random eigenvalues follow the uniform distribution dσ = (1/2)dx much better, and that the theoretical predictions become relevant. A further increase of the size will improve the agreement even more.
7.5. Eigenvalues of a random matrix. As a final example, we consider eigenvalues of a random matrix. Eigenvalues of a random matrix are also random, but they Table  2 .1 for the meaning of the colors.
are not independent. Indeed, for a large class of random matrices there is a repulsion between eigenvalues which makes the eigenvalues "less random" than independent random eigenvalues, as discussed in the previous example, see [50] . For example, the distance between neighboring eigenvalues does not get too small or too large. So eigenvalues of a random matrix are somewhere in between the random eigenvalues of Section 7.4 and the regularly spaced eigenvalues of the earlier examples. 2N ) )(B +B t ) where the entries of B are independent standard normal random variables. The size of the matrix is 200 × 200 (first plot) and 500 × 500 (second plot). The curve λ = ± √ 1 − t, t = n/N , describes the theoretically computed boundary between "converged" and "non-converged" Ritz values. See Table 2 .1 for the meaning of the colors.
In the numerical experiment we report here, we took a random N × N matrix
where the entries of B are independent random variables following a standard normal distribution, and B t denotes the transpose. The matrix A is then a matrix from the so-called Gaussian Orthogonal Ensemble (GOE), see [50] . The prefactor
is such that the eigenvalues are concentrated on [−1, 1] as N → ∞. With probability one, the eigenvalues of A are distributed according to Wigner's semi-circle law
see Example 5.3 for the solution of the constrained equilibrium problem with constraint (7.4) . Figure 7 .4 shows the convergence of the Lanczos method for GOE matrices of size 200 × 200 (first plot) and 500 × 500 (second plot). The convergence behavior is much more regular than that of Figure 7 .3, which is in agreement with the fact that random matrix eigenvalues follow the limiting distribution more closely than independent random eigenvalues.
There is a large and growing literature on the distribution of eigenvalues of random matrices. This is a very active research area with connections ranging from statistics and probability via number theory and operator algebras to statistical mechanics and quantum field theory, see e.g. the monographs [18] , [40] , [50] , [77] and survey papers [19] , [27] , [37] , [73] , [74] .
8.
Comparison with equilibrium distribution. Suppose the eigenvalues are asymptotically distributed according to a probability measure σ with a density w on (−1, 1). Since the equilibrium measure for [−1, 1] has density 1/(π √ 1 − x 2 ), the equilibrium measure is admissible for the constrained energy problem (5.5) with constraint σ if and only if
for every x ∈ (−1, 1).
Suppose (8.1) fails and suppose also for simplicity that w is continuous. In this case, it can be shown that the minimizer µ t is equal to σ on the set where the inequality (8.1) fails. Put otherwise, the saturated region includes the set of points where π √ 1 − x 2 w(x) t. This is a non-trivial fact from potential theory, due to Dragnev and Saff [22] , which relies on the minimum principle for superharmonic functions. It can be restated as
The relation (8.2) corresponds to the rule of thumb formulated by Trefethen and Bau [75, page 279] : "The Lanczos iteration tends to converge to eigenvalues in regions of too little charge for an equilibrium distribution." Because of (8.2) we can locate the set of points x where eigenvalues are found first (that is for smallest value of t), by the requirement that π √ 1 − x 2 w(x) has a minimum at x. For example, if w(x) = C α (1 − x 2 ) α as in (7.1), then this is
which for α > −1/2 has a minimum at x = ±1. These correspond to extreme eigenvalues and they are found first if α > −1/2. However, this changes for α < −1/2. Then (8.3) becomes infinite at ±1 and the minimum is attained at x = 0. Now interior eigenvalues are found first! In fact the extreme eigenvalues are found at the very end only, as we saw in Section 7.3.
While it is possible to determine exactly which eigenvalues are found first by comparing with the eigenvalue distribution, it is not possible to do so to determine which eigenvalues are found last. This is not necessarily given by the value where π √ 1 − x 2 w(x) has a maximum. See [38] for an example in which this happens for the equilibrium problem on the unit circle.
9. Convergence of Conjugate Gradients. In Sections 2-8 we looked at the Lanczos iteration method. The convergence results were derived from the minimization problem (2.3), which deals with monic polynomials. The minimization problem (1.4) is relevant for iterative methods for solving linear systems such as Conjugate Gradients (CG). It differs from (2.3) only in the fact that it deals with polynomials that are normalized at 0 (instead of at ∞).
CG (with preconditioning) is the method of choice for solving symmetric positive definite systems Ax = b. In case of preconditioning, we assume that Ax = b is the preconditioned system. The eigenvalues of a symmetric positive definite matrix A are real and positive, and then the minimizer for (1.4) differs from the minimizer for (2.3) only by a multiplicative factor. We call the minimizer for (1.4) the CG polynomial.
Suppose that A is an N × N symmetric positive definite matrix whose eigenvalues are distributed according to σ. Suppose also that we do n steps of CG iteration with n = tN and t < 1. Then as before we have that the zeros of the CG polynomial are distributed according to µ t where µ t is the solution of the constrained equilibrium problem with σ as the constraint. What does this tell us about the rate of convergence of CG, that is, about the quantity
and in particular do we get an improvement of the estimate (1.9) which follows from approximating the spectrum of A by the continuous set S?
The estimate (1.9) contains the estimated asymptotic convergence factor ρ S which is given by (1.6). As noted in (1.10) we have
where g S is the Green function for S. The Green function for S is given in terms of the equilibrium potential by
where ω S is the equilibrium measure and r(S) is the Robin constant of S. The Green function is non-negative, continuous on C (except for a possible set of zero capacity), harmonic outside S, behaves like log |z| as z → ∞ and is zero on S (again with the possible exception of a set of zero capacity). If S is regular then there are no exceptional sets of zero capacity. The value g S (z) provides a measure for the distance from z to S. If g S (z) is small then z is close to S from the point of view of potential theory. Because of (9.1) we would like to have a big number g S (0), so that ρ S is small. This is in accordance with the rule: the further away the spectrum lies from the origin, the faster the convergence of CG.
We can calculate g S (0) explicitly for special sets S. For an interval S = [a, b] with 0 a < b < ∞, we have
and we get (if we choose S = [λ min , λ max ] to approximate the spectrum and write κ = λ max /λ min for the condition number)
Since the minimizing polynomials for the extremal problem on [λ min , λ max ] are scaled and shifted Chebyshev polynomials of the first kind, we can use special properties of Chebyshev polynomials that result in the inequality
which is the well-known CG convergence estimate in terms of the condition number of A. The estimate (9.3) can be found in many textbooks. The analysis involving the extreme eigenvalues only does not tell the full story. The smallest eigenvalue could be eliminated by a single zero of the CG polynomial. This could slow down the CG convergence by a few steps, but not in an essential way and considerations based on the condition number only would be too pessimistic. The asymptotic convergence factor would be determined by the second smallest eigenvalues, until that eigenvalue is well approximated by a zero of the CG polynomial as well, and so on. If after a number of steps all eigenvalues in a certain subset of S are well approximated, the asymptotic convergence factor is determined by the absolute value of the CG polynomial on the remaining part of S.
But now we return to the main theme of the paper. We know that the zeros of the CG polynomial are distributed like µ t if t = n/N . We also know that the eigenvalues outside S * t are well approximated by zeros of the CG polynomial. Hence by the above considerations, the asymptotic convergence factor is determined by the absolute value of the CG polynomial on S * t . So how small is the CG polynomial on S * t ? The first thought might be that we could use S * t for the set S and replace g S (0) by g S * t (0) and get an approximation (9.4) min
However this first thought is incorrect. To see this we note that we would get the right-hand side of (9.4) for the polynomial in P o n that minimizes the maximum norm on S * t . The CG polynomial does not resemble this polynomial, since it has to be small on the eigenvalues that are outside of S * t as well. So what do we get instead of (9.4)? We can write the CG polynomial as
where z 1 , . . . , z n are the zeros and C is the leading coefficient of p. The fact that the zeros of p are distributed according to µ t means that
away from the zeros of p. For z = 0 this gives (we assume that there are no zeros very close to 0) (9.5) |p(0)| ≈ Ce −nU µ t (0)
and for x ∈ S t , (9.6) |p(x)| ≈ Ce −nU µ t (x) = Ce −nrt .
Since p(0) = 1 we get C ≈ e nU µ t (0) from (9.5), so that (9.7) |p(x)| ≈ e −n(rt−U µ t (0)) for x ∈ S t .
At an eigenvalue outside S t the polynomial is small since there is a zero very close to it. The result is that we get |p(λ)| ≈ exp(−n(r t − U µt (0))).
So exp(−(r t − U µt (0)) replaces exp(−g S (0)) as the asymptotic convergence factor for CG.
There is a beautiful formula for r t − U µt (0), due to Buyarov and Rakhmanov [15] , which says that (9.9) r t − U µt (0) = 1 t t 0 g Sτ (0) dτ.
So r t − U µt (0) is the average of Green functions evaluated at 0. The average is taken over the family of sets S τ with τ running from 0 to t. Recall that S τ is the free region for the constrained equilibrium problem with parameter τ . Actually, Buyarov and Rakhmanov established in [15] a formula like (9.9) in the context of equilibrium measures with external field. The formula (9.9) is the translation of this result to the case of constrained equilibrium measure, cf. the discussion at the end of Section 5. The proof of (9.9) uses several non-trivial facts from potential theory. We will not prove it here, but only give some intuition for it below.
Combining (9.9) and (9.8) we get that the asymptotic convergence factor is equal to exp − 1 t t 0 g Sτ (0) dτ .
From Theorem 5.4 we know that the sets S τ are decreasing if τ is increasing. Then the Green functions g Sτ (0) are increasing as τ is increasing. It follows that the average of the Green functions at 0 is increasing as t is increasing. This reflects the superlinear convergence observed for CG and other iterative solvers. The above considerations were made precise in the paper [10] of Beckermann and the author. As in Section 6.2 we consider a sequence (A N ) of symmetric positive definite matrices, where A N has size N × N . We assume that the eigenvalues are asymptotically distributed like σ, where σ has compact support and a continuous real-valued logarithmic potential U σ , so that we can use the constrained equilibrium measures µ t with constraint σ. We need one more condition, which is related to the fact that the eigenvalues of the matrices A N should not be too close to 0. We assume (9.10) lim
Note that the right-hand side of (9.10) is finite by the assumption on σ. The assumption that the eigenvalues of A N are asymptotically distributed according to σ implies that lim sup N →∞ for some c > 0. Under the above assumptions the following theorem was established in [10] . Theorem 9.1. Let (A N ) N be a sequence of symmetric invertible matrices, A N of size N ×N , satisfying the assumptions above. Let µ t be the solution of the constrained equilibrium problem with constraint σ and normalization t ∈ (0, 1). Let n = n(N ) depend on N in such a way that n/N → t as N → ∞. Then For the proof of Theorem 9.1, we refer the reader to [10] as well as for examples and additional comments.
We finish this section with giving some intuition for the the Buyarov-Rakhmanov formula (9.9). It follows from a second formula of Buyarov and Rakhmanov [15] which says (when translated to the case of constrained equilibrium problems) (9.12) tµ t = t 0 ω Sτ dτ.
Indeed, assuming (9.12) and using (9.2), we get for the logarithmic potentials If x ∈ S t , then x ∈ S τ for every τ ∈ (0, t), so that the right-hand side of (9.13) is then t 0 r(S τ )dτ . In view of (5.1) this means that tr t = t 0 r(S τ )dτ , and then (9.13) implies (9.14) tr t − tU µt (x) = t 0 g Sτ (x) dτ, x ∈ R, which for x = 0 reduces to (9.9). The second Buyarov-Rakhmanov formula (9.12) may be understood in the following way. According to Theorem 5.3, we have that tµ t is increasing for t ∈ (0, 1). Assume the derivative ν t = d dt (tµ t ) exists. Then ν t is a non-negative measure with dν t = 1, since tdµ t = t. From the monotonicity properties of tµ t , see Theorem 5.3, we get that supp(ν t ) ⊂ S t . Formally differentiating the equality (9.15) tU µt (x) = tr t , x ∈ S t , we get
Hence ν t is a probability measure on S t whose logarithmic potential is constant on S t , and therefore it has to be the equilibrium measure of S t . Integrating the equality ν t = ω St with respect to t, we obtain (9.12). The above argument is not fully rigorous, since it assumes that the derivative of tµ t exists, and that we can differentiate (9.15) to obtain (9.16). We refer to the original paper [15] for a full proof.
10. Remarks about the literature on constrained equilibrium problems. The constrained equilibrium problem was introduced in 1996 by Rakhmanov [58] to describe the zero distribution of polynomials that are orthogonal with respect to a discrete measure. The connection with logarithmic potential theory with an external field (see the end of Section 5) was already recognized in that paper. Since its introduction in the early 1980s in [33] , [51] , [52] , [57] , this theory has been extensively developed, so that many results for the constrained equilibrium problem could be taken from there. For a comprehensive account of logarithmic potentials with external fields, we refer the reader to the monograph of Saff and Totik [63] . For the connection with random matrix theory, see [18] .
Rakhmanov's work on the constrained equilibrium problem was extended by Dragnev and Saff [22] , who combined the constraint with an external field. Subsequent work in the same direction includes [8] , [23] , [46] , [47] .
The application to the convergence of Krylov methods was initiated by the author in [44] and continued in work with Beckermann [10] , [11] , [12] ; see also [9] , [38] .
It is interesting to note that the constrained equilibrium problem also appears in recent work on the continuum limit of the Toda lattice [1] , [20] , [45] , and in connection with certain discrete orthogonal polynomial ensembles [5] , [41] , [42] , which may be viewed as a discrete version of random matrix theory.
Related is also the work of Goldsheid and Khoruzhenko [29] , [30] on random non-Hermitian Jacobi matrices. These authors also distinguish between a saturated and a free region. Eigenvectors corresponding to eigenvalues in the saturated region are localized, while eigenvectors corresponding to eigenvalues in the free region are delocalized. Their work is relevant in condensed matter physics as it distinguishes between localized and delocalized quantum states, see also [76] .
