Filtrage de contenus numériques connus à haute vitesse optimisé sur plateforme GPU by Lerebours, Jonas
UNIVERSITE´ DE MONTRE´AL
FILTRAGE DE CONTENUS NUME´RIQUES CONNUS A` HAUTE VITESSE
OPTIMISE´ SUR PLATEFORME GPU
JONAS LEREBOURS
DE´PARTEMENT DE GE´NIE E´LECTRIQUE
E´COLE POLYTECHNIQUE DE MONTRE´AL
ME´MOIRE PRE´SENTE´ EN VUE DE L’OBTENTION
DU DIPLOˆME DE MAIˆTRISE E`S SCIENCES APPLIQUE´ES
(GE´NIE E´LECTRIQUE)
DE´CEMBRE 2012
c© Jonas Lerebours, 2012.
UNIVERSITE´ DE MONTRE´AL
E´COLE POLYTECHNIQUE DE MONTRE´AL
Ce me´moire intitule´:
FILTRAGE DE CONTENUS NUME´RIQUES CONNUS A` HAUTE VITESSE
OPTIMISE´ SUR PLATEFORME GPU
pre´sente´ par: LEREBOURS Jonas
en vue de l’obtention du diploˆme de: Maˆıtrise e`s Sciences Applique´es
a e´te´ duˆment accepte´ par le jury d’examen constitue´ de:
M. BRAULT Jean-Jules, Ph.D., pre´sident
M. DAVID Jean Pierre, Ph.D., membre et directeur de recherche
M. SAVARIA Yvon, Ph.D., membre
iii
« Rendez vous compte !
sur Internet, n’importe qui peut dire n’importe quoi ! »
Un de´pute´ franc¸ais a` l’assemble´e nationale
durant les de´bats sur HADOPI.
iv
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vRE´SUME´
Beaucoup de donne´es transitent sur les re´seaux informatiques tels que le re´seau Internet,
et une partie de celles-ci peut eˆtre ille´gale. Les autorite´s qui controˆlent un re´seau donne´ ont
souvent besoin d’empeˆcher la transmission de certains documents, qu’ils soient dangereux,
illicites, ou simplement refuse´s. Une entreprise pourrait par exemple vouloir empeˆcher que
certains documents sortent de leur re´seau interne, de meˆme que des e´coles pourraient chercher
a` filtrer l’acce`s a` des sites sensibles. Nous allons pre´senter dans ce me´moire un syste`me de
de´tection et de blocage qui vise a` repe´rer le passage de contenus spe´cifie´s sur une connexion
re´seau. Le but est qu’un utilisateur ne puisse jamais charger ou envoyer une image, un film
ou tout autre document re´fe´rence´ comme interdit, quelle qu’en soit la source.
Suivant le contexte, il peut eˆtre utile de travailler a` grande e´chelle, c’est-a`-dire de controˆler
le trafic d’une large population avec un syste`me unique et centralise´. On peut alors se
placer au niveau des fournisseurs d’acce`s et de services Internet, ou encore sur la connexion
a` Internet d’une tre`s grande entreprise. On controˆle ainsi l’ensemble des communications
qui entrent et sortent de leurs re´seaux sans avoir a` modifier la configuration des postes
utilisateurs. Le nombre de ce type d’interconnexion est relativement re´duit, ce qui simplifie
le de´ploiement. En revanche, les de´bits en ces points sont tre`s e´leve´s car ils concentrent le
trafic de tous les utilisateurs. C’est la` qu’apparait le principal de´fi, car les fibres optiques
utilise´es aujourd’hui permettent de faire passer 40 a` 100 Gb/s, ce qu’un processeur classique
d’usage ge´ne´ral n’est pas capable de traiter.
Travailler avec de tels de´bits de donne´es demande ainsi une puissance de de calcul im-
portante, et impose de re´duire et optimiser les traitements au maximum. Les approches
existantes pouvant filtrer autant d’information se basent souvent simplement sur les des-
cripteurs des communications tels que l’adresse de l’e´metteur ou du destinataire. Lorsqu’un
site internet est suspecte´ d’envoyer aux clients du contenu interdit, c’est l’ensemble du site
internet qui est bloque´, ou l’ensemble des connexions du client qui sont coupe´es, ce qui
manque de pre´cision. Dans notre cas, on cherche a` bloquer la transmission de certains conte-
nus uniquement, pre´alablement re´fe´rence´s, en laissant passer le reste du trafic. Il faut donc
eˆtre capable de repe´rer ces contenus (images, vide´os, programmes, etc.) au milieu de l’en-
semble des donne´es e´change´es. De plus, dans la plupart des re´seaux utilise´s aujourd’hui, les
donne´es ne sont pas transmises telles qu’elles en une seule fois, mais sont d’abord divise´es
en plusieurs petits fragments appele´s paquets, qui sont transmis inde´pendamment. Il faut
ainsi de´tecter des extraits des contenus interdits parmi d’autres donne´es fragmente´es, ce qui
demande une plus grande pre´cision de de´tection, ceci avec plusieurs millions de paquets de
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donne´es par seconde. On bloquera ensuite uniquement la connexion qui a transmis cette
partie de document.
D’autre part, nous cherchons a` re´fe´rencer un nombre important de documents. Le sys-
te`me ne doit donc pas souffrir de ralentissement lie´ au nombre de contenus a` bloquer. Les
programmes antivirus ou de de´tection d’intrusion, qui fonctionnent sur le meˆme mode`le
d’analyse des donne´es transmises en temps re´el, se re´fe`rent en ge´ne´ral a` des bases de don-
ne´es de mode`les d’attaques qui doivent eˆtre compile´es avant d’eˆtre utilise´es. Plus le nombre
de re`gles a` tester est important, plus la compilation est difficile et longue. Les syste`mes qui
se basent sur cette approche sont alors limite´s a` quelques dizaines de milliers de re`gles. Notre
syste`me peut en revanche stocker un nombre the´oriquement infini de documents sources, la
seule limite e´tant la me´moire utilise´e, sans impact sur les performances, graˆce a` un format
de base de donne´es de contenus interdits tre`s simple et efficace.
Pour relever le de´fi de traiter de tre`s hauts de´bits sans limiter le nombre de documents
re´fe´rence´s, nous avons utilise´ l’algorithme de max-hashing. Cet algorithme a e´te´ spe´cialement
conc¸u pour de´tecter tre`s rapidement des fragments de documents connus, en un minimum
d’ope´rations. On distingue deux phases : le re´fe´rencement des documents a` de´tecter et blo-
quer, puis l’analyse en temps-re´el du flux re´seau. Seule cette seconde partie est e´tudie´e ici,
le re´fe´rencement e´tant re´alise´ hors ligne par les autorite´s qui de´cident quels documents in-
terdire. Nous l’avons imple´mente´ sur processeur graphique (GPU) afin de disposer de leur
immense puissance de calcul paralle`le, tre`s adapte´e pour l’analyse des innombrables paquets
inde´pendants a` traiter. Nous pre´sentons dans ce me´moire le fonctionnement de ce type de
mate´riel et les adaptations ne´cessaires pour qu’un algorithme utilise au maximum les res-
sources disponibles et soit capable d’analyser le plus grand de´bit de donne´es possible.
Nous de´taillons l’imple´mentation de l’algorithme de max-hashing sur les GPU de NVidia,
ainsi que les performances que nous avons pu mesurer. Un seul processeur graphique peut
ainsi traiter plus de 70 Gb/s de donne´es sources tout en re´fe´renc¸ant plus d’un million de
documents a` de´tecter. La vitesse de traitement est ne´anmoins limite´e par le bus qui transmet
les donne´es vers la carte graphique. Apre`s e´tude des modes de ce bus, on parvient a` envoyer a`
45 Gb/s, ce qui offre tout de meˆme les performances suffisantes pour analyser une connexion
40GbE, et est a` notre connaissance sans e´quivalent dans la litte´rature. De plus, lorsque la
configuration du bus le permet, des configurations a` plusieurs cartes graphiques peuvent eˆtre
mises en place, multipliant les de´bits traite´s et le nombre de re´fe´rences enregistre´es.
Des tests sur un re´seau re´el a` 10 Gb/s ont e´te´ re´alise´s, en transmettant les re´sultats du
module de de´tection a` un logiciel de´die´ au filtrage. Nous avons ainsi pu mettre en place tre`s
rapidement un syste`me complet fonctionnant en temps-re´el avec une seule carte graphique.
On mesure une latence minimale de 6 ms entre l’arrive´e d’un paquet de donne´es et la mise en
vii
place du blocage si ne´cessaire. Ce syste`me peut s’inte´grer de fac¸on totalement transparente
sur le re´seau a` controˆler, et stopper la transmission de tout document interdit.
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ABSTRACT
More and more data are being transmitted every day through computer networks such
as the Internet. Part of these data may be illegal and networks authorities often need active
filtering so that unwanted contents would not enter the network, or private documents would
not leave the intranet. This thesis proposes such a filtering appliance, able to efficiently
detect and block known documents passing through a watched connection. The main goal is
that users could not load or send any document that would be known as forbidden, regardless
of its origin.
Working at large scales can be necessary when one wants to control large populations with
no need to setup filters on every connected device. One unique and centralized service deals
with the whole traffic. Internet services providers are good examples as they agglomerate all
their subscribers’ communications. They link with each other using quite few interconnection
points, which simplifies a global deployment. The first challenge is that these links use fast
media with 40 to 100 Gbps bandwidths. Such high data rate cannot be handled by a standard
general-purpose processor and filtering that information is therefore very challenging.
Previous approaches that are able to filter such amounts of data suffer two different
limitations. First, some only use communication descriptors such as emitter and receiver
addresses. When a website is suspected to send forbidden information to a network user,
either the whole website or the whole user connections are blacklisted as no further investi-
gation is possible. We ought to block specific and previously listed contents only, allowing
all harmless data. We therefore need to spot these contents (images, videos, software...)
among other flowing data. Moreover, network protocols require splitting sent data into
small chunks, namely packets, which are transmitted independently. Thus, we more pre-
cisely need to spot extracts of the referenced contents among other fragmented data, at rates
of millions of packets per second. Greater precision is required, but we can then block the
only flow that is sending the spotted content.
The second limitation is the number of referenced documents. We want to detect an
important set of different contents and the system cannot loose performances when this set
enlarges. Antiviral or anti-intrusion systems, which are based on the same real-time analysis
model, often use regular expression patterns as rules. These patterns need to be compiled
before they can be used, and large rule sets make compilation slower and harder. Such
systems are therefore often limited to several thousand rules. Our system can reference
millions of documents with no impact on its computation speed, thanks to our simple and
efficient forbidden files database format.
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We describe a parallel implementation of the max-hashing algorithm that enables the
detection of known content by processing network packets individually. The final system rises
to the challenge of processing ultra-high bandwidths while referencing millions of documents.
The target architecture is based on Graphics Processing Units (GPUs), which are known to
offer tremendous performances for highly parallel applications, at low cost. The algorithm
first collects a set of fingerprints from the listed documents to detect. Fingerprints are
small subsets of the reference documents supposedly unique to the documents and easily
identifiable. At detection time, those fingerprints are detected in the network packets and
reported to an application that correlates all the matches. Results demonstrate that a single
GPU board can theoretically monitor the Internet traffic up to 70 Gbps, with the ability to
host hundreds of millions of reference fingerprints. Strangely, the most challenging task is to
feed the board at such bandwidths through a standard interface such as PCIe. In fact, the
bus cannot transfer more than 45 Gbps, which thus is the system limitation. Nevertheless
multi-GPU configurations can be set up depending on the PCIe bus architecture, which
multiplies the processing rate and optimize the different resources use.
A complete filtering system demonstrates the functionality of the proposed approach
over a 10GbE connection. We measure a minimum latency of 6 ms and the system can be
installed on network connections transparently.
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1CHAPITRE 1
INTRODUCTION
En 2012, 2.5 exaoctets 1 de donne´es sont cre´e´es chaque jour [32] et sont amene´es a` transi-
ter sur des re´seaux, notamment sur Internet. En conse´quence, on mesure que chaque anne´e le
trafic Internet augmente d’environ 35% [11]. Ces chiffres peuvent paraˆıtre impressionnants,
ou finalement assez modestes rapporte´s a` la population mondiale, mais il est certain que la
de´mocratisation du nume´rique entraˆıne un accroissement rapide des quantite´s de donne´es
produites et e´change´es. Une partie du contenu peut eˆtre ille´gale, la pornographie infantile
en est un exemple, pre´senter des risques comme les virus informatiques, ou eˆtre simplement
geˆnante, comme le spam.
Controˆler les donne´es qui transitent sur les re´seaux devient primordial pour les adminis-
trateurs. Plus encore, il est inte´ressant de pouvoir en bloquer la transmission pour limiter
leur propagation. Les fournisseurs de service d’email ont par exemple inte´reˆt a` de´velopper
leurs controˆles pour re´duire la quantite´ de spam car ces courriers inde´sirables, outre amoin-
drir la satisfaction des utilisateurs, consomment une tre`s large part de leur bande passante,
puisqu’ils repre´sentent entre 65 et 75% des messages [13]. Il y a donc des inte´reˆts tant
e´conomiques que judiciaires a` controˆler le trafic sur les re´seaux.
Nous allons pre´senter dans ce me´moire une solution de blocage de contenus connus. Nous
cherchons en effet un syste`me capable d’eˆtre inse´re´ de fac¸on transparente dans un re´seau,
c’est-a`-dire sans en modifier la configuration. Il s’agira, apre`s re´fe´rencement du contenu de
certains documents, images, vide´os ou autres, de repe´rer ces contenus parmi les informations
transitant sur le segment surveille´ et e´ventuellement de les bloquer. Le but est d’obtenir
un syste`me pouvant re´fe´rencer un tre`s grand nombre de documents diffe´rents, de l’ordre de
plusieurs millions, et capable de traiter les donne´es avec des performances, latence et bande
passante par exemple, assez importantes pour pouvoir offrir ce nouveau type de controˆle a` de
grands re´seaux d’entreprises ou a` des Fournisseurs d’Acce`s a` Internet (FAI). Travailler a` ce
niveau permet en effet une surveillance a` tre`s grande e´chelle, sans avoir a` installer d’autres
protections sur les postes utilisateurs, nombreux et he´te´roge`nes. Une entreprise peut choisir
de bloquer la diffusion de documents confidentiels vers l’exte´rieur, tandis qu’un FAI peut
vouloir ou se voir imposer de bloquer la propagation de contenus illicites sur Internet.
1. exa = 1018
21.1 Concepts de base
Avant de nous pencher sur la solution a` mettre en place, il est important de comprendre
le fonctionnement des transmissions sur Internet et les enjeux d’un tel filtrage. Nous allons
donc dans un premier temps passer rapidement en revue les de´fis actuels dans l’analyse des
communications re´seaux, avant d’insister sur l’inte´reˆt qui existe dans le filtrage de contenu.
Finalement, nous e´tudierons le fonctionnement des re´seaux et les protocoles utilise´s pour
l’e´change des donne´es.
1.1.1 Transmission de donne´es
Comme nous l’avons e´voque´ dans le paragraphe pre´ce´dent, la quantite´ de donne´es qui
transite en permanence sur l’ensemble des liaisons mondiales est immense. Des re´seaux scien-
tifiques ou industriels sont tre`s utilise´s pour le partage et la de´centralisation des informations.
De plus, la de´mocratisation du cloud computing acce´le`re cette tendance : les fichiers et les
programmes ne sont plus sauvegarde´s et exe´cute´s sur l’ordinateur de l’utilisateur mais sur
des serveurs distants. Ces services sont d’une grande qualite´ mais ne´cessitent une connexion
a` Internet puissante et imposent le transfert de beaucoup de donne´es.
D’autre part, avec l’explosion de la connectivite´ (mobile comme fixe) de la population,
chacun est a` meˆme de partager tout contenu, en temps re´el. Les technologies e´voluent pa-
ralle`lement : la re´solution des appareils photos augmente, produisant des images de plus en
plus volumineuses, les terminaux deviennent plus puissants, ce qui permet aux fournisseurs
de proposer des plateformes en ligne de plus en plus e´labore´es. Les bandes passantes des
re´seaux de communication augmentent elles-aussi, ce qui permet aux utilisateurs d’acce´der
aux ressources disponibles en ligne de fac¸on similaire a` celles localise´es directement sur leur
ordinateur. Tous ces e´le´ments me`nent a` une utilisation de plus en plus grande des re´seaux.
De meˆme, les entreprises, qui utilisaient historiquement des re´seaux informatiques ferme´s
pour plus de se´curite´, s’ouvrent et s’e´tendent sur des re´seaux virtuels multisites. Beaucoup
de donne´es sont donc cre´e´es et transmises, et doivent alors emprunter des voies de commu-
nications adapte´es, le re´seau Internet en e´tant la principale composante.
Plusieurs e´tudes ont regroupe´ des donne´es sur les de´bits des communications a` l’e´chelle
mondiale. On trouve notamment sur le site Internet de TeleGeography des cartes tre`s claires
sur la connectivite´ internationale, telles que celle reprise sur la figure 1.1. On constate qu’en
2011 l’Europe disposait d’une capacite´ globale de 40 Tb/s et l’Ame´rique du nord de 16 Tb/s.
Meˆme en pe´riode de pointe, ces bandes passantes sont largement pre´vues pour le trafic actuel
(47% d’utilisation en Europe, 53% en Ame´rique du Nord en 2011) mais ces donne´es donnent
une ide´e claire du de´fi pour controˆler l’ensemble de ce trafic.
31.1.2 Filtrage de donne´es
Pourquoi alors vouloir controˆler tant de donne´es ? Deux buts principaux justifient sou-
vent cette demande. La protection des re´seaux et des utilisateurs contre les contenus ille´gaux
ou dangereux est pre´dominante. Par exemple, les entreprises, e´coles ou autres collectivite´s
utilisent souvent un proxy pour filtrer les requeˆtes a` Internet avec une liste de sites inter-
dits. Cela permet aussi de limiter l’acce`s a` des sites sensibles ou la transmission de fichiers
exe´cutables et notamment de virus. Dans un autre contexte, repe´rer la diffusion de contenus
interdits tels que les abus sexuels sur les enfants permet aux services de police de tracer les
auteurs ainsi que d’en limiter les “utilisateurs”.
La copie et le plagiat menacent certains inte´reˆts financiers en allant notamment contre
le droit d’auteur. Le second but de l’inspection des flux de donne´es est ainsi d’encadrer la
reproduction incontroˆle´e de tout contenu. Par exemple, un e´diteur peut ve´rifier la source
des fichiers envoye´s et publie´s, a` la recherche d’extraits de contenus existants. On peut alors
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Figure 1.1 – Carte 2012 de la connectivite´ Internet mondiale
4combattre le plagiat efficacement, voire limiter les tentations des auteurs directement en les
avertissant. On met alors en place des outils d’analyse de re´seau, a` plus ou moins grande
e´chelle, qui se chargent d’analyser les donne´es transmises.
Les solutions existantes capables de travailler a` de tels de´bits sont ge´ne´ralement base´es
sur uniquement l’analyse de la source et/ou de la destination des messages. On bloque
ainsi une image ou un site Internet complet via leur adresse. Ces me´thodes sont simples
car elles ne s’inte´ressent qu’aux descriptions des transmissions, sans avoir a` en reconnaˆıtre
le contenu. Des syste`mes de listes noires existent dans beaucoup de pays et sont impose´s
aux fournisseurs d’acce`s a` Internet. Ils sont rapides a` mettre en place mais ne peuvent pas
combattre l’apparition de sites miroirs par exemple, ou le de´me´nagement d’un site interdit a`
une autre adresse. La Chine est l’exemple le plus connu, ou` des lois re´gissent directement la
liste des sites autorise´s ou non pour les internautes de ce pays. Elle a cependant aussi mis en
place d’autres techniques plus avance´es qui permettent de terminer une connexion lorsqu’un
certain nombre de mots-cle´s y ont e´te´ de´tecte´s. Un tel controˆle demande alors d’eˆtre capable
d’analyser les communications de l’ensemble de la population.
C’est cette dernie`re approche qui nous inte´resse, en e´largissant les mots cle´s a` tout contenu
nume´rique. En terminant la connexion assez rapidement de`s qu’un fragment interdit est
repe´re´, on empeˆche tout passage d’un document complet.
1.2 Analyse des besoins
Diffe´rents besoins cle´s doivent impe´rativement eˆtre inte´gre´s a` un syste`me de filtrage
re´seau. Nous allons dans cette partie les mettre en exergue afin de les e´tudier pre´cise´ment.
Nous pourrons alors les garder a` l’esprit tout au long de la conception et de la validation. Une
fois ces bases pose´es, nous pourrons justifier l’emploi des technologies choisies. Nous avons
de´ja` e´voque´ les motivations et les protocoles a` utiliser, nous de´taillerons dans cette partie
les besoins qu’ils entraˆınent : la de´tection de fragments de documents, le re´fe´rencement de
nombreux documents, et la de´tection en temps re´el.
1.2.1 De´tection de fragments de documents
Le re´seau Internet, de meˆme que la grande majorite´ des re´seaux actuellement, est base´
sur le protocole Ethernet. Celui-ci impose que les documents transmis soient d’abord divise´s
en plusieurs sous-blocs envoye´s successivement. Chaque bloc peut avoir une taille quelconque
infe´rieure a` 1500 octets, et est inte´gre´ dans une “trame”, qui contient en particulier l’adresse
de la machine et du destinataire ainsi que la taille du bloc. Nous pre´senterons les protocoles
utilise´s dans les re´seaux a` la section 2.1. Notons que les trames ne sont pas ne´cessairement
5de la taille maximale autorise´e, mais peuvent eˆtre plus petites, la taille e´tant de´finie par les
capacite´s respectives de tous les interme´diaires du re´seau et adapte´e au cours des commu-
nications. Une application de de´tection doit alors eˆtre capable de repe´rer des fragments de
documents de petite taille.
La recherche de texte dans une page web ou tout autre document est une illustration du
repe´rage d’extraits. Les utilisateurs sont capables de retrouver tout extrait exact dans leur
document source. On cherche dans ce me´moire a` appliquer le meˆme principe avec les trames
passant sur le re´seau : chercher le contenu des trames dans un ensemble de documents de
re´fe´rence.
Pour simplifier les traitements, on pourrait e´tudier la taille ide´ale des fragments a` de´tecter
et extraire uniquement ce fragment des trames rec¸ues avant de le chercher dans les documents
sources. Aux deux extreˆmes, des extraits de tre`s grande taille seraient difficilement repe´rables
du fait du peu de chances qu’ils soient contenus en entier dans une trame, mais des extraits de
toute petite taille produiraient beaucoup de faux-positifs du fait du peu d’e´le´ments vraiment
repre´sentatifs du document original. Il faut donc soit choisir une taille de fragments assez
importante pour eˆtre repre´sentative du document et assez faible pour eˆtre contenue dans
une trame, soit trouver des me´thodes pour outrepasser cette question. Nous e´tudierons des
me´thodes existantes au chapitre 2.
1.2.2 De´tection rapide pour filtrer efficacement
Les Fournisseurs d’Acce`s a` Internet (FAI) ge`rent les connexions des utilisateurs au re´-
seau Internet. Ils se chargent donc de faire l’agre´gation du trafic et la bande passante qu’ils
utilisent est la somme de toutes les bandes passantes de leurs clients. Les FAI sont ge´ne´ra-
lement relie´s entre eux et aux fournisseurs de services par des fibres optiques qui autorisent
des connexions a` 40 Gb/s, voire 100 Gb/s. Le re´seau de´ploye´ par la socie´te´ Cogent [14] en
est un bon exemple.
Nous avons besoin d’un point de passage des donne´es pour pouvoir les observer et les
filtrer. Les liaisons entre FAI paraissent inte´ressantes car il s’agit de points de passage pre´-
existant regroupant beaucoup de trafic, et le nombre de ces liaisons est relativement limite´.
Il faut alors viser leur gamme de de´bits pour obtenir un syste`me utilisable a` grande e´chelle.
De meˆme, il devient impe´ratif de traiter les paquets tre`s rapidement puisque leur passage
prend tre`s peu de temps. En effet, les abonne´s disposent couramment de bandes passantes
de l’ordre de 10 Mb/s. Les paquets sont transmis a` cette vitesse en 0.1 ms. Du fait des
e´tapes par les diffe´rents e´le´ments des re´seaux pour atteindre le serveur destinataire, les
utilisateurs observent en ge´ne´ral une latence de l’ordre de quelques dizaines de millisecondes
entre le de´part du paquet de leur machine jusqu’a` l’arrive´e sur la machine vise´e. Une latence
6trop e´leve´e diminue le confort de l’utilisateur en le faisant patienter entre chacune de ses
action. Des domaines ne´cessitant une bonne re´activite´ comme la vide´oconfe´rence, le controˆle
a` distance ou les jeux vide´os en ligne sont tre`s vite impacte´s par une augmentation de la
latence. Il est alors important de prendre en compte cet aspect et de cre´er un syste`me qui
ne bloque pas, ou tre`s peu, les paquets pendant leur analyse.
Pour augmenter les de´bits traite´s sans impacter la latence, on peut utiliser du mate´riel
capable d’analyser les paquets en paralle`le. Nous avons e´voque´ a` la section 1.2.1 que les docu-
ments sont divise´s en paquets avant d’eˆtre envoye´s. Les paquets d’une source sont me´lange´s
avec d’autres lorsque les trafics sont regroupe´s, notamment au niveau des routeurs. Deux
paquets qui se suivent ne sont donc pas lie´s entre eux. De plus, la ne´cessite´ de reconnaˆıtre
des fragments de documents aborde´e a` la section 1.2.1 a e´te´ e´tablie dans le but de travailler
uniquement sur le contenu des paquets, sans devoir reconstruire le document original. Ces
e´le´ments nous offrent la possibilite´ de travailler sur les diffe´rents paquets en paralle`le. Avec
du mate´riel compatible, on multiplie le de´bit par le nombre d’unite´s de traitement sans aug-
menter la latence. Ce type de mate´riel est tre`s en vogue actuellement et se de´veloppe tre`s
vite. Les plus communs sont les CPU, compose´s aujourd’hui de deux a` douze cœurs de calcul,
et les processeurs graphiques (Graphics Processing Unit (GPU)) qui comprennent plusieurs
centaines d’unite´s de calcul plus limite´es. D’autres dispositifs plus spe´cifiques existent. Les
processeurs re´seaux sont des puces tre`s spe´cialise´es dans le traitement de flux de donne´es,
utilise´es principalement dans les routeurs ou cartes re´seaux haut de gamme. Finalement, les
Field-Programmable Gate Array (FPGA) pre´sentent aussi l’inte´reˆt d’un paralle´lisme intrin-
se`que tre`s adaptable puisque l’on peut imple´menter autant d’instances que ne´cessaire d’une
meˆme unite´ de calcul dans la seule limite de la taille de la puce. Nous nous focaliserons dans
ce me´moire sur les GPU, dont nous e´tudierons les atouts au chapitre 2.
1.2.3 Re´fe´rencement de nombreux documents
Notre syste`me est voue´ a` filtrer un nombre de documents quelconque, potentiellement
important suivant la politique de controˆle applique´e. Il convient donc de garantir que les
performances finales ne diminueront pas avec l’augmentation du nombre de documents. Les
originaux a` filtrer doivent eˆtre re´fe´rence´s, dans une base de donne´es qui sera consulte´e pour
identifier les donne´es analyse´es. Plusieurs points entrent en compte dans les performances de
cette base de donne´es. Tout d’abord, il faut spe´cifier dans quel format sont enregistre´s les do-
cuments re´fe´rence´s (ou les re´fe´rences a` ces documents). Leur lisibilite´ peut eˆtre un proble`me
puisque l’on cherche a` traiter du contenu sensible. Si les administrateurs peuvent acce´der a`
ces informations, on s’expose a` des fuites de documents, ce que l’on cherche pre´cise´ment a`
endiguer.
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siter beaucoup de me´moire, particulie`rement s’il s’agit d’images ou de vide´os. Les dispositifs
de stockage disposant de beaucoup d’espace, comme les disques durs ou encore des espaces
de stockage en re´seau, souffrent souvent de temps d’acce`s assez longs. Il faudra donc chercher
a` re´duire les besoins en espace de stockage ou le nombre d’acce`s ne´cessaires a` la me´moire
pour masquer la latence induite par ces acce`s. La` encore le paralle´lisme peut eˆtre utile car
une application massivement paralle`le a toujours des calculs en attente qui peuvent combler
les temps de latence de la me´moire. La bande passante diminue alors moindrement meˆme si
la latence augmente.
Finalement, il faudra prendre en compte le proble`me de redondance entre les documents.
En effet, des documents semblables, ne serait-ce que par l’application dans laquelle ils ont e´te´
cre´e´s ou par leur type, comporteront de nombreuses parties identiques comme les enteˆtes,
formatages ou autres me´ta-donne´es. La de´tection de ces parties pourra donc facilement
induire des faux-positifs, c’est-a`-dire des alertes lance´es sur des donne´es qui ne pre´sentent
en re´alite´ pas de risque. Disposer d’une base de donne´es assez importante peut permettre
d’e´viter ces de´sagre´ments en effectuant une analyse statistique et en ne prenant pas en
compte les parties redondantes des documents lors du re´fe´rencement. Nous conside´rerons ici
que seules les parties hautement repre´sentatives des documents et donc a priori uniques,
sont re´fe´rence´es. Nous nous concentrerons ainsi sur le travail de de´tection et de blocage en
temps re´el plutoˆt que sur la se´lection des “meilleures” parties des documents qui pourra eˆtre
effectue´e se´pare´ment.
1.3 Objectifs de recherche
Finalement, en reprenant les e´le´ments pre´ce´dents, nous pouvons formuler la proble´ma-
tique de ce me´moire comme suit :
Comment repe´rer et bloquer efficacement des contenus nume´riques connus
transitant sur un re´seau, en travaillant en temps re´el avec des bandes passantes
tre`s e´leve´es (40 a` 100 Gb/s) tout en gardant une latence assez faible pour ne pas
influer sur le confort des utilisateurs du re´seau ?
On proposera ainsi une solution de filtrage de contenus pre´alablement re´fe´rence´s, capable
de travailler a` grande e´chelle sur le re´seau Internet ou les re´seaux de grandes entreprises ou
universite´s.
L’un des points principaux sera l’analyse des solutions paralle`les qui paraissent pro-
metteuses, ainsi que l’adjonction d’une base de donne´es sans pertes de performances avec
l’augmentation de sa taille.
81.4 Plan du me´moire
La suite de ce me´moire, s’articulera en quatre chapitres. Tout d’abord, nous e´tudierons
au chapitre 2 les solutions existantes, tant au niveau de l’algorithme que de l’architecture
du syste`me complet. Nous ferons ainsi ressortir l’inte´reˆt de l’algorithme de Max-Hashing et
des syste`mes base´s sur des processeurs graphiques (GPU). Nous commencerons cette sec-
tion par un rappel sur les protocoles utilise´s dans les re´seaux. Nous pre´senterons ensuite au
chapitre 3 l’imple´mentation et l’optimisation de cet algorithme pour de tels processeurs, en
de´taillant les adaptations ne´cessaires pour obtenir une imple´mentation efficace. Nous nous
inte´resserons aussi aux me´thodes de re´cupe´ration du trafic re´seau, et aux moyens simples
pour filtrer ce trafic. Nous pourrons ensuite construire un banc de tests pour analyser le
syste`me au chapitre 4. Nous mesurerons les performances et re´pondrons ainsi a` la proble´-
matique. Finalement, nous conclurons au paragraphe 5 sur l’ensemble des travaux, sur les
limitations et les ame´liorations restantes. Nous signalerons aussi les proble`mes de neutralite´
qui existent sur un tel syste`me.
Le lecteur trouvera en annexe le code annote´ de´crivant l’analyse les donne´es rec¸ues du
re´seau pour y rechercher les correspondances avec les documents originaux.
9CHAPITRE 2
REVUE DE LITTE´RATURE
Le but de ce me´moire est de pre´senter un syste`me fonctionnel de filtrage de contenus
nume´riques connus sur un flux re´seau. Pour ce faire nous allons d’abord e´tudier les algo-
rithmes de reconnaissance existants qui pourraient eˆtre adapte´s a` ce domaine, avant de
nous inte´resser aux me´thodes d’analyse de flux re´seaux. Nous insisterons sur les diffe´rents
types de mate´riel commune´ment utilise´s et nous pourrons analyser les forces et les faiblesses
de chacune des approches pour finalement constituer la meilleure re´ponse possible a` notre
proble`me.
2.1 Protocoles re´seaux
Comme nous l’avons e´voque´ en introduction, les re´seaux utilisent en ge´ne´ral le protocole
Ethernet. D’autres protocoles s’ajoutent dans celui-ci pour masquer les adresses mate´rielles
et abstraire les communications. Nous allons de´tailler ici leur fonctionnement car nous serons
amene´s a` les utiliser tout au long de ce me´moire. Le lecteur de´ja` a` l’aise avec les protocoles
Ethernet, IP, TCP et UDP pourra toutefois passer cette section sans incidence sur la suite
de la lecture.
2.1.1 Connexion Ethernet
Ethernet est un protocole de communication au niveau physique normalise´ en 1985 [33].
On construit les messages en commenc¸ant par un en-teˆte identifiant l’e´metteur et le re´cep-
teur, avant de placer le contenu (ou payload). L’ensemble transmis est appele´ une “trame”.
La taille du contenu est limite´e a` 1500 octets. Si les informations a` transmettre sont trop
volumineuses, alors elles sont divise´es en plusieurs paquets de taille infe´rieure ou e´gale a`
1500 octets. Le destinataire se charge de reconstruire l’information comple`te apre`s avoir
rec¸u l’ensemble des paquets correspondants.
Chaque machine est identifie´e par une adresse unique, appele´e adresse Media Access
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 . . . . . . . . . . . . 1 2 3 4
Pre´ambule
Adresse MAC Adresse MAC Taille
Donne´es Signature
source destination Type
Figure 2.1 – Mode`le de paquet Ethernet II
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Control (MAC), constitue´e de six octets. Il y a plusieurs types de trames Ethernet, avec
chacune leur en-teˆte spe´cifique. La plus utilise´e est Ethernet II. Son en-teˆte est tre`s simple,
comme l’indique la figure 2.1 :
– Adresse MAC de la machine destinataire
– Adresse MAC de la machine source
– Type/Taille : de´termine quel type de donne´es est contenu dans la trame :
→ valeur ≤ 1500 : il s’agit directement de donne´es brutes de la taille correspondante
→ valeur > 1500 : il s’agit du type de protocole utilise´ dans le champ donne´es
– Donne´es, jusqu’a` 1500 octets
– Signature pour ve´rifier l’inte´grite´ des donne´es rec¸ues
Il ne transite donc sur les re´seaux que des trames de ce mode`le ou e´quivalent. Il suffit alors
de pouvoir les re´cupe´rer pour acce´der a` leur contenu. Il n’y a aucun controˆle ni restriction
quant a` la lecture par une autre entite´ que le destinataire. Les deux machines concerne´es ne
sont pas ne´cessairement relie´es directement l’une a` l’autre et le message peut eˆtre retransmis
par plusieurs interme´diaires, qui ont alors pleinement acce`s au contenu.
2.1.2 Protocole TCP/IP
On l’a vu, un protocole peut eˆtre indique´ dans les enteˆtes des trames Ethernet. Les
donne´es sont en effet tre`s rarement transmises directement. Des abstractions sont ajoute´es
au dessus de l’Ethernet pour faciliter le routage des trames. La plus courante est l’Internet
Protocol (IP). Il s’agit d’inse´rer un nouvel en-teˆte dans les donne´es de la trame Ethernet.
On communique alors entre machines non plus avec l’adresse MAC, conside´re´e comme une
adresse mate´rielle, mais avec une adresse logicielle, l’adresse IP. Plusieurs controˆles existent
avec ce protocole comme la recherche de destinataires avec le DNS pour retrouver l’adresse
IP a` partir du nom de la machine ou l’ARP pour en retrouver l’adresse MAC a` partir
de l’adresse IP, ou encore l’assignation dynamique d’adresse avec le DHCP, qui permettent
d’e´tendre les possibilite´s de communication. La version 4 de L’IP utilise 32 bits pour coder les
adresses, la version 6 en cours de de´ploiement utilise dore´navant 128 bits. L’augmentation
de la taille des adresses permet d’autoriser la connexion simultane´e de beaucoup plus de
pe´riphe´riques dans un meˆme re´seau.
L’en-teˆte, sche´matise´ a` la figure 2.2, reprend le meˆme principe que l’en-teˆte Ethernet,
avec de nouveaux parame`tres. Les parame`tres communs aux deux versions sont les plus
utiles :
– Version : spe´cifie quelle version de l’en-teˆte IP est utilise´e
– Taille
– Protocole du contenu
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Figure 2.2 – Mode`le de paquet IP
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Figure 2.3 – Mode`le de paquet TCP et UDP
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– Adresses IP de l’e´metteur et du destinataire
Lors de transferts de donne´es entre deux machines, on utilise en ge´ne´ral une abstraction
supple´mentaire, dite couche de transport, telle que le Transmission Control Protocol (TCP)
ou l’User Datagram Protocol (UDP). Le TCP comprend des accuse´s de re´ception et est donc
utilise´ dans la majorite´ des cas, de`s lors que l’on veut s’assurer que les donne´es arrivent toutes
a` destination L’UDP, qui n’a aucun controˆle de ce type, est pre´fe´re´ dans la transmission de
flux en temps re´el. L’un comme l’autre utilisent l’adressage du protocole IP et ajoutent des
“ports” aux machines, qui peuvent eˆtre conside´re´s comme des acce`s inde´pendants, chacun
de´die´ a` une application logicielle sur ces machines. On adresse ainsi chaque paquet a` un
service donne´ sur la machine destinataire et on isole les services les uns des autres. Comme
indique´ sur la figure 2.3, le port est identifie´ par un nume´ro compris entre 0 et 65535 La
plupart des identifiants infe´rieurs a 1024 sont standardise´s [31] et re´serve´s a` certains services
courants. La connexion aux serveurs web pour naviguer sur un site Internet se fait par
exemple usuellement par le port 80.
On arrive alors a` un niveau ou` des programmes s’adressent aux programmes d’autres
machines, graˆce au couple adresse IP et port. Les abstractions supple´mentaires qui existent
sont des couches applicatives que nous ne conside`rerons donc pas puisque nous n’avons pas
besoin de nous spe´cialiser sur l’e´coute des communications d’un programme spe´cifique. Une
connexion est alors de´finie par les quatre parame`tres suivants :
– Adresse IP de l’e´metteur
– Port de l’e´metteur
– Adresse IP du destinataire
– Port du destinataire
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2.2 Algorithmes de de´tection de donne´es connues
Reconnaˆıtre des motifs (en anglais “Pattern recognition”) dans un flux de donne´es est
a` la base de nombreux algorithmes, depuis la de´tection de plagiat jusqu’aux antivirus. Il
s’agit de balayer un texte, un fichier, ou n’importe quel ensemble de donne´es pour y trouver
un motif ou pattern, ou l’ensemble de ses occurrences. Nous cherchons ici a` analyser une
connexion re´seau. Le protocole le plus re´pandu est l’IP, lui-meˆme inte´gre´ dans le protocole
Ethernet. Comme nous l’avons e´voque´ a` la section 2.1, les donne´es transfe´re´es selon ces
protocoles sont divise´es en paquets. On peut facilement “e´couter” une connexion re´seau
et re´cupe´rer les paquets qui y transitent pour analyser leur contenu. Nous pre´senterons
ces me´thodes dans le chapitre suivant. Il paraˆıt alors inte´ressant d’appliquer les me´thodes
de reconnaissance de documents au contenu des paquets IP pour de´tecter le passage de
donne´es connues (interdites, ille´gales, secre`tes ou autres) sur un flux re´seau. Il suffirait alors
de comparer ce contenu avec une liste de fichiers a` repe´rer et de lancer des alertes en cas de
correspondance.
A` partir de ces ide´es, on peut e´tablir un premier cahier des charges pour caracte´riser
simplement l’algorithme de de´tection des donne´es :
– Possibilite´ de repe´rer des fragments de documents et pas uniquement des documents
complets, pour travailler avec le contenu de chaque paquet individuellement.
– Re´fe´rencer un nombre important et quelconque de documents, quels que soient leur
type et leur taille, sans perte de performance.
– Bande passante tre`s importante pour pouvoir travailler a` l’e´chelle de grandes entre-
prises ou de FAI.
2.2.1 Reconnaissance de chaˆınes de caracte`res
Les chaˆınes de caracte`res sont tre`s simples a` repre´senter et a` traiter, d’autant plus que
nous pouvons facilement les appre´hender. Chaque caracte`re est repre´sente´ par un octet, et
tout ensemble de donne´es peut alors eˆtre conside´re´ comme une chaˆıne de caracte`res pas
ne´cessairement lisible, il suffit pour s’en convaincre d’ouvrir un fichier quelconque avec un
e´diteur de texte. Il n’est donc pas surprenant que celles-ci aient e´te´ a` la base des recherches
dans le domaine. Le proble`me consiste a` localiser une chaˆıne de caracte`res ou toutes ses
occurrences dans un texte. On trouve notamment deux e´tudes sur les e´volutions de tels
algorithmes par Baeza-Yates [3] et Michailidis et Margaritis [50].
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Chaque octet est compare´ avec le mode`le recherche´.
Figure 2.4 – Principe de comparaison directe
Comparaison directe
La premie`re me´thode adopte´e a e´te´ une simple comparaison de la chaˆıne de caracte`res
recherche´e avec chaque partie du texte analyse´. Cette approche a e´te´ utilise´e de`s les de´buts
de l’informatique mais n’a e´te´ e´tudie´e rigoureusement que plus tard par Barth [4]. Elle est
tre`s simple, puisqu’il s’agit de de´placer le mode`le recherche´ tout au long des donne´es e´tudie´es
en comparant tous les caracte`res a` chaque ite´ration. Elle se classe donc parmi les me´thodes
de force brute, avec un temps d’exe´cution proportionnel a` la taille du texte ainsi qu’a` celle
de la recherche. La figure 2.4 de´crit le principe de base.
Pour re´duire le nombre de comparaisons, diffe´rents algorithmes ont e´te´ propose´s, opti-
misant le de´placement du mode`le au long du texte analyse´. Ceux de Boyer et Moore [6] et
Knuth et al. [41] sont devenus les re´fe´rences dans le domaine, et furent ensuite ame´liore´s
par Horspool [28] ou encore Takaoka [68]. Ces approches ajoutent un traitement pre´alable
visant a` re´duire le nombre d’ite´rations, par exemple en repe´rant des parties redondantes. On
obtient par ce biais des me´thodes de moindre complexite´ par rapport a` la longueur du texte
et/ou du mode`le.
Expressions re´gulie`res
Pour re´duire l’encombrement et la diversite´ des chaˆınes de caracte`res recherche´es, des
me´thodes de repre´sentation de ces chaˆınes de caracte`res ont e´te´ pre´sente´es. Il devient par
exemple possible de spe´cifier qu’un caracte`re peut eˆtre re´pe´te´, que n’importe quel caracte`re
peut eˆtre place´ a` certains emplacements, etc. pour finalement de´crire beaucoup plus large-
ment des recherches qui peuvent s’adapter a` diffe´rents cas. Une explication tre`s comple`te est
donne´e par Aho [1].
A` l’origine, cette approche n’e´tait pas de´die´e a` la comparaison de documents. En effet,
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Inspiré de l’article « Algorithme d'Aho-Corasick » de Wikipedia
Une machine a` e´tats est cre´e´e a` partir du mode`le recherche´. La lecture des donne´es fait e´voluer l’e´tat
courant jusqu’a` aboutir a` un e´tat final.
Figure 2.5 – Machines a` e´tats de l’algorithme d’Aho-Corasick
des automates, en se basant sur des e´tudes et simulations de neurones. Leurs neurones for-
mels pouvaient eˆtre excite´s ou inhibe´s, et produisaient une sortie en conse´quence. Plusieurs
e´volutions et simplifications ont ensuite mene´ aux travaux de Rabin et Scott [60], qui ont
repris, e´largi et prouve´ les the´ories pre´ce´dentes. Plusieurs me´thodes de traitement ont e´te´
propose´es, base´es sur un principe ge´ne´ral commun : cre´er des machines a` e´tats pour repre´-
senter l’ensemble des objets recherche´s. On lit ensuite les donne´es e´tudie´es, et les caracte`res
rencontre´s activent certaines transitions des machines a` e´tats, dont l’e´tat courant e´volue au
fur et a` mesure de la lecture. Lorsque celles-ci rencontrent un e´tat final, alors un pattern
recherche´ a e´te´ trouve´.
Les algorithmes sont souvent classe´s en deux cate´gories :
– Deterministic Finite Automaton (DFA) [47] : La me´thode d’origine dans laquelle les
e´tats repre´sentent les avance´es caracte`re par caracte`re. On ne peut alors e´voluer dans
la machine que d’un e´tat a` la fois, a` la lecture de chaque caracte`re, avec des transitions
exclusives. Le syste`me n’est constitue´ que d’une machine a` e´tat.
– Non-Deterministic Finite Automaton (NFA) [60] : The´orie plus ge´ne´rale selon laquelle
les e´tats sont beaucoup plus ouverts, on peut effectuer une ou plusieurs transitions a`
chaque lecture, voire meˆme sans lire de caracte`re. De plus, plusieurs transitions peuvent
eˆtre active´es simultane´ment a` la sortie d’un e´tat et plusieurs petites machines peuvent
eˆtre exe´cute´es simultane´ment.
L’imple´mentation des automates a e´te´ tre`s largement e´tudie´e par la suite. Aho et Corasick
ont propose´ un arbre de caracte`res [2] qui est devenu l’approche classique car tre`s simple et
efficace. Chaque e´tat repre´sente un caracte`re des motifs recherche´s, mutualisant les pre´fixes
identiques pour re´duire le nombre de branches. La figure 2.5 pre´sente ce principe. Plusieurs
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e´volutions se sont base´es sur ces travaux pour ajouter certaines proprie´te´s spe´cifiques. On
citera par exemple des imple´mentations comme celle de Liu et al. [44], autorisant des re-
cherches a` tre`s haute vitesse sur GPU (de l’ordre de 80 a` 100 Gb/s) en divisant le texte
e´tudie´ en segments de la longueur maximale d’un motif, tout en optimisant la machine a`
e´tats et l’algorithme pour les spe´cificite´s des processeurs graphiques.
Les expressions re´gulie`res permettent de limiter le stockage ne´cessaire tout en offrant des
recherches beaucoup plus ge´ne´rales puisque l’on remplace la multitude d’e´le´ments recher-
che´s par un mode`le unique. On simplifie alors la maintenance mais on ajoute un processus
ne´cessaire de ve´rification pour s’assurer de l’exhaustivite´ du mode`le.
Le traitement par machine a` e´tats requiert que les mode`les soient assez courts et peu
nombreux (quelques milliers de mode`les d’une centaine de caracte`res), sans quoi les calculs
pour re´soudre ces machines a` e´tats deviennent tre`s complexes, longs, voire impossibles. De
plus, de`s lors que les patterns utilise´s sont de petite taille pour eˆtre efficaces, il est difficile
de les adapter a` la de´tection de fichiers plus volumineux tels que des rapports ou des images.
Reconnaissance approximative
Il existe un grand nombre de me´thodes pour comparer des chaˆınes de caracte`res et de´tec-
ter les ressemblances en autorisant un certain nombre d’erreurs, qu’on appelle “Approximate
String Matching”. Elles sont tre`s utilise´es pour de´tecter les fautes d’orthographe ou pour re-
chercher des fragments d’ADN avec la possibilite´ d’une mutation. L’ide´e est de calculer le
nombre de diffe´rences entre deux chaˆınes de caracte`res (modification, suppression ou ajout
d’un caracte`re). On compare ainsi un mode`le avec tous les originaux puis on compare les
re´sultats pour trouver les plus proches.
De nombreux algorithmes imple´mentant des distances diffe´rentes ont e´te´ propose´s. Une
revue tre`s comple`te a e´te´ publie´e par Navarro [52], retrac¸ant plus en de´tail les possibilite´s
offertes dans ce domaine. Cette approche est aussi souvent utilise´e pour de la recherche de
plagiat ou de la copie illicite de documents [18].
Stockage de chaˆınes de caracte`res
Rechercher des chaˆınes de caracte`res, ou des mode`les de chaˆınes demande de stocker ces
mode`les, qui sont des chaˆınes de caracte`res dont la longueur est inde´termine´e. Leur stockage
peut donc poser plusieurs proble`mes. Tout d’abord, rechercher un document reviendrait a`
stocker la quasi-totalite´ de ce document dans une nouvelle base de donne´es, ce qui peut
rapidement demander un espace de stockage gigantesque lorsque le nombre de documents a`
repe´rer devient important. Il faut alors utiliser des stockages de plus grande taille (disques
17
durs, espaces de stockage en re´seau, etc.) qui sont souvent beaucoup plus lents. Les perfor-
mances du syste`me complet sont alors rapidement limite´es par la faible bande passante et
surtout les latences importantes des acce`s a` la me´moire.
D’autre part, stocker des donne´es he´te´roge`nes me`ne souvent a` des imple´mentations
de bases de donne´es moins efficaces. Les ope´rateurs de comparaison par exemple, doivent
connaˆıtre la taille de la plus grande valeur stocke´e afin de comparer les autres sur la meˆme
base, qui revient a` effectuer des comparaisons sur des donne´es de tre`s grande taille, ra-
lentissant ainsi leur fonctionnement. On pre´fe`re souvent indexer des donne´es de taille fixe,
ide´alement assez limite´e, pour que les processeurs puissent les traiter efficacement.
La sensibilite´ des documents a` stocker est elle-aussi un point important. A` partir du
moment ou` des donne´es sensibles (interdites ou confidentielles par exemple) sont regroupe´es,
il convient de les entourer de beaucoup plus de se´curite´ contre les vols ou les acce`s non
autorise´s. La constitution de telles bases de donne´es peut meˆme eˆtre interdite dans certains
cas.
L’utilisation directe des chaˆınes de caracte`res constitue donc un inconve´nient et une
limitation majeure. Il apparaˆıt de`s lors plus inte´ressant d’utiliser des repre´sentations illisibles
des donne´es, code´es et ne pouvant eˆtre de´code´es.
2.2.2 Me´thodes de Hachage
Pour acce´le´rer les comparaisons de documents et simplifier la base de donne´es de re´fe´-
rence, on utilise souvent des signatures (“hashes”), aussi appele´es empreintes ou cle´s, qui sont
calcule´es a` partir du contenu du fichier ou de l’ensemble de donne´es traite´. Dans la majorite´
des cas, on cre´e une signature de taille fixe, quelle que soit la taille des donne´es sources. La
principale proprie´te´ recherche´e est l’injectivite´ : si deux empreintes sont identiques alors la
source qu’ils repre´sentent doit eˆtre la meˆme. Ceci n’est vrai qu’avec une certaine probabilite´
e´tant donne´ le nombre fini de valeurs diffe´rentes de taille fixe. Par exemple, la probabilite´
que deux mots ale´atoires code´s sur 64 bits soient identiques est 2−64. Malgre´ tout, la grande
majorite´ des applications utilisant le hachage se base sur cette proprie´te´, avec des signatures
de plus grande taille pour limiter la probabilite´ de collision, c’est-a`-dire que deux sources
diffe´rentes soient repre´sente´es par la meˆme signature.
On l’a vu, sauvegarder des signatures a` la place des donne´es d’origine pre´sente plusieurs
inte´reˆts. Cela permet tout d’abord de ne pas travailler avec du contenu potentiellement
confidentiel et/ou prive´ mais avec des repre´sentations plus ou moins de´chiffrables de ce
contenu. Ensuite, cette approche rend les traitements beaucoup plus efficaces car le type
des donne´es est connu et uniforme. On peut par exemple de´finir les signatures comme des
entiers positifs code´s sur 128 bits et ainsi optimiser la recherche et l’indexation pour ce type
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de donne´es. Finalement, le stockage est la` encore facilite´ car tous les e´le´ments sont d’une
taille fixe (ou au moins connue et borne´e), ce qui permet une meilleure utilisation de l’espace
me´moire, pour finalement re´fe´rencer un nombre quasi-illimite´ de documents.
Le domaine judiciaire, auquel peut s’apparenter notre syste`me, utilise largement le ha-
chage pour les recherches de preuves parmi de grandes quantite´s de donne´es ou l’analyse en
temps re´el de communications pour pre´venir les menaces. Roussev a beaucoup travaille´ sur
ce type d’application dans ses articles [63, 64, 65]. L’auteur cite notamment des enqueˆtes
impliquant d’immenses quantite´s de donne´es a` analyser, comme une saisie de 60 To de do-
cuments a` propos de la guerre en Irak [61]. Calculer les signatures de fichiers permet d’en
e´carter rapidement les plus communs, tels que les fichiers des syste`mes d’exploitation ou
de programmes re´pandus. Le NIST (National Institute of Standards and Technology) [51]
maintient pour cela une base de donne´es qui contient les signatures de tels fichiers. Les en-
queˆteurs peuvent la consulter afin de trier rapidement le contenu de disques durs saisis et
de concentrer leurs recherches sur les fichiers les plus inte´ressants.
Me´thode de base
La me´thode de base, telle qu’on l’utilise dans les exemples pre´ce´dents, consiste a` calculer
les signatures de chacun des documents recherche´s, puis celles des documents analyse´s et de
les comparer. La figure 2.6 re´sume le principe. Lorsque les signatures sont identiques, on peut
affirmer que les documents sont les meˆmes selon la probabilite´ expose´e dans le paragraphe
pre´ce´dent. Ce principe est souvent utilise´ sur Internet pour te´le´charger de gros fichiers, avec
lesquels on fournit la signature afin que l’utilisateur puisse ve´rifier que son fichier n’a pas e´te´
corrompu lors du transfert. Les algorithmes les plus utilise´s sont Message Digest #5 (MD5)
et Secure Hash Algorithm (SHA1).
Une premie`re limitation intervient dans le traitement des documents : la moindre modifi-




Me´thode de base : on calcule une empreinte par fichier, a` partir de l’ensemble du fichier.
Figure 2.6 – Principe du hachage
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l’inte´grite´ d’un ensemble de donne´es, elle devient une contrainte lorsque l’on veut comparer
des documents proches, ou le´ge`rement corrompus. Des changements seront invisibles pour
l’utilisateur, par exemple un octet ajoute´ a` la fin du fichier, mais sa signature sera diffe´rente
et il ne pourra donc pas eˆtre repe´re´. Plus important pour notre e´tude, on ne peut pas re-
trouver des fragments de documents avec cette approche mais uniquement les documents
complets. Or, comme on l’a annonce´ au chapitre pre´ce´dent, nous devons travailler sur les
paquets re´seaux, qui sont pre´cise´ment des fragments de ces documents. Il n’est pas possible
de reconstituer les originaux envoye´s et nous devons donc raffiner cette me´thode.
Fragmentation
Une premie`re re´ponse au proble`me de fragmentation des donne´es a e´te´ propose´e par
Merkle [49] avec son “hash tree” aussi appele´ “arbre de Merkle”. Le principe consiste a` diviser
la source en plusieurs blocs de taille constante avant de calculer l’empreinte de chacun de ces
blocs. On cre´e ensuite plusieurs e´tage en calculant a` chaque fois une nouvelle empreinte a`
partir de pairs de l’e´tage pre´ce´dent. On divise ainsi par deux le nombre de valeurs de chaque
e´tage jusqu’a` arriver a` la racine de l’arbre.
Cette me´thode permet de ve´rifier l’inte´grite´ de documents de manie`re efficace. En effet,
lorsqu’une partie du document est alte´re´e, seule la signature correspondant au bloc concerne´
est modifie´e, ainsi que toutes les cle´s des e´tages supe´rieurs qui me`nent a` celle-ci. On n’a alors
plus qu’a` redescendre l’arbre depuis la racine vers les feuilles pour trouver le bloc mis en
cause, ce qui re´duit le nombre de comparaisons ne´cessaires. Cette me´thode est utilise´e pour
transfe´rer des ensembles importants de donne´es, pour n’avoir qu’a` renvoyer la partie alte´re´e
au lieu de l’ensemble de la source. La figure 2.7 illustre le principe.




On divise cette fois le fichier en blocs de taille fixe et on calcule ensuite une signature pour chacun d’eux,
puis on cre´e un arbre de signatures. Une erreur est facilement repe´rable dans la source, il suffit de remonter
l’arbre.
Figure 2.7 – Principe du Tree Hash
20
Pourtant, cette me´thode ne peut s’appliquer facilement aux paquets transmis sur un
re´seau du fait de la taille variable de ceux-ci et de la division impre´visible lors de la cre´a-
tion des paquets. On ne peut pre´voir ni le fractionnement ni la configuration des blocs qui
seront transmis. Il paraˆıt impossible de spe´cifier une taille fixe qui garantirait que ces blocs
soient transmis aligne´s correctement dans les paquets sur le re´seau. Il faut donc trouver une
me´thode plus pre´cise, qui ne se contentera pas de diviser un document en blocs fixes.
Contexte
Dans la me´thode pre´ce´dente, la moindre suppression ou insertion de donne´es dans un
fichier modifie tous les blocs subse´quents ainsi que toutes les signatures correspondantes. Par
exemple, si un octet est inse´re´ au de´but d’un document, toutes les signatures le caracte´risant
seront modifie´es car le contenu de chaque bloc sera de´cale´. Le document modifie´ sera donc
conside´re´ comme un document entie`rement nouveau, sans aucun lien avec l’original. La
meˆme ide´e s’applique pour les paquets Internet, puisqu’il s’agit de travailler sur un extrait
quelconque (en taille et emplacement) du document, les blocs n’ont que tre`s peu de chances
de se trouver place´s correctement dans des paquets Internet pour eˆtre de´tecte´s.
Les premiers a` avoir propose´ une solution a` ces de´fis sont Hunt et McIlroy [29], qui e´tu-
diaient les textes par ligne, en recherchant la plus longue suite de correspondances. Tridgell
a pre´sente´ en 2002 un logiciel appele´ “SpamSum” [71] permettant de de´tecter les spams,
textes ge´ne´ralement semblables les uns aux autres sans eˆtre re´ellement identiques. Sa me´-
thode, proche du travail de Rabin [59], consiste a` calculer des signatures ne de´pendant que
d’une petite feneˆtre de calcul glissant sur l’ensemble des donne´es. Cette ide´e sera reprise
dans le domaine de la se´curite´ par Kornblum qui la baptisera “Context-Triggered Piecewise
Hashing (CTPH)” [42], puis ame´liore´e par Long et Guoyin en 2008.
Cette me´thode de´veloppe la pre´ce´dente : le document est divise´ en blocs et les signatures
sont calcule´es sur ces blocs uniquement. Ici les blocs sont beaucoup plus petits, on parle
plutoˆt de contextes ou de feneˆtres. Leur taille n’est pas constante et toutes les feneˆtres ne
donnent pas ne´cessairement lieu au calcul d’une signature. Tout revient a` de´terminer l’em-
placement de ces feneˆtres dans un ensemble de donne´es, puis a` de´terminer quelles signatures
seront conserve´es, a` l’aide de proprie´te´s et parame`tres facilement re´utilisables et applicables
partout. Un premier exemple simple consisterait a` garder l’ide´e de blocs de taille fixe, mais
de tre`s petite taille, en ne conservant que les signatures ve´rifiant une proprie´te´ donne´e (par
exemple un re´sultat modulo un parame`tre). De manie`re plus e´labore´e et en illustrant l’ide´e de
blocs de taille ne pouvant eˆtre pre´de´termine´e, on pourrait de´cider de calculer une signature
par phrase dans un texte. Ce principe est illustre´ sur la figure 2.8.
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Car je n'aime pas qu'on lise mon livre à la légère. 
J'éprouve tant de chagrin à raconter ces souvenirs.
Il y a six ans déjà que mon ami s'en est allé avec son mouton.
Si j'essaie ici de le décrire, c'est afin de ne pas l'oublier. 
C'est triste d'oublier un ami.
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Les repe`res sont d’abord calcule´s afin de diviser le fichiers en petits contextes (ici par phrase du texte).
On calcule alors une signature par contexte.
Figure 2.8 – Principe du Context-Triggered Piecewise Hashing
De`s lors que ces feneˆtres ne de´pendent que de proprie´te´s locales et non plus du document
au complet (exemple : une phrase), elles peuvent eˆtre facilement de´tecte´es lorsqu’elles sont
de´place´es. On peut donc combattre le plagiat beaucoup plus efficacement, mais aussi repe´rer
une feneˆtre dans un bloc de donne´es quelconque a` partir du moment ou` celle-ci est contenue
en entier dans ce bloc, ce qui devient possible si leur taille est assez faible. La de´tection
de donne´es connues par analyse du contenu de paquets re´seaux est donc rendue possible
puisque l’on n’a plus besoin de conside´rer le document original dans son ensemble.
Si cette me´thode est tre`s robuste contre la fragmentation, elle demande malgre´ tout un
espace de stockage important afin de pouvoir enregistrer le plus de signatures possible. En
effet, chaque signature ne de´pend plus que d’un petit segment dans un grand ensemble de
donne´es, et on ne repre´sente re´ellement cet ensemble qu’en gardant plusieurs signatures. Le
repe´rage d’un fichier revient alors a` de´tecter un certain nombre de signatures appartenant
au meˆme fichier. On peut choisir une limite minimale en nombre de signatures de´tecte´es
avant de lancer des alertes de de´tection pour valider statistiquement le repe´rage.
D’autre part, les proprie´te´s utilise´es pour la spe´cification des feneˆtres dans le document
ne peuvent garantir qu’un nombre suffisant de feneˆtres sera cre´e´ pour repre´senter fide`lement
un document, ni que leur re´partition sera re´gulie`re sur l’ensemble de ce meˆme document.
A` l’extreˆme, on ne peut meˆme pas garantir que la proprie´te´ recherche´e existera dans le
document. Ainsi, cette me´thode paraˆıt efficace par son principe, mais assez ale´atoire dans
son application puisque le nombre de signatures par document reste variable.
D’autres me´thodes du meˆme type se basent sur le principe de calculer les signatures de
petits blocs de´pendant d’un voisinage limite´ dans les documents. Garfinkel et al. insistent
sur l’utilite´ de ces me´thodes pour rechercher des fragments de donne´es connues, notamment
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dans les paquets IP [25]. Les tests qu’ils effectuent sur des images et des vide´os utilisent en
particulier la fragmentation en blocs du disque dur. Les auteurs ajoutent aussi une analyse
statistique des signatures pour supprimer les redondances. Ils montrent ainsi une tre`s bonne
pre´cision de repe´rage et nous poussent donc a` continuer dans ce sens.
Acce´le´ration des comparaisons
Les comparaisons sont plus efficaces lorsque l’on utilise les empreintes a` la place des
fichiers. Leur nombre reste par contre important, d’autant plus si plusieurs signatures doivent
eˆtre enregistre´es pour chaque fichier. Lorsque l’on analyse un document ou un ensemble de
donne´es, il faut comparer chacune des signatures calcule´es avec les signatures de tous les
fichiers originaux, ce qui requiert un grand nombre d’acce`s a` la me´moire qui les contient.
Il devient alors primordial d’optimiser ces acce`s pour limiter l’accumulation de latences qui
impactent directement les performances du syste`me.
Les approches classiques utilisent des bases de donne´es sous forme de tableaux trie´s. On
dispose alors d’algorithmes de recherche e´volue´s pour limiter le nombre de lectures ne´cessaires
avant de trouver une valeur. Le nombre d’acce`s plus faible reste cependant proportionnel a` la
taille de la base de donne´es. De plus, lorsque le nombre de documents re´fe´rence´s augmente,
on doit stocker la base de donne´es sur des me´dias de taille plus importante, qui sont aussi
souvent plus lents, augmentant ainsi les latences. Beaucoup d’algorithmes utilisent le filtre
de Bloom [5] pour acce´le´rer les recherches dans les bases de donne´es [7]. Il s’agit d’un
interme´diaire pour les recherches qui cre´e une re´plique re´sume´e de la base de donne´es pouvant
alors eˆtre stocke´e sur des me´moires plus petites et plus rapides. Les filtres de Bloom peuvent
produire des faux-positifs, mais jamais de faux-ne´gatifs. On peut donc les utiliser pour
s’assurer de l’absence d’une signature dans la base de donne´es, mais on doit en confirmer la
pre´sence en acce´dant cette fois a` la base de donne´es comple`te.
Algorithme de winnowing
Pour supprimer les incertitudes dans la re´partition et le nombre de signatures calcule´es
pour chaque document, certaines me´thodes reprennent l’ide´e du CTPH en conside´rant de
petites feneˆtres dans un bloc de donne´es et leurs signatures, mais assurent de conserver une
signature ou plus. L’algorithme winnowing [66], dont le principe est illustre´ sur la figure
2.9, calcule par exemple les signatures de tous les ensemble de k octets conse´cutifs, puis
conside`re tous les blocs de n signatures conse´cutives. Dans chaque bloc il se´lectionne la
signature de valeur minimale. Lorsque plusieurs blocs ont la meˆme valeur minimale, on
note l’emplacement de la signature le plus a` droite parmi ces blocs et on ne conserve dans
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A7 BC 56 F7 79 00 8A DD 7D 9D 6B EF 12 AC CA 4C 6B F8 0A 
12 5 7 3 10 2 5 2
( 12 ,  5  ,  7  ,  3  , 10 ) 
(  5  ,  7  ,  3  , 10 ,  2  )  
(  7  ,  3  , 10 ,  2  ,  5  )   
(  3  , 10 ,  2  ,  5  ,  2  ) 
                ...
S = { 3  2  2 … }
...
...
Figure 2.9 – Principe du winnowing
la se´lection que les signatures qui sont effectivement a` cet emplacement. Finalement, on
concate`ne l’ensemble des valeurs se´lectionne´es comme repre´sentant du bloc de donne´es. On
ne connait donc pas la taille de la signature a` l’avance.
2.2.3 Max-Hashing
L’algorithme de “Max-Hashing” utilise un principe semblable a` celui du winnowing mais
plus simple : la signature finale est simplement celle qui pre´sente la valeur maximale. De
plus, le document original est pre´alablement de´coupe´ en blocs sur lesquels sont calcule´es
les signatures. La me´thode, re´sume´e sur la figure 2.10, est relativement simple a` mettre en
place. Il suffit de fixer quatre parame`tres :
– une taille de feneˆtre F ,
– une taille de bloc B pour diviser le document source, pouvant eˆtre de´fini a` partir du
nombre de signatures voulu pour le document,
– une fonction de calcul des signatures f applicable aux feneˆtres,
– une fonction de maximum max applicable sur l’ensemble des signatures calcule´es.
On fait alors avancer la feneˆtre octet par octet sur l’ensemble du document, et l’on calcule
une signature de la feneˆtre a` chaque ite´ration. Pour un document de taille D on obtient donc
N = D − F + 1 signatures. La me´thode de base consiste ensuite a` les diviser en blocs de B
signatures successives. Finalement, pour chaque groupe, on garde la signature ayant la valeur





signatures pour repre´senter le document, re´parties de
fac¸on homoge`ne.
On garde ainsi l’aspect repre´sentatif de la signature, puisque celle-ci de´pend de l’ensemble
des donne´es par le calcul du maximum, mais aussi la pre´cision de de´tection, puisque les
signatures calcule´es ne se basent que sur de petites feneˆtres qui n’ont que tre`s peu de chances
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f(x)
(ci)
c = max ( ci )
0 ≤ i < N
0 ≤ i < N
La feneˆtre de calcul parcourt l’ensemble des donne´es. Les signatures sont calcule´es a` chaque pas, et la
signature de valeur maximale est conserve´e.
Figure 2.10 – Principe du Max-Hashing
d’eˆtre coupe´es ou alte´re´es. De`s lors que l’on analyse un bloc de donne´es qui contient cette
feneˆtre, elle sera repe´re´e car sa signature aura toujours la valeur maximale compare´e a` celles
de son voisinage direct. On de´tecte donc la pre´sence du document a` partir du moment ou`
l’on analyse le petit fragment contenant un voisinage relativement restreint autour de cette
feneˆtre. Les risques de segmentation de l’envoi par le re´seau sont tre`s re´duits car on peut
utiliser des feneˆtres tre`s courtes.
Cet algorithme a e´te´ de´veloppe´ en 2008 et une demande de brevet a e´te´ de´pose´e [15]. Les
me´thodes utilise´es pour le calcul et le choix des signatures seront de´veloppe´es a` la section 3.3.
Nous utiliserons et adapterons cet algorithme pour qu’il re´ponde a` nos besoins. Une version
logicielle et une version mate´rielle sur FPGA ont e´te´ imple´mente´es. Nous allons e´tudier dans
la section suivante les divers types de mate´riels qui pourraient eˆtre adapte´s, pour finalement
montrer les avantages potentiels a` utiliser des GPU.
2.3 Syste`mes d’analyse de flux re´seaux
La section pre´ce´dente e´tudiait les algorithmes permettant de de´tecter des donne´es dans
des paquets IP, cette section va maintenant s’inte´resser aux imple´mentations existantes
de tels syste`mes, afin de de´terminer une architecture optimale pour de´tecter et bloquer
les donne´es. L’imple´mentation n’est en effet pas triviale car les connexions re´seaux sont
aujourd’hui tre`s rapides (de l’ordre de plusieurs dizaines ou centaines de gigabits par seconde)
et les de´bits continuent bien entendu leur croissance. Les FAI doivent traiter ces donne´es et
les rediriger vers les bons fournisseurs de services sans ralentir le trafic, pour que le client aie
finalement un acce`s stable a` tre`s haut de´bit, quel que soit le service auquel il se connecte.
A` ce niveau, le regroupement du trafic des nombreux utilisateurs conduit de´ja` a` des de´bits
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de l’ordre de 40 a` 100 Gb/s et il faut donc disposer de syste`mes tre`s puissants si l’on veut
pouvoir analyser le trafic en temps re´el a` de telles vitesses.
Le SANS Institute 1, regroupement d’experts en se´curite´ informatique, a publie´ un do-
cument [23] qui re´sume les principales de´marches a` suivre dans la surveillance de re´seaux
informatiques. Deux parties peuvent eˆtre distingue´es. La premie`re est l’analyse a posteriori,
qui consiste a` retracer les e´ve´nements apre`s un incident et finalement comprendre ce qui
a conduit a` cet e´ve´nement pour eˆtre en mesure de corriger des failles et e´viter de futurs
proble`mes. La seconde partie de la surveillance est exe´cute´e en temps re´el, il s’agit de la
pre´vention active : en analysant certaines me´triques du re´seau, et en les comparant aux sce´-
narios connus d’attaques ou d’autres proble`mes, il est possible de de´tecter du trafic suspect
et ainsi de prendre des mesures rapidement pour l’empeˆcher de nuire. Nous e´tudierons dans
une premie`re partie l’analyse oﬄine pour en connaˆıtre les forces et des limites, puis nous
nous pencherons plus pre´cise´ment sur les me´thodes de de´tection en temps re´el, car notre
syste`me s’y apparente clairement.
2.3.1 Retour sur incident
Un des proble`mes re´currents des administrateurs est la difficulte´ de retracer, meˆme som-
mairement, les e´ve´nements qui ont conduit a` l’apparition d’un incident sur le re´seau. Ils
doivent ainsi inspecter les logs des diffe´rents composants de leur re´seau (firewall, proxy,
etc.) dans l’espoir d’y remarquer des anomalies. Les chances deviennent tre`s faibles avec
l’augmentation des bandes passantes. La rapidite´ des transferts actuels conduit en effet a` la
production de gigantesques quantite´s de donne´es en tre`s peu de temps.
Stockage des logs
L’analyse se base sur le trafic passe´. Il convient de l’avoir stocke´ et d’eˆtre apte a` l’e´tudier.
La premie`re e´tape consiste en effet a` eˆtre capable de copier et de stocker durablement toute
l’activite´ observe´e sur un re´seau. Tous les composants d’un re´seau tels que la passerelle Inter-
net, le pare-feu ou le serveur de stockage, enregistrent leur activite´ spe´cifique. Ils proposent
ge´ne´ralement de configurer un niveau d’enregistrement, selon l’importance des e´ve´nements,
afin de limiter la taille des rapports. S’il est possible d’analyser ces logs individuellement, la
plupart des documents recommandent aujourd’hui [48, 46] de les collecter sur une machine
spe´cialise´e qui se charge de les analyser. De cette manie`re, on profite de la spe´cificite´ de
chacun des enregistrements, tout en de´chargeant chaque machine de la taˆche d’analyse, qui
est re´alise´e par une instance de´die´e, pouvant donc utiliser plus de puissance et effectuer des
1. SysAdmin, Audit, Network, Security
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analyses plus de´taille´es. Kakuru [36] recommande meˆme d’ajouter un composant qui recopie
toutes les donne´es transmises sur le re´seau pour y e´tudier les habitudes et le comportement
des utilisateurs, afin de de´tecter les attaques venant de l’inte´rieur du re´seau.
La quantite´ de donne´es produites rend le stockage de plus en plus difficile. Dans leur
revue [7], Broder et Mitzenmacher citent plusieurs applications qui utilisent les filtres de
Bloom (voir la section 2.2.2) pour condenser les donne´es a` stocker et acce´le´rer leur traitement.
Ponec et al. [57] en reprennent quelques e´volutions plus re´centes.
Analyse pre´cise des paquets
Plusieurs outils on e´te´ rapidement propose´s pour analyser ces immenses bases de donne´es
d’actions effectue´es sur le re´seau, permettant de de´tecter plus efficacement et plus rapidement
les e´le´ments suspects. Kemmerer et Vigna [38] divisent ces outils en deux cate´gories : la
de´tection d’anomalies d’une part, qui effectue une analyse du comportement des utilisateurs
et rele`ve les irre´gularite´s, et la de´tection d’abus ou de mauvaises utilisations, qui compare
le trafic a` une liste de descriptions d’attaques connues (qu’il faut donc constamment tenir a`
jour) pour signaler les actions interdites. Les proble`mes classiques sont les intrusions ou acce`s
non-autorise´s [69, 80], ou encore les transmissions de logiciels malveillants ou de donne´es
sensibles [78].
Toutes ces analyses sont effectue´es apre`s les incidents et visent a` comprendre les moyens
et les failles utilise´s, pour finalement ame´liorer la se´curite´ du re´seau. C’est donc une analyse
indispensable, mais qui ne paraˆıt pas adapte´e a` notre syste`me car nous souhaitons bloquer
des contenus lorsque l’utilisateur les charge, en temps re´el, sans utiliser de blocage perma-
nent d’un utilisateur ou d’une adresse IP. Ce syste`me pourrait en revanche s’ajouter aux
enregistrements cite´s plus haut, permettant de cibler les sources de contenu illicite pour
ajouter si besoin des limitations plus globales a posteriori.
2.3.2 Analyse en temps re´el
A` la suite de ces syste`mes oﬄine, beaucoup d’applications ont e´te´ de´veloppe´es pour la
de´tection de contenu connu. Un grand effort a e´te´ lance´ dans la rapidite´ des traitements,
et l’on a finalement pu trouver des programmes de filtrage de flux en temps re´el destine´s
a` de´tecter, voire a` bloquer du contenu illicite ou suspect au moment de son passage sur
le me´dium surveille´. Il peut s’agir de mesurer, d’analyser et d’optimiser le trafic re´seau,
application bien e´tudie´e en 2009 dans la revue de litte´rature de Callado et al. [8], de pre´venir
les fuites de donne´es personnelles ou de documents sensibles [78] ou encore de´tecter de
potentielles intrusions dans un re´seau, syste`mes que l’on appelle“Intrusion Detection System
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(IDS)”ou“Intrusion Prevention System (IPS)” [69, 80]. Ces syste`mes essaient de reconnaˆıtre
rapidement des signatures connues dans des paquets de donne´es, sur un re´seau par exemple.
Il s’agit alors de tester le contenu de chaque paquet individuellement pour le comparer avec
les mode`les, me´thode que nous pre´senterons plus loin.
De manie`re ge´ne´rale, il est toujours pre´fe´rable d’agir pre´ventivement contre les proble`mes.
Dans ce contexte, il est inte´ressant d’analyser en temps re´el des flux de donne´es pour y repe´rer
tre`s rapidement toute activite´ douteuse. Cette analyse entre en jeu a` plusieurs niveaux,
particulie`rement pour la traque de contenus connus (illicites, interdits, d’acce`s limite´, etc.) :
– acce`s a` Internet : analyse du trafic entrant et sortant
– serveur d’entreprise : analyse des acce`s, des connexions et du contenu stocke´
– me´moire des machines des utilisateurs : analyse des programmes en cours d’exe´cution
et du contenu traite´
Nous nous inte´resserons dans cette partie aux diffe´rentes me´thodes qui existent afin d’avoir
une ide´e pre´cise de l’architecture optimale pour un syste`me de blocage.
Analyse de me´moire
Les syste`mes d’analyse les plus connus sont les logiciels antivirus. Ils sont pre´sents sur la
majorite´s des postes utilisateurs mais aussi sur la plupart des serveurs de courriel ou autres
types de stockage de contenu. Ces logiciels analysent ge´ne´ralement la me´moire vive en temps
re´el ou a` l’acce`s, et parfois le contenu de la me´moire de stockage. Il existe plusieurs bases
de donne´es de signatures de logiciels malveillants, la plus connue e´tant ClamAV [12], qui
regroupe plus d’un million de signatures (1 272 286 au 25 juillet 2012) et est publique. Il
suffit donc d’analyser la me´moire vive de l’ordinateur lorsque les programmes y acce`dent
pour ve´rifier qu’aucune de ces signatures ne peut y eˆtre trouve´e. Dans le cas contraire, on
peut rapidement bloquer l’exe´cution du fichier mis en doute, voire retracer sa provenance
pour e´ventuellement en bloquer la source.
Beaucoup de signatures sont des expressions re´gulie`res, dont nous avons parle´ plus haut,
ou des chaˆınes de caracte`res simples, qu’il suffit de rechercher dans les donne´es a` analyser.
Cette base de donne´es est donc tre`s largement utilise´e [20, 21], et les imple´mentations peuvent
eˆtre facilement optimise´es suivant le mate´riel vise´ (voir la section 2.3.3 : Mate´riel spe´cialise´).
De son coˆte´, Google [27] fournit une base de donne´es (1 475 735 signatures au 25 juillet 2012)
de signatures calcule´es sur des segments de contenu compromis, la documentation parle de
phising et malwares. Ces signatures sont destine´es a` eˆtre calcule´es et compare´es par les
navigateurs lors du chargement des pages web. Il s’agit donc ici de limiter les risques pour
l’utilisateur en dernier recours : les donne´es sont examine´es lorsqu’elles arrivent a` l’e´cran.
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Deep Packet Inspection
A` plus haut niveau dans les re´seaux informatiques, on met souvent en place des syste`mes
de de´tection d’intrusion afin de repe´rer des actions suspectes en provenance de l’exte´rieur de
ces re´seaux. Il s’agit le plus souvent d’usurpation d’identite´ ou de droits d’acce`s. La me´thode
utilise´e dans la plupart des syste`mes actuellement consiste a` analyser chaque trame Ethernet
pour en inspecter le contenu selon diffe´rentes re`gles. On parle alors de “Deep Packet Inspec-
tion”. Cette inspection est souvent confie´e aux firewalls, mais a` mesure que les demandes
deviennent plus nombreuses et plus pre´cises, un syste`me de´die´ peut s’ave´rer indispensable
pour un traitement efficace.
Il s’agit ici de lire le contenu de chaque trame Ethernet et de le traiter selon diffe´rentes
heuristiques pour finalement le de´clarer sain ou a` risque. De la meˆme manie`re que pour
les antivirus, cette me´thode peut eˆtre efficacement lie´e a` des bases de donne´es de mode`les
d’attaques. Snort [62] est la base de donne´es la plus utilise´e dans les syste`mes de de´tection
d’intrusion (IDS). Il s’agit d’un re´pertoire mis a` disposition du public, regroupant plus
de 20 000 re`gles, compose´es majoritairement d’expressions re´gulie`res ainsi que de quelques
chaˆınes de caracte`res simples. Les imple´mentations sont nombreuses [58, 80] car il s’agit d’un
composant essentiel de la se´curite´ re´seau.
Le point faible de ces me´thodes est en ge´ne´ral leur impact sur le re´seau. En effet en
travaillant a` des de´bits de l’ordre de 10 Gb/s, il faut disposer d’algorithmes d’analyse tre`s
rapides pour analyser chaque paquet [9]. Dans le cas contraire, les paquets seront bloque´s
trop longtemps et l’utilisation du re´seau en sera ne´gativement impacte´e. Les approches
mate´rielles disposent d’un avantage dans ce domaine car leurs latences sont relativement
faibles. Nous e´tudierons plus loin les imple´mentations qui existent dans la litte´rature.
Notons que ce proce´de´ est tre`s controverse´ du fait de sa capacite´ a` lire le contenu de
toutes les communications Internet. Nous pre´senterons cet important de´bat dans la section
5.4. Ne´anmoins, le principe est inte´ressant car il consiste a` analyser individuellement le
contenu des paquets entrants et sortants. Nous pouvons exe´cuter l’algorithme de de´tection
de fragments connus sur ces contenus pour de´tecter les communications interdites. En effet,
lorsque l’on repe`re un fragment illicite dans un paquet, il suffit d’en lire les enteˆtes pour
finalement signaler la source, la destination, ou tout autre parame`tre utile.
2.3.3 Mate´riel spe´cialise´
Le premier cahier des charges que nous nous sommes fixe´ (voir section 2.2) demandait de
travailler a` l’e´chelle des paquets Internet, en pouvant repe´rer un grand nombre de documents
diffe´rents, avec une bande passante de plusieurs dizaines de gigabits par seconde. Il est donc
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inte´ressant de mesurer ces diffe´rents points sur les principaux algorithmes et imple´menta-
tions disponibles dans la litte´rature. L’algorithme de Max-Hashing que nous allons utiliser
correspond bien a` ceux e´tudie´s par Fowers et al.. Ils ont pu comparer les performances entre
diffe´rents mate´riels paralle`les, notamment FPGA et GPU, et concluent qu’ils ont chacun
leur domaine d’efficacite´ en terme de quantite´ de donne´es a` traiter [22], les GPU e´tant plus
rapides lorsque les feneˆtres de calculs sont petites (jusqu’a` 128 pixels) tandis que les perfor-
mances du FPGA sont inde´pendantes de la taille des feneˆtres, ce qui les rend inte´ressants
pour des tailles plus importantes. Les performances des diffe´rentes imple´mentations que nous
citerons sont extraites et regroupe´es dans le tableau 2.1.
Surveillance re´seau
Dans le cadre d’une connexion re´seau il est souvent primordial de garder une latence
tre`s faible. Ceci encourage l’utilisation de mate´riel de´die´. Ainsi, de`s 2002 on a vu apparaˆıtre
des applications de string matching sur FPGA [10, 26, 30]. Ces imple´mentations peuvent
faire des recherches de plusieurs milliers d’expressions re´gulie`res sur des paquets re´seaux en
gardant des latences infe´rieures a` la milliseconde. Les bandes passantes peuvent atteindre le
gigabit par seconde, mais les syste`mes doivent eˆtre totalement embarque´es car les bus PCI
ne peuvent alors pas transmettre a` cette vitesse. Les vitesses de connexion e´voluant, des
imple´mentations pour de plus hauts de´bits sont apparues [37].
Les performances du mate´riel sont principalement obtenues graˆce au paralle´lisme des
traitements puisque chaque test d’une expression re´gulie`re peut eˆtre lance´ inde´pendamment





[73] GPU - Snort 2.3 Gb/s Total ? 1000
[35] GPU - Snort 50 Gb/s GPU ? 2448
[74] GPU - ClamAV 20 Gb/s Total ? 60 000
[72] GPU - Expressions re´gulie`res 22 Gb/s Total ? 20 000
[75] GPU - Snort 126 Gb/s GPU ? 8719
[77] GPU - Snort 28 Gb/s Total ? 8719
[44] GPU - Snort 143 Gb/s GPU ? 8722
[79] FPGA - Snort 12 Gb/s Total ? 256
Rappel : Snort et ClamAV contiennent des chaˆınes de caracte`res et expressions re´gulie`res.
Les latences ne sont malheureusement pas mesure´es dans les articles releve´s ici.
30
des autres. Si les FPGA et puces similaires apparaissent tre`s indique´es pour ces applications,
il semble inte´ressant de mentionner les processeurs graphiques, conc¸us pour effectuer des
taˆches en paralle`le. De plus, leur accessibilite´ lie´e a` la simplicite´ de programmation a` la
vole´e les rendent beaucoup plus attrayants que des puces de´die´es. L’algorithme de Max-
Hashing ayant de´ja` e´te´ imple´mente´ sur FPGA, effectuer les tests sur une plateforme GPU
pre´sente aussi l’inte´reˆt de pouvoir eˆtre compare´ facilement.
Depuis 2006, des tests sont conduits sur les programmes de de´tection d’intrusion pour
e´valuer le gain de performance offert par le transfert de la recherche de signatures du CPU
vers un GPU. On annonce alors des gains de 1.4x en 2006 [34], puis de 2x en 2008 [73], 9x en
2009 [67], jusqu’en 2011 lorsque Wang et al. annoncent [75] que la recherche d’expressions
re´gulie`res traite les donne´es avec une bande passante plus grande que celle autorise´e par
le bus PCI Express (PCIe) sur lequel est branche´ le GPU. Le traitement global, c’est-
a`-dire depuis la me´moire RAM du CPU jusqu’a` obtention de la liste des correspondances,
incluant ainsi le transfert vers la me´moire du GPU, accepte alors 25.6 Gb/s. Plus re´cemment,
Liu et al. [44] ont imple´mente´ leur algorithme (de´rive´ de l’algorithme d’Aho et Corasick [2])
sur GPU avec les re`gles de Snort et ont observe´ que celui-ci pouvait traiter jusqu’a` 143 Gb/s
sur une carte graphique NVidia GTX580, mais la` encore ce traitement est ralenti par le bus
PCIe a` 15 Gb/s. Cette vitesse particulie`rement faible est sans doute cause´e par un manque
d’optimisation des transferts, nous aborderons cette question au chapitre 3.
Antivirus
Avec de tels de´bits de traitement, il devient inte´ressant d’utiliser les GPU comme co-
processeurs dans la recherche de signatures connues. Si les articles pre´ce´dents traitaient
principalement de la de´tection d’intrusions dans un re´seau, on peut de la meˆme fac¸on utili-
ser des bases de donne´es de virus ou malwares connus pour cre´er un coprocesseur antivirus.
Une autre me´thode inte´ressante a e´te´ propose´e. En conside´rant que le calcul d’expressions
re´gulie`res est relativement complexe, il s’agit de rechercher des signatures fixes telles que
des signatures pour cre´er un pre´-filtrage des paquets, pour ensuite les soumettre a` analyse
plus approfondie en cas de ne´cessite´. Erdogan et Cao testent cette approche en 2007 [20]. Ils
utilisent la base virale de Clam-AV, dont nous avons parle´ a` la section 2.3.2, et parviennent
a` scanner les fichiers a` l’acce`s avec une bande passante de 1.6 Gb/s. En 2009, Lin et al.
de´chargent le CPU des taˆches de calcul et recherche des signatures vers un processeur spe´-
cialise´ [43]. Celui-ci peut interrompre le CPU lorsqu’un danger potentiel est de´tecte´. Les
auteurs signalent tre`s vite les latences et ralentissements implique´s par le transfert des don-
ne´es de la me´moire centrale a` la me´moire embarque´e. Leurs simulations pre´sentent un taux
de traitement the´orique de 9 Gb/s en utilisant la recherche de chaˆınes de caracte`res de base.
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En 2010, on revient finalement a` la limitation des de´bits par les transferts de donne´es lorsque
Vasiliadis et Ioannidis parviennent a` imple´menter sur un GPU l’analyse de fichiers en temps
re´el, c’est-a`-dire lorsque le fichier est utilise´, avec des performances de 20 Gb/s [74]. La ve´ri-
fication par expressions re´gulie`res, qui est lance´e en comple´ment des de´tections initiales par
le GPU, est cependant laisse´e sur le CPU car elle n’est requise que dans de tre`s rares cas. On
constate aise´ment lorsque l’on mesure les performances totales d’un syste`me qu’elles sont
beaucoup moins importantes que la partie GPU seule, ce qui pointe clairement l’impact des
transferts de donne´es.
E´volutions rapides du mate´riel
Les GPU sont efficaces pour le traitement de paquets re´seaux, l’inde´pendance entre ces
derniers e´tant parfaitement adapte´e aux immenses capacite´s de paralle´lisme de ces proces-
seurs. Les expe´riences montrent qu’ils sont capables de traiter les paquets avec quelques
milliers de re`gles a` plus de 100 Gb/s sur les mode`les hauts de gamme, meˆme avec des ex-
pressions re´gulie`res, beaucoup plus complexes que des recherches de textes simples. Le bus
PCIe dans sa version 2.0 16x peut faire transiter the´oriquement 64 Gb/s en full duplex. Nous
allons donc utiliser ce type de mate´riel pour surveiller une connexion Ethernet a` 40 Gb/s.
De plus, la version suivante du bus PCIe (v3.0) double ces bandes passantes [56], ce qui
peut laisser entrevoir le traitement a` 100 Gb/s dans un futur proche et nous laisse donc
penser que cette technologie pre´sentera les performances ade´quates. En outre, il s’agit d’une
solution e´conomique, car le ratio puissance/prix des GPU est avantageux, notamment par
rapport aux CPU et FPGA.





Comme nous l’avons annonce´ au chapitre pre´ce´dent, nous allons baser le syste`me de
filtrage sur l’algorithme de Max-Hashing pour analyser le contenu des paquets de donne´es,
tout en tirant partie de la puissance de calcul tre`s importante et massivement paralle`le des
processeurs graphiques (GPU). Nous diviserons ce chapitre en quatre parties. Tout d’abord
dans la section 3.1 nous expliquerons comment re´cupe´rer une copie du trafic afin de l’analyser,
et nous de´taillerons les possibilite´s pour le controˆler en bloquant des connexions spe´cifiques.
Ceci nous fournira des e´le´ments du cahier des charges pour le syste`me d’analyse. Nous
pre´senterons alors pre´cise´ment l’architecture des GPU dans la section 3.2 afin de disposer
de tous les e´le´ments pour une imple´mentation optimale de l’algorithme de Max-Hashing que
nous de´velopperons a` la section 3.3. Nous pourrons alors l’inte´grer dans un syste`me complet
a` la section 3.4. Les tests et e´valuations de celui-ci seront reporte´s au chapitre 4.
3.1 Manipulations sur le trafic re´seau
Nous souhaitons ici analyser le contenu de chaque paquet qui transite sur une connexion
re´seau. Pour ce faire, il convient bien entendu d’eˆtre nous-meˆme connecte´ a` ce re´seau. Deux
choix s’offrent a` nous : soit placer un routeur qui se contenterait de recopier l’ensemble du
trafic et de le transmettre a` notre machine, soit placer directement notre machine sur la
connexion en question (voir sur la figure 3.1). Les deux me´thodes doivent absolument eˆtre
totalement transparentes pour le re´seau, c’est-a`-dire qu’elles ne doivent pas demander de
ou
Passage obligé du trafic Analyse extérieure
Figure 3.1 – Deux options pour surveiller une connexion
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modification du reste des syste`mes connecte´s lorsque l’on inse`re, active, de´sactive ou enle`ve
le filtre.
L’avantage a` utiliser un routeur ou du mate´riel spe´cialise´ est de pouvoir s’appuyer sur
le savoir-faire du fabriquant et sur ses garanties de fonctionnement et de fiabilite´. Pour
autant, n’ayant pas acce`s a` du mate´riel avec de telles fonctionnalite´s, nous allons dans cette
section pre´senter une solution entie`rement logicielle. Il s’agit d’une solution de de´pannage
uniquement, nous le verrons dans l’analyse des performances au chapitre 4, mais elle nous
offre un aperc¸u du fonctionnement final du syste`me complet. De plus, on utilise exclusivement
le syste`me d’exploitation, ce qui simplifie beaucoup la configuration. Trois points vont eˆtre
aborde´s : la capture du trafic, l’interconnexion de deux ports ethernet, et le filtrage de la
connexion.
3.1.1 E´couter l’ensemble du trafic
Comme on l’a explique´ au paragraphe 2.1.1 (Connexion Ethernet), le contenu des donne´es
est, au plus bas niveau pre´sente´ ici, inte´gre´ dans une trame Ethernet. Celle-ci contient
notamment les adresses MAC de l’expe´diteur et du destinataire. Les machines connecte´es
au re´seau rec¸oivent l’ensemble du trafic et doivent comparer les adresses vise´es avec leur
propre adresse pour n’enregistrer que les trames qui leur sont destine´es. Ce syste`me pourrait
nous empeˆcher d’analyser les transferts n’impliquant pas notre machine (tous les transferts
a priori). Heureusement, les concepteurs de processeurs re´seau permettent de de´sactiver ce
filtrage en passant en mode “promiscuous”. La carte re´seau conside`re alors que toutes les
trames Ethernet la concernent et les transmet a` l’utilisateur, syste`me d’exploitation ou autre.
Ce mode est donc utilise´ pour des syste`mes comme que le noˆtre, ne´cessitant d’analyser tous
les paquets, quelles que soient leur provenance ou leur destination.
Des logiciels peuvent ensuite faire l’interface entre la me´moire de la carte re´seau et le
programme d’analyse. Il s’agit ici de re´cupe´rer une copie des paquets rec¸us par la carte
re´seau. La chaˆıne de base fournit les paquets au syste`me d’exploitation, qui se charge alors
e´ventuellement de les filtrer et de les transmettre aux diffe´rentes applications qui en ont fait
la demande. Il est aussi possible de passer outre le syste`me d’exploitation mais ceci requiert
des manipulations dans le logiciel de gestion de la carte re´seau.
Le logiciel “pcap” [70], de´veloppe´ par TCPDump, offre une interface simple pour configu-
rer la carte re´seau et le syste`me d’exploitation afin qu’ils transmettent une copie du trafic a`
l’application (voir figure 3.2). Il suffit de spe´cifier une fonction a` exe´cuter lorsqu’un paquet
est preˆt a` eˆtre traite´. Cette me´thode est tre`s simple a` mettre en place, mais elle implique
de copier plusieurs fois le paquet, ce qui est sous-efficace : la carte re´seau les copie dans
la me´moire du syste`me d’exploitation, qui lui-meˆme les recopie dans des espaces me´moire
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1 // Ouverture et c o n f i g u r a t i o n de l a c a r t e re seau
2 pcap t ∗ capture = pcap open l i ve ( nom carte reseau ,
3 t a i l l e b u f f e r ,
4 mode promiscuous ,
5 timeout ,
6 b u f f e r m e s s a g e e r r e u r ) ;
7
8 // Conf igurat ion d ’ une f o n c t i o n de c a l l b a c k pour t r a i t e r l e s paquets
9 pcap loop ( capture , nombre paquets , f o n c t i o n c a l l b a c k , parametres ) ;
Figure 3.2 – Capture du re´seau avec pcap
de´die´s a` chacune des applications. Aller re´cupe´rer les paquets directement sur la carte re´seau
pourrait devenir inte´ressant pour obtenir des de´bits importants et re´duire les latences. Ces
points seront e´tudie´s au chapitre 4.
3.1.2 Pont re´seau
Comme on l’a signale´, pour re´cupe´rer les paquets qui transitent sur le re´seau, on peut
choisir entre s’intercaler sur la connexion a` surveiller ou utiliser un routeur de´die´, qui se
chargera de dupliquer le trafic et de nous en transmettre la copie. La premie`re possibilite´
pre´sente l’avantage de tout ge´rer dans le meˆme et unique syste`me. Il suffit alors de disposer
d’une machine avec deux ports pour pouvoir s’intercaler n’importe ou` sur un re´seau. On dis-
pose de plus du controˆle total du trafic qui transite par cette machine, ce qui nous permettra
aise´ment de mettre en place le filtrage (voir section 3.1.3 ci-apre`s).
Pour nos tests, nous utiliserons un ordinateur fonctionnant sous Linux. Ce syste`me d’ex-
ploitation offre une gestion tre`s fine du re´seau, avec notamment la possibilite´ de configurer
simplement un pont (logiciel) entre deux ports re´seau, quels que soient leurs protocoles et
leurs formats respectifs. Avec cette me´thode on peut donc aussi jouer le roˆle de passerelle
entre deux types de re´seaux fonctionnant diffe´remment. L’inconve´nient est que le syste`me
d’exploitation doit ge´rer de fac¸on logicielle les donne´es transmises, ce qui peut demander
une grande puissance lorsque l’on veut travailler avec des bandes passantes e´leve´es. Il est
possible que l’on puisse observer un ralentissement de trafic suivant la charge de la machine.
De meˆme, la gestion logicielle est beaucoup plus lente qu’un traitement mate´riel, et elle in-
troduit donc une latence beaucoup plus importante. Ne´anmoins, nous utiliserons ce syste`me
pour sa simplicite´ de mise en place, en gardant cette limitation a` l’esprit pour les tests du
syste`me complet.
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Figure 3.3 – Exemple d’utilisation d’ebtables
3.1.3 Filtrage du trafic
Linux dispose d’outils de filtrage re´seau applicables aux diffe´rentes couches (Ethernet,
IP, TCP/UDP), appele´es “IPTables” [54]. Cet outil est tre`s bien documente´ 1 mais ne ge`re
que le trafic qui atteint la machine (en tant qu’expe´diteur ou destinataire). Les donne´es qui
passent sur le pont re´seau ne sont pas vues. Il existe l’e´quivalent pour cette configuration :
“ebtables” [53] (Ethernet Bridge frame table administration). Il dispose de moins d’options
mais peut malgre´ tout filtrer les couches re´seaux et protocoles les plus communs. Comme
on l’a explique´ au paragraphe 2.1.2 (Protocole TCP/IP), une connexion est de´finie de fac¸on
unique par l’adresse et le port de l’e´metteur et du destinataire (quatre parame`tres). Ces
options sont disponibles dans ebtables 2 et l’on pourra donc l’utiliser pour empeˆcher les
paquets vise´s de traverser le pont re´seau, comme illustre´ a` la figure 3.3.
On peut donc facilement filtrer les transmissions. De`s lors que du contenu illicite est
repe´re´ dans un paquet, on configure les ebtables qui se chargeront de bloquer la suite de
cette communication. Le destinataire d’un fichier interdit recevra donc le de´but de ce fichier,
mais jamais la fin. Suivant la latence de l’analyse, on ne pourra pas filtrer des fichiers trop
petits, qui auront le temps d’eˆtre transmis totalement avant que le blocage ne soit mis
en place. Cette configuration permet par contre d’introduire une latence minimale dans le
re´seau, puisque l’on ne bloque pas les paquets pendant leur analyse. Celle-ci est re´alise´e a`
part. On bloquera au besoin la suite de la transmission.
3.1.4 Re´sume´
Finalement, graˆce aux outils de Linux et sur un seul ordinateur, on peut disposer d’une
architecture qui :
1. Rec¸oit les paquets (trames Ethernet) sur une carte re´seau ;
2. Copie les paquets dans la me´moire du syste`me d’exploitation ;
1. Voir la page de manuel en tapant man iptables dans une console Linux.
2. Voir la page de manuel en tapant man ebtables dans une console Linux.
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3. Transmet les paquets a` notre application ;
4. Filtre les paquets par protocole, adresses IP et ports selon des re`gles donne´es ;
5. Renvoie les paquets par une autre carte re´seau.
Il reste donc a` concevoir l’application qui se chargera de lire les contenus des paquets, les
analyser, et configurer le filtrage (ebtables) en fonction des re´sultats.
Notons le nombre important d’ope´rations effectue´es avec les paquets. Il faudra s’assurer
que la machine utilise´e soit capable de fournir autant de traitements a` haut de´bit. Il est
aussi possible d’utiliser un routeur pour recopier le trafic du re´seau. Des routeurs e´volue´es
pourront en outre s’occuper du filtrage, de´chargeant ainsi notre machine.
3.2 Processeur graphique
Les processeurs graphiques (ou GPU) sont de plus en plus utilise´s pour des calculs ge´-
ne´ralistes. Il ont d’abord e´te´ de´tourne´s de leur usage original par les programmeurs, puis
ont finalement e´te´ adapte´s directement par les constructeurs. Ces puces sont ge´ne´ralement
de´porte´es sur une carte fille branche´e sur un bus PCI Express, et sur laquelle elles dis-
posent d’une me´moire de´die´e. Le GPU a e´te´ conc¸u pour fournir une puissance de calcul
tre`s importante, ajuste´e pour eˆtre efficace dans des environnements graphiques a` haute-
de´finition. On cherche a` exploiter ces ressources en dehors du traitement graphique pour des
calculs plus ge´ne´raux. On parle alors de “General-Purpose computation on Graphics Pro-
cessing Units (GPGPU)”. Aujourd’hui, les ordinateurs disposent de plus en plus de cartes
graphiques inte´gre´es dans tous les mode`les. Les programmeurs sont donc pousse´s a` les uti-
liser, de´chargeant ainsi le processeur principal d’ope´rations pour lesquelles le GPU est plus
adapte´. La de´mocratisation des cartes graphiques dans les ordinateurs et la ge´ne´ralisation de
leur utilisation motive finalement leur de´veloppement rapide, en puissance, fonctionnalite´s,
et simplicite´ de programmation.
Note : le vocabulaire que nous allons utiliser est celui propose´ par NVidia [55] et son
architecture CUDA que nous allons pre´senter dans cette section.
3.2.1 Introduction
L’architecture d’un GPU est centre´e sur le paralle´lisme entre plusieurs petites ope´rations
applique´es sur un grand nombre de donne´es : il s’agit d’une architecture “Single Instruction
Multiple Data (SIMD)”. On dispose en effet de la possibilite´ d’exe´cuter en paralle`le plusieurs
centaines de processus qui vont tous travailler avec la meˆme instruction simultane´ment, mais
sur des espaces me´moire diffe´rents. L’utilisation de GPU est donc inte´ressante de`s que l’on
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cherche a` exe´cuter la meˆme se´quence d’ope´rations sur un grand nombre de donne´es, tel que
l’ensemble des pixels d’un e´cran par exemple. Ces processeurs sont donc tre`s adapte´s pour
les calculs matriciels (addition de deux matrices en une instruction), ou, plus proche de notre
travail, pour le traitement de contenus inde´pendants. Les GPU dont nous disposons sont ceux
de la se´rie 2050, produits par NVidia fin 2010. Ils sont annonce´s comme be´ne´ficiant d’une
puissance de calcul de 515 Gflops en virgule flottante double pre´cision. En comparaison,
les processeurs (CPU) de la meˆme ge´ne´ration pouvaient fournir jusqu’a` 100 Gflops environ
(Comme par exemple le processeur Intel Core i7-980XE [76]). Les processeurs graphiques
sont donc tre`s puissants, mais ils sont en contrepartie moins ge´ne´ralistes que les processeurs
a` usage ge´ne´ral.
Le constructeur propose CUDA, une architecture optimise´e pour la programmation ge´-
ne´raliste, sur laquelle repose le langage CUDA C, souvent abre´ge´ en CUDA. Ce langage
est proprie´taire, mais NVidia a fait partie du groupe a` l’origine du langage OpenCL [39].
Ce dernier se veut commun a` tous les pe´riphe´riques de calcul paralle`le, tant les GPU que
les CPU multicœurs, ou a` terme les FPGA. La plupart des processeurs de la marque sont
compatibles avec CUDA C, et OpenCL, plus portable, mais qui permet moins d’optimisa-
tions. Le langage permet aux programmeurs d’appre´hender la programmation sans l’aspect
graphique qui compliquait l’apprentissage dans les autres langages disponibles comme Cg
ou OpenGL. Il est donc possible de cre´er rapidement des logiciels spe´cialise´s et programme´s
sous la forme de noyaux (“kernels”) qui seront exe´cute´s en paralle`le sur les nombreuses unite´s
de calcul du GPU.
3.2.2 Fonctionnement mate´riel
Une carte graphique base´e sur CUDA est constitue´e du GPU, d’un lien PCIe pour le
relier au reste de l’ordinateur, et d’une me´moire de´die´e. Dans le processeur, la re´partition des
ressources suit un mode`le unique, mais le de´tail varie d’une version a` une autre. Les versions
sont nomme´es “Compute Capability”, allant actuellement de la version 1.0 a` la version 3.0
pour les processeurs les plus re´cents. Les donne´es concernant ces architectures sont reprises
dans le tableau 3.1.
Paralle´lisme
Le processeur est constitue´ d’un grand nombre de cœurs de calcul, regroupe´s en unite´s
appele´es“Multiprocesseurs”(voir la figure 3.4). Les multiprocesseurs sont inde´pendants entre
eux. Ils ont chacun leur file d’exe´cution. La synchronisation des instructions exe´cute´es par








































































































































































































Cœur Cœur Cœur Cœur
Mémoire partagée Cache L1
Multiprocesseur
Warp
Cœur Cœur Cœur Cœur


























Figure 3.4 – Sche´ma de l’organisation d’un GPU
Tableau 3.1 – Configurations des diffe´rentes versions des processeurs NVidia
Version 1.0 1.1 1.2 1.3 2.0 2.1 3.0
Threads par warp 32 32 32 32 32 32 32
Max. de warps par multiprocesseur 24 24 32 32 48 48 64
Me´moire partage´e par MP (Ko) 16 16 16 16 48 48 48
Registres (Ko) 8 8 16 16 32 32 64
Re´partition des registres MP MP MP MP Warp Warp Warp
Max. de registres par thread 124 124 124 124 63 63 63
Max. de blocs par MP 8 8 8 8 8 8 16
Note : MP signifie Multiprocesseur
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seurs peuvent exe´cuter deux fonctions diffe´rentes sur des donne´es diffe´rentes si ne´cessaire.
Les cœurs de calcul exe´cutent des threads, qui contiennent les instructions a` re´aliser, a` l’ins-
tar des threads sur un CPU. L’ensemble des threads exe´cute´s a` un instant donne´ par un
multiprocesseur, dont le nombre correspond au nombre de cœurs de calculs dans ce multi-
processeur, est appele´ “warp”. Le nombre de multiprocesseurs et de cœurs de calcul de´pend
de la version du processeur. la version 2.0 comprend par exemple 14 multiprocesseurs de 32
cœurs, et nous offre ainsi 448 cœurs paralle`les. Il faut en connaˆıtre la configuration pour
pouvoir l’utiliser a` son maximum : il est par exemple peu efficace de lancer 64 threads sur
un meˆme multiprocesseur s’ils n’ont pas besoin de communiquer entre eux car seulement 32
seront exe´cute´s ensemble, tandis que les 13 autres multiprocesseurs resteront inactifs.
Tous les cœurs d’un multiprocesseur exe´cutent la meˆme instruction, il faut ge´rer les
divergences de fac¸on se´quentielle. Cela signifie par exemple que l’exe´cution d’une instruction
de branchement conditionnel sera effectue´e en deux e´tapes, se´parant les threads qui suivent
ou non la condition du branchement. Il faut donc minimiser ces cas, sans quoi les divergences
entre les threads peuvent vite conduire a` une exe´cution totalement se´quentielle, ne tirant
plus aucun parti du paralle´lisme du processeur.
Me´moires
Les threads peuvent acce´der a` diffe´rents espaces me´moire, sche´matise´s sur la figure 3.4.
La plus importante en taille est la me´moire externe, souvent de la GDDR5, qui est accessible
par l’ensemble des threads. Cette me´moire, appele´e “me´moire globale” a une bande passante
tre`s importante, 144 Go/s dans le mode`le C2050. Malgre´ deux niveaux de me´moire cache
(L1 et L2) qui optimisent certains types d’acce`s, elle souffre d’une tre`s grande latence (400 a`
600 cycles selon la documentation de NVidia). C’est sur cette me´moire que sont copie´es les
donne´es provenant de la me´moire centrale de l’ordinateur, et c’est sur cette me´moire que les
fonctions devront effectuer leurs traitements. Les acce`s me´moire sont regroupe´s par warp (ou
demi-warp sur certaines versions) et passent obligatoirement par les caches. Il est donc tre`s
important de s’assurer de l’alignement des donne´es lues au sein d’un warp pour tirer profit de
ces caches et limiter les acce`s inutiles. La figure 3.5 illustre l’effet d’une mauvaise organisation
des lectures : la version non optimise´e doit faire deux lectures et utilise uniquement 50% des
valeurs lues tandis que la version optimise´e n’a besoin que d’une lecture, qu’elle rentabilise
pleinement. Selon les cartes propose´es, on peut trouver de 1 a` 6 Go pour la me´moire globale.
La me´moire utilise´e dans les cartes visant le calcul est souvent prote´ge´e contre les erreurs
(ECC), contrairement a` celle des cartes graphiques de´die´es au jeu ou` l’on pre´fe`re la rapidite´
en tole´rant des erreurs ponctuelles.











































(b) Acce`s non optimise´s
On cherche a` aligner les acce`s a` la me´moire pour tirer profit des caches.
Les adresses lues mais pas utilise´es sont grise´es.
On conside`re dans cette exemple une ligne de cache de 6 mots.
Figure 3.5 – Exemples de mode`les d’acce`s a` me´moire globale
multiprocesseur. Il s’agit de la “me´moire partage´e”. Tous les cœurs d’un multiprocesseur
peuvent acce´der a` la me´moire partage´e de celui-ci. Cette me´moire est beaucoup plus rapide
et est divise´e entre une partie accessible et une partie servant de cache de niveau 1 pour
la me´moire globale. La quantite´ de me´moire disponible de´pend de la version du processeur.
Dans la version 2.0 il y a par exemple 48 Ko de me´moire par multiprocesseur, divise´e en
deux blocs de 32 Ko et 16 Ko a` de´dier a` la me´moire partage´e ou a` la cache L1 (au choix
du programmeur). La me´moire partage´e est souvent utilise´e lorsque les threads ont besoin
d’acce`s croise´s a` la me´moire, par exemple lorsque tous les threads ont besoin de toutes les
donne´es. Il est beaucoup plus inte´ressant de commencer a` copier toutes les donne´es de la
me´moire globale vers la me´moire partage´e en optimisant les acce`s, puis de ne plus utiliser
que la me´moire partage´e, beaucoup plus rapide pour les acce`s ale´atoires.
Finalement, les registres, en nombre plus limite´, sont re´partis entre les cœurs d’un multi-
processeur ou entre l’ensemble des threads exe´cute´s sur un multiprocesseur dans les versions
1.x. Il est la` encore capital de veiller a` en restreindre l’utilisation, sans quoi le compilateur
devra soit diminuer le nombre de threads exe´cute´s en meˆme temps, soit utiliser un espace
de la me´moire globale, appele´e alors “me´moire locale”. Cette dernie`re est propre a` chaque
thread mais a les meˆme limitations en temps d’acce`s et en alignement que la me´moire glo-
bale. Une particularite´ des registres est d’eˆtre un ensemble de 4×32 bits (le registre a est par
exemple compose´ de a.x, a.y, a.z et a.w). Certaines ope´rations peuvent eˆtre effectue´es tre`s
efficacement sur les quatre valeurs en meˆme temps, il peut donc eˆtre utile de les connaˆıtre
et de s’en servir, meˆme si le compilateur ge`re cela tre`s bien.
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Transferts de donne´es
Le GPU travaille avec les donne´es situe´es dans la me´moire embarque´e sur la carte gra-
phique, qui lui est de´die´e. Les donne´es a` traiter se trouvent ge´ne´ralement dans la me´moire
centrale de l’ordinateur. Il faut donc d’abord les transfe´rer avant que le GPU n’en ait be-
soin, et finalement rapatrier les re´sultats dans la me´moire centrale lorsque le CPU doit les
exploiter. Calculer sur un GPU revient donc ge´ne´ralement a` trois e´tapes : transmettre les
donne´es de la me´moire centrale vers la me´moire de´die´e via le bus PCI Express, exe´cuter une
fonction sur ces donne´es, et re´cupe´rer les re´sultats en les copiant de la me´moire de´die´e vers la
me´moire centrale afin qu’ils soient exploite´s par le CPU. Le temps ne´cessaire aux transferts
doit donc eˆtre pris en compte lorsque l’on veut effectuer une comparaison cohe´rente entre
les temps de calculs locaux ou sur le GPU. Dans le tableau 2.1, qui re´sume les performances
mesure´es dans les articles cite´s au chapitre 2, on constate une diffe´rence importante de de´bit
lorsque les auteurs prennent en compte les transferts ou non.
Notons que sur les versions re´centes des cartes graphiques, les transferts de donne´es entre
la me´moire centrale et celle du GPU peuvent avoir lieu en meˆme temps que les traitements
et les acce`s a` la me´moire du GPU. On peut alors cre´er une sorte de pipeline dans les
applications, transfe´rant les donne´es d’un paquet alors que le pre´ce´dent est en train d’eˆtre
analyse´. Les latences restent malgre´ tout identiques mais on peut utiliser le processeur et
le bus a` pleine charge. Le bus PCIe dans sa version 2 permet des transferts en full-duplex
a` 64 Gb/s avec 16 lignes, c’est la version utilise´e actuellement sur les cartes graphiques.
La version 3 double ces de´bits, et la version 4 les quadruple. On devrait donc pouvoir
pour l’instant traiter des de´bits de 40 Gb/s. Il faudra attendre les cartes graphiques de
la ge´ne´ration suivante pour travailler sur des connexions a` 100 Gb/s. Une solution pourrait
re´sider dans un syste`me a` plusieurs cartes graphiques, car le PCIe peut soutenir des transferts
a` pleine vitesse sur plusieurs bus en meˆme temps. Il suffit alors de disposer d’une carte me`re
avec plusieurs bus et du controˆleur ade´quat.
3.2.3 Programmation logicielle
On peut exe´cuter des fonctions logicielles sur le GPU directement. Ces fonctions, les
kernels, utilisent et cre´ent des donne´es dans la me´moire globale. Un exemple est donne´ dans
la figure 3.7 a` la fin de cette section. Le driver des cartes graphiques ge`re tous les appels au
GPU. Il le commande lorsqu’il s’agit d’initier les transferts me´moire, ou pour exe´cuter une
fonction quelconque.
Les cœurs de calcul du GPU exe´cutent des fonctions appele´es “kernels”, e´crites en CUDA
C (ou autres langages tel que Cg ou OpenCL), qui travaillent a` partir de la me´moire globale.
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Ces fonctions ne retournent aucun re´sultat directement et ont acce`s a` tous les e´tages de
me´moire pre´sente´s au paragraphe pre´ce´dent. Les donne´es sources et les re´sultats sont place´s
dans la me´moire globale ge´ne´ralement sous la forme de tableaux de valeurs, et l’on exe´cute
une instance du kernel sur chacune de ces valeurs pour traiter tout le tableau en paralle`le. Des
parame`tres spe´ciaux peuvent ne´anmoins donner acce`s a` la me´moire centrale de l’ordinateur
pour les processeurs de version supe´rieure a` 2.0 mais ceci bloque souvent le bus dans des
petits acce`s lents et peu rentables.
Gestion du paralle´lisme
Lancer un calcul revient a` cre´er un certain nombre d’instances des kernels appele´es des
threads. On cre´e en re´alite´ une grille (“grid”), dans laquelle les threads sont re´partis en
blocs (“blocks”) identiques. Lorsqu’on exe´cute une fonction sur le GPU, on ajoute donc deux
arguments a` ceux de la fonction : le nombre de blocs de´sire´, et le nombre de threads par
bloc (voir figure 3.6). On cre´e donc une grille dont les parame`tres sont transmis au driver.
Celui-ci se charge alors de re´partir les blocs entre les multiprocesseurs (voir la figure 3.4).
Un bloc ne peut eˆtre divise´ entre plusieurs multiprocesseurs, et un meˆme multiprocesseur
ne peut ge´rer que 8 blocs (16 pour la version 3.0, voir le tableau 3.1).
Comme on l’a vu plus haut, tous les threads d’un meˆme bloc, qui seront donc regrou-
pe´s dans un multiprocesseur, devront effectuer exactement les meˆmes instructions pour eˆtre
effectivement exe´cute´s simultane´ment. Pour cela, les kernels peuvent faire appel a` des va-
riables qui indexent les threads dans les blocs et les blocs dans la grille, ce qui permet de
pre´cise´ment ge´rer le paralle´lisme. On dispose ainsi des variables suivantes, qui comprennent
toutes trois composantes x, y et z :
– Configuration des blocs : blockDim
– Configuration de la grille : gridDim
– Index du thread dans le bloc : threadIdx
– Index du bloc dans la grille : blockIdx
1 // Conf igurat ion d ’ une g r i l l e de 2∗4 b l o c s
2 dim3 b l o c s g r i l l e ( 2 , 4 , 1 ) ;
3
4 // Conf igurat ion de b l o c s de 128∗8∗8 threads
5 dim3 th r ea d s pa r b l o c ( 128 , 8 , 8 ) ;
6
7 // Lancement des threads dans c e t t e c o n f i g u r a t i o n
8 ma fonct ion <<< b l o c s g r i l l e , t h r ead s pa r b l o c >>> ( /∗ arguments ∗/ ) ;
Figure 3.6 – Lancement d’une fonction sur le GPU
43
1 // g l o b a l ind ique qu ’ i l s ’ a g i t d ’un ke rne l
2 g l o b a l void exemple ( const i n t ∗a , i n t ∗b , i n t n)
3 {
4 // on i d e n t i f i e l e thread sur l e b loc
5 i n t th r ead id = threadIdx . y ∗ blockDim . x + threadIdx . x ;
6
7 // premiere opera t i on sur b
8 i f ( th r ead id < n) b [ th r ead id ] = 0 ;
9
10 // on s ’ a s su re que tous l e s threads du b loc ont f i n i
11 // avant d ’ e c r i r e a nouveau dans b
12 sync threads ( ) ;
13
14 // deuxieme opera t ion sur b
15 i f (2∗ th r ead id < n) b [2∗ th r ead id ] = a [ th r ead id ] ;
16 }
Figure 3.7 – Exemple de kernel en CUDA C
Ces indices peuvent notamment eˆtre utilise´s pour calculer, avec les meˆmes instructions, une
adresse de donne´es a` traiter diffe´rente pour chaque thread. Dans l’exemple de la figure 3.7,
on conside`re l’identifiant du thread au sein de son bloc uniquement pour clarifier le code.
Vu du CPU, les threads sont exe´cute´s de fac¸on asynchrone et les blocs sont traite´s dans
un ordre quelconque, de meˆme que les threads dans un bloc. Des moyens de synchronisation
peuvent eˆtre utilise´s a` l’inte´rieur d’un bloc, principalement pour spe´cifier des barrie`res que
tous les threads doivent atteindre avant de continuer l’exe´cution (voir figure 3.7). L’unique
option pour synchroniser l’exe´cution de l’ensemble des threads de la grille est de cre´er plu-
sieurs fonctions, qui seront appele´es et exe´cute´es les unes apre`s les autres.
Le paralle´lisme peut aussi eˆtre ge´re´ a` l’e´chelle de “streams”. Il s’agit de piles d’exe´cu-
tions incluant les transferts asynchrones, les lancements de fonctions et les ope´rations sur
la me´moire. Ceci permet d’imposer l’ordre d’exe´cution d’ope´rations diverses. On peut cre´er
plusieurs streams qui s’exe´cuteront en paralle`le et inde´pendamment. Ceci permet de cre´er
tre`s facilement des ope´rations pipeline´es, notamment transfe´rer des donne´es pendant que
d’autres sont traite´es, afin de masquer les temps de transferts.
Compilation et programmation
L’interface de programmation est tre`s simple a` utiliser, puisque le compilateur nvcc
fourni peut ge´rer a` la fois le code CPU (en appelant le compilateur de´die´ sur ces parties de
code) et le code GPU (qu’il traite lui-meˆme). Deux e´tapes de se´paration ont lieu. Les fichiers
sont tout d’abord re´partis selon leur extension, .cu vers nvcc et .c, .cpp ou e´quivalents
vers la chaˆıne de compilation pour le CPU. Ensuite, les fonctions destine´es au CPU dans
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des fichiers .cu sont elles-aussi transmises a` ces meˆmes outils. Les ope´rations de compilation
cible´es pour chacun des processeurs sont donc totalement transparentes.
Le langage propose´ par NVidia permet d’acce´der a` toutes les fonctionnalite´s de leurs
processeurs, et donc de ge´rer tre`s pre´cise´ment toutes les optimisations. Ce dernier point
constitue le principal avantage face a` OpenCL. En effet ce langage est compatible avec
d’autres cartes graphiques et des processeurs a` usage ge´ne´ral. Cette compatibilite´ permet de
cre´er des applications portables sur des plateformes tre`s diverses, mais masque les fonctions
qui sont spe´cifiques a` l’un ou l’autre des processeurs et autorise donc moins d’optimisations.
3.2.4 Conclusion
A` la lumie`re des e´le´ments pre´ce´dents, nous pouvons aise´ment pre´voir les de´fis que nous
aurons a` relever en programmant le processeur graphique. Les principaux points sont les
suivants :
– Maximiser le paralle´lisme : pour un maximum d’efficience, il faut lancer assez de
threads, re´partis en blocs, pour que l’ensemble du GPU soit occupe´ en permanence.
– Minimiser les divergences : tous les threads doivent exe´cuter exactement les meˆmes
instructions, au moins au sein des blocs.
– Masquer les latences de la me´moire : en lanc¸ant beaucoup de threads, on peut maximiser
le nombre d’ope´rations qui garderont le processeur occupe´ pendant que certains threads
attendront le re´sultat d’un acce`s me´moire.
– Aligner les acce`s me´moire : ces acce`s pre´sentant une latence importante, il sera crucial
de veiller a` l’alignement des requeˆtes notamment et a` minimiser les lectures ale´atoires,
afin de re´duire le nombre d’acce`s ne´cessaires.
– Prendre en compte les transferts : les mesures devront inclure les temps de transfert
entre la me´moire centrale et la me´moire de´die´e.
– Surveiller l’occupation en registres : s’il n’y a plus de registre disponible, le compilateur
de´portera le stockage des interme´diaires de calcul dans la me´moire DRAM. Il faut donc
surveiller ces ressources, et il peut eˆtre utile de scinder le kernel en deux pour optimiser
l’exe´cution globale.
– Optimiser les ressources : plus ge´ne´ralement, il faut veiller a` utiliser les ressources
disponibles, en particulier les unite´s de calcul, pour optimiser l’exe´cution. CUDA C
donne acce`s simplement a` la plupart des ressources spe´cifiques (celles qui ne sont
pas utilisable directement peuvent l’eˆtre via l’assembleur). La documentation est tre`s
de´taille´e sur ce sujet [55].
On dispose de plusieurs me´thodes pour analyser les kernels. NVidia fournit un outil de
profilage qui donne de bonnes indications sur les modes d’acce`s a` la me´moire, sur les di-
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vergences, sur les optimisations des transferts, etc. et qui s’ave`re particulie`rement utile. Le
compilateur peut aussi fournir un e´quivalent du programme en pseudo-assembleur, permet-
tant d’analyser la compilation et les espaces me´moire utilise´s. Les principales optimisations
seront effectue´es au moment du lancement pour s’adapter au mate´riel disponible.
La suite de ce chapitre de´taillera les adaptations de l’algorithme de max-hashing pour
suivre ces diffe´rents points.
3.3 Adaptation de l’algorithme de max-hashing
Maintenant que les bases du fonctionnement et de la programmation des GPU sont
pose´es, nous allons nous concentrer dans cette section sur le de´veloppement d’une version de
l’algorithme de Max-Hashing optimise´e pour ces processeurs. Comme mentionne´ au chapitre
2, l’algorithme a e´te´ imple´mente´ en logiciel. Une adaptation sur FPGA a aussi e´te´ de´veloppe´e,
pouvant traiter 10 Gb/s. Ainsi, Nous commencerons par citer les me´thodes utilise´es dans
ces imple´mentations, notamment pour le calcul des signatures et la cre´ation de la base de
donne´es de signatures. Nous les adapterons ensuite aux ressources et spe´cificite´s des GPU.
L’algorithme de Max-Hashing se de´compose en deux temps : le re´fe´rencement de contenus
a` de´tecter d’une part, et l’analyse en temps re´el d’autre part. Ces deux phases demandent
un ensemble de donne´es a` analyser, calculent les signatures de cet ensemble, puis vont
respectivement enregistrer ou rechercher les signatures calcule´es dans une base de donne´es
de re´fe´rence.
Notons que le code de la partie analyse n’est pas repris ici pour des raisons de lisibilite´.
Il est toutefois disponible en annexe.
3.3.1 Calcul des signatures
Le calcul des signatures est la base de l’algorithme. On souhaite produire une signature
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Figure 3.8 – Les calculs de signatures dans le max-hashing
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se´lection de taille fixe´e sur les donne´es a` traiter. On calcule alors la signature de cette feneˆtre
a` chacune des e´tapes, comme illustre´ a` la figure 3.8, graˆce a` une fonction pre´alablement fixe´e.
Ce calcul repre´sente une grande partie des traitements et il est donc primordial de l’optimiser.
Il ne reste en effet apre`s ce calcul qu’a` chercher la signature de valeur maximale pour obtenir
la signature finale, ce qui demande peu de traitement et peut meˆme eˆtre re´alise´ au fur et a`
mesure du de´placement de la feneˆtre.
Choix des tailles des feneˆtres et des signatures
La signature alors calcule´e va jouer le roˆle de repre´sentant des donne´es sources. On
souhaite donc qu’elle soit facilement de´tectable, et aussi hautement repre´sentative de ces
donne´es.
Le choix des tailles des donne´es doit eˆtre e´tudie´, tant pour les feneˆtres de calcul que pour
les signatures calcule´es sur ces feneˆtres. En effet, il influera directement sur la qualite´ des
re´sultats : une signature trop petite pourrait entraˆıner beaucoup de fausses alertes a` cause du
manque d’originalite´ de la signature re´fe´rence´e, tandis qu’une feneˆtre trop grande re´duirait
la capacite´ a` de´tecter de petits fragments du fichier... Dans les imple´mentations de test et de
de´monstration du max-hashing, une signature de 64 bits e´tait calcule´e a` partir d’une feneˆtre
de 128 bits. Les tests impliquant plusieurs dizaines de milliers de fichiers montraient un taux
de faux positifs ou de faux ne´gatifs proche de ze´ro.
En outre, il est possible de choisir uniquement les blocs hautement repre´sentatifs du fichier
lors de son re´fe´rencement pour maximiser l’entropie de la signature. Les zones compresse´es
des documents, notamment dans les images, sont par exemple de bonnes candidates. De
meˆme, une analyse statistique des signatures calcule´es sur plusieurs fichiers peut facilement
indiquer quelles parties de ces fichiers sont redondantes, pour ensuite les exclure des zones
d’inte´reˆt.
Nous utiliserons dans un premier temps les meˆmes formats de signatures, leur choix ayant
e´te´ valide´ sur des images JPEG lors de l’e´laboration de l’algorithme. Ceci permettra en outre
de garder la compatibilite´ entre les diffe´rents syste`mes, leur offrant une interope´rabilite´ qui
pourra eˆtre tre`s pratique lors de tests. Nous validerons ces choix lors de l’analyse finale du
syste`me.
Rolling-hash
Dans la version existante, les signatures ge´ne´re´es lors du de´placement de la feneˆtre ne sont
pas calcule´es inde´pendamment les unes des autres : la signature d’une feneˆtre est de´duite
a` partir de celle de la feneˆtre pre´ce´dente. On utilise le principe du rolling hash : on ajoute
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a` chaque e´tape la contribution a` la signature de l’octet entrant, et on retire celle de l’octet
sortant, afin que la signature obtenue ne de´pende bien que de la feneˆtre source et non des
donne´es avoisinantes. Une feneˆtre de 128 bits est de´place´e sur les donne´es (an)0≤n<N , cre´ant
les signatures correspondantes (hn)0≤n<N−15 selon le sche´ma suivant :




Lors du passage de hn a` hn+1, le nouvel octet an+16 entre dans la feneˆtre de calcul alors
que l’ancien octet an en sort. L’empreinte correspondante est modifie´e en conse´quence, en
supprimant la contribution de an puis en ajoutant celle de an+16.
La prise en compte de chaque octet est re´alise´e par le biais d’une fonction f, qui repre´sen-
terait alors ce que nous avons qualifie´ plus haut de “contribution” ou “influence” d’un octet.
On utilise en pratique un parame`tre p de 64 bits tel que pour tout octet x :
f (x) = (x× p) % (264 − 1) (3.1)
Le modulo 264 − 1 permet de limiter le calcul a` 64 bits. On peut en effet utiliser le fait que
264% (264 − 1) = 1, et ainsi calculer se´pare´ment les 64 bits de poids fort et les 64 bits de poids
faible pour enfin additionner ces re´sultats, ce qui reste simple a` imple´menter mate´riellement.
On effectue en plus une rotation sur 8 bits du hash a` chaque ite´ration. Ainsi, la valeur de
f (an+16) ajoute´e a` l’entre´e de an+16 dans la feneˆtre de calcul peut eˆtre directement soustraite
seize e´tapes plus tard car elle est revenu a` son emplacement d’origine. On obtient donc
finalement la relation de re´currence, ou` l’ope´ration “x≪ n” repre´sente la rotation de x sur
n bits :
hi+1 = (hi≪ 8)− f (an) + f (an+16) (3.2)
Une fois l’ensemble du bloc de donne´es parcouru, il ne reste qu’a` calculer le maximum




Adaptation au calcul sur 32 bits
Le GPU ne dispose que d’unite´s de calcul, en particulier les multiplieurs, pour des entiers
de 32 bits. Il est plus efficace de diviser les mots de 64 bits en deux mots de 32 bits et de
calculer deux signatures de 32 bits plutoˆt qu’une seule signature de 64 bits. De meˆme, on
utilise deux parame`tres de 32 bits a` la place d’un unique parame`tre de 64 bits.
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On effectue pour chaque signature, avec les fonctions fhi et flo les multiplications par
chacun des deux parame`tres de 32 bits :
fhi (x) = x× phi ; flo (x) = x× plo (3.4)
















))⊕ flo (an)⊕ flo (an+16) (3.6)
On utilise ainsi uniquement des multiplications, de´calages et ou-exclusifs sur 32 bits. On
utilise ensuite l’ope´rateur maximum inte´gre´ sur le GPU, qui fonctionne en 64 bits. Pour
re´duire le nombre d’instructions, on place donc les deux mots coˆte-a`-coˆte pour former la





hhii  32 | hloi
)
(3.7)
On arrive donc a` l’algorithme de la figure 3.9. On raffine en plus cette me´thode pour
calculer quatre signatures, en se´parant les maxima selon les deux premiers bits de leur
valeur. On obtient alors quatre maxima, place´s a` diffe´rents endroits dans le bloc de donne´es.
Paralle´lisme au niveau des paquets
On notera que si cette me´thode de calcul est tre`s simple et semble donc pouvoir eˆtre
efficace sur le GPU, elle n’en utilise plus les capacite´s de paralle´lisme, puisque les signatures
ne sont plus inde´pendantes et ne peuvent donc pas eˆtre calcule´es en meˆme temps. Ce paralle´-
lisme pourra tout de meˆme eˆtre mis en place au niveau des blocs de donne´es, puisque chaque
bloc sera cette fois inde´pendant, et pourra donc eˆtre traite´ en paralle`le d’autres blocs. Ceci
est inte´ressant au niveau de la re´ception des paquets re´seau : il suffit de stocker quelques
paquets puis de les envoyer au GPU pour les traiter en paralle`le, chaque thread pouvant eˆtre
de´die´ a` un paquet (voir figure 3.10(b)).
Nous imple´menterons aussi la possibilite´ de ne pas traiter les documents complets, mais
de pouvoir calculer une signature sur des blocs de taille fixe (voir figure 3.10(a)), ce qui
permettra par exemple de controˆler pre´cise´ment le nombre de signatures cre´e´es lors du
re´fe´rencement d’un fichier. De meˆme, nous pourrons continuer dans l’ide´e de ne cre´er des
signatures qu’a` partir de blocs d’inte´reˆt dans les documents, et non depuis l’ensemble du
1. (a⊕ x)⊕ x = a
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Donne´es: les donne´es sources source, de taille D, la taille de feneˆtre F






pour i allant de 0 a` D − 1 faire
si i < F alors
cout ← 0
sinon
cout ← source[i− F ]
finsi
hhi ← ((hhi  4) + (hlo  28))⊕ fhi (cout)⊕ fhi (cin)
hlo ← ((hlo  4) + (hhi  28))⊕ flo (cout)⊕ flo (cin)
sigTemp← hhii  32 | hloi





Figure 3.9 – Principe du calcul des signatures
bloc 0 bloc 1 bloc 2 bloc 3
Thread 0 Thread 1 Thread 2 Thread3
Document à référencer
(a) Au re´fe´rencement
Paquet 0 Paquet 1 Paquet 2 Paquet 3
Thread 0 Thread 1 Thread 2 Thread3
Buffer
(b) Sur les paquets IP
Chaque thread calcule la signature d’un sous-bloc, avec un recouvrement de la taille de la feneˆtre de calcul
pour ne pas perdre de signature (lors du re´fe´rencement seulement).
Figure 3.10 – Calcul des signatures
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document.
Optimisation des acce`s a` la me´moire
L’imple´mentation du calcul des signatures demande la plus grande vigilance car elle est
difficile a` optimiser, du fait notamment des acce`s me´moire nombreux et irre´guliers ainsi que
des effets de bord. Les threads lisent en effet les donne´es de chacun des paquets IP qui leur
sont attribue´s au fur et a` mesure du calcul de la signature. On acce`de donc a` la me´moire
globale, qui contient ces paquets, sans aucun alignement des adresses lues puisque chaque
thread demande un octet spe´cifique dans son paquet IP. De`s que les paquets sont plus grands
que 128 octets, ce qui est tre`s souvent le cas sur les paquets utiles, il faut effectuer plusieurs
lectures. On gaspille donc beaucoup d’acce`s me´moire de la longueur d’une ligne de cache
pour utiliser uniquement un octet.
Remarque : l’e´volution du code en fonction des me´thodes d’acce`s pre´sente´es dans ce
paragraphe peut eˆtre suivie sur la figure 3.11.
L’imple´mentation directe consiste a` lire chaque octet ne´cessaire directement dans la me´-
moire globale, tel qu’illustre´ sur la figure 3.11(1). On obtient des acce`s inefficaces car les
emplacements lus simultane´ment sont trop espace´s. On ne lit en effet qu’un octet par ligne
de cache de 128 octets. On ne peut pas de´sactiver l’ensemble des caches, mais une premie`re
optimisation tre`s simple consiste a` de´sactiver la cache L1 qui impose les lectures de 128
octets, en n’utilisant alors plus que la cache L2. Celle-ci, tout en e´tant le´ge`rement plus lente,
pre´sente l’avantage de n’utiliser que des lignes de 32 octets. On utilise ainsi le´ge`rement plus
de valeurs lues.
Les octets lus depuis la me´moire globale sont utilise´s a` leur entre´e dans la feneˆtre de calcul,
et lus a` nouveau lors de leur sortie. Une seconde optimisation consiste donc a` enregistrer
ces valeurs dans des registres lors de la premie`re lecture pour ne plus avoir besoin d’appels
a` la me´moire globale. Un tableau de 16 octets peut ainsi eˆtre utilise´ (voir figure 3.11(2)).
On effectue deux fois moins d’acce`s mais on ne lit toujours uniquement un octet a` la fois,
n’utilisant donc qu’un octet sur les 32 lus dans la me´moire a` chaque acce`s, soit un rendement
de 3.125%. Pour ame´liorer ces re´sultats, il faudrait pouvoir mieux rentabiliser les acce`s de
la cache a` la me´moire, c’est-a`-dire utiliser toutes les valeurs lues. L’instruction de lecture la
plus grande disponible est de 16 octets. Il faut alors stocker les donne´es dans des registres
en attendant leur utilisation. On utilise alors 50% des acce`s re´els a` la DRAM en lecture.
Notons qu’effectuer deux acce`s successifs pour utiliser 100% des valeurs lues demande de
stocker trop de valeurs et les multiprocesseurs ne disposent plus assez de registres. Il nous
paraˆıt que la me´thode de lecture actuelle est optimale. Le code re´sultant est traduit sur la
figure 3.11(3), et utilise le type ulonglong2 pour de´crire un mot de 16 octets.
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Toutefois, il reste la sauvegarde des 16 octets de la feneˆtre courante introduite pre´ce´dem-
ment. Celle-ci e´tant actuellement un tableau de 16 octets, elle est stocke´e dans la me´moire
locale car les registres ne peuvent eˆtre adresse´s dynamiquement. En ge´rant l’indexation di-
rectement par des de´calages dans un vecteur, on permet au compilateur de placer la variable
dans les registres. Les acce`s a` la me´moire locale sont ge´ne´ralement tre`s optimise´s mais il
n’en restent pas moins lents compare´s aux acce`s a` un registre.
1. Lecture d’octets avec data de type char* dans la me´moire globale
1 char c i n = data [ i ] ;
2 char c out = data [ i −16] ;
3 mett re a jour hash ( c in , c out ) ;
2. Sauvegarde des octets lus dans last, tableau de 16 octets dans la me´moire locale
1 char c i n = data in [ i ] ;
2 char c out = l a s t [ i %16];
3 mett re a jour hash ( c in , c out ) ;
4 l a s t [ i %16] = c i n ;
3. Lecture de la plus grande quantite´ de donne´es possible, soit 16 octets, avec data16 de type ulonglong2*
dans la me´moire globale
1 // Lecture uniquement toute s l e s 16 i t e r a t i o n s :
2 ulonglong2 data in = data16 [ i / 1 6 ] ;
3 // Puis a chaque i t e r a t i o n :
4 char c i n = ( char ) ( data in >> ( 8 ∗ ( i %16) ) ) ;
5 char c out = l a s t [ i %16];
6 mett re a jour hash ( c in , c out ) ;
7 l a s t [ i %16] = c i n ;
4. Sauvegarde des octets lus dans last16, de type ulonglong2 (16 octets) stocke´ dans les registres
1 // Lecture uniquement toute s l e s 16 i t e r a t i o n s :
2 ulonglong2 data in = data16 [ i / 1 6 ] ;
3 // Puis a chaque i t e r a t i o n :
4 char c i n = ( char ) ( data in >> ( 8 ∗ ( i %16) ) ) ;
5 char c out = ( char ) ( l a s t 1 6 >> ( 8 ∗ ( i %16) ) ) ;
6 mett re a jour hash ( c in , c out ) ;
7 // Sauvegarde a l a f i n des 16 i t e r a t i o n s :
8 l a s t 1 6 = data in ;
Note : i repre´sente la position dans les donne´es sources, on utilise une feneˆtre de calcul de 128 bits.
Figure 3.11 – E´volution des acce`s me´moire
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Re´duction des divergences
Le second proble`me du calcul des signatures est la divergence. A` chaque nouvelle signa-
ture calcule´e, on la compare avec le maximum courant, que l’on remplace en cas de besoin.
On peut utiliser l’instruction max disponible sur le GPU pour e´viter simplement ce bran-
chement. La figure 3.12(a) illustre la modification : au lieu de mettre a` jour la valeur de la
signature uniquement si la nouvelle valeur est plus importante que le maximum sauvegarde´,
on applique la fonction max a` chaque fois, supprimant ainsi tout test. Les divergences appa-
raissent a` nouveau lorsque l’on choisit d’enregistrer la position de la valeur maximale dans
le paquet pour retrouver les donne´es correspondantes. Il faut en effet enregistrer la nouvelle
position uniquement si la signature est modifie´e, ce qui ne´cessite un test et introduit donc
un branchement.
Le calcul des quatre maxima peut aussi grever les performances en cre´ant des divergences
puisqu’il demande de se´lectionner la valeur a` comparer ou a` remplacer avant d’effectuer le
calcul en lui-meˆme. Il y a alors quatre signatures et quatre positions a` sauvegarder, dans
l’un ou l’autre des espaces me´moire. Deux choix doivent eˆtre fait : stocker les signatures
1 // Une d ive rgence d i r e c t e :
2 i f ( s i g < sigTemps ) s i g = sigTemp ;
3
4 // Avec un s imple max , pas de d ive rgence :
5 s i g = max( s ig , sigTemp ) ;
6
7 // En e n r e g i s t r a n t en p lus l a po s i t i on , r e i n t r o d u c t i o n de l a d ive rgence :
8 s i g = max( s ig , sigTemp ) ;
9 i f ( s i g == sigTemps ) pos = i ;
(a) En sauvegardant la position
1 // Stockage des max dans un tableau , pas de divergence , mais memoire l o c a l e
2 i n t id = sigTemp >> 30 ;
3 s i g [ id ] = max( s i g [ id ] , sigTemp ) ;
4
5 // Stockage dans des r e g i s t r e s , acce s rap ide s mais d iv e rgence s
6 i n t id = sigTemp >> 30 ;
7 switch ( id ) {
8 case 0 :
9 s i g 0 = max( s i g 0 , sigTemp ) ;
10 break ;
11 /∗ . . . ∗/
(b) En calculant plusieurs signatures
Figure 3.12 – Introduction de divergences
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dans un tableau, facilement adressable sans branchement, mais devant eˆtre enregistre´ dans
la me´moire locale, ou stocker dans quatre registres. Ceci impose de se´lectionner dans quel
registre a lieu la mise a` jour. Nous e´tudierons l’impact de ces possibilite´s dans le chapitre
4. L’exemple pre´sente´ a` la figure 3.12(b) illustre la traduction de ces choix en code ; on y
utilise un switch pour la se´lection du registre a` mettre a` jour, ensemble de tests qui cre´e
une divergence puisque chaque processus se basera sur une valeur diffe´rente et empruntera
donc un chemin diffe´rent.
3.3.2 Base de donne´es
La base de donne´es doit pouvoir stocker toutes les signatures, sans limite de taille. L’acce`s
et la recherche d’e´le´ments doivent eˆtre rapides et surtout sans perte de performance lorsque
le taux de remplissage augmente. Le principe est simple : on re´fe´rence les documents par des
signatures qui sont alors stocke´es dans la base de donne´es. Au moment d’analyser un paquet
IP, on calcule la signature de son contenu, et on la compare avec celles qui sont stocke´es. En
cas de correspondance, on peut conside´rer avec une forte probabilite´ que le contenu analyse´
provient d’un document re´fe´rence´. On initiera alors les actions ne´cessaires.
L’imple´mentation la plus directe consiste a` cre´er une hash table avec une fonction d’as-
sociation tre`s simple. On utilise les p bits de poids faible du hash pour indiquer le nume´ro
de la ligne dans laquelle il sera stocke´. La base de donne´es prend alors la forme d’un tableau
de valeurs de c colonnes par 2p lignes, tel qu’illustre´ a` la figure 3.13. On peut alors enregis-
trer c signatures avec les meˆmes p bits de poids faible. Il est toutefois possible d’inclure un
me´canisme pour ge´rer le de´bordement si une ligne est remplie, en ajoutant une colonne (un
entier sur 8 bits par exemple) a` la base de donne´es, qui indiquera le nombre de lignes de
de´bordement.
Signature 0 : 0x5AF3
Signature 1 : 0xC120
Signature 2 : 0xE043
0 0 0 ...
0 0 0 ...
0 0 0 ...














Base de données- p = 4
- Hash de 16 bits
Figure 3.13 – Base de donne´es de signatures
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Une telle base de donne´es utilise 8× c× 2p octets de me´moire (ou (8× c + 1)× 2p octets
avec le de´bordement), qui seront stocke´s dans la me´moire embarque´e de la carte graphique
pour un acce`s rapide par le GPU. Les deux parame`tres c et p seront spe´cifie´s suivant les
performances et la taille ne´cessaire/disponible. Notons qu’il est possible de re´duire l’espace de
stockage puisque les p bits de poids faible n’ont pas ne´cessairement besoin d’eˆtre enregistre´s
si l’on peut les retrouver graˆce a` l’index de la ligne. On controˆle donc facilement la taille de
cet espace de stockage et on sera en mesure de l’adapter aux diffe´rentes configurations que
l’on cherche a` re´aliser.
Ajout d’une signature
Ajouter une signature a` la base de donne´es consiste a` d’abord trouver la ligne dont le
nume´ro correspond au p bits de poids faible de la signature, puis a` lire les c colonne pour
trouver la premie`re “case” vide (c’est-a`-dire de valeur nulle). On copie alors la valeur a` cette
adresse me´moire. Le principe est illustre´ sur la figure 3.13 : les deux premie`res signatures
sont enregistre´es au de´but des lignes correspondantes, tandis que la signature 2 doit eˆtre
enregistre´e dans la seconde colonne puisque la signature 0 se trouve de´ja` dans la premie`re.
On peut donc cre´er une fonction simple, qui lit en entre´e une liste de signatures, et fournit
en sortie le rapport d’exe´cution (par exemple la confirmation que la signature a e´te´ bien
enregistre´e). Il n’est pas re´ellement ne´cessaire d’optimiser la vitesse d’exe´cution de cette
fonction puisqu’elle ne sera utilise´e que lors du re´fe´rencement d’un nouveau fichier, c’est-a`-
dire tre`s ponctuellement.
Recherche d’une signature
La fonction de recherche est un point primordial de l’application. En effet, elle est autant
appele´e que le calcul des signatures pour ve´rifier la pre´sence ou l’absence de chacune d’entre
elles. Pour atteindre une signature, il faut tout d’abord trouver la ligne a` partir des p bits
de poids faible de la signature, puis comparer cette dernie`re avec les c valeurs enregistre´es
(potentiellement vides) de la ligne vise´e. L’avantage du GPU est ici la possibilite´ de lire
toute la ligne en une instruction. Les acce`s me´moire e´tant aligne´s sur une ligne de cache,
soit 128 octets pour le premier niveau, et regroupe´s par warp (voir le paragraphe 3.2), il
faut alors s’assurer que les threads du meˆme warp acce`deront aux cellules successives de
la base de donne´es, et ceci graˆce aux variables internes (voir la figure 3.4) qui indexent les
threads. Le controˆleur me´moire du GPU s’arrangera alors pour assembler les acce`s a` des
espaces adjacents. On cre´e donc une fonction qui lira la liste de signatures a` rechercher, et
qui fournira la re´fe´rence des paquets contenant les donne´es incrimine´es afin d’en retracer
55
ensuite la source (IP et port des deux machines concerne´es).
Notons qu’on peut ici tirer profit des trois dimensions des variables d’indexation des
threads. On peut par exemple spe´cifier que la valeur selon x renvoie au nume´ro de la signature
a` chercher tandis que celle selon y indique la colonne de la base de donne´es a` utiliser dans
la comparaison :
colonneIdx = blockIdx.x× gridDim.x + threadIdx.x (3.8)
signatureIdx = blockIdx.y × gridDim.y + threadIdx.y (3.9)
La de´composition influe par contre sur l’alignement des acce`s me´moire, car les threads
sont groupe´s en warp selon l’index global (selon les trois coordonne´es). On a donc inte´reˆt a`
placer l’index de la colonne sur x pour que deux threads conse´cutifs acce`dent a` des adresses
elles-aussi conse´cutives.
Pour re´duire les donne´es a` transmettre sur le bus, nous avons cre´e´ un drapeau unique,
que les threads doivent activer lorsqu’ils ont trouve´ une correspondance. Le CPU n’a ainsi
qu’a` lire ce drapeau, et ne re´cupe`re l’ensemble des re´sultats incluant les positions des paquets
incrimine´s dans le buffer que lorsque ne´cessaire. Notons que le transfert des re´sultats vers le
CPU a` la fin du traitement n’a pas d’impact sur cette bande passante puisque le bus PCIe
est full-duplex, ce qui signifie que l’information est transporte´e simultane´ment dans les deux
sens. De plus, les quantite´s de donne´es transmises sont ne´gligeables. Le principe est repris a`
la figure 3.14.
Donne´es: les signatures N a` chercher sig et leurs positions pos associe´es, la base de
donne´es ref de c colonnes et 2p lignes




si ref [ligne][colonne] == sig[sig ind] alors
flag ← 1
res pos[sig ind]← res pos[sigind]
sinon
res pos[sig ind]← (−1)
finsi
Figure 3.14 – Principe de la recherche des signatures
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Syste`me d’exploitation 1 6
Application (CPU) 1 2 5 6
GPU 3 4
- temps
D’apre`s les nume´ros d’e´tapes du paragraphe 3.4.1, et sans indication de dure´e des taˆches.
Figure 3.15 – L’enchaˆınement complet des ope´rations d’analyse
3.4 Syste`me complet
Nous disposons alors de trois fonctions principales pour calculer des signatures, les enre-
gistrer, ou les chercher dans la base de donne´es. A` partir de cela et des fonctions d’e´coute du
re´seau, nous pouvons obtenir une solution logicielle comple`te. Nous allons nous inte´resser a`
l’enchaˆınement des actions par les diffe´rents processeurs, a` l’utilisation de la me´moire, puis
proposer des exemples de syste`mes forme´s.
3.4.1 Re´partition des taˆches
Les e´tapes de l’analyse sont les suivantes (le re´fe´rencement est e´quivalent), avec le “relai”
entre CPU et GPU :
1. CPU : Re´cupe´ration des paquets graˆce a` pcap dans un buffer
2. CPU : Envoi du buffer vers la me´moire de´die´e au GPU
3. GPU : Calcul des signatures
4. GPU : Recherche des signatures
5. CPU : Envoi des re´sultats vers la me´moire centrale
6. CPU : Analyse des re´sultats et blocage en conse´quence graˆce aux ebtables
L’analyse des re´sultats est effectue´e sur le CPU car elle n’est pas suffisamment adapte´e au
fonctionnement du processeur graphique. En effet, il s’agit de “compter” les alertes concer-
nant une meˆme connexion, et de communiquer avec le syste`me d’exploitation pour la bloquer
si ne´cessaire. On gardera une analyse se´quentielle, exe´cute´e uniquement lorsque le GPU a
de´tecte´ une correspondance.
La figure 3.15 repre´sente l’enchaˆınement des fonctions exe´cute´es. On remarque vite sur la
chronologie que chacun des composants passe beaucoup de temps en attente, ce qui renforce
l’inte´reˆt et le besoin de mettre en place un syste`me avec un pipeline a` plusieurs e´tages.
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Pour ce faire, on pourra lancer plusieurs processus sur le CPU, d’autant que les processeurs
re´cents sont largement multicœurs et pourront donc exe´cuter toutes les actions en paralle`le,
garantissant ainsi l’efficacite´ du pipeline et une plus grande bande passante des traitements.
On trouve des processeurs a` 6, voire 8 cœurs en paralle`le, ce qui permet de lancer des
applications tre`s complexes.
La configuration des grilles de lancement des fonctions sur le GPU de´pend bien suˆr des
donne´es entrantes. Conside´rons un buffer de N octets, que l’on divise en B blocs avant de
calculer quatre signatures a` partir de chacun d’eux. On lance alors B threads pour le calcul
les signatures, chacun assigne´ a` un bloc de donne´es. Ces threads vont chacun fournir quatre
signatures. On lance a` la suite B × c threads recherchant les signatures, chacun s’occupant
d’une signature et une colonne de la base de donne´es. On re´cupe`re alors un drapeau
3.4.2 Me´moire ne´cessaire
Chacune des fonctions doit travailler sur des donne´es dans la me´moire globale, tout du
moins pour les donne´es sources/destinations, les interme´diaires pouvant eˆtre rapproche´s dans
les registres ou la me´moire partage´e. On doit donc disposer de plusieurs espaces me´moire
dans la me´moire globale de la carte graphique pour recevoir les paquets, enregistrer les
signatures calcule´es puis les re´sultats de la recherche, et stocker la base de donne´es. Pour
une plus grande efficacite´, on remplira un buffer pendant qu’un autre sera analyse´. On doit
alors diviser la me´moire disponible en au moins deux buffers de paquets, deux buffers de
signatures, deux buffers de re´sultats et un base de donne´es. Si l’on dispose de beaucoup
de me´moire disponible, il peut eˆtre rentable de cre´er plus que deux espaces de travail pour
garantir une bonne occupation du GPU meˆme lorsque les buffers a` traiter sont relativement
petits.
3.4.3 Mise en place finale
Les fonctions sont code´es en C++ pour la partie CPU, et en CUDA C pour la partie
GPU. On dispose alors de toutes les fonctions ne´cessaires au bon fonctionnement du syste`me :
les outils de re´cupe´ration des donne´es, des kernels de calcul et de recherche des signatures,
et une me´thode de filtrage. Plusieurs agencements sont alors possibles, suivant le mate´riel
disponible et les performances ne´cessaires, que nous allons illustrer par deux exemples.
Monoprocesseur
Le choix le plus e´conomique paraˆıt eˆtre de limiter le mate´riel a` un CPU et un GPU. On
lance alors successivement les fonctions de calcul des signatures, puis la recherche dans la
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base de donne´es. A priori, cette architecture est la moins efficace puisque le processeur doit
exe´cuter plusieurs fonctions, soit en paralle`le, soit les unes apre`s les autres. Dans tous les cas,
les fonctions doivent partager le temps disponible sur le processeur. De meˆme, la me´moire
doit eˆtre partage´e entre la base de donne´es et les emplacements en me´moire pour recevoir
les donne´es et les signatures calcule´es. Ce choix limite en revanche le nombre de transferts
puisque seuls deux espaces me´moire se relaient dans le traitement de l’information.
Multiprocesseur
En multipliant les processeurs, on multiplie facilement le taux de calcul et donc la bande
passante analysable en temps re´el. Si cette architecture ne´cessite plus de transferts des
donne´es d’une carte a` l’autre, chaque GPU peut eˆtre de´die´ a` une fonction et donc beaucoup
plus spe´cialise´. Par exemple, une carte graphique pourrait eˆtre de´die´e a` la recherche de
signatures dans la base de donne´es, et re´server ainsi l’ensemble de sa me´moire a` ladite base
de donne´es et a` un buffer de signatures a` rechercher. Les limites sont alors impose´es par la
bande passante des transferts par les bus internes de la machine, et la latence du traitement.
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CHAPITRE 4
ANALYSE DU SYSTE`ME POUR LE PROBLE`ME POSE´
Nous avons pre´sente´ au chapitre 3 notre syste`me d’analyse et de filtrage ainsi que ses
diffe´rents composants. Il convient alors de mesurer les performances de son imple´mentation
pour pouvoir valider les choix effectue´s ou envisager des modifications. Avec ces re´sultats,
nous serons en mesure de pre´senter la meilleure re´ponse possible a` chaque type de de´ploie-
ment puisque nous connaˆıtrons les performances exactes que nous pourrons proposer pour
chaque type d’imple´mentation. Nous commencerons donc par e´tudier les principales fonc-
tions de l’algorithme a` la section 4.1, puis la gestion du re´seau a` la section 4.2, avant de
pouvoir pre´senter a` la section 4.3 les choix re´alisables suivant le cahier des charge impose´.
Notre banc de tests pour ces mesures est base´ sur des serveurs constitue´s de deux proces-
seurs Intel Xeon 5650 (12 cœurs au total), 64 Go de me´moire vive, un controˆleur Ethernet
Intel 82599 avec deux ports Ethernet a` 10 Gb/s et quatre cartes graphiques NVidia Tesla
C2050. Ces cartes sont relie´es au processeur et a` la me´moire par un lien PCI Express version
2.0, avec 16 lignes (64 Gb/s the´oriques) pour les cartes graphiques et 8 lignes (32 Gb/s
the´oriques) pour les cartes re´seau.
Les donne´es que nous utiliserons sont des donne´es ale´atoires, pour repre´senter statisti-
quement le trafic d’un re´seau important et diversifie´. Avant de mesurer le taux de traitement
des fonctions sur le GPU, nous copierons ces donne´es ale´atoires dans la me´moire de la carte
graphique afin de ne pas prendre en compte les transferts, qui seront mesure´s se´pare´ment,
dans ces tests.
Pour les tests de re´seau, nous relierons trois serveurs en se´rie comme illustre´ sur la
figure 4.1 : le premier et le troisie`me communiqueront ensemble tandis que le second servira
d’interme´diaire dans leur communication mais leur sera invisible. C’est sur cet ordinateur
que nous analyserons et filtrerons le flux, avec e´ventuellement du trafic re´el.




Figure 4.1 – Installation des serveurs pour les tests de re´seau
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4.1 Performances du GPU
Nous allons dans cette partie mesurer les performances des diffe´rents composants logiciels
du syste`me. Nous commencerons par analyser les taux de transferts atteignables sur le
bus PCIe pour fixer la gamme de de´bits avec laquelle nous pourrons travailler. Nous nous
inte´resserons alors aux fonctions de calcul et de recherche des signatures.
4.1.1 Mesures de temps sur le GPU
Comme nous l’avons e´voque´ a` la section 3.2, l’exe´cution des calculs sur le GPU est
asynchrone, c’est-a`-dire que l’appel d’un kernel retournera de`s que le driver de la carte
re´seau aura lance´ les threads correspondants, sans attendre que ceux-ci aient termine´ leur
travail. Le driver peut heureusement s’occuper de mesurer le temps effectivement passe´ dans
le kernel par le GPU. Pour cela, il cre´e un stream et enregistre deux e´ve´nements pour le
de´but et la fin de l’exe´cution. Lorsque le stream est entie`rement exe´cute´, il reste a` mesurer
la diffe´rence de temps entre les deux e´ve´nements. Ce syste`me peut donc eˆtre utilise´ sur
toutes les actions du GPU, en particulier les transferts et les lancements de fonctions. Un
mode`le est pre´sente´ sur la figure 4.2. On y observe la cre´ation des e´ve´nements, ainsi que leur
enregistrement aux instants requis. Ces instructions e´tant asynchrones, il faut finalement
que tout soit termine´ avant de calculer l’intervalle de temps recherche´.
1 // Creat ion de deux evenements
2 cudaEvent t debut , f i n ;
3 cudaEventCreate ( &debut ) ;
4 cudaEventCreate ( &f i n ) ;
5
6 // On entoure l a f o n c t i o n de l ’ en reg i s t r ement des evenements
7 cudaEventRecord ( debut , 0 ) ;
8 ma fonct ion <<< b l o c s g r i l l e , t h r ead s pa r b l o c >>> ( /∗ arguments ∗/ ) ;
9 cudaEventRecord ( f i n , 0 ) ;
10
11 // a t t en t e que l e second evenement s o i t termine
12 cudaEventSynchronize ( f i n ) ;
13
14 // Calcu l du temps ecou l e ent re debut et f i n
15 f l o a t temps ms ;
16 cudaEventElapsedTime ( &temps ms, debut , f i n ) ;
Figure 4.2 – Mesure du temps sur le GPU
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Figure 4.3 – Bande passante du PCI Express
4.1.2 Transferts me´moire
Pour amener les donne´es de la me´moire centrale a` la me´moire du GPU, on utilise le
bus PCI Express en DMA (Direct Memory Access). Le taux de transfert the´orique de notre
configuration (PCIe v2.0 16x) est 64 Gb/s. On mesure en re´alite´ un taux de transfert maximal
de 44.96 Gb/s du CPU vers le GPU. Cette bande passante de´pend de la quantite´ de donne´es
envoye´es par transfert, mais on observe sur le graphique de la figure 4.3 que l’on atteint assez
rapidement une vitesse proche du maximum pour des tailles de buffer de l’ordre de quelques
me´gaoctets. La bande passante de´pend aussi du type d’emplacement me´moire “source”. En
effet, le DMA est le plus efficace lorsque l’espace me´moire a` lire est prote´ge´ contre le paging,
c’est-a`-dire le de´placement de l’espace de la me´moire vive vers le disque dur, offrant plus de
me´moire vive a` un autre processus. La diffe´rence de bande passante est conse´quente, comme
on peut le voir sur la figure 4.3. Pour utiliser ce type de protection, dite “page-lock”, on doit
par contre s’assurer de laisser assez d’espace dans la me´moire vive pour le que le syste`me
d’exploitation et les autres logiciels puissent continuer de fonctionner normalement.
Ces re´sultats montrent clairement la limite de transfert du bus, mais nous confortent
dans l’ide´e que nous pourrons travailler sur des de´bits de 40 Gb/s. Il faut alors analyser les
fonctions de calcul pour s’assurer qu’elles peuvent traiter les donne´es a` ce rythme.
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4.1.3 Calcul des signatures
Comme e´voque´ au paragraphe 3.3.1, la fonction de calcul des signatures est peu adapte´e
aux spe´cificite´s du GPU. Il convient d’y apporter un soin particulier puisque cette fonction
effectuera tous les calculs de notre syste`me. Il s’agira donc vraisemblablement de la principale
limitation du de´bit traite´.
Le chemin de donne´es est le suivant : a` chaque ite´ration du de´placement de la feneˆtre
de calcul, l’octet entrant et l’octet sortant sont lus dans la me´moire globale pour adapter
la feneˆtre. On calcule alors sa signature et on met le maximum a` jour. On calcule ainsi
quatre signatures par bloc de donne´es en enregistrant la position de chacune. Plusieurs
ame´liorations successives montrent bien l’impact des diffe´rents modes d’acce`s a` la me´moire
globale, souvent le principal point limitant des applications GPU.
L’ensemble des re´sultats que nous pre´sentons ici est repris dans le tableau 4.1. La bande
passante traite´e par le syste`me de´pend du nombre de signatures calcule´es et donc de la
configuration choisie. On fournira ainsi le nombre de signatures calcule´es, qui est plus repre´-
sentatif que la bande passante.
Acce`s a` la me´moire
Les re´sultats mesure´s en fonction des me´thodes d’acce`s pre´sente´es dans le paragraphe
3.3.1 suivent bien nos attentes. La version simple, dans laquelle on lit chaque octet ne´cessaire
ne peut traiter qu’une faible bande passante, il ne produit que 7.5 × 106 signatures par
seconde. Lorsqu’on de´sactive la cache L1 en n’utilisant plus que la cache L2, les performances
montrent un le´ger gain d’efficacite´ puisque l’on mesure alors au taux de 9.6× 106 signatures
produites par seconde. Ce faible gain montre pourtant qu’il ne s’agit pas de la principale
limite.
Tableau 4.1 – De´bit du calcul des signatures
Configuration De´bit (signatures
par seconde)
Basique 7.5× 106 sig/s
Sans cache L1 9.6× 106 sig/s
Sauvegarde des octets lus 31.9× 106 sig/s
Lecture par 16 octets 146.8× 106 sig/s
Sauvegarde en registres 150.0× 106 sig/s
Filtrage des octets entrants 96.5× 106 sig/s
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En sauvegardant les octets lus pour les re´utiliser ensuite, les performances mesure´es sont
nettement plus importantes puisque le GPU calcule 31.9×106 signatures par seconde, malgre´
le rendement faible des lectures. On augmente alors la taille des lectures en sauvegardant
temporairement les valeurs dans des registres. Les performances sont assez satisfaisantes
puisque l’on calcule alors 146.8× 106 signatures par seconde.
Lorsque l’on a de´place´ le tableau de valeurs sauvegarde´es de la me´moire locale vers les re-
gistres, les performances ont garde´ le meˆme ordre de grandeur. Le processeur cre´e 150.0×106
signatures par seconde. Ceci montre que les acce`s a` la me´moire locale sont convenablement
optimise´s. De plus, on arrive ici a` une redistribution inte´ressante des performances : le compi-
lateur optimise le kernel pour qu’il utilise moins de registres (36 au lieu de 50 pre´ce´demment)
et accepte des acce`s a` la me´moire sous-optimaux (40% des donne´es lues sont utilise´es). Mal-
gre´ cette possible baisse de performances, le plus faible nombre de registres permet aux
multiprocesseurs de ge´rer un plus grand nombre de threads en paralle`le (voir le tableau 3.1
pour le nombre de registres disponibles), ce qui acce´le`re globalement le traitement des don-
ne´es. Cette optimisation n’aura donc d’inte´reˆt que si la quantite´ de donne´es a` traiter est
suffisante. Si le nombre de threads lance´s ne suffit pas a` occuper les multiprocesseurs, il n’y
aura pas assez de traitements pour masquer la moins bonne gestion des acce`s me´moire et
on ne pourra pas be´ne´ficier de performances inte´ressantes. On utilisera cette me´thode en
gardant cette limite a` l’esprit, sachant que le retour a` la me´thode pre´ce´dente n’impacte pas
le reste des fonction et garde des performances du meˆme ordre de grandeur.
Divergences
De`s lors que l’on veut ajouter des controˆles (filtres, mesures, ...), on oblige le compilateur
a` cre´er des divergences qui limitent beaucoup les performances du GPU. Nous avons par
exemple imple´mente´ une version de l’algorithme optimise´e pour l’analyse de textes. Cette
version utilise un filtrage simple sur les donne´es entrantes pour supprimer les octets en double
et les valeurs ASCII de controˆle (retour, nouveau paragraphe, etc.). On teste donc la valeur
du nouvel octet, et le cas e´che´ant on passe directement a` la feneˆtre suivante.
Les divergences cre´e´es font diminuer le taux de traitement de plus de 35%, passant de
150 a` 96.5 millions de signatures calcule´es par seconde. Ces mesures illustrent tre`s clairement
l’inte´reˆt de raffiner l’algorithme.
4.1.4 Recherche des signatures
La fonction de recherche des signatures est rudimentaire puisqu’elle se re´sume a` une
comparaison. En effet, on choisit de lancer un thread pour chaque signature recherche´e et
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Figure 4.4 – Temps de recherche d’une signature
chaque colonne de la base de donne´es. Les performances ne de´pendent alors que du pattern
utilise´ pour acce´der aux donne´es. La lecture de la signature a` chercher est commune pour
autant de threads qu’il y a de colonnes dans la base de donne´es. La lecture de la base de
donne´es est line´aire pour ces threads car les colonnes de la base de donne´es sont conse´cutives,
mais globalement ale´atoires puisqu’on acce`de a` la ligne indexe´e par les bits de poids faible
des signatures.
Comme indique´ a` la section 3.3.2 a choisi dans notre imple´mentation de regrouper en
warp les threads qui acce`dent a` la meˆme signature, pour que leurs acce`s a` la base de donne´es
soient regroupe´s et plus rentables graˆce a` la cache. La valeur de la signature a` chercher
est transmise en meˆme temps a` tous les threads du warp, ce qui limite donc le nombre
d’acce`s. Afin de pouvoir visualiser l’impact de l’alignement des acce`s me´moire, nous avons
aussi utilise´ un pattern non optimal dans lequel un warp acce`de a` plusieurs signatures et
a` des colonnes quelconques de la base de donne´es. Les re´sultats, repris dans le tableau 4.2,
montrent une nette diffe´rence de performances.
Tableau 4.2 – Performances de la recherche de signatures
Configuration Recherches Comparaisons
Acce`s non optimise´s 450× 106 sig./s 3.6× 109 comp./s
Acce`s optimise´s 708× 106 sig./s 5.7× 109 comp./s
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Ces tests sont re´alise´s avec une base de donne´es de 16 colonnes, dans un cas plutoˆt
de´favorable : les threads acce`dent a` des lignes ale´atoires de la base de donne´es. En comparant
les performances en fonction du nombre de colonnes de la base de donne´es, on obtient un taux
moyen constant de six milliards de comparaisons par seconde. On ve´rifie sur le graphique
de la figure 4.4 que le temps pour rechercher une signature est proportionnel au nombre
de colonnes dans la base de donne´es, c’est-a`-dire au nombre de comparaisons a` re´aliser. La
vitesse de recherche des signatures pourra ainsi influencer le choix de la taille de la base de
donne´es puisque suivant l’architecture choisie, on aura besoin d’une vitesse plus ou moins
importante. Ce choix ne controˆle pas directement la taille de la base de donne´es, qui sera
ge´re´e par le nombre de lignes, avec lequel la vitesse de recherche est inde´pendante.
4.1.5 Fonctions enchaˆıne´es
Les deux mesures ci-dessus sont effectue´es dans le cas ou` une fonction unique dispose de
l’ensemble du processeur. Un test inte´ressant consiste a` enchaˆıner les e´tapes de calcul et de
recherche sur le meˆme processeur, les faisant ainsi partager ses ressources. Le test le plus
repre´sentatif est l’utilisation d’un pipeline tel que celui de la figure 4.5. Le but est ici de
traiter les donne´es le plus rapidement possible. Les transferts sont physiquement limite´s et
l’on souhaite que cette limite soit la seule. Le temps ne´cessaire pour les deux fonctions et le
transfert des re´sultats doit ainsi eˆtre infe´rieur au temps de transfert des donne´es a` traiter.
Les mesures valident ce mode de fonctionnement, comme le montre la figure 4.5 avec
l’exemple d’un buffer de 512 Mo. On peut donc potentiellement traiter pre`s de 45 Gb/s de
donne´es avec une unique carte graphique. Nous pre´senterons les techniques pour travailler




Calcul des signatures (58 ms)
Transfert des paquets (91.5 ms)
Recherche des signatures et transfert des résultats (9 ms)
Temps
Processeur libre
91.5 ms 58 ms 9 ms
Figure 4.5 – Pipeline de l’application
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4.2 Performances du re´seau
Meˆme si la partie du syste`me qui nous concerne ici est le traitement des donne´es par le
processeur graphique, il est inte´ressant d’avoir une ide´e des capacite´s de traitement des flux
re´seau par le syste`me d’exploitation, Linux dans notre cas. Nous l’utilisons pour cre´er un pont
re´seau entre deux cartes Ethernet, filtrer le trafic selon les re`gles des ebtables pre´sente´es
a` la section 3.1.3, et copier le trafic restant pour le transmettre a` notre application (voir
section 3.1.1). Nous allons e´tudier ici les performances sur un re´seau 10 Gb/s pour donner
un aperc¸u des avantages et inconve´nients de cette me´thode.
4.2.1 Pont re´seau
Pour mesurer la capacite´ de Linux a` ge´rer un pont entre deux re´seaux, nous avons mis en
place deux serveurs communiquant entre eux et ge´ne´rant ainsi du trafic a` pre`s de 10 Gb/s.
Nous avons mesure´ le de´bit moyen des donne´es transmises avec et sans serveur interme´diaire.
Les re´sultats sont repris dans le tableau 4.3 et montrent que la gestion par Linux est assez
efficace pour interconnecter deux re´seaux sans causer de ralentissement. On observe une
le´ge`re augmentation de la latence.
Le tableau montre e´galement que le syste`me d’exploitation assigne une priorite´ tre`s e´leve´e
au pont re´seau car les performances restent identiques lorsque le processeur est tre`s occupe´.
On visualise l’impact sur le processeur en suivant l’activite´ de programme qui chargent les
cœurs du processeur a` 100%. En effet, lorsque du trafic re´seau doit eˆtre traite´, les programmes
sont pre´empte´s, ne disposant plus que de 86% du temps CPU. Ceci tend a` montrer qu’a`
de´bit maximal, la gestion du pont re´seau seule utilise 14% de la puissance de calcul des
processeurs, ce qui e´tait pre´visible puisque tout est ge´re´ en logiciel.
Ici revient l’inte´reˆt d’utiliser un pe´riphe´rique de´die´ et spe´cialise´, pour ge´rer le re´seau et
de´charger le processeur de cette taˆche. Les cartes re´seau haut de gamme peuvent meˆme offrir
Tableau 4.3 – Performances du pont re´seau
E´tat du serveur interme´diaire De´bit moyen Ping moyen
Re´fe´rence : connexion directe 8.85 Gb/s 0.1 ms
Libre (charge  0.1%) 8.85 Gb/s 0.3 ms
Occupe´ (charge 100%) 8.85 Gb/s 0.2 ms
Avec copie du trafic 8.85 Gb/s 0.3 ms
Filtrage (100 re`gles) 8.85 Gb/s 0.3 ms
Filtrage (32 762 re`gles) 8.85 Gb/s 0.3 ms
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cette fonction en mate´riel, ne ne´cessitant alors pas de pe´riphe´riques externes.
4.2.2 Copie du trafic
En plus de simplement relier les deux ports Ethernet, le syste`me d’exploitation doit
aussi passer les paquets de donne´es a` notre application d’analyse, ce qui charge encore le
processeur. Nous avons repris la meˆme plateforme de test que pre´ce´demment en ajoutant le
processus de copie des paquets vers un buffer de´die´ a` une application.
Notons que la copie des donne´es depuis la me´moire de la carte re´seau jusqu’a` la me´moire
de la carte graphique passe par le bus PCIe. Il serait envisageable de les faire communiquer
directement en DMA, ne passant alors pas du tout par la me´moire vive du CPU. Mal-
heureusement NVidia ne donne ni acce`s a` la gestion du bus, ni directement a` la me´moire
de ses cartes, et nous sommes donc oblige´s de travailler avec la me´moire centrale comme
interme´diaire.
La copie des donne´es depuis la carte re´seau que nous avons pre´sente´ au paragraphe 4.1.2
peut, elle aussi, eˆtre re´alise´e selon diffe´rentes me´thodes. En effet, par de´faut, le syste`me
d’exploitation lit les paquets et les copie dans sa me´moire (qui lui est re´serve´e et n’est pas
accessible aux applications). On utilise alors des applications telles que pcap pour re´cupe´rer
une copie de cette me´moire dans l’espace utilisable par l’application. Il existe cependant des
alternatives telles que ntop [17], qui fonctionnent de la meˆme fac¸on que pcap, mais direc-
tement avec le driver de la carte re´seau. Les paquets peuvent alors eˆtre copie´s directement
vers l’application, allant meˆme jusqu’a` outrepasser le syste`me d’exploitation, qui ne voit
donc plus de trafic. Il faut alors eˆtre suˆr de pouvoir ge´rer le pont re´seau et le filtrage autre-
ment. Ces solutions peuvent eˆtre beaucoup plus efficaces car plus directes, mais demandent
aussi un plus grand travail de mise en place pour des fonctions que le syste`me d’exploitation
fournissait tre`s simplement. Des tests effectue´s sur une plateforme e´quivalente a` la noˆtre ont
permis de re´cupe´rer tout le trafic a` 10 Gb/s [16].
Analyser les possibilite´s de notre mate´riel et les alternatives a` pcap apre`s avoir optimise´
la partie GPU serait tre`s inte´ressant. En utilisant la librairie pcap, on parvient a` re´cupe´rer
l’ensemble du trafic jusqu’a` 7.3 Gb/s.
4.2.3 Filtrage
Comme nous l’avons explique´, le filtrage est effectue´ par le syste`me d’exploitation et
charge le processeur. Les essais montrent en effet l’impact des ebtables sur les performances
du pont re´seau, les re´sultats sont ajoute´s au tableau 4.3.
Le filtrage peut eˆtre caracte´rise´ par diffe´rents crite`res tels que le nombre de re`gles sup-
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Figure 4.6 – Latence des ebtables
porte´es, le mode d’ajout ou encore la latence entre la demande d’ajout et la mise en place
effective. Les ebtables peuvent prendre en compte 32 762 re`gles sur notre syste`me de test.
On mesure que la latence de l’ajout ou la suppression d’une re`gle est globalement propor-
tionnelle au nombre de re`gles existantes, comme le montre la figure 4.6. Cette latence est
assez importante, entre 5 ms et 70 ms. On ne pourra donc utiliser efficacement ce syste`me
qu’avec un petit nombre de re`gles de blocage.
Minimiser la latence entre l’arrive´e d’un paquet et la mise en place de la re`gle de fil-
trage correspondante est en effet primordial. Nous bloquons une communication a` partir
du moment ou` des donne´es interdites ont e´te´ repe´re´es a` l’inte´rieur. En travaillant a` de tre`s
hauts de´bits, chaque cycle passe´ dans le traitement retarde l’application du blocage et laisse
l’utilisateur transfe´rer beaucoup de donne´es. Si le traitement est trop long, le transfert du
fichier peut eˆtre termine´ avant que le blocage n’ait e´te´ mis en place.
Nos tests de filtrage ont montre´ une latence comprise entre 7 et 40 ms, l’e´cart entre
les mesures e´tant du au temps de remplissage du buffer d’entre´e. Avec de telles latences,
on peut aise´ment bloquer les communications classiques (chargement d’images, lecture de
vide´os) sur Internet, les utilisateurs ne pouvant alors te´le´charger leur contenu que pendant
les quelques millisecondes du traitement du premier paquet suspect.
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4.3 Choix de l’architecture
Nous avons maintenant une ide´e pre´cise des possibilite´s de notre syste`me d’analyse et de
filtrage. Il est donc possible de cre´er des syste`mes re´pondant a` chaque type de besoin. Nous
allons de´tailler ici quelles en sont les configurations possibles.
4.3.1 Traitement a` haute vitesse
Comme nous l’avons signale´ plus haut, un seul GPU peut traiter les donne´es entrantes
a` pre`s de 45 Gb/s. Pour des de´bits plus importants, des approches a` plusieurs processeurs
peuvent eˆtre mises en places, comme illustre´ sur la figure 4.7, le bus restant la seule limite
pour apporter les donne´es jusqu’au processeur. En effet, le nombre de liens PCIe et leur
re´partition de´pend du CPU et du controˆleur d’entre´es/sorties auquel il est relie´. Les pro-
cesseurs re´cents peuvent fournir 40 liens et les cartes graphiques en utilisent 16. On pourra
alors re´partir les cartes graphiques de fac¸on ade´quate pour qu’elles puissent toutes obtenir le
plus grand de´bit de donne´es possible. Dans ces conditions, on multiplie directement le de´bit
de traitement par le nombre de cartes graphiques.
Le calcul des signatures demande aussi plus de temps que la recherche de celles-ci. Il
pourrait eˆtre inte´ressant de de´dier un GPU a` la recherche dans la base de donne´es, lui
re´servant en meˆme temps toute la me´moire de la carte graphique. Des applications deman-
dant de repe´rer particulie`rement beaucoup de documents originaux pourront pre´fe´rer une








Figure 4.7 – Exemple d’agencement multiprocesseur
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graphique avec une me´moire plus importante pour rechercher les signatures cre´e´es par cinq
autres cartes moins puissantes fonctionnant a` plein de´bit. On parvient ainsi a` optimiser la
quantite´ de signatures stocke´es tout en optimisant les couˆts.
4.3.2 Acquisition et filtrage du trafic
Le plus gros challenge reste la gestion du re´seau. Si les optimisations que nous avons
e´voque´es pre´ce´demment peuvent apporter beaucoup, notamment au niveau de la charge des
CPU, la solution la plus viable pour une augmentation conse´quentes des de´bits est d’assigner
cette gestion a` un pe´riphe´rique externe, qui sera base´ sur un processeur re´seau et se chargera
de ge´rer le pont re´seau ainsi que le filtrage au niveau du TCP/UDP. Une carte re´seau haut de
gamme pourra notamment eˆtre relie´e au bus PCI Express et fournir directement les donne´es
dans les espaces me´moire de´die´s a` l’application, le syste`me d’exploitation n’intervenant que
tre`s peu. Notons que dans ce cas, le syste`me d’exploitation n’a meˆme plus besoin de recevoir
une copie des paquets puisqu’il n’a rien a` ge´rer au niveau de ce re´seau. Il se chargera donc




5.1 Synthe`se des travaux
Nous avons propose´ dans ce me´moire un syste`me de de´tection de contenus connus au
sein de communications a` tre`s haut de´bit. L’algorithme de max-hashing a servi de base
a` ce travail, et a e´te´ imple´mente´ et optimise´ pour les processeurs graphiques (GPU). Cet
algorithme est spe´cialise´ dans la de´tection rapide de contenus connus a` partir de fragments.
Il est donc ide´al pour l’analyse de transmissions Ethernet dans lesquelles les documents
transmis sont divise´s en paquets de quelques centaines d’octets. L’imple´mentation sur GPU
est motive´e par l’importante puissance de calcul qui rend ce type de processeur ide´al pour
traiter le flux a` un de´bit tre`s e´leve´. Le paralle´lisme intrinse`que est mis a` contribution pour
traiter inde´pendamment chaque paquet Ethernet.
Les fonctions exe´cute´es sur le GPU ne peuvent acce´der qu’a` la me´moire embarque´e sur
la carte graphique. Il faut donc d’abord y copier les paquets rec¸us du re´seau. Le de´bit de
donne´es maximal qu’une carte peut avoir a` traiter est donc limite´ par le bus PCI Express
qui la relie au CPU. On mesure une bande passante maximale de 45 Gb/s environ (PCIe
v2.0 16x). L’imple´mentation de l’algorithme a donc pour objectif de traiter ce meˆme taux
de transfert de donne´es.
L’algorithme utilise des signatures pour re´fe´rencer les documents qui seront filtre´s, ce
qui est beaucoup plus efficace a` traiter qu’un document quelconque et pre´sente l’avantage
de ne pas donner acce`s aux documents sensibles dont on veut pre´cise´ment limiter la publi-
cation. Ces signatures sont stocke´es dans une base de donne´es, elle-meˆme embarque´e dans
la me´moire de la carte graphique pour des acce`s rapides depuis le GPU. Lorsqu’on souhaite
analyser un paquet IP, on en lit le contenu a` partir duquel on calcule des signatures. Il suffit
alors de chercher si des correspondances existent dans la base de donne´es.
Notre imple´mentation peut, sur une carte graphique unique, extraire 150 millions de
signatures par seconde ou effectuer 5.7 milliards de comparaisons dans la base de donne´es par
seconde. On peut alors ajuster pre´cise´ment les performances de chaque e´tape du traitement.
En configurant le nombre de signatures calcule´es sur chaque ensemble de donne´es, on de´finit
la bande passante admissible par le syste`me. On peut aussi de´finir la taille de la base de
donne´es en fonction du nombre de signatures a` sauvegarder et du nombre de comparaisons
que l’on a le temps d’effectuer pour chaque signature recherche´e. Les tests dans un cas tre`s
72
de´favorable ou` l’on calcule quatre signatures par bloc de 256 octets montrent qu’une unique
carte graphique traite plus de 45 Gb/s de donne´es sources. Un pipeline est mis en place entre
les transferts et les calculs, de sorte que le taux de traitement global soit finalement fixe´ a`
la bande passante du PCI Express. En utilisant plusieurs cartes en paralle`le on peut alors
multiplier la bande passante admissible. Des choix avise´s du mate´riel utilise´ permettent de
traiter de tre`s hauts de´bits tout en optimisant les couˆts, notamment par la spe´cialisation de
chacune des cartes.
Ce syste`me permet, a` la diffe´rence des syste`mes communs base´s sur des expressions
re´gulie`res, de repe´rer plusieurs centaines de millions de signatures diffe´rentes, sans subir
de ralentissement. Cette capacite´, allie´e a` la gamme de de´bits traite´e et au faible couˆt du
mate´riel, font de notre travail un syste`me valable pour des FAI ou de grandes entreprises,
qui pourront filtrer leurs re´seaux a` une tre`s grande e´chelle sans impact sur ces re´seaux.
Nous avons en outre pu cre´er un exemple de syste`me complet de filtrage graˆce aux
fonctions de gestion du re´seau du syste`me d’exploitation Linux. L’interconnexion de deux
ports Ethernet est ge´re´e tre`s simplement, ce qui permet d’installer le syste`me de fac¸on
transparente dans un re´seau existant. Linux propose aussi une solution simple de filtrage du
trafic au niveau de la couche transport et en particulier des protocoles TCP et UDP. Ce
filtrage peut eˆtre configure´ rapidement et a` la vole´e a` partir des re´sultats de la de´tection.
On est donc capable de bloquer la transmission de n’importe quel document en fermant
la connexion correspondante de`s que l’on de´tecte un paquet contenant une partie de ce
document.
5.2 Limitations de la solution propose´e
Si la partie de de´tection est tre`s efficace, la principale limitation du syste`me est la capture
du trafic re´seau. En effet, plusieurs copies des paquets sont ne´cessaires avec notre imple´men-
tation entie`rement logicielle, deux au minimum (de la carte re´seau vers la me´moire centrale,
puis de la me´moire centrale vers la carte graphique) du fait de l’inaccessibilite´ de la me´moire
de la carte graphique. Si les solutions e´tudie´es dans ce travail permettent de ge´rer les 10 Gb/s
de trafic de notre re´seau de test, il paraˆıt difficile d’envisager un trafic plus important sans
de´porter cette taˆche sur du mate´riel spe´cialise´.
Pour traiter des de´bits de 40 Gb/s et plus, il faudra donc utiliser des cartes re´seaux
e´volue´es qui autoriseront la transmission directe des paquets vers la carte graphique ou au
moins vers la me´moire de´die´e au DMA du GPU. Les cartes re´seaux e´volue´es permettent de




Les futures e´tapes de ce travail iront donc dans ce sens. En effet, du nouveau mate´riel
re´seau devrait eˆtre teste´ par la suite, permettant de travailler a` 40 Gb/s dans un premier
temps. Du nouveau mate´riel disposant de PCI Express v3.0 pourra de plus faire transiter
largement 100 Gb/s, et les nouveaux processeurs graphiques compatibles avec cette version
du bus commencent a` arriver sur le marche´. Il est donc tout a` fait envisageable de pouvoir
travailler a` 100 Gb/s dans un avenir proche. La comparaison des couˆts avec les FPGA ou
les processeurs re´seaux utilise´s ge´ne´ralement a` de tels de´bits montre que notre syste`me est
une alternative performante et extreˆmement e´conomique.
5.4 Neutralite´
Le syste`me que nous avons e´labore´ au long de ce me´moire soule`ve plusieurs questions.
La premie`re concerne la protection de la vie prive´e des utilisateurs du re´seau surveille´,
puisque l’on a la capacite´ de lire le contenu de leurs communications. De plus, le filtrage
propose´ lors de la de´tection de donne´es inde´sirables pose le proble`me de la de´finition de ces
inde´sirables et de leur disponibilite´ au sein de la me´moire du syste`me. Nous allons dans cette
section discuter ces deux questions avant d’e´tablir une liste de pratiques qui nous semblent
indispensable pour conserver des re´seaux de qualite´. L’objectif de cette section est de susciter
une discussion et des re´flexions entre les acteurs qui utiliseront le syste`me.
5.4.1 Protection de la vie prive´e
De`s lors qu’un syste`me est capable “d’e´couter” une communication tierce, on s’expose
a` des risques de mauvaise utilisation virant rapidement a` la surveillance ou l’espionnage
d’autrui. Nul ne peut s’arroger le droit de controˆler les communications d’un individu sans
meˆme que celui-ci soit au courant. De plus, personne ne peut garantir que le message traite´
ne contiendra pas d’informations hautement confidentielles qu’un correspondant peu au fait
des risques aurait oublie´ de crypter.
L’un des risques couramment e´voque´ dans cette ide´e est la cate´gorisation des personnes.
En effet, il est simple de reconstituer les usages que chaque intervenant fait du re´seau, en
associant son adresse IP avec le contenu des paquets correspondants. En cela, on commence
tre`s rapidement a` classer les personnes selon diffe´rents crite`res. C’est la de´rive classique de
ce type de syste`mes, qui prend la forme d’une optimisation de la gestion du trafic et de
la qualite´ de service. De plus en plus de syste`me impliquant des me´thodes de Deep Packet
Inspection sont ainsi mis en place, notamment au niveau des FAI qui affirment vouloir offrir
74
aux utilisateurs la “meilleure expe´rience possible” en adaptant tre`s pre´cise´ment le re´seau a`
leur utilisation.
La protection de la vie prive´e est au cœur de nombreuses pole´miques dans diffe´rentes
re´gions du monde. Si ces entreprises se soumettent ge´ne´ralement (au moins publiquement)
aux lois et requeˆtes des gouvernements et des clients, la question de fond reste toujours la
meˆme : que se passera-t-il le jour ou` un dirigeant moins regardant acceptera de vendre les
profils tre`s pre´cis des utilisateurs non plus de fac¸on anonyme comme c’est le cas aujourd’hui,
mais de fac¸on nominative ? Les utilisations qui pourront eˆtre faites de ces donne´es sont tre`s
diverses : profilage a` l’embauche, restriction de l’acce`s aux assurances ou a` divers services en
fonction de l’historique des pages Internet consulte´es... Le lecteur inte´resse´ pourra consulter
l’excellent article de Gallagher [24] qui reprend ces conside´rations de fac¸on tre`s pre´cise et
objective.
La capacite´ de lecture laisse´e aux machines ne pose pas de proble`me en elle-meˆme, mais
il faut signaler que ces syste`mes sont souvent associe´s a` de l’archivage, de la surveillance,
et offrent des acce`s de controˆle aux administrateurs. Sans conside´rer la divulgation de don-
ne´es directement par les personnes en charge de la maintenance, on ne peut ne´gliger le vol
d’informations personnelles par des pirates informatiques, ni l’acce`s presque direct a` nos
communications qui pourra eˆtre laisse´ a` des services de police en cas d’investigations, a`
l’instar des e´coutes te´le´phoniques ou le suivi des transactions d’une carte bancaire. Internet
est utilise´ tre`s largement, et l’envie de pouvoir le controˆler est logiquement omnipre´sente.
Divers e´le´ments imposent quelques re`gles lors de la cre´ation et l’utilisation de syste`mes
d’analyse, en plus des re´glementations le´gales de beaucoup de pays limitant les abus. La
machine traitant les donne´es ne devrait par exemple jamais sauvegarder ou copier les donne´es
qu’elle analyse. L’acce`s aux journaux d’activite´s, qui pourront par exemple contenir les
adresse IP implique´es dans les e´ve´nements, devrait eˆtre strictement restreint et le stockage
hautement se´curise´. D’autre part, on l’a signale´ pre´ce´demment, la base de donne´es contenant
les fichiers sensibles ne devrait pas contenir ces fichiers directement mais leurs signatures par
exemple, ou toute autre repre´sentation illisible et ne pouvant pas eˆtre de´code´e.
5.4.2 Filtrage ou censure ?
Le syste`me que nous avons pre´sente´ dans ce me´moire est pre´vu pour eˆtre lie´ a` un me´-
canisme de blocage des communications. De`s que la transmission d’un contenu illicite est
de´tecte´e, on termine la connexion correspondante.
La principale discussion qui doit avoir lieu lorsque l’on utilise ce type d’approche est :
qui de´cide quel document interdire ?
Une discrimination de l’acce`s a` Internet par rapport aux sites visite´s ou a` l’utilisateur
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concerne´ est simple a` mettre en place. L’histoire comprend plusieurs exemples dans diffe´-
rents pays du monde, toujours a` partir de la protection contre la pornographie infantile.
Un rapport [19] publie´ lors de de´bats sur la le´galisation de syste`mes de filtrage en France
affirme :
“A` ce jour, toutes les listes de sites filtre´s par les pays qui ont mis en place des
mesures de filtrage ont fini par eˆtre rendues publiques. Toutes ont montre´ que
les filtres e´tait applique´s a` bien plus que des contenus pe´dophiles, le record a`
cette date e´tant de´tenu par l’Australie, dont les sites a` contenus pe´dophiles ne
repre´sentent que 32% des sites filtre´s, et ce avant meˆme que l’Australie e´tende
ses mesures de filtrages a` d’autres types de contenus.”
Si des entorses a` la neutralite´ du re´seau peuvent eˆtre justifie´es par le besoin de de´charger
un re´seau, ou par des menaces de se´curite´, il est important pour e´viter de telles de´rives
qu’elles soient applique´es temporairement uniquement, et dans la transparence, apre`s dis-
cussion et validation par des experts.
5.4.3 Risques inhe´rents a` notre syste`me
Le syste`me que nous avons mis en place au cours de ce me´moire n’enregistre jamais le
trafic re´seau ailleurs que dans sa me´moire vive, ou` sa dure´e de vie est tre`s courte (le temps
de l’analyse). Il pourra donc eˆtre utilise´ en l’e´tat pour capturer les communications. Des
donne´es personnelles sont ne´anmoins mises en jeu : les adresses IP des utilisateurs et des
sites interdits qu’ils ont consulte´s. Ces donne´es pourraient leur causer pre´judice. Les rapports
d’activite´ peuvent eˆtre amene´s a` enregistrer ces informations en cas de de´tection/alerte, et
devront donc eˆtre stocke´s en se´curite´ pour pre´venir les fuites de donne´es et il devront surtout
eˆtre de´truits lorsqu’ils ne seront plus ne´cessaires.
D’autre part, la base de donne´es ne contient aucun contenu lisible. Ceci est un avantage
car meˆme en cas de bre`che dans la se´curite´ donnant acce`s a` ces donne´es, on ne pourra pas en
divulguer la source. La me´thode de cre´ation des signatures garantit en outre que meˆme si l’on
parvient a` de´coder la signature, ce qui revient a` trouver les parame`tres utilise´s lors de leur
cre´ation, on n’obtiendra qu’un extrait de 128 octets du document original. L’inconve´nient
est par contre que les signatures de re´fe´rence peuvent provenir d’un organisme tiers, dans
l’ide´al de la justice, qui peut alors inclure n’importe quel document dans la liste.
Nous avons donc propose´ un syste`me de de´tection et filtrage de qualite´, mais qui devra
eˆtre utilise´ avec les pre´cautions qui s’imposent.
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A.1 Calcul des signatures
La fonction calculant les signatures lit en entre´e les donne´es et les parame`tres tels que
le nombre de blocs ou les variables de calcul, et remplit le tableau de signatures et leurs
positions. Son fonctionnement est de´crit dans la section 3.3.1.
Elle prend en charge les recouvrements entre les blocs pour ne pas oublier de signatures
dans le calcul du maximum.
Les fonctions appele´es pour la mise a` jour de la signatures par rolling hash et de calcul
du maximum sont de´crites dans les sous-sections A.2 a` A.4.
A.1.1 De´finitions pre´alables
La fonction ge`re les sauvegardes des multiples signatures dans un tableau et dans des
registres. De meˆme on peut activer ou non le filtrage des octets d’entre´es et changer le filtre.
1 #d e f i n e HASHINARRAY
2 //#d e f i n e FILTER ON
3 #i f d e f FILTER ON
4 #d e f i n e DISCARD CHAIN(a , b) a == 0 | | a == 9 | | a == 10
5 | | a == 13 | | a == 32 | | a == b
6 // #d e f i n e DISCARD CHAIN(a , b) f a l s e
7 // #d e f i n e DISCARD CHAIN(a , b) ( a<32) | | ( a==b)
8 #e n d i f
A.1.2 Prototype
1 g l o b a l void hashPacketKernel ( const u longlong2 ∗data ,
2 unsigned i n t nbPacket , u int2 params ,
3 unsigned long long ∗hashs ,
4 unsigned i n t ∗ p o s i t i o n s ,
5 unsigned i n t s izePacketDividedBy16 )
6 {
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A.1.3 De´clarations et Initialisations
1 /// This func t i on computes s i g n a t u r e s from data
2
3 unsigned i n t packe t id = blockIdx . x ∗ blockDim . x + threadIdx . x ;
4
5 i f ( packe t id < nbPacket ) {
6
7 i n t p a c k e t o f f s e t = packe t id ∗ s izePacketDividedBy16 ;
8 #i f d e f HASHINARRAY
9 ulonglong2 hp [NBHASH] ;
10 #pragma u n r o l l
11 f o r ( i n t i = 0 ; i< NBHASH; i++) hp [ i ] = make ulonglong2 (0 , 0 ) ;
12 #e l s e
13 unsigned long long h 0 (0 ) , h 1 (0 ) , h 2 (0 ) , h 3 (0 ) , pos 0 (0 ) , pos 1
(0 ) , pos 2 (0 ) , pos 3 (0 ) ;
14 #e n d i f
15 unsigned long long pos (0 ) ;
16 uint2 t = make uint2 (0 , 0 ) ; // complete s i g n a t u r e ( h up and h down )
17 unsigned char i n d e x l a s t (0 ) ; // dynamic index f o r sav ing r e g i s t e r s
18 unsigned char l a s t [ 1 6 ] = // backup o f r e g i s t e r s
19 {0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0} ;
20 unsigned char c in , c out ;
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A.1.4 Prise en compte des recouvrements
1 i f ( packe t id > 0) {
2
3 // Case : not beg inning o f a block , over lap with prev ious block
4 { ulonglong2 data in = data [ p a c k e t o f f s e t −1] ; // l o n g e s t read
5 #pragma u n r o l l
6 f o r ( i n t i =0; i <8; i++) {
7 g e t i n ( data in . x , c in , l a s t , i n d e x l a s t , i ) ;
8 update hash ( c in , 0 , t , params ) ;
9 }
10 #pragma u n r o l l
11 f o r ( i n t i =0; i <8; i++) {
12 g e t i n ( data in . y , c in , l a s t , i n d e x l a s t , i ) ;




17 // 16 B at beg inning o f the cur rent block .
18 { ulonglong2 data in = data [ p a c k e t o f f s e t ] ; // l o n g e s t read
19 #pragma u n r o l l
20 f o r ( i n t i =0; i <8; i++) {
21 g e t i n o u t ( data in . x , c in , c out , l a s t , i n d e x l a s t , i ) ;
22 update hash ( c in , c out , t , params ) ;
23 pos = ( ( unsigned long long )&data [ p a c k e t o f f s e t ] )−16+i ;
24 #i f d e f HASHINARRAY
25 se l ec t max ( t , pos , hp ) ;
26 #e l s e
27 se l ec t max ( t , pos , h 0 , h 1 h 2 , h 3 , pos 0 , pos 1 , pos 2 , pos 3 ) ;
28 #e n d i f
29 }
30 #pragma u n r o l l
31 f o r ( i n t i =0; i <8; i++) {
32 g e t i n o u t ( data in . y , c in , c out , l a s t , i n d e x l a s t , i ) ;
33 update hash ( c in , c out , t , params ) ;
34 pos = ( ( unsigned long long )&data [ p a c k e t o f f s e t ] )−8+i ;
35 #i f d e f HASHINARRAY
36 se l ec t max ( t , pos , hp ) ;
37 #e l s e
38 se l ec t max ( t , pos , h 0 , h 1 , h 2 , h 3 , pos 0 , pos 1 , pos 2 , pos 3 ) ;




42 } e l s e {
43 // Case : beg inning o f packet , no over lap
44 ulonglong2 data in = data [ p a c k e t o f f s e t ] ; // l o n g e s t read
45 #pragma u n r o l l
46 f o r ( i n t i =0; i <8; i++) {
47 g e t i n ( data in . x , c in , l a s t , i n d e x l a s t , i ) ;
48 update hash ( c in , 0 , t , params ) ;
49 }
50 #pragma u n r o l l
51 f o r ( i n t i =0; i <8; i++) {
52 g e t i n ( data in . y , c in , l a s t , i n d e x l a s t , i ) ;
53 update hash ( c in , 0 , t , params ) ;
54 }
55 }
A.1.5 Milieu du bloc de donne´es
1 f o r ( i n t j = 1 ; j<s izePacketDividedBy16 ; j++) {
2 ulonglong2 data in = data [ p a c k e t o f f s e t+j ] ;
3 #pragma u n r o l l
4 f o r ( i n t i =0; i <8; i++) {
5 g e t i n o u t ( data in . x , c in , c out , l a s t , i n d e x l a s t , i ) ;
6 update hash ( c in , c out , t , params ) ;
7 pos = ( ( unsigned long long )&data [ p a c k e t o f f s e t+j ] )−16+i ;
8 #i f d e f HASHINARRAY
9 se l ec t max ( t , pos , hp ) ;
10 #e l s e
11 se l ec t max ( t , pos , h 0 , h 1 , h 2 , h 3 , pos 0 , pos 1 , pos 2 , pos 3 ) ;
12 #e n d i f
13 }
14 #pragma u n r o l l
15 f o r ( i n t i =0; i <8; i++) {
16 g e t i n o u t ( data in . y , c in , c out , l a s t , i n d e x l a s t , i ) ;
17 update hash ( c in , c out , t , params ) ;
18 pos = ( ( unsigned long long )&data [ p a c k e t o f f s e t+j ] )−8+i ;
19 #i f d e f HASHINARRAY
20 se l ec t max ( t , pos , hp ) ;
21 #e l s e
22 se l ec t max ( t , pos , h 0 , h 1 , h 2 , h 3 , pos 0 , pos 1 , pos 2 , pos 3 ) ;




A.1.6 Sauvegarde des maxima et de leurs positions
1 #i f d e f HASHINARRAY
2 #pragma u n r o l l
3 f o r ( i n t h=0; h<NBHASH; h++) {
4 hashs [ packe t id ∗ NBHASH + h ] = hp [ h ] . x ;
5 p o s i t i o n s [ packe t id ∗ NBHASH + h ] =
6 ( unsigned i n t ) (hp [ h ] . y − ( unsigned long long ) data ) ;
7 }
8 #e l s e
9 hashs [ packe t id ∗ NBHASH + 0 ] = h 0 ;
10 hashs [ packe t id ∗ NBHASH + 1 ] = h 1 ;
11 hashs [ packe t id ∗ NBHASH + 2 ] = h 2 ;
12 hashs [ packe t id ∗ NBHASH + 3 ] = h 3 ;
13 p o s i t i o n s [ packe t id ∗ NBHASH + 0 ] =
14 ( unsigned i n t ) ( pos 0 − ( unsigned long long ) data ) ;
15 p o s i t i o n s [ packe t id ∗ NBHASH + 1 ] =
16 ( unsigned i n t ) ( pos 1 − ( unsigned long long ) data ) ;
17 p o s i t i o n s [ packe t id ∗ NBHASH + 2 ] =
18 ( unsigned i n t ) ( pos 2 − ( unsigned long long ) data ) ;
19 p o s i t i o n s [ packe t id ∗ NBHASH + 3 ] =
20 ( unsigned i n t ) ( pos 3 − ( unsigned long long ) data ) ;




A.2 Lecture et sauvegarde des octets entrants
Ces fonctions pre´parent les octets entrant et sortant de la feneˆtre de calcul.
A.2.1 Cas complet
1 i n l i n e d e v i c e
2 void g e t i n o u t ( unsigned long long data in ,
3 unsigned char &c in , unsigned char &c out ,
4 unsigned char ∗ l a s t , unsigned char &i n d e x l a s t , i n t i )
5 {
6 c i n = ( unsigned char ) ( data in >> (8∗ i ) ) ;
7 #i f d e f FILTER ON
8 i f (DISCARD CHAIN( c in , l a s t [ i n d e x l a s t ] ) ) cont inue ;
9 i n d e x l a s t = ( i n d e x l a s t + 1) %16;
10 c out = l a s t [ i n d e x l a s t ] ;
11 l a s t [ i n d e x l a s t ] = c i n ;
12 #e l s e
13 c out = l a s t [ i +8] ;
14 l a s t [ i +8] = c i n ;
15 #e n d i f
16
17 }
A.2.2 Uniquement un octet entrant
1 i n l i n e d e v i c e
2 void g e t i n ( unsigned long long data in ,
3 unsigned char &c in ,
4 unsigned char ∗ l a s t , unsigned char &i n d e x l a s t , i n t i )
5 {
6 c i n = ( unsigned char ) ( data in >> (8∗ i ) ) ;
7 #i f d e f FILTER ON
8 i f (DISCARD CHAIN( c in , l a s t [ i n d e x l a s t ] ) ) cont inue ;
9 i n d e x l a s t = ( i n d e x l a s t + 1) %16;
10 l a s t [ i n d e x l a s t ] = c i n ;
11 #e l s e
12 l a s t [ i ] = c i n ;
13 #e n d i f
14 }
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A.3 Mise a` jour de la signature
Cette fonction imple´mente le rolling hash pour mettre a` jour le hash a` chaque de´place-
ment de la feneˆtre de calcul.
1 i n l i n e d e v i c e
2 void update hash ( unsigned char c in ,
3 unsigned char c out ,
4 uint2 &t , u int2 params )
5 {
6 t = make uint2 (
7 ( ( t . x << 4) | ( t . y >> 28) ) ˆ ( c i n ∗ params . x ) ˆ ( c out ∗ params . x ) ,
8 ( ( t . y << 4) | ( t . x >> 28) ) ˆ ( c i n ∗ params . y ) ˆ ( c out ∗ params . y )
9 ) ;
10 }
A.4 Mise a` jour du maximum
Ces fonctions ge`rent le calcul du maximum et de la position de celui-ci a` chaque de´pla-
cement de la feneˆtre de calcul, afin que le re´sultat soit obtenu de`s que le de´placement est
termine´ sans calcul supple´mentaire.
A.4.1 Avec un tableau de maxima
1 #i f d e f HASHINARRAY
2 i n l i n e d e v i c e
3 void se l ec t max ( u int2 t , unsigned long long pos , u long long2 ∗hp)
4 {
5 unsigned long long sigTemp = t . x ;
6 sigTemp = ( sigTemp << 32) | t . y ;
7 hp [ t . x >> NBBITS ] . x = max(hp [ t . x >> NBBITS ] . x , sigTemp ) ;
8 i f ( hp [ t . x >> NBBITS ] . x == sigTemp ) hp [ t . x >> NBBITS ] . y = pos ;
9 }
10 #e n d i f
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A.4.2 Avec des registres
1 #i f n d e f HASHINARRAY
2 i n l i n e d e v i c e
3 void se l ec t max ( u int2 t , unsigned long long pos ,
4 unsigned long long &h 0 , unsigned long long &h 1 ,
5 unsigned long long &h 2 , unsigned long long &h 3 ,
6 unsigned long long &pos 0 , unsigned long long &pos 1 ,
7 unsigned long long &pos 2 , unsigned long long &pos 3 )
8 {
9 unsigned long long sigTemp = t . x ;
10 sigTemp = ( sigTemp << 32) | t . y ;
11 switch ( t . x >> NBBITS) {
12 case 0 :
13 h 0 = max( h 0 , sigTemp ) ;
14 i f ( h 0 == sigTemp ) pos 0 = pos ;
15 re turn ;
16 case 1 :
17 h 1 = max( h 1 , sigTemp ) ;
18 i f ( h 1 == sigTemp ) pos 1 = pos ;
19 re turn ;
20 case 2 :
21 h 2 = max( h 2 , sigTemp ) ;
22 i f ( h 2 == sigTemp ) pos 2 = pos ;
23 re turn ;
24 case 3 :
25 h 3 = max( h 3 , sigTemp ) ;
26 i f ( h 3 == sigTemp ) pos 3 = pos ;
27 re turn ;
28 }
29 }
30 #e n d i f
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A.5 Recherche de signatures
Cette fonction cherche une signature dans un emplacement de la ligne ade´quate de la
hash table. Son fonctionnement est de´crit a` la section 3.3.2. On lance un nombre d’instance
supe´rieur ou e´gal au nombre de signatures a` chercher multiplie´ par le nombre de colonnes
de la hash table. Dans un bloc, threadIdx.x identifie la colonne a` analyser. L’ensemble des
autres indices (sur x et y) identifie la signature a` analyser
1 g l o b a l
2 void searchHashKernel ( const unsigned long long ∗hashs , unsigned i n t nbHash ,
3 const unsigned long long ∗db , const unsigned i n t ∗ r f ,
4 unsigned i n t nbLSB , unsigned i n t nbColonnes ,
5 unsigned i n t ∗ found , unsigned i n t ∗ f lagFound )
6 {
7 unsigned i n t hash = blockIdx . y ∗ gridDim . x ∗ blockDim . y
8 + blockIdx . x ∗ blockDim . y
9 + threadIdx . y ;
10 unsigned i n t co lonne = threadIdx . x ;
11 i f ( hash < nbHash ) {
12 unsigned long long hashToSearch = hashs [ hash ] ;
13 unsigned i n t l i g n e = hashToSearch & ((1 << DB LSB) − 1) ;
14 i f ( hashToSearch > 0) {
15 i f ( db [DB COLUMNS ∗ l i g n e + colonne ] == hashToSearch ) {
16 found [ hash ] = r f [ hash ] ;








B.1 Analyse d’un buffer
Lorsqu’un buffer est rempli, on appelle la fonction d’analyse. Celle-ci se charge d’envoyer
les donne´es vers le GPU et de lancer les kernels de calcul et de recherche des signatures.
B.1.1 Prototype et initialisation
Les buffers sur le GPU sont de´ja` alloue´s, la fonction qui s’en charge n’est pas de´crite ici.
On indique simplement l’identifiant des buffers que l’on souhaite utiliser.
La classe Buffer n’est pas de´crite ici. Elle contient notamment les donne´es (mem) et leur
taille (size).
1 void HashTable : : s earch ( Buf f e r ∗ sourceBuf f e r , i n t bu f f e r Index ) {
2
3 i f ( sourceBuf f e r−>s i z e <= SIZEPACKET ) {
4 // Pas d ’ ana lyse s i l e b u f f e r co n t i e n t moins qu ’un paquet
5 nHash [ bu f f e r Index ] = 0 ;
6 re turn ;
7 }
8
9 // Envoi des donnees ver s l a memoire du GPU de v i c eB u f f e r [ bu f f e r Index ]
10 // L ’ envoi e s t asynchrone puisque l e DMA s ’ en charge
11 cudaMemcpyAsync ( dev i c eBu f f e r [ bu f f e r Index ] ,
12 sourceBuf f e r−>mem,
13 sourceBuf f e r−>s i z e ,
14 cudaMemcpyHostToDevice ,
15 stream [ bu f f e r Index ]
16 ) ;
17
18 // On v e r i f i e que l e lancement s ’ e s t b ien derou l e
19 checkCUDAError ( ”HashTable : : s earch : cudaMemcpyAsync de v i c eB u f f e r ” , t rue ) ;
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B.1.2 Calcul des signatures
1 // Conf igurat ion de l a g r i l l e de lancement
2 unsigned i n t nbPacket = sourceBuf f e r−>s i z e / SIZEPACKET;




7 <<< 14 , ( i n t ) c e i l ( ( f l o a t ) nbPacket /1400.0 f ) , 0 , stream [ bu f f e r Index ] >>>
8 ( d ev i c e Bu f f e r [ bu f f e r Index ] , nbPacket , make uint2 ( params x , params y )
,
9 deviceHashes [ bu f f e r Index ] , d e v i c e P o s i t i o n s [ bu f f e r Index ]
10 ) ;
11
12 // On v e r i f i e que l e lancement s ’ e s t b ien derou l e
13 checkCUDAError ( ”HashTable : : s earch : hashPacketKernel launch ” , t rue ) ;
B.1.3 Recherche des signatures
1 // On remet l e drapeau a 0
2 ∗( dev i ceF lag [ bu f f e r Index ] ) = 0 ;
3
4 // Conf igurat ion de l a g r i l l e de lancement




9 <<< nbSearchBlock , 512 , 0 , stream [ bu f f e r Index ] >>>
10 ( deviceHashes [ bu f f e r Index ] , nbHashs , dbPtr ,
11 d e v i c e P o s i t i o n s [ bu f f e r Index ] , nbLSB , nbColonnes ,
12 deviceFound [ bu f f e r Index ] , dev i ceF lag [ bu f f e r Index ]
13 ) ;
14
15 // On v e r i f i e que l e lancement s ’ e s t b ien derou l e
16 checkCUDAError ( ”HashTable : : s earch : searchHashKernel launch ” , t rue ) ;
17
18 // Attente que l e stream s o i t termine
19 cudaStreamSynchronize ( stream [ bu f f e r Index ] ) ;
20 checkCUDAError ( ”HashTable : : ana lyzeResu l t s : cudaStreamSync ” , t rue ) ;
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B.1.4 Attente et analyse des re´sultats
1 // On l i t l e drapeau
2 i f (∗ ( dev i ceF lag [ bu f f e r Index ] ) > 0) {
3
4 // On ne recupere l e s r e s u l t a t s que s i n e c e s s a i r e
5 cudaMemcpyAsync ( hostFound [ bu f f e r Index ] ,
6 deviceFound [ bu f f e r Index ] ,
7 nbHashs∗ s i z e o f ( unsigned i n t ) ,
8 cudaMemcpyDeviceToHost ,
9 stream [ bu f f e r Index ]
10 ) ;
11 checkCUDAError ( ”HashTable : : ana lyzeResu l t s : cudaMemcpy” , t rue ) ;
12
13 // Attente de l a f i n du t r a n s f e r t
14 cudaStreamSynchronize ( stream [ bu f f e r Index ] ) ;
15 checkCUDAError ( ”HashTable : : ana lyzeResu l t s : cudaStreamS ” , t rue ) ;
16
17 // On remet a zero l e s b u f f e r s de r e s u l t a t s
18 // Fonction non d e c r i t e i c i
19 x f e rB u f f e rR e s e t ( bu f f e r Index ) ;
20
21 // Analyse des r e s u l t a t s
22 f o r ( i n t i =0; i<nbHashs ; i++) {
23 i f ( hostFound [ bu f f e r Index ] [ i ] != 0) {
24
25 // En cas de correspondance , on a f f i c h e une a l e r t e
26 LOG INFO( ”Hit @ o f f s e t = ”
27 << hostFound [ bu f f e r Index ] [ i ]
28 << endl ) ;
29 // On re t rouve l e paquet IP inc r im ine
30 IPPacket ∗ h i t = sourceBuf f e r−>f i n d o f f s e t (
31 hostFound [ bu f f e r Index ] [ i ] ) ;
32 // Et on bloque l a communication correspondante
33 i f ( h i t != NULL) b locke r . add ( h i t ) ;
34 }
35 }
36 // S i l e f l a g e s t a zero , i l n ’ y a r i e n a f a i r e
37 } e l s e {
38 // remise a zero des b u f f e r s d ’ ana lyse ( f o n c t i o n non pre s en t e e i c i )
39 x f e rB u f f e rR e s e t ( bu f f e r Index ) ;
40 }
41 }
