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To obtain insight in the process of water permeation through a lipid membrane, we performed molecular 
dynamics simulations on a phospholipid (DPPC)/water system with atomic detail. Since the actual process 
of permeation is too slow to be studied directly, we deduced the permeation rate indirectly via computation of 
the free energy and diffusion rate profiles of a water molecule across the bilayer. We  conclude that the permeation 
of water through a lipid membrane cannot be described adequately by a simple homogeneous solubility- 
diffusion model. Both the excess free energy and the diffusion rate strongly depend on the position in the 
membrane, as  a result from the inhomogeneous nature of the membrane. The calculated excess free energy 
profile has a shallow slope and a maximum height of 26 kJ/mol. The diffusion rate is highest in the middle 
of the membrane where the lipid density is low. In the interfacial region almost all water molecules are  bound 
by the lipid headgroups, and the diffusion turns out to be 1 order of magnitude smaller. The total transport 
process is essentially determined by the free energy barrier. The rate-limiting step is the permeation through 
the dense part of the lipid tails, where the resistance is highest. W e  found a permeation rate of 7(f3) X 1 t 2  
cm/s a t  350 K, comparable to experimental values for DPPC membranes, if corrected for the temperature of 
the simulation. Taking the inhomogeneity of the membrane into account, we define a new “four-region” model 
which seems to be more realistic than the “two-phase” solubility4iffusion model. 
1. Introduction 
A. Biological Relevance. The transport of small molecules 
across lipid membranes is a biological process of great importance. 
The regulation of ion concentration inside and outside cells, for 
instance, is the key process in the functioning of almost every cell. 
Most biologically significant transport processes across mem- 
branes involve the help of some regulatory mechanism. Without 
special proteins it would almost be impossible for a charged 
molecule to pass the hydrophobic interior of cell membranes. 
Small, uncharged molecules (e.g., water, oxygen, formamide, 
urea), however, permeate the membrane via a basal pathway, 
i.e., without any regulatory mechanism, at an appreciable rate.’ 
Even in the presence of channels, the major route of water 
permeation through plasma membranes seems to be through the 
lipid bilayer.2 Thus, the basal permeation has a general role to 
establish osmotic balance. In some cases the basal permeation 
also has a specific biological r ~ l e . ~ . ~  
B. Goal of Simulations. Insight into the basal permeation 
process will enhance the understanding of membranes in general 
and their interaction with small molecules in particular. The 
details of the basal permeability are still open for discussion. 
From section 2 it will become clear that a more realistic model 
for the permeation process is needed, which takes into account 
more of the local details of the membrane. 
The goal of our research is to elucidate the molecular 
mechanism underlying the transport of small molecules across a 
lipid membrane in order to determine which details are important 
for the permeation process. Therefore, we decided to perform 
molecular dynamics (MD) simulations of a phospholipid/water 
bilayer system and to study the permeation process of water as 
a starting point. Other penetrants are currently being studied. 
One of the advantages of MD is that it enables investigation of 
the problem at the atomic level. This is, in the case of membranes, 
not possible by means of experimental techniques. A disadvantage 
is the limited time scale available to simulations of such large 
systems. Whereas on an experimentally accessible time scale 
(seconds) the number of water molecules that cross the membrane 
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is on the order of a million/nm2, this number drops far below one 
on the accessible MD time scale (nanoseconds). It is therefore 
not possible to study the permeation of water molecules directly 
in a statistically significant way. The molecular dynamics 
technique, however, provides an indirect way to do this simply 
by forcing the water molecules to reside in the membrane. In 
this way the behavior of water at various positions in the membrane 
can be examined. In order to get a more detailed description of 
the permeation process, we derived an equation for the permeation 
rate, in which both the diffusion and the solubility of a water 
molecule are position dependent. The computed permeation rate 
can then be compared to the experimental values. 
Apart from the permeability coefficient, the MD simulations 
should be able to answer the following questions: How do the 
free energy and diffusion rate of a water molecule depend on the 
position within the membrane? How large is the influence of the 
interface? What is the rate-limiting step in the permeation 
process? What is the type of the diffusion process? Does the 
membrane resemble a soft polymer or a liquid alkane, neither, 
or perhaps both? How is the free volume distributed? Where 
does the size selectivity occur? In general, is a homogeneous 
solubility-diffusion model really an adequate description of the 
permeation process? As far as we know, the presently reported 
simulations are the first to study the total permeation process 
through lipid membranes. Related studies involve the recent 
nonequilibrium MD study5 of oxygen diffusion through a simple 
hexadecane model membrane, focusing on the cholestetol 
dependence of the permeation rate, and MD simulations6 of a 
benzene molecule in a lipid bilayer, focusing on the diffusion 
mechanism. As stated above, our goal is to understand the total 
permeation process through a lipid bilayer. 
The simulations we present here are an extension of our previous 
simulations of a phospholipid membrane in the liquid-crystalline 
phase.’J The goal of these simulations was to develop a stable 
membrane that could serve as a model for a biological membrane. 
A thorough comparison with available experimental data (e.g., 
tail order parameters, atom distributions, area per headgroup, 
electron density, fraction of gauche angles) convinced us of the 
reliability of these simulations. 
0 1994 American Chemical Society 
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C. Experimental Measurements. Experimental permeation 
rates of small molecules can be measured by means of osmotic, 
NMR, and radio-tracer experiments, although the interpretation 
of the results is often difficult. Unstirred layer effects and different 
estimations of membrane area and volume are the main causes 
of the large spread in reported permeation rates. Also, many 
experiments are done on biological membranes with proteins and 
peptides embedded, so additional problems arise in blocking the 
nonbasal permeation pathways. As a consequence, the range of 
reported experimental values is rather broad. Furthermore, the 
values will naturally depend on the type of membrane and on 
temperature. For the permeability coefficient of water, osmotic 
measurements of unilamellar DPPC vesicles yield avalue of 6.32 
X 104cm/sat315K9andof 1.7X 10-3cm/sat317K.lO Osmotic 
measurements on black film DPPC membranes give a value of 
3.15 X 10-3 cm/s a t  310 K.11 For permeation across EggPC 
membranes values of 4.2 X 10-3 cm/s a t  309 K,I2 (7-10) X l e 3  
cm/s a t  309 K,l3 and 3.7 X 10-3 cm/s a t  298 K14 have been 
reported, all by means of osmotic flow through black films. The 
basal permeability of water through the red blood cell (RBC) 
membrane has been investigated more thoroughly. In a recent 
review allvalues were brought together and converted to a standard 
“cell” and temperature, resulting in a quite accurate value for the 
permeability. The mean value is reported to be 8.1 X 10-3 cm/s 
a t  315 K.l5 Across various other eukaryotic cells, basal perme- 
ability rates are usually reported in the range 10-3-10-2 cm/ 
D. Outline. In the next section, we review the existing models 
of the permeation process through lipid membranes. Then we 
give a theoretical derivation of the permeation process which 
relates to properties that can be computed from the MD 
simulations. Section 4 gives details of the simulations and the 
methods to calculate the permeability coefficient from the position- 
dependent diffusion and free energy data, as well as some remarks 
about the computation of radial distribution functions and free 
volume distributions. Thereafter, the results of the simulations 
and their interpretation are given, followed by a discussion of the 
permeation process. Finally, the main conclusions are summa- 
rized. 
s,4.16-20 
2. Permeation Models 
A. Homogeneous Solubility-Diffusion Model. The observed 
permeation rates are often qualitatively explained by means of 
a homogeneous solubility-diffusion mode1,21-23 which originally 
was developed to describe penetrant permeation through polymer 
membranes.24 In this model the permeation is described as a 
three-stage process: first, the molecule has to dissolve into the 
membrane, then has to diffuse through the membrane interior, 
and finally has to dissolve again in the surrounding phase. The 
permeation of small molecules across polymer membranes can 
be explained very well by this mechanism. When applied to lipid 
membranes, the membrane is being regarded as a homogeneous 
phase resembling liquid alkanes with well-defined boundaries, 
separating it from the water phase. In the case of water 
permeation, using the solubility and diffusion values in hexa- 
decane, the calculated permeation rate lies within the experimental 
range of reported values.I2 Because this model is simple and 
works so well (even quantitatively) in the case of water permeation, 
it has been widely used also to describe the permeation process 
of other molecules across the membrane. 
However, a few remarks should be made. First, thus far it has 
been impossible to measure either the penetration step or the 
diffusion step directly in a lipid membrane. This means that only 
the total predicted permeation rate can be compared with the 
experimental results. Besides, the range of experimental values 
is broad, so only orders of magnitude can be compared. Second, 
there is an important difference between polymer and lipid 
membranes. Polymer membranes are relatively thick, and 
therefore the influence of boundary effects is negligible. More- 
over, the interior is homogeneous on the length scale of diffusion. 
This is certainly not true for lipid membranes. The width of the 
interface as determined by neutron diffraction experiments25 turns 
out to be quite substantial, Le., about 40% of the total membrane 
phase. X-ray measurements26indicate that themembrane interior 
is far from homogeneous. This is confirmed by recent molecular 
dynamics simulations of various lipid membrane  system^.^-^^-^^ 
Third, analyses of various permeation data clearly indicate a 
more complicated permeation process. As pointed out by Lieb 
and Stein,3lJ2 the size dependency of the permeation of small 
molecules resembles the size dependency in soft polymers and 
not in liquid alkanes. Walter and G ~ t k n e c h t ’ ~  reached the same 
conclusion based on an even larger series of permeation data for 
polar as well as nonpolar penetrants. 
Therefore, it is highly questionable whether a homogeneous 
solubility-diffusion mechanism gives an adequate description of 
the permeation process of small molecules. In order to account 
for the observed discrepancies, several modifications of this model 
are proposed, which can be classified into two categories: models 
that assume a special type of diffusion and models that assume 
the presence of structural defects. 
B. Special Diffusion. Walter and Gutknecht33 showed that 
the solubility data alone could not explain the size effect on 
observed permeation rates. Therefore, they concluded that it 
should be the diffusion part of the permeation process which 
accounts for the observed relatively high permeability rates of 
smaller molecules. Instead of a diffusion process resembling 
diffusion in bulk alkanes, it resembles diffusion in soft polymer 
membranes. 
Various diffusion the0ries3~JS of soft polymers relate the 
diffusion rates of penetrant molecules to the available free volume 
of the membrane. They assume a hopping type of diffusion, 
which means that the penetrant makes a diffusive step when it 
is able to move suddenly from one free volume pocket to the next. 
The rate of diffusion depends on the distribution of the freevolume 
pockets as well as on the movement of the polymer matrix. This 
is in agreement with the experimental picture. Quantitative 
predictions from the free volume theories are difficult, however. 
Either the assumptions are too crude or the theory becomes too 
specific. A straightforward transfer to lipid membranes seems 
there fore difficult. 
Lieb and Stein3’ used the free volume theory of Cohen and 
Turnbul136 to account for the temperature effect on permeation 
rates across lipid membranes. However, this theory was originally 
derived for atomic liquids and predicts an exponential size 
dependency of the free volume distribution whereas power laws 
are observed in polymer systems, both by experiment3’ and by 
computer  simulation^.^**^^ A recent renormalization theory of 
Nonnenmachefl assumes a cooperativity between polymer chains 
to be the cause for the deviation from exponential behavior. 
Percolation theory4I also predicts power law behavior near the 
percolation threshold of the free volume in various kinds of systems. 
Whether this is the case in lipid membranes as well remains an 
unsolved question. 
A free volume related type of diffusion was predicted by 
Traublez3 (“mobile kink”), who assumed that the fast diffusion 
of small molecules is made possible by the presence of small free 
volume pockets which diffuse rapidly taking the penetrant along. 
His model successfully predicted the high permeation rate of a 
small penetrant but did not account for the permeation rates of 
larger penetrants. Besides, he assumed a highly ordered mem- 
brane which is more representative for the gel state. 
The importance of free volume for the diffusion process is 
apparent from theobservation by Potts and Francoeur3 of a direct 
relation between diffusion rate and number of gauche angles in 
the lipid tails. The presence of gauche angles disturbs an efficient 
alignment of the tails and thus increases the amount of freevolume. 
An inhomogeneous diffusion process was concluded from 
permeability experiments on endothelial cells.20 It appeared that 
the membraneconsists of twodistinct regions: the lipid headgroup 
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area behaving like a non-Stokesian medium and the membrane 
interior resembling a Stokesian fluid. A similar description of 
the membrane is given by Fettiplace and Haydon,42 Le., assuming 
two distinct regions with different diffusional resistances. 
C. Defects. The model of Deamer and Bramhal143 also adds 
an inhomogeneous aspect to the solubility4iffusion mechanism. 
They assume the presence of strands of water molecules extending 
into transient defects in the interface, with individual molecules 
breaking away from the edge of the strands. The length of the 
strand is assumed to be only a few water molecules, stabilized 
both by hydrogen bonds and by the ordering effect of the parallel 
hydrocarbon chains surrounding them. 
The occurrence of even more extensive (but rare) defects, such 
as the transient formation of a pore allowing many water molecules 
and other penetrants to pass the membrane at  once, has also been 
mentioned as contributing to the permeation proce~s.~4 This 
possibility, however, predicts permeation rates that depend too 
little on the hydrophobicity of the penetrant molecule.32 More- 
over, Levitt45 showed that the ratio between permeability for 
diffusional exchange of water and for net movement as in osmosis 
has to be equal to the number of water molecules present in the 
pore. Since the experimentally determined ratio is close to one, 
the presenceof pores that allow simultaneous passageof a number 
of water molecules seems not to be a significant pathway for 
permeation of uncharged penetrants. 
3. Theory: Inhomogeneous Solubility-Diffusion Mechanism 
Considering the limiting predictive power of the homogeneous 
solubility4iffusion model and its apparent oversimplification of 
the lipid membrane, we now derive an inhomogeneous solubility- 
diffusion model. In this model, which is applicable to permeation 
of small molecules in general, the diffusional theory of transport 
is described in terms of the thermodynamics of irreversible 
processes. This enables us to link the permeation coefficient to 
experiments (subsection B) as well as to an integral over local 
properties in the inhomogeneous membrane (subsection A), which 
can be computed from the M D  simulations (section 4). 
A. General Diffusion Theory of Transport. We consider the 
motion of particles of the ith species (in this case water, but the 
theory is applicable to any solute as well) in the diffusional limit, 
where the average velocity, ui = ( v i )  is proportional to the 
thermodynamic driving force, which is the negative gradient of 
the thermodynamic potential pi: 
1 ui = - -vpi 
ti 
where is the frictional coefficient of the particles. (Note that 
if the thermodynamic potential is expressed in J/mol, the frictional 
coefficient is expressed per mole of particles as well.) The flux 
Ji in mol m-2 s-1 is given by 
ci 
Ji = ciui = - -vpi 
ti 
The friction coefficient 
via Einstein’s relation 
is related to the diffusion constant Di 
(3) 
as can be easily seen when a concentration gradient in an ideal 
solution is considered for which pi = pp + RT In ci, and eq 2 
reduces to Fick‘s law: 
The linear flux relations for the case that material properties 
depend on one coordinate z can be written as 
This is a one-dimensional Onsager relation, relating a flux to a 
driving force. For the case of more than one component there 
will in general be cross terms between the fluxes and driving 
forces. We shall, however, restrict our consideration to cases 
where the molecules diffuse independently through the membrane, 
experiencing only friction with the fixed membrane components. 
Then no cross terms arise. Together with the conservation law 
eq 5 predicts the spatial and temporal evolution of the local density 
distribution. We are, however, interested in the steady-state 
solution of the flux in the linear regime, Le., under the influence 
of a small deviation from equilibrium. Steady state means that 
Ji is not a function of z ,  and after rearranging we can integrate 
eq 5 over the membrane from z1 in the bulk phase on one side 
to 22 in the bulk phase of the other side: 
Here ci(z) is the concentration of component i in the presence of 
the imposed gradient. Under the assumption of small gradients, 
we can replace this concentration by the equilibrium concentration 
ciq(z) in the absence of an imposed gradient. If we define the 
permeation resistance RIP as 
where ci* is the concentration in the bulk solutions on either side 
of the membrane in the absence of an imposed gradient, the 
linear response relation, eq 7, becomes 
( 9 )  
The permeation resistance is directly related to the experimental 
permeability coefficient (next subsection) and is also amenable 
to computation on the basis of detailed simulation (section 4). 
The assumptions that have been made so far, either explicitly 
or implicitly, in the derivations are the following: (1) The whole 
system is isothermal a t  absolute temperature T. (2) The 
membrane component is stationary in the frame of reference. (3) 
The local diffusion model is valid; Le., the thermodynamic gradient 
can be considered constant over the correlation distance of the 
particle. (The distance given by the displacement of a particle 
during the time over which its velocity correlation function differs 
from zero.) (4) The fluxes are proportional to the gradients in 
the thermodynamic potential. This means that the limit of small 
gradients is considered where this is needed. (5) The permeation 
process is dominated by single molecules that only feel friction 
with the stationary membrane component. 
Assumption 3 is the most questionable one, because the 
concentration gradients in a membrane are very large and the 
diffusion is relatively fast. It is possible to refine the barrier- 
crossing dynamics by including details of the velocity (or force) 
autocorrelation of the particles,& but we restrict our considerations 
to the simple diffusional limit. 
Within the homogeneous solubility-diffusion model, the 
approximations are much more drastic. In addition to the 
assumptions mentioned above, it is assumed that (1) the 
membrane/water system exists as a two-phase system with a 
sharp boundary between the water and membrane phase, (2) 
4158 The Journal of Physical Chemistry, Vol. 98, No. 15, 1994 Marrink and Berendsen 
both phases are isotropic and homogeneous, and (3) the membrane 
phase has a well-defined width. 
Using these assumptions, the equilibrium concentration ciq 
and the diffusion constant Di become independent of the position 
z in the membrane, and the permeation resistance (eq 8)simplifies 
to 
Here Si = ciq/Ci* is the solubility coefficient of the ith 
component in the lipid phase, and d = z2 - zl is the thickness of 
the membrane. 
B. Experimental Quantities. The driving force for permeation 
processes can be imposed by the following causes: hydrostatic 
pressure difference Ap (water), osmotic pressure difference AH 
(water), or concentration difference Ac (solute or water isotope). 
Hydrostatic and osmotic differences are equivalent in their 
influence on the thermodynamic potential of water: 
Apw = (Ap - AII)/c,* (1 1) 
Comparing eq 9 with eq 11, the flux can be expressed as 
1 Ap-AII  J w = - -  
R T  RWP 
For the flux Ji, of an isotope of water, we consider the z-dependent 
mole fraction xis(z) of the isotope. Its thermodynamic potential 
is given by 
Assuming water to be in equilibrium over the membrane, pw is 
constant and equal to its bulk value pw*. Integration of eq 5 
using eq 13 and equating qs(z) with xis(z) cw(z), we find 
where Aqs = cw*Axis is the concentration difference of the isotope 
across the membrane. For the flux of a solute resulting from a 
(small) concentration difference Ac, over the membrane, for which 
Ap, = RT(Ac,/c,*) (15) 
it is easily derived that 
The permeability coefficient Pi is usually defined as the ratio 
between flux and concentration difference, and thus Pi is equivalent 
to the inverse of the permeation resistance Rip defined by eq 8: 
RP = l/Pi (17) 
4. Method of Simulation 
This section describes how the permeability coefficient of water 
through a lipid membrane can be computed and how the molecular 
mechanism underlying the permeation process can be understood 
from MD simulations. Subsection A describes the parameters 
used for the actual MD simulation of the membrane. The method 
of computation of the permeability coefficient is given in 
subsections B-D. The last two subsections, E and F, deal with 
the analysis of free volume distribution in the membrane and the 
computation of radial distribution functions in an inhomogeneous 
system, respectively. 
A. Simulation Parameters. The simulation box contains 64 
dipalmitoylphosphatidylcholine (DPPC) molecules arranged in 
a bilayer, together with 736 water molecules. An equilibrated 
system was obtained by using the last time frame (160 ps) of the 
previous runs on this ~ystem.~.8 The system is subject to periodic 
boundary conditions (so actually a multilamellar system is 
simulated). The system is coupled to a temperature bath at  350 
K and a constant-pressure bath of 1 atm with coupling time 
constants of 0.1 and 0.5 ps.47 The box lengths are scaled 
independently. The time step for integration of Newton’s 
equations of motion is set to 2 fs. Short-range forces are cut off 
a t  a distance of 0.85 nm. The long-range electrical forces are 
calculated using a cylindrical cutoff of 1.8 nm in the lateral 
direction and no cutoff in the direction perpendicular to the 
membrane. 
We applied the GROMOS48 force field, with some modifi- 
cations needed to bring the system into the (biologically relevant) 
liquid-crystalline phase. Atomic detail is used except for methyl 
groups which are treated as united atoms. The water is modeled 
as SPC.49 More details about the simulation method plus a 
complete description of the force field can be found in the previous 
 publication^.^^^ The only difference in the force field between 
the previous simulations and the ones presented here is the 
enlargement of the repulsive Lennard-Jones (LJ) parameters 
between methyl and polar oxygen atoms (including SPC oxygen). 
An M D  study of the interface between decane and SPC water 
revealed that the solubilities of decane in water and vice versa 
were too high in the previously used force field.50 Various LJ  
parameters were tested for this system, and a few new sets were 
modeled which predicted much better solubilities. The set of 
parameters of model C ( U C H ~  = 0.310, C C H , ~  = 0.637, UCH+ 
= 0.310, C C H ~  = 0.529) turnedout to bewell behaved inconstant- 
pressure simulations. The change of parameters in comparison 
with our previous simulation did not seem to have a significant 
effect on the structural properties of the membrane, however. 
The calculated free energy data on the other hand showed a small 
but significant dependence upon changing the parameters. 
In order to calculate the position-dependent free energy and 
diffusion profiles, we performed three simulations with constrained 
water molecules of 120 ps each. Additional simulations of totally 
150 ps were performed to study the movement of unconstrained 
water molecules. The simulations were carried out on a Cray- 
YMP supercomputer, with a speed of 5 ps/h CPU time. 
B. Computation of the Permeability Coefficient. We now 
consider how the local equilibrium water concentration, expressed 
as a ratio to the bulk concentration, cw~(z) /cw*,  as it figures in 
the integrand of eq 8, can be computed from simulations. The 
local equilibrium water concentration is proportional to the 
probability that the system resides in phase space with the 
restriction that the z coordinate of one particular water molecule 
(zo) occurs in the interval (z,z+dz). The local concentration is 
therefore proportional to the constrained partition function Q’: 
cWeg(z) - Q’(z) 
1 
aJ.dr, ... drN 6(z, - z)  exp{-V(r, ... r N ) / k T )  (18) 
where a is a constant. The ratio cWq(z)/cw* is given by the ratio 
of Q’(z) and Q’(zl) a t  position zI in the bulk solution. This ratio 
can be related to the potential of mean force AG relative to the 
bulk phase: 
Thus, the permeation resistance, eq 8, can also be expressed in 
the potential of mean force 
The challenge now is to obtain the potential of mean force as well 
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as the local diffusion constant of water in the membrane. Once 
this is computed, the integration can be performed numerically, 
and the permeability coefficient can be obtained from eq 17. 
C. Computation of the Potential of Mean Force. In practice, 
the potential of mean force can be computed from simulations 
using different methods, each method having its limited range of 
accuracy. We used three different methods (described below) 
in three distinct regions of the membrane. 
Analysis of Local Density. This method directly evaluates the 
local equilibrium concentration of water across the membrane, 
and AG(z) follows immediately from eq 19. The membrane is 
sectioned into slices, and the number of water molecules is counted 
per slice and averaged over the length of the simulation. The 
statistics of particle counting can be assumed to follow a Poisson 
distribution. If the average number of particles in a slice equals 
N per configuration and n statistically independent configurations 
are generated, the relative error in AG equals RT/(Nn)lP. The 
error becomes large at  low concentrations. Since the penetration 
of water into the bilayer is a rare process on a molecular dynamics 
time scale, no reliable information can be obtained for the local 
equilibrium concentration of water in the membrane interior. 
Using the experimentally determined permeation rates of around 
le2 cm/s (converted to 350 K, the simulation temperature), one 
would expect a t  most one water molecule to permeate the bilayer 
during the total simulation time. 
Particle Insertion. A very elegant method is the particle 
insertion method of W i d ~ m . ~ '  The procedure is to insert a water 
molecule as a "ghost" particle, Le., without disturbing the 
configuration, randomly into the region of interest and determine 
its interaction energy Eins with the "real" particles. Now define 
its Boltzmann factor, averaged over many insertions, as the 
insertion thermodynamic potential pins: 
Ap'"(z) = -RT In (exp(-EinS(z)/kT)) (21) 
In the case of a very dilute solution Apins measures the difference 
in standard thermodynamic potential of the solution (water in 
the membrane phase) and the ideal gas, referred to the same 
standard concentration: 
Posolution(Z) = poideal gas + AM~"~(Z) (22) 
In the interior of the membrane, water is so dilute that it forms 
an ideal solution with concentration m(z), which is in equilibrium 
with bulk water outside the membrane, with thermodynamic 
potential p*: 
From eqs 19, 22, and 23 it follows that 
AG(z) = ApinS(z) + [poideal gas + R T l n  c* - p* ]  (24) 
Equation 24 shows that the potential of mean force can be 
"measured" by the insertion thermodynamic potential but shifted 
by a correction term, given between the brackets. The correction 
term is constant a t  a given temperature and was found to be 
+26.8 kJ/mol a t  300 K for the water model used (SPC) by 
thermodynamic integrati0n.5~ The temperature-dependent data 
for the SPC model show that the entropy remains fairly constant 
over the temperature range 273-373 K, which enables us to 
estimate the correction term to be +24.3 kJ/mol a t  350 K. These 
values are very close to the experimental values for bulk water, 
which are equal to 
[...I = R T  ln(RTc*/psat) (25) 
assuming ideality of thesaturated vapor. Herep,, is the saturated 
vapor pressure. At T = 300 K (density 996.57 kg/m3, psat = 
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3567 Pa) the correction term is 26.35 kJ/mol, and for T = 350 
K (density 973.61 kg/m3, pmt = 41 905 Pa) it is 23.95 kJ/mol. 
The major problem with the particle insertion method is that 
it only works well if the number of successful insertions (Le., 
insertions with low energies) is large enough to sample the phase 
space sufficiently. The fulfillment of this criterium can bechecked 
by computing the distribution of states,f(Eins) dE, which is the 
product of theprobabilityp(Eins) d E  finding an interaction energy 
in the interval (EinS,Eins+dE) and its Boltzmann factor? 
f(EinS) d E  = exp(-EinS/kT) p(EinS) d E  (26) 
The phasespaceis sampled sufficiently if thedistributionof states 
is sampled well across its maximum value. As long as this is not 
the case, the computed thermodynamic potential will be an 
overestimation of the real value. When the sampling is done 
sufficiently, the error in the average Boltzmann factor (and thus 
in the insertion thermodynamic potential) can be estimated from 
performing the averaging of the Boltzmann factors in a number 
of blocks separately and compute the standard deviation. The 
error becomes large if the density of the system increases (and 
therefore the number of successful insertion drops) and normally 
cannot be applied for fluidlike systems. Only in the middle part 
of the membrane, where the density is quite low, could this method 
be applied. In order to obtain random insertions, the ghost 
particles were placed on a homogeneous grid, mapped onto the 
system. Random rotations were computed using a quarternion 
formalism.54 
Applying the particle insertion method, it is in principle possible 
to compute at  the same time, apart from the chemical potential, 
also the molar enthalpy bins: 
( Eins(z) exp(-EinS(z)/ k T)  ) 
(exp(-EinS(z)/kT) 
AhinS(z) = + 
where Eem is the interaction energy of the total ensemble in which 
the insertion takes place. However, the second and third term 
in eq 27 are large (as they apply to the energy of the complete 
ensemble). Therefore, the difference between these two terms 
will be very noisy and will only cancel if the energy of the inserted 
particle is uncorrelated to the energy of the ensemble. This will 
generally be not the case, especially in dense systems. Therefore, 
we restricted our computations to the first term of eq 27 and use 
this as a qualitative estimation of the enthalpy only. The molar 
entropy sins (with the same restrictions) can be obtained from 
(28) 
Average Force on Constrained Particle. It is possible to directly 
determine the derivative of the potential of mean force by 
measuring the average force exerted on a water molecule that is 
constrained at  a given depth z in the membrane. This follows by 
taking the derivative of AG (eq 19): 
TAdns(z) = Ahins(z) - AplnS(z) 
The derivative of Q'is found by partial integration of eq 18 to 
be 
av 
d z  k T  azo 
d r  l...drN 6(zo - z)- exp(-V/kT) (30) -- dQ'(z) a J 
Hence 
4160 
where (FZ(zo)) is the mean force on the constraint (Le., the 
component of the force on the water molecule in the direction of 
the constraint z, averaged over the constant ensemble). This 
force is easily monitored during a constrained simulation: The 
constraint is imposed by resetting the z coordinate of the center 
of mass of an inserted water molecule each step to its original, 
constrained value zo (with respect to the center of mass of the 
system); the force is directly proportional to the distance over 
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Force Autocorrelation Method. A general method that can 
be used to study diffusion over free energy barriers55 is based on 
the fluctuation-dissipation theorem.56 Via this theorem the 
autocorrelation function of the random forces M ( t )  acting on a 
moleculeis related to thelocal time-dependent frictioncoefficient 
,$(z,t): 
t (ZJ)  = ( W z , t )  W Z , O ) ) / R T  (33) _ *  - 
which the zcoordinate is reset. No restrictions need to be applied 
in the xy direction, which means that the inserted particles are 
free to diffuse in the plane perpendicular to the bilayer normal 
and also free to rotate in all three directions around their center 
of mass. Repeating the constraining procedure for water 
molecules a t  different positions, the potential of mean force can 
be reconstructed upon integration of eq 3 1. The force fluctuates 
heavily, but a long simulation (- 100 ps) nevertheless provides 
accurate averages. The accuracy can be estimated from the 
separate averaging over blocks of 10 ps. The average force method 
is especially useful in the part of the membrane just behind the 
interface, where the local equilibrium concentration of water is 
too low to use eq 19 and the lipid density too high to use eq 21. 
Other Methods. Apart from the methods mentioned above, 
several other methods could be used alternatively. For example, 
one method is umbrella sampling, which restricts the sampling 
of phase space to a narrow region in the membrane by applying 
an additional potential for which a correction is made afterward. 
The method of computing the average force on a constrained 
particle can be considered as a limiting case of the umbrella 
sampling method, i.e., with an infinitely narrow restricting 
potential. The advantage of the average force method is that it 
allows for the computation of the local diffusion constant a t  the 
same time (see subsection D). 
Another method that could be used is the determination by 
thermodynamic integration of the free energy needed to mate- 
rialize a particle a t  a given point in space. This method, however, 
involves additional inaccuracies and has no advantages above the 
methods we used. 
D. Computation of Local Diffusion Constants. As is the case 
for the computation of the local potential of mean force, there 
exist different methods to compute local diffusion constants or, 
similarly, local friction coefficients. We applied two different 
methods. 
Mean-Square Displacement. The easiest way to calculate the 
diffusion coefficient in an MD simulation is from the mean- 
square displacement (MSD) of the water molecules. The slope 
of the MSD curve is proportional to the diffusion coefficient. For 
diffusion in the z direction we have 
D ( Z )  = lim ((z( t )  - z ( 0 ) l 2 ) / 2 t  (32) 
1-- 
The time origin ( t  = 0) can be shifted to improve statistics. In 
the interfacial region there are enough water molecules to obtain 
a reasonably accurate value for the diffusion coefficient using 
this method. The diffusing process itself, however, makes it 
difficult to calculate the diffusion constant locally in the 
membrane. During the observation of its displacement the particle 
wanders through regions with different diffusion constants. If 
only those particles are selected that remain in a given region 
during a sufficiently long time, an unacceptable bias is introduced. 
The best way of computing the local diffusion constants turned 
out to be by the consideration of diffusion within short time 
intervals (1-5 ps) only. The geometric center of the considered 
short-time diffusion trajectory determines its approximate position 
in the membrane. The use of different time intervals offers an 
estimate of the bias introduced. Although the permeability 
coefficient only depends on the diffusion rate perpendicular to 
the membrane (z direction), the lateral diffusion constant (xy 
plane) can also be computed using the MSD method for 
comparison. Naturally, the membrane interior which is devoid 
of water molecules demands another approach. 
Time integration of this equation gives the local static friction 
coefficient 5". Assuming that during the decay time of the time- 
dependent friction coefficient the particles remain in a region of 
constant free energy, the static friction coefficient can be related 
to the local diffusion coefficient via Einstein's relation: 
D(z )  = R T / p ( z )  = (R7 ' )2 / s , ' (AF(z , t )  AF(z,O)) d t  (34) 
The required local random forces can be obtained from the forces 
on the position-restrained water molecules (needed for the 
calculation of the potential of mean force, see previous section). 
The deviation of the instantaneous force from the average force 
acting on these molecules is the required random force: 
W z , O  = F ( z 4  - ( F ( z , t ) )  (35) 
Other Methods. Instead of relating the friction coefficient to 
the force fluctuations (eq 34), one can also compute the friction 
coefficient from the response to an externally applied force FXt: 
where (u(z)) is the average velocity of the particle to which the 
external force applies. This method has been applied successfully 
to obtain diffusion rates from MD simulations.557 We chose the 
force autocorrelation method since it allows the computation of 
the free energy profile a t  the same time (see subsection C). 
E. Computation of Free Volume. According to free volume 
theories, the distribution of freevolume in the membrane is directly 
related to the diffusion rate of permeant molecules in the 
membrane. It will also (partly) relate to the chemical potential 
of water molecules in the membrane. The percentage of free 
volume can be computed locally in the membrane using a uniform 
grid. Two kinds of free volume are distinguished. The first, 
which we will call "empty free volume", conforms to the definition 
given by Bondi5* and is computed as the percentage of grid points 
lying outside the van der Waals radii ui of any of the system 
atoms. The second one, the "accessible freevolume", is calculated 
in the same way except for the addition of the van der Waals 
radius of the penetrant molecule, uj, to the radii of the system 
atoms. In the limiting case of a penetrant with zero radius, empty 
free volume and accessible free volume are equal. 
F. Computation of Pair Distribution Functions. The radial 
pair distribution functions (RDF's) of water and lipid atoms will 
give information about the amount of bound and unbound water 
in the different regions of the membrane. This will in turn connect 
to the observed diffusion rates. In an inhomogeneous system, the 
pair radial distribution function g(r) between (specific) headgroup 
atoms i and water molecules w is computed from 
where Ni is the number of headgroup atoms and pw(zi,riw) is the 
local water density a t  a distance ri, between water molecule w 
and headgroup atom i, which resides a t  position zi along the 
membrane. In homogeneous systems, this water density factor 
is simply constant and can be replaced by pw, the average water 
density. Across the membrane, however, the water density as 
seen by the headgroup atoms is far from homogeneous, and 
computingoftheuncorrected RDFleads to hydration peaks which 
Water Transport through a Lipid Membrane The Journal of Physical Chemistry, Vol. 98, No. 15, 1994 4161 
Figure 1. Snapshot of simulated membrane. Dashed lines are used for water molecules and bold lines for choline and phosphate groups. Verl 
lines indicate the boundaries between the different regions (see text for definitions). Crosses result from bonds cut by the boundary planes. 
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reflect primary the bulk water density as seen from the average 
position of the specific headgroup atoms. In order to calculate 
the local water density factor, a uniform grid was mapped onto 
the system, and for every grid point the radial density function 
of water molecules was calculated. Averaging over an xy plane 
of grid points resulted in radial water density functions for various 
positions z along the bilayer normal. The position along the z 
axis of a specific headgroup atom determines the choice of the 
density function used to scale its pair distribution function (eq 
37). In this way, the total density of water molecules seen by the 
headgroup atoms is scaled to the bulkwater density. It is therefore 
possible to compare the different pair distribution functions 
irrespective of the average position of the considered molecules 
in the system. To obtain actual hydration numbers, however, the 
density uncorrected RDF’s should be used. Hydration numbers 
are obtained by integrating the RDF‘s to the first minimum. 
5. Results 
A. Proposal of the “Four-Region” Model. Our previous 
s i m u l a t i ~ n s ~ ~ ~  already revealed that thewater/phospholipid bilayer 
system differs considerably from a two-phase alkane/water 
system. This is confirmed by other MD simulations of phos- 
pholipid membranesZ7-3O as well as by experimental measure- 
m e n t ~ . ~ ~ . ~ ~  Instead of a sharp interface, a very diffuse interface 
between the dipolar headgroups and water is observed. Besides, 
the hydrocarbon interior of the membrane shows a very inho- 
mogeneous character, unlike bulk liquid alkane. Also, the 
dynamical behavior of the lipids is highly anisotropic, which can 
be very clearly seen on a video movie of the system.59 A two- 
phase model seems therefore not suitable to describe the 
permeation process, and therefore we decided that it would be 
better to look at  the permeation process within the framework 
of a more sophisticated model, which takes into account the 
inhomogeneity of the whole membrane. This model splits the 
membrane up into four regions, each of which has its own special 
characteristics. The first two regions belong to the interface of 
the membrane; the other two regions describe the interior of the 
membrane. Based on all analyses that have been done on the 
system, thedefinition of the four regions is as follows. (See Figure 
1 for a graphical representation and the exact location of the 
regions.) 
Region I :  Low Headgroup Density. This region starts a t  the 
point where the presence of the membrane begins to result in a 
perturbation of the bulk water structure until the water density 
and the headgroup density are comparable. This region can 
actually be very large since the perturbation of water molecules 
can in principle extend over a long distance. 
Region 2: High Headgroup Density. The water density drops 
to less than 1%. Total width of this region is 0.75 nm. In this 
region bulklike water is no longer present. 
Region 3: High Tail Density. This region starts a t  the edges 
of the penetrating strands of water until the density of the 











Figure 2. Distribution of interfacial atoms. Solid, dotted, dashed, and 
long dashed lines are used for water (HzO), nitrogen (N), phosphorus 
(P), and carbonyl groups (C=O), respectively. The middleof the water 
layer corresponds to z = 0.0 and z = 5.4. Vertical lines indicate the 
different regions. 
membrane has dropped to that of liquid hexadecaneand measures 
0.7 nm. The density of the membrane in this region is high. 
Region 4: Low Tail Density. The remaining (=middle) part 
of the membrane represents the fourth region. The width is 1.1 
nm (both halves of the bilayer). In this region the lipid density 
is much lower than in region 3, comparable to liquid hexane. 
In all subsequent figures the position of the regions, as defined 
above, will be indicated. It should be stressed that the exact 
locations of the boundary regions are somewhat arbitrary and 
most certainly will differ in other membrane systems. However, 
the qualitative idea of the fourth-region model is considered to 
be applicable to other bilayer membranes as well. 
In the next two subsections a detailed picture is presented of 
the structural and dynamical aspects of the four regions in the 
membrane that are important for understanding the results of 
the permeation process. Subsection B describes the interface 
(regions 1 and 2), and subsection C describes the membrane 
interior (regions 3 and 4). The other subsections (D to G) deal 
with the actual permeation process. 
B. Description of the Membrane Interface. Examination of 
the lipid/water boundary reveals (see Figure 1) that no sharp 
interface has been formed. Groups of water molecules penetrate 
into the membrane, and some lipid headgroups protrude into the 
middle of the water layer. The distributions of water and 
headgroup atoms are plotted in Figure 2. The distributions show 
a large overlap, with still a considerable water concentration at  
the carbonyl groups at  the beginning of the lipid tails but with 
a membrane interior without a detectable density of water 
molecules. Experimental data26,60 confirm these findings. De- 
fining the width of the interface as the distance required for the 
water concentration to drop from 90% to 1% (i.e., regions 1 and 
2, leaving out the region of only slightly perturbed water), we 
find an interface width of 1.1 nm. Taking both interfaces into 
account this means that approximately 40% of the total membrane 
belongs to the interfacial part. 
The structure of the interfacial water is clarified in terms of 
radial (pair) distribution functions (RDF's). Figure 3 shows the 
RDF's of water-water pairs a t  different positions in the interface. 
Two sets are shown: one set that is normalized to the average 
water density in the system and another which is corrected for 
the inhomogeneous water density (see section 4). 
From the uncorrected RDF's wecan obtain theaverage number 
of nearest neighbors. It drops from 4.8 (close to bulk SPC4') in 
region 1 down to 1 .O at  the edge of regions 2 and 3. Almost no 
singly dispersed water molecules are observed. As can be seen 
clearly from the density corrected RDF's, the first hydration 
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Figure 3. Radial distribution functions of water-water pairs. Uncorrected 
g(r) (upper) as well as corrected gm&) (lower) for inhomogeneous water 
density. Different curves are computed in different regions. From bottom 
to top: region 1, boundary region 1 /2, region 2, and boundary region 2/3 
(uncorrected only). Dashed curves represent running coordination 
numbers. 
the interface. This means that the effective hydration is much 
stronger in region 2 than in region 1. It seems that the water 
molecules formstrands that penetrate into the membrane, thereby 
trying to keep at  least one hydrogen bond to a neighboring water 
molecule. This observation is in good agreement with the analysis 
of hydrogen bond capacity in MD simulations of the same system 
used to study the ordering of water between membranes.61 It 
was shown that as the water density drops, the ability of making 
hydrogen bonds to neighboring water molecules increases. 
Starting with a value close to the bulk SPC value (0.56), the 
fraction of nearest neighbors of a water molecule being hydrogen 
bonded to it attains finally, a t  the edge of regions 2 and 3, a value 
of 1.0. Since the number of nearest neighbors a t  this point also 
has dropped to 1 .O, this means that water molecules in this region 
only have one more neighboring water molecule to which they 
are strongly hydrogen bonded. 
From the radial distribution functions of headgroupwater 
pairs it is deduced that especially the choline-methyl, phosphate- 
oxygen, and carbonyl-oxygen groups are hydrated. Their RDF's 
are shown in Figure 4, corrected as well as uncorrected for the 
inhomogeneous water density. First hydration shells are clear; 
second hydration shells can also be detected (except for carbonyl). 
All headgroups show an increased hydration capability when they 
are buried deeper into the membrane. The diminishedopportunity 
for water molecules to make water-water hydrogen bonds 
obviously results in an enhanced number of headgroupwater 
hydrogen bonds. Comparing the density-corrected RDF's of the 
different headgroups, it appears that the choline group is the 
most effective group for hydration in region 1, whereas the 
phosphate group is the most effective in region 2. This can be 
understood by comparing the partial charges on the atoms. The 
charge on the phosphate-oxygen is about twice as high as on the 
choline-methyl and carbonyl-oxygen, which in principle will result 
in a stronger (and larger) hydration shell. However, in the water 
layer the accessibility of the methyl groups is much larger. (They 
are a t  the end of the headgroup.) This effect apparently 
overcompensates for the smaller partial charges. The density- 
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Figure 4. Radial distribution functionsof headgroupwater pairs. Choline 
methyl (NCH3, upper), phosphate oxygen (PO, middle), and carbonyl 
oxygen ( C 4 ,  lower) headgroupwater pairs are shown. Thick lines 
are used for the density-uncorrected RDF's, together with the running 
coordination numbers (dashed). Thin lines are used for the density- 
corrected RDF's, computed in different regions. From bottom to top: 
region 1, boundary region 1/2, and region 2. 
uncorrected RDF's show that the choline-methyl groups have, 
on average, the largest hydration shell since it is on average mostly 
protruding into the water layer (see Figure 2). Integrating these 
RDF's to the first minimum, we find an average value of 12.5 
choline-bound water molecules, Le., about 4 waters per methyl 
group. The number of bound waters to a phosphate group as a 
whole is considerably less, 4.0 on average. A carbonyl group is 
only being hydrated on average by one water molecule. The low 
water density a t  the position of the carbonyl groups excludes 
larger hydration shells. Approximately 85% of the total number 
of water molecules take part in the hydration of headgroup atoms, 
implying that these water molecules are on average bound to 1.6 
headgroup atoms. The total number of bound waters per lipid 
is therefore 1 1. Unbound water is only found in the middle part 
of the water layer. Computation of the autocorrelation functions 
for binding of the water tocholine, phosphate, and carbonyl groups 
reveals that about 30% of the water molecules is strongly bound 
(with decay times of 50-100 ps), and the rest is predominantly 
weakly bound (decay times of 1-10 ps). In terms of number of 
water molecules this means that per lipid about three water 
molecules are strongly bound and the other eight weakly. 
Experimentally, three types of water molecules are distinguished 
in lecithin membranes: water molecules in a hydration shell, 
either strongly or loosely bound, and interstitial water, trapped 
between the bilayers but not in a hydration shell. There is general 
agreement on the maximum water uptake, but it is not clear how 
many of the molecules are interstitial and how many are in a 
hydration shell. Also, the percentage of strongly and loosely 
bound water molecules is not clear. This is due partly to the 
difficulty of the measurements and partly to the vague definition 
of these three types of water. Therefore, the reported data are 
widely scattered. The number of bound water molecules per 
lipid falls usually in the range 9-14.62+4 The only conclusion 
that can be drawn from the numbers of strongly and loosely bound 
waters seems to be that the larger part is loosely bound. Our 
numbers are in agreement with these findings. 
C. Descriptionof theMembrane Interior. Our M D  simulations 
show that the membrane interior is far from homogeneous. In 















Figure 5. Free volume distribution. Curves represent empty free volume 
(long dashed) and water-accessible free volume including (solid) and 
excluding (dotted) the water molecules already present in the system. 
The middle of water layer corresponds to z = 0.0 and z = 5.4. Vertical 
lines indicate the different regions. 
which conforms to the shape as determined by X-ray diffraction 
experiments.'* The density is highest a t  the very beginning of 
the tails (1.10 g/cm3) and lowest in the middle of the membrane 
(0.60 g/cm3). For comparison, the density of liquid hexadecane 
is 0.73 g/cm3 and of liquid hexane 0.61 g/cm3 at  T = 350 K 
(values derived from temperature-dependent  measurement^^^). 
Higher densities are found in soft polymers (0.9-1.3 g/cmg). In 
our previous work,7J the tail order parameter profile was calculated 
to be in perfect agreement with experimental DMR data.65Jj6 
This profile shows that in the high-density region 3 the tails are 
more neatly aligned parallel to each other and therefore can pack 
in a more efficient way. Toward the middle of the bilayer (region 
4) the number of gauche angles increases since they are more 
favored in the neighborhood of end groups. In addition, methyl 
groups pack with a lower density than methylene groups do. 
For the permeation process of small molecules it is important 
to know the distribution of free volume in the membrane. We 
computed the empty free volume as well as the accessible free 
volume (for definitions, see section 4) for a water molecule. The 
result is plotted in Figure 5. As is to be expected, the shape of 
the free volume curve is similar to the shape of the electron density 
curve with the largest free volume found in the middle of the 
membrane. Experimentally, the empty free volume fraction in 
liquid hexadecane a t  293 K is found to be 0.417.58 At the boiling 
point (559 K) this value is 0.565. Using a linear interpolation, 
we estimated a value of 0.45 a t  the simulation temperature (350 
K), which equals the calculated value of the membrane approx- 
imately halfway along the lipid tails, on the boundary between 
regions 3 and 4. 
Looking a t  the water-accessible free volume (Figure 5), we see 
that only in the middle part of the membrane there is really free 
space available to accommodate a water molecule. The presence 
of free volume pockets in the high-density region is rare. Also, 
in the water layer itselfvery few freevolume pocketsexist, although 
the empty free volume fraction in water is comparable to that in 
the middle part of the membrane. This indicates that the free 
volume in the membrane has a different distribution function 
with relatively more large cavities. The subject of cavity 
distributions, connected to percolation theory, will be the topic 
of a forthcoming publication. 
D. Analysis of the Free Energy Data. The calculated excess 
free energy profile is plotted in Figure 6. The profile is a 
reconstruction of three profiles that were obtained from applying 
three different methods (see section 4). In region 1 and partly 
region 2 most accurate values are obtained from the analysis of 
local density. In regions 2 and 3 the method based on the average 
force on constrained particles was used, and in the middle part 
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Figure 6. Excess free energy profile. The solid part in regions 1 and 2 
was calculated from the local density of water molecules, the dashed part 
from the mean force on constrained water molecules, and the solid part 
in region 4 from the particle insertion method. The various curves are 
fitted together such as to obtain best possible overlap between the methods. 
The middle of the water layer corresponds to z = 0.0 and z = 5.4. Vertical 
lines indicate the different regions. 
of the membrane (region 4) the particle insertion method yielded 
the best results. 
The shape of the free energy curve is approximately trapezoidal, 
in contrast to the step function assumed in the solubility4iffusion 
model. In region 1, the free energy is still close to the bulk value. 
A small increase is observed as soon as the lipid density increases 
because of the excluded volume. This increase gradually continues 
through regions 2 and 3 as the density increases and the possibility 
of making favorable hydrogen bonds to other water molecules 
and headgroup atoms diminishes. Also, the long-range electro- 
static interactions become weaker. The maximum height of the 
free energy barrier is reached in region 4, close to the middle of 
the membrane. At this point the free energy barrier is 26 f 2 
kJ/mol. In the middle there is a small dip of about 1.5 kJ/mol. 
Although the water molecules in this part of the membrane are 
even further away from the (favorable) charges at the interface, 
the lower local density of tail groups results in a comparably 
more favorable environment. This behavior is also predicted by 
a mean field lattice theory.67 
The value reported for the excess free energy of water in 
hexadecane is 25 kJ/mol.l.6* This value compares well with the 
value we find at  the border between regions 3 and 4 where the 
density is close to bulk hexadecane. Further evidence for the 
reliability of the computed free energies comes from the value of 
25.2 f 0.4 kJ/mol for the free energy of SPC in bulk decane, 
calculated by Widom’s particle insertion method using the same 
simulation parameters.50 The fact that the free energy value 
within the membrane is not significantly lower than in liquid 
alkanes indicates that (long-ranged) electrostatic field fluctuations 
are not important in the membrane interior. (The energy term 
is proportional to the square of the field.) With no chargedensity 
in the membrane interior, the symmetry of the membrane prohibits 
the presence of an average electrostatic field. The electrostatic 
potential that results from the charge distribution in the interface 
has been computed for this system and indeed decays very fast 
going into the membrane interior.61 Approximately 1 .O nm away 
from the center of the interface (boundary between regions 1 and 
2), the electrostatic potential has vanished. Therefore, a free 
energy value close to the value of bulk alkanes is to be expected 
in region 4. 
In order to characterize the type of interaction that dominates 
the free energy, we applied Widom’s particle insertion method 
with the Boltzmann factor based on the Lennard-Jones (LJ) 
energy only. Thus, we obtain the (unphysical) free energy for 
water in the absence of charges. The free energy due to LJ  
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Figure 7. Free energy due to LJ interactions only, computed using the 
particle insertion method. Total free energy AG (dashed) and LJ free 
energy AGLJ (solid) are shown. The middle of the water layer corresponds 
to z = 0.0 and z = 5.4. Vertical lines indicate the different regions. 
interactions only and the total free energy profile as determined 
by Widom’s particle insertion method are plotted in Figure 7. 
Note that the profiles only predict quantitatively correct results 
in region 4, where the density in the membrane is low enough to 
allow a sufficient number of successful insertions. The other 
regions overestimate the real free energy. Qualitatively, however, 
it affirms our earlier conclusions, based on the accessible free 
volume distribution, that the most favorable LJ interactions are 
found in the middle of the membrane. In the denser regions LJ 
interactions become more repulsive. The favorable dipolar 
electrostatic interactions in the interface, however, result in the 
lower total free energy. Comparison of the free energy due to 
LJ interactions with the total free energy in region 4 shows that 
long-range electrostatic interactions are indeed unimportant in 
this region. 
A further way of enhancing the understanding of the free energy 
profile is by computing the enthalpy and the entropy part. This 
information can also be obtained from the particle insertion 
computations, using eqs 27 and 28. Note, however, that we used 
the first term of eq 27 only. Besides, the same limitation holds 
as for the previous figure, i.e., that the computations only 
converged in the middle of the membrane. Therefore, the results 
should be interpreted in a qualitative way only, especially in the 
dense parts of the membrane. The enthalpy and entropy profiles 
are shown in Figure 8. Nevertheless, it is obvious from Figure 
8 that the total enthalpy difference across the membrane is much 
larger than the free energy difference. The compensation comes 
form the entropy part, the shape of which looks similar to the 
shape of the free energy based on LJ  interactions only (Figure 
7). Likewise, the entropy profile can be understood considering 
the lower density toward the membrane interior, which allows 
more configurational freedom for the local water molecules and 
hence a more favorable entropy. The enthalpy is lowered toward 
the water layer by the presence of charges. The value of the 
enthalpy in the middle of the water layer is computed to be much 
lower than the enthalpy of -39.0 kJ/mol for bulk SPC at T = 
349 K.69 Highly probable, the neglected terms in eq 27 are 
significant in this region. In region 4 one sees that, although the 
free energy is comparable to that of the saturated vapor, the 
enthalpy contribution is still favorable (-5 kJ/mol), whereas the 
entropic contribution is slightly unfavorable (+5 kJ/mol). 
E. Analysis of the Diffusion Data. The diffusion profile for 
the water molecules in the z direction is plotted in Figure 9. It 
is determined by combining the two methods described in section 
4. In regions 1 and 2 the diffusion constants were calculated 
from the mean-square displacement and in regions 3 and 4 from 
the force correlation method. 
In the middle of the water layer the headgroup density is low, 
and the water molecules diffuse almost as fast as in bulk SPC 
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AH (long dashed), and entropy - T U  (dashed) are shown. The middle 
of the water layer corresponds to z = 0.0 and z = 5.4. Vertical lines 
indicate the different regions. 
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Figure 9. Diffusion rate profile. The solid part was calculated from the 
mean-square displacement and the dashed part from the force correlation 
method. The middle of the water layer corresponds to z = 0 and z = 5.4. 
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water (7.5 X 10-5 cm2/s a t  350 K47v69). Note that the SPC model 
overestimates the diffusion rate of real water with a factor of - 1.3 at  this temperature. Upon going toward region 2 more and 
more water molecules become bound to the lipid headgroups, 
and hence the diffusion rate decreases almost an order of 
magnitude. This value still is much larger than the self-diffusion 
rate of the lipids, which is of the order of 10-7-10-8 cm2/s.7k73 
Therefore, a large part of the water molecules must “hop” several 
times from one hydration shell to another during the total 
simulation time, which is in agreement with our observation of 
headgroupwater bonding times of 1-1 0 ps for most of the bonded 
water molecules. 
In the interior of the membrane, the diffusion rate increases 
rapidly upon going toward the middle of the membrane as a 
result of the larger available free volume (see Figure 5).  At the 
beginning of the tails, a t  the border of regions 2 and 3, the lipid 
density is largest. Halfway down the tails the density and free 
volume are comparable to those of liquid alkanes, and the 
calculated diffusion coefficient in this part of the membrane is 
also close to the diffusion coefficient of water in hexadecane 
(estimated as 12 X cm2/s at 350 K from temperature- 
dependent diffusion data of Schatzberg74). In region 4 thedensity 
drops further, and the number of free volume pockets large enough 
to accommodate a water molecule increases. This facilitates the 
diffusion process. The same effect, an increasing diffusion rate 
in regions with lower tail density, has been observed for oxygen 
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Figure 10. Time-dependent friction coefficient. Dashed curve is computed 
in region 3, solid curve in region 4, and the long-dashed curve in between. 
diffusion through a hexadecane monolayers as well as for the 
diffusion of benzene in a lipid bilayers6 
The difference between the diffusion process in the high- and 
low-density regions is illustrated in Figure 10. Here we plotted 
the time-dependent local frictioncoefficient (eq 33). In the high- 
density region, the forces are large and the decay time is short, 
indicating a high local viscosity. The negative correlation at  short 
times results from a backscattering of the penetrant in the micro 
cavity formed by the lipid surroundings. In the low-density region 
this behavior is not observed, and the forces are much smaller 
with a larger decay time. 
We also computed the diffusion of water parallel to the 
membrane (in the xy plane), from the MSD of free water 
molecules in regions 1 and 2 and of constrained ones in regions 
3 and 4. The lateral diffusion profile turned out to be very similar 
to the perpendicular one, which indicates that on the local scale 
of diffusion the membrane looks essentially isotropic. This has 
also been concluded from fluorescence experiments of oxygen 
diffusion through membranes.7s Only in region 3 we found a 
statistically significant difference between the diffusion in z and 
xy directions, the z diffusion rate being somewhat higher. Here 
the alignment of the tails is predominantly in the z direction. It 
is therefore likely that the available free volume is also aligned 
parallel to the tails. This connectivity of free volume in the z 
direction might explain the observed larger diffusion rate. Note, 
however, that diffusion in the xy plane of a z-constrained particle 
may differ from that of a free particle. The real lateral diffusion 
rate in regions 3 and 4 may therefore be somewhat higher than 
observed. 
F. Analysis of the Permeation Rate. Knowing the free energy 
and the diffusion rate as a function of position in the membrane, 
it is possible to calculate the permeation rate of water using eqs 
17 and 20. Integrating from the middle of one water layer to the 
other, we find P = 7(f3)  X le2 cm/s. To compare this value 
with experimentally determined permeation rates, we have to 
make a temperature correction, since most experiments are 
performed at  lower temperatures (typically around 320 K) than 
our simulation (350  K). We assume that the temperature 
dependence of the permeation process is Arrhenius-like. The 
height of the activation energy for the total permeation process 
(Le., diffusion and solubility activation energy) in membranes is 
far from clear, however. Values derived from temperature- 
dependent measurements range from 3576 to 57 kJ/moLg Using 
an intermediate value of 45 kJ/mol, we estimated the following 
experimental permeabilities of water through a (liquid-crystalline) 
DPPC membrane at  350 K: 2.5 X 10--3,9 9 X 10-3,10 and 2.5 X 
10-2cm/s.l1 Throughegg-pcvaluesof 3.3  X 10-2,12 -7 X 1 0 - 2 , 1 3  
and 4.4 X 10-2 cm/s14 are obtained after temperature correction, 
and for the basal permeability through an RBC membrane, 8 X 
10-2 cm/s.ls Considering the wide range of experimental data 
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Figure 11. Resistance to permeation. Solid curve is computed from our 
simulations, and dashed curve is as predicted from the solubility-diffusion 
model. The middle of the water layer corresponds to z = 0.0 and z = 
5.4. Vertical lines indicate different regions. 
and the uncertainty in the temperature conversion, our value 
seems reasonable. It definitely supports the idea of a fast 
permeation rate of water. 
In Figure 11 the local resistance to permeation (i.e,, the 
integrand of eq 20) is plotted, together with the equivalent for 
the homogeneous solubility-diffusion model (eq 10). Although 
the total area beneath both curves is similar (and thus the predicted 
permeation rate), it is obvious that the two curves are very 
dissimilar. Whereas in the solubility4iffusion model the resis- 
tance along the bilayer does not change at  all, from our simulation 
it is clear that region 3, the dense part of the hydrocarbon interior, 
contributes most to the resistance. Due to the larger local diffusion 
rate, permeation through the middle part of region 4 is relatively 
easier. Although the diffusion rate in the interfacial region is 
low, its resistance to permeation is negligible since the shape of 
the permeation integral is largely determined by the free energy 
barrier. The overestimation of the self-diffusion rate in the SPC 
model with respect to the experimental value therefore will have 
a negligible influence on the total permeation rate. Defining an 
"effective"distance for water permeation as the width of the part 
of the membrane that has the main resistance to permeation, we 
find a rather small value of 2.2 nm. This is only half the value 
of the total membrane thickness which is used in the homogeneous 
solubility4iffusion mechanism! 
G .  Unconstrained Water Molecules. Thus far, the permeation 
process has been analyzed in terms of an inhomogeneous 
solubility-diffusion model using the results of restrained MD 
simulations. As already explained in the Introduction, it would 
have been impossible to derive the permeation process from normal 
equilibrium MD simulations. The excess free energy for water 
in region 4 with respect to the bulklike water in region 1 means 
that one would expect on average to have 0.2 water molecules 
solvated into region 4, which is indeed too low to be studied in 
a statistically significant way. In an extended simulation of our 
previous, unperturbed system (without inserted water molecules), 
one water molecule managed to escape into the middle of the 
membrane. After 10 ps it diffused back to the interface where 
it came from. Considering the total simulation time of 120 ps, 
this means an average presence of almost 0.1 water molecule, 
which is of the right order of magnitude. 
The observation of the diffusion of unconstrained water 
molecules in the membrane interior can be helpful in clarifying 
the permeation process. Therefore, we decided to do some 
additional simulations in which an unconstrained water molecule 
was inserted into the membrane. From this we got several 
trajectories of the diffusional motion of water molecules in the 












Figure 12. Projection of a typical trajectory of a free water molecule. 
The upper figure is a projection in the yz plane and the lower figure in 
the xz plane. Squares mark the initial (inserted) and final (after 20 ps) 
positions. The middle of the water layer corresponds to z = 0.0 and z 
= 5.4. Vertical lines indicate different regions. 
these trajectories, it shows very nicely the character of the diffusion 
process in the different regions in the membrane. A representative 
trajectory is plotted in Figure 12. The first thing to notice is that 
the motion of the water molecule really is diffusive in all parts 
of the membrane. This is what we already expected based on the 
correlation times of the random forces (subsection E). Further- 
more, Figure 12 indicates that the diffusional jumps are quite 
large in region 4, where relatively large free volume pockets occur. 
In region 3 the smaller pockets force the jumps also to be somewhat 
smaller. Finally, in region 2, the water molecule has become 
bound to charged interfacial atoms and the diffusion rate is even 
lower. 
6. Discussion 
A. Complexity of the Permeation Barrier. The results 
presented in this work show that the structure and dynamics of 
a phospholipid membrane differ considerably from that as assumed 
by the homogeneous solubility-diffusion model. This is due to 
the inhomogeneous nature of the membrane, which differs 
considerably from a two-phase water/alkane or water/polymer 
system. The application of the homogeneous solubility-diffusion 
mechanism to a lipid membrane therefore seems to be only a first 
approximation of the real process. Any quantitative predictions 
based on this model need to be questioned. The complexity of 
a lipid membrane appears from a variety of observations. First, 
there is no well-defined boundary present between the water and 
hydrocarbon phases. Instead, we observe a very rough interface 
with lipid headgroups pointing into the water layer and strands 
of water molecules penetrating the membrane, so-called transient 
defects.43 Second, the free volume distribution exhibits a large 
position dependency. The resemblance with a liquid alkane seems 
to hold only for a small part of the tail region. Third, the 
approximation of the solubility of water in the membrane by a 
step function does not correspond to the shape of the free energy 
profile. Fourth, also the diffusion coefficient varies considerably 
(more than 1 order of magnitude) along the bilayer normal. The 
permeation integral clearly shows the differences between the 
homogeneous solubility-diffusion mechanism and our results. 
B. Permeation Described by the Four-Region Model. In our 
view, a better description of the permeation process can be given 
within the framework of the "four-region" model, which takes 
into account the inhomogeneity of the membrane. 
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Region 1 :  Perturbed Water. This region seems to  be the least 
important for the permeation process. The properties of water 
molecules in this region remain rather close to thevalues for bulk 
water. As can be seen from the presented figures, both the 
diffusion and the free energy profile remain relatively unchanged. 
One could therefore only speak ofperturbed water in this region. 
These perturbations extend approximately 1 .O nm into the water 
layer.61 Although these perturbations are important in the field 
of hydration forces between membrane~,7’.~8 it is not very likely 
that this region plays an important role in the permeation process. 
Only in the presence of an electrical double layer of ions may an 
additional resistance to permeation exist, as is observed in 
experimental studies (“unstirred layer effect”). 
Region 2: Bound Water. In this region there is no longer 
bulklike water present. Almost all water is bound to one or more 
lipid headgroup atoms in order to replace the missing hydrogen 
bonds to neighboring water molecules. Diffusion takes place 
together with the lipids (which diffuse much slower) or as 
“hopping” from one hydration shell to another which involves the 
(also slow) process of breaking strong hydrogen bonds. As a 
result, the diffusion coefficient drops almost an order of magnitude. 
A consequence of the higher lipid density and the breaking up 
of the favorable water-water hydrogen bonding network is the 
increase of the excess free energy with approximately 10 kJ/mol 
in this region. 
Region 3: High Viscosity. In this region, almost no more 
water molecules are present. Entering this region means that the 
last remaining hydrogen bond with other water molecules has to 
be broken. The only possibility to maintain favorable short- 
range electrostatic interactions is offered by the presence of 
carbonyl groups. The permeation process in this region takes 
place via singly dispersed water molecules. Due to the high tail 
density, the membrane behaves as a fluid with high uiscosity. 
The water-accessible free volume is small, and a backscattering 
of the water molecule in its free volume pocket is observed. The 
diffusion rate is much lower than in liquid alkanes. Low free 
volume, reduced possibilities for hydrogen bonding, and decreasing 
electrostatic interactions also result in a strong increase in free 
energy with about 15 kJ/mol over this region. Both the low 
diffusion rate and the increase in free energy cause this region 
to be the main resistance to the permeation of water and probably 
also for other small molecules. 
Region 4: Low Viscosity. In this region the lipid density is 
much lower than in region 3. The tails are much more disordered 
and create free volume pockets large enough to accommodate 
water molecules. The diffusion process is characteristic for 
diffusion in liquids with low viscosity, and therefore the diffusion 
rates are much faster. The excess free energy remains fairly 
constant, 25 kJ/mol with respect to bulk water. The total excess 
free energy is too high to allow for a measurable steady water 
concentration. 
The total permeation process of water through the membrane 
thus can be summarized as follows. It is essentially determined 
by the free energy barrier that results from the breakage of 
interwater hydrogen bonds and the loss of electrostatic interac- 
tions. The real permeation process starts from the edges of strands 
of water molecules that already penetrate the membrane quite 
deeply. After having gained enough energy from random 
collisions to escape from these strands, the permeation is then 
mainly limited by diffusion across the highly viscous part of the 
membrane. The permeation across the middle part is relatively 
easy. The other side of the membrane offers the same resistance. 
The same permeation process might apply to other small, 
uncharged permeants as well. Additional simulations (e.g., with 
oxygen and ammonia) are currently being performed to see to 
what extent the hydrophobicity and the size of the permeants 
influence the permeation process. It is for instance not imme- 
diately clear from which region the special size dependency of 
the permeation process originates. The high-viscosity region seems 
to be the best candidate for this role, and this region could then 
be identified as the experimentally observed non-Stokesian 
region.20 In this respect, an analysis of the size and shape 
distribution of free volume pockets in each of the four different 
regions will be helpful. After finishing these studies, we hope to 
present a full picture of the basal permeation process of small 
molecules through a lipid membrane. In addition, we are also 
currently investigating the possibility of fast proton transport 
through transient hydrogen-bonded water chains extending over 
the full width of the membrane. 
C. Sources of Systematic Error. In the computational method 
that we applied to study the permeation of water, there are several 
possible sources of systematic error which require some additional 
discussion. First, let us reconsider one of the assumptions that 
is made in the theoretical derivation of the permeation process, 
Le., that the thermodynamic potential can be considered constant 
over the correlation distance of the particle. The largest gradient 
(- 15 kJ mol-’ nm-I) is found in region 3. The largest correlation 
time in this region was found to be of the order of 0.5 ps. From 
the highest local diffusion rate in region 3, the correlation distance 
is then calculated to be only - 5  X 10-3 nm. Across such a small 
distance a gradient of less than 0.1 kJ/mol is expected, which is 
much smaller than kT, the driving energy of Brownian diffusion. 
Another way of looking at  this is to compare the correlation time 
in this region with the time scale set by the frequency of the 
inverted free energy barrier. Approximating the inverted free 
energy barrier by a harmonic potential, we calculated a frequency 
of 2 X l O I 4  Hz  (50 ps period), much slower than the correlation 
time of the forces. This means that we still are in the limit of 
overdamped Markovian dynamics, implying a diffusive kind of 
motion across the free energy barrier. Therefore, eq 34 remains 
a valid approximation. 
Apart from the usual uncertainties about force field parameters, 
two aspects may be of special importance to the water permeation 
process. The first aspect is the overestimation of the self-diffusion 
rate in the SPC model with respect to the experimental value. As 
a consequence, the computed value of the permeation resistance 
in region 1 (and eventually alsoin region 2) will be underestimated. 
However, since the total permeation resistance is mainly deter- 
mined by regions 3 and 4, this will have a negligible influence on 
the total permeation rate. The modeling of the hydrocarbon 
chains as united atoms is another force field approximation which 
could in principle influence the results of the simulation. One 
would argue that the diffusion rate will become lower upon 
explicitly modeling the hydrogen atoms; the locally enhanced 
roughness will hinder the passage of water molecules. Moreover, 
a small dipole moment along the C-H bonds could be introduced, 
resulting in an increased diffusion barrier. Although the effects 
would probably remain small, they would result in a decrease of 
the total permeation rate, bringing it closer to most of the reported 
experimental values. 
In order to attain a stable liquid-crystalline phase, the 
temperature of the simulation was set to the rather high value 
of 350 K, which is well above the phase transition temperature 
of the system (315 K). An advantage of the higher temperature 
is that the phase space of the system can be sampled faster. A 
drawback, however, is that most experimental measurements of 
the water permeation are done at lower temperatures. In order 
to compare the experimental permeation rate with the computed 
one, we made a temperature correction to the experimental data. 
The assumption of an Arrhenius type of temperature dependence 
is the most natural one, but the height of the activation energy 
barrier is not well determined. Taking the lowest reported value76 
of 35 kJ/mol instead of intermediate value of 45 kJ/mol as we 
did, the corrected experimental permeation rates to 350 K become 
on average almost 1 order of magnitude lower. On the other 
hand, taking the highest value9 of 57 kJ/mol, the opposite occurs; 
Le., theexperimentalvalues become an order of magnitude higher. 
Therefore, a more careful comparison between the computed 
and experimental permeation rates can only be made once the 
height of the activation energy barrier is determined more 
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accurately. Our results correspond to an activation barrier in the 
order of 50 kJ/mol. 
7. Conclusion 
We have shown that it is quite feasible to study a slow 
mechanism as water permeation through a lipid membrane by 
relatively short MD simulations. From our simulations it is 
obvious that a straightforward homogeneous solubility4ffusion 
mechanism is not adequate to describe the permeation of water 
through a lipid membrane. Treating the membrane as a well- 
defined two-phase system like alkane/water is definitely an 
oversimplification. A better way to describe the permeation 
process through the membrane is using a four-region model. This 
model contains the necessary details to understand the process 
qualitatively. Quantitative results are obtained by calculating 
the excess free energy as well as the diffusion rate of water in the 
membrane as a function of position along the bilayer normal. We 
computed the permeation rate for water to be 7(13)X10-2 cm/s 
at  350 K, close to the permeation rate obtained from experimental 
measurements. The permeation rate is essentially controlled by 
the free energy barrier, across which a diffusive kind of motion 
takes place. The rate-limiting step is the permeation of the water 
molecule through the dense part of the lipid tail region. 
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