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Abstract. In the next future, 3D-CAD methods will be extensively employed in 
conjunction with 3D immersive displays, so called Virtual Environments (VE). 
These may dramatically improve the possibilities of visualization and interaction 
offered by common 2D display CAD workstations. Thus, ergonomic evaluation 
needs to be made as to how the computer-generated object is represented on 3D 
immersive display (VE) during the design process and to evaluate the impact of 
Virtual Reality (VR) aided design applications on user's perceptive and cognitive 
system. Although it is known that monocular cues and stereopsis can contribute 
individually, or in combination, to an appreciation of the object three-
dimensional shape, there is little information on the relative merits of them. This 
is important in the case of virtual objects since incorporation of some visual cues 
is associated with a significant computational expense. For instance, the 
simulation of stereoscopic vision requires two display channels to be rendered in 
a frame interval. Thus, an understanding of the relative benefits of these 
monocular and binocular coding techniques helps in judging the overall value of 
including a particular cue. In so doing, virtual reality application can be tuned 
and optimised for real time performance. This chapter reports on three 
experiments performed to examine the effects of different visualization 
techniques of 3D computer-generated freeform surfaces on subjects’ perceptual 
and cognitive performance while doing CAD-related activities in an immersive 
VR system. 
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5.1 Introduction 
 
A major use of 3D computer graphics is in the design process, especially for engineering 
and architectural systems, but almost all products are now computer designed. Computer-
aided design methods are extensively applied in the design of aircrafts, automobiles, 
buildings, computers and many other products. In the next future, CAD methods will be 
extensively employed in conjunction with 3D immersive displays, which may dramatically 
improve the possibilities of visualization and interaction offered by common 2D display 
CAD workstations. Thus, careful evaluation needs to be made as to how the computer-
generated object is represented on 3D immersive display during the design process and, 
more generally, to evaluate the impact of VR-aided design applications on user’s cognitive 
system. In a recent U.S. National Institute of Health report of the National Advisory 
Mental Health Council, the impact of virtual reality environments on cognition was 
specifically cited with the recommendation that: “Research is needed to understand both 
the positive and negative effects of such participation on children’s and adults’ perceptual 
and cognitive skills”. This recommendation is not only concerned with VR applications 
that have emerged in the areas of education, training and entertainment, but also to the use 
of VR in other areas, such as in  Virtual Prototyping and Computer Supported 
Collaborative Work (CSCW).  
It is commonly recognized that a computer-generated 3D object should be a) an 
accurate description of the model being designed b) presented in a realistic and integrated 
format, so that it can be visualized and interpreted without introducing uncertainty 
regarding to the represented properties [2]. To ensure that the displayed 3D image will 
satisfy these requirements, it is important focusing on which perceptual/cognitive operation 
is performed by the user during the design process.  The main purpose of this research was 
to investigate the effects of stereo vision and monocular cuing techniques on subjects 
perceptual and cognitive abilities that are relevant in CAD-related activities, such depth 
estimation and mental rotation of computer-generated freeform surfaces.  
Depth can be artificially simulated by presenting on a display’s two-dimensional surface 
properties of the external world that result in the sensation of depth, called depth cues. 
Depth cues can be classified as monocular or binocular. Retinal disparity is an important 
binocular depth cue and is caused by the fact that each of our eyes sees the world from a 
different point of view. These two different perspectives of the same image are then 
combined by the brain into a single image by means of a process called fusion. The 
resultant sense of depth is called stereopsis. Monocular depth cues include light and shade, 
relative size, interposition, textural gradient, motion parallax and perspective. For some 
design (CAD) applications, objects are first displayed in a wireframe outline form that 
shows the overall shape and internal features of the objects (i.e., the interior of a vehicle). 
Wireframe displays are useful to perform animations because the calculations for each 
segment of the animation can be performed more quickly when rendered surfaces of one 
object are not displayed. When object designs are complete, or nearly complete, realistic 
lightning models and surface rendering are applied to produce displays that will show the 
appearance of the final product [2]. Shading is used widely to depict surface structure and 
depends on variation of reflected light intensities according to the relationship between 
surface orientation and illumination direction. It relies on the ability of the human visual 
system to abstract shape from a physical or simulated scene illuminated from one or more 
light sources.  
Although it is known that monocular cues and steropsis can contribute individually, or 
in combination, to an appreciation of the object three-dimensional shape, there is little 
information on the relative merits of them. This is important in the case of virtual objects   73
since incorporation of some visual cues is associated with a significant computational 
expense. For instance, stereoscopic vision requires two display channels to be rendered in a 
frame interval. Thus, an understanding of the relative benefits of these monocular and 
binocular coding techniques helps in judging the overall value of including a particular 
cue. In so doing, virtual reality application can be tuned and optimised for real time 
performance.  
 
 
5.2 Experiment I: Depth Estimation of a 3d Object 
 
The main purpose of the first experiment was to determine how stereo vision and different 
monocular coding techniques affect the ability to estimate the depth of a 3d computer-
generated object. Previous research on human distance and depth perception in 3D 
environments has addressed two basic questions, that is, which visual cues provide 
effective depth information and how does the effectiveness of given depth cues changes 
according to the viewing distance. Most studies have focused on subjects ability to 
estimate egocentric distance and relative distance, while there exists poor research about 
how depth of single objects is perceived. Real objects have depth and are located 
phenomenally as well as physically at different distances [5]. That is, objects have an 
egocentric distance (i.e., the distance of the object from an observer) and a relative distance 
(i.e., the distance of objects from each other). Objects also have depth in that they are 
perceived as three-dimensional and some parts of an object look farther away than do other 
parts [9]. This type of depth perception can be described as the ability to perceive 
variations in egocentric distance when looking at different points located on a 3D object.   
Depth perception can be studied by manipulating any of depth cues (e.g. visual texture, 
shading, stereo disparity) and determining how perceptual responses are altered. Our 
experiment has applied this methodology, using Stevens stimulus magnitude estimation 
paradigm. In Stevens original paradigm [13], the subject is presented a first stimulus of 
arbitrary intensity and either told that his sensation is a particular numerical value (called 
modulus) or is allowed to choose his modulus. Stimuli of different magnitudes are then 
presented randomly, and the observer is required to assign numerical values to them 
proportional to their perceived magnitudes. These values then directly provide the scale 
relating physical magnitude to perceived magnitude. In our experiment subjects were 
required to report their estimates in a standard metrical unit (i.e. centimetres) and were told 
the real intensity (i.e. depth) of the modulus. We used this simplified procedure because it 
was more intuitive to subjects. The task consisted in estimating the depth of computer-
generated 3D objects that were observed from a vertical viewpoint. This setting was 
supposed to emphasize the importance of the surface features in estimating depth, because 
subjects were to find the point of the surface closest to them and then estimate the 
difference in depth between this point and the base of the object.  
Stereo vision and four monocular coding techniques were investigated.  Monocular 
coding techniques were wireframe (with hidden edges removed), flat shading, Gouraud 
shading [6] and Gouraud shading with surface normals. 
     
5.2.1  Method 
 
5.2.1.1 Subjects 
 
Twenty-four subjects served as participants in the study (mean age = 29.4 years). All 
subjects had normal or corrected-to-normal vision and reported no experience with virtual   74
reality, no experience with CAD software and upper-intermediate experience with 
computer. 
 
5.2.1.2 Design 
 
The experiment consisted of two types of object geometry (simple versus complex), four 
types of graphic images (wireframe, flat shading, Gouraud shading and Gouraud shading 
with surface normals) and six depth values (15, 30, 45, 60, 75, 90 cm) as completely 
crossed factors with stereopsis (present or absent). The serial order of depth values was 
determined by a Latin square arrangement and was the same for all participants. All factors 
were within subjects. 
 
5.2.1.3 Apparatus and Stimuli 
 
3D images were created using these software 3D Studio Max, release 2.5, and displayed on 
the front wall of a four-walls CAVE capable of both stereoscopic and monoscopic modes. 
The screen is 300 cm wide and  300 cm high with a resolution of 960 x 960. Stereoscopic 
condition was created using CrystalEyes time multiplexed LCD shutter glasses 
synchronised to the display monitor.  
Two basic 3D free-form shapes were created (see Fig. 5.1). The simple one (a) was 
represented by a medusa-like object, the complex shape (b) was a terrain. Both objects 
were 50 cm wide. A squared base was added to the scene because during a pilot-
experiment subjects reported that stimuli “floated” above the projection plane. 
 
 
 
               
        1a              1b 
Figure 5.1a-b. Stimuli used in exp. 1 (both objects are here rendered with Gouraud shading) 
 
5.2.1.4  Procedure 
 
Participants were told the purpose of the research and given specific instructions regarding 
the estimation task. In estimating depth, participants were required to report their estimates 
in centimetres. In order to facilitate the task, subjects were informed about their egocentric 
distance from the projection plane and given the edge of the square (100 cm) that 
represented the base of the 3D objects. Following practice, they estimated depth on each of 
48 trials (6 trials for each rendering method; 24 trials for each geometry type) with 
stereopsis (stereo condition), took five minutes break, then estimated depth to another 
identical set of 48 trials without stereopsis (mono condition). From the participant’s 
perspective, the depth value that the displayed object had on any given trial was random. In 
order to control the possible effect of sequence for the rendering conditions, four different   75
sequences were arranged using a 4 x 4 latin square. Subjects were divided in four groups 
(A,B,C,D) and each was assigned a different sequence. In each group, half of the subjects 
estimated depth in stereo first, whereas the other half estimated depth in mono first. 
Following the experiment, subjects were given a questionnaire about their background 
(age, vision, gender, experience with VR, CAD applications and computer use). 
  
5.2.2 Data analysis and results 
 
In order to analyse the data, two ANOVAs were performed. The first used depth-difference 
estimates as the dependent measure and the second used relative errors as the dependent 
measure for accuracy. Relative error was calculated as follows:  
 
Relative error = (Depth estimate - True depth) / True depth. 
  
This represents the percent error in an estimate relative to the true depth difference, with 
the sign indicating the direction of the error (when the sign is negative, it indicates 
underestimation; when the sign is positive, it indicates overestimation). Stereopsis, type of 
geometry, type of rendering and size of depth-difference were the independent variables in 
both analyses. Fig. 5.2 illustrates the means of the estimates in stereo and mono condition. 
The line with crosses represents perfect performance. 
 
 
 
 Figure 5.2. Effect of Stereopsis and Depth Values on estimates. 
 
Fig. 5.2 shows that observers generally underestimated depth of 3D objects presented in 
mono, while performance in stereo was clearly more accurate. This is confirmed by the 
high significant effect of stereopsis in the ANOVA performed on relative error 
(F(1,23)=69.65; p < 0.000001). The effect of object complexity on accuracy is reported in 
Fig. 5.3 This graph shows that estimates were far more accurate for the simple shape than 
for the complex shape. Fig. 5.4 illustrates the effect of graphic coding techniques on 
accuracy. The main effect is very significant. A Tukey’s HSD test was performed to assess 
pair wise comparisons.    76
 
 
        Figure 5.3 Effect of object complexity on relative error.    
Results are summarized in Table 5.1. It was found that mean relative errors for Gouraud 
shading differed significantly from each other rendering method, and that there was a 
significant difference among Wirefame and Normals. Normals and Flat Shading 
determined more accurate estimates than Wireframe and Gouraud shading and the worst 
performance was determined by Gouraud shading.  
 
 
 Figure 5.4 Effect of monocular coding techniques on relative error. 
Table 5.1 Post hoc analysis of monocular coding techniques (dependent variable = relative error) 
MCT  Wireframe  Normals  Flat Shading  Gouraud Shading 
Wireframe    0.013578  0.467195  0.011390 
Normals  0.013578    0.349044  0.000151 
Flat Shading  0.467195  0.349083    0.000230 
Gouraud Shading  0.011390  0.000151  0.000230   
Note. Values indicate probability, and bold values reflect significant pair wise comparisons.   77
5.2.3  Discussion 
 
Estimates and accuracy were significantly affected by depth values, stereopsis, object 
complexity and rendering methods. The highest relative error was determined by the 
smallest depth value (15 cm). A post-hoc analysis performed on the interaction geometry 
type by object depth revealed that this effect was principally due to an overestimation of 
the smallest depth value of the simple object (p < 0.01). 
Subjects estimated the depth of 3D objects more accurately when objects were 
displayed with binocular disparity than when only monocular cues were provided. Thus, 
retinal disparity confirms to be a very important depth cue, in that it provides effective 
perceptual information not only in estimating egocentric/relative distances but also in 
estimating distances between parts of an object that lay in different depth positions.  
The effect of object complexity was highly significant. Complex objects depth was 
underestimated while simple objects depth - with the exception of the depth value 15 cm - 
was estimated more accurately. This difference could be due to the fact that irregular 
changes in the orientation of the surface of the complex object (a terrain-like 3D shape) did 
not allow subjects to detect the exact position in space of the top of the object.  
Another interesting result of this study was that standard CAD monocular coding 
techniques affect depth estimates in different ways. Depth of wireframe objects was 
estimated more accurately than depth of Gouraud shaded objects but this result was 
inverted when normals were added to smooth shaded objects. This finding can be 
interpreted through results by Koenderink et al. [8] who showed that most of the relief of a 
shape is determined by visual contour and that shading adds very little to the “solidity” of 
an object if other cues are not available. Todd and Mingolla [16] performed three 
experiments to examine the perceptual salience of shading, texture, specular highlights and 
directions of light sources in providing information about the 3D structure of a cylinder. 
The results indicated that the shininess of the surface enhanced the perception of the 
curvature, but had no effect on the perceived direction of illumination, and that shading 
was generally less effective than the gradient produced by the texture for depicting surface 
in three dimensions. In our study, texture was not a surface feature but the addition of 
small normals across smooth-shaded surfaces appeared to be incremental to accuracy. This 
enhancement may depend on the fact that normals produced a gradient which served as an 
additional depth cue. Another explanation could be that normals orientation allowed 
subjects to draw more detailed inferences concerning local attitude (slant and tilt) of the 3d 
surface. In order to disambiguate between these two explanations, however, further 
research is needed. 
 
 
5.3 Experiment II: Estimation of Depth Differences Between 3d Objects 
 
The main purpose of the second experiment was to investigate how stereo vision and 
different monocular coding techniques affect the ability to estimate depth differences 
between two 3D computer-generated forms displayed simultaneously. This task was 
supposed to be perceptually and cognitively more demanding than the task of Exp. 1, 
because subjects were to estimate depth of both objects and then to calculate their 
difference. Investigated factors were stereo vision, the four monocular coding techniques 
described in the previous experiment and type of object geometry (concave versus 
convex). 
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5.3.1 Method 
 
5.3.1.1 Subjects 
 
The participants were 28 volunteers (16 males and 12 females), which had normal or 
corrected to normal vision and reported no stereo blindness. Their mean age was 28.6.  
  
5.3.1.2 Design 
 
The experiment consisted of two types of object geometry (concave, convex), four types of 
graphic images (wireframe, flat shading, Gouraud shading, Gouraud shading with surface 
normals) and six depth-differences values (10, 20, 30, 40, 50, 60 cm) as completely 
crossed factors with stereopsis (present or absent). The order of depth values to be 
estimated was determined by a Latin square arrangement and was the same for all 
participants. All factors were within subjects. 
 
5.3.1.3  Apparatus and Stimuli 
 
The apparatus was the same used in experiment 1. Twelve couples of convex spheroids 
(Fig. 5.5a) and twelve couples of concave spheroids (Fig. 5.5 b) were designed using the 
software 3D-Studio Max. For each objects group, the direction of depth difference was 
balanced: for the first six objects, the spheroid positioned on the right side of the square 
was greater in depth than the spheroid positioned on the left side, while for the remaining 
six objects the order was inverted.  
 
5.3.1.4 Procedure 
 
The procedure in exp. 2 was the same of exp. 1. 
 
      
 5a              5b 
Figure 5.5a-b  Stimuli used in exp. 2 (both objects are here rendered with flat shading).
1 
  
 
                                                 
1 Notice that although the spheroids in (a) are convex and those in (b) are concave, it seems that both pairs 
have a convex geometry (protruding towards the viewer). This preference for convexity depends on the 
absence of visual information indicating the contrary [3]   79
5.3.2 Data analysis and results 
 
In order to analyse the data, two ANOVA were performed. The first used depth-difference 
estimates as the dependent measure and the second used relative errors as the dependent 
measure for accuracy. 
Fig. 5.6 illustrates the means of the estimates in Stereo and in the Mono condition. The 
line with crosses represents perfect performance. Fig. 5.6 shows that although observers 
generally underestimated differences in depth between the two objects, the level of 
underestimation was significantly reduced when binocular disparity was provided: 
actually, estimates in Stereo typically averaged 90% of the true depth difference, while 
estimates in Mono averaged 71% of the true depth difference. 
 
 
                               Figure 5.6 Effect of Stereopsis and Depth Values on estimates. 
 
     
                                 Figure 5.7 Effect of Stereopsis and Geometry on relative error. 
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Fig. 5.7 illustrates the interaction of stereopsis and geometry on relative error. This 
interaction reveals that the underestimation of depth difference of concave surfaces was far 
worse in Mono than in Stereo. Furthermore, in the stereoscopic condition the level of 
accuracy of estimates was not significantly affected by the type of geometry. 
Fig. 5.8 shows the effect of  graphic coding techniques on relative error. A post-hoc 
contrast revealed that the underestimation of depth difference between the two objects was 
better for flat shading than for Gouraud shading, (p< 0.01) whereas the remaining contrasts 
were not significant. 
 
 
 
                              Figure 5.8 Effect of graphic coding techniques on relative error 
 
5.3.3  Discussion 
 
Subjects generally underestimated differences in depth between the two three-dimensional 
shapes. Corroborating the results of the first experiment, the errors in depth estimation 
were found greater when objects were displayed without stereopsis. This confirms that 
stereopsis represents a powerful depth cue when the task is perceptually demanding [17]. 
The interaction between stereopsis and geometry type on relative error is also of particular 
interest. Depth differences for concave and convex objects were far underestimated in 
mono, and the underestimation for concave objects was found significantly greater than the 
underestimation for convex objects. When stereo vision was provided estimates for 
concave objects became as accurate as estimates for convex objects. This finding supports 
the assumption that the advantage of this depth cue becomes more pronounced when 
monocular information are ambiguous or insufficient in depicting the shape of a three-
dimensional object [10]. Actually, some subjects reported difficulties in perceiving 
concavity without ambiguity when only monocular cues were provided, especially if 
concave shapes were rendered using the Gouraud shading technique. This subjective 
impression is corroborated by mean results for type of graphic image, revealing a trend of 
underestimation of depth differences for Gouraud shaded objects, although the magnitude 
of the error was less significant than in Exp. 1.  
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5.4 Experiment III: Mental Rotation of 3d Objects 
 
The previous experiments have provided evidence that participants’ accuracy in estimating 
the depth of 3d virtual objects with variable geometry is affected both by stereopsis and by 
monocular coding techniques. In particular, it was found that the absence of binocular 
disparity led to an impoverished performance, whereas – more surprisingly – the use of 
less realistic types of graphic image (i.e. wireframe and flat shading) and the addition of 
surface normals improved accuracy in estimating depth. The first objective of the third 
experiment was to assess whether the same pattern of results could be obtained with 
subjects performing a more complex cognitive task, the mental rotation of three-
dimensional objects. This standard cognitive task consists of presenting subjects with pairs 
of drawings of stationary 3d block objects and then asking participants to determine 
whether the presented images are different objects or different angular orientations of the 
same object [12]. In order to answer this question, subjects mentally rotate one of the two 
objects into congruence with the second object for comparison. This assumption is based 
on the observation that the time required to make a correct judgment of “same” increase 
linearly with the angular difference between the objects.  
The mental rotation paradigm has been applied in the computer graphics research 
because it represents one of the few available objective methods to assess user’s cognitive 
performance under different visualization parameters of the computer-generated object. 
Moreover, the mental rotation paradigm is particularly attractive to CAD-related research 
because it requires subjects to make decisions about the structure of 3D objects similar to 
those often designed with CAD tools [11]. Barfield [1] performed one experiment to 
investigate the effect of computer-generated realism cues (hidden surfaces removed, 
multiple light sources, surface shading) on the speed and accuracy with which subjects 
performed the mental rotation task. Results indicated that mean reaction times were faster 
for shaded images than for wireframe images (with hidden surfaces removed). Gallimore 
[7] investigated differences in subjects’ ability to discriminate between the shape of two 3d 
objects (a task similar to the classic mental rotation paradigm except that subjects were 
provided with the ability to rotate one of the objects using a two-dimensional joystick) for 
various levels of monocular coding techniques and stereopsis. Results indicated that 
interposition enhanced performance and that stereopsis did not help subjects in performing 
the visualization task used in this experiment. Brown [2] used a modified version of the 
standard rotation paradigm in order to consider long-term memory characteristics. In the 
modified study, subjects were forced to compare a visible stimulus to an object existing in 
memory. The manipulated variables were interposition and stereoscopic vision. Results 
showed a positive effect of interposition on performance and a significant, albeit limited, 
positive effect of stereopsis. Actually, the effect of stereopsis was only measurable for 
trials with rotated stimuli lacking in clear cues to object structure. The authors interpreted 
this result by supposing that stereopsis is useful when other cues to stimulus structure are 
insufficient and/or ambiguous. However, the authors admitted that further research was 
needed to assess whether stereopsis may be effectively useful for engineers using CAD 
tools to design objects with complex shapes.  
The main goal of the third experiment was to further investigate the effects of stereopsis 
and monocular coding techniques on the cognitive manipulation of 3d structures. In 
particular, we were interested to assess whether the positive effect of binocular disparity 
observed in exp. 1-2 is strictly related to the perceptual task at hand (depth estimation), or 
is extended to more complex cognitive tasks (i.e. mental rotation). 
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5.4.1 Method 
 
5.4.1.1 Subjects 
 
The participants were 21 volunteers (10 males and 11 females), who had normal or 
corrected to normal vision and reported no stereo blindness. Their mean age was 27.7.   
 
5.4.1.2 Design 
 
The experiment consisted of two levels of object geometry (simple, complex), four types 
of graphic images (wireframe, flat shading, Gouraud shading, Gouraud shading with 
surface normals) and six angles of relative rotation (0°, 36°, 72°, 108°, 144°, 180°) as 
completely crossed factors with stereopsis (present or absent). Each of these combinations 
of factors were presented to subjects in two pairs of slides. One of these pairs was a “same” 
pair while the other was a mirror image or “different” pair. All factors were within 
subjects. The 96 treatment combinations were presented to subjects in random order. 
 
5.4.1.3 Apparatus and Stimuli 
 
The apparatus was the same used in experiments 1-2, except that subjects were given two 
buttons to indicate their responses. The 3d computer-generated objects (see Fig. 5.9) were 
modelled after the 3d figures portrayed in the experiment of Barfield [1].  
 
 
 
 
Figure 5.9. Stimuli used in Exp. 3 
 
5.4.1.4 Procedure 
 
After reading instructions about the experimental procedure, subjects were given sixteen 
practice pairs with feedback on response correctness. Subjects were instructed to answer 
“same” or “different” for each pair of stimuli and were asked to give equal weight to speed 
and accuracy. The main part of the experiment followed, with subjects viewing 96 pairs of 
images in the stereoscopic condition and 96 pairs of images in the condition without 
stereoscopic vision. Half of the subjects performed the task in stereo first, whereas the 
other half performed the task in mono first.  
   83
5.4.2 Data analysis and results 
 
5.4.2.1 Response Time 
 
Results of the ANOVA performed on response time data indicated a significant main effect 
for type of graphic image (F(3,51) = 6.36; p<0.001). A post-hoc contrast revealed that the 
wireframe images produced significantly slower response times than Gouraud shaded 
images (see Fig. 5.11). The ANOVA results indicated also significant main effect for angle 
of deviation (F(5,85) = 13.85; p<0.0001) on response time. Fig. 5.11 shows that response 
time increases almost linearly with angle of rotation, suggesting that subjects mentally 
rotate 3d objects. There was also a significant main effect of relative orientation, with 
mirror objects producing slower response time than “same” objects (F(1,17) = 19.53; 
p<0.0005). The effects of stereopsis and object complexity were not significant.  
 
 
Figure 5.10 Effect of monocular coding techniques on response time 
 
 
Figure 5.11 Mean response times across angle of deviation   84
 
5.4.2.2 Response accuracy  
 
The overall error rate for the experiment (defined as the percentage of trials in which 
subjects responded uncorrectly) was 7.2 %. This compares good with results from previous 
studies (5.9 %: Barfield, [1]; 6,1%: Yuille and Steiger, [18]; 3.2%: Shepard, [12]). The 
ANOVA performed on percentage of error revealed significant main effects for stereopsis 
(F(1,15) = 5.88; p<0.05) with subjects more accurate in the stereoscopic condition (see Fig. 
5.12), and for angle of deviation (F(5,75) = 2.37; p<0.05). In particular, it was found that 
the angle 180° was the most difficult rotation angle in the experiment, with an error rate of 
10 %. The effects of the remaining factors were not significant. 
 
 
Fig. 5.12 Mean error rate in the Stereo and Mono conditions 
 
5.4.3 Discussion 
 
The main objectives of the third experiment were a) to assess whether providing the cue of 
stereopsis would help subjects to better perform a mental rotation task and b) to verify 
whether different monocular coding techniques of a 3d computer-generated object impact 
performance differently. Results from this experiment showed that the stereopsis cue 
helped subjects perform the mental rotation task, although this effect was limited to the 
accuracy with which participants discriminated 3d objects. The explanation of this 
influence may rely on the fact that the sense of depth afforded by stereopsis provided a 
more accurate understanding of object 3d structure. Consequently, when the 3d  objects 
were presented in the stereoscopic condition, subjects were able to make the appropriate 
decision with more accuracy,  although the time they needed for the response was the same 
as in the non stereo condition. One way to account for the lack of a stereopsis effect on 
response time is to postulate that the realism level afforded by monocular cues was 
sufficient, so that subjects were able to quickly perform the task at hand. In other words, 
the present results suggest that stereopsis may not be crucial to improve performance 
(measured with the response time) in the discrimination task, but it may be useful to 
enhance the quality of the decision making process when complex 3d forms are mentally 
manipulated by users during CAD-related activities.    85
As concerns the effect of monocular coding techniques, results indicate that the 
response time was significantly slower when subjects were presented with wireframe 
images. This finding is in agreement with results of previous studies ([1]; [7]; [2]) which 
showed that the discrimination task is better when realism cues are added to the object 
surface and in particular when shading procedures are used. Thus, the present study 
confirms that the use of advanced rendering can not only enhance the aesthetics and the 
form faithfulness of a computer-generated object (as shown by subjective judgment 
studies, e.g. [11]), but it can also improve the user’s ability to visualize and mentally 
manipulate the structure of such object. 
    
 
5.5 General Discussion 
 
The most convincing conclusion suggested by the results of this research is that the 
stereopsis cue is useful and sometimes even necessary during CAD-related activities. As 
shown by experiments 1-2, subjects estimated depth of 3D objects far more accurately 
when objects were displayed with binocular disparity than when only monocular cues were 
provided. Thus, retinal disparity confirms to be a very important depth cue, that provides 
effective perceptual information not only in estimating egocentric/relative distances but 
also in estimating distances between parts of an object that lay in different depth positions. 
Previous studies have demonstrated that stereopsis can be superior to monocular depth 
cues under certain circumstances. Schor [13] indicates that stereopsis is very useful in 
portraying fine depth intervals (5-10 arc sec) when depth stimuli are presented near the 
plane of fixation (in this case, the video screen). Surdic [15] evidenced that stereopsis can 
be an effective cue to depth at short distances, (1-2 m) while monocular cues (i.e. texture, 
perspective etc.) are useful over longer distance. This feature of stereopsis is explained by 
the fact that this depth cue is based on retinal disparity, which decreases as a function of 
distance in a non-linear fashion [7]. Our results indicate also that stereoscopic displays can 
be most useful when information is presented from a vertical viewpoint. This finding is in 
agreement with results obtained by Davis & Hodges [4] who have described other 
conditions where stereopsis is particularly effective. These include situations in which 
information is presented in perspective (i.e. from a horizontal viewpoint or outward), when 
monocular cues are ambiguous and when complex three-dimensional manipulation 
requires very accurate placement and positioning of tools. 
The nature of the effect of stereopsis on mental rotation is less clear. Results of the third 
experiment indicate that the stereopsis cue did improve the accuracy with which subjects 
performed the discrimination task, but no significant decrement of response time was 
evidenced in the stereo condition. This lack of significance of stereopsis for response 
latency in mental rotation has been previously evidenced by Gallimore [7], who suggested 
that depth information provided by retinal disparity could be irrelevant for this particular 
cognitive task. However, the same author underlined that the disparity cue may be 
beneficial to 3D-CAD users, because it enhances visualization of complex 3d forms and 
provides more accurate understanding of the precise 3d space location in which an user is 
currently working.  
As concerns the relative merits of monocular coding techniques, the three experiments 
performed produced mixed results. In particular, in exp. 1-2 it was found that the use of 
less realistic types of graphic image (i.e. wireframe and flat shading) and the addition of 
surface normals significantly improved subjects’ accuracy in estimating depth; on the other 
hand, the third experiment indicated that the use of advanced rendering (Gouraud shading) 
enhanced the user’s ability to visualize and mentally manipulate the structure of 3d objects.   86
One way to account for these differences is to postulate that although both tasks imply the 
mental representation of the three-dimensional structure of the object, they involve 
different perceptual/cognitive processes. This could explain why the manipulation of 
specific monocular coding techniques (e.g. Gouraud shading) can determine different 
effects depending on which task is performed by subjects. If this assumption is correct, it 
would be cost-effective to give the user the possibility to customize the visualization 
method according to which CAD activity he/she is actually carrying out. For example, 
when the user is performing tasks that imply the direct estimation of the 3d object size, he 
could select the wireframe modus, which also has the advantage to be associated with 
small computational expense. Surface rendering could be applied to produce displays that 
assist the users in carrying out more cognitively demanding activities, such as rotating a 
figure to perform a visual interference check or to evaluate the overall aesthetic qualities of 
a digital mock-up.  
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