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The effects of experimental parameters on kinetic measurements performed with an ion trap
mass spectrometer have been investigated by a chemometric approach using Experimental
Design techniques. The selected experiment was the determination of the rate constant of the
reaction CH3CO
11CH3COCH3 3 CH3CO(H)CH3
11CH2CO. In a first step, eight variables
were studied: temperature, acetone pressure, buffer gas pressure, method of ion selection,
ionization start mass, ionization time, mass range, and reaction time. The results show that
isolation method and reaction time were the only parameters affecting rate constants
determination, although temperature may be considered a “borderline” factor. The remaining
parameters and their interactions do not significantly affect the kinetic measurements. A
second series of runs was performed to check again the effect of reaction time, temperature,
and ionization time in experiments with or without ion selection in order to compare the
results of the present work with those obtained in a similar study on a Fourier transform-ion
cyclotron resonance instrument. (J Am Soc Mass Spectrom 1998, 9, 938–944) © 1998
American Society for Mass Spectrometry
In the past years, ion trap mass spectrometry hasbeen a very powerful tool for the study of gas phaseion/molecule reactions. In particular, determina-
tions of reaction mechanisms and of rate constants have
attracted a great deal of interest [1–5]. However, rate
constants data can show discrepancies over 50% for the
same reaction when they are obtained by different mass
spectrometry techniques and very recently a study has
been published concerning factors affecting rate con-
stants determination by Fourier transform-ion cyclotron
resonance (FT-ICR) [6]. In a similar way, the aim of this
study is to identify the parameters that may affect the
kinetic measurements performed with an ion trap mass
spectrometer. A chemometric approach using experi-
mental design techniques [7] was followed. These tech-
niques allow the investigation of many factors using
very few experiments, and can give information about
the interactions between parameters examined.
Experimental
Experimental Design
Optimizing a chemical process requires the identifica-
tion of the factors or variables that can influence the
final response. The planning of experiments and the
analysis of results by statistical methods furnish an-
swers to the questions posed from experimental sys-
tems with a minimum number of experiments.
In many chemical procedures the problem is to
determine which factors or combinations of factors
have a significant influence among a number of vari-
ables which, in principle, might influence the response.
The common approach of investigating each variable
one at a time, while maintaining all the remaining
variables constant at fixed levels, is a poor strategy,
which often leads to wrong conclusions because it does
not allow interactions between variables to be detected.
To determine which variables are important to control,
it is necessary to vary all the variables simultaneously
over the experimental domain to be explored.
Multivariate fractional designs [7] are used to study
experimental procedures in a limited experimental do-
main of interest. The assumption is that in a limited
domain it is possible to describe the variation in re-
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sponse by means of very simple mathematical models,
which are sufficiently good approximations of the true
response functions describing the chemical phenome-
non. Models obtained by statistical treatment of exper-
imental data from properly designed experiments are
local models and, therefore, they are only valid in the
explored experimental domain. The limits of the exper-
imental domain, i.e., the range of variation for all the
experimental variables, are chosen by the experimenter
on the basis of the prior knowledge of the experimental
procedure.
Two level factorial designs [7] are appropriate for
screening of important variables as they allow rough
estimates of the influence of the experimental variables
on the response with a minimum number of experi-
ments. In a two level factorial design each variable is set
at two values, i.e., a low value coded (2) and a high
value coded (1). If the variables are discrete the two
values are the alternatives.
A complete factorial design contains all possible
combinations of the settings of the experimental vari-
ables; therefore, if h is the number of factors studied and
there are two levels, the number of required experi-
ments is 2h. The geometric representation of a two level
factorial design in three variables is given in Figure 1.
The experimental domain is a cube spanned by the
factor axes (A, B, and C), the experiments being located
at the corners of the cube. A complete factorial design
allows estimation of the main effects of the factors and
all their interactions. It can be seen that the number of
runs increases rapidly with an increasing number of
factors.
When h is high it is possible to use screening designs
which require a fewer number of experiments; (h11) is
the minimum number of experiments to test h factors.
However, if the number of experiments is too close to
the number of parameters under examination it is not
possible to evaluate the effect of the interactions be-
tween coupled parameters, but only to determine their
sum. Generally, it is convenient to start with a low
number of experiments, which can be increased if the
value of the sum of the interactions is relevant.
Fractional factorial designs 2h-f (f is the fraction of
the design) of appropriate resolution [7] can be chosen
to satisfy the requirements of the experimenter on the
accuracy of the estimation and the number of experi-
ments to carry out. Plackett–Burman [8] designs are
fractional designs, constituted by a block of N experi-
ments, where N is a multiple of four, which allow
unbiased estimation of all main effects of N 2 1
variables with smallest possible variance.
Ion Trap Mass Spectrometry
All experiments were run on a ITMS Finnigan Mat ion
trap mass spectrometer. The sample was commercial
acetone dried by means of molecular sieves. Acetone
and helium buffer gas were admitted into the vacuum
manifold through the gas inlet system. The pressures
were read by a Bayard Alpert ionization gauge and
were corrected, as described previously [9], on the basis
of both the different sensitivity of gauges to different
gases (2.50 for acetone and 0.20 for helium [10]) and a
calibration factor determined experimentally consider-
ing the rate constant of the known reaction 1:
CH4
11CH43 CH5
11CH3 (1)
In all experiments ionization was effected by electron
beam bombardment and a typical scan diagram is
shown in Figure 2, showing the sequence of events for
experiments in which isolation was achieved without
application of any dc voltage.
The parameters taken into examination at two set-
tings in the first and second set of experiments are
reported in Tables 1 and 2, respectively. The variables
not present in Table 2 for the second set of experiments
were fixed as follows: acetone pressure, 6.0 3 1027 torr;
helium pressure, 5.0 3 1024 torr, ionization start mass:
9 u; acquisition mass range: 22–220 u. Isolation was
performed in a single step by a superimposition of rf
and dc voltages to the trap. The selected experiment
was the reaction of CH3CO
1, at m/z 5 43 (eq 2), from
Figure 1. Geometric representation of a two level factorial design
in three variables.
Figure 2. Scan function for resonance ejection isolation experi-
ments.
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acetone with its neutral precursor to give the proton-
ated molecule at m/z 5 59, which is the only reaction
product in our operating conditions.
CH3CO
11CH3COCH33 CH3CO(H)CH3
11CH2CO
(2)
This reaction was chosen in order to compare our
results with those obtained in a similar study per-
formed by Grover et al. [6] with a FT-ICR spectrometer.
The pseudo first order kinetic constants of the reac-
tions were determined, as described previously in detail
[9], by plotting the natural logarithm of the abundances
of the reactant ion, normalized with respect to the total
ion abundance, versus time as shown in Figure 3. The
reaction time was increased from zero to the final time
by 0.2 ms steps, so that the linear regression is made
over a range of at least 200 points (reaction time ranging
from 40 to 80 ms). The slope of the curve represents the
observed rate constant (s21) and r2 is the linear regres-
sion coefficient. This coefficient is generally in the range
0.99–0.95 and, in the worst experimental conditions
when ion abundances are low, i.e., short ionization time
or low ionization start mass, can be as low as 0.85.
The absolute rate constant is obtained by dividing
the observed rate constant by the pressure of the neutral
gas, expressed as molecule cm23.
Procedure
In this study we proceeded in two steps. In the first
step, the influence of eight factors (Table 1) on the
absolute rate constant k was tested by a 16 experiment
Plackett–Burman design. The choice of the eight factors
and their interactions was made considering which
might be the most influential parameters in a kinetic
measurement. The parameters examined were as fol-
lows:
Temperature: it may play a role as we deal with
kinetic measurements;
Acetone pressure: it influences the number of ions
produced during the ionization event; if the pressure is
low, a small number of ions is formed and the signal/
noise ratio is low; if the pressure is too high, too many
ions are present in the trap;
Buffer gas pressure: the yield of ions depends on the
buffer gas pressure; the dependence is not linear, as for
both low and high helium pressures the yield is low;
Isolation method of the reacting ion: the most com-
mon methods used in our laboratory are resonance
ejection isolation, achieved by application of rf poten-
tials only (rf) [11, 12] and apex isolation obtained by a
superimposition of dc and rf voltages to the ring
electrode of the ion trap (dc) [9, 13]; according to the
isolation method, ions can have different internal ener-
gies;
Ionization start mass: the lower this value is, the
lower is the energy of the ionizing electrons; if the start
mass is low, ions are less excited, but also less abun-
Table 1. Coded and real values of selected variables in the first set of experiments
Variable Label 2 1
Temperature (°C) A 60 120
Acetone pressure (torr) B 2.0 3 1027 1.0 3 1026
Buffer gas (He) pressure (torr) C 1.0 3 1025 1.0 3 1024
Ion selection method D apex isolation (dc) resonance ejection (rf)
Ionization start mass (u) E 6 12
Ionization time (ms) F 1 4
Mass range (u) G 14/200 30/200
Reaction time (ms) H 40 80
Table 2. Coded and real values of selected variables in the
second set of experiments
Variable Label 2 1
Temperature (°C) A 60 120
Apex ion selection (y/n) D no yes
Ionization time (ms) F 1 4
Reaction time (ms) H 40 80 Figure 3. Plot of ln[CH3CO
1] vs. reaction time for the reaction of
CH3CO
1 in acetone.
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dant, although if the start mass is high, ions are more
abundant, but possibly more excited;
Ionization time: low values of this parameter can
cause a low signal/noise ratio, whereas long ionization
times can lead to the formation of too many ions in the
trap, resulting in space–charge effect [14];
Mass range: if the ions under examination, m/z 5 43
and 59, are too close to the boundaries of the stability
diagram, oscillations of the rf field can bring the ions
out of the stability region, with consequent loss of the
signals;
Reaction time: at very long reaction times the de-
crease of the reacting ion abundance becomes slower
and, as a consequence, the plot of the ion abundances
versus time can differ from linearity.
Taking into account the results obtained in the first
step and those of Grover et al. [6], a second series of
measurements was performed to explore by a two level
Fractional Factorial Design the following factors:
Temperature: it is a border line parameter in the first
set of experiments and needs to be checked;
Mass selection or no selection of the reacting ion: it is
an important influencing factor in studies on FT-ICR
and quadrupole ion trap instruments [6, 15];
Ionization time: it seems to have no effect in the first
set of experiments, but it is a border line parameter in
the study by Grover at al. [6] and, therefore, needs to be
checked;
Reaction time: according to the first set of experi-
ments it is one of the parameters affecting k determina-
tion by ion trap mass spectrometry and this trend must
be confirmed.
Results and Discussion
Plackett–Burman Design
The eight factors selected and their low and high
settings are listed in Table 1 and have been described in
the Experimental section.
A Plackett–Burman design [8] with 16 experiments
was used and the corresponding matrix is represented
in Table 3. In this table the columns of interactions of
coupled variables are shown, each code being deter-
mined by the algebraic product of the codes of the
corresponding two factors. A number of runs at the
central point of the design (each factor at its mean
value, crossed circle) was performed both for dc (exper-
iment 17) and rf isolation (experiment 18) methods, in
order to check the validity of a linear model. The rate
constants, which are the mean values of at least three
different runs, obtained for each of the 16 experimental
conditions and for the central points are also listed in
Table 3.
The average values of k are (2.0 6 0.3) and (2.4 6 0.3)
3 10210 cm3 molecule21 s21 for the eight experiments
with resonance ejection or apex isolation method, re-
spectively. They do not differ significantly from the
corresponding values of k for the experiments at the
central points (2.1 and 2.5 3 10210 cm3 molecule21 s21,
Table 3. 16-experiment Plackett–Burman matrix with the interaction columns and rate constant values obtained for each experiment
AB AC AD AE AF AG AH
CD BD BC BF BE BH BG
EF EG EH CG CH CE CF
Run A B C D E F G H GH FH FG DH DG DF DE ka
1 1 1 1 1 2 2 2 2 1 1 1 2 2 2 2 2.2 6 0.1
2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1.8 6 0.1
3 2 2 1 1 1 1 2 2 1 2 2 2 2 1 1 2.6 6 0.1
4 2 2 1 1 2 2 1 1 1 2 2 1 1 2 2 1.7 6 0.1
5 2 1 2 1 1 2 1 2 2 1 2 2 1 2 1 2.0 6 0.1
6 2 1 2 1 2 1 2 1 2 1 2 1 2 1 2 2.0 6 0.2
7 1 2 2 1 2 1 1 2 2 2 1 2 1 1 2 1.6 6 0.1
8 1 2 2 1 1 2 2 1 2 2 1 1 2 2 1 1.8 6 0.1
9 2 1 1 2 1 2 2 1 2 2 1 2 1 1 2 2.2 6 0
10 2 1 1 2 2 1 1 2 2 2 1 1 2 2 1 2.8 6 0.2
11 1 2 1 2 2 1 2 1 2 1 2 2 1 2 1 2.1 6 0.2
12 1 2 1 2 1 2 1 2 2 1 2 1 2 1 2 2.5 6 0.1
13 1 1 2 2 2 2 1 1 1 2 2 2 2 1 1 1.8 6 0.1
14 1 1 2 2 1 1 2 2 1 2 2 1 1 2 2 2.4 6 0.1
15 2 2 2 2 1 1 1 1 1 1 1 2 2 2 2 2.6 6 0.2
16 2 2 2 2 2 2 2 2 1 1 1 1 1 1 1 2.6 6 0.1
17b ! ! ! 2 ! ! ! ! 2.5 6 0.1
18b ! ! ! 1 ! ! ! ! 2.1 6 0.1
aRate constants are expressed as 10210 cm3 molecule21 s21.
bExperiment at the central point of the design: each quantitative factor taken at the mean setting, 17 dc, 18 rf selection.
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respectively) indicating that a linear model can be
satisfactorily assumed. In other words, quantitative
factors under examination can be assumed to have a
linear effect on the rate constant in the range of values
considered here.
In factorial design the main effect of a factor is
defined as the average of the observed differences of the
response when the factor is varied from the low level to
the high level. The interaction effect between two fac-
tors, e.g., A and B, is defined as half the difference of the
effects of A when factor B is on its high and low level
respectively.
Main effects of the factors and interactions can be
computed from the responses and the signs in the
corresponding columns in the design matrix reported in
Table 3. As an example (eq 3) the effect of the factor A
is obtained by summing up the k values with the
corresponding signs of column A, then dividing the
sum by the number of couples of experiments (eight in
this case).
Main effect of A
5
12.2 1 1.8 2 2.6 2 1.7 2 2.0 2 2.0 1 1.6 1 1.8 2 2.2 2 2.8 1 2.1 1 2.5 1 1.8 1 2.4 2 2.6 2 2.6
8
5 20.29 (3)
The calculated values are listed in Table 4. It can be seen
that the sums of the interactions have low values.
Therefore, we can consider them as “dummy,” i.e.,
noninfluent, variables and use them to calculate the
standard deviation s of the measurements. The Plackett
and Burman eq 4 was followed
s 5 ÎO vd2n (4)
where vd is the interaction effect for a dummy variable
and n is the number of dummies (seven different
interaction sums). An effect is considered as influential
if its absolute value is greater than (t 3 s) product,
where t is the value of the Student statistics for n
degrees of freedom (number of dummies). In this case s
is 0.114 and the t value at the 95% confidence level and
seven freedom degrees is 2.365, obtaining the product
(t 3 s) 5 0.270. Therefore, only effects with an
absolute value greater than 0.270 are considered signif-
icant at 95% confidence level.
It may be concluded that only reaction time (20.34)
and selection method (20.41) have a significant effect
on the rate constant determination, in the experimental
conditions examined. Moreover, both effects have a
negative value, i.e., the low settings of the parameters
(short reaction time and dc isolation method) lead to
increased values of the rate constants. Temperature
(20.29) is a borderline factor; the other parameters do
not appear to affect significantly the rate constant.
Between the two different methods of selection of the
reacting ion examined here, the isolation achieved by
superimposition of dc and rf voltages causes higher k
values than resonance ejection. The application of the
dc voltage, which brings the ions to the boundary of the
stability region, is likely to be the reason of the ion
excitation. Consequently, this results in the measured
reaction rate being too high.
As far as reaction time effect is concerned, the
decrease of the reacting ion abundance is faster at the
beginning of the reaction and becomes slower for high
reaction times. In fact, the slope of the linear regression
of the natural logarithm of ion abundances versus time
is lower in the 0–80 ms than in the 0–40 ms reaction
time range, even if loss of linearity is not evident and
the correlation coefficient is still close to unit. Consid-
ering long reaction times, the rate constant obtained is
an average between the starting and the final reaction
rates and is consequently lower than the one obtained at
short reaction times.
Fractional Factorial Design
The four variables selected in the second series of
experiments were studied at the low (2) and high (1)
settings reported in Table 2, with a 24-1 fractional
factorial design. The design of the matrix of the eight
experiments, which were performed randomly, is pre-
sented in Table 5 together with the rate constant values
obtained in each experiment.
Main effects of the factors and their interactions were
calculated as described above and the results are re-
ported in Table 6.
As each measurement has been replicated twice, it is
possible to calculate the standard deviation of measure-
ment reproducibility from the difference of the values
obtained, di:
si
2 5
di
2
2
, s 5
ÎO si2
n
(5)
In this case s is 0.216 with 8 degrees of freedom; the
Student statistics t value at the 95% confidence level is
2.306, and the product (t 3 s) is 0.498. Again, only
Table 4. Calculated main effects of the factors and their
interactions for Plackett–Burman design
Factors
A B C D E F G H
20.29 20.04 0.14 20.41 0.14 0.14 20.14 20.34
Interactions
AB1CD1EF1GH 0.09 AC1BD1EG1FH 0.11
AD1BC1EH1FG 0.06 AE1BF1CG1DH 0.06
AF1BE1CH1DG 20.24 AG1BH1CE1DF 20.06
AH1BG1CF1DE 0.04
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effects with an absolute value greater than 0.498 are
considered significant at 95% confidence level.
It may be concluded that ion selection (21.30) and
temperature (20.85) have a significant effect on the rate
constant and the minus sign indicates that the low
settings (no ion selection and low temperature) corre-
spond to increasing values of the determined rate
constant. Reaction time can be considered a borderline
factor; while ionization time does not affect at all the
rate constant. All the sums of two-factor interactions
appear not to be significant.
Not selecting the reacting ion results in the rate
constants being higher than with isolation. This can be
ascribed to the already mentioned space–charge effect,
as the electrostatic repulsion between positive charges
causes an excitation of the reacting ions and gives
higher reaction rates.
The effect of the temperature on the rate constants
was found to be negative in the first series of experi-
ments, and the same trend is confirmed in the second
one. At a first sight, this result is quite surprising. On
the other hand, the phenomenon of negative tempera-
ture dependence of the rate constant in ion/molecule
reactions was previously observed by Meot-Ner [16, 17]
and Sunner et al. [18].
Comparison of our study with the results obtained
by Grover et al. [6] has confirmed that experiments run
with or without ion selection lead to different rate
constants. In the present work the effect of the isolation
method was investigated too. The mean value of the
rate constant with both kinds of ion selection, calculated
from the 18 responses of Table 3 and the 4 responses of
Table 5 (runs 5 to 8), at the 95% confidence interval is
(2.13 6 0.17) 3 10210 cm3 molecule21 s21, correspond-
ing to a reproducibility precision of about 8%. The
second decimal figure is reported just to allow compar-
ison with the very similar rate constant obtained by
Grover et al., (2.14 6 0.18) 3 10210 cm3 molecule21 s21,
by FT-ICR with only one mode of ion selection. Other
values for the rate constant of the reaction examined
here have been previously determined by different
mass spectrometric methods [19–23], and some of them
are in excellent agreement with our results [20–22].
However, it is difficult to draw a significant comparison
as the instruments used in those studies operate in very
different experimental conditions and the experimental
variables which are under examination in this article are
not reported in detail or are meaningless in instrumen-
tal techniques used.
Ionization time was observed to be a borderline
factor for Grover et al., whereas is not influential in our
case, with the experimental conditions used. On the
other hand, reaction time is a borderline factor in the
ion trap mass spectrometry experiments, whereas it is
not influential in the FT-ICR ones. Finally, the temper-
ature effect was not examined in the Grover et al. work
[6].
Although the k values obtained in the two studies are
very similar, the resulting discrepancies seem to indi-
cate that the instrument itself can be an important
factor. Hence, further development of the research
work will be based on this subject, leading to a new
series of experiments that may be carried out with the
two types of instruments.
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