Deep neural networks have shown incredible performance for inference tasks in a variety of domains. Unfortunately, most current deep networks are enormous cloud-based structures that require significant storage space, which limits scaling of deep learning as a service (DLaaS) and use for on-device augmented intelligence. This paper is concerned with finding universal lossless compressed representations of deep feedforward networks with synaptic weights drawn from discrete sets, and directly performing inference without full decompression. The basic insight that allows less rate than naïve approaches is the recognition that the bipartite graph layers of feedforward networks have a kind of permutation invariance to the labeling of nodes, in terms of inferential operation. We provide efficient algorithms to dissipate this irrelevant uncertainty and then use arithmetic coding to nearly achieve the entropy bound in a universal manner. We also provide experimental results of our approach on the MNIST dataset.
I. INTRODUCTION
Deep learning has achieved incredible performance for inference tasks such as speech recognition, image recognition, and natural language processing. Most current deep neural networks, however, are enormous cloud-based structures that are too large and too complex to perform fast, energy-efficient inference on device. Even in providing personalized deep learning as a service (DLaaS), each customer for an application like bank fraud detection may require a different trained network, but scaling to millions of stored networks is not possible even in the cloud. Compression, with the capability of providing inference without full decompression, is important. We develop new universal source coding techniques for feedforward deep networks having synaptic weights drawn from finite sets that essentially achieve the entropy lower bound, which we also compute. Further, we provide an algorithm to use these compressed representations for inference tasks without complete decompression. Structures that can represent information near the entropy bound while also allowing efficient operations on them are called succinct structures [2] - [5] . Thus, we provide a succinct structure for feedforward neural networks, which may fit on-device and may enable scaling of DLaaS in the cloud.
Over the past couple of years, there has been growing interest in compact representations of neural networks [6] - [14] , largely focused on lossy representations, see [15] for a recent survey of developed techniques including pruning, pooling, and factoring. These works largely lack strong information-theoretic foundations and may discretize realvalued weights through simple uniform quantization, perhaps followed by independent entropy coding applied to each. It is worth noting that binary-valued neural networks (having only a network structure [16] rather than trained synaptic weights) can often achieve high-fidelity inference [17] , [18] and that there is a view in neuroscience that biological synapses may be discrete-valued [19] .
Taking advantage of certain invariances in the structure of neural networks (previously unrecognized, e.g. [20] ) in performing lossless entropy coding, however, can lead to rate reductions on top of the lossy representation techniques that has been developed [15] . In particular, the structure of feedforward deep networks in layers past the input layer are unlabeled bipartite graphs where node labeling is irrelevant, much like for nonsequential data [21] - [23] . By dissipating the uncertainty in this invariance, lossless coding can compress more than universal graph compression for labeled graphs [24] , essentially a gain of N log N bits for networks with N nodes.
The remainder of the paper first develops the entropy limits, once the appropriate invariances are recognized. Then it designs an appropriate "sorting" of synaptic weights to put them into a canonical order where irrelevant uncertainty beyond the invariants is removed. Finally arithmetic coding is used to represent the weights [25] , [26] . The coding algorithm essentially achieves the entropy bound. Further, we provide an efficient inference algorithm that uses the compressed form of the feedforward neural network to calculate its output without completely decoding it, taking O(N ) additional dynamic space for a network with N nodes in the layer with maximum number of nodes. We also provide experimental results of our compression and inference algorithms on a feedforward neural network trained to perform a classification task on the MNIST dataset. A preliminary version of this work only dealt with universal compression and not succinctness [1] .
II. FEEDFORWARD NEURAL NETWORK STRUCTURE
Neural networks are composed of nodes connected by directed edges. Feedforward networks have connections in one direction, arranged in layers. An edge from node i to node j propagates an activation value a i from i to j, and each edge has a synaptic weight w ij that determines the sign/strength of the connection. Each node j computes an activation function g(·) applied to the weighted sum of its inputs, which we can note is a permutation-invariant function:
for any permutation π. Nodes in the second layer are indistinguishable.
Consider a K-layer feedforward neural network with each layer having N nodes (for notational convenience), such that nodes in the first layer are labeled and all nodes in each of the remaining (K − 1) layers are indistinguishable from each other (when edges are ignored). Suppose there are m possible colorings of edges (corresponding to synaptic weights), and that connections from each node in a layer to any given node in the next layer takes color i with probability p i , i = 0, . . . , m, where p 0 is the probability of no edge. The goal is to universally find an efficient representation of this neural network structure, first considering two substructures that comprise it and later considering it as a whole. Later, we will consider the problem of inference without the need to decode.
Let us consider two substructures: partially-labeled bipartite graphs and unlabeled bipartite graphs, see Fig. 1 . A partially-labeled bipartite graph consists of two sets of vertices, U and V . The set U contains N labeled vertices, whereas the set V contains N unlabeled vertices. For any pair of vertices with one vertex from each set, there is a connecting edge of color i with probability p i , i = 0, . . . , m, with p 0 as the probability the two nodes are disconnected. Multiple edges between nodes are not allowed. Unlabeled bipartite graphs are a variation of partiallylabeled bipartite graphs where both sets U and V consist of unlabeled vertices; for simplicity, in the sequel we assume there is only a single color for all nodes and that any two nodes from two different sets are connected with probability p.
To construct the K-layer neural network from the two substructures, one can think of it as made of a partiallylabeled bipartite graph for the first and last layers and a cascade of K − 2 layers of unlabeled bipartite graphs for the remaining layers. An alternate construction, however, may be more insightful: the first two layers are still a partially-labeled bipartite graph but then each time the nodes of an unlabeled layer are connected, we treat it as a labeled layer, based on its connection to the previous labeled layer (i.e. we can label the unlabeled nodes based on the nodes of the previous layer it is connected to), and iteratively complete the K-layer neural network.
III. REPRESENTING PARTIALLY-LABELED BIPARTITE GRAPHS
Consider a matrix representing the edges in a partially-labeled bipartite graph, such that each row represents an unlabeled node from V and each column represents a node from U . A non-zero matrix element i indicates there is an edge between the corresponding two nodes of color i, whereas a 0 indicates they are disconnected. Observe that if the order of the rows of this matrix is randomly permuted (preserving the order of the columns), then the corresponding bipartite graph remains the same. That is, to represent the matrix, the order of rows does not matter. Hence the matrix can be viewed as a multiset of vectors, where each vector corresponds to a row of the matrix. Using these facts, we calculate the entropy of a partially-labeled bipartite graph. Our proofs for entropy of random bipartite graphs follow that of [24] for entropy of random graphs. Proof: Consider a random bipartite graph model B(N, p), where graphs are randomly generated on two sets of vertices, U and V , having N labeled vertices each, with edges chosen independently between any two vertices belonging to different sets with probability p. Then, for a graph b ∈ B(N, p) with k edges,
Now, consider a partially-labeled random bipartite graph model B p (N, p) which is formed in the same way as a random bipartite graph, except that the vertices in the set V are unlabeled. Thus, for each b p ∈ B p (N, p), which represents a partially-labeled structure of a bipartite graph, there can exist a number of b for b ∈ B(N, p). We say b is isomorphic to b p if b p can be formed by making all the vertices in set V of b unlabeled, keeping all the edge connections the same. If the set of all bipartite graphs isomorphic to partially-labeled bipartite graphs is represented by I(b p ), then,
The automorphism of a graph, Aut(b) for b ∈ B(N, p), is defined as an adjacency-preserving permutation of the vertices of a graph. Considering only the permutations of vertices in the set V , we have a total of N ! permutations. Given that each partially-labeled graph b p corresponds to |I(b p )| number of bipartite graphs, and each bipartite graph b ∈ B(N, p) corresponds to |Aut(b)| (which is equal to|Aut(b p )|) number of adjacency-preserving permutations of vertices in the graph, from [27] , [28] one can observe that:
By definition, the entropy of a random bipartite graph,
The entropy of a partially-labeled graph is:
Now [29] shows that for all p satisfying the conditions in this theorem, a random graph G(N, p) on N vertices with edges occurring between any two vertices with probability p is symmetric with probability O(N −w ) for some positive constant w. We have stated and proved Lem. 17 in the Appendix to provide a similar result on symmetry of random bipartite graphs which will be used to compute its entropy.
Note that |Aut(b p )| = 1 for asymmetric graphs, hence 
This completes the proof. We can also provide an alternate expression for the entropy of partially-labeled graphs with m possible colors that will be amenable to comparison with the rate of a universal coding scheme. 
pi and the k i s are non-negative integers that sum to N .
Proof: As observed earlier, the adjacency matrix of a partially-labeled bipartite graph is nothing but a multiset of vectors. From [21] , we know that the empirical frequency of all elements of a multiset completely describes it. Each cell of the vector can be filled in (m + 1) ways corresponding to m colors or no connection (color 0), hence there can be in total (m + 1) N possible vectors. The probability of a vector with the ith element having K i appearances is:
Here, π i is the probability of occurrence of each of the possible vectors. In the ith vector, let the number of edges with color j be n j . Then, π i = m j=0 p nj j . Hence, the entropy of the multiset is: for each of the nodes at the current depth do
5:
Form m + 1 child nodes of the current node (say, the current node is encoded with the number α), and encode the child node of color i with the number α i , where α i represents the number of vectors with the dth column having color i and all previous columns from 1 to d having the same colors in the same order as that of the ancestor nodes of the child node starting from the root node. Here, (α 0 , α 1 , . . . , α m ) follows a multinomial distribution M(α 0 , α 1 , . . . , α m ; α, P ).
6:
end for 7: increase the depth by 1. 8: end while
where n (n0,n1,...,nm) represents the number of vectors having n j edges of color j. By linearity of expectation and rearranging terms, we get:
Next we present Alg. 1, a universal algorithm for compressing a partially-labeled bipartite graph, and its performance analysis.
Lemma 3. If Alg. 1 takes L bits to represent the partially-labeled bipartite graph, then
Proof: We know, for any node encoded with α with the encodings of its child nodes
. . , α m ; α, P ). So, using arithmetic coding to encode all the nodes, the expected number of bits required to encode all the nodes is
Here, the summation is over all non-zero nodes of the (m + 1)-ary tree. Hence (1) can be simplified as
When the term E[ log 2 α i !] is summed over all nodes, then all terms except those corresponding to the nodes of depth N + 1 cancel, i.e. E[
pi , since in the adjacency matrix of the graph, each cell can have colors from 0 to m with probability p i , and for each color i, the expected number of cells having color i is N 2 p i . Thus, we find
Since we are using an arithmetic coder, it takes at most 2 extra bits [30, Ch. 13.3].
Theorem 4. The expected compressed length generated by Alg. 1 is within 2 bits of the entropy bound.
Proof: The result follows from Lem. 2 and Lem. 3 by comparing the entropy expression of a partially-labeled random bipartite graph with the expected length in using Alg. 1.
Alg. 1 achieves near-optimal compression of partially-labeled bipartite graphs, but we also wish to use such graphs as two-layered neural networks without fully decompressing. We next present Alg. 2 to directly use compressed graphs for the inference operations of two-layered neural networks. Structures that take space equal to the information-theoretic minimum with only a little bit of redundancy while also supporting various relevant operations on them are called succinct structures [4] . In particular, if L is the information-theoretic minimum number of bits required to store some data, then we call a structure succinct if it represents the data in L+o(L) bits, while allowing relevant operations on the data.
Alg. 2 is a breadth-first search algorithm, which traverses through the compressed tree representation of the two-layered neural network and updates the output of the neural network, say Y , simultaneously. Note that the Y vector obtained from Alg. 2 is a permutation of the originalỸ vector obtained from the original uncompressed network. Observe that, each element ofỸ has a corresponding vector indicating its connection with the input to the neural network, say X, and when all these elements are sorted in a decreasing manner based on these connections, it gives Y . This happens due to the design of Alg. 2 in giving the same Y vector independent of the arrangement inỸ . Based on this invariance in the output of the compressed neural network, we can rearrange the weights of the next layers of the neural network accordingly before compressing them to get a K-layered neural network with the desired output.
Proposition 5. Output Y obtained from Alg. 2 is a permutation ofỸ , the output from the uncompressed neural network representation.
Proof: We need to show that the Y obtained from Alg. 2 is a permutation ofỸ , obtained by direct multiplication of the weight matrix with the input vector without any compression. Say, we have an m×1 vector X to be multiplied with an m × n weight matrix W , to get the outputỸ , an n × 1 vector. Then,Ỹ = W T X, and so the jth element of
2, while traversing a particular depth i, we multiply all Y j s with X i W i,j and hence when we reach depth N , we get the Y vector as required. The change in permutation ofỸ with respect to Y is because while compressing W , we do not encode the permutation of the columns, retaining the row permutation.
Proposition 6. The additional dynamic space requirement of Alg. 2 is O(N ).

Proof:
Algorithm 2 Inference algorithm for compressed network. decode the child node of f corresponding to color i and store it as c.
10:
Encode c back in L 1 .
11:
Enqueue c in Q.
12:
Add x l × w i to each of y j to y (j+c)
13:
Add c to j 14: if j equals 1 and at least one non-zero node has been processed at the current depth then 15:
end if 17: end while 18: end while 19: Update the Y vector using the required activation function.
It can be seen that Alg. 2 uses some space in addition to the compressed data. The symbols decoded from L is encoded into L 1 , hence, the combined space taken by both of them at any point in time remains almost the same as the space taken by L at the beginning of the algorithm. However, the main dynamic space requirement is because of the decoding of individual nodes, and the queue, Q. Clearly, the space required for Q, storing up to two depths of nodes in the tree, is much more than the space required for decoding a single node.
We next show that the expected space complexity corresponding to Q is less than or equal to 2(m + 1)N (1 + 2 log 2 ( m+2 m+1 )) using Elias-Gamma integer codes (with a small modification to be able to encode 0 as well) for each entry in Q. Note that Q has nodes from at most two consecutive depths, and since only the child nodes of non-zero nodes are encoded, and the number of non-zero nodes at any depth is less than N , we can have a maximum of 2(m + 1)N nodes encoded in Q. Let α 0 , ..., α k be the non-zero tree nodes at some depth d of the tree, where k = (m + 1)N . Let S be the total space required to store Q. Using integer codes, we can encode any positive number x in 2 log 2 (x) + 1 bits, and to allow 0, we need 2 log 2 (x + 1) + 1 bits. Thus, the arithmetic-geometric inequality implies Proof: From Prop. 5 and Prop. 6 we know that the additional dynamic space required for Alg. 2 is O(N ), while the entropy of a partially-labeled bipartite graph is O(N 2 ). Thus, from the definition of succinctness, it follows that the structure is succinct.
IV. UNLABELED BIPARTITE GRAPHS
Next we consider an unlabeled bipartite graph for which we construct the adjacency matrix similarly as before, but now the possible entries in each cell will be 1 or 0 corresponding to whether or not there is an edge, respectively. Although the structure is slightly different from the previous case, it also has some interesting properties. The connectivity pattern is independent of the order of the row vectors and column vectors in this bipartite adjacency matrix. We call a rearrangement of the matrix valid if we can change the order of the rows keeping the order of columns constant, or if we can change the order of the columns keeping the order of the rows constant. Observe that, after all possible valid rearrangements, the set of elements in a row vector (corresponding to a particular element) remains the same, and the set of elements in a column vector (corresponding to a particular element) also remains the same. Let us call the set of elements in a row to be a row block and similarly the set of elements in a column to be a column block. Then, every element of the adjacency matrix has a unique pair of row and column blocks for which it is the intersecting point of the pair, which does not change with any valid rearrangement.
We will next show that the entropy of an unlabeled random bipartite graph is N 2 H(p) − 2 log 2 (N !) + o(1), following which, we will provide an algorithm which is optimal up to the second-order term.
Now consider an unlabeled random bipartite graph model B u (N, p) which is formed in the same way as that of a random bipartite graph, except that the vertices in both the sets, U and V , are unlabeled, but the sets themselves U and V remains labeled, i.e. two sets of unlabeled vertices having the same edge connections as that of a random bipartite graph. Thus, for each b u ∈ B u (N, p), which represents an unlabeled structure of a bipartite graph, there can exist a number of b for b ∈ B(N, p). We say b is isomorphic to b u if b u can be formed by making all the vertices of b unlabeled, keeping all the edge connections the same. If the set of all bipartite graphs isomorphic to unlabeled bipartite graphs is represented by I(b u ), then,
The automorphism of a graph, Aut(b) for b ∈ B(N, p), is defined as an adjacency-preserving permutation of the vertices of a graph. Considering the permutations of vertices in the sets V and U themselves, we have a total of (N !) 2 permutations. Given that each unlabeled graph b u corresponds to |I(b u )| number of bipartite graphs, and each bipartite graph b ∈ B(N, p) corresponds to |Aut(b)| (which is equal to|Aut(b p )|), we get the number of adjacency-preserving permutations of vertices in the graph, from [27] , [28] , as:
We also know that the entropy of random bipartite graph, H B , is N 2 H(p). The entropy of an unlabeled graph is:
We will next use a result, Lem. 18 in the Appendix, on symmetry of random bipartite graphs to compute entropy.
Note that |Aut(b u )| = 1 for asymmetric graphs and so:
This completes the proof. The following Alg. 3 is an algorithm to efficiently compress the adjacency matrix of any unlabeled bipartite graph of the previously described type. All encodings are done using arithmetic codes.
Algorithm 3
Compressing an unlabeled bipartite graph.
1: Choose any random cell containing 1 (call it 1-cell) from the adjacency matrix (or any cell containing 0 (0-cell) only if no 1 cell is available) and using valid rearrangements make this cell the top left element of the matrix.
Call it the parent cell. Initially, all cells are unmarked. Divide every non-empty leaf node at the current depth of tree t 1 into two child nodes. The left child denotes the number of 1-cells that are unmarked in the column block containing the parent cell; similarly the right child denotes the remaining 0-cells that are unmarked.
5:
Mark all unmarked cells in the column block containing the parent cell. 6: Remove an element from the leftmost node of the tree t 2 .
7:
Choose any cell from the newly formed leftmost child of the tree t 1 as the parent cell. 8: Divide all the leaf nodes at the current depth of the tree t 2 into two child nodes. The left child denotes the number of unmarked 1-cells in the row block containing the parent cell; similarly the right child denotes the remaining 0-cells that are unmarked. 9: Choose any cell from the newly formed leftmost child of the tree t 2 as the parent cell. 10: Mark all the unmarked cells in the row block containing the parent cell.
11:
Remove an element from the leftmost node of the tree t 1 .
12:
Increase depth of t 1 and t 2 by 1. 13: end while In Alg. 3, all the child nodes of a node with value, say N x , is first stored using ⌈log 2 N x + 1⌉ bits, followed by an arithmetic coder. Note that while encoding numbers in Alg. 3, the binomial distribution has been used for arithmetic coding, with p as the probability of existence of an edge between any two nodes of the bipartite graph and q = 1 − p as the probability that the two nodes are disconnected. Now we bound the compression performance of Alg. 3. The proof for this bound is based on a theorem for compression of graphical structures [24] and before stating our result and its proof, we recall two lemmas from there.
Lemma 9. For all integers n ≥ 0 and d ≥ 0, a n,d ≤ x n , where x n satisfies x 0 = x 1 = 0 and for n ≥ 2,
such that y n satisfies y 0 = 0 and for n ≥ 0,
Theorem 11. If an unlabeled bipartite graph can be represented by Alg. 3 in
, where c is an explicitly computable constant, and Φ(log 2 (N + 1) ) is a fluctuating function with a small amplitude independent of N .
Proof: We need to find the expected value of the sum of all the encoding-lengths in all nodes of both trees. It can be observed that the structure of the trees formed in Alg. 3 is the same as in [24] except that there are two trees in our algorithm and the first tree does not lose an element from the root node on its first division. Nevertheless, the expected value of length of encoding for both trees can be upper-bounded by an expression provided in [24] .
Let us formally prove that both encodings are upper-bounded by this expression. Let N x be the number of elements in some node x of either of the trees (say T , where T can be t 1 or t 2 ). Then the total number of bits required for encoding a tree is x∈Tn and Nx≥1 ⌈log 2 (N x + 1)⌉, where T n is any tree with the root node containing n elements and losing an element before its first division. Similarly, T n,d is a tree with root node containing n nodes with the tree nodes not losing any element before d divisions. Define L 1 = x∈Tn and Nx>1 ⌈log 2 (N x + 1)⌉ and L 2 = x∈Tn and Nx=1 ⌈log 2 (N x + 1)⌉. So, the total expected bit length is
] before using arithmetic coding. These encoded bits are further compressed using arithmetic encoder which results in E L 1 + E L 2 bits in total. Now define a n,d = E 
] are the number of bits required to represent trees t 1 and t 2 , respectively, then the following equations hold.
Similarly, E L t1 and E L t2 are the number of bits required to represent trees t 1 and t 2 after using arithmetic coding, respectively. Using Lem. 9 and Lem. 10, and bounds on x n and y n from [24] it implies that for any d ≥ 0:
Hence, the sum:
where c is an explicitly computable constant and Φ(log (N + 1)) is a fluctuating function with a small amplitude independent of N . This completes the proof. It can be observed that by using Alg. 3 for unlabeled bipartite graphs, we save roughly N log 2 N bits when compared to compressing partially-labeled bipartite graph using Alg. 1.
V. DEEP NEURAL NETWORKS
Now we consider the K-layer neural network model. First we will extend the algorithm for unlabeled bipartite graph to compress K-layered unlabeled graph, and then store the permutation of the first and last layers. This would give us an efficient compression algorithm to compress a K-layered neural network, saving around (K − 2) × N log 2 N bits compared to standard arithmetic coding of weight matrices.
Algorithm 4
Compressing a K-layer unlabeled graph.
1: Form root nodes of K binary trees t 1 , t 2 , ....., t K corresponding to K layers of the neural network, and store N in the root node of all the trees, corresponding to the N neural network nodes in each of the layers. 2: Initialize iteration number, i = 1, and layer number, j = 1. Let Γ(j) represent the set of indices of trees corresponding to layers neighboring to the jth layer of the neural network. 3: while depth of i ≤ N do 4: while depth of j ≤ K do
5:
Selection: Select a node of the neural network from layer j that corresponds to one of the neural network nodes in the leftmost non-zero node of t j and subtract 1 from the leftmost non-zero node of t j .
6:
Division: Divide every non-empty leaf node of the trees t k for k ∈ Γ(j) into two child nodes based on the connections of the neural network nodes corresponding to the leaf nodes with the selected node in the previous step. The left child denotes the number of neural network nodes not connected to the selected node; similarly the right child denotes the neural network nodes connected to the selected node. Increment j by 1. Increment i by 1. 10: end while Theorem 12. Let L be the number of bits required to represent a K-layer neural network model using Alg. 4 .
where c is an explicitly computable constant, and Φ(log (N + 1) ) is a fluctuating function with a small amplitude independent of N .
Proof: The encoding of Alg. 4 is similar to the encoding of Alg. 3. For all trees, the child nodes of any node with non-zero value N x are stored using [log 2 N x + 1] bits. Let the number of bits required to encode the jth layer be L j . These bits are further compressed using an arithmetic coder, which gives us, say,L j bits for the jth layer. Observe that the trees for the 1st and Kth layer are nothing but T N,0 and T N,1 respectively. Hence, based on results from previous sections,
But the binary trees formed for the layers 2 to K − 1 are different. Instead of a subtraction from the leftmost non-zero node at each division after the first d divisions as in a T n,d type of tree, in these type of trees, let us call them T 2 n,d type of trees, subtraction takes place in every alternate division after the first d divisions. We will follow the same procedure for compression of t 2 to t K−1 as for t 1 and t K , i.e. we will encode the child nodes of a node with value N x with [log 2 N x + 1] bits followed by an arithmetic coder. Now define, We will next show that a 2 n,d ≤ x n and b 2 n,d ≥ y n − n 2 for x n and y n as defined in Lem. 9 and Lem. 10, respectively. These are given as two lemmas stated and proved within this proof.
Lemma 13. For all integers
Proof: From Alg. 4, observe that a 2 0,d = a 2 1,d = a 2 2,0 = 0. For n ≥ 2, observe the following recursion relations for a 2 n,d :
We will prove the lemma using induction on both n and d. For the base cases, observe that for n = 0 or 1, a 2 n,d ≤ x n . Further, for n = 2 and d = 0, a 2 2,0 ≤ x 2 . Now, assuming that a 2 i,j ≤ x i for i < n, and for i = n and j < d, we want to show that a 2 n,d ≤ x n . We will consider the following two cases.
Case d = 0: From the recursion relation of x n it follows that x n = ⌈log (n + 1)⌉ +
forms the following recursion relation.
We will use induction on both n and d to prove the claim. For the base cases, clearly for n = 0 or n = 1,
holds. Now, assuming that b 2 i,j ≥ y i − i 2 for i < n, and for i = n and j < d, we want to show that b 2 i,j ≥ y i − i 2 . We will consider the following two cases.
, we know that y n+1 ≥ y n , and so b 2 n,d ≥ y n − n 2 . Returning to the proof, since the trees t i for i ∈ {2, . . . , K − 1}, are all of the same type, we will have the same expected length of coding for each of them. Let the expected encoding length for a tree t i for i ∈ {2, . . . , K − 1} before using arithmetic coding be E [L i ], and that after using arithmetic coding be E L i . Then,
Using upper bounds proved in Lem. 13 and Lem. 14, from [24] , we know that
where c is an explicitly computable constant and Φ(log (N + 1) ) is a fluctuating function with a small amplitude independent of N . Further, since we need to store the permutation of the input and output layers, we need to store another 2⌈N log 2 N ⌉ bits. This completes the proof. Now consider an alternative method to compress a deep neural network, using Alg. 1 iteratively to achieve efficient compression. Proof: If we focus only on the first two layers of the neural network model, then by Lem. 2, it can be compressed in less than
log (k i !)] number of bits. Once the first two layers are encoded, one can label the nodes of the second layer based on the relationship of its connectivity with the nodes of the first layer, and treat the second layer as a labeled layer. Also, the third layer is unlabeled and hence Alg. 1 can be used again to compress the second and third layer using less than
log (k i !) number of bits. This, can be repeated until all layers are encoded. Further, we also need to store the permutation of the outer layer of the neural network, which takes an additional log 2 N ! bits.
Hence, iteratively encoding the K layers gives:
where c is the additional number of bits that an arithmetic coder takes to start and finish encoding. Inference for a K-layered neural network is just an extension to Alg. 2. In particular, the output of Alg. 2 becomes the input for the next layers. However, one important point to consider in compression, so as to ensure the inference algorithm of the K-layered neural network still works, is to appropriately rearrange the weight matrices. Note that Alg. 2 outputs the Y in a specific pattern, i.e. the output Y is sorted based on the connections of output nodes with the input nodes; thus for the algorithm to work, we need to sort the weight matrix corresponding to the next layer accordingly before compressing them. Also, note that the last weight matrix connecting to the output layer of the K-layered neural network need not be compressed since it is desirable to preserve the ordering of the output layer nodes. Proof: Since each layer is computed one at a time in inference and the extra space required during the inference task of a 2-layered neural network is stored only temporarily, the extra dynamic space requirement for a K-layered remains the same as for the 2-layered neural network described in Alg. 2. Hence, the compressed representation for the K-layered neural network is succinct. 
VI. EXPERIMENTS
To validate and assess our neural network compression scheme, we trained a feedforward neural network of dimension 784 × 50 × 50 × 50 × 50 × 10 on the MNIST dataset [31] using gradient descent algorithm to get an accuracy of 98.4% on the test data. The weights of this network were quantized using a uniform quantizer into 33 steps to get a quantized network which gives an accuracy of 97.5% on the training data and an accuracy of 93.48% on the test data. The weight matrices from the second to the last layer were rearranged based on the weight matrices corresponding to the previous layers as needed for Alg. 2 to work. These matrices, except the last matrix connected to the output, were compressed using Alg. 1 to get the compressed network, and arithmetic coding was implemented by modification of an existing implementation. 1 The compressed network performed exactly as the quantized network as it should have since we compress the quantized network in a lossless manner. The inference algorithm took around 3 seconds per test case on a computer with 8 GB of RAM and an i7 processor, however, specialized hardware or hardware accelerators would achieve much faster inference. We observe that the extra memory required for inference is negligible when compared to the size of the compressed network. Detailed results from the experiment and dynamic space requirements are described in Table I , where H(p) is the empirical entropy calculated from the weight matrices. 2 
VII. CONCLUSION
Data and models that are stored in memory and used for computation are often no longer of conventional type such as sequential texts or images, but rather could include structural data such as artificial neural networks, connectomes, phylogenetic trees, or social networks [24] , [32] . Moreover there is growing interest in using neural network models for on-device intelligence and for scaling cloud-based intelligence, but high-performing deep neural networks are too large in size to fit. To ameliorate this storage bottleneck, we have developed lossless compression algorithms for feedforward deep neural networks that make use of their particular structural invariances in inference and can act as a final stage for other lossy techniques [15] . Given that there may be limited prior knowledge on the statistics of synaptic weight and structure, our compression schemes are universal and yet asymptotically achieve novel entropy bounds. Further, we show that the proposed compressed representations are succinct and can be used for inference without complete decompression. These compression algorithms can also be directly used in fully connected layers of other variants of neural networks, such as convolutional neural networks or recurrent neural networks.
In future work, we plan to investigate optimal quantization of real-valued synaptic weights using ideas from functional quantization [33] , but taking into account our novel form of entropy coding. Proof: Define B = ({U, V }, E), a partially-labeled bipartite graph with two sets of vertices U and V and set of edges E. Let π : U ∪ V → U ∪ V be the permutation of vertices in the sets U and V . Further, since the vertices in U are labeled, we take π(u) = u for u ∈ U . Following the definitions of [29] , for a vertex v ∈ V , we define a defect of v with respect to π to be
where Γ(v) is the set of neighbors of v and ∆ denotes the symmetric difference of two sets, i.e., A∆B = (A − B) ∪ (B − A) for two sets A and B. Similarly, one can define a defect of B with respect to π to be
and the defect of a graph B can be defined as
A graph B is symmetric if and only if D(B) = 0 [24] . We will next show that D(B) > 0 with high probability, for which we will define a few terms and prove some preliminary results. Let π be a permutation of vertices in V such that it fixes all but k vertices. Let Z be the set of vertices, {u|π(u) = u} and
Observe that, by definition, D π (u) is a binomially distributed random variable and
Note that X depends only on the edges of the graph adjacent to the vertices in Z, and adding or deleting any such edge (u, v), for u ∈ U and v ∈ V , will only affect D π (v) and D π (π −1 (v)) each at most by 1. Since X is a sum of binomially distributed random variables, each of which is formed from mutually independent binary choices with some probability, it is a random variable formed from mutually independent probabilistic binary decisions, such that say with probability p i it takes one of the two decisions. If the choices made for X can be indexed by i, and let c be a constant such that changing any such choice i would change X by at most c, then set σ 2 = c 2 i p i (1 − p i ). In our case, c = 2, hence, σ 2 = 4N kp(1 − p). For all positive t < As [24] shows, Proof: Define B = ({U, V }, E), an unlabeled bipartite graph with two sets of vertices U and V and set of edges E. Let π : U ∪ V → U ∪ V be the permutation of vertices in the sets U and V with constraints that π(u) ∈ U if u ∈ U and similarly π(u) ∈ V if u ∈ V . Following the definitions of [29] , for a vertex v ∈ U ∪ V , we define a defect of v with respect to π to be A graph B is symmetric if and only if D(B) = 0 [24] . We will next show that D(B) > 0 with high probability, for which we will define a few terms and prove some preliminary results. Let π be a permutation of vertices in U ∪ V such that it fixes all but k vertices. Let Z be the set of vertices, {u|π(u) = u} and
Observe that, by definition, D π (u) is a binomially distributed random variable and E[D π (u)] = 2p(1 − p)N . Thus, E[X] = 2p(1 − p)kN . Note that X depends only on the edges of the graph adjacent to the vertices in Z, and adding or deleting any such edge (u, v), for u ∈ U and v ∈ V , will only affect D π (u), D π (π −1 (u)), D π (v) and D π (π −1 (v)) each at most by 1. Since X is a sum of binomially distributed random variables, each of which is formed from mutually independent binary choices with some probability, it is a random variable formed from mutually independent probabilistic binary decisions, such that say with probability p i it takes one of the two decisions. If the choices made for X can be indexed by i, and let c be a constant such that changing any such choice i would change X by at most c, then set σ 2 = c 2 i p i (1 − p i ). In our case, c = 4, hence, σ 2 = 16N kp(1 − p). For all positive t < As [24] shows, 
