We treat the text summarization problem as maximizing a submodular function under a budget constraint. We show, both theoretically and empirically, a modified greedy algorithm can efficiently solve the budgeted submodular maximization problem near-optimally, and we derive new approximation bounds in doing so. Experiments on DUC'04 task show that our approach is superior to the bestperforming method from the DUC'04 evaluation on ROUGE-1 scores.
Introduction
Automatically generating summaries from large text corpora has long been studied in both information retrieval and natural language processing. There are several types of text summarization tasks. For example, if an input query is given, the generated summary can be query-specific, and otherwise it is generic. Also, the number of documents to be summarized can vary from one to many. The constituent sentences of a summary, moreover, might be formed in a variety of different ways -summarization can be conducted using either extraction or abstraction, the former selects only sentences from the original document set, whereas the latter involves natural language generation. In this paper, we address the problem of generic extractive summaries from clusters of related documents, commonly known as multi-document summarization.
In extractive text summarization, textual units (e.g., sentences) from a document set are extracted to form a summary, where grammaticality is assured at the local level. Finding the optimal summary can be viewed as a combinatorial optimization problem which is NP-hard to solve (McDonald, 2007) . One of the standard methods for this problem is called Maximum Marginal Relevance (MMR) (Dang, 2005) (Carbonell and Goldstein, 1998) , where a greedy algorithm selects the most relevant sentences, and at the same time avoids redundancy by removing sentences that are too similar to already selected ones. One major problem of MMR is that it is non-optimal because the decision is made based on the scores at the current iteration. McDonald (2007) proposed to replace the greedy search of MMR with a globally optimal formulation, where the basic MMR framework can be expressed as a knapsack packing problem, and an integer linear program (ILP) solver can be used to maximize the resulting objective function. ILP Algorithms, however, can sometimes either be expensive for large scale problems or themselves might only be heuristic without associated theoretical approximation guarantees.
In this paper, we study graph-based approaches for multi-document summarization. Indeed, several graph-based methods have been proposed for extractive summarization in the past. Erkan and Radev (2004) introduced a stochastic graph-based method, LexRank, for computing the relative importance of textual units for multi-document summarization. In LexRank the importance of sentences is computed based on the concept of eigenvector centrality in the graph representation of sentences. Mihalcea and Tarau also proposed an eigenvector centrality algorithm on weighted graphs for document summarization . Mihalcea et al. later applied Google's PageRank (Brin and Page, 1998) to natural language processing tasks ranging from automatic keyphrase extraction and word sense disambiguation, to extractive summarization Mihalcea, 2004) . Recent work in (Lin et al., 2009 ) presents a graph-based approach where an undirected weighted graph is built for the document to be summarized, and vertices represent the candidate sentences and edge weights represent the similarity between sentences. The summary extraction procedure is done by maximizing a submodular set function under a cardinality constraint.
Inspired by (Lin et al., 2009 ), we perform summarization by maximizing submodular functions under a budget constraint. A budget constraint is natural in summarization task as the length of the summary is often restricted. The length (byte budget) limitation represents the real world scenario where summaries are displayed using only limited computer screen real estate. In practice, the candidate textual/linguistic units might not have identical costs (e.g., sentence lengths vary). Since a cardinality constraint is a special case (a budget constraint with unity costs), our approach is more general than (Lin et al., 2009) . Moreover, we propose a modified greedy algorithm (Section 4) and both theoretically (Section 4.1) and empirically (Section 5.1) show that the algorithm solves the problem near-optimally, thanks to submodularity. Regarding summarization performance, experiments on DUC'04 task show that our approach is superior to the best-performing method in DUC'04 evaluation on ROUGE-1 scores (Section 5).
Background on Submodularity
Consider a set function f : 2 V → R, which maps subsets S ⊆ V of a finite ground set V to real num- (Lovasz, 1983) if for any S, T ⊆ V , we have
An equivalent definition of submodularity is the property of diminishing returns, well-known in the field of economics. That is, f (·) is submodular if for any R ⊆ S ⊆ V and s ∈ V \ S,
Eqn. 2 states that the "value" of s never increases in the contexts of ever larger sets, exactly the property of diminishing returns. This phenomenon arises naturally in many other contexts as well. For example, the Shannon entropy function is submodular in the set of random variables. Submodularity, moreover, is a discrete analog of convexity (Lovasz, 1983) . As convexity makes continuous functions more amenable to optimization, submodularity plays an essential role in combinatorial optimization.
Many combinatorial optimization problems can be solved optimally or near-optimally in polynomial time only when the underlying function is submodular. It has been shown that any submodular function can be minimized in polynomial time (Schrijver, 2000) (Iwata et al., 2001 ). Maximization of submodular functions, however, is an NP-complete optimization problem but fortunately, some submodular maximization problems can be solved nearoptimally. A famous result is that the maximization of a monotone submodular function under a cardinality constraint can be solved using a greedy algorithm (Nemhauser et al., 1978) within a constant factor (0.63) of being optimal. A constant-factor approximation algorithm has also been obtained for maximizing monotone submodular function with a knapsack constraint (see Section 4.2). Feige et.al. (2007) studied unconstrained maximization of a arbitrary submodular functions (not necessarily monotone). Kawahara et.al. (2009) proposed a cuttingplane method for optimally maximizing a submodular set function under a cardinality constraint, and Lee et.al. (2009) studied non-monotone submodular maximization under matroid and knapsack constraints.
Problem Setup
In this paper, we study the problem of maximizing a submodular function under budget constraint, stated formally below:
where V is the ground set of all linguistic units (e.g., sentences) in the document, S is the extracted summary (a subset of V ), c i is the non-negative cost of selecting unit i and B is our budget, and submodular function f (·) scores the summary quality.
The budgeted constraint arises naturally since often the summary must be length limited as mentioned above. In particular, the budget B could be the maximum number of words allowed in any summary, or alternatively the maximum number of bytes of any summary, where c i would then be either number of words or the number of bytes in sentence i.
To benefit from submodular optimization, the objective function measuring the summary quality must be submodular. In general, there are two ways to apply submodular optimization to any application domain. One way is to force submodularity on an application, leading to an artificial and poorly performing objective function even if it can be optimized well. The alternative is to address applications where submodularity naturally applies. We are fortunate in that, like convexity in the continuous domain, submodularity seems to arise naturally in a variety of discrete domains, and as we will see below, extractive summarization is one of them. As mentioned in Section 1, our approach is graph-based, not only because a graph is a natural representation of the relationships and interactions between textual units, but also because many submodular functions are well defined on a graph and can naturally be used in measuring the summary quality.
Suppose certain pairs (i, j) with i, j ∈ V are similar and the similarity of i and j is measured by a non-negative value w i,j . We can represent the entire document with a weighted graph (V, E), with non-negative weights w i,j associated with each edge e i,j , e ∈ E. One well-known graph-based submodular function that measures the similarity of S to the remainder V \ S is the graph-cut function:
In multi-document summarization, redundancy is a particularly important issue since textual units from different documents might convey the same information. A high quality (small and meaningful) summary should not only be informative about the remainder but also be compact (non-redundant). Typically, this goal is expressed as a combination of maximizing the information coverage and minimizing the redundancy (as used in MMR (Carbonell and Goldstein, 1998) ). Inspired by this, we use the following objective by combining a λ-weighted penalty term with the graph cut function:
Luckily, this function is still submodular as both the graph cut function and the redundancy term are submodular. Neither objective, however, is monotone, something we address in Theorem 3. Although similar to the MMR objective function, our approach is different since 1) ours is graph-based and 2) we formalize the problem as submodular function maximization under the budget constraint where a simple greedy algorithm can solve the problem guaranteed near-optimally.
Algorithms
Algorithm 1 Modified greedy algorithm
Inspired by (Khuller et al., 1999) , we propose Algorithm 1 to solve Eqn. (3). The algorithm sequentially finds unit k with the largest ratio of objective function gain to scaled cost, i.e., (f (G ∪ {ℓ}) − f (G))/c r ℓ , where r > 0 is the scaling factor. If adding k increases the objective function value while not violating the budget constraint, it is then selected and otherwise bypassed. After the sequential selection, set G is compared to the within-budget singleton with the largest objective value, and the larger of the two becomes the final output.
The essential aspect of a greedy algorithm is the design of the greedy heuristic. As discussed in (Khuller et al., 1999) , a heuristic that greedily selects the k that maximizes (f (G ∪ {k}) − f (G))/c k has an unbounded approximation factor. For example, let V = {a, b}, f ({a}) = 1, f ({b}) = p, c a = 1, c b = p + 1, and B = p + 1. The solution obtained by the greedy heuristic is {a} with objective function value 1, while the true optimal objective function value is p. The approximation factor for this example is then p and therefore unbounded.
We address this issue by the following two modifications to the naive greedy algorithms. The first one is the final step (line 8 and 9) in Algorithm 1 where set G and singletons are compared. This step ensures that we could obtain a constant approximation factor for r = 1 (see the proof in the Appendix).
The second modification is that we introduce a scaling factor r to adjust the scale of the cost. Suppose, in the above example, we scale the cost as c a = 1 r , c b = (p+1) r , then selecting a or b depends also on the scale r, and we might get the optimal solution using a appropriate r. Indeed, the objective function values and the costs might be uncalibrated since they might measure different units. E.g., it is hard to say if selecting a sentence of 15 words with an objective function gain of 2 is better than selecting sentence of 10 words with gain of 1. Scaling can potentially alleviate this mismatch (i.e., we can adjust r on development set). Interestingly, our theoretical analysis of the performance guarantee of the algorithm also gives us guidance about how to scale the cost for a particular problem (see Section 4.1).
Analysis of performance guarantee
Although Algorithm 1 is essentially a simple greedy strategy, we show that it solves Eqn. (3) globally and near-optimally, by exploiting the structure of submodularity. As far as we know, this is a new result for submodular optimization, not previously stated or published before. 
where S * is an optimal solution.
Proof. See Appendix.
Note that an α-approximation algorithm for an optimization problem is a polynomial-time algorithm that for all instances of the problem produces a solution whose value is within a factor of α of the value of the an optimal solution. So Theorem 1 basically states that the solution found by Algorithm 1 can be at least as good as (1 − 1/ √ e)f (S * ) ≈ 0.39f (S * ) even in the worst case. A constant approximation bound is good since it is true for all instances of the problem, and we always know how good the algorithm is guaranteed to be without any extra computation. For r ̸ = 1, we resort to instancedependent bound where the approximation can be easily computed per problem instance.
Theorem 2. With normalized monotone submodular f (·), for i = 1, . . . , |G|, let v i be the ith unit added into G and G i is the set after adding
and when r ≥ 1,
Theorem 2 gives bounds for a specific instance of the problem. Eqn. (6) 
In this case, the computation cost for the bound estimation is O(|V | log |V |), which is quite feasible.
Note that both Theorem 1 and 2 are for monotone submodular functions while our practical objective function, i.e. f MMR , is not guaranteed everywhere monotone. However, our theoretical results still holds for f MMR with high probability in practice. Intuitively, in summarization tasks, the summary is usually small compared to the ground set size (|S| ≪ |V |). When |S| is small, f MMR is monotone and our theoretical results still hold. Precisely, assume that all edge weights are bounded: w i,j ∈ [0, 1] (which is the case for cosine similarity between non-negative vectors). Also assume that edges weights are independently identically distributed with mean µ, i.e. E(w i,j ) = µ. Given a budget B, assume the maximum possible size of a solution is K. Let α = 2λ + 1, and β = 2K − 1. Notice that β ≪ |V | for our summarization task. We have the following theorem:
Theorem 3. Algorithm 1 solves the summarization problem near-optimally (i.e. Theorem 1 and Theorem 2 hold) with high probability of at least
Omitted due to space limitation.
Related work
Algorithms for maximizing submodular function under budget constraint (Eqn. (3)) have been studied before. Krause (2005) generalized the work by Khuller et al.(1999) on budgeted maximum cover problem to the submodular framework, and showed a 1 2 (1 − 1/e)-approximation algorithm. The algorithm in (Krause and Guestrin, 2005) and (Khuller et al., 1999) is actually a special case of Algorithm 1 when r = 1, and Theorem 1 gives a better bound (i.e., (1 − 1/ √ e) > 1 2 (1 − 1/e)) in this case. There is also a greedy algorithm with partial enumerations (Sviridenko, 2004; Krause and Guestrin, 2005) factor (1 − 1/e). This algorithm, however, is too computationally expensive and thus not practical for real world applications (the computation cost is O(|V | 5 ) in general). When each unit has identical cost, the budget constraint reduces to cardinality constraint where a greedy algorithm is known to be a (1−1/e)-approximation algorithm (Nemhauser et al., 1978) which is the best that can be achieved in polynomial time (Feige, 1998) if P ̸ = NP. Recent work (Takamura and Okumura, 2009 ) applied the maximum coverage problem to text summarization (without apparently being aware that their objective is submodular) and studied a similar algorithm to ours when r = 1 and for the non-penalized graph-cut function. This problem, however, is a special case of constrained submodular function maximization.
Experiments
We evaluated our approach on the data set of DUC'04 (2004) with the setting of task 2, which is a multi-document summarization task on English news articles. In this task, 50 document clusters are given, each of which consists of 10 documents. For each document cluster, a short multi-document summary is to be generated. The summary should not be longer than 665 bytes including spaces and punctuation, as required in the DUC'04 evaluation. We used DUC'03 as our development set. All documents were segmented into sentences using a script distributed by DUC. ROUGE version 1.5.5 (Lin, 2004) , which is widely used in the study of summarization, was used to evaluate summarization performance in our experiments 1 . We focus on ROUGE-1 (unigram) F-measure scores since it has demonstrated strong correlation with human annotation (Lin, 2004) .
The basic textual/linguistic units we consider in our experiments are sentences. For each document cluster, sentences in all the documents of this cluster forms the ground set V . We built semantic graphs for each document cluster based on cosine similarity, where cosine similarity is computed based on the TF-IDF (term frequency, inverse document frequency) vectors for the words in the sentences. The cosine similarity measures the similarity between sentences, i.e., w i,j .
Here the IDF values were calculated using all the document clusters. The weighted graph was built by connecting vertices (corresponding to sentences) with weight w i,j > 0. Any unconnected vertex was removed from the graph, which is equivalent to preexcluding certain sentences from the summary.
Comparison with exact solution
In this section, we empirically show that Algorithm 1 works near-optimally in practice. To determine how much accuracy is lost due to approximations, we compared our approximation algorithms with an exact solution. The exact solutions were obtained by Integer Linear Programming (ILP). Solving arbitrary ILP is an NP-hard problem. If the size of the problem is not too large, we can sometimes find the exact solution within a manageable time using a branch-and-bound method. In our experiments, MOSEK was used as our ILP solver.
We formalize Eqn. (3) as an ILP by introducing indicator (binary) variables x i,j , y i,j , i ̸ = j and z i for i, j ∈ V . In particular, z i = 1 indicates that unit i is selected, i.e., i ∈ S, x i,j = 1 indicates that i ∈ S but j / ∈ S, and y i,j = 1 indicates both i and j are selected. Adding constraints to ensure a valid solution, we have the following ILP formulation for Eqn. (3) with objective function f MMR (S):
Note that the number of variables in the ILP formulation is O(|V | 2 ). For a document cluster with hundreds of candidate textual units, the scale of the problem easily grows involving tens of thousands of variables, making the problem very expensive to solve. For instance, solving the ILP exactly on a document cluster with 182 sentences (as used in Figure 1 ) took about 17 hours while our Algorithm 1 finished in less than 0.01 seconds.
We tested both approximate and exact algorithms on DUC'03 data where 60 document clusters were used (30 TDT document clusters and 30 TREC document clusters), each of which contains 10 documents on average. The true approximation factor was computed by dividing the objective function value found by Algorithm 1 over the optimal objective function value (found by ILP). The average approximation factors over the 58 document clusters (ILP on 2 of the 60 document clusters failed to finish) are shown in Table 1 , along with other statistics. On average Algorithm 1 finds a solution that is over 90% as good as the optimal solution for many different r values, which backs up our claim that the modified greedy algorithm solves the problem near-optimally, even occasionally optimally ( Figure  1 shows one such example).
The higher objective function value does not always indicate higher ROUGE-1 score. Indeed, rather than directly optimizing ROUGE, we optimize a surrogate submodular function that indicates the quality of a summary. Optimality in the submodular function does not necessary indicate optimality in ROUGE score. Nevertheless, we will show that our approach outperforms several other approaches in terms of ROUGE. We note that ROUGE is itself a surrogate for true human-judged summary quality, it might possibly be that f MMR is a still better surrogate -we do not consider this possibility further in this work, however.
Summarization Results
We used DUC'03 (as above) for our development set to investigate how r and λ relate to the ROUGE-1 score. From Figure 2 , the best performance is achieved with r = 0.3, λ = 4. Using these settings, we applied our approach to the DUC'04 task. The results, along with the results of other approaches, are shown in Table 2 . All the results in Table 2 are presented as ROUGE-1 F-measure scores. 2 We compared our approach to two other well- known graph-based approaches, LexRank and PageRank. LexRank was one of the participating system in DUC'04, with peer code 104. For PageRank, we implemented the recursive graphbased ranking algorithm ourselves. The importance of sentences was estimated in an iterative way as in (Brin and Page, 1998) . Sentences were then selected based on their importance rankings until the budget constraint was violated. The graphs used for PageRank were exactly the graphs in our submodular approaches (i.e., an undirected graph). In both cases, submodular summarization achieves better ROUGE-1 scores. The improvement is statistically significant by the Wilcoxon signed rank test at level p < 0.05. Our approach also outperforms the best system (Conroy et al., 2004) , peer code 65 in the DUC'04 evaluation although not as significant (p < 0.08). The reason might be that DUC'03 is a poor representation of DUC'04 -indeed, by varying r and λ over the ranges 0 ≤ r ≤ 0.2 and 5 ≤ λ ≤ 9 respectively, the DUC'04 ROUGE-1 scores were all > 38.8% with the best DUC'04 score being 39.3%. We analyze the performance guarantee of Algorithm 1. We use the following notation: S * is the optimal solution; G f is the final solution obtained by Algorithm 1; G is the solution obtained by the greedy heuristic (line 1 to 7 in Algorithm 1); v i is the ith unit added to G, i = 1, . . . , |G|; G i is the set obtained by greedy algorithm after adding v i (i.e., G i = ∪ 
Proof. See (Nemhauser et al., 1978) Lemma 2. For i = 1, . . . , |G|, when 0 ≤ r ≤ 1,
Proof. Based on line 4 of Algorithm 1, we have
Thus when 0 ≤ r ≤ 1,
