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SYNTHÈSE DES ACTIVITÉS
DE RECHERCHE
(2002-2008)
1
Chapitre 1
Considérations préliminaires sur le
realage
1.1 Présentation
Le realage est l'une des problématiques majeures du traitement d'images, que
soulève de nombreuses appliations en imagerie médiale. Etant de nature variée, les
problèmes de realage néessitent la mise au point de tehniques très diérentes. Ces
tehniques, qui sont de nos jours très nombreuses, ont fait l'objet de plusieurs états
de l'art ironstaniés [7, 17, 28, 29, 34℄ plus ou moins en rapport ave ertaines
appliations.
Le problème du realage d'images se présente de la manière suivante. Soient Ω
un ensemble onnexe et ouvert de R
2
(dans le as d'images 2D) ou de R
3
(dans le
as d'images 3D). On dénit les images omme des appliations de Ω à valeurs dans
R. Sur une image I quelonque, on peut faire agir des déformations, 'est à dire des
appliations injetives dénies sur Ω à valeurs Rd (d = 2 ou 3). L'ation de l'une de
es déformations φ sur une image I produit une déformation géométrique de l'image
que l'on note Iφ et que l'on dénit par
∀ x ∈ Ω, Iφ(x) := I ◦ φ(x). (1.1)
Ces déformations n'aetent pas les niveaux de gris de l'image I. Elles en hangent
seulement les oordonnées. Toute déformation φ est assoiée de manière univoque à
un hamp de déplaements u := φ−Id, où Id est l'appliation identité. Etant données
deux images, une image soure I0 et une image ible I1, l'objetif du realage est
de trouver une déformation φ qui rende l'image soure déformée I0φ aussi prohe que
possible de l'image ible I1 ; voir l'illustration sur la gure 1.1.
Le problème de realage s'exprime sous la forme d'un problème inverse [3, 4, 5℄.
On peut formuler e problème en adoptant deux points de vue, variationnel ou
bayesien.
1.2. CADRE VARIATIONNEL
(a)
(b) ()
(d) (e)
Fig. 1.1  Realage de deux images. (a) image ible I1, (b) image soure I0, () diérenes entre
images ible et soure (I1 − I0), (d) image soure déformée I0φ, (e) diérenes entre image ible et
image soure déformée (I1 − I0φ).
1.2 Cadre variationnel
Dans un adre variationnel, on onsidère un espae fontionnelW1 (généralement
un espae de Sobolev) qui regroupe un ensemble de déformations régulières. Realer
I0 et I1 onsiste alors à
Problème 1.1. trouver un élément W1 qui réalise le minimum d'une énergie de la
forme
J1(u) =
1
2
RΩ(u) +
γ1
2
SΩ(I
0
φ, I
1), (1.2)
sous ertaines onditions aux bords de Ω. Dans ette expression, le paramètre γ1
appartient à R
+
et la fontion | · |Ω désigne la norme quadratique usuelle de L2(Ω;R).
L'énergie (1.2) est omposée d'un terme de régularité RΩ et d'un terme de simi-
larité SΩ, pondérés par le paramètre γ1. Le terme RΩ garantit que, sous ertaines
onditions, le problème est bien posé et admet une solution injetive. Le terme SΩ,
qui dépend à la fois des images et de la déformation, est d'autant plus faible que
l'image déformée I0φ est prohe de l'image ible I
1
en termes de niveaux de gris. Ce
terme introduit dans le modèle une ontrainte de realage ionique (i.e. basée sur
les niveaux de gris).
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1.3 Similarité
Parmi les termes de similarité lassiques, on ompte la somme des diérenes
quadratiques, qui est dénie par
SΩ(I
0
φ, I
1) = |I0φ − I1|2Ω =
∫
Ω
(
I0φ(x)− I1(x)
)2
dx. (1.3)
En pratique, e ritère a une utilisation limitée ar il présuppose que les niveaux
de gris sont identiques d'une image à l'autre (à un bruit additif près). Il est in-
adapté lorsque les niveaux de gris des images que l'on reale ne sont pas les mêmes.
Cette situation se renontre prinipalement lorsque l'on herhe à realer des images
produites par diérentes modalités d'aquisition, l'exemple le plus ourant étant le
realage d'images médiales de type anatomique (CT-sans, IRM,...) et d'images de
type fontionnel (TEP,...). Dans ette situation, les relations entre les niveaux de
gris des images sont plus omplexes qu'une simple relation d'identité.
Il existe à présent de nombreux ritères qui permettent de traiter es relations
omplexes. Parmi eux, on ompte notamment le oeient de orrélation, qui est
adapté lorsque les relations de niveaux de gris sont anes, le rapport de orrélation
[24℄, qui permet d'appréhender toute relation de type fontionnelle, l'information
mutuelle [12, 27, 32, 33℄, qui est adaptée pour traiter de relations statistiques, ou
enore, l'entropie jointe [12, 27℄ et des termes généraux issus de la théorie de l'infor-
mation [26℄. Pour la plupart, es ritères ont été initialement proposés dans un adre
de realage rigide. Cependant, plusieurs travaux en ont préisé l'utilisation dans un
adre variationnel non-rigide [8, 26℄.
Bien que permettant de traiter un large éventail d'appliations, les diérents ri-
tères évoqués ii ont ertaines limites. De par leur aratère global, ils permettent de
ne gérer que des relations ioniques invariantes sur le domaine des images. D'autre
part, ils traduisent des ontraintes de realage qui sont exlusivement ioniques. Au-
trement dit, ils ne donnent pas la possibilité d'exploiter des soures géométriques de
ontraintes pouvant être apportées par de points, de ontours ou enore de surfaes
aratéristiques dans les images. Dans les hapitres 2 et 3, je présenterai plusieurs
modèles de realage qui permettent de pallier es limitations. Ces modèles ont la
partiularité de ombiner le realage à une segmentation ou une lassiation des
images. La segmentation apporte une information supplémentaire sur les images qui
permet de dénir des ontraintes géométriques, tandis que la lassiation donne la
possibilité de loaliser un ritère de similarité ionique en fontion de la lasse du
pixel.
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1.4. RÉGULARITÉ
1.4 Régularité
Le terme de régularité RΩ a souvent été déni à partir d'énergies de déformation
issues de la méanique des milieux ontinus. A et égard, on peut distinguer deux
points de vue, elui des petites déformations et elui des grandes déformations.
Dans le adre des petites déformations, les énergies utilisées s'érivent générale-
ment
AΩ(u, v) = 〈Lu, v〉Ω =
∫
Ω
Lu(x) · v(x) dx, (1.4)
où L est un opérateur linéaire ompat déni sur l'espae des déformations W1. Le
terme de régularité RΩ s'obtient à partir de AΩ en posant
RΩ(u) =
1
2
AΩ(u, u). (1.5)
Dans mes travaux, je me suis souvent servi de l'énergie de déformation de l'élas-
tiité linéarisée [11℄. Celle-i est aratérisée par un opérateur L qui est dénit sur
l'espae de Sobolev W1 = H2(Ω; Ω) par
Lu = −div{λ trace(e(u))IdM + 2 µ e(u)}, (1.6)
ave le tenseur des déformations linéarisé e(u)
e(u) =
1
2
(∇u+∇uT ) (1.7)
et des onstantes positives λ et µ onnues sous le nom de paramètres de Lamé.
Les termes de régularité que l'on dénit à partir des équations (1.4) et (1.5) ne
sont pas adaptés lorsque le realage des images requiert de grandes déformations.
Dans ette situation, ils ne garantissent pas le aratère injetif des solutions.
Dans [18, 20℄, j'ai onstruit et étudié un modèle adapté aux grandes déformations.
Cette approhe est basée sur l'utilisation d'une énergie de déformation d'un matériau
hyperélastique [11℄. Celle-i s'obtient simplement en remplaçant dans l'équation (1.6)
le tenseur des déformations e(u) par le tenseur non linéarisé de Green-St Venant
E(u) =
1
2
(∇u+∇uT +∇u∇uT ). (1.8)
On onstruit ainsi un opérateur non-linéaire de l'élastiité L˜. On dénit alors le
terme de régularité à partir des équations (1.4) et (1.5), en utilisant l'opérateur L˜
au lieu de L. L'énergie de déformation obtenue est elle d'un matériau hyperélastique
de St-Venant Kirhho [11℄.
Alternativement au modèle hyperélastique, M. Miller et ses ollaborateurs de
l'Université Johns Hopkins [9, 14℄ et A. Trouvé [30, 31℄ ont parallèlement développé
des modèles inspirés de la méanique des uides visqueux. La onstrution de es
modèles repose sur deux prinipes omplémentaires. Le premier prinipe onsiste à
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assouplir les ontraintes de régularité en les faisant s'exerer non plus diretement
sur les déplaements mais sur leurs vitesses. Cei permet de moins pénaliser les
grandes déformations et, par là même, de rendre possible leur obtention en tant que
solution du problème de minimisation. Le seond prinipe se rapporte à l'utilisation
d'une équation de transport qui, tout en permettant de générer les déformations à
partir des vitesses, en garantit le aratère injetif.
1.5 Cadre bayesien
Dans une optique bayesienne, on donne tout d'abord un aratère aléatoire aux
images observées et aux déformations.
Soit (Γ,A,P) un espae probabilisé muni d'une tribu borélienne. On suppose que
l'image ible I1 est observée sur une grille disrète régulière Ωd de Ω de taille m.
On fait l'hypothèse que l'image ible I1 est un hamp de variables aléatoires réelles,
dénies sur (Γ,A,P) et indexées par les points de la grille Ωd. A x xé dans Ωd,
I1(x) est don une variable aléatoire qui représente le niveau de gris de l'image
I1 en x. Pour e qui onerne l'image soure I0, elle reste dénie sur Ω à valeurs
dans R
d
(d = 2, 3). Dans ette setion, on onsidère qu'elle est déterministe et xée.
Cependant, nous verrons par la suite qu'elle peut être interprétée omme un élément
du modèle qu'il s'agit d'estimer.
Par ailleurs, on représente les déformations de manière aléatoire. Pour ela, on
s'appuie généralement sur une représentation disrète des déformations que l'on ob-
tient par déomposition des déplaements dans une base nie d'appliations {Fk}lk=1
dénies sur Ω à valeurs dans Ω :
∀ x ∈ Ω,Φ(x) = x+
l∑
k=1
vkFk(x). (1.9)
On onsidère les oeients de déomposition vk (k = 1, · · · , l) omme des variables
aléatoires réelles dénie sur (Γ,A,P). Ainsi, la déformation Φ devient la réalisation
d'un hamp aléatoire indexé sur Ω et à valeurs dans R2 ou R3 (selon la dimension de
l'image). Dans la suite, on identiera la déformation Φ ave le veteur des oeients
de déomposition v = (v1, · · · , vl) qui la aratérise. On dénit une loi de probabilité
a priori P (Φ) qui dérit le omportement aléatoire des déformations. On onsidère
souvent Φ omme un veteur aléatoire gaussien, dont la densité de distribution
P (Φ) =
1
(2π)
l
2
√|Σ| exp
(
−1
2
(v − ν)tΣ−1(v − ν)
)
(1.10)
est aratérisée par l'espérane ν et la matrie de variane-ovariane Σ.
Diérentes représentations disrètes des déformations ont été proposées. Dans
[4, 10℄, les représentations reposent sur les bases spetrales de diérents opérateurs
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1.5. CADRE BAYESIEN
L. Il s'agit de bases de Fourier qui sont similaires à elle utilisées par ailleurs dans
[15℄. Dans [1℄, la base de déomposition est formée par un ensemble d'appliations
à noyau reproduisant entrées sur des points de ontrle. Toutes es bases sont
formées de fontions qui ne sont pas à support ompat. Dans [21℄, j'ai onstruit
une représentation des déformations à partir d'une disrétisation par diérene nie.
Dans [19, 23℄, j'ai proposé une représentation qui repose sur une déomposition du
domaine Ω en éléments nis (voir le hapitre 5 pour plus de détails). Les bases
que j'ai onsidérées sont toutes omposées de fontions à support ompat, e qui
présente des avantages en termes algorithmiques.
On représente ensuite l'image ible I1 omme une déformation aléatoire bruitée
de l'image soure I0 [1, 4, 15, 21, 23℄. Pour ela, on dénit une loi de probabilité
P (I1|φ) qui exprime les liens entre les niveaux de gris de l'image soure et eux de
l'image ible, onditionnellement aux déformations.
Cette loi, qui onstitue un modèle d'observation, peut être dénie de la manière
suivante. On suppose qu'à x xé dans Ωd et à φ donné,
I1(x) = I0φ(x) + η(x), (1.11)
où η(x) est une variable gaussienne entrée de variane σ2. On suppose en outre
l'indépendane de toutes les variables η(x) et l'indépendane des lois de I1(x) ondi-
tionnellement à Φ et I0. On obtient alors
P
(
I1 = z|Φ = φ) = 1
(
√
2πσ)m
exp
(
− 1
σ2
∑
x∈Ωd
(
I0(φ(x))− z(x))2) . (1.12)
Dans le adre bayesien, on formule habituellement un problème de realage qui
onsiste à
Problème 1.2. trouver Φ qui réalise le maximum de la probabilité a posteriori
P (Φ|I1) (ou MAP).
Or, par une formule de Bayes, la probabilité a posteriori s'érit
P (Φ|I1) = P ((I
1|Φ = φ)P (φ)∫
R
n P (I1|Φ = φ′)P (φ′) dφ′
En posant R˜(φ) = − log(P (Φ = φ)) et S˜(I0φ, I1) = − log(P (I1|Φ = φ′), le problème
du MAP revient don à herher un veteur φ qui minimise une énergie de la forme
J˜(φ) = R˜(φ) + S˜(I0φ, I
1).
Dans la mesure où ette énergie est analogue à elle du problème variationnel, on
peut onsidérer que les problèmes variationnel et bayesien de realage sont formel-
lement équivalents. Cette équivalene formelle est souvent utilisée pour donner une
interprétation stohastique du problème variationnel.
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Notons toutefois que les problèmes variationnels ne sont pas stritement équi-
valents. Les problèmes d'optimisation ne sont pas dénis sur les mêmes variables
et n'ont pas de raison de onduire à des solutions identiques. Ces deux problèmes
donnent également lieu à des tehniques de résolution diérentes. Pour fontionner,
es dernières ne néessitent pas les mêmes onditions. En partiulier, la dérivabilité
de l'énergie est requise dans le adre variationnel mais pas dans le adre bayesien.
1.6 Résolution numérique
Dans le adre variationnel, les tehniques de résolution des problèmes de realage
reposent essentiellement sur des shémas de desente de gradient.
Dans le ontexte des petites déformations, es tehniques prennent la forme d'un
système dynamique
dut
dt
= −∇J1(ut),
où t est un paramètre de temps et ∇J1 est le gradient de l'énergie dénie dans (1.2).
La mise en ÷uvre de es desentes de gradient se fait à partir de diérentes disréti-
sations : par diérenes nis [5, 21℄ ou par déomposition dans des bases spetrales
de l'opérateur L [3℄, dans des bases d'ondelettes [3℄ ou dans des bases d'éléments
éléments nis [22℄. Cette mise en ÷uvre est généralement assoiée à des shémas
de résolution multigrilles qui améliorent les temps de aluls et l'approximation des
solutions [3, 5, 22℄. Dans les travaux variationnels présentés dans e doument, nous
avons utilisé des algorithmes de desente de gradient disrétisés dans des bases d'élé-
ments nis. Dans la ommunauté, es bases sont maintenant bien reonnues pour
leurs bonnes propriétés loales. Notre mise en ÷uvre a été faite sous le logiiel libre
de alul sientique FREEFEM. La librairie ITK, qui est devenue une référene
pour le realage d'images, repose également sur une disrétisation par éléments -
nis.
Dans le ontexte des grandes déformations, les tehniques sont diérentes des
préédentes. Pour la résolution du problème hyperélastique, j'ai onstruit un al-
gorithme de résolution numérique qui repose sur une linéarisation des équations
d'Euler-Lagrange assoiées au problème de minimisation par pénalisation [18, 20℄.
J'ai montré la onvergene de et algorithme, ainsi que l'existene d'une solution aux
équations d'Euler-Lagrange. L'algorithme que j'ai proposé a été réemment repris
par Y. Rouhdy pour être appliqué en imagerie ardiaque [25℄.
Pour e qui est des modèles uides, diérents algorithmes ont été proposés. Dans
[9℄, Christensen et al. ont proposé un premier algorithme sous-optimal qui onsiste
en une desente de gradient par rapport aux déplaements. Dans [6℄, M. Beg et al.
ont amélioré ette première approhe en onstruisant une desente de gradient par
rapport aux vitesses des déplaements.
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1.7. ESTIMATION PARAMÉTRIQUE
Dans le adre bayesien, on ompte diérentes tehniques de résolution parmi les-
quelles des gradients stohastiques ou des méthodes de Monte-Carlo [1, 4, 10℄. Ces
tehniques ont été mises en ÷uvre à partir de représentations des déplaements dans
des bases spetrales ou d'appliations à noyaux reproduisants. Les éléments de es
bases ont l'inonvénient de ne pas être à support limité. Nous avons utilisé des re-
présentation par diérenes nies [21℄ ou éléments nis [19, 23℄ qui ont de meilleures
propriétés loales. Nous avons tiré parti des propriétés markoviennes loales de es
représentations pour onevoir d'autres tehniques de résolution basées sur des re-
uits simulés [19, 21℄ ou des éhantillonneurs de type Gibbs [23℄. Certaines de es
tehniques seront présentées plus amplement dans le hapitre 5.
1.7 Estimation paramétrique
Le adre bayesien est partiulièrement bien adapté pour la dénition de problèmes
d'estimation [1, 2, 16, 23℄. Ce problème apparaît dans le ontexte suivant. On ob-
serve un ensemble d'images I = (I1, · · · , In) portant sur un même sujet (erveau,
aratère manusrits,...). Le problème posé est alors de aratériser la variabilité
au sein de ette population d'images. On part du prinipe que les images sont des
observations bruitées d'un prototype qui est déformé de manière aléatoire. On a-
ratérise géométriquement la variabilité de la population en identiant le prototype
et la loi de probabilité qui régit ses déformations à partir des observations.
Dans les termes de la setion 1.5, le problème peut se formuler de la manière
suivante. On onsidère les images observées Ij omme des hamps de variables aléa-
toires indexées par les points de la grille Ωd. Le prototype I
0
est une image non
observée que l'on dénit omme une fontion de Ω à valeurs dans Rd (d = 2, 3). On
établit des relations entre les images observées et le prototype en supposant qu'il
existe un ensemble de hamps de déformations Φ = (Φ1, · · · ,Φn) et un ensemble de
hamps aléatoires η = (η1, · · · , ηn) tels que, pour tout i ∈ {1, · · · , n},
∀x ∈ Ωd, Ii(x) = I0Φi(x) + ηi(x). (1.13)
Les hamps aléatoires ηi sont des bruits additifs indépendants. Tout omme le pro-
totype, les déformations sont inonnues.
En xant la loi de probabilité du bruit, on peut ensuite dénir la loi de l'éhan-
tillon I onnaissant le prototype I0 et les déformations Φ. Par exemple, si l'on sup-
pose que les bruits ηj sont des hamps de variables i.i.d. de loi gaussienne entrée et
de variane σ, ette loi s'érit
P (I|Φ; σ, I0) = 1
(
√
2πσ)nm
exp
(
− 1
σ2
n∑
i=1
∑
x∈Ωd
(
I0(Φi(x))− Ii(x)
)2)
.
Par ailleurs, on dénit la loi a priori des hamps de déformations (Φ1, · · · ,Φn), en
utilisant la représentation disrète (1.9). Si l'on suppose que les hamps sont i.i.d.
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de loi donnée par l'équation (1.10), on obtient par exemple
P (Φ; ν,Σ) =
1
(2π)
nl
2
√|Σ|n exp
(
−1
2
n∑
i=1
(vi − ν)tΣ−1(vi − ν)
)
,
où les vi sont les veteurs de oeients de déomposition des Φi.
Pour identier le prototype, on le met sous forme paramétrique en le déomposant
dans une base nie d'appliations {Gr}sr=1 dénies sur Ω à valeurs dans R :
∀ x ∈ Ω, I0(x) =
s∑
r=1
ρrGr(x). (1.14)
Le modèle ainsi déni omporte un ertain nombre d'inonnues. Tout d'abord,
il ontient un ensemble de paramètres qui proviennent soit de la dénition des dis-
tributions de loi (σ, ν,Σ) soit de la paramétrisation du prototype (ρ1, · · · , ρs). On
regroupe es paramètres dans un veteur θ. Le modèle a également un ensemble de
variables aléatoires non observées qui sont issues des déompositions des hamps de
déformations. Pour ette raison, le modèle est à données inomplètes.
Dans e adre, le problème onsiste à estimer les paramètres θ à partir de l'éhan-
tillon I. Ce problème statistique est diile en raison d'une part du aratère in-
omplet des observations et d'autre part de l'impossibilité de rendre expliite la
onstante de normalisation de la vraisemblane du modèle. Les tehniques de réso-
lution proposées jusqu'à présent [1, 2, 23℄ sont des versions modiées de l'algorithme
EM (Expetation Maximization) introduit dans [13℄.
Dans le hapitre 5, je présenterai plus en détail la tehnique que j'ai développé
pour la résolution de e problème.
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Chapitre 2
Realage segmentant
2.1 Introdution
2.1.1 Realage et segmentation
Dans des modèles usuels de realage ioniques (voir les setions 1.1 à 1.3 du
hapitre 1), les ontraintes de similarité reposent exlusivement sur les niveaux de
gris des images. Dans de nombreuses appliations, les niveaux de gris ne sont pour-
tant pas les seules aratéristiques de l'image pouvant servir de ontraintes de re-
alage. Très souvent, des éléments géométriques (points, ontours, lignes, surfaes,
...) peuvent failement être repérées dans les images et fournir des informations
importantes pour le realage.
Il existe diérentes manières d'exploiter des informations géométriques au sein
d'un modèle de realage s'appuyant sur des ontraintes ioniques [1, 31, 32, 33℄. Dans
une série de travaux [17, 20, 21, 22, 23, 25℄, je me suis plaé dans le adre où les
images possèdent une région d'intérêt ommune sur laquelle on souhaite onentrer
l'opération de realage ; en imagerie médiale, ette région d'intérêt peut notamment
orrespondre à un organe que l'on observe sur un fond. Dans la démarhe que j'ai
proposée, les informations géométriques sont tirées des ontours qui délimitent ette
région ou du fond qui l'entoure. Elles sont intégrées dans le modèle de realage sous
la forme de diérentes ontraintes qui mettent en jeu les onditions aux bords du
problème de minimisation.
Dans ma thèse [17℄, j'ai onçu un premier modèle où le realage est réalisé en
tenant ompte à la fois de ontraintes ioniques dénies à l'intérieur des régions d'in-
térêt et de ontraintes géométriques dérivées des ontours de es régions. Dans e
modèle, les ontraintes ioniques sont exprimées au travers d'un ritère de similarité
lassique tandis que les ontraintes géométriques sont dénies par le biais de ondi-
tions aux bords de Dirihlet non-homogènes aux frontières de la région d'intérêt.
Dans la formulation du problème, les ontraintes géométriques sont xes pendant
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le realage. Aussi les ontours de la région d'intérêt sont-ils supposés orretement
délimités dans les deux images avant le realage.
Dans le prolongement de ma thèse, en ollaboration ave L. Cohen du CERE-
MADE (CNRS UMR 7534), j'ai proposé un autre modèle dans lequel ette hypothèse
n'est plus indispensable. Dans e modèle, les ontraintes géométriques peuvent évo-
luer au ours du realage en fontion de l'information que ette opération délivre
[20, 21, 22, 25℄. Cette évolution est rendue possible par l'utilisation de onditions
aux bords libres qui modèrent les ontraintes du modèle préédent. Elle est en outre
guidée par des ontraintes géométriques qui, ette fois-i, sont dénies à l'intérieur
de l'énergie au travers d'un troisième terme omplétant les termes de similarité io-
nique et de régularité. Ce modèle permet ainsi de réaliser de manière simultanée le
realage et la segmentation des images.
Les deux modèles de realage de régions d'intérêt (à frontières xes et libres)
seront présentés ave plus de détails dans les setions 2.2 et 2.3.
Ces travaux ont été eetués à une époque où les reherhes sur les modèles
ombinés de realage et segmentation en étaient à leurs balbutiements [20, 25, 31, 33℄.
Ils ont apporté un point de vue original, dont la partiularité est de onentrer une
opération de realage non-rigide sur une région d'intérêt dans les images. Ils ont
largement ontribué aux avanées sur la problématique et ont eu un bon ého dans
la ommunauté des imagistes. Depuis, ertaines extensions ont été proposées. Dans
[1℄, une tehnique variationnelle basée sur les "level-sets" permet de ombiner le
realage et la segmentation d'images ayant plusieurs régions d'intérêt. Dans [32℄, la
tehnique permet de realer des images issues de diérentes modalités d'aquisition
et d'intégrer l'information provenant d'un atlas.
2.1.2 Appliations en imagerie du sein
Motivations
Les modèles de realage évoqués plus haut ont été été appliqués à l'imagerie du
sein. Les motivations assoiées à ette appliation sont les suivantes.
Dans le adre d'un dépistage ou d'un diagnosti du aner du sein, les radio-
logues se servent généralement de la omparaison des mammographies des seins
droit et gauhe ou de la onfrontation des mammographies ourantes ave des mam-
mographies antérieures. En permettant de visualiser des asymétries suspetes, la
omparaison bilatérale est parfois le seul moyen de loaliser des pathologies diiles
à diserner sur une seule mammographie. Quant à la omparaison temporelle, elle
permet non seulement de repérer l'apparition d'une lésion ou d'en suivre l'évolution,
mais aussi de déteter des lésions subtiles passées inaperçues auparavant. Pour don-
ner une idée de es omparaisons, les lihés bilatéraux d'une même patiente à deux
dates diérentes sont présentés sur la gure 2.1.
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sein gauhe en 2005 sein droit en 2005
sein gauhe en 2006 sein droit en 2006
Fig. 2.1  Comparaisons bilatérale et temporelle de mammographies d'une même patiente.
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Fig. 2.2  Délimitation d'éléments géométriques dans une mammographie.
D'un point de vue médial, es deux types de omparaison sont d'autant plus
pertinents que les seins droit et gauhe normaux sont naturellement assez symé-
triques et que le sein normal est relativement stable au ours du temps [14, 29℄.
Toutefois, un ertain nombre de fateurs peuvent faire varier l'aspet des images
et, de e fait, rendre les omparaisons onfuses. Ces fateurs peuvent être d'ordre
histologique (yles mensuels, variations de poids,...), anatomique (asymétries nor-
males des seins) ou enore être liés à l'aquisition des images. Parmi les fateurs
d'aquisition les plus inuents, on ompte la dose de radiation transmise par le sys-
tème d'imagerie, le positionnement et la ompression du sein. An d'augmenter la
sensibilité des omparaisons aux diérenes liées à des pathologies, il est don utile
de mettre au point des tehniques qui permettent de réduire les variations normales
des images dues à es diérents fateurs.
Les diérents fateurs évoqués plus haut produisent des variations d'ordre io-
nique ou géométrique. Certaines variations ioniques provoquées par le hangement
de paramètres d'aquisition peuvent être atténuées par des tehniques de normali-
sation [11℄. Par ontre, les variations d'ordre géométrique ne pourront être orrigées
que par des tehniques de realage. Des états de l'art des tehniques de realage utili-
sées en imagerie mammaire ont été présentés dans [9, 13℄. Parmi les tehniques exis-
tantes, on ompte des tehniques rigides [28, 30℄ et non-rigides [12, 16, 21, 23, 25, 27℄.
Realage du domaine du sein
Très tt, les tehniques de realage des mammographies ont été onçues à partir
d'informations extraites des ontours du sein [28℄. Comme on le voit sur la gure 2.2,
la mammographie (en position médio-latérale) est en eet struturée par une région
du sein aux ontours évidents. Bien qu'importante, l'information issue des ontours
du sein est toutefois insusante pour realer préisément l'ensemble du sein. Pour
ela, il est indispensable de lui ajouter une information ionique.
Les modèles de realage de régions d'intérêt se prêtent bien à es images. Ils
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permettent de onentrer le realage sur le domaine du sein, en exluant le fond et le
musle. En onjuguant pour la première fois les eets bénéques de ontraintes issus
des ontours et des niveaux de gris, es modèles ont permis d'améliorer nettement
la préision des realages obtenus antérieurement.
Evaluations
La majorité des tehniques de realage d'images du sein n'a pas été véritablement
évaluée. Dans [10, 30℄, quelques tehniques de realage ont été omparées. Dans
[12℄, Hipwell et al. ont proposé une validation du realage qui se fonde sur des
mammographies simulées à l'aide d'IRM du sein. Cette validation repose ependant
sur un faible nombre de as. De e fait, il est diile de savoir dans quelle mesure et
ave quelle préision les tehniques de realage proposées permettent la orretion
des variations des images.
En ollaboration ave P. Baki et A. Maidment de l'Université de Pennsylvanie,
j'ai proposé deux validations systématiques des modèles de realage de régions d'in-
térêt. La première repose sur des mammographies simulées à partir d'un modèle
anthropomorphique 3D du sein et d'un modèle physique de la déformation de e
modèle [3, 15, 18, 19, 24℄. Elle vise à évaluer la apaité de la tehnique de realage
à orriger des variations dues à la ompression du sein. La seonde validation s'ap-
puie sur les projetions produites en tomosynthèse du sein [4, 5℄. Elle a pour objetif
d'évaluer la apaité de la tehnique à orriger des variations de positionnement et
de dose de radiation. Ces validations seront présentées plus en détail dans la setion
2.4.
L'eaité des modèles de realage présentés ii a été reonnue par la ommu-
nauté des herheurs travaillant en imagerie du sein. Ces modèles ont été régulière-
ment exposés aux ongrès internationaux de mammographie numérique [21, 23℄ et
gurent parmi les modèles de référene mentionnés dans diérents artiles et états
de l'art sur le sujet [9, 13, 16℄.
Avanées futures
Pour nir, notons que les modèles de realage de mammographies ne tiennent
généralement pas ompte de la nature projetive de es images. On se ontente le
plus souvent de aluler une déformation apparente en 2D qui a pour eet de orriger
les diérenes entre images mais qui a peu de liens ave la déformation réelle du sein
en 3D.
Toutefois, le ontexte de l'imagerie mammaire est atuellement en pleine évolu-
tion ave l'émergene de la tomosynthèse du sein [8℄. Comme toutes les modalités
3D du sein (stéréomammographie, CT ou IRM du sein), la tomosynthèse produit
des séries d'images 2D qui sont haune foalisée sur un plan de oupe anatomique
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du sein. Ainsi, la tomosynthèse permet de limiter les eets de superposition propres
à la mammographie. Parmi les modalités 3D, la tomosynthèse est elle qui présente
les meilleures aratéristiques pour remplaer la mammographie dans les ampagnes
de dépistage. Cette modalité produit des images dont la géométrie est similaire à
elle de la mammographie. De plus, les images de tomosynthèse s'aquièrent ave
un matériel radiologique prohe de elui de la mammographie et ave des doses de
radiation omparables. Par ailleurs, en utilisant des agents de ontraste, la tomo-
synthèse permet d'obtenir de préieuses informations fontionnelles en 3D [7℄. Tout
ela rend ette modalité partiulièrement prometteuse pour les années à venir.
Les problématiques évoquées à propos de la omparaison des mammographies
restent les mêmes ave l'utilisation de la tomosynthèse. Pour les images 3D de to-
mosynthèse, le problème de realage est ependant mieux posé. Par le biais du
realage, on peut espérer trouver des déformations 3D apparentes qui sont prohes
de elles qui ont réellement lieu dans le sein.
Je poursuis atuellement mes reherhes sur le realage d'images mammaires
en ollaboration ave M. Hahama (Université de Khemis Miliana) et A.K. Car-
ton (Département de Radiologie de l'Université de Pennsylvanie). Nous travaillons
sur l'appliation du realage aux images de tomosynthèse ave rehaussement de
ontraste.
2.2 Modèle à frontières xes
On reprend ii les notations introduites dans les setions 1.1 et 1.2 du hapitre 1.
On se plae dans un adre où les images soure et ible, I0 et I1, ont une seule
région d'intérêt, loalisée sur les sous-ensembles ouverts et onnexes Ω0 et Ω1 de Ω,
respetivement dans I0 et I1. On note ∂Ω0 et ∂Ω1 les frontières respetives de Ω0 et
Ω1.
Dans un premier temps, on suppose que les frontières ont été préalablement
extraites et qu'elles sont don onnues avant le realage. On suppose également
que l'on a pu assoier de manière univoque les frontières ∂Ω0 et ∂Ω1. On note φ0
(ou Id + u0) une fontion bijetive et dénie sur Ω1 qui assoie les oordonnées de
∂Ω1 à elles de ∂Ω0. De manière à restreindre le realage aux régions d'intérêt, on
dénit le problème de minimisation non plus surW1 mais sur un espaeW2 omposé
d'appliations régulières bijetives de Ω1 dans Ω0 [17, 23℄. Il s'agit alors de
Problème 2.1. trouver un élément de W2 qui minimise une énergie de la forme
J2(u) =
1
2
RΩ1(u) +
γ1
2
SΩ1(I
0
φ, I
1) (2.1)
ave des onditions aux bords de Dirihlet non-homogènes
∀ x ∈ ∂ Ω1, u(x) = u0(x) = φ0(x)− x. (2.2)
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Pour la dénition de l'énergie J2, nous avons pris pour terme RΩ1 le terme de
régularisation élastique déni par les équations (1.4) à (1.7), et pour terme de simi-
larité, le ritère de somme des diérenes quadratiques déni par l'équation (1.3).
L'énergie J2 est analogue à l'énergie J1 du modèle usuel (1.1), à la seule diérene
que ses termes sont exlusivement dénis sur la région d'intérêt Ω1 de l'image I
1
. En
prenant en ompte l'information disponible sur les ontours des régions d'intérêt, la
ondition aux bords (2.2) permet d'introduire des ontraintes géométriques dans le
problème de minimisation.
2.3 Modèle à frontières libres
Dans un seond temps, on suppose que la région d'intérêt Ω1 de I
1
est onnue,
tandis que elle Ω0 de I
0
ne l'est pas. Il s'agit don de déterminer ette région
d'intérêt inonnue, tout en eetuant le realage des deux images. Pour ela, on
herhe un realage φ qui fait orrespondre à la région d'intérêt inonnue Ω0 la
transportée φ(Ω1) de la région d'intérêt onnue Ω1 par φ. On dénit un espae W3
omposé d'appliation régulières bijetives de Ω1 à valeurs dans R
2
. Le problème
inverse onsiste alors à [20, 22, 25℄
Problème 2.2. trouver un élément u de W3 qui minimise l'énergie
J3(u) =
1
2
RΩ1(u) +
γ1
2
SΩ1(I
0
φ, I
1)− γ2
∫
Ω1
S((I0φ(x))
2) det(∇φ) dx, (2.3)
ave des onditions aux bords libres sur ∂Ω1. Dans ette énergie, det(∇φ) est le
Jaobien de l'appliation φ et les paramètres de pondération γ1 et γ2 sont dans R
+
.
Les deux premiers termes de l'énergie J3 orrespondent aux termes de régularité
et de similarité des modèles (1.1) et (2.1). Cependant, l'énergie a un terme supplé-
mentaire qui dépend des niveaux de gris de l'image I0 et permet de segmenter la
région d'intérêt de ette image. Pour expliquer la dénition de e terme, on peut
tout d'abord vérier que∫
Ω1
S((I0φ(x))
2) det(∇φ) dx =
∫
Ω
S((I0(x))2)dx−
∫
Ω−φ(Ω1)
S((I0(x))2)dx. (2.4)
La partie droite de ette égalité omporte un premier terme qui ne dépend pas de la
déformation φ et ne joue don auun rle dans le problème de minimisation. Quant
au seond terme de ette même partie, il est déni sur la région Ω − φ(Ω1). Pour
assurer que la région transportée φ(Ω1) de Ω1 par φ orresponde à la région d'intérêt
inonnue Ω0, on veut faire en sorte que la région Ω−φ(Ω1) soit exlusivement située
dans le fond de l'image I0. Pour initer à ela, on dénit une fontion S qui aura
des valeurs faibles lorsque les niveaux de gris de I0 sont propres au fond de l'image
et élevés lorsque ela n'est pas le as.
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Par exemple, supposons qu'il existe un seuil η qui permet de diérenier les
niveaux de gris du fond de I0 de eux de la région d'intérêt Ω0. On peut alors dénir
S omme une version régulière de l'appliation qui vaut 0 sur ] −∞,√η[ et 1 sur
[
√
η,+∞[. D'un point de vue plus général, les valeurs de S au point r de R peuvent
s'interpréter omme la probabilité onditionnelle d'un pixel x d'être situé sur le fond
sahant que (I0(x))2 = r. Dans [25℄, nous avons onstruit S à partir d'une estimation
empirique de es probabilités ; la gure 2.3 donne l'allure typique de es estimations.
0
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0.6
0.8
1
0 5 10 15 20 25 30
Grey-level values
Function S
Fig. 2.3  Allure typique des estimations de la fontion S.
2.4 Evaluations
2.4.1 Eet de la ompression
Avant de parler d'évaluation, je présente une illustration des tehniques de re-
alage dérites dans e hapitre. La gure 2.4 montre un exemple d'appliation du
modèle de realage ave frontières libres sur une paire temporelle de mammogra-
phies. Le modèle de realage permet de segmenter préisément le domaine du sein
dans l'image soure à partir de la segmentation préalable de l'image ible. En om-
binant ontraintes ionique et géométrique, il permet à la fois de bien aligner les
ontours des seins et de réduire les diérenes entre les images à l'intérieur du sein.
Pour l'évaluation, nous avons travaillé sur des simulations de mammographies
de seins soumis à diérents degrés de ompression. La tehnique de simulation est
fondée sur un modèle 3D anthropomorphique et déformable du sein ombiné à un
modèle d'aquisition de l'image radiographique [6, 2, 26℄.
Le modèle de sein (sans ompression) se ompose d'une grande région ellipsoïdale
qui délimite le sein. Cette région omprend une plus petite région ellipsoïdale dans
laquelle les tissus sont à prédominane bro-glandulaire (FGT) et en dehors de
laquelle ils sont à prédominane adipeuse. Ces régions, qui sont représentées sur la
gure 2.5(a) sont à grande éhelle. Comme l'indique la gure 2.5(b), es régions
sont omposées de petites strutures telles que la peau, les ligaments de Cooper, les
ompartiments adipeux et des éléments du réseau lataire. La ompression du modèle
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(a) (b) ()
Fig. 2.4  Realage d'une paire temporelle de mammographies par le modèle à frontières libres.
(a) image soure, (b) image soure déformée et segmentée, () image ible.
(a) (b)
Fig. 2.5  Une oupe du modèle de sein. (a) Strutures à grande éhelle : tissus adipeux (AT) et
tissus bro-glandulaires (FGT), (b) strutures à moyenne éhelle : ompartiments adipeux (AC),
ligaments de Cooper (CL) et segments du réseau lataire (DN).
de sein est simulée à l'aide d'un modèle de déformation élastique par éléments nis,
dont les paramètres sont xés en utilisant les valeurs mesurées expérimentalement et
référenées dans la littérature [26℄. L'aquisition de l'image radiologique est simulée à
partir un modèle simplié d'aquisition radiographiques à spetre mono-énergétique,
à faiseaux de rayons X parallèles et sans dispersion des rayons X [6℄. La gure 2.6
montre un exemple synthétique de projetions d'un même sein ave diérents degrés
de ompression, ainsi que le résultat du realage des images.
Nous avons onstruit onze modèles de sein, en faisant varier les tailles moyennes
des ompartiments adipeux dans les régions adipeuses et bro-glandulaires. Pour
haun de es modèles, nous avons obtenu les mammographies simulées ave quatre
diérents degrés de ompression (5, 6, 7 et 8 m). Nous avons appliqué la tehnique
de realage à toutes les paires de mammographies de haque modèle. Nous avons
évalué l'erreur de déplaement sur un ensemble de points identiés sur la frontière
entre région adipeuse et bro-glandulaire, sur les entres des ompartiments adipeux
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(a) (b) ()
Fig. 2.6  Exemples de mammographies simulées à partir d'un même modèle de sein soumis à
diérents degrés de ompression. Les images (a) et () sont les mammographies obtenues ave une
ompression de 8 m et 5 m, respetivement. L'image (b) est le résultat du realage de l'image
(a) sur l'image ().
de la région adipeuse et sur eux de la région bro-glandulaire. Les résultats sont
présentés dans la table 2.1.
Les erreurs sont importantes avant realage, même lorsque les diérenes de om-
pression sont faibles. Pour une diérene de ompression de 1 m, l'erreur moyenne se
situe entre 5.2-5.8 mm sur les ompartiments adipeux de la région bro-glandulaire
et est d'environ 3.1 mm sur eux de la région adipeuse. La phase d'initialisation du
realage, qui ne tient ompte que de ontraintes géométriques, permet de réduire
signiativement ette erreur initiale. Cei montre l'intérêt des ontraintes géomé-
triques dans le modèle de realage. Les erreurs après le realage omplet sont faibles
et varient peu en fontion de la diérene de ompression entre les seins observés.
Sur la frontière des tissus adipeux et bro-glandulaire ette erreur se situe entre
1.57 et 1.76 mm, tandis que elles sur les ompartiments adipeux est entre 1.46 et
1.54 mm. Pour une diérene de ompression positive, l'erreur moyenne sur tous les
points est de 1.57 mm. Elle est de 1.82 mm si l'on onsidère aussi les diérenes
négatives. Cei indique une asymétrie dans la performane de la tehnique de re-
alage : on reale mieux lorsque l'image soure déformée est elle du sein le moins
ompressé.
2.4.2 Eet du positionnement et de la dose de radiation
Dans ette partie, je présente des expérienes sur des images radiologiques de
seins réels ayant été aquises à l'Hpital de l'Université de Pennsylvanie ave un
appareil mammographique (Senographe 2000D, General Eletri, Milwaukee, WI)
réglé à une résolution de 100 µ2/pixel. Pour l'aquisition de es images, l'appareil a
été modié de manière à e que la position du tube d'émission des rayons X puisse
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Points de la frontière entre tissus adipeux et bro-glandulaires
DC -1 m 1 m -2 m 2 m -3 m 3 m
AR 5.23±3.60 5.23±3.60 9.68±6.52 9.68±6.52 14.06±9.49 14.06±9.49
AI 1.89±1.67 1.75±1.54 2.38±2.05 2.16±1.82 3.29±2.73 2.80±2.24
RC 1.77±1.51 1.57±1.34 2.08±1.79 1.62±1.38 2.66±2.23 1.76±1.45
Centres des ompartiments adipeux de la région bro-glandulaire
DC -1 m 1 m -2 m 2 m -3 m 3 m
AR 5.79±3.30 5.79±3.30 11.19±5.27 11.19±5.27 16.62±7.15 16.62±7.15
AI 1.81±1.60 1.64±1.42 2.17±1.73 2.07±1.58 2.84±2.27 2.96±2.05
RC 1.71±1.51 1.48±1.31 1.93±1.56 1.46±1.18 2.32±1.97 1.54±1.29
Centres des ompartiments adipeux de la région adipeuse
DC -1 m 1 m -2 m 2 m -3 m 3 m
AR 3.11±2.70 3.11±2.70 6.15±5.10 6.15±5.10 9.35±7.56 9.35±7.56
AI 0.69±0.84 0.83±0.84 1.24±1.50 1.66±1.40 1.98±2.20 2.78±1.93
RC 0.78±1.03 0.77±1.02 1.46±1.70 1.30±1.55 2.49±2.62 2.01±2.11
Tous les points
DC -1 m 1 m -2 m 2 m -3 m 3 m
AR 4.92 ± 3.50 4.92 ± 3.50 9.29 ± 6.24 9.29 ± 6.24 13.65 ± 9.01 13.65 ± 9.01
AI 1.63 ± 1.59 1.54 ± 1.45 2.11 ± 1.94 2.04 ± 1.71 2.94 ± 2.59 2.83 ± 2.15
RC 1.56 ± 1.48 1.39 ± 1.31 1.93 ± 1.74 1.52 ± 1.38 2.56 ± 2.27 1.77 ± 1.58
RA 2.27±2.12 2.27±2.12 3.89±3.75 3.89±3.75 5.78±5.17 5.78±5.17
DC=diérene de ompression AR=avant realage AI=après initialisation
RC=Realage Complet RA=Realage Ane
Tab. 2.1  Erreurs de déplaement (moyenne et éart-type) exprimées en mm, alulées à dié-
rentes étape du realage non-rigide (avant realage, après initialisation, après realage) et après
appliation d'un realage ane. La diérene de ompression entre les images realées est déni
omme la diérene entre l'épaisseur du sein de l'image soure déformé I0 et elle du sein de l'image
ible I1.
varier dans un plan perpendiulaire au déteteur et être plaé dans 9 positions
diérentes espaées d'un angle de 6.25 degrés ; voir la gure 2.7. Pour haque sein,
on fait l'aquisition d'une mammographie lassique en position médio-latérale et de
9 autres projetions radiographiques orrespondant aux diérentes loalisations du
tube d'émission. Un exemple d'aquisition est montré sur la gure 2.8. La dose totale
de radiation utilisée pour aquérir les 9 projetions est égale à elle employée pour
la mammographie. Autrement dit, la dose de radiation utilisée pour aquérir une
projetion est 9 fois plus faible que elle de la mammographie. L'angle utilisé pour
aquérir la mammographie en position médio-latérale orrespond à peu près à elui
de la projetion entral (K = 5). L'aquisition des projetions est faite le même jour
que elle de la mammographie, mais le sein est moins ompressé pour les projetions
qu'il ne l'est pour la mammographie. Entre l'aquisition de la mammographie et des
projetions, il y a don des variations de l'angle de projetion (position du tube
d'émission), du degré de ompression du sein et de la dose de radiation.
Pour les expérienes, j'ai disposé d'un jeu d'images (mammographies et proje-
tions) de 11 seins provenant de 7 patients diérents. J'ai appliqué la tehnique pour
realer la mammographie et haune des projetions de haque sein. Deux exemples
de realage sont montrés sur la gure 2.9.
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Fig. 2.7  Systèmes d'aquisition radiologique modié pour faire varier l'angle du tube d'émission
des rayons X (prinipe d'aquisition à la base de la tomosynthèse du sein).
Pour un angle de projetion donné K, j'ai alulé la moyenne sur tous les as
des diérenes quadratiques (MDQ) entre la mammographie et la Kième projetion,
avant et après realage. Ces résultats sont montrés sur la gure 2.10. Le minimum
du MDQ est atteint par l'angle de la projetion entrale (K = 5), qui est l'image la
plus prohe géométriquement de la mammographie. Lorsque l'on s'éarte de l'angle
de projetion entral ('est à dire lorsqu'on s'éloigne de la valeur K = 5), le MDQ
a tendane à roître. Cependant, ette augmentation n'est pas signiative. Les
résultats suggèrent que la MDQ après realage a relativement peu de liens ave les
diérenes avant realage, quel que soit l'angle.
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Chapitre 3
Realage bi-lassiant
3.1 Introdution
3.1.1 Points aberrants
En rendant ompte d'une grande variété de relations de dépendane entre les ni-
veaux de gris des images (relations identique, anes, fontionnelles, statistiques,...),
les ritères de similarité évoqués dans la setion 1.3 du hapitre 1 permettent de trai-
ter de nombreuses situations. Toutefois, es ritères sont globaux, au sens où ils sont
dénis de la même manière pour tous les pixels des images. Ils ne permettent don
pas de traiter les situations où la relation de dépendane entre niveaux de gris n'est
pas spatialement homogène.
Il existe plusieurs manières d'appréhender e problème. L'une d'entre elles onsiste
à dérire les variations d'une image à l'autre par deux types de transformations : une
déformation qui rend ompte des variations géométriques loales et une transforma-
tion ionique qui rend ompte des variations loales d'intensité. Dans ette optique,
on onstruit alors des modèles qui permettent de onjuguer un realage géométrique
lassique et une transformation ionique des images [7℄. Ces modèles, que l'on ap-
pelle ommunément modèles de métamorphose, ont ependant un grand degré de
liberté. Par le biais d'une transformation ionique, il est théoriquement possible de
orriger toutes les variations entre les images, y ompris les variations géométriques
qui doivent être orrigées par déformation. La diulté de l'utilisation d'un modèle
de métamorphose est don de faire la part entre e qui relève de la transformation
ionique et e qui est du ressort de la déformation géométrique.
Dans [6℄, j'ai adopté un autre point de vue sur le problème : on onsidère qu'il y
a une relation générale qui régit la dépendane entre les niveaux de gris des images,
mais que elle-i peut ne pas être respetée en ertains points appelés points aber-
rants. Suivant e prinipe, j'ai proposé un modèle de realage robuste dans lequel la
ontrainte ionique ne prend pas en ompte les points onsidérés omme aberrants.
3.1. INTRODUCTION
Contrairement aux modèles de métamorphose, e modèle n'autorise pas la modia-
tion des niveaux de gris de l'image. Il se ontente de realer les images sans herher
à orriger toutes les variations ioniques loales. De e fait, il ne peut pas orriger
des variations géométriques par transformation ionique. Par ailleurs, il omporte
des ontraintes qui permettent de limiter le nombre de points aberrants et de réduire
ainsi le degré de liberté du modèle.
Ce modèle de realage robuste sera présenté dans la setion 3.2. Son appliation
à un exemple synthétique est présentée sur la gure 3.1.
(a) (b) () (d)
Fig. 3.1  Exemple d'appliation du modèle de realage robuste. (a) image I0, (b) image ible
I1. Déformation de l'image I0 sur l'image ible par realages () lassique et (d) robuste. L'image
I0 est omposée de deux disques lairs ayant la même taille mais des niveaux de gris légèrement
diérents. L'image ible I1 a été formée à partir de l'image I0 en déplaçant le disque gauhe vers la
droite et en supprimant le disque droit. Le modèle de realage lassique tend à fusionner les deux
disques de I0 pour n'en former qu'un, tandis que le modèle robuste préserve la séparation entre
les deux disques, en faisant orrespondre un des disques de I0 à elui de I1 et en laissant l'autre
inhangé. Le disque inhangé est formé d'un ensemble de points onsidérés omme aberrants par
le modèle robuste.
3.1.2 Realage et lassiation
En introduisant la notion de points aberrants, le modèle de realage robuste sous-
tend que les images omportent deux lasses de pixels : eux qui sont onformes à
un ritère dérivant une dépendane normale des niveaux de gris (points normaux)
et eux qui ne le sont pas (points aberrants). Dans e modèle, les pixels aberrants
sont dénis par rapport au modèle de dépendane propre à la lasse des pixels
normaux. Il est ependant possible de dénir des modèles de realage qui omportent
plusieurs lasses de pixels, haune étant aratérisée par des relations spéiques
de dépendane entre niveaux de gris.
La thèse de dotorat de M. Hahama [1℄, que j'ai o-enadrée entre 2005 et 2008,
a eu pour thème prinipal l'intégration d'informations de lasses dans les modèles
de realage. En utilisant des lois de mélange, on a tout d'abord onstruit un modèle
de realage où les pixels sont répartis en deux lasses dont les relations de niveaux
de gris sont diérentes. Selon le ontexte, es deux lasses peuvent être xées au
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(a) (b)
Fig. 3.2  Comparaison d'images mammaires ave présene de lésions. Les images (a) et (b) forment
un ouple bilatéral de mammographies. L'image (a) omporte une lésion unilatérale (opaité en
bas du sein).
préalable ou onsidérées omme inonnues [1, 2, 3, 4, 5℄. Dans le as où elles sont
inonnues, la tehnique de résolution permet à la fois de lasser les pixels, d'estimer
les dépendanes de niveau de gris sur haque lasse et de realer les images. A l'instar
des modèles ombinant realage et segmentation, e modèle original permet don de
réaliser de manière simultanée le realage et la lassiation des images.
Ce modèle, que je présenterai dans la setion 3.3, sera appelé modèle de realage
bi-lassiant.
3.1.3 Appliations en imagerie du sein
Les modèles évoqués plus haut ont pour voation de gérer des situations où les
relations entre les niveaux de gris des images varient spatialement. Ce type de si-
tuation se produit ouramment en imagerie médiale lorsque les images omportent
des pathologies. Par exemple, sur la gure 3.2, les mammographies des seins droit et
gauhe omportent une lésion unilatérale. En dehors de l'emplaement de la lésion,
les niveaux de gris des deux images, observées à une éhelle grossière, sont ap-
proximativement identiques. Au niveau de la lésion dans l'image (a), ette relation
d'identité n'est plus valable. Les paires suessives de mammographies fournissent
des exemples analogues lorsque des lésions apparaissent au ours du temps.
La gure 3.3 donne une autre illustration. Cette fois-i, il s'agit d'images aquises
par résonane magnétique avant et après injetion d'un agent de ontraste. L'agent
de ontraste révèle une struture pathologique qui est faiblement visible avant in-
jetion. Contrairement aux exemples préédents, il n'y a pas, ii, de diérene de
strutures entre les deux images. L'agent de ontraste a simplement pour eet de
modier les niveaux de gris de l'image avant injetion de manière diéreniée selon
que le tissu observé est normal ou pathologique.
Dans la mesure où ils prennent en ompte diérentes relations de niveaux de gris
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(a) (b)
Fig. 3.3  Comparaison d'images mammaires ave présene de lésions. Les images (a) et (b) sont
les oupes IRM d'un même sein aquises respetivement avant et après injetion d'un agent de
ontraste. L'image (b) omprend une lésion qui est rehaussée par l'agent de ontraste.
entre les images, les modèles de realage robuste et bi-lassiant sont bien adaptés
pour traiter les situations préédentes. En diéreniant les points normaux de points
anormaux, ils sont à même de orriger les variations normales des images tout en
préservant leurs variations anormales.
Pour les modèles de realage lassiants, nous avons eetué une validation sur
des images du sein [1℄, qui est présentée dans la setion 3.4.2 [1, 2, 3, 4, 5℄.
3.2 Modèle robuste
Je reprends ii les notations introduites dans les setions 1.1 et 1.2 du hapitre 1.
Pour dénir le modèle, on introduit une nouvelle inonnue p qui assoie les points
du domaine Ω à des valeurs de l'ensemble [0, 1] et rend ompte de la probabilité qu'un
point x soit aberrant. On dénit alors un nouveau problème inverse, qui onsiste à
Problème 3.1. trouver un élément φ = Id + u de W1 et une appliation p qui
minimise l'énergie
J4(u, p) =
1
2
RΩ(u) +
1
2τ
∫
Ω
p2(x)dx+
1
2N2g
∫
Ω
(1− p(x))(I0φ(x)− I1(x))2dx (3.1)
Dans ette énergie, Ng est le niveau de gris maximal des images (Ng = 255 pour
des images odées sur un otet) et le paramètre τ est dans ]0, 2]. Comme dans le
problème (1.1), le premier terme joue un rle de régularisation. Nous avons utilisé le
terme de régularisation élastique déni par les équations (1.4) à (1.7). Le troisième
terme se rapporte au ritère usuel des sommes des diérenes quadratiques déni
par l'équation (1.3). Le ritère a ependant été modié de manière à pondérer les
diérenes quadratiques par le degré d'inonsistane (1 − p(x)) de haque pixel x.
Le seond terme restreint la quantité de points aberrants dans l'image. Lorsque τ
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est prohe de 0, ette quantité déroît. A la limite, la solution p vaut toujours 0 et
le problème de minimisation se ramène à elui du modèle (1.1).
Lorsque u = φ − Id est xé, le problème de minimisation (3.1) est onvexe et
admet un minimum global que l'on peut expliiter à partir des équation d'Euler :
pˆ = τ
2N2g
(I0φ − I1)2. (3.2)
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Fig. 3.4  Graphes des appliations hτ du terme de similarité pour diérentes valeurs de τ .
Ainsi, en remplaçant p par pˆ dans l'équation (3.1), on obtient la formulation d'un
problème de minimisation qui est équivalent au préédent et présente l'avantage
d'être exlusivement exprimé par rapport aux déplaements u. Il s'agit de
Problème 3.2. trouver une déformation φ = Id + u de W qui minimise
Jˆ4(u) =
1
2
AΩ(u, u) +
1
2
∫
Ω
hτ
(
(I0φ(x)− I1(x))2
N2g
)
dx, (3.3)
où hτ est l'appliation de [0, 1] dans [0, 1] dénie par
∀ v ∈ [0, 1], hτ (v) = v − τ4v2. (3.4)
Ce nouveau problème de minimisation est du même type que le problème (1.1).
Cependant, le terme de similarité de l'énergie est diérent des termes lassiques. Ce
terme est déni à partir d'une fontion hτ , dont le graphe est présenté sur la gure
3.4 pour diérentes valeurs de τ . Lorsque τ = 0, hτ est l'identité et le ritère de
similarité est alors la somme des diérenes quadratiques. Lorsque τ roît, le graphe
de hτ se ourbe dans la diretion de 0, e qui a pour eet d'atténuer de plus en
plus l'importane des fortes diérenes dans le alul de la ontrainte ionique de
realage.
3.3 Modèles bi-lassiants
Pour présenter les modèles de realage bi-lassiants et en failiter l'interpréta-
tion, je me plae dans le adre bayesien introduit dans la setion 1.5 du hapitre 1
et j'en reprends les notations.
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On suppose que les pixels de la grille Ωd sont répartis en deux lasses que l'on
désigne par les étiquettes 0 et 1. On onsidère alors un hamp d'étiquettes aléatoires
E, appelée arte des lasses, indexé par les pixels x de Ωd
E(x) =
{
0 si x est dans la lasse 0,
1 sinon.
En outre, on assoie à E la arte L des probabilités d'appartenane à la lasse 1 de
haque pixel x ∈ Ωd
L(x) = P (E(x) = 1).
On dérit ensuite les relations entre les niveaux de gris des images I0 et I1 en pre-
nant en ompte l'information de lasse. Pour tout x dans Ωd, on dénit la probabilité
loale P (I1|φ; I0, x) omme une loi de mélange
P (I1|φ, L; I0, x) = P0(I1(x); I0φ(x)) (1− L(x)) + P1(I1(x); I0φ(x)) L(x), (3.5)
où, pour k = 0, 1, Pk(I
1(x); I0φ(x)) = P (I
1|x, φ, E(x) = k; I0) désigne la loi de la
variable aléatoire I1(x) onnaissant I0φ(x) et sahant que x appartient à la lasse k.
Le hoix d'un modèle de loi sur une lasse dépend de l'appliation. Dans le ontexte
partiulier de l'imagerie mammaire, plusieurs modèles de lois peuvent permettre
de faire la distintion entre tissus normaux (lasse 0) et lésions (lasse 1) [1℄. Par
exemple, on peut supposer que les diérenes de niveaux de gris entre I0 et I1 suivent
une loi gaussienne sur les deux lasses. On a alors
Pk(I
1(x); I0φ(x)) =
1√
2πσk
exp
(
− 1
2σk
(I0φ(x)− I1(x)− µk)2
)
, (3.6)
où, pour k = 0, 1, µk et σ
2
k sont les moyennes des lois gaussiennes sur haque lasse.
Ayant déni la loi P (I1|φ, L; I0, x) pour tout x de Ωd, on fait une hypothèse
lassique d'indépendane onditionnelle des lois jointes sur les pixels x de Ωd. On
obtient alors la probabilité totale
P
(
I1|φ, L; I0) = Πx∈Ωd {P0(I1(x); I0φ(x)) (1− L(x)) + P1(I1(x); I0φ(x)) L(x)} ,
(3.7)
qui aratérise les relations de niveaux de gris des images I0 et I1 sur l'ensemble des
points de la grille Ωd.
Le modèle de mélange préédent permet de onevoir des relations entre les ni-
veaux de gris des images qui dépendent de lasses. Il est également possible d'intro-
duire des ontraintes spatiales sur les lasses des pixels x de Ωd par le biais de la
loi a priori P ({L(x), x ∈ Ωd}) sur la arte des lasses. Par exemple, on peut dénir
ette loi à partir d'un modèle de Bernouilli [1℄
P (L) =
1
Z
exp
α1 ∑
{(x,y)∈Ω2
d
;x∼y}
L(x)L(y)− α2
∑
x∈Ωd
L(x)
 , (3.8)
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où les paramètres α1 et α2 sont dans R
+
et x ∼ y désigne deux pixels x et y voisins
selon une relation au 4 ou 8 plus prohes voisins.
Par ailleurs, il est théoriquement possible de faire dépendre le hamp des défor-
mations des lasses en dénissant orretement la probabilité P (Φ|L). Cependant,
jusqu'à maintenant, on n'a traité que le as où Φ et L sont indépendants et don
P (Φ|L) = P (Φ).
Dans e adre, on herhe à maximiser la probabilité a posteriori P ((Φ, L)|I1; I0)
onnaissant les observations I0 et I1. En utilisant des formules de Bayes, on obtient
P (Φ, L|I1; I0) ∝ P (I1|L,Φ; I0)P (φ|L)P (L).
Pour la résolution de e problème, M. Hahama s'est ramené formellement à un
adre variationnel en onsidérant le problème de minimisation de− log(P (Φ, L)|I1; I0)
[1℄. L'énergie à minimiser a la forme
J5(φ, L) = S(I
0, I1, φ, L) +Rφ(φ) +RL(L). (3.9)
Cette énergie omprend un terme de similarité S(I0, I1, φ, L) qui dépend de la arte
de probabilité L, ainsi que deux termes de régularité Rφ(φ) et RL(L) exprimés
respetivement sur les déformations φ et sur la arte de probabilités L.
Pour la minimisation, nous avons eetué des desentes de gradient sur (φ, L), en
traitant les as où la arte L est xée ou inonnue [1℄. Les algorithmes de résolution
permettent également d'estimer les paramètres intervenant dans la dénition du
ritère de similarité S.
En permettant le alul de la arte de probabilité L, e type d'approhe permet
de réaliser simultanément le realage des images et la lassiation des pixels de
l'image.
3.4 Evaluation
3.4.1 Illustration
La gure 3.5 donne une illustration du realage de mammographies en présene
d'une lésion. La lésion en question se situe en haut du sein dans l'image ible.
Deux modèles de realage sont omparés : un modèle lassique ave une somme de
diérenes quadratiques omme ritère de similarité et le modèle bi-lassiant. Ces
deux modèles de realage orrigent de manière à peu près équivalente les diérenes
normales entre les deux images. Cependant, le modèle lassique a pour défaut de
réduire les diérenes produites par la lésion, en déplaçant les tissus les plus lairs
de l'image soure pour les positionner à l'endroit de la lésion dans l'image ible.
Par ontre, faisant la distintion entre la lésion et le reste des tissus, le modèle bi-
lassiant orrige peu les diérenes entre les images dues à la lésion. De e fait,
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(a)
(b) (e)
() (f)
(d) (g)
Fig. 3.5  Appliation du modèle de realage bi-lassiant à un ouple bilatéral de mammographies
omportant une lésion. (a) image ible, (b) image soure, image soure déformée par realages ()
lassique et (d) bi-lassiant. Diérenes entre l'image ible et l'image soure (e) non déformée et
déformée par realages (f) lassique et (g) bi-lassiant.
la lésion est davantage rehaussée dans les diérenes obtenues après realage bi-
lassiant qu'elle ne l'est dans elles produites après realage lassique.
3.4.2 Eet de la présene de lésions
Je présente ii une validation qui a pour objetif de mettre évidene les propriétés
du modèle bi-lassiant lorsque les mammographies omportent des lésions [1℄.
Fig. 3.6  Exemple de as simulé. (a) image soure, (b) image ible (déformation aléatoire de
l'image soure ave ajout d'une lésion), () diérenes.
Pour ette validation, nous avons simulé des déformations apparentes 2D que
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nous avons appliquées à des images réelles, obtenant ainsi des ouples synthétiques
de mammographies ave vérité de terrain (voir l'exemple sur la gure 3.6) : une
imagette de taille 255× 255 extraite d'une mammographie est hoisie omme image
soure I0. L'image soure est alors déformée de manière aléatoire pour former une
image ible I1, en éhantillonnant selon une loi a priori P (Φ). Une lésion irulaire
est ensuite ajoutée à l'image ible, en faisant varier son entre c, son rayon r et son
ontraste µ1. Un bruit blan gaussien est ajouté à l'image ible. Ce bruit est entré
et de variane σ21 sur la lésion et de moyenne µ0 et de variane σ
2
0 en dehors de la
lésion. D'après la setion 3.3, les lois de probabilité dérivant la dépendane loale
entre les niveaux de gris de I1 et eux de I0 sur les lasses 0 (tissus normaux) et
1 (lésions) sont don de la forme dérite par l'équation (3.6). De plus, la arte des
lasses L vaut 1 au point x si | x− c| < r et 0 sinon.
Ave es simulations, nous avons onstruit une base de données omprenant 432
as ave lésion et 144 as sans lésion, ave des valeurs de paramètres variables (taille
de la lésion r ∈ {0, 5, 10, 15}, ontraste de la lésion µ1 ∈ {10, 15, 20}, moyenne
des normes des déplaements Moyd ∈ {2, 4, 6}) et des paramètres xes (µ0 = 0,
σ0 = 3.0 et σ1 = 3.0). A haque ouple d'images, nous avons appliqué un modèle de
realage lassique ave ritère de sommes de diérenes quadratiques et un modèle
bi-lassiant omprenant un terme de régularité de Bernouilli (α1 = 7 et α2 = −0.7)
et un terme de similarité déni par un mélange de lois gaussiennes ave µ1 et σ1
(paramètres de la lasse lésion) inonnus. Nous avons omparé les deux modèles
en utilisant omme ritère d'erreur la distane moyenne entre déplaements réels et
déplaements estimés. La table 3.1 présente les résultats obtenus.
lassique bi-lassiant
Global Lésion Global Lésion
0.51 ; 0.69 0.91 ; 2.56 0.47 ; 0.61 0.31 ; 1.28
R = 5 0.51 ; 0.66 0.55 ; 1.70 0.45 ; 0.60 0.30 ; 1.04
10 0.52 ; 0.69 0.93 ; 2.56 0.45 ; 0.61 0.36 ; 1.37
15 0.53 ; 0.74 0.90 ; 2.69 0.44 ; 0.63 0.41 ; 1.87
µ1 = 10 0.46 ; 0.62 0.74 ; 1.72 0.45 ; 0.62 0.50 ; 1.96
15 0.50 ; 0.67 0.95 ; 2.41 0.45 ; 0.61 0.34 ; 1.10
20 0.50 ; 0.70 1.08 ; 2.92 0.45 ; 0.60 0.42 ; 0.91
Moyd = 2 0.53 ; 0.59 0.92 ; 2.13 0.53 ; 0.57 0.39 ; 0.80
4 0.56 ; 0.62 0.89 ; 2.32 0.57 ; 0.61 0.30 ; 1.04
6 0.64 ; 1.64 0.67 ; 3.58 1.31 ; 2.20 0.45 ; 3.91
Tab. 3.1  Comparaison des résultats de realage par modèle lassique ave ritère des sommes de
diérenes quadratiques et modèle bi-lassiant. Les olonnes donnent les intervalles de dispersion
de niveau 0.6 de l'erreur de realage (distane entre déplaements réels et alulés). En plus de
l'erreur moyenne globale, nous spéions l'erreur moyenne ommise sur la lésion. Chaque ligne
donne les résultats moyens obtenus en xant un paramètre de simulation et en faisant varier les
autres.
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Globalement, les deux modèles ont la même préision. Toutefois, le modèle bi-
lassiant donne de meilleurs résultats sur les lésions. L'éart de performane entre
les deux modèles est d'autant plus important que le rayon et le ontraste de la
lésion augmentent. Les résultats permettent de onlure que le modèle bi-lassiant
apporte une amélioration au realage lorsque les images présentent des lésions.
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Chapitre 4
Realage K-lassiant de séquenes
médiales
4.1 Contexte
L'utilisation de systèmes dynamiques d'imagerie moléulaire in vivo est l'une des
tendanes fortes des avanées médiales ontemporaines. Ces systèmes produisent
des séquenes d'images 2D ou 3D qui permettent de visualiser l'ativité temporelle
d'une ible biohimique ou pharmaologique dans les organes vivants. Parmi es
systèmes, on ompte notamment
 l'imagerie par tomographie numérique sanner ou par résonane magnétique
ave rehaussement de ontraste (DCE-CT sans [6℄ ou DCE-MRI [8℄), qui per-
mettent toutes les deux de suivre la diusion d'un agent de ontraste dans les
tissus des organes (voir l'illustration sur la gure 4.1),
 la tomographie par émission de positons dynamique (DPET) qui mesurent la
diusion d'un agent radioatif dans les organes.
A partir de es séquenes, on herhe généralement à dérire et analyser l'ativité
de la moléule ible sur des régions d'intérêt qui orrespondent à des strutures
spatialement homogènes ou temporellement xes.
Dans e hapitre, je présente une étude menée sur les séquenes DCE-CT sans
ou DCE-IRM en ollaboration ave l'équipe de C.A. Cuénod de l'Hpital européen
Georges Pompidou.
L'examen des séquenes DCE-CT sans ou IRM est basé sur l'appréiation de la
vasularisation des tissus observés. Pour se développer, tous les tissus ont besoin de
nutriments (omme par exemple l'oxygène) qui leur sont apportés par les vaisseaux
sanguins. Le développement d'un tissu anéreux, qui a lui-même e type de besoin,
s'aompagne de la formation de nouveaux vaisseaux. Ce phénomène important, que
l'on appelle angiogénèse, est l'un de eux que l'on herhe à observer par le biais des
séquenes. A la diérene d'examens d'imagerie qui n'apportent qu'une information
4.1. CONTEXTE
(a1) t = 1 (a2) t = 10 (a3) t = 15 (a4) t = 31
(b1) t = 1 (b2) t = 10 (b3) t = 20 (b4) t = 30
Fig. 4.1  Images extraites de séquenes DCE-CT de l'abdomen (images a1 à a4) et du thorax
(images b1 à b4).
morphologique sur les tissus (par exemple, le CT-san ou l'IRM), les séquenes
donnent une information omplémentaire sur la prise de ontraste des tissus, que
l'on nomme rehaussement. La inétique dynamique du rehaussement, 'est-à-dire la
rapidité ave laquelle e rehaussement apparaît et disparaît, est fondamentale pour
diérenier les tissus et, en partiulier pour distinguer une tumeur maligne d'une
tumeur bénigne. L'analyse de ette inétique pouvant être extrêmement rihe, les
séquenes DCE-CT sans et IRM onstitue un outil privilégié pour le diagnosti.
Toutefois, es séquenes sont diiles à analyser pour plusieurs raisons :
 le bruit et autres limitations du signal, qui sont inhérents au système d'aqui-
sition,
 les mouvements volontaires et involontaires du sujet au ours de l'aquisition,
 la omplexité des images et des organes observés.
Ces diultés sont les prinipales motivations pour le développement de tehniques
mathématiques qui puissent failiter l'interprétation et l'exploitation des séquenes.
La nature du bruit dans les séquenes dépend fortement du système d'aquisition
et du sujet observé. Par exemple, en imagerie DPET du petit animal [5℄, la résolution
spatiale est faible et les sujets ont des strutures anatomiques très nes. Ces deux
fateurs provoquent des mélanges de strutures à l'intérieur d'un même pixel, appelés
eets de volume partiel. Dans les séquenes DCE-CT sans des organes humains,
et eet est moins fort du fait de la meilleure résolution des images. Cependant, les
images étant aquises ave de faibles doses de rayons X, leur rapport signal-à-bruit
est médiore. Du fait de la diversité du bruit, les tehniques de débruitage sont
variées et spéiques aux systèmes d'aquisition. Par exemple, pour les séquenes
DPET, on peut dénir un ritère statistique sur le bruit pour déteter des régions
peu aetées par les eets de volume partiel. On s'appuie alors sur es régions pour
débruiter les ourbes temporelles retraçant l'ativité loale de la moléule ible [5℄.
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Pour les séquenes DCE-CT sans, des ourbes temporelles débruitées sont estimées
en utilisant un modèle a priori de rehaussement de ontraste. Ce modèle déoule
d'hypothèses pharmao-inétiques sur la irulation de l'agent de ontraste [4, 9℄ ou
d'hypothèses mathématiques sur la forme des ourbes [7℄.
Le mouvement observé dans les séquenes se orrige au moyen d'un realage des
images. Toutefois, les méthodes lassiques de realage ne peuvent pas être appli-
quées aux séquenes rehaussées : les ourbes temporelles traduisant la inétique du
rehaussement ont un aratère loal dont on ne peut rendre ompte ave des ritères
globaux de similarité tels que la somme des diérenes quadratiques, le rapport ou le
oeient de orrélation, ou enore l'information mutuelle. Pour réaliser le realage,
il est indispensable de disposer d'une information loale sur les ourbes temporelles
de rehaussement. Cei dit, e type d'information peut diilement s'estimer de ma-
nière omplète et able sans une orretion du mouvement. De e fait, la orretion
du mouvement et l'estimation des ourbes de rehaussement sont deux problèmes
interdépendants, qu'il onvient de traiter simultanément.
Dans e hapitre, je déris un algorithme qui permet à la fois de orriger le mouve-
ment dans les séquenes et d'estimer les ourbes temporelles d'ativité de l'agent de
ontraste [1, 2, 3℄. L'arhiteture de elui-i rend possible la ommuniation de deux
modules, l'un de realage des images et l'autre d'estimation des ourbes de rehaus-
sement. Le module d'estimation repose sur une lassiation qui permet d'aélérer
le proédé et de le rendre plus robuste au mouvement dans la séquene.
La méthode d'estimation onstruite dans l'algorithme est spéique aux séquenes
de DCE-CT sans/IRM. Cependant, l'arhiteture de l'algorithme est générique. En
adaptant le module d'estimation, il est don possible d'utiliser l'algorithme pour trai-
ter d'autres types de séquenes. En ollaboration ave R. Maroy du CEA Servie
hospitalier Frédéri Joliot, nous adaptons atuellement l'algorithme pour le traite-
ment de séquenes DTEP du petit animal. Une autre adaptation à l'imagerie ar-
diaque est également prévue en ollaboration ave N. Rougon de l'équipe multimédia
de TELECOM & Management SudParis.
4.2 Formulation du problème
Le adre mathématique est le suivant. On dispose d'une séquene d'images {Ij}nj=1
d'un même objet, qui sont dénies sur Ω et aquises à n temps suessifs {tj}nj=1 d'un
intervalle [0, T ]. A ette séquene, on peut assoier un ensemble de ourbes tempo-
relles de niveaux de gris Cy = {Ij(y)}nj=1 pour y dans Ω. Ces ourbes traduisent les
dynamiques loales d'apparition et de disparition de rehaussements induits par la
présene d'un agent de ontraste. Ces ourbes de rehaussement ne sont don géné-
ralement pas onstantes. En outre, elles varient loalement en fontion du type de
tissu observé. Enn, l'observation de es ourbes est dégradée en raison d'un bruit
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d'aquisition et des mouvements du sujet.
Le sujet pouvant se déplaer au ours de l'aquisition, les images observées sues-
sivement sur un même ensemble de pixels ne renvoient pas néessairement à la même
partie physique du sujet. Il est don indispensable de réexprimer les oordonnées de
toutes les images de manière à e qu'une même oordonnée renvoie à l'observation
d'un même élément physique du sujet, quel que soit le temps onsidéré. Pour hanger
les oordonnées d'une image Ij de la séquene, on la ompose ave une appliation
φ dénie sur un domaine de référene xé Ω0 et à valeurs dans Ω. On obtient ainsi
une image déformée Ij ◦φ que l'on note Ijφ. On appelle séquene déformée, une série
d'images {Ijφj}nj=1 auxquelles on a appliqué un ensemble de déformations {φj}nj=1.
Dans e ontexte, le problème onsiste à aluler une séquene d'images débruitée
et orrigée des mouvements de l'objet. Cette séquene, que l'on nomme modèle
spatio-temporel et que l'on note M , est une appliation dénie sur Ω0 × [0, T ] à
valeurs dans R. A partir d'un tel modèle, il est possible de dénir une ourbe de
rehaussement sans bruit et sans mouvement {M(x, t), t ∈ [0, T ]} en haque point x
de Ω0.
4.3 Algorithme
4.3.1 Realage et estimation
L'algorithme se divise en deux modules qui interagissent entre eux : le premier
module (Module R) est dédié au realage tandis que le seond (module E) porte sur
l'estimation du modèle spatio-temporel.
Dans le module R, on part d'une estimation ourante M̂ du modèle spatio-
temporel. On eetue le realage de e modèle ave les images observées : pour
tout temps tj (j = 1, · · · , n), le modèle M̂(·, tj) pris au temps tj est realé sur
l'image observée Ij au moyen d'une appliation ψ̂j dénie sur Ω à valeurs dans Ω0.
On note φ̂j l'inverse de l'appliation ψ̂
j
. L'appliation ψ̂j est obtenue en minimisant
une énergie de la forme de elle de l'équation (1.2), ave le terme de régularité élas-
tique déni par les équations (1.4) à (1.7). A partir de es appliations, on forme
ensuite une séquene déformée Ij
bφj
, pour j = 1, · · · , n. En outre, pour tout y de
Ω0, on dénit la ourbe de rehaussement empirique C
y
bφ
= {Ij
bφj
(y)}nj=1. L'ensemble
de es ourbes onstituent l'entrée du module E, à partir de laquelle on fait une
nouvelle estimation du modèle spatio-temporel. En alternant les modules R et E,
on obtient ainsi un algorithme itératif qui, après onvergene, apporte une solution
au problème posé. La dernière estimation M̂ est une séquene d'images débruitée et
orrigée du mouvement.
L'estimation dans le module E est le point lef de l'algorithme. Pour le bon
fontionnement de elui-i, il faut faire en sorte que l'estimation du modèle spatio-
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Fig. 4.2  Ajustement d'une ourbe prolée à une ourbe temporelle empirique.
temporel traduise exlusivement les dynamiques ioniques des rehaussements, en
évitant qu'elle reète un quelonque mouvement dans la séquene. Autrement dit,
l'estimation doit être robuste aux mouvements de la séquene. Pour assurer ela,
nous avons proposé plusieurs stratégies que je vais dérire dans la prohaine setion.
4.3.2 Classiation et estimation paramétrique
La prinipale stratégie d'estimation, qui fait toute l'originalité de l'algorithme,
onsiste à utiliser une lassiation des pixels en fontion de leur ourbes de rehaus-
sement empiriques Cy
bφ
(y ∈ Ω0).
On se plae sur une grille disrète Ωd0 de Ω0. On fait l'hypothèse que les points
de Ωd0 peuvent être partitionnés en un nombre ni K de lasses ayant une même
dynamique de rehaussement :
Ωd0 = ∪Kk=1Ωk et ∀ k 6= k′, Ωk ∩ Ωk′ = ∅.
On note Mk = {Mk(t), t ∈ [0, T ]} la ourbe temporelle de rehaussement de la lasse
k. Le nombre de lasses et les ourbes de rehaussement des lasses sont inonnus.
La seonde stratégie onsiste à imposer une forme a priori aux ourbes de re-
haussement des lasses. La forme hoisie est fortement liée à l'appliation. Pour les
séquenes de DET-CT sans ou IRM, on suppose que, pour toute lasse k,
Mk(t) = P (t, pk) =
pk2 + p
k
5t
1 + exp
(−pk4(t− pk3)) + pk1, (4.1)
où pk = {pki }5i=1 est un jeu de inq paramètres aratérisant la ourbe [7℄. L'ajuste-
ment d'une ourbe temporelle empirique à ette forme paramétrée est illustré sur la
gure 4.2.
Pour estimer la ourbe de rehaussement d'une lasse k, on ajuste une ourbe
paramétrée de la forme (4.1) à la moyenne des ourbes temporelles empiriques des
pixels de la lasse selon un ritère des moindres arrés : on alule les moyennes
M
k
j =
1
|Ωk|
∑
y∈Ωk
Ij
cφj
(y) pour tout temps j xé dans {1, · · · , n}. On pose ensuite
M̂k = P (·, pˆi), où
pˆi = argmin
p∈R5
n∑
j=1
|P (tj, p)−Mkj |2.
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Non dividable classes
Level 1
Level 2
Level 3
Fig. 4.3  Classiation hiérarhique desendante.
Pour estimer le nombre de lasses et les ourbes de rehaussement de haque lasse,
nous avons mis en ÷uvre une tehnique de lassiation hiérarhique desendante.
Comme ela est illustré sur la gure 4.3, ette tehnique produit un arbre dont les
n÷uds représentent des ensembles de pixels. D'un niveau à l'autre de l'arbre, es
ensembles sont imbriqués : un ensemble de niveau h+1 (h > 0) admet un ensemble
parent de niveau h dans lequel il est inlus. L'arbre est onstruit en séparant les
ensembles suessivement aux diérents niveaux de l'arbre. Une partition initiale
des points de Ωd0 est tout d'abord assoiée au plus haut niveau de l'arbre (niveau 1)
selon un proédé qui est expliqué plus loin. Etant donnés les ensembles de niveau h,
on forme les ensembles de niveau h + 1 de la manière suivante. Tous les ensembles
de niveau h sont divisés en deux sous-ensembles, au moyen d'une version modiée
de l'algorithme K-means, que l'on préisera ultérieurement. On alule ensuite une
ourbe de rehaussement représentative de haque sous-ensemble en utilisant le ritère
des moindres arrés évoqué préédemment. Puis, on alule des distanes entre les
ourbes de rehaussement prises deux par deux. Si l'une des ourbes assoiée à deux
sous-ensembles E1 et E2 issus d'un même ensemble E de niveau h est susamment
distante des ourbes des autres sous-ensembles, alors l'ensemble E est sindée en
deux et les sous-ensembles E1 et E2 deviennent des ensembles de niveau h + 1.
Sinon, l'ensemble E n'est pas divisé et demeure au niveau h + 1. On onsidère
qu'une ourbe m1 est susamment distante d'une autre ourbe m2 lorsque
min
j=1,··· ,n
|m1(tj)−m2(tj)| > η,
où η est un seuil xé en fontion de la variane du bruit dans les images. On arrête
la onstrution de l'arbre lorsqu'auun ensemble n'a été divisé à un niveau donné.
Les ensembles représentés sur le dernier niveau de l'arbre forment une partition de
Ωd0, que l'on retient omme résultat nal de la lassiation hiérarhique.
On dérit à présent l'algorithme de type K-means servant à la onstrution de
l'arbre. On part d'un ensemble ni E de pixels y de Ωd0, auxquels sont assoiées les
ourbes de rehaussement {Cy
bφ
}y∈E . On estime une première partition des pixels de
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E en deux lasses Eˆ1 et Eˆ2. Ensuite, on alterne suessivement deux étapes jusqu'à
onvergene de l'algorithme :
Etape 1. A partir d'une partition ourante de E en deux ensembles Eˆ1 et Eˆ2, on
estime les ourbes de rehaussement mˆ1 et mˆ2 des ensembles 1 et 2.
Etape 2. A partir d'une estimation ourante des ourbes mˆ1 et mˆ2 des ensembles
1 et 2, on met à jour les ensembles Eˆ1 et Eˆ2 formant la partition de E. Pour
ela, on met haque point y de E dans l'ensemble i pour lequel la somme∑n
j=1 | mˆi(tj)− C
y
j |2 est la plus petite.
Pour l'initialisation de la lassiation hiérarhique, on utilise une tehnique qui
exploite des propriétés spéiques aux DCE-CT sans. En unité d'Hounseld, l'air
a une intensité faible dont la valeur est en dessous de −1000, tandis que elle de
l'os ompat est au-dessus de 4000. En utilisant es seuils bas et haut, on peut don
séparer les pixels situés sur l'air, eux sur les os ompats et les autres pixels.
A la n de la onstrution de l'arbre, on a une étape d'étayage qui vise à supprimer
d'éventuelles lasses aberrantes. Une lasse est onsidérée omme aberrante lorsque
les variations moyennes du prol sont négatives, i.e.
n∑
j=1
(
M̂k(tj)− M̂k(t0)
)
< 0.
Lorsqu'une lasse est supprimée, les pixels qu'elle ontient sont aetés à la lasse
restante la plus prohe, selon un ritère de distane moyenne entre la ourbe de
rehaussement de la lasse et la ourbe de rehaussement du pixel.
A la suite de la lassiation hiérarhique, on obtient une partition des pixels de
la grille Ωd0 en K̂ lasses et, pour haque lasse k de la partition, une estimation
de la ourbe de rehaussement M̂k. A partir de es éléments, on estime le modèle
spatio-temporel en posant pour tout k dans {1, · · · , K̂} et tout pixel y de Ωk,
M̂(y, t) = M̂k(t), ∀ t ∈ [0, T ].
On obtient ensuite un modèle spatio-temporel M̂ sur tout le domaine Ω0 en inter-
polant les points de la grille Ωd0.
4.4 Résultats
Nous avons appliqué l'algorithme de realage K-lassiant à des séquenes de
DCE-CT sans. Cette appliation est illustrée sur les gures 4.4 et 4.5 à partir
d'exemples typiques de séquenes abdominale et thoraique.
Ces séquenes ont été aquises toutes les seondes après injetion d'un agent
de ontraste iodisé, ave une résolution dans le plan axial de 512x512 pixels. Nous
travaillons en 2D sur un même niveau axial. En raison de doses de radiation réduites,
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les images ont un rapport signal à bruit assez faible. De plus, les tissus observés
sont déformés au ours de la séquene à ause des respirations du patient, de ses
pulsations ardiaques, de ses ontrations gastriques involontaires ou enore de ses
éventuels mouvements volontaires.
Sur les gures 4.6 et 4.7, on voit les lassiations et les moyennes des ourbes
temporelles des pixels de haque lasse, avant et après l'appliation de l'algorithme.
Dans la première séquene, on observe notamment des pis aux 35ème et 75ème
seondes, qui orrespondent à la reprise de la respiration du patient après des pé-
riodes d'apnée. Ces pis sont atténués par le realage. Dans la seonde séquene, les
ourbes de rehaussement des diérents tissus sont bien séparées après le realage.
En partiulier, parmi les ourbes ayant les intensités les plus fortes, on distingue
bien elles de l'aorte, de la veine ave supérieure et des os ompats. Nous avons
pu observer que le realage permet d'améliorer la lassiation initiale des tissus
en permettant la suppression ou la orretion de lasses aberrantes de pixels mal
realés. Le modèle spatio-temporel et les lassiations ont été examinées par le ra-
diologue de notre équipe, qui en a ertié l'intérêt et l'exatitude fontionnelle [3℄.
Nous avons eetué une évaluation quantitative du realage K-lassiant sur plu-
Première séquene
Région avant realage après realage
Aorte 0.917 0.911
Estoma 0.865 0.912
Foie 0.964 0.976
Lésion 0.794 0.825
Rate 0.865 0.940
Seonde séquene
Région avant realage après realage
Aorte 0.950 0.952
Trahée 0.859 0.946
Poumons 0.948 0.979
Lésion 0.903 0.910
Tab. 4.1  Evaluation quantitative du realage K-lassiant.
sieurs séquenes manuellement segmentées. La lassiation obtenue après realage
est omparée à la lassiation de la vérité de terrain en utilisant le oeient de
Jaard. Celui-i indique le taux de reouvrement des régions issues de l'algorithme
et de la vérité de terrain, indépendamment de la taille des régions. Les valeurs de
e oeient sont entre 0 et 1, 0 étant le plus mauvais taux de reouvrement et 1
le meilleur. Les résultats sont rapportés sur la table 4.1. Ces résultats montrent une
nette amélioration de la lassiation apportée par le realage, en partiulier pour
les régions dont le oeient de Jaard est initialement faible.
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hapitre
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Fig. 4.4  Une séquene abdominale de DCE-CT sans. Colonne 1 : quelques images de la séquene
originale, olonne 2 : l'estimation du modèle spatio-temporel, olonne 3 : les diérenes entre la
séquene originale et le modèle.
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Fig. 4.5  Une séquene thoraique de DCE-CT sans. Colonne 1 : quelques images de la séquene
originale, olonne 2 : l'estimation du modèle spatio-temporel, olonne 3 : les diérenes entre la
séquene originale et le modèle.
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Fig. 4.6  Séquene abdominale. Sur la 1ère olonne : lassiation de l'image obtenue à l'initialisa-
tion avant le realage (1ère ligne) et après l'appliation de omplète de l'algorithme (seonde ligne).
Sur la seonde olonne : moyennes des ourbes temporelles de pixels de haque lasse orrespondant
aux lassiations de la 1ère olonne.
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Fig. 4.7  Séquene thoraique. Sur la 1ère olonne : lassiation de l'image obtenue à l'initialisa-
tion avant le realage (1ère ligne) et après l'appliation de omplète de l'algorithme (seonde ligne).
Sur la seonde olonne : moyennes des ourbes temporelles de pixels de haque lasse orrespondant
aux lassiations de la 1ère olonne.
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Chapitre 5
Estimation SAEM de déformations
dans les séquenes
5.1 Introdution
Dans e hapitre, je présente une série de reherhes ayant été eetuées en olla-
boration ave A. Samson (MAP5) [10, 11℄. Ces reherhes s'appliquent aux séquenes
d'images donnant une observation au ours du temps d'un objet qui se déforme. Il
s'agit notamment des séquenes de CT-sans de diérentes parties du orps humain
(thorax, abdomen,...) que j'ai présentées dans l'introdution du hapitre 4 (f. les
illustrations de la gure 4.1). Pour l'analyse de es séquenes, il s'avère souvent utile
d'eetuer un ertain nombre de tâhes telles que le débruitage ou la segmentation
des images ou enore la orretion du mouvement. La réalisation de es tâhes est fa-
ilitée par l'apport d'informations sur les déformations apparentes dans la séquene.
Notre étude a pour objetif général l'extration d'informations sur es déforma-
tions. Pour ela, nous avons onçu un modèle statistique qui dérit l'observation et
les déformations dans la séquene. Nous avons ensuite mis en plae une tehnique
d'estimation paramétrique qui permet d'adapter le modèle à haque séquene.
Dans notre approhe de modélisation, haque image d'une séquene est inter-
prétée omme l'observation bruitée d'un modèle d'image (appelé prototype) qui
se déforme de manière aléatoire selon une distribution de loi de probabilité. Cette
approhe par prototype déformable est à rapproher de elle qui prévaut dans les
travaux de [1, 2, 8℄. Ces derniers visent à dérire la variabilité d'une population
d'images (non ordonnées) portant sur un même thème (erveau humain, aratères
manusrits,...). S'inspirant des idées de Grenander sur la théorie des formes [7℄,
la variabilité y est analysée d'un point de vue géométrique en onsidérant que les
images sont issues de déformations d'un prototype et en aratérisant la loi de es
déformations. Dans [1, 2℄, le prototype et les déformations sont tous les deux re-
présentés par une somme pondérée de noyaux fontionnels et les deux veteurs de
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poids de es sommes sont supposés distribués selon une loi gaussienne. Les para-
mètres des distributions du prototype et des déformations (moyennes et matries de
variane-ovariane des lois gaussiennes) sont estimées par des tehniques de maxi-
mum a posteriori [1℄ ou de SAEM [2℄. Les tehniques ont été appliquées à l'analyse
d'images de aratères manusrits. Ces images sont petites, binaires et de faible om-
plexité. Tel que présentées dans [1, 2℄, elles ne peuvent pas failement s'appliquer
aux images omplexes et de grande dimension qui font l'objet de notre étude : le
nombre de paramètres assoiés aux représentations du prototype et des déformations
est trop grand et onduit à des aluls rédhibitoires en pratique.
Une de nos ontributions prinipales est la oneption d'un modèle statistique
qui permet de traiter des séquenes d'images omplexes et de grande dimension. Ce
modèle repose sur des représentations parimonieuses du prototype et des déforma-
tions qui, tout en étant basées sur une déomposition en éléments nis ommune
du domaine du prototype, sont adaptées à la géométrie des images observées. Cette
adaptation permet de réduire onsidérablement le nombre de paramètres et, par
là-même, la omplexité du problème d'estimation.
Par ailleurs, dans le adre de e modèle, nous avons onstruit une tehnique
d'estimation paramétrique de type SAEM qui apporte une solution statistique au
problème posé par le faible nombre d'observations dans les séquenes. Cette teh-
nique est une version stohastique de l'EM qui est fondée sur une approximation
stohastique de la distribution a priori et ombinée à une proédure de simulation
de type Markov Chain Monte Carlo [9℄. Pour la oneption de la proédure de simu-
lation, nous avons tiré parti de propriétés markoviennes qui sont spéiques à nos
représentations du prototype et des déformations, e qui permet d'avoir une bonne
onvergene de la tehnique.
5.2 Cadre statistique
5.2.1 Modèle d'observation
Un objet non-rigide qui subit des déformations sur un intervalle de temps [0, T ]
est observé au travers d'une suite nie d'images. Dans notre appliation, l'objet
observé est une partie du orps humain omprenant plusieurs organes. Pour dérire
les déformations, nous notons D un domaine de référene, sous-ensemble onnexe
de R
3
. Nous notons alors φ l'appliation bijetive de D × [0, T ] dans R3 qui donne
la position φ(z, t) au temps t du point matériel situé dans la position z du domaine
de référene (voir la gure 5.1 pour une illustration). Chaque appliation φ(·, t) est
bijetive et a don une inverse que nous noterons ψ(·, t) ; la valeur ψ(x, t) donne
la position dans le domaine de référene du point matériel qui est loalisé en x au
temps t. Dans notre problème, les déformations physiques de l'objet sont inonnues.
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Fig. 5.1  Les déformations de l'objet.
Nous présentons uniquement une desription bidimensionnelle de la méthode.
Aussi les observations seront-elles limitées à une partie de l'objet située dans un
plan horizontal de R
3
. En première approximation, nous supposerons que pendant
la déformation, ette partie de l'objet reste dans le plan, 'est à dire qu'il n'y a
pas de déplaements dans la diretion vertiale au plan. Par la suite, le domaine
D désignera exlusivement le plan horizontal d'intérêt. Les appliations φ seront en
outre identiées ave leurs restritions sur e plan.
Les images sont aquises à nt temps {t1, . . . , tnt} sur une grille disrète uniforme
xe de R
2
: G = {xn, n = 1, . . . , ng} de dimension ng. Nous notons yin la valeur de
niveau de gris observée dans la position xn au temps ti. En raison du bruit d'aqui-
sition, les images onstituent des observations bruitées des propriétés physiques de
l'objet. De plus, tout au long de la séquene, l'objet est observé tel qu'il se déforme
à partir d'un point de vue xe. Nous notons f une appliation de D dans R qui
dérit une image non bruitée de l'objet dans le domaine de référene D. Le modèle
d'observation s'érit alors
yin = f(ψ(xn, ti)) + εin, ∀i ∈ {1, . . . , nt}, ∀ n ∈ {1, . . . , ng}, (5.1)
εin ∼ N (0, σ2)
où (εin) est un bruit d'aquisition de nature aléatoire, que nous supposons indé-
pendant et identiquement distribué selon une loi gaussienne de moyenne nulle et de
variane σ2. Dans la suite, l'appliation f sera appelée le prototype.
Nous supposons que le domaine D peut être partitionné en ne régions sur les-
quelles les niveaux de gris sont homogènes. Nous onsidérons une partition de D
dénie par des régions triangulaires. Nous notons pe un triangle de la partition et
p˙e l'intérieur du triangle. Nous avons
D = ∪nee=1pe et ∀e1 6= e2, p˙e1 ∩ p˙e2 = ∅.
Les régions pe, appelées éléments nis, sont entièrement dénies par les sommets du
triangle. Nous notons N l'ensemble des sommets de tous les triangles formant la
partitions et nv le nombre de sommets.
Nous supposons que le prototype f est onstant sur haque élément ni de la
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Fig. 5.2  Déplaement d'un élément ni au temps tj .
partition. Soit ρe le niveau de gris f sur le triangle pe. Le prototype s'érit alors
∀ z ∈ D, f(z) =
ne∑
e=1
ρe1z∈pe. (5.2)
5.2.2 Modèle de déformation
Nous supposons que les déformations φ(·, ti) sont ontinues et anes par mor-
eaux sur la partition et qu'elles sont inversibles sur D.
Nous dérivons maintenant l'eet de φ(·, ti) sur le triangle pe. Soient νj les oor-
données du je sommet dans D et vij la position de e sommet au temps ti. L'image
φ(pe, ti) de l'élément ni pe par φ(·, ti) reste un triangle, qui est entièrement ara-
térisé par les sommets {vij , j ∈ Ne} dénis par le déplaement des sommets de pe
au temps ti (Ne désigne l'ensemble des indies des sommets de l'élément ni pe). En
outre, étant ane par moreaux, la déformation φ(·, ti) est entièrement aratérisée
par l'ensemble des positions des sommets {vij , j = 1, . . . , nv} au temps ti.
Par ailleurs, nous introduisons une représentation aléatoire des déformations, en
supposant qu'au temps ti, le veteur vi = (vij)
nv
j=1 des positions des sommets est
un veteur aléatoire. L'ensemble des veteurs (vi)
nt
i=1 représente les variations aux
diérents temps autour des positions ν = (νj)
nv
j=1 des sommets dans le domaine
de référene. La dénition d'une loi de probabilité dérivant es veteurs dépend
de l'appliation. Dans notre appliation, nous supposerons que les veteurs vi sont
indépendants et identiquement distribués selon une loi normale multidimensionnelle
de moyenne ν et de matrie de variane ovariane Σ.
An de réduire la omplexité algorithmique, nous faisons des hypothèses supplé-
mentaires sur les dépendanes des déplaements des sommets. Nous dénissons une
struture de voisinage sur l'ensemble des sommets, en délarant que deux sommets
sont voisins si et seulement si ils sont distints et sur un même élément ni. Ainsi
doté d'une struture de voisinage, l'ensemble N devient un graphe. Sur e graphe,
nous supposons que les positions des sommets sont markoviennes, 'est à dire que la
distribution onditionnelle de la position d'un sommet onnaissant elles des autres
ne dépend que de elles de ses voisins.
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5.2.3 Modèle statistique omplet
En simpliant l'expression du terme f(ψ(xn, ti)) de l'équation (5.1) onformément
aux hypothèses faites plus haut, nous obtenons
yin =
ne∑
e=1
ρe1xn∈{vij ,j∈Ne} + εin, ∀i ∈ {1, . . . , nt}, ∀ n ∈ {1, . . . , ng},
εin ∼ N (0, σ2), iid (5.3)
vi ∼ N (ν,Σ), iid
où yi = (yin)
ng
n=1 est le veteur des valeurs de niveau de gris de l'image observée
au temps ti, ρ = (ρe)
ne
e=1 le veteur formé par les niveaux de gris du prototype,
vi = (vij)
nv
j=1 les positions des sommets au temps ti, (εin) le bruit d'aquisition.
A présent, notre but est de onstruire une méthode d'estimation des paramètres
θ = (ρ, σ2, ν,Σ).
Ce modèle statistique est un modèle à eets mixtes non-linéaire dans lequel les
déplaements non observés vi peuvent s'interpréter omme des eets aléatoires et les
positions ν omme des eets xes. De par la dénition du prototype, la régression
des variables yin sur les variables desriptives xn est non-linéaire.
Pour la suite, nous érivons le modèle sous une forme matriielle. Nous notons
y = (yin)in le veteur formé par les valeurs de niveau de gris des nt images, ε = (εin)in
les erreurs résiduelles et v = (vij)ij les veteurs donnant les positions des sommets
aux diérents temps. Nous dénissons x = (xn)
ng
n=1 et pour tout e = 1, . . . , ne le
veteur olonne aléatoire We(v,x) de taille ntng dont le (in)
e
élément est onstitué
par la variable aléatoire 1xn∈{vij ,j∈Ne}. Le veteur We(v,x) est une fontion non-
linéaire de v. Nous onsidérons également la matrie aléatoire
W (v,x) = (W1(v,x)| . . . |Wne(v,x))
onstruite par onaténation horizontale des veteurs We(v,x). Ave es notations,
nous obtenons l'expression
y = W (v,x)ρ+ ε,
ε ∼ N (0, σ2I), iid (5.4)
vi ∼ N (ν,Σ), iid, i = 1, . . . , nt.
Dans [11℄, nous avons montré que le hamp aléatoire vi|yi au temps ti est mar-
kovien sur le graphe N en utilisant le théorème de Hammersley-Cliord [6℄.
5.3 Algorithme d'estimation
Dans ette partie, nous présentons la onstrution d'un algorithme SAEM pour
l'estimation des paramètre du modèle déni par l'équation (5.4).
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5.3.1 Le problème statistique
Le modèle (5.4) est un modèle à données inomplètes dans lequel y regroupent
les données observées, v les données manquantes (ou non observées) et le ouple
(y,v) les données omplètes.
Du fait de la non linéarité de la fontion de régression des données non observées,
la vraisemblane n'a pas de forme expliite. Aussi l'estimation de θ onstitue-t-elle
un véritable dé. Nous nous sommes intéressés à une version stohastique du fameux
algorithme EM introduit dans [5℄ pour l'estimation paramétrique dans des modèles
à données inomplètes.
L'algorithme lassique EM repose sur une proédure itérative qui a pour but de
maximiser l'espérane onditionnelle de la log-vraisemblane p(y,v; θ) des données
omplètes par rapport aux paramètres θ. L'itération k de l'EM se ompose de deux
étapes suessives ommunément appelées étape expetation (E-step) et étape
maximization (M-step) :
E-step l'espérane onditionnelle de la log-vraisemblane omplète, onnaissant les
observations y et une approximation ourante θ(k−1) des paramètres est évaluée
∀ θ, Q(k)(θ) = E(log p(y,v; θ)|y; θ(k−1)).
M-step l'approximation des paramètres est mise à jour
θ(k) = argmax
θ
Q(k)(θ).
Les valeurs initiales de θ sont hoisies de manière arbitraire.
L'algorithme EM ne peut pas s'appliquer diretement lorsque l'espérane ondi-
tionnelle Q(k) ne peut être alulée expliitement dans l'E-step, e qui est le as pour
les modèles mixtes non linéaires. Pour faire fae à e genre de situation, Delyon,
Lavielle et Moulines ont proposé d'approher Q(k) de manière stohastique à partir
d'un éhantillonnage de la distribution a posteriori [4℄. Dans leur algorithme, appelé
SAEM (Stohasti Approximation Expetation Maximization), l'E-step lassique de
l'algorithme EM est remplaé par deux nouvelles étapes, une étape de simulation
(S-step) et une autre d'approximation stohastique (SA-step) :
S-step les données non observées v(k) sont éhantillonnées à partir de la distribution
a posteriori p(v|y; θ(k−1)).
SA-step la log-vraisemblane omplète est approhée à partir des simulations des
données non observées
Q(k)(θ) = (1− γk)Q(k−1)(θ) + γk log(p(y,v(k); θ(k−1))),
où (γk)k est une suite de valeurs positives déroissantes.
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La S-step du SAEM néessite un éhantillonnage de la distribution a posteriori.
Dans de nombreuses situations, ette distribution ne peut pas être éhantillon-
née diretement. An de remédier à ela, Kuhn et Lavielle ont proposé de om-
biner le SAEM ave un shéma d'éhantillonnage Monte Carlo Chaîne de Markov
(MCMC) [9℄. Dans leur algorithme, la S-step de l'itération k repose sur la onstru-
tion d'une haîne de Markov non-homogène qui a p(v|y; θ(k−1)) pour distribution
stationnaire unique. Kuhn et Lavielle ont prouvé la onvergene de l'algorithme
ombiné SAEM/MCMC sous des hypothèses générales. La plus restritive de es
hypothèses est que les variables non observées soient dans un ensemble ompat.
Toutefois, Allassonnière et al ont réemment généralisé e résultat de onvergene
au as où les variables non observées ne sont pas dans un ompat [3℄.
5.3.2 Appliation du SAEM
Convergene
Dans [11℄, nous avons montré que la log-vraisemblane des données omplètes
(y,v) du modèle (5.4) s'érit sous la forme
log p(y,v; θ) = −Ψ(θ) +
5∑
i=1
〈Si(y,v),Φi(θ)〉,
ave Ψ(θ) = K(θ) + nt
2
νtΣ−1ν,
S1(y,v) = W (v,x)
ty, S2(y,v) = W (v,x)
tW (v,x), S3(y,v) =
∑nt
i=1 vi,
S4(y,v) =
∑nt
i=1 viv
t
i, S5(y,v) = y
ty,
et
Φ1(θ) = −σ−2ρt, Φ2(θ) = 12σ−2ρtρ, Φ3(θ) = −νtΣ−1,
Φ4(θ) =
1
2
Σ−1, Φ5(θ) =
1
2
σ−2.
Le modèle appartient don à la famille de distributions exponentielles, e qui garantit
la onvergene de l'algorithme SAEM [4℄. De plus, nous avons expliité les SA-step
et M-step :
SA-step
s
(k)
1 = (1− γk)s(k−1)1 + γkW (v(k),x)ty, (5.5)
s
(k)
2 = (1− γk)s(k−1)2 + γkW (v(k),x)tW (v(k),x), (5.6)
s
(k)
3 = (1− γk)s(k−1)3 + γk
nt∑
i=1
v
(k)
i , (5.7)
s
(k)
4 = (1− γk)s(k−1)4 + γk
nt∑
i=1
v
(k)
i v
(k)t
i . (5.8)
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M-Step
ρ(k) = (s
(k)
2 )
−1s
(k)
1 , (5.9)
σ2(k) =
1
ng
(yty − 2ρ(k)ts(k)1 + ρ(k)ts(k)2 ρ(k)), (5.10)
ν(k) =
1
nt
s
(k)
3 , (5.11)
Σ(k) =
1
nt
s
(k)
4 − ν(k)tν(k). (5.12)
La matrie inverse Γ de Σ est néessaire dans la S-step du SAEM. Or, la matrie
Σ(k) est mal-onditionnée et le alul de son inverse est instable. En partiulier,
lorsque la position du sommet vij est presque xe au ours de la séquene, l'élément
sur la diagonale de Σ orrespondant à e sommet est très petit (ou nul) et Σ n'est
don pas inversible. C'est pourquoi, pour éviter e problème, nous avons remplaé
Σ(k) par Σ(k)+λI2ng , où I2ng est la matrie identité de taille 2ng×2ng et λ une valeur
positive xée. Nous avons montré expérimentalement que le hoix du paramètre λ
avait peu d'eet sur les résultats d'estimation. En pratique, nous l'avons xé à
λ = 1. D'après e qui préède, nous obtenons omme estimateur de Γ à l'itération
k du SAEM
Γ(k) = (Σ(k) + λI2ng)
−1. (5.13)
S-step
Le hoix de la méthode MCMC dans la S-step est ruiale pour avoir une bonne
onvergene de l'algorithme.
A une itération k de la S-step, les veteurs vi peuvent être mis à jour séparément,
dans la mesure où, par hypothèse, les positions des sommets sont indépendants en
temps. La dimension du veteur vi étant grande, une simulation direte du veteur
entier v
(k)
i selon la distribution p(vi|yi; θ(k−1)) n'est pas adéquate. Pour ette rai-
son, il est indispensable de simuler v
(k)
i oordonnée par oordonnée au moyen d'un
éhantillonneur de Gibbs.
Pour haque temps ti, tous les sommets sont suessivement visités et pour haque
sommet j, nous mettons à jour la position vij en éhantillonnant selon la distribution
ible
π
(k)
ij (vij) = p
(
vij |{v(k−1)il , l < j}, {v(k)il , j < l},yi; θ(k−1)
)
, (5.14)
Du fait que ette distribution est onnue à une onstante près, nous ouplons l'al-
gorithme de Gibbs à un shéma de Metropolis-Hasting (MH). Nous obtenons ainsi
un algorithme de type Metropolis-Hastings-Within-Gibbs (MHWG).
Sahant que le hamp aléatoire v|y est markovien, la distribution ible dépend
seulement des positions des sommets dans le voisinage de j. Cela implique que la
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simulation de haque vij ne met en jeu que quelques sommets loalisés dans le
voisinage de j.
A l'itération k du SAEM, l'algorithme MH qui permet de mettre à jour le veteur
ourant v
(k−1)
ij se résume à trois étapes
MH1 Une position andidate v′ij est tirée au sort selon une loi de distribution q
(k)
ij
dérite plus loin.
MH2 Nous alulons la probabilité d'aeptation
α = min
(
π
(k)
ij (v
′
ij)
π
(k)
ij (v
(k−1)
ij )
q
(k)
ij (v
(k−1)
ij )
q
(k)
ij (v
′
ij)
, 1
)
.
MH3 Nous simulons la réalisation u d'une variable uniforme U [0, 1]. Si u < α alors
v
(k)
ij = v
′
ij , sinon v
(k)
ij = v
(k−1)
ij .
Le hoix de la distribution qij de l'étape MH1 est déterminant pour la rapidité de
la onvergene du SAEM. Nous l'avons déni minutieusement an de garantir un
tirage raisonnable de position andidate. Soit c
(k)
ij l'ensemble des points de l'intérieur
du polygone formé par les positions ourantes v
(k−1)
il ou v
(k)
il des sommets voisins de j.
Le andidat v′ij est hoisi dans l'ensemble c
(k)
ij , en exluant tout point qui générerait
des singularités dans la triangulation (roisement d'arêtes de triangles). Le hoix
des andidats garantit que les déformations restent bijetives. La séletion de v′ij est
faite en tirant selon la loi de distribution uniforme q
(k)
ij sur l'ensemble des points non
singuliers de c
(k)
ij . Ne dépendant pas de la position ourante v
(k−1)
ij , ette distribution
est symétrique au sens où q
(k)
ij (v
′
ij) = qc(k)ij
(v′ij) = qc(k)ij
(v
(k−1)
ij ) = q
(k)
ij (v
(k−1)
ij ) (qc(k)ij
(·)
désigne la densité de la distribution uniforme sur l'ensemble c
(k)
ij ). Aussi la probabilité
d'aeptation se simplie de la manière suivante
α = min
(
π
(k)
ij (v
′
ij)
π
(k)
ij (v
(k−1)
ij )
, 1
)
.
5.4 Appliation
Nous avons appliqué l'algorithme SAEM aux séquenes de CT-sans présentées
dans le hapitre 4 (voir la gure 4.1). En raison de l'utilisation d'agents de ontraste,
es séquenes ont des dynamiques de niveau de gris qui ne sont pas onstantes au
ours du temps. Comme e type de dynamique n'est pas pris en ompte dans le
modèle dérit dans e hapitre, nous avons réalisé nos expérienes sur la n de la
séquene lorsque la diusion de l'agent de ontraste atteint un état stationnaire et
les niveaux de gris assoiés aux diérents tissus restent onstants au ours du temps.
Pour l'initialisation du prototype et de la partition en éléments nis, nous avons
établi une proédure qui repose sur la segmentation préalable d'une des images des
séquenes [11℄. Les paramètres de mise en ÷uvre sont : la suite de pondérations
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(γk)k≥0 de la SA-step qui est xée à 1 pendant les 100 premières itérations et vaut
γk = (k −K)−1 durant les itérations K suivantes. A haque S-step, 5 itérations de
Metropolis-Hasting sont eetuées.
L'appliation de l'algorithme sur une séquene est illustrée sur les gures 5.3
et 5.4. La gure 5.3 montre deux estimations de prototypes qui permettent d'en
appréier la qualité et la préision. La gure 5.4 montre une appliation possible de
la tehnique à la orretion au débruitage de la séquene.
Fig. 5.3  Exemples de prototypes estimés.
Observations Prototypes realés
Fig. 5.4  Débruitage de la séquene par realage de prototypes sur les observations.
Pour évaluer la préision de l'estimation des paramètres, nous avons eetué
quelques expérienes sur des données synthétiques. En utilisant le prototype et les
valeurs de paramètres estimés sur les séquenes réelles, nous avons simulé dix sé-
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quenes de inq images de la manière suivante :
1. simulation de déplaements de sommets v ave un éhantillonneur de Gibbs,
2. appliation des déplaements simulés au prototype pour former une image dé-
formée,
3. addition d'un bruit à l'image déformée.
Nous avons appliqué l'algorithme SAEM à es séquenes et alulé le biais relatif
et la variane de haque estimateur. Les résultats, qui sont présentés dans la table
5.1, montrent que les biais sont très faibles en dépit du faible nombre d'éhantillons
et que les erreurs relatives sont satisfaisantes.
param. unité dimension biais relatif (%) éart-type relatif(%)
ρ niveaux de gris 1069 -0.03 3.3
σ niveaux de gris 1 7.4 7.4
ν pixels 1106 0.6 5.9
Σ−1 (*) 15180 0 0.03
Tab. 5.1  Estimation des paramètres sur données synthétiques. (*) Pour l'estimation de Σ−1, le
biais et la variane sont exprimés en valeur absolue.
Nous avons ensuite évaluer l'impat du nombre d'éléments de la triangulation
sur l'estimation. Pour ela, nous avons onstruit 5 prototypes de taille déroissante,
en déimant la triangulation utilisée pour les simulations. Les tailles des prototypes
déimés sont respetivement de 453, 353, 253, 153 et 103 sommets, le prototype
initial étant de taille 553. Les résultats d'estimation sur es prototypes sont présentés
dans la table 5.2.
nv 553 (
1) 453 353 253 153 103
Proto. 7.4 7.4 7.7 8.4 10.7 11.9
σ 7 (7) 22 (22) 33 (33) 56 (56) 119 (119) 151 (151)
ν 0.6 (5.9) 0.1 (4.6) 0.1 (4.2) 0.3 (5.9) -0.3 (2.5) -0.3 (3.6)
Σ−1 (2) 0 (0.03) 0 (0.03) 0 (0.04) 0 (0.04) 0 (0.06) 0 (0.07)
Tab. 5.2  Eet de la déimation de la triangulation du prototype sur les biais et variane rela-
tives des estimateurs de paramètres. (1) Cette taille est elle du prototype initial utilisé pour les
simulations. (2) Pour l'estimation de Σ−1, le biais et la variane sont exprimés en valeur absolue.
L'erreur est relativement stable en dépit de la déimation, que e soit pour le
prototype ou les paramètres de déplaement ν et Σ−1. Par ontre, l'estimation de la
variane du bruit est très aetée par la déimation.
Ces résultats montrent que l'estimation est robuste à la déimation : la rédution
du nombre de sommet n'induit pas de faux déplaements mais inue simplement
sur l'estimation du bruit. Du fait de ette propriétés, nous estimons qu'il est pos-
sible de mettre en plae une stratégie d'estimation oarse-to-ne dans laquelle on
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Segmentation et realage en
reonstrution faiale
6.1 Introdution
Les travaux présentés dans e hapitre ont été eetués dans le adre d'un projet
multidisiplinaire réunissant des anatomistes du laboratoire d'anatomie fontion-
nelle de l'Université Paris Desartes (F. Tilotta et JF. Gaudy), un radiologue du
entre d'imagerie médiale de l'Hpital St Cloud Val d'Or (S. Verdeille) et des ma-
thématiiens du MAP5 (M. Bérar, S. Gey, J. Glaunès, F. Rihard et Y. Rozenhol).
Le thème du projet est la reonstrution faiale. Il est axé sur une base de données
de CT-sans de la tête d'individus sains, qui a été aquise pendant la thèse de F.
Tilotta (2005-2008). Les travaux eetués sont dérits en détail dans deux artiles
[10, 11℄ érits pour Forensi Siene International, qui est la revue de référene en
médeine légale.
En médeine légale, la reonstrution ranio-faiale désigne un proédé qui a
pour nalité de retrouver la morphologie du visage à partir de l'observation du
râne. Ce type de proédé est utilisé pour l'identiation de personnes déédées
inonnues, quand les autres méthodes d'identiation telles que l'analyse dentaire
ou des séquenes ADN n'apportent pas des résultats satisfaisants. Les méthodes
traditionnelles sont manuelles (sulpture, dessin,...). Elles sont don relativement
diiles à mettre en ÷uvre et présentent l'inonvénient majeur d'être subjetives
[2℄.
Ces dernières années, la reonstitution faiale a onnu un nouvel essor grâe
au développement de l'informatique et de l'imagerie médiale [5, 16℄. A présent,
de nouvelles approhes permettent de réduire les délais de réalisation et la part de
subjetivité introduite dans la tehnique de reonstrution. La reonstrution faiale
par ordinateur s'obtient habituellement en ajustant un (ou plusieurs) prototype
faial à un râne se. Les approhes d'ajustement sont essentiellement éparses [3, 4,
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15℄ ou denses [7, 10, 14℄, selon que le prototype est déni sur un ensemble ni de
points anatomiques faiaux ou sur l'ensemble des surfaes rânienne et faiale.
Que e soit en approhe éparse ou dense, le prototype est habituellement onstruit
à partir des individus d'une base de données. Par onséquent, la qualité du prototype
dépend de ette base de données. En approhe éparse [4, 15℄, la base de données
se réduit habituellement à des mesures d'épaisseurs de tissus mous qui sont faites
en quelques points anatomiques sur un large ensemble d'individus au moyen d'ins-
trumentations non-invasives. En approhe dense, la base de données se ompose de
surfaes râniennes et faiales de plusieurs individus, qui s'observent préférentielle-
ment à partir de CT-sans de la tête. Or, ette tehnique d'imagerie a l'inonvénient
d'être invasive. Aussi les bases de données de CT-sans sont le plus souvent limitées
en taille et omportent peu d'individus sains.
La première partie du projet a été onsarée à la onstrution d'une base de
données onséquente pour la reonstrution faiale [11℄. Sous sa forme brute, ette
base est onstituée des CT-sans des têtes d'une population d'individus sains. En
outre, nous avons mis au point une tehnique de segmentation des CT-sans qui
permet d'en extraire les surfaes râniennes et faiales sous la forme d'un maillage
tri-dimensionnel. Ainsi, la base de données a pu être omplétée par les surfaes
extraites de haque individu. De plus, en nous appuyant sur les surfaes extraites,
nous avons fait des mesures d'épaisseurs de tissus mous en des points anatomiques
dénis, renouvelant ainsi les mesures préédemment faites dans la littérature. La
tehnique d'extration des surfaes est présentée dans la setion 6.2.
Les méthodes de reonstrution existantes ajustent habituellement le prototype
au râne se, en onsidérant le râne et le visage dans leur globalité. Aussi es
méthodes mettent plutt l'aent sur les similarités globales et grossières entre les
individus et négligent la variabilité loale de la morphologie faiale.
Dans la seonde partie du projet, nous avons onçu une tehnique de reons-
trution qui tient ompte de ette variabilité loale. La tehnique que nous avons
proposée repose sur une représentation des surfaes basée sur la notion mathéma-
tique de ourants [12, 13℄. Cette représentation, qui a d'ores et déjà fait ses preuves
dans de nombreuses autres appliations médiales [1, 6℄, permet d'appréhender les
surfaes omme des hamps de veteurs dénis sur l'espae entier. Elle ore plusieurs
aratéristiques essentielles à la oneption de notre tehnique de reonstrution fa-
iale. Géométriquement, le adre mathématique des ourants est partiulierement
bien adapté pour la dénition et le alul de distanes entre surfaes. Les objets
mathématiques assoiés aux surfaes sont dans un espae vetoriel. Cei permet de
dénir une notion de moyenne de surfaes, qui est fondamentale pour la reonstru-
tion faiale. Par ailleurs, la reonstrution faiale néessite le realage d'objets qui
peuvent être éloignés géométriquement. Le adre des ourants ore la possibilité de
dénir des ations de déformations de surfaes (rigide ou non-rigide) qui permettent
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de réaliser es realages ave préision. Un des avantages majeurs des ourants est
la simpliité de la représentation des surfaes qu'ils manipulent. Auune paramétri-
sation n'est utilisée, la surfae étant seulement représentée par un nuage de points,
lui-même assoié à un ensemble de veteurs normaux. Mathématiquement, ette
souplesse des ourants failite la manipulation loale des surfaes. La tehnique de
reonstrution faiale basées sur les ourants sera présentée dans la setion 6.3.
6.2 Extration surfaique
Dans ette partie, je présente les diérentes tehniques mises au point pour l'ex-
tration des surfaes osseuse et faiale des CT-sans de la tête.
6.2.1 Extration des ontours
Pour loaliser les tissus d'intérêt (tissu osseux ou tissus mous) sur les oupes de
CT-sans, nous utilisons une tehnique de seuillage. Cette étape est relativement
simple en raison du aratère des images radiologiques et de leur aquisition. En
eet, le protoole d'aquisition des données par rayons X garantie que les niveaux
de gris des tissus d'intérêt appartiennent à des plages bien distintes. Ces plages de
niveaux de gris établis en Unités Hounseld (UH), sont référenées dans la littérature
et sont stables d'une aquisition à l'autre. Selon ette éhelle, la graisse s'approhe
de -100 UH, le musle d'environ +100 UH, l'os trabéulaire varie de +100 à +300
UH et l'os ortial s'étend au-dessus de l'os trabéulaire jusqu'à environ +2000 UH.
La segmentation est illustrée sur la gure 6.1.
(a) (b) ()
Fig. 6.1  Segmentation d'un CT-san. (a) oupe, segmentations (b) des tissus osseux () des tissus
mous.
A la suite de la segmentation, nous extrayons deux ourbes, l'une qui enveloppe
les tissus osseux et l'autre les tissus mous. Ces deux ourbes sont onstruites en
utilisant le même proédé et en respetant plusieurs ontraintes :
 onstruire des ourbes fermées qui enveloppent les régions d'intérêt en omblant
les reux et les trous qu'elles omportent.
 faire en sorte que les ourbes épousent préisément la limite des régions d'intérêt
(os ou tissus mous).
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Evolving curve
Initial curve
Regularization forces
Data−driven forces
BONE TISSUES
Regularized curve
Non−regularized curve
Initial curve
BONE TISSUE
Fig. 6.2  Dynamique de l'évolution de ourbe.
L'enveloppe est obtenue en faisant évoluer une ourbe qui englobe initialement
l'ensemble de la région d'intérêt. Cette évolution se fait sous l'ation de trois fores.
Comme ela est illustré sur la gure 6.2, la première de es fores aspire vers l'inté-
rieur de la ourbe les points de la ourbe qui ne sont pas xés sur la région d'intérêt.
En haque point où elle agit, ette fore d'aspiration est onstante et toujours orien-
tée dans le sens de la normale interne à la ourbe au point onsidéré. Comme la
région d'intérêt est toujours située à l'intérieur de la ourbe, la fore d'aspiration a
pour eet d'aheminer la ourbe vers les frontières de la région où elle doit se xer.
La seonde fore, dite fore d'adhésion, s'ajoute à la fore d'aspiration sur les points
de la ourbe dont un voisin sur la ourbe est déjà plaé sur une frontière d'intérêt.
Elle renfore ainsi l'adhésion de la ourbe aux régions d'intérêt. Tout omme la fore
d'aspiration, elle agit dans le sens de la normale interne à la ourbe et de manière
onstante. Les fores d'aspiration et d'adhésion onstituent l'attahe aux données.
Elles permettent de guider dèlement la ourbe vers les frontières de la région devant
être enveloppée.
A elles seules, es deux fores ne sont ependant pas susantes pour extraire la
ourbe. Appliquées seules, elles ont tendane à trop attirer les ourbes vers l'intérieur
des reux et des trous que omportent les régions d'intérêt. C'est pourquoi, il est
indispensable d'introduire une troisième fore apable d'atténuer e phénomène.
Pour dénir ette fore, l'idée est la suivante. Lorsqu'une ourbe progresse dans un
reux sous l'eet des fores d'aspiration et d'adhésion, sa ourbure en haque point
tend à augmenter, e qui la rend de plus en plus irrégulière. Par onséquent, en
régularisant la ourbe, il est possible de ontre-balaner l'eet de es deux fores
à l'intérieur du reux. La troisième fore est don une fore de régularisation par
ourbure moyenne : en haque point de la ourbe qui n'est pas déjà xé sur une
région d'intérêt, ette fore est appliquée dans la diretion de la normale et dans
le sens donné par le signe de la ourbure, et proportionnelle à la raine ubique de
la ourbure. Cette fore tend à réduire la ourbure partout sur la ourbe. Lorsque
la fore de régularisation agit seule, la ourbe évolue vers un segment de droite
(ourbe dont la ourbure est zéro en tout point). Lorsque la fore de régularisation
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Fig. 6.3  Extration de ontour par évolution de ourbes.
est appliquée en assoiation ave les fores d'aspiration et d'adhésion, la ourbe
évolue suivant un ompromis entre la régularité et la préision de son ajustement
aux frontières de la région d'intérêt.
L'évolution de la ourbe s'érit sous la forme d'une équation diérentielle ordi-
naire :
dC
dt
(t) = E(C(t))
(
p1k
1
3 (t) + p2 + p3
(
dE
ds+
(C(t)) +
dE
ds−
(C(t))
))
N(t). (6.1)
Dans la partie droite de l'équation, C(t) représente la ourbe au temps t et dC
dt
(t)
sa dérivée temporelle, qui traduit formellement son évolution au ours du temps. La
partie gauhe de l'équation dérit les fores agissant sur la ourbe. Le terme E est
l'une des images binaires obtenues après segmentation. Le terme E(C(t)) pondère
les fores qui agissent au point C(t) de la ourbe. Comme e terme vaut 0 si C(t)
est sur une zone d'intérêt (tissu osseux ou tissu mou), il annule les fores lorsqu'un
point de la ourbe atteint une région d'intérêt. Il permet ainsi de xer la ourbe sur
la région en question. La quantité N(t) est la normale unitaire interne à la ourbe au
point C(t). Elle donne la diretion d'évolution de la ourbe en haque point. Dans
ette diretion, la vitesse d'évolution dépend essentiellement des autres termes, qui
traduisent les fores en présene :
 p1k
1
3 (t) est la fore de régularisation, k(t) étant la ourbure signée de la ourbe
et p1 est une onstante positive qui pondère la régularisation.
 p2 est la fore d'aspiration. Il s'agit d'une onstante positive.
 p3(
dE
ds+
(C(t)) + dE
ds−
(C(t))) est la fore d'adhésion. Les quantités dE
ds+
(C(t)) et
dE
ds+
(C(t)) représentent les dérivées de l'image E à droite et à gauhe du point
de la ourbe et le long de la ourbe. Ces dérivées sont diérentes de zéro lorsque
les voisins à droite ou à gauhe d'un point de la ourbe ont une étiquette
diérente de elle du point. Si e n'est pas le as, il n'y pas de fore d'adhésion.
Si 'est le as, le terme produit une fore d'adhésion qui vient s'ajouter à la
fore d'aspiration. p3 est une onstante positive qui détermine le poids de la
fore d'adhésion.
On initialise la ourbe sur l'enveloppe onvexe des tissus osseux ou des tissus
mous. Ensuite, en utilisant l'équation dérite plus haut, nous faisons évoluer des
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Fig. 6.4  Maillages omplets de surfaes rânienne et faiale.
ourbes entre les sommets suessifs de l'enveloppe onvexe. Les diérentes régions
de la surfae du massif rânio-faial ou du visage n'ont pas toutes les mêmes a-
ratéristiques de ourbure. Aussi est-il diile de séletionner une même valeur de
poids de régularité pour le alul des enveloppes sur les diérentes oupes. Pour
pallier ette diulté, nous utilisons un proédé itératif qui fait roître progressive-
ment la valeur attribuée à la fore d'aspiration p2 et l'adapte loalement au massif
ranio-faial [11℄.
6.2.2 Surfaes maillées
A l'issue de l'étape préédente, nous disposons pour haque oupe d'un polygone
fermé qui est une approximation disrète du ontour extérieur de l'objet à repérer
au niveau de la oupe. A l'aide d'un algorithme de programmation dynamique,
nous alulons un maillage triangulaire qui relie les ourbes des oupes suessives.
Nous empilons ensuite les maillages entre oupes pour former le maillage de la
surfae omplète. Le maillage obtenu par empilement a le défaut d'être lié à la
géométrie sous-jaente de l'image et de e fait sujet aux artefats lassiques qu'elle
présente (marhe d'esalier). Pour remédier à e défaut, il est néessaire d'appliquer
une régularisation. Cette étape est réalisée l'aide du logiiel YAMS de P. Frey, qui
régularise le maillage (ourbure, taille et géométrie des triangles) tout en préservant
de bonnes qualités géométriques. Un exemple de maillages omplets de râne et de
visage est montré sur la gure 6.4.
Par ailleurs, en haque sommet du maillage de la surfae osseuse, on alule les
normales extérieures et leur intersetion ave le maillage de la surfae peau. En
haque point de la surfae os, on dénit ainsi le long de la normale extérieure, une
épaisseur de tissus mous. Ce proédé est illustré sur la gure 6.5.
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Fig. 6.5  Epaisseurs de tissus mous sur la surfae rânienne.
6.3 Reonstrution ranio-faiale
Dans ette partie, je présente la tehnique de reonstrution faiale que nous
avons mise au point.
6.3.1 Champs de veteurs normaux étendus
Dans un premier temps, j'introduis le modèle mathématique de surfae sous-
jaent à notre approhe. Ce modèle est diretement inspiré des idées de l'artile
[12℄.
Soit une surfae arbitraire S à laquelle on assoie l'ensemble des veteurs normaux
unitaires orientés. On note
~S(x) le veteur normal au point x de S. L'appliation
x 7→ ~S(x) est le hamp de veteurs normaux intrinsèque à la surfae. On transforme
e hamp en un nouveau hamp qui n'est plus exlusivement déni sur la surfae
mais sur l'espae entier. Pour ela, pour σ > 0, on onsidère le noyau gaussien
tridimensionnel
kσ(r) =
1
(
√
2πσ)3
e−
r2
2σ2 .
Le nouveau hamp, que l'on appelle Champ des Veteurs Normaux Etendus (CVNE)
et que l'on note
~Sσ , est alors déni pour tout x ∈ R3 par
~Sσ(x) =
∫
S
kσ(|y − x|)~S(y)dS(y),
où
 |y − x| est la norme eulidienne du veteur y − x,
 l'intégrale
∫
S
est prise sur toute la surfae S,
 dS(x) représente l'élément innitésimal de la surfae au point y.
Intuitivement, e nouveau hamp donne à la surfae une épaisseur dans l'espae, en
lui appliquant un lissage gaussien.
En pratique, nous utilisons une version disrète basée sur un maillage triangulaire
de surfae. Soit S une surfae triangulée orrespondant à S. Pour un triangle t de
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S, on dispose des sommets (at, bt, ct) et du baryentre Ot =
at+bt+ct
3
. Nous alulons
le veteur normal (non-unitaire) ave la formule
nt =
1
2
(bt − at) ∧ (ct − at),
où ∧ désigne le produit vetoriel de deux veteurs dans l'espae. Ce veteur est
orthogonal au triangle et de norme la surfae du triangle. Nous obtenons une formule
approhée qui permet de aluler le CVNE en haque point de l'espae :
~Sσ(x) ≃
∑
t
kσ(|Ot − x|)nt,
où la somme est eetuée sur tous les triangles du maillage.
L'ensemble des CVNE a une struture d'espae vetoriel. Dans et espae, l'addi-
tion interne de deux CVNE
~Sσ et ~T σ est le CVNE vériant ~Sσ(x)+ ~T σ(x) en haque
point x de l'espae. La multipliation externe d'un CVNE ~Sσ par un salaire r est
le CVNE vériant r~Sσ(x) en haque point x de l'espae.
En outre, et espae vetoriel peut être muni d'un produit salaire déni par〈〈
~Sσ, ~T σ
〉〉
σ
=
∫
S
∫
T
kσ(|y − x|)〈~S(x), ~T (y)〉dS(x)dT (y),
où 〈u, v〉 désigne le produit salaire eulidien dans R3.
En utilisant les maillages S et T pour approher les surfaes S et T , ette formule
devient 〈〈
~Sσ, ~T σ
〉〉
σ
≃
∑
s
∑
t
kσ(|Ot −Os|)〈ns, nt〉,
où la double somme est eetuée sur tous les triangles des surfaes maillées S et T.
A partir de e produit salaire, on peut dénir une distane entre les surfaes S
et T
dσ(~S
σ, ~T σ) =
√〈〈
~Sσ, ~Sσ
〉〉
σ
+
〈〈
~T σ, ~T σ
〉〉
σ
− 2
〈〈
~Sσ, ~T σ
〉〉
σ
,
qui dépend impliitement du noyau kσ.
6.3.2 Paths
Pour rendre loale notre approhe de reonstrution, nous travaillons sur des
moreaux des surfaes osseuses. Chaun de es moreaux orrespond à une partie
anatomique que l'on a prédénie à partir d'un ensemble ordonné de points ana-
tomiques raniens (appelées paths). On nomme path-os un moreau de surfae
rânienne orrespondant à un path.
Pour l'extration d'un path-os d'une surfae rânienne, nous loalisons manuel-
lement les points anatomiques sur la surfae. A l'aide d'une méthode ombinant les
algorithmes de Surashky et al. [9℄ et de Fast Marhing Algorithm [8℄, nous alulons
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Fig. 6.6  Extration de path-os sur le path nasal.
ensuite les géodésiques qui relient les points anatomiques suessifs du path. Le
path-os est alors obtenu omme le moreau de surfae entre les géodésiques. Une
illustration de l'extration d'un path-os est présentée sur la gure 6.6.
A haque path-os, on assoie un moreau de surfae faiale appelé path-peau.
Pour un individu donné, on projette les points anatomiques du path-os sur la
surfae faiale, ave une approhe par points les plus prohes. On alule ensuite les
géodésiques entre les points projetés de la surfae faiale et on dénit le path-peau
omme le moreau de surfae faiale entre les géodésiques.
Par ailleurs, nous alignons les paths-os Bi sur un path de référene B0 en nous
appuyant sur les points anatomiques. Cet alignement est obtenu en minimisant la
distane dσ(
−−−→
ϕ(Bi)
σ, ~Bσ0 ) sur l'ensemble des transformations semi-rigides ϕ (rotation,
translation et dilatation) [12℄. Pour un individu i donné, on note d0iσ le minimum
réalisé, ϕi0 la transformation qui réalise le minimum et ϕi0(Bi) la surfae déformée
qui lui est assoiée. Nous appliquons en outre la même déformation au path-peau
Si orrespondant au path-os Bi. Nous obtenons ainsi un path-peau aligné ϕi0(Si).
6.3.3 Estimation de la surfae faiale
Le problème de la reonstrution faiale peut se formuler de la manière suivante.
Disposant d'une olletion de n individus pour lesquels les surfaes râniennes et
faiales sont onnues, on herhe à estimer la surfae faiale assoiée à la surfae
rânienne d'un nouvel individu.
Dans le ontexte de notre étude, les reonstrutions sont restreintes aux régions
d'intérêt formés par les paths. Nous notons B0 le path-os de l'individu dont la
surfae faiale est à reonstruire et (Bi, Si)
n
i=1 l'ensemble de ouples de path-os et
path-peau disponibles dans la base de données.
Notre approhe de reonstrution se déompose en trois étapes. Tout d'abord,
omme ela est préisé dans la setion 6.3.2, les paths-os et path-peau de la base de
données sont extraits et alignés en prenant pour référene le path-os B0. Nous obte-
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nons ainsi une olletion de paths-peau et de path-os alignés (ϕi0(Bi), ϕi0(Si))
n
i=1.
Nous dénissons ensuite une moyenne de surfaes
~̂Sσ0 :=
∑n
i=1wi0
−−−−→
φi0(Si)
σ∑n
j=1wj0
, (6.2)
pondérés par des poids wi0 que nous spéierons par la suite. Cette moyenne donne
une estimation de la surfae faiale assoiée au path-os B0. Cependant, elle est
exprimée dans l'espae des CVNE. De e fait, elle ne peut pas se représentée sous
la forme d'une surfae. Pour obtenir une estimation sous forme surfaique, nous
réalisons une dernière étape. Nous hoisissons la surfae alignée φi0(Si) qui est la
plus prohe de
~̂Sσ0 au sens de la distane dσ. Puis, nous realons ette surfae ave
la surfae
~̂Sσ0 en utilisant la méthode non-rigide dérite dans [12℄. La surfae realée
que nous obtenons alors est l'estimation nale de la surfae faiale assoiée à B0.
Les poids wi0 sont xés en fontion de la similarité entre les paths-os Bi et B0 :
wi0 =
{
0, si d0iσ > c d
0
σ,
1
d0iσ
, sinon
où d0σ = min
n
i=1 d
0i
σ est le minimum des distanes des paths-os au path de référene
B0. Le seuil c a été xé d'après les résultats d'expérienes dans l'intervale [1,+∞[ à
la valeur 1.4. La taille σ du noyau kσ est xée à la valeur 4.
6.4 Résultats
Dans ette partie, je présente à grands traits les résultats onernant ette étude.
Pour une desription détaillée et ommentée de es derniers, je renvoie le leteur
aux artiles [10, 11℄.
Les avanées que notre étude a permis de réaliser sont de trois ordres.
En premier lieu, nous avons onstruit une base de données dédiée à la tête hu-
maine. Cette base de données est onstituée de plus de 80 CT-sans de la tête d'in-
dividus présumés sains. Ces images sont omplétées par les maillages des surfaes
râniennes et faiales, qui ont extraites des CT-sans en utilisant notre tehnique
d'extration de surfae. La base de données qui a été onstituée répond à une de-
mande importante de la part de ommunautés qui ne sont pas seulement onernées
par la reonstrution faiale. Elle donne la possibilité exeptionnelle de travailler sur
des données d'individus sains qui sont diiles à aquérir et à trouver en raison du
aratère invasif de la tehnique d'imagerie utilisée.
Par ailleurs, en nous appuyant sur les surfaes maillées, nous avons alulé les
épaisseurs moyennes des tissus mous sur une partie de la base onstituée de 47 sujets
féminins à l'emplaement de plusieurs points anatomiques du râne. Les résultats
obtenus, qui ont été omparés ave eux de la littérature, apportent de nouvelles
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Fig. 6.7  Comparaison entre les paths-peau estimés (en vert) et les vrais paths-peau (en rouge).
données expérimentales qui peuvent servir de référene non seulement pour la re-
onstrution faiale mais aussi d'autres études onernant la tête humaine (hirurgie,
arhéologie,...).
Enn, en utilisant la base de données, nous avons évalué notre tehnique de
reonstrution faiale. Nous nous sommes intéressés au nez et au menton. Nous avons
eetué une validation roisée pour aluler une erreur moyenne de reonstrution.
Cette validation roisée est illustrée sur la gure 6.7. Les résultats que nous obtenons
dépassent eux rapportés dans la littérature et en partiulier, eux de [14℄. Pour la
région nasale, nous obtenons une erreur moyenne de 0.99mm, alors que elle de
Vandermeulen et al. est d'environ 2,56mm. Sur la région mentonnière, nous avons
également une erreur de 0.99mm alors que elle de Vandermeulen et al. est située
entre 2 et 2,5mm.
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Chapitre 7
Estimation et test sur textures
browniennes anisotropes
7.1 Introdution
Dans e hapitre, je présente un ensemble de travaux onernant un modèle
étendu de hamp brownien frationnaire introduit par A. Bonami et A. Estrade
dans [4℄. J'ai eetué es travaux en ollaboration ave H. Biermé dans le adre
du projet ANR Milieux poreux : modèles et images (Mipomodim, 05-BLAN-017)
dirigé par A. Estrade entre 2005 et 2008.
Le modèle en question a été déni en onsidérant une lasse de hamps gaussiens
(à aroissement stationnaire) dont le variogramme v est aratérisé par une fontion
paire et positive f satisfaisant la relation
∀ y ∈ Rd, v(y) =
∫
R
d
∣∣eiy·ζ − 1∣∣2 f(ζ)dζ, (7.1)
et la ondition
∫
R
d (1 ∧ |ζ |2) f(ζ)dζ < ∞ [4℄. Dans ette lasse, un hamp est iso-
trope lorsque la fontion f , appelée densité spetrale du hamp, est radiale. Il est
anisotrope lorsque f dépend de la diretion arg(ζ) de ζ . Parmi les exemples de ette
lasse, on ompte les hamps dont la densité spetrale est de la forme
f(ζ) = |ζ |−2h(arg(ζ))−d, (7.2)
où h est une fontion mesurable paire dénie sur la sphère unité Sd−1 de Rd à
valeurs dans ]0, 1[. Ces hamps onstituent une généralisation des hamps browniens
frationnaires. Ces derniers, qui sont isotropes, s'obtiennent lorsque h est presque
partout égale à une onstante H dans ]0, 1[. Quand la fontion h varie en fontion
de la diretion, le hamp assoié est anisotrope. Les hamps dont la densité est de
la forme (7.2) seront appelés Champs Browniens Frationnaires Etendus (CBFE).
Dans le adre des CBFE, l'anisotropie du hamp est aratérisé par la fontion h,
que nous nommerons indie de Hurst diretionnel.
7.2. CHAMPS BROWNIENS FRACTIONNAIRES ÉTENDUS
Nous avons apporté deux ontributions importantes à l'étude des CBFE, la pre-
mière onernant l'estimation de l'indie de Hurst diretionnel et la seonde portant
sur les tests d'anisotropie.
L'anisotropie d'un CBFE se manifeste au travers d'une régularité diretionnelle,
que l'on aratérise au moyen de l'indie de Hurst diretionnel. Comme ela est mon-
tré dans [4℄, ette régularité diretionnelle s'appréhende au travers des transformées
de Radon du hamp dans les diérentes diretions. Dans [3℄, nous avons onstruit
des estimateurs diretionnels de ette régularité, qui sont basés sur les variations
quadratiques généralisées. Nous avons montré un résultat de onvergene de es es-
timateurs, ave normalité asymptotique. Nous avons en outre évalué la préision de
es estimateurs et donné des élairages sur leur mise en ÷uvre à partir d'exemples
synthétiques.
Dans [14℄, nous nous sommes onentrés sur le problème de la onstrution de
tests statistiques pour déider si un CBFE est isotrope ou pas. Nous avons onçu
des stratégies statistiques de test d'hypothèse qui mettent en jeu les estimateurs
préédents. Pour autant, le résultat de onvergene obtenu pour l'estimation ne
s'applique pas dans e nouveau adre. Ce résultat garantit la normalité asymptotique
des estimateurs pris dans une seule diretion à la fois, alors que les statistiques de
test sont dénies omme des ombinaisons d'estimateurs orrélés dans plusieurs
diretions. Pour établir la normalité asymptotique des statistiques de tests, nous
avons don tenu ompte des orrélations entre les estimateurs. Pour les tests, nous
avons également fait une étude numérique à partir d'exemples synthétiques.
Par ailleurs, nous avons appliqué les tests d'anisotropie aux textures mammo-
graphiques. En ollaboration ave le Département de Radiologie de l'Université de
Pennsylvanie, nous avons onstruit une base de données de mammographies numé-
riques. Sur ette base de données, nous avons prouvé expérimentalement le aratère
anisotrope des mammographies et l'adéquation du modèle CBFE aux textures de
es images.
Enn, es travaux ont été le point de départ d'un projet plus vaste sur les modèles
anisotropes de texture et leurs appliations en imagerie médiale. Ce projet a été
séletionné par l'Agene Nationale de la Reherhe pendant la ampagne 2009 du
programme blan omme projet interdisiplinaire. Il sera présenté plus longuement
dans le hapitre 8.
7.2 Champs browniens frationnaires étendus
7.2.1 Quelques propriétés d'un hamp aléatoire
Soit (Ω,A,P) un espae probabilisé. Un hamp aléatoire X de dimension d est
une appliation de Ω×Rd dans R telle que X(·, y) := X(y) est une variable aléatoire
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réelle sur Ω pour tout y ∈ Rd. Lorsque d = 1, un tel hamp est appelé proessus
aléatoire et peut servir pour la modélisation de signaux unidimensionnels. Nous nous
intéresserons aux as d = 2 ou d = 3 lorsque le hamp X est utilisé pour représenter
une image aléatoire 2D ou 3D qui est dénie sur Ω et dont les valeurs de niveau de
gris sont dans R.
On dit qu'un hamp aléatoire est gaussien lorsque toute ombinaison linéaire
de ses variables aléatoires assoiées est une variable gaussienne. La loi d'un hamp
aléatoire gaussien entré est aratérisé par sa fontion de ovariane. Un hamp X
est à aroissement stationnaire si la loi de probabilité du hampX(·+z)−X(z) est la
même que elle deX(·)−X(0) pour tout z ∈ Rd. Cette propriété s'utilise pour rendre
ompte de l'homogénéité de l'image. Un hamp gaussien entré à aroissement
stationnaire est aratérisé par son variogramme :
∀y ∈ Rd, v(y) = E((X(y)−X(0))2). (7.3)
Les hamps gaussiens à aroissement stationnaire dont le variogramme est de la
forme (7.1) sont appelés des hamps gaussiens à densité spetrale. Les hamps brow-
niens frationnaires étendus aratérisés par une densité spetrale de la forme (7.2)
sont de e type.
Parmi les propriétés d'un hamp aléatoire, les propriétés hölderiennes sont elles
qui permettent de traduire le plus diretement la régularité du hamp. Un hamp
aléatoire X a une régularité de Hölder uniforme d'ordre α dans ]0, 1[ si, pour tout
T > 0, il existe une variable aléatoire A à valeurs stritement positives telle que
P(A < +∞) = 1 et qui vérie presque sûrement
∀y, z ∈ [−T, T ]d, |X(y)−X(z)| ≤ A|y − z|α. (7.4)
Si la ondition de Hölder uniforme est vériée pour α dans ]0, β[, mais pas pour
α ∈]β, 1[, alors on dit que β est l'exposant ritique de Hölder. Cet exposant araté-
rise la régularité du hamp aléatoire. Du point de vue de l'image, et exposant sera
d'autant plus faible que la texture est rugueuse.
Dans le adre général des hamps gaussiens à densité spetrale, les propriétés
hölderiennes se déduisent des omportements asymptotiques du variogramme en 0
ou de eux de la densité spetrale en +∞. Pour préiser ela, introduisons quelques
notations. Soit f une densité spetrale dénie de Rd dans R. Si, pour une valeur de
H xée dans ]0, 1[ et quelque soit ε > 0, il existe des onstantes A,B1, B2 > 0 et un
ensemble de mesure non nulle E de Sd−1 vériant pour presque tout ξ ∈ Rd
|ξ| ≥ A ⇒ B2|ξ|−2H−d−ε1E
(
ξ
|ξ|
)
≤ f(ξ) ≤ B1|ξ|−2H−d+ε,
alors nous notons
f(ξ) ≍
+∞
|ξ|−2H−d.
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De la même manière, onsidérons un variogramme v. Si, pour une valeur de H xée
dans (0, 1) et quelque soit ε > 0, il existe δ, C1, C2 > 0 telles que, pour tout y ∈ Rd,
|y| ≤ δ ⇒ C2|y|2H+ε ≤ v(y) ≤ C1|ξ|2H−ε,
alors nous notons
v(y) ≍
0
|y|2H.
Le théorème suivant, qui est montré dans [4℄, rappelle les liens entre la régularité
hölderienne des hamps et les propriétés asymptotiques de leur variogramme ou de
leur densité spetrale.
Théorème 7.1. Soit X un hamp gaussien entré à aroissement stationnaire de
variogramme v et de densité spetrale f . Le hamp X admet H omme exposant de
Hölder ritique, si pour H xé dans ]0, 1[, l'une des deux onditions suivantes est
remplie
(a) f(ξ) ≍
+∞
|ξ|−2H−d,
(b) v(y) ≍
0
|y|2H.
De plus, la ondition (a) implique la ondition (b).
7.2.2 Régularité d'un CBFE
Le théorème 7.1 permet d'établir que l'exposant de Hölder ritique d'un CBFE
est égal à la valeur minimale de l'indie de Hurst diretionnel sur Sd−1 :
H = essinf
Sd−1
(h), (7.5)
Cette valeur H sera appelée indie de Hurst minimal. A l'instar de l'indie de Hurst
du hamp brownien frationnaire, et indie aratérise la rugosité des textures.
Cependant, il est indépendant des diretions et ne peut don pas rendre ompte de
l'anisotropie d'un CBFE.
An de pouvoir appréhender l'anisotropie d'un CBFE, A. Bonami et A. Estrade
préonisent d'utiliser les transformées de Radon du hamp X, que l'on dénit pour
toute diretion θ de Sd−1 par
∀t ∈ R, RθX(t) =
∫
〈θ〉⊥
X(s+ tθ)ρ(s)ds, (7.6)
ave une fenêtre ρ dans la lasse de Shwartz [4℄. Dans le as où X est gaussien à
densité spetrale, on peut montrer que le proessus RθX est également gaussien et
de densité spetrale
∀p ∈ R, Rθf(p) =
∫
〈θ〉⊥
f(ξ + pθ) |ρ̂(ξ)|2 dξ. (7.7)
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De plus, si X est un CBFE d'indie diretionnel h, alors
Rθf(p) ≍
+∞
|p|−2h(θ)−d.
Le proessus RθX se omporte asymptotiquement omme un mouvement brownien
frationnaire d'indie de Hölder ritique h˜(θ) = h(θ) + d−1
2
[4℄ (lorsque h˜(θ) < 1).
Par onséquent, la régularité de la transformée de Radon dépend entièrement de la
régularité du hamp dans la diretion orthogonale à la projetion.
Remarquons que la transformée de Radon de X est davantage régulière que elle
du hamp. L'exposant de Hölder des transformées pouvant être supérieur à 1, nous
entendons sa dénition dans un sens étendu [14℄.
Une autre approhe pour analyser un hamp aléatoire X dans une diretion
donnée onsiste à le restreindre sur des lignes orientées dans ette diretion. La
restrition d'un hamp X sur une droite droite ∆ identiée par un point y0 de R
d
et une diretion θ de Sd−1 est dénie par le proessus X∆ = {X(y0 + tθ); t ∈ R}.
Lorsque X est gaussien à densité spetrale, e proessus est également gaussien à
densité spetrale. Si, de plus, X est un CBFE, sa densité spetrale vérie fθ(p) ≍
+∞
|p|−2H−1. Autrement dit, l'exposant de Hölder ritique d'un proessus-ligne d'un
CBFE ne dépend que de l'indie de Hurst minimal H du hamp, qui est lui-même
indépendant de la diretion.
7.3 Estimation
7.3.1 Variations quadratiques généralisées
Comme ela est mentionné plus haut, l'indie diretionnel de Hurst h(θ) d'un
CBFE dans une diretion donnée θ peut se déduire de l'indie de Hurst de la trans-
formée de Radon du hamp dans la diretion perpendiulaire à ette diretion. Par
onséquent, le problème de l'estimation de l'indie de Hurst diretionnel se réduit au
problème de l'estimation des indies de Hurst de hamps projetés. Or, es hamps
projetés se omportent loalement omme des mouvements browniens frationnaires
(dont la dénition est étendue pour prendre en ompte des valeurs de l'indie de
Hurst supérieures à 1). C'est pourquoi, pour l'estimation de l'indie de Hurst di-
retionnel d'un CBFE, il est judiieux de reourir aux tehniques d'estimation de
l'indie de Hurst d'un mouvement brownien frationnaire.
Jusqu'à présent, beauoup de méthodes ont été proposées pour estimer l'indie
de Hurst du mouvement brownien frationnaire (pour une revue exhaustive, voir
par exemple [2℄). Nous avons travaillé ave les variations quadratiques généralisées,
qui présentent de bonnes propriétés d'estimation.
Le prinipe de l'estimation par des variations quadratiques généralisées est le
suivant. Soit Y un proessus gaussien entré à aroissement stationnaire de densité
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spetrale f . Soit {
Y
(
k
N
)
; 0 ≤ k ≤ N
}
une séquene observée. On onsidère la séquene stationnaire formée par les arois-
sements du seond ordre de Y ave un pas u ∈ N∗
∀ p ∈ Z, ZN,u(Y )(p) = Y
(
p+ 2u
N
)
− 2Y
(
p+ u
N
)
+ Y
( p
N
)
. (7.8)
Les variations quadratiques généralisées de Y d'ordre 2 sont alors dénies par
VN,u(Y ) =
1
N − 2u+ 1
N−2u∑
p=0
(ZN,u(Y )(p))
2 . (7.9)
Notons que
E(VN,u(Y )) = E((ZN,u(Y )(0))
2) = E
(
Y
(
2u
N
)
− 2Y
( u
N
)
+ Y (0)
)2
,
On peut interpréter E(VN,u(Y )) omme une version disrète de la dérivée seonde
du variogramme de Y autour de 0. De plus, selon la Proposition 1.1 de [3℄,
E(VN,u(Y )) ∼
N→+∞
cHN
−2Hu2H ,
pour une onstante cH > 0, lorsque , pour une valeur H ∈
(
0, 7
4
)
et une onstante
c > 0, la densité spetrale f vérie f(ξ) ∼
|ξ|→+∞
c|ξ|−2H−1. Intuitivement, on peut
don dénir l'estimateur de H suivant
ĤN =
1
2 log(2)
log
(
VN,2(Y )
VN,1(Y )
)
. (7.10)
Dans [3, 12℄, la onvergene de et estimateur vers H ave normalité asymptotique
est démontrée sous ertaines onditions appropriées sur le variogramme de Y ou sur
sa densité spetrale.
7.3.2 Estimation de l'indie de Hurst diretionnel
Dans le ontexte partiulier des CBFE de dimension d = 2, nous utilisons les va-
riations quadratiques généralisées sur les transformées de Radon des hamps. Soient
VN,u(θ) les variations de la projetion Y = RρX(θ, ·) dénies par les équations (7.6),
(7.8) et (7.9) pour θ ∈ S1 ≃ [−π, π[. Dans le théorème 2.3. de [3℄, nous avons montré
que
hˆ(θ) =
1
2 log(2)
log
(
VN,2(θ)
VN,1(θ)
)
− 1
2
−→
N→+∞
h(θ), (7.11)
presque sûrement et ave normalité asymptotique. Cette onvergene est garantie à
ondition que la densité spetrale RρX(θ, ·) vérie
Rθf(ξ) = |ξ|−2h(θ)−2 + o
|ξ|→+∞
(|ξ|−2h(θ)−2−s) ,
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pour tout s ∈]0, 1[, e qui est le as lorsque h est ontinûment diérentiable dans
le voisinage de θ. Ce théorème assure la onvergene théorique des estimateurs
onstruits vers l'indie de Hurst dans la diretion onsidérée.
Parlons maintenant de la mise en ÷uvre de es estimateurs de l'indie de Hurst
diretionnel. En pratique, on observe une image sur une grille retangulaire de taille
M +1 × M +1, où M = 2m pour m ∈ N. On suppose que l'image est la réalisation
en 2D d'un CBFE sur le sous-ensemble {( k
M
, l
M
)
, 0 ≤ k, l ≤ M} de [0, 1]2, le
niveau de gris x(k, l) de l'image au pixel (k, l) orrespondant à la valeur du hamp
aléatoire en
(
k
M
, l
M
)
.
Nous disrétisons les estimateurs de la manière suivante. Nous alulons les
moyennes sur les lignes (resp. les olonnes) y1 (resp. y2) de x :
∀ 0 ≤ k, l ≤ M, y1(l) = 1
M + 1
M∑
k=0
x(k, l) et y2(k) =
l
M + 1
M∑
l=0
x(k, l). (7.12)
Ces moyennes représentent des versions disrètes de la transformée de Radon telle
que dénie dans les diretions horizontale et vertiale ave une fontion ρ valant 1
sur [−1/M, 1 + 1/M ] et 0 ailleurs.
Pour e = 1, 2, nous onsidérons alors les sous-éhantillons (ye (2
νk))0≤k≤2−νM de
ye, obtenus ave un fateur de sous-éhantillonnage ν ∈ N vériant 2ν+1u < M . En-
suite, nous alulons les variations quadratiques disrètes vνe,u des sous-éhantillons
pour les paramètres de dilatation u = 1, 2
vνe,u =
1
M˜ + 1
M˜∑
p=0
(ye(sp)− 2 ye(s(p+ u)) + ye(s(p+ 2u)))2, (7.13)
ave s = 2ν et M˜ = M/2ν − 2u.
Enn, onformément à (7.11), nous dénissons l'estimateur disret hˆνe des indies
de Hurst he dans les diretions e = 1, 2
hˆνe =
1
2 log(2)
log
(
vνe,2
vνe,1
)
− 1
2
. (7.14)
Dans [3℄, nous avons étudié l'eet de ette disrétisation sur l'estimation. En
partiulier, nous avons montré que pour e = 1, 2, l'estimateur hˆνe onverge vers he,
sous réserve que
ν > m
he −H + 1/2
he + 1/2
.
Cette ondition est purement théorique et ne peut être utilisée en pratique. Aussi
avons-nous réalisé une étude numérique à partir d'exemples synthétiques pour éva-
luer l'eet du fateur de sous-éhantillonnage ν. Lorsque ν est petit, les estimateurs
ont tendane à sous-estimer la véritable valeur. Lorsque ν roît, les estimateurs de-
viennent de moins en moins biaisés, mais leur variane augmente. Pour m = 9, nous
avons trouvé un bon ompromis biais/variane ave un fateur ν = 2.
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7.4 Tests d'anisotropie
7.4.1 Dénitions
Soit X un CBFE d'indie de Hurst diretionnel h et d'indie de Hurst minimal
H . Le hamp est isotrope si h ≡ H .
Idéalement, nous voudrions don tester
l'hypothèse nulle H0 : h ≡ H (isotropie) ontre
l'hypothèse alternative H1 : ∃ θ1 6= θ2, h(θ1) 6= h(θ1) (anisotropie).
Cependant, un tel test requiert l'estimation des indies de Hurst h dans toutes
les diretions. En pratique, ela implique de disrétiser la transformée de Radon
dans une diretion arbitraire. Or, en dehors des diretions horizontale, vertiale et
diagonales, une telle disrétisation néessite une interpolation du hamp observé. De
e fait, l'estimation de l'indie de Hurst risque d'être biaisé.
An d'éviter les problèmes d'estimation liés à l'interpolation et d'avoir une mise
en ÷uvre able du test, nous avons restreint la dénition du test aux diretions
vertiale et horizontale. Soient θ1 = (0, 1) et θ2 = (1, 0) les diretions vertiale et
horizontale du plan. Notons h1 = h(θ1) et h2 = h(θ2) l'indie de Hurst dans les
diretions θ1 et θ2, respetivement. Nous testons l'hypothèse nulle
H0 : h1 = h2 (isotropie) ontre H1 : h1 6= h2 (anisotropie).
En supposant que h est ontinu dans le voisinage de θ1 et θ2, l'hypothèse H1 im-
plique que H = essinf [−pi,pi[ h 6= esssup [−pi,pi[ h. De manière naturelle, on dénit la
statistique de test
dˆ =
∣∣∣hˆ1 − hˆ2∣∣∣ , (7.15)
où hˆ1 = hˆ(θ1) et hˆ2 = hˆ(θ1) sont les estimateurs de h1 et h2 dérits par l'équation
(7.11). Nous nous attendons à e que les valeurs de dˆ soient élevées lorsque le hamp
X est anisotrope. De e fait, l'intervalle de rejet assoié au test est de la forme
R1 = {dˆ > c1}, (7.16)
où c1 est une onstante positive.
Ce premier test permet d'évaluer l'anisotropie lorsqu'elle se manifeste dans les di-
retions horizontale et vertiale. Il ne permet pas de déteter des hamps anisotropes
dont l'indie de Hurst est le même dans es deux diretions. Pour pallier e défaut,
nous avons mis au point un seond test qui prend en ompte les autres diretions
au travers d'une estimation de l'indie de Hurst minimal H . Nous testons
H0 : H = h1 = h2 (isotropie) ontre H1 : H 6= h1 ou H 6= h2 (anisotropie).
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Dans e as, nous prenons omme statistique de test
δˆ =
∣∣∣max(hˆ1, hˆ2)− Hˆ∣∣∣ , (7.17)
où Hˆ est un estimateur de l'indie de Hurst minimal [3, 14℄. L'intervalle de rejet du
seond test est de la forme
R2 = {δˆ > c2}, (7.18)
où c2 est une onstante positive.
7.4.2 Convergene des statistiques de tests
Dans [14℄, nous avons démontré un résultat de onvergene onernant la statis-
tique du premier test.
Théorème 7.2. Soit X un CBFE dont l'indie de Hurst diretionnel h est onti-
nûment dérivable dans le voisinage de θ1 et θ2. Alors, presque sûrement
hˆ1 − hˆ2 −→
N→+∞
h1 − h2
ave, pour une onstante γ > 0,
√
N
(
hˆ1 − hˆ2 − (h1 − h2)
)
d−→
N→+∞
N (0, γ2) .
Ce théorème assure que, sous l'hypothèse nulle H0 du premier test,
√
Ndˆ
d−→
N→+∞
|N (0, γ2) |
tandis que sous l'hypothèse alternative H1, presque sûrement,
√
Ndˆ −→
N→+∞
+∞.
Le résultat implique en outre que lorsque N est susamment grand, le seuil c1
de l'intervalle de rejet à un niveau de onane α a la forme γ/
√
N tα, où tα est
le (1 − α/2)-quantile d'une distribution gaussienne entrée réduite. Le théorème
apporte une justiation théorique au premier test.
La partie du théorème sur la onvergene presque sûre est une onséquene direte
de (7.11). Par ontre, la démonstration de la onvergene en loi néessite la prise
en ompte des orrélations entre les estimateurs hˆ1 et hˆ2, qui sont dénis à partir
des transformées de Radon du même hamp aléatoire. Dans la démonstration, nous
montrons que les estimateurs sont asymptotiquement presque indépendants.
7.4.3 Mise en ÷uvre
En utilisant les estimateurs disrets dérits dans la setion 7.3.2, nous dénissons
les statistiques empiriques des tests d'anisotropie : pour le premier test,
dˆν = |hˆν1 − hˆν2|
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et pour le seond,
δˆν = |max(hˆν1, hˆν2)− Ĥ|,
où Ĥ est une estimation de l'indie de Hurst minimal obtenue à partir des proessus-
ligne [3℄. Nous préisons ensuite la forme empirique des intervalles de rejet assoiés
aux tests : pour le premier test,
Rν1 = {dˆν > cν1}, (7.19)
et pour le seond
Rν2 = {δˆν > cν2}. (7.20)
Il reste alors à xer les diérents paramètres des intervalles de rejets, à savoir le
fateur de sous-éhantillonnage ν et les seuils de rejet cν1 et c
ν
2. Dans la mesure où
le théorème 7.2 ne donne pas de valeur expliite à la variane γ, il ne nous permet
pas de xer le seuil de rejet cν1. Ce théorème ne permet pas non plus de xer ν.
Pour xer les paramètres de manière optimale, nous avons eu reours à une
étude numérique basée sur des simulations de CBFE [14℄. En étudiant la variane
des statistiques de test, nous avons pu xer des seuils de rejet orrespondant à un
niveau de onane de 95%. Lorsque m = 9 et M = 29, nous avons obtenu pour le
premier test, c01 = 0.16 ave ν = 0 et c
2
1 = 0.3 ave ν = 2, et pour le seond test
c22 = 0.2 ave ν = 2.
7.5 Appliation à la mammographie
7.5.1 Contexte
L'apparene radiographique du sein dépend essentiellement de la distribution et
de la part relative des tissus adipeux et bro-glandulaires qu'il ontient. Tandis
que les tissus adipeux sont radio-transparents et tendent à obsurir l'image, les
tissus bro-glandulaires atténuent les rayons X et élairissent l'image. La densité
de l'image désigne l'aspet lair des images ausés par la présene des tissus bro-
glandulaires du sein. A la n des années 60, Wolfe a avané l'idée que le risque de
aner du sein pouvait être évalué à partir de l'observation de l'apparene et des
motifs du parenhyme [15℄. Ces premiers travaux ont susité de vives polémiques et
motivé de nombreuses études sur les relations entre la densité du sein et le risque
de aner [5℄ qui ont nalement mis en évidene d'importantes orrélations entre un
aroissement de la densité mammaire et le risque de aner.
Dans dans la plupart des analyses épidémiologiques, l'évaluation de la densité du
sein, qui est faite de manière qualitative par des radiologues, est sujette à des va-
riations inter-observateurs. Aussi, dès le début des années 1990, des herheurs ont
tenté de mettre en plae des mesures quantitatives et automatiques de la densité ;
voir les ates des International Workshops on Digital Mammography (par exemple
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[1℄). Certaines de es mesures sont onstruites à partir d'une estimation de la di-
mension fratale [7, 8℄. Réemment, ertains herheurs se sont plus partiulièrement
attahés à erner la nature stohastique de la texture mammographique en utilisant
des modèles aléatoires assimilables aux hamps browniens frationnaires tels que les
1/f noise [6, 9, 10, 11℄. A partir de es modèles de textures, es herheurs ont
eetué des mesures des paramètres du modèle et validé empiriquement le modèle.
Des mesures de paramètres liés à l'indie de Hurst faites sur les mammographies
lassiques et numériques ont été publiées indépendamment dans plusieurs artiles
[6, 7, 8, 10, 11, 13℄. Caldwell et al. [8℄ et Byng et al. [7℄ ont utilisé la méthode de
Box ounting pour l'estimation de la dimension fratale sur toute l'image. A partir
de 70 mammographies lassiques, ils obtiennent des valeurs entre 2.2 et 2.5 ave un
éart-type de 0.02, e qui orrespond à un indie de Hurst entre 0.5 et 0.8. Kestener
et al. ont alulé l'indie de Hurst sur des petites régions de taille 512 × 512 de
mammographies lassiques extraites de la base de données DDSM [13℄. Les valeurs
qu'ils obtiennent sont dans les intervalles [0.20; 0.35] et [0.55; 0.75], pour des régions
d'intérêt qui sont respetivement à prédominane adipeuse ou glandulaire. Dans [11℄,
les auteurs ont utilisé une tehnique spetrale pour estimer la régularité du oeient
β du modèle 1/f noise. Sur 104 régions d'intérêt extraites de 26 mammographies
numériques, les valeurs de β sont dans l'intervalle [1.32; 1.44], e qui orrespond à
une valeur de l'indie de Hurst H dans [0.32; 0.44]. Dans un autre artile, les mêmes
auteurs indiquent des valeurs de β dans [1.42, 1.51], 'est à dire de H dans [0.42; 0.51]
pour des régions d'intérêt extraites de 60mammographies lassiques [10℄. Ces valeurs
sont onformes à elles obtenues indépendamment dans [6℄.
7.5.2 Matériel et méthode
Notre base de données est onstituée de 58 as, haque as étant lui-même om-
posé des mammographies numériques des seins droit et gauhe d'une patiente. Les
images ont été aquises en position médio-latérale au moyen d'un Senographe 2000D
(General Eletri Medial Systems, Milwaukee, WI), ave une résolution spatiale de
0.1mm2 par pixel (taille de l'image : 1914x2294 pixels). Les images ont été four-
nie graieusement par le Département de radiologie de l'Université de Pennsylvanie.
Dans haque image de la base de données, nous avons extrait manuellement une
région d'intérêt de taille 512 × 512 dans la partie la plus dense du sein. Comme
ela est indiqué sur la gure 7.1, nous avons alulé les transformées de Radon dis-
rètes de es régions dans les diretions horizontale et vertiale (équation (7.12)) et
estimé les indies de Hurst diretionnel dans es deux diretions (équation (7.14),
pour ν = 0, 2). Nous avons également alulé l'indie de Hurst minimal en utili-
sant les estimateurs-ligne [14℄. Notons que pour les mammographies, les diretions
vertiale (ligne) et horizontale (olonne), qui sont indiquées par les indies 1 et 2,
orrespondent respetivement aux diretions perpendiulaire et parallèle à la paroi
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Fig. 7.1  Une région d'intérêt extraite d'une mammographie numérique et ses projetions vertiale
et horizontale (as 83, feb05, rm).
de soutien du sein.
7.5.3 Régularité et anisotropie des mammographies
Les estimations de l'indie Hurst minimal (obtenues à partir des estimateurs-
ligne) sont dans l'intervalle [0.18; 0.42], ont une moyenne de 0.31 et un éart-type
de 0.05. Sur les gures 7.2 (a) et (b), nous pouvons observer que les valeurs esti-
mées ont des distributions empiriques équivalentes dans les deux diretions et sont
approximativement égales sur haque image. Cette observation est onforme à la
propriété théorique d'un CBFE selon laquelle les restritions de es hamps sur les
lignes ont la même régularité dans toutes les diretions.
Sur la gure 7.2 (), nous pouvons voir que les indies de Hurst horizontal et ver-
tial ont des distributions empiriques similaires. Les valeurs estimées à la vertiale et
l'horizontale sont en moyenne de 0.45 et 0.55, ave un éart-type d'environ 0.15. Les
mammographies semblent don légèrement plus régulières dans la diretion parallèle
à la paroi de soutien que dans la diretion perpendiulaire. Par ailleurs, les valeurs
des indies de Hurst minimal et des indies de Hurst diretionnels ne sont pas du
même ordre, e qui est indiateur de l'anisotropie des images.
Cette anisotropie est davantage manifeste sur les gures 7.3 (a) et (b). Sur la gure
7.3 (a), il y a environ 43 % des mammographies pour lesquelles l'estimation de la
diérene dˆ0 est au-dessus du seuil de rejet, e qui veut dire que 43 % des as sont
lassés anisotropes par le premier test d'anisotropie. Le premier test d'anisotropie
ne peut ependant pas déteter des as anisotropes pour lesquels les indies de
Hurst horizontal et vertial sont du même ordre. De tels as peuvent ependant
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être détetés par le seond test d'anisotropie. Sur la gure 7.3 (b), nous voyons que
le seond test détete environ 60 % de as anisotropes. Ces résultats signient que
selon le modèle des CBFE, nous avons au moins 60 % de as pouvant être onsidérés
omme anisotropes ave un niveau de onane d'environ 95 %.
Nos estimations du paramètre de Hurst minimal sont prohes de elles obte-
nues par Heine et al. sur les mammographies numériques [11℄. Dans la lignées des
études de [6, 10, 11℄, nos expérienes onrment la pertinene du modèle de hamp
brownien frationnaire pour la aratérisation de la densité mammaire. Cependant,
elles révèlent que l'hypothèse d'isotropie sur laquelle repose les modèles de hamps
préédemment utilisés n'est pas valide en pratique. Nous onluons que le modèle
de CBFE est plus pertinent qu'un simple modèle de hamp brownien frationnaire
(isotrope) pour la desription des textures mammographiques.
D'un point de vue médial, ette onlusion suggère de prendre en ompte l'ani-
sotropie pour l'analyse de la densité mammaire et l'évaluation du risque de aner
du sein. L'étude des relations entre les indiateurs d'anisotropie et e risque fait
partie des projets que nous menons atuellement.
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Fig. 7.2  (a) Distribution empirique de l'indie de Hurst minimal des mammographies, estimé
au moyen des estimateurs-ligne. (b) Estimations-ligne horizontale et vertiale de l'indie de Hurst
minimal sur haune des mammographies. () Distribution empirique des indies de Hurst hori-
zontal et vertial estimés au moyen des estimateurs-projetion à la vertiale et à l'horizontale (hˆ21
et hˆ22). (d) Estimations horizontale et vertiale de l'indie de Hurst diretionnel sur haune des
mammographies.
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Fig. 7.3  Distribution empirique des estimateurs (a) dˆ0 = |hˆ01−hˆ02| et (b) δˆ2 = |max(hˆ21, hˆ22)−hˆ0)|.
La ligne hahurée rouge indique le seuil de rejet du test d'anisotropie orrespondant à l'estimateur.
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Chapitre 8
Textures anisotropes aléatoires
8.1 Présentation
Dans e hapitre, je présente un projet de reherhe sur l'analyse de texture qui a
été séletionné par l'Agene Nationale de la Reherhe dans le adre du programme
blan 2009 en tant que projet interdisiplinaire [33℄. Je serai oordinateur de e pro-
jet entre 2009 et 2013. Ce projet de reherhe omprend une thématique médiale
onernant le aner du sein. Cette thématique a été développée sous ma oordina-
tion au sein d'un autre projet porté par F. Clavel-Chapelon (ERI-20 Inserm). Ce
dernier, qui est intitulé Densité du sein et aspet mammographique omme fa-
teurs de risque du aner du sein, a été séletionné par l'Institut national du aner
(INCA) en 2009 dans le programme reherhe en sienes humaines et soiales, en
santé publique et en épidémiologie.
L'analyse de texture est l'un des problèmes fondamentaux du traitement d'images,
qui omporte de nombreuses appliations non seulement en imagerie médiale mais
également en imagerie satellitale et en indexation de bases de données. La texture,
qui est un phénomène de nature périodique dans l'image, peut s'appréhender au
travers de diérentes approhes mathématiques (géométrique, variationnelle, proba-
biliste, statistique,...). Dans le projet, le problème de l'analyse de texture est abordé
d'un point de vue probabiliste et statistique, en onsidérant l'image omme la réali-
sation d'un hamp aléatoire dont les propriétés traduisent elles de la formation de
la texture. Ainsi, le projet est résolument plaé à l'intersetion de la théorie des pro-
babilités, des statistiques et du traitement d'images. De e point de vue, il s'insrit
dans la ontinuité du projet multidisiplinaire ANR Mipomodim Milieux poreux :
modèles et images (05-BLAN-0017, A. Estrade) auquel j'ai partiipé entre 2005
et 2008. Il fédère les équipes de probabilités et du traitement d'images du MAP5,
auxquelles sont assoiées des herheurs provenant de l'UMR LTCI (CNRS 5141)
à Teleom ParisTeh, de l'équipe d'aueil 3454 à l'Université Paris 10-Nanterre,
de l'UMR MAPMO (CNRS 6628) à l'Université d'Orléans et de l'UMR GREMAQ
8.1. PRÉSENTATION
(CNRS 5604) à l'Université de Toulouse 1.
Pour analyser l'aspet textural des images au moyen d'un modèle de hamp
aléatoire, on s'appuie habituellement sur les paramètres qui aratérisent le modèle.
Par exemple, en analyse fratale, on se sert de l'indie de Hurst assoié au modèle
de hamp brownien frationnaire pour aratériser la rugosité des textures. Ce type
d'analyse a susité un grand intérêt en imagerie médiale [13℄. Elle a été utilisée
en mammographie pour aratériser la densité mammaire, lassier les types de
sein, évaluer le risque de aner du sein [19℄, ou enore quantier la détetabilité de
lésion [17℄, ainsi qu'en radiographie osseuse pour aratériser l'état de l'arhiteture
osseuse et évaluer un risque de frature ostéoporotique [2, 18℄.
Le projet se onentre sur deux appliations médiales qui sont d'une impor-
tane majeure en Santé publique : le aner du sein et les maladies ostéo-artiulaires
telles que l'ostéoporose. Il a pour voation d'amener les mathématiiens à inter-
agir ave les ateurs du seteur de la santé an de proposer des solutions à des
problèmes médiaux de premier plan. Aussi le projet inlut-il plusieurs partenaires
privilégiés dans les domaines d'appliations onsidérés : l'unité INSERM U-658 (C.-
L. Benhamou, Centre Hospitalier Régional d'Orléans), l'unité INSERM ERI-20 (F.
Clavel-Chapelon, Institut Gustave Roussy, Villejuif), et le Département de radiolo-
gie de l'Université de Pennsylvanie (A. Maidment, USA). Les membres de l'unité
INSERM U-658 s'intéressent prinipalement à la aratérisation des tissus osseux
et à la qualité de l'arhiteture osseuse à partir de l'imagerie. L'un de ses objetifs
à long terme est de ompléter l'examen densitométrique utilisé en pratique linique
par une analyse de la texture osseuse eetuée sur la radiographie. L'ativité de
l'unité INSERM ERI-20 est onsarée à l'épidémiologie du aner du sein. Elle est
axée sur la base de données E3N, qui résulte d'une enquête de ohorte impliquant
100000 femmes volontaires. En s'appuyant sur ette base de données, un des objetifs
à long terme est de répondre à un ensemble de questions fondamentales sur l'aspet
des mammographies et ses liens ave des fateurs de risque avérés. L'équipe du dé-
partement de radiologie de l'Université de Pennsylvanie s'intéresse prinipalement
à la mise au point de tehniques d'aquisition d'images mammaires 3D telles que
la tomosynthèse du sein. Cette dernière repose sur la reonstrution tomographique
du volume du sein à partir de projetions radiographiques obtenues dans un nombre
limité de diretions. L'utilisation de tomosynthèses permet de réduire les eets de
superposition des tissus qui sont fréquents en mammographie lassique. Dans les
prohaines années, ette tehnique pourrait remplaer la mammographie dans les
examens de dépistage du aner du sein. Dans ette perspetive, il est intéressant à
l'heure atuelle de omparer les propriétés texturales de la tomosynthèse en 3D et
de la mammographie en 2D.
Les appliations préédentes soulèvent un problème d'ordre méthodologique qui
nous onerne au premier plan, elui de la aratérisation de l'apparene des radio-
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graphies (mammographies, tomosynthèses du sein ou radiographies de l'os). Pour
traiter e problème, nous avons pris le parti de proéder en deux étapes : (1) pro-
poser un modèle aléatoire pour la desription des textures des images radiologiques
et en vérier son adéquation aux données, (2) à partir des paramètres du modèles,
onstruire des indies de texture pertinents pour répondre aux questions médiales.
En raison du aratère fortement anisotrope des radiographies osseuses et mam-
maires, la modélisation de es images onstitue ependant un dé mathématique.
Les modèles ourants utilisés pour dérire es images radiologiques reposent sur des
hypothèses simplistes d'isotropie qui ne sont pas vériées en pratique [2, 18, 19℄.
De par leur aratère réduteur, es hypothèses peuvent masquer ertaines informa-
tions qui pourraient s'avérer importantes pour l'exploitation médiale de l'analyse
de texture.
La modélisation et l'étude de l'anisotropie est un problème général de la théo-
rie des probabilités. Au sens strit, un hamp aléatoire est anisotrope s'il n'est pas
invariant par rapport aux rotations du plan ou de l'espae. Toutefois, on peut en-
tendre l'anisotropie d'un hamp aléatoire dans un sens plus large qui indique l'ab-
sene d'une invariane généralement supposée dans la onstrution mathématique
du modèle aléatoire (non-stationnarité, hangement de omportement en éhelle, in-
homogénéité,...). L'étude théorique de modèles anisotropes soulève un grand nombre
de problèmes ouverts dont la résolution est importante pour mener à bien les ap-
pliations. En premier lieu, il onvient de dénir mathématiquement l'anisotropie
et de savoir omment l'appréhender au travers des modèles. Pour beauoup de mo-
dèles anisotropes, il reste également à mettre en plae des stratégies d'estimation
paramétrique et de tests d'adéquation des modèles aux données. Par ailleurs, il reste
enore à dénir des tehniques de simulation préises des hamps aléatoires dénis.
Toutes es questions sont à l'étude dans le adre du projet.
8.2 Modèles aléatoires anisotropes
L'anisotropie de hamps aléatoires peut se dénir de diérentes manières. Dans
le hapitre 7, nous avons étudié ertains modèles anisotropes de hamps aléatoires
appartenant à l'ensemble des hamps gaussiens à densité spetrale. Dans le adre
du projet, nous nous intéressons à un ensemble beauoup plus vaste de modèles
anisotropes, qui reouvrent le hamp d'investigation de tous les partiipants. Nous
distinguons trois types de modèles anisotropes :
 les hamps gaussiens anisotropes à densité spetrale,
 les hamps stationnaires déformés,
 les hamps germe-grain.
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8.2. MODÈLES ALÉATOIRES ANISOTROPES
Modèle Densité spetrale Paramètres Réf.
Champ brownien f(ζ) = ‖ζ‖−2H−d, H ∈ (0, 1) indie de Hurst. [7, 8, 34℄
frationnaire ‖ζ‖ = (ζ21 + ζ22 + . . .+ ζ2d)
1
2 .
Champ brownien f(ζ) = ‖ζ‖−2H(arg(ζ))−d. H(arg(ζ)) ∈ (0, 1) dépend [7, 8, 34℄
frationnaire étendu de la diretion fréquentielle.
Champ à fontion f(ζ) = C(arg(ζ))‖w‖−2H−d. C(arg(ζ)) ∈ R dépend [14℄
topothésie de la diretion fréquentielle.
Champ brownien f(ζ) = ‖ζ‖−2H(x)−2. H(x) ∈ (0, 1) [1, 27℄
multi-frationnaire dépend de la position x.
Champ à autosimilarité f(ζ) = ‖ζ‖−2−tr(E)E , E est une matrie d× d [5℄
matriielle ‖cEζ‖E = c‖ζ‖E .
Tab. 8.1  Tableau réapitulatif des modèles de hamps gaussiens anisotropes à densité spetrale.
8.2.1 Champs gaussiens anisotropes à densité spetrale
Ces modèles anisotropes sont obtenus par diérentes extensions du modèle iso-
trope de hamp brownien frationnaire, qui est lui-même une généralisation en di-
mension d (d = 2 ou d = 3) du fameux mouvement brownien frationnaire [25℄.
Ces extensions sont obtenues dans le adre des hamps gaussiens à densité spetrale
dont la dénition est donnée dans la setion 7.2 du hapitre 7. Elles se fondent sur la
aratérisation du variogramme des hamps par leur densité spetrale (f. équation
(7.1)). En donnant diérentes formes non radiales à la densité spetrale, on obtient
diérentes sortes de hamps anisotropes, que l'on résume de manière synthétique
dans le tableau 8.1. Certains de es modèles ont été appliqués aux radiographies
d'os pour la aratérisation de maladies ostéo-artiulaires [2, 6, 18, 30, 31℄ ainsi
qu'à la mammographie [6, 34℄. Il subsiste de nombreuses questions non résolues
onernant la simulation de es modèles et l'estimation de leurs paramètres. Dans le
projet ANR, nous proposons de nombreuses pistes de reherhe pour leur apporter
des solutions [33℄.
8.2.2 Champs stationnaires déformés
Une façon simple d'obtenir e type de modèles onsiste à onsidérer des déforma-
tions géométriques de hamps aléatoires stationnaires. Les auteurs de [16℄ montrent
que le drap brownien frationnaire, introduit par Kamont [21℄, peut aussi être vu
omme un hamp stationnaire déformé. Ce modèle, qui a des indies de Hurst dié-
rents dans des diretions orthogonales, a également été obtenu par intégration par
rapport au bruit blan [22℄ et utilisé pour la modélisation des radiographies d'os et
la aratérisation des maladies ostéo-artiulaires [8, 21℄. L'une des questions oner-
nant e type de modèle est alors de retrouver la déformation et le hamp stationnaire
sous-jaent.
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8.2.3 Champs germe-grain
Ces modèles sont lassiques en géométrie aléatoire : on lane aléatoirement des
points (germes) dans l'espae et des parties ompates les ontenant (grains). De
nombreux hamps aléatoires peuvent alors être onstruits à partir de es modèles.
Ainsi, les hamps de type shot-noise [32℄ sont obtenus en onsidérant la superposition
de es grains.
Lorsque les grains sont des boules, le shot-noise fournit le nombre de boules aléa-
toires reouvrant haque point [3℄. Par leur onstrution, les hamps de type shot-
noise ne sont pas gaussiens. Les tehniques ourantes d'estimation paramétrique ne
sont don plus adaptées à e type de modèle pour lesquels une aratérisation par
des statistiques d'ordre 2 n'est pas possible. Les paramètres statistiques d'intérêt
pour les modèles shot-noise sont l'intensité du proessus pontuel des germes et la
loi des grains ou ertaines de ses aratéristiques. Réemment, des méthodes d'es-
timation ont été proposées dans le adre des proessus shot-noise unidimensionnels
[15℄. Des modèles shot-noise multidimensionnels ont été étudiés par [4, 20℄. Les ques-
tions onernant l'estimation paramétrique pour es modèles demeurent ependant
ouverts.
Toujours dans le adre des modèles hamps germe-grain, on peut onstruire des
modèles ne reposant pas sur une superposition globale des grains, omme 'est le
as pour les modèles shot-noise. Ainsi, le modèle feuilles mortes, onstruit par re-
ouvrements suessifs des grains, est un outil eae de modélisation des images
naturelles [9, 26℄. Dans le adre de l'analyse d'images de radiographie, il est pro-
metteur de onsidérer des variantes de es modèles, en partiulier le modèle feuilles
mortes transparentes, onstruits par ajouts suessifs de grains ayant haun un
fateur de transparene. Ce modèle étant nouveau, son étude mathématique reste à
faire, tant en e qui onerne ses propriétés que l'estimation de ses paramètres ou
sa synthèse.
Il est également possible de onsidérer des modèles booléens qui renvoient la
valeur 1 si le point de l'espae est reouvert par l'un des grains. Ces modèles ont
fait l'objet de nombreuses études en géométrie stohastique [26℄. Ils peuvent servir à
la simulation d'altérations aléatoires ou à la modélisation de matériaux binaires 3D
omme l'os par exemple. Il semble alors naturel de onsidérer des transformations
projetives de es hamps pour la modélisation d'images radiographiques et d'étudier
l'inuene des paramètres 3D sur les propriétés des images obtenues.
Enn, on peut aussi onsidérer les hamps germe-grain selon une troisième ap-
prohe en ne gardant que l'information booléenne. L'ensemble des points reouverts
par au moins un grain onstitue un ensemble aléatoire (son omplémentaire aussi)
dont les propriétés morphologiques et topologiques ont été largement étudiées par
les spéialistes de la géométrie aléatoire. Les hamps indexés en 3D ainsi obtenus
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8.3. APPLICATIONS MÉDICALES
peuvent être utilisés pour modéliser des matériaux bi-phasiques omme le tissu os-
seux par exemple. En dérivant par ailleurs d'un point de vue mathématique le pro-
édé d'imagerie (oupes, sanner, radiographie,...) appliqué au matériau onerné,
on obtient un modèle pour l'image 2D diretement relié au modèle 3D.
8.3 Appliations médiales
8.3.1 Maladies ostéo-artiulaires
La résistane du tissu osseux n'est pas simplement liée à la densité osseuse, mais
dépend également de la miro-arhiteture trabéulaire de l'os. Des études ont mon-
tré que les propriétés struturelles et méaniques de l'os spongieux étaient aniso-
tropes et ont suggéré d'utiliser l'anisotropie pour prédire un risque de frature [10℄.
En eet, quel que soit le degré de préision de aratérisation de la miro-arhiteture
trabéulaire, l'orientation des travées et l'orientation des tests méaniques onsti-
tuent toujours des déterminants puissants de la résistane osseuse. Partant de e
prinipe, diverses reherhes ont été lanées pour modéliser la miro-arhiteture tra-
béulaire à partir de l'observation de radiographies d'os et aratériser ette dernière
en dénissant divers indies d'anisotropies [12℄. Le but ommun à es reherhes est
de parvenir à prédire un risque de frature à partir des indies extraits de l'image ou
enore d'une ombinaison de es derniers ave ertains fateurs liniques lassiques.
L'analyse des textures des radiographies d'os est l'une des voies qui a été sui-
vie pour aratériser la miro-arhiteture trabéulaire. Dans ette optique, ertains
auteurs se sont appuyés sur l'analyse fratale, basée sur le modèle isotrope de mou-
vement brownien frationnaire [2, 18℄ : les résultats des analyses fratales de texture
étant rendues sur un diagramme polaire [18℄, une tentative de mesure d'anisotropie
a été eetuée sur la forme du diagramme, en partiulier en omparant un os por-
teur (alaneum) ave un os non porteur (radius) [24℄. Mais l'interprétation de es
variations rotationnelles d'irrégularité de texture reste très diile, et assez éloignée
de l'orientation des travées. Pour pallier e défaut, ertains auteurs se sont plaés
dans le adre des modèles de hamps browniens frationnaires étendus pour mettre
en plae une méthode d'analyse de l'anisotropie dite méthode des moyennes dire-
tionnelles [23℄. Toutefois, nous avons remarqué que les propriétés théoriques de es
modèles n'étaient pas observées sur les radiographies d'os, e qui suggère que es
modèles ne sont pas parfaitement adaptés à es images [6, 31, 30℄. Le problème de la
modélisation des images osseuses reste don un dé mathématique que nous voulons
relever dans le adre du projet.
Par ailleurs, l'anisotropie de texture osseuse sur images projetées doit être onfron-
tée à l'anisotropie réelle de l'objet en 3D [29℄. Nos expérienes ont montré que les
altérations aléatoires apportées à une struture anisotrope aggravaient son anisotro-
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pie [28℄. Ces aspets de orrespondane 2D-3D paraissent néessaires à la validation
d'indies d'anisotropie, d'autant que l'enjeu est de fournir un indie pertinent de
risque basé sur la struture, en l'améliorant grâe à l'anisotropie.
En partiulier, l'os trabéulaire est organisé en un réseaux omplexes de plaques
et poutres et des études réentes [35℄ montrent qu'il est important de tenir ompte
de es deux omposantes pour obtenir des indiateurs ables de l'état de la miro-
arhiteture osseuse.
8.3.2 Caner du sein
Dans nos travaux antérieurs, nous avons montré expérimentalement la pertinene
des hamps browniens frationnaires anisotropes pour la modélisation des textures
mammographiques (voir le hapitre 7 et l'artile [34℄). Cependant, l'analyse de la
régularité diretionnelle que nous avons faite est limitée aux diretions horizontale
et vertiale. Nous souhaitons étendre ette analyse diretionnelle en utilisant des ro-
tations disrètes dans des diretions quelonques du plan et ontrlant l'erreur d'es-
timation paramétrique induite par es rotations. Par ailleurs, nous avons appliqué
nos méthodes à des mammographies diretement numériques alors que le ontexte
linique de e projet impose de travailler sur des mammographies lassiques numéri-
sées. Il s'agit don de prendre en ompte ette spéiité de la formation de l'image
dans le modèle de hamp et d'en étudier l'eet de la numérisation sur l'estimation
des paramètres. D'une manière plus générale, nous nous intéresserons aux problèmes
du passage ontinu au disret dans les modèles aléatoires onsidérés.
Dans une toute autre perspetive, des travaux ont été menés pour évaluer dire-
tement la densité des seins à partir de mesures d'aire [11℄ et de mesures de volume
[36℄. Ces mesures, qui sont eetuées sans en référer à l'aspet textural des images,
ont été mises en relation ave un risque de aner du sein. Nous herherons à trou-
ver des orrélations entre les mesures de densité et les indies texturaux extraits des
images en utilisant la base E3N de notre partenaire Inserm.
Par ailleurs, en suivant les analyses développées dans [17℄, nous travaillerons
sur la aratérisation de la détetabilité des lésions par rapport au ontraste et aux
paramètres de forme. En fontion des propriétés du modèle de texture, des ontrastes
et mesures de forme spéiques pourraient voir le jour, e qui poserait la question de
l'adéquation entre la détetabilité prédite par le modèle et la détetabilité mesurée
empiriquement à partir d'expérienes psyho-visuelles sur des sujets.
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