In this paper, subgeometric ergodicity is investigated for continuous-time Markov chains. Several equivalent conditions, based on the first hitting time or the drift function, are derived as the main theorem. In its corollaries, practical drift criteria are given forergodicity and computable bounds on subgeometric convergence rates are obtained for stochastically monotone Markov chains. These results are illustrated by examples.
Introduction
It is well known that continuous-time Markov chains (CTMCs) (also called Q -processes), i.e. continuous-time Markov processes on a countable state space, play a very important role in stochastic processes, which model many real phenomena in biology, physics, finance and other disciplines. Ergodicity has been one of the central topics in this field. There are three standard types of ergodicity: ordinary, exponential (geometric) and strong ergodicity, which have recently received increasing attentions (see, e.g. [1, 3, 4] ). In the past decade or so, nonexponential phenomena were observed in many real systems, and this inspired people's interest for further research in this field. More and more discrete-or continuous-time Markov chains have been identified, in which geometric ergodicity fails while subgeometric ergodicity holds. Characterizations of subgeometric ergodicity for discrete-time Markov chains are rather complete (see, e.g. [5, 10, 14, 16] ). However, due to technical difficulties, results for discrete-time Markov chains cannot be transferred to their counterparts for continuous-time Markov chains through a standard argument, such as through the skeleton chains. Recently, subgeometric ergodicity was studied for continuous-time Markov processes with a general state space (see, e.g. [6, 7, 9] ). However, a complete characterization has not been obtained even for CTMCs. Therefore, a further detailed analysis of subgeometric ergodicity for CTMCs leading to criteria that are useful for applications is very necessary and is the focus of this paper.
Let Z + = {0, 1, 2, . . .}, N + = {1, 2, . . .} and R + = [0, ∞). For a sequence {a k , k ∈ Z + } of real numbers, we make the convention that n k=m a k = 0 whenever m > n. Denote by (Φ t ) t∈R + a continuous-time Markov chain on a countable state space E with intensity matrix Q = {q ij ; i, j ∈ E} (also called a q-matrix). Note that for a q-matrix Q , q ij 0 for any i, j ∈ E such that i = j, and q ii 0 for any i ∈ E. Write q i = −q ii . Assume throughout the paper that Q is regular (i.e., Q is conservative and the minimal q-function is the unique solution of the backward equations), totally stable (i.e., q i < ∞ for all i ∈ E) and is irreducible, which implies that the chain Φ t is the unique Q -process and irreducible. Denote by P t (i, j) the corresponding transition function of the process, i.e.
P t (i, j) =
where P i and E i denote the probability and the expectation of the chain under the initial condition Φ 0 = i, respectively.
To study the subgeometric ergodicity, consider the following class of functions. Let Λ 0 be the family of the increasing functions r : R + → [1, ∞) satisfying log r(t) t ↓ 0, as t ↑ ∞.
As a direct consequence of (1.1), the following two important properties for a function r ∈ Λ 0 will be frequently used in later sections:
r(x + y) r(x)r( y) for all x, y ∈ R + , (1.2) and for each a ∈ R + ,
It is more convenient to consider another class of Λ functions, which is more general than Λ 0 . In fact, it is equivalent to Λ 0 in the following sense. A function r ∈ Λ if r(t) > 0 for all t ∈ R + and if there exists an r 0 ∈ Λ 0 such that 
Without loss of generality we assume that r(0) = 1 whenever r ∈ Λ. Any function in Λ is said to be a subgeometric rate function (see e.g. [15] ). Examples of functions r in Λ are r(t) = t α (log t) β ∨ 1, α, β 0 such that α, β do not equal zero simultaneously. Throughout the paper, whenever a function r appears it is always assumed to be a subgeometric rate function, or r ∈ Λ. However, according to the above equivalence, without of loss of generality, all proofs are presented only for a corresponding r 0 . Alternatively, one may simply assume that r has properties (1.2) and (1.3).
Recall that the chain Φ t is called ergodic if there exists a unique invariant probability measure π (i.e. π Q = 0 and 5) for any i ∈ E.
The rest of the paper is organized as follows. The main results are presented in Section 2, in which subgeometric ergodicity is characterized in Theorem 2.1 through three equivalent conditions: (i) an integral-type functional of the first hitting time has a finite moment; (ii) there exists a finite nonnegative drift function; and (iii) the subgeometric moment of the first hitting time has a finite expectation on the stationary distribution. Moreover, based on finitely many drift functions, a drift criterion for -ergodicity, which can be practically checked, is given in Corollary 2.1. Explicit bounds on the subgeometric convergence rate are also obtained for stochastically monotone chains. Detailed proof of the main theorem is provided in Section 3. In Section 4, examples are shown to illustrate applications of the results.
Main results
The two first hitting times, which are important in the analysis of ergodicity, are defined as follows: for any nonempty set A ∈ B(E), 
(iv) The chain Φ t is ergodic with the invariant probability measure π and E π r(δ j ) < ∞ for some (and then for any) j ∈ E.
Proof. The equivalence of (ii) and (iii) is Theorem 3.1. The equivalence of (ii) and (iv) is Theorem 3.2. And, the equivalence of (ii) and (i) is Theorem 3. were previously shown in [9] . (ii) The equivalence of (i)-(iv) is a counterpart of the well-known results about subgeometric ergodicity for the discrete-time case shown in [16] and [17] . (iii) The equivalent relations in the theorem provide us with different methods to investigate subgeometric ergodicity for CTMCs, which make the analysis more flexible when we deal with specific models.
When is restricted to be in Z + , -ergodicity was investigated in [13] . Specifically, only the equivalence between (ii) and (iii) for r(t) = t , ∈ Z + was proved by using a completely different method.
It could be challenging to find a drift function satisfying (iii) because it involves the unknown information
Hence, it is necessary to derive practically more favorable drift conditions. The -ergodic case is dealt with in the following corollary. 
and denotes the integer-part function, or the largest integer which is smaller than or equal to .
The proof needs Lemmas 3.1 and 3.2, which looks a bit weird since we haven't proved them yet. It could look better if we prove them after these two lemmas. However, at this stage, we probably don't want to make a big change. 
and from (i) of Lemma 3.1 that
Next prove (ii) ⇒ (i). We only prove the case for m = 0 since for the other cases (1 m ) we can similarly have a proof. From (2.2), we have 
In the following, we derive computable bounds on the subgeometric convergence rate for stochastically monotone chains.
The chain Φ t is called stochastically monotone if
is an increasing function of i for any fixed k ∈ E and t ∈ R + . It is known from Theorem 3.1 in [18] that Φ t is stochastically monotone if and only if Q is monotone, i.e.,
for all i, k ∈ E such that k = i + 1. For stochastically monotone CTMCs, computable bounds on the exponential convergence rate were given in [12] by using the coupling method. By extending the arguments in [12] to the subgeometric case, bounds on the integral on the left hand side of (1.3) were derived by Theorem 4.1 in [9] in terms of the first hitting time. We now investigate another form of bounds based on the first hitting time and the drift function. 
Corollary 2.2. Let E = Z + . Suppose that Q is monotone and r(t) is strictly increasing. If E
0 [r(δ 0 )] < ∞, then Φ t
is subgeometrically ergodic of order r and for any i ∈ E and any t
∈ R + r(t) P t (i, ·) − π(·) D i , (2.4) where D i = 2E i [r(τ 0 )] + 2E π [r(τ 0 )] < ∞.∈ R + , t −1 P t (i, ·) − π(·) D i ,(2.
5)
where
Proof. It follows from (3.4) in [12] that
for any i ∈ E, from which (2.4) follows from the Markov inequality. To show D i < ∞, we use a similar argument to the proof of Lemma 4.1 in [9] to have that
Multiplying both sides of (2.6) by π i and summing over i, we have
from which and π Q = 0 it follows that
In the proof of Corollary 2.1, we know that
(2.5) now follows from (2.4), (2.7) and (2.8). 2
Proof of Theorem 2.1
This section is devoted to proving Theorem 2.1. To do this, we divide the theorem into three theorems: Theorems 3.1, 3.2 and 3.3. The proof of Theorem 3.1 is based on the theory of the minimal nonnegative solution developed in [8] . For a proof of Theorems 3.2 and 3.3, the skeleton-chain method is adopted to bridge the subgeometric ergodicity between CTMCs and discrete-time Markov chains.
To 
Lemma 3.1. Let A be a (probably infinite) nonempty subset of E.
∈ A} is the minimal nonnegative solution of the equation
2)
and {E i [r(τ A )], i / ∈ A} satisfies the system (3.2) with equality.
Using the usual drift operator θ t , we have
For the first and fifth equalities, since the integrand is nonnegative, by Tonelli's theorem we know that the order of integrals can be interchanged and both sides are simultaneously convergent or divergent. The second equality follows from the Markov property and the third one holds because the indicator function I [δ A >t] is measurable for the natural σ -field F t .
The fourth equality follows from the smoothing property of conditional expectation.
From Proposition 3.1, we know that {E i [r(δ A )], i ∈ E} is the minimal nonnegative solution of (3.1), from which (i) follows directly for i ∈ A. Furthermore, by noting that 
The first inequality follows from (1.2). The third equality is obtained by conditioning on F T 1 and by using the strong Markov property. The fourth equality holds since r(T 1 
) and E Φ T 1 [r(T 2 )] are conditionally independent for a given i. Since r(t) is subgeometric and T 1 is exponentially distributed with parameter q i , it implies that E i [r(T 1 )] and E i [r(T 1 )] are finite. Therefore, E i [r(δ A )] < ∞ follows from (3.4). 2
Remark 3.1. Besides proving Theorem 3.1, Lemmas 3.1 and 3.2 are often practically preferable, which will be illustrated in The following lemma is an extension of Lemma 6.1.4(ii) in [1] from the geometric case to the subgeometric case, which will be used to prove Proposition 3.2. 
and define recursively
, n 2 to be the time of the nth post-η entry into B. Define for n ∈ N + the {0, 1}-valued random variables by Z n = 1 if and only if Φ(τ n ) ∈ B . Then we see from (3.5) that
for n 1. Using the property thatr(s + t) r(s) + r(s)r(t) for any s, t ∈ R + and a similar argument to that in the proof of (3.4) in [14] , we have that for any n 2,
ρ < 1 such that for any n 2
Obviously, both a i (1) 
In our case, for any finite set B and any i ∈ E, it follows that
The converse of the proposition is obvious. 2 
Proof. First, we prove (i) ⇒ (ii). Suppose that V i is a finite nonnegative solution to (3.9). For i / ∈ A, we have
From Lemma 3.1, we see that
Therefore, it follows from Lemma 3.
Thus we have already shown that {V i , i ∈ E} is a finite nonnegative solution to (3.9) with b = max i∈ 
(ii) The chain Φ t is ergodic with the invariant probability measure π and E π r(δ j ) < ∞ for some (and then for any) j ∈ E.
Proof. It follows from Proposition 3.2 and Theorem 2.3 in [9] that (i) implies (ii). Now we prove that (ii) implies (i). Suppose that
For any h > 0, it is possible that the skeleton chain Φ nh can miss visits of the continuous-time process to j, and so result in δ j δ j (h). Suppose that Φ 0 = i. When the process Φ t arrives at j, it must stay at j for a positive length, then repeat leaving and returning infinitely. Let D k be the kth sojourn time in j and W k be the length of the interval between the kth exit from j and the next visit to j. Note that W k are independent and that D k are independent of each other and the W k . Moreover, D k are identically exponentially distributed with parameter q j . Define N = min{n 1: the h-skeleton is in state j during the interval D n }. Observe that 
Examples
In this section, four examples are provided to illustrate the application of the main results. In Examples 4.1 and 4.2, subgeometric ergodicities are studied through calculating moments of the first hitting time. The equivalent condition (iv) in Theorem 2.1 is used to investigate 2-ergodicity for a generalized Markov branching process in Example 4.3. Finally, in Example 4.4, we consider -ergodicity and computable bounds on convergence rates for a queueing model (see, e.g. [11] ) by using Corollaries 2.1 and 2.2. Proof. Since
Φ t is ergodic. However, Φ t is not exponentially ergodic because inf i 0 q i = inf i 0 λ i = 0.
For i 1, we have
Then, it follows from Lemma 3.2 that E 0 [r(δ 0 )] < ∞ if and only if 
For ∈ R + and 1, the process Φ t is -ergodic if and only if
Proof. It is easy to find that
which implies that there exists some constant c < ∞ such that
From Lemma 3.1, we see that for > 1
On the one hand, by the induction on , we can prove that [13] that for ∈ N + , the chain Φ t in Example 4.2 is -ergodic if and only if k 1 k q 0k < ∞. In the above example, we extended the case to ∈ R + . 
Proof. We know from Theorem 4.1 in Chen [2] that 
Hence, we have
The assertion follows from (4.3) and Theorem 2. 
Concluding remarks
In this paper, several equivalent conditions are presented in the main theorem for subgeometric ergodicity for a CTMC. It should be noted that Lemmas 3.1 and 3.2 are also useful, as a supplementary result, to practically verify subgeometric ergodicity for some application models.
We expect that most of the results obtained for a CTMC also hold for Markov processes on a general state space. However, the method presented here depends heavily on the discrete state structure and cannot be directly applied to investigate the general case. One major difficulty is to extend Lemmas 3.1 and 3.2, and Theorem 3.1 to the general case. Therefore, we require a new method in the analysis, which will be a topic in our future research.
