A gradient-projective basis of compactly supported wavelets in dimension > 1
Introduction
Let H(R ) denote the linear space of all tempered distributions on R whose gradients are square-integrable functions. Thus H(R ) = ∈ S (R ) :
where S (R ) denotes the linear space of tempered distributions over R . With the understanding that functions are regarded as equal if they differ only by a constant, H(R ) is a Hilbert space with respect to the norm given by
In low dimension, one cannot eliminate the arbitrary constant by a restriction to those functions whose spherical averages vanish at infinity. In one dimension, consider
for ε > 0 arbitrarily small but fixed. Then it is easy to verify that is square-integrable, but ( ) increases without bound as → ±∞. In two dimensions, consider While this theorem does not affect our wavelet construction, we have mentioned it for the sake of orientation and we give a proof for the spherically symmetric case at the end of Introduction.
The norm defined above has been useful in the study of partial differential equations [9] , where it is often modified by the addition of an L 2 -term in (1) . For a fixed > 0, one introduces
which eliminates the long-distance issue discussed above. This norm also arises naturally in field theory, where the constant is identified as the mass of the particle associated with a scalar field [7] . On the other hand, this norm is not homogeneous with respect to scaling. Given any multi-scale orthonormal basis with respect to the inner product implicit in this norm, the subspaces associated with different length scales cannot be related by scaling  except in an approximate sense that is effectively destroyed in the case where one length scale is −1 and the other length scale is −1 . The problem is that if λ ( ) = (λ ) for λ > 0, then
and this is our motivation to construct wavelet bases with respect to the "massless" norm · .
For anyone who is indifferent to the long-distance decay properties of wavelets, orthonormal wavelet bases for H(R ) are a dime a dozen. After all, the mapping
This means that for any orthonormal basis {η χ } of L 2 (R ), the set {| ∇| −1 η χ } is an orthonormal basis of H(R ). If such a basis {η χ } for L 2 (R ) has the multiscale structure
with χ ranging over the basis elements associated with the unit scale, then the orthonormal basis {| ∇| −1 η χ } of H(R ) has the multiscale structure
Remark.
It is worthwhile to mention that this unitary transformation preserves the properties of the Meyer wavelets [14] . Indeed, if {η χ } is the Meyer basis for L 2 (R ), then η χ ∈ C ∞ 0 (R ) and
for every positive integer N. Since
the support in -space is unchanged. The degree of smoothness in is roughly the order up to which η χ ( ) vanishes at = 0, but that order is infinite. Therefore,
while the replacement N → N − 1 induced by the replacement η χ → | ∇| −1 η χ in (3) does not change the infinite order of the zero at = 0.
Unfortunately, the operator | ∇| −1 is highly non-local. One cannot produce an H(R )-orthonormal basis of exponentially localized wavelets by applying | ∇| −1 to an L 2 (R )-orthonormal basis of exponentially localized wavelets. The Lemarié bases [11] are of the latter type, but if {η χ } is the basis of class C N Lemarié wavelets on R , then there is a positive integer ( N) such that the long-distance decay of | ∇| −1 η χ for each χ is no more rapid than the inverse ( N)-th power of the distance (scaled according to the scale of χ). The dependence of the power on N and arises from the connection between the class of differentiability and the order up to which the moments of η χ vanish [2] .
In the special case = 1, one can replace | ∇| −1 with anti-differentiation. The mapping
densely defines a unitary transformation from L 2 (R) to H(R), and it preserves exponential localization under the condition that
This vanishing of the zeroth-order moment is a property that virtually every L 2 -wavelet has, so the one-dimensional case is the "easy" case from our point of view.
Nevertheless, H(R )-orthonormal bases of exponentially localized wavelets have been constructed for > 1 in the past [1, 3]  one for each class C N . While the standard multiresolution analysis [10, 13] does not seem adaptable to the direct construction of such wavelet bases, the constrained minimization technique in the continuum was successful in this regard. It was not only applied by Battle [1] in this context, but also by Federbush and Williamson [5] in the context of an exterior derivative of a vector field with fixed gauge. Indeed, a lattice version of the basic method can be found in still earlier work by Kupiainen and Gawędzki [6] on the renormalization group analysis [17, 18] of a dipole gas model [7] . On the other hand, this method of construction does not produce compactly supported wavelets.
No H(R )-orthonormal basis of compactly supported wavelets has ever been constructed for > 1. Once again, the obvious scheme does not work. If {η χ } is an L 2 (R )-orthonormal basis of compactly supported wavelets  i.e., a
Daubechies basis [18]  then the elements | ∇| −1 η χ of the corresponding H(R )-orthonormal basis assuredly do not have compact support. As in the Lemarié case, the long-distance decay is given by an inverse power of the distance, where the power is comparable to the order up to which the moments of the wavelets vanish. Again, the latter depends on and N if the Daubechies wavelets chosen are of class C N .
In the = 1 case, the unitary transformation defined by anti-differentiation in the previous remark obviously preserves the compact support property for satisfying (4) , so the desired bases of H(R) are easily derived from the Daubechies bases of L 2 (R). Indeed, it is worth pointing out that if ψ is the mother wavelet of the Haar basis [8]  and ψ can be regarded as the 0th-order Daubechies wavelet  then the "tent" function
is the mother wavelet of the Schauder basis [16] .
In this paper we construct an H(R )-projective basis of compactly supported class C 2−ε wavelets for arbitrarily small ε > 0, where the translation coherence is compactly "smeared" and a wave-propagation coherence is coupled with that averaging. As usual, there are translation parameters (with integer values), but there are two wave-propagation parameters as well (with integer values). Both the translation and the wave propagation are scale-commensurate in their discrete parameters. This means that the basis {W χ } we construct has the multiscale structure
with χ given by (2) and χ ranging over the (averaged) unit-scale translations and wave propagations of mother wavelets.
Our construction involves the Fourier transform over R +2 as well as over R . We will continue to use the "hat" symbol in the latter case. No doubt we could use that symbol in both cases without causing confusion, but we choose to use the symbol F in the former case. Indeed, we write
while continuing to write
Incidentally, we will use an asterisk to denote complex conjugation.
There are two transforms that are essential to us. First, we associate with every ∈ L
Second, we assign to every ∈ H(R ) the ( + 2)-variable function g such that
It is straightforward to verify the identity
is discontinuous at the coordinate subspace = 0, the latter transform may seem forbidding. However, the properties of the other transform L are more relevant. The important property of → g is given by Theorem 1.2.
We prove this theorem in Section 4. It is necessary to show that the other transform L is a bounded linear transformation from L 2 (R +2 ) into H(R ), but we prove this in Appendix. We are primarily interested in the following properties of L.
Theorem 1.3.
Let ∈ L 2 (R +2 ) and suppose has compact support. Then L( ) has compact support in R .
Theorem 1.4.
Let ∈ L 2 (R +2 ) and suppose
Both of these theorems will be proven in Section 2. Since our aim is to construct a gradient-projective basis of compactly supported wavelets, the property of L given by Theorem 1.3 is significant. There is another important property of L that is both obvious and fundamental.
We ultimately construct a gradient-projective basis W whose elements are compactly supported class C 2−ε functions and which has the multiscale decomposition
The further structure is embodied in the description of W 0 . First, there is a finite set Γ indexing the mother wavelets of the input basis in L 2 (R +2 ). Second, there are certain functions γ ( α β) on R × [0 π] 2 for γ ∈ Γ that generate the elements of W 0 . This generation is parametrized by µ ∈ Z and 1 2 ∈ Z, where µ labels translations and 1 2 correspond to wave propagations. Third, the elements of W 0 are obtained by a certain integration of these translations and wave propagations over α and β. The elements of W 0 are given by
where U( ) is the "positive energy" wave propagation  i.e.,
While this propagation is nonlocal, the (α β)-integration has the effect of bounding the propagation speed.
On the other hand, the size of the support is obviously not uniform over W 0 . The support of a given unit-scale wavelet is "spread out" by the bounded propagation speed  with the amount of the spread comparable to the values of 1 and 2 . Moreover, the (α β)-integration "smears" a given translation by µ back along the line segment from (µ 1 µ 2 µ ) to the origin of R . The family γ ( · α β) can be regarded as an (α β)-continuum of mother wavelets, but they do not belong to W 0 . Instead, they are bound up in the (α β)-integration.
In Section 4 we prove that for ∈ H(R ), the expansion
. This is the definition of a gradient-projective basis. Since W is not orthonormal, or even linearly independent, the orthonormal expansion formula simply belongs to the convex set of possible expansions of over W.
The strategy is to realize W by applying the transform L to an orthonormal wavelet basis of L 2 (R +2 ). By Theorem 1.3, any of the Daubechies bases would serve our purpose, but it is not clear how to translate the additional smoothness of the input wavelets into additional smoothness for the output wavelets. Therefore, we content ourselves with using the Haar wavelet basis of L 2 (R +2 ). Since the Haar wavelets satisfy the hypothesis of Theorem 1.4, the output wavelets are class C 2−ε functions.
That being said, the transform L preserves every standard multi-resolution analysis one chooses for L 2 (R +2 ), in the sense that the two-scale equation for the output analysis involves the smeared translations and wave propagations described above. Multi-resolution analyses based on dilation matrices [12] are preserved in this sense as well, provided that the matrix elements coupling the -coordinates to the τ-coordinates are zero.
We conclude this section with a proof of Theorem 1.1 for the spherically symmetric case. We even assume = 3 for the sake of concreteness. Thus
By hypothesis, A (ρ) is a continuous, piecewise C 1 function on (0 ∞) and
Now by the Fundamental Theorem of Calculus,
and so, by the Schwarz Inequality,
This proves the existence of lim →∞ A ( ). The extension of this argument to > 3 is trivial, but the proof becomes more technical if we drop the spherical symmetry condition. We do not pursue this, since our construction does not depend on this theorem.
Properties of L L L
Let be an arbitrary square-integrable function on R +2 such that has compact support, and consider
This symmetrization of the Fourier transform F( ) is even in the last two variables, and its analytic continuation is an entire function in + 2 variables with only exponential growth in the imaginary parts of those variables. The even property yields the power series representation
where each function 1 2 ( ) in ∈ R has an entire function for its analytic continuation. For notational convenience we introduce Λ : 
On the other hand, (6) implies
(sin α cos β)
For every (α β) ∈ [0 π/2] 2 , the analytic continuation in is clearly an entire function, thanks to the elimination of radicals by even powers. Moreover  but not quite so obviously  this continuation F ( + α β) inherits certain exponential bounds on growth with respect to 1 2 . We need an inequality that is used in the study of wave propagation [15] .
Lemma 2.1.
For an arbitrary -tuple ( 1 + 1 + ) of complex numbers,
Remark.
This lemma is normally combined with the Paley-Wiener Theorem to show that propagators such as cos ( | ∇|) and | ∇| −1 sin ( | ∇|) have bounded propagation speed. Nevertheless, we give a proof of the inequality here and now.
Proof. If we write the sum under the radical as + , then
We have the identity
On the other hand, we have the Schwarz inequality 
In the special case = 0, we have the simple expression Im √ , which is zero when ≥ 0. Consider the event < 0, where we encounter the ambiguity Im
and so
This special case completes the proof.
Now since there are positive numbers R
we know that
for some constant > 0. Therefore, with
it follows from Lemma 2.1 that
| ι |, so we have
Thus, for some constant > 0 we have
Now by (7) the α β-integral of F ( + α β) is clearly the analytic continuation of L( )( ), so we may combine this bound with the Paley-Wiener Theorem to conclude that L( ) is compactly supported. Indeed,
This completes the proof of Theorem 1.3.
We turn our attention to Theorem 1.4. Accordingly, we now assume that is a square-integrable function on
is integrable for an arbitrarily small but fixed ε > 0. We do not need to employ the symmetrization F E ( ) here. It follows that
On the other hand, the transformation ( ω 1 ω 2 ) = Λ( α β) has the Jacobian
where we have written (
and so by the Riemann-Lebesgue Lemma, | ∇| 2−ε L( ) is a continuous function on R that vanishes at infinity. This completes the proof of Theorem 1.4.
The wavelet construction
Let ψ and be the mother and father wavelets  respectively  of the Haar basis over R. With J ranging over nonempty subsets of {1 } we introduce the -dimensional wavelets
which generate an orthonormal basis of compactly supported wavelets. Let
which is the -dimensional father wavelet for this multiresolution analysis. Our starting point is an orthonormal wavelet basis of L 2 (R +2 ) built on the following elements. We define
with J still ranging over nonempty subsets of {1 }. We also introduce
These functions of + 2 variables generate an orthonormal basis of L 2 (R +2 ) through lattice translations and dyadic scaling in ( τ 1 τ 2 )  given by (10) below. In a word, we are introducing the ( + 2)-dimensional Haar basis, but with the last two variables singled out with the application of L in mind.
As a notational convenience we introduce the set Γ of all indices occurring as superscripts in the definitions (8) and (9) . Thus
} ∪ {(0 1) (1 0) (1 1)} which has 4(2 − 1) + 3 = 2 +2 − 1 indices. The orthonormal basis is
and to apply our transform L to this basis we will need to consider the orthonormal basis F(B) consisting of the Fourier transforms. Thus
in frequency space. Given Theorem 1.3  proven in the previous section  we know that L(B) consists of compactly supported functions on R . We need to prove that these output functions form a projective basis, and the L 2 -orthogonality of F(B) will play a central role. What can we say about the regularity of these functions? In this case we can apply Theorem 1.4 because the Fourier transforms of and ψ are sinc-like functions. The point is that
for every Ψ ∈ B, and therefore
is integrable over R +2 for arbitrarily small ε > 0. Thus L(Ψ) is a class C 2−ε function on R .
Let X be the set indexing the orthonormal basis B in the way in which it is generated above. Thus
where, as in Introduction, χ = ( χ ν), ν ∈ Z, for an arbitrary index χ. For χ = (γ µ 1 2 ν) we have
which ranges over the unit-scale elements of B. The output wavelets are given by
Since
it follows from Theorem 1.5 that
The convergence property
Let ∈ H(R ) and Ψ ∈ B. We will prove in Appendix that L(Ψ) ∈ H(R ), so we may consider the inner product
where the asterisk denotes complex conjugation. If we set = with ∈ S −1 , then 
where P is the natural projection of R +2 onto R defined by dropping the last two components. Since = Λ( α β), we may write
which involves ( + 2)-dimensional integration in spherical coordinates. If we set
but recall from Introduction that the first factor in the integrand is just F(g )( ω 1 ω 2 ). Thus
by the Parseval equality for the Fourier transform over R +2 . Appealing to the notational short-hand of the previous section, we set (
Since B is an orthonormal basis,
where the sum converges in L 2 (R +2 ). If we apply the transform L to this equation, it clearly follows from Theorem 1.2 that
where the sum converges in H(R ). Combining this with (14) we see that
which we can now combine with (11) and (5) to obtain the desired expansion
In this section we can also prove Theorem 1.2. Indeed, the trivial identity
enables us to apply the same change of variables that we applied to (12) . Clearly, the result parallel to (12) is the equation
and the application of (13) yields
Integration over ± energy wave propagations
It has been clear from the beginning that this projective basis is generated by more than just 2 ν -factor scaling and translation by 2 −ν µ. The generation is enhanced by an action  parametrized by the integers 1 and 2  which we have yet to describe explicitly. What is the relationship between a mother wavelet W γ and the wavelet W γ 1 2 in the absence of µ-translation and 2 ν -scaling? Since
we have
On the other hand,
is the "positive-energy" wave propagation in time . While the effect of this propagation is non-local, we are actually dealing with an integral superposition of such propagations which has bounded propagation speed. It is obvious that if we introduce the (α β)-parametrized family of functions γ ( α β) of defined by
then by (11) and (15) we have The averaging of translation is joint with the averaging of wave propagation.
Finally, if we include the scaling parameter ν, then for χ = ( χ ν) we can derive 
