Abstract. Strong enhancement of the optical emissions with excitation threshold from 1.96 eV (630.0 nm from O( 1 D)) up to 18.75 eV (427.8 nm from N + 2 (1NG)) have been observed during experiments of the ionosphere modification by high power HF radio waves. Analysis of the optical emission ratios showed clearly that a significant part of the ionospheric electrons have to be accelerated to energies above 30 eV and more in the region where the HF radio wave effectively interacts with the ionospheric plasma. The Monte-Carlo model of electron transport and the optical emission model were used to study the dependence of the optical emission intensity on the acceleration electron parameters. We obtained the following results from analysis of the enhanced intensities of the four optical emissions (630.0, 557.7, 844.6 and 427.8 nm) observed in the EISCAT heating experiment on 10 March 2002. The 630.0 emission with an excitation threshold of 1.96 eV is formed predominately by the thermal electrons, where the accelerated electrons play a minor role in the excitation of this emission. In order to explain the experimentally observed intensity ratios, the accelerated electrons must gain energies of more than 60 eV. For accelerated electrons with a power law energy dependence, the efficiency of the optical emission excitation depends on the exponent defining the shape of the electron spectra. However, an agreement with the observed emission intensities is achieved for exponent values not less than zero. Moreover, increasing the exponent to higher values does not affect the emission intensity ratios.
Introduction
Strong enhancement of the optical emissions with excitation thresholds from 1.96 eV (630.0 nm from O( 1 D)) up to 18.75 eV (427.8 nm from N + 2 (1NG)) have been observed during experiments of ionosphere modification by high power HF radio waves since the early 1970s (Biondi et al., 1970; Sipler et al., 1974; Adeishvili et al., 1979; Bernhardt et al., 1988; Brändström et al., 1999; Pedersen and Carlson, 2001; Kosch et al., 2005; Djuth et al., 2005; Gustavsson et al., 2005; Holma et al., 2006) . It has also been well known that powerful HF radio wave transmission leads to strong enhancement of the temperature of the ionospheric electrons. Mantas and Carlson (1996) developed a quantitative model relating to the heating enhanced electron temperature to the 630.0 nm intensity and argued that the thermal electron excitation of the O( 1 D) state is enough to explain the emission intensity observed during the ionosphere heating experiments. However, in an analysis of simultaneous observations of the electron density, temperature and the red line intensity, Sergienko et al. (2000) showed that the model significantly overestimates the observed emission intensity. In order to explain this discrepancy, the authors proposed that inelastic collisions with atmospheric gases modify the shape of the electron distribution function. This idea was proved in papers by Mishin et al. (2000) and Gustavsson et al. (2004) . In those studies it was shown that for F-region night-time conditions, excitation of the vibrational states of N 2 causes a strong depletion in the electron distribution in the high (E > 2 eV) energy range resulting in a decrease in the production rate of the O( 1 D) state.
Although such modification of the thermal electron distribution function partly explains the discrepancies between modelled and observed intensities of the 630.0 nm emission, the observed intensities of the emissions with higher thresholds cannot be explained solely via excitation by the thermal electrons. For instance, the observation of the heating induced emission at 427.8 nm with an excitation threshold of 18.75 eV indicates that electrons are accelerated to energies higher than 20 eV. The most probable mechanism for such acceleration is resonant interaction with the plasma waves stimulated by the nonlinear interaction of the powerful HF radio wave with the ionospheric plasma. It is still an open question which wave-plasma instabilities are driving the electron energization. It has been debated (see Grach, 1999; Mishin et al., 2005; Gurevich, 2007 , and references therein) whether Langmuir turbulence or the upper hybrid plasma turbulence is the most prominent electron acceleration mechanism. As shown by Gustavsson and Eliasson (2008) , analysis of the heating induced optical emissions originating from the excited states with different thresholds and with significantly different excitation cross-sections provides a potential opportunity for estimation of the shape of the differential flux of the accelerated electrons. Such information will be useful for the identification of the acceleration mechanism.
In this paper, we have applied the Monte Carlo method for the simulation of the transport of the supra thermal electrons into the upper Earth atmosphere. The calculated electron differential fluxes were used for analysis of the excitation mechanisms of the optical emission enhancement stimulated by the high power radio wave in the ionospheric F-region. Two simplified models for the acceleration electron source were assumed in order to investigate the dependence of the optical emission intensity on the acceleration electron parameters.
Model description

Model of optical emissions
This study compares modelling results with experimental data obtained during an EISCAT heating experiment conducted on 10 March 2002. The ionospheric parameters (electron density, and electron and ion temperatures) were measured by the UHF EISCAT radar simultaneously with the optical observations by ALIS of enhancements in the 427.8, 557.7, 630.0 and 844.6 nm emissions. A detailed description of this experiment and observations have been provided by Gustavsson et al. (2005) . A comprehensive analysis of the heating induced enhancement of the optical emissions was done by Gustavsson and Eliasson (2008) . The optical emission model developed in that paper is adopted for the present study with a few minor revisions which will be given in this section.
1 D state of atomic oxygen has a long radiative lifetime ( 130 s) and is quenched in collisions with the neutral atmospheric particles as well as with the thermal electrons. In this study the quenching rate of O( 1 D) state is calculated by taking into account the following reactions with N 2 , O 2 , O and with thermal electrons (Berrington and Burke, 1981) :
− → O( 3 P) + e th with respective quenching rate coefficients, Streit et al., 1974) k 2 = 2.9 × 10 −11 exp 67.5 T n , cm 3 s −1 , (Streit et al., 1974) k 3 = 2.2 × 10 −11 , cm 3 s−1, (Kalogerakis et al., 2009) k 4 = 1.6 × 10 −12 T e 0.91 , cm 3 s −1 , (Berrington and Burke, 1981) . Here T n and T e are neutral and electron temperature, respectively. Finally the 630.0 nm volume emission rate is calculated by the formula: Gustavsson and Eliasson (2008) took into account the direct electron excitation of O(3p 3 P ) state only. Here we also include the excitation of this state due to radiative transfer from the upper excited states of O since this mechanism gives about 30 % of the total O(3p 3 P ) production. Thus, the 844.6 nm volume emission rate is calculated using the equation:
Here A 7990 and A 11 278 and A 3953 are the Einstein coefficients for corresponding emissions and A 3p 3 P , A 3s 3 D 0 and Gilmore et al. (1992) A 3d 3 D 0 and A 3s 3 P 0 are the sums of the Einstein coefficients for all emissions from corresponding states of atomic oxygen. For the 427.8 and 557.7 nm emissions, their volume emission rates are given by the equations:
Here q (0→0) = 0.883 is the Franck-Condon factor for the electronic-vibrational transitions from vibrational level v = 0 of the ground state of N 2 (X 1 + g ) to the vibrational level v = 0 of B 2 + u state of N 2 + (Gilmore et al., 1992) , and
, A 5577 and A1 S are the corresponding Einstein coefficients of molecular nitrogen ion and atomic oxygen, respectively. The production rate Q in Eqs. (1)- (4) is given by the integral
where z is altitude, (E) is electron cross-section for the excitation of corresponding electronic level of N 2 and O, F (E, z) is the omnidirectional differential number flux of the super thermal electrons at altitude z, and E th is the excitation threshold. Excitation cross-sections used in the optical emission model are presented in Fig. 1 . The differential flux F (E, z) is calculated with the Monte Carlo model of electron transport into the upper atmosphere, described in the following section. Finally, the column intensities of the emissions can be calculated by integration of the volume emission rates over the altitude z
where I is the intensity in Rayleighs, V (z) is the volume emission rate in (cm −3 s −1 ) and z is the altitude in centimetres. 
The electron transport model
For modelling of the transport of the suprathermal (E > 1 eV) ionospheric electrons, we adopted the Monte Carlo model developed for auroral electron transport described in detail by Sergienko and Ivanov (1991) . In this model, the electron trajectory is treated as a sequence of elastic and inelastic collisions with the atmospheric atoms and molecules, between which the electron moves under the influence of the homogeneous magnetic field as well as the drag force due to interaction with the ambient (cold) thermal electrons. The distance that an electron will move between two successive collisions, the collision type, the new electron velocity direction after the collision, and an energy of the secondary electron are determined randomly according to the corresponding probabilities defined by the scattering cross-sections and the number density of the atmospheric gases (N 2 , O 2 , and O). For the neutral densities we use the MSIS atmosphere model (Hedin, 1991) . Integral cross-sections of elastic and inelastic electron collisions with the atomic oxygen are taken from the review by Laher and Gilmore (1990) . Cross-sections of electron-molecular nitrogen collisions used in our model are similar to cross-sections presented by Tabata et al. (2006) . Electron cross-sections for molecular oxygen are taken from the review by Itikawa (2009) .
To calculate a new velocity direction of an electron, after an elastic collision, we use the differential elastic crosssections expressed in parametric form by Porter et al. (1987) . Energy of a secondary electron resulting from the ionizing collision is calculated using the analytical representation (Jackman et al., 1977) of the double differential ionization cross-section measured in a laboratory experiment by Opal et al. (1971) . Continuous energy loss of the streaming electrons, due to the interaction with the cold electron gas, is determined using the loss function derived by Swartz et al. (1971) . An electron trajectory (primary and secondary) is traced until the electron exits the upper boundary of the atmosphere or reaches energy of less than 1 eV. The model operates in the altitude range of 150-700 km with an altitude step of 0.2 km. A differential electron flux is tabulated by counting each altitude level crossing within each energy and pitch angle bin, and is normalized to the total particle flux according to a particular form of the initial electron source. The specific form of the source for the high energy tail of the thermal electrons and for the accelerated electrons will be given in the related sections.
Results
On 10 March 2002 the EISCAT Heating Facility was operated in a 4 min on and 2 min off cycle at 5.423 MHz transmitting 290 MW effective radiated power in ordinary mode to enhance airglow in the nighttime F-region ionosphere. The enhanced optical emissions were observed during 15 consecutive heating pulses (see Fig. 2 in Gustavsson et al., 2005) . These pulses can be divided into two groups according to the intensity of 630.0 nm emission, five pulses at the beginning of the experiment and eight pulses at the end. The enhanced emission intensity within each group was approximately constant, but it increased almost by a factor of two for 630.0 nm emission in the transition from the first group of pulses to the second group. This intensity increase occurred at the same time as the electron density suddenly dropped and, consequently, the reflection height of the HF pumping radio wave increased from 230 km to 270 km. For further analysis, we selected one pulse from each group. The selection criterion was the smallest variations of the ionospheric parameters and of the emission intensities during the pulse. Table 2 summarizes important values observed during the selected pulses: the maximum value of electron density and temperature, the altitude of these maxima, the altitude of the HF radio wave reflection, and the intensities of 630.0, 557.7, 844.6 and 427.8 nm emissions. We must note that the values of the optical emission intensities listed in Table 2 differ from the values given in Fig. 5 in the paper by Gustavsson et al. (2005) . These differences are due to an error in the algorithm used to plot Figs. 2, 3 and 5 in Gustavsson et al. (2005) . The relative errors of the emission intensities due to uncertainty in the absolute calibration of ALIS camera and a scattering of the experimental data are 25 % for the 630.0, 557.7 and 844.6 nm emissions and 35 % for the 427.8 nm emission. The altitude profiles of the electron density and temperature are shown in Fig. 2a and b for Pulse 1 and Pulse 2, respectively. 
High energy tail of the thermal electrons
The O( 1 D) state emitting at 630.0 nm has an excitation threshold of 1.96 eV and it can be effectively excited by the high energy tail of the ionospheric thermal electrons. Mantas and Carlson (1996) developed a quantitative model relating to the heating enhanced electron temperature to the 630.0 nm intensity and showed that the thermal electron excitation of the O( 1 D) state is enough to explain the emission intensity observed during the ionosphere heating experiments.
In the model, Mantas and Carlson (1996) assumed that the thermal electrons have a pure Maxwellian distribution function. However, in an analysis of simultaneous observations of the electron density, temperature and the red line intensity, Sergienko et al. (2000) showed that this model significantly overestimates the observed emission intensity. In order to explain this discrepancy, the authors proposed that the inelastic collisions with atmospheric gases modify the shape of the electron distribution. This idea was proved in papers by Mishin et al. (2000) and Gustavsson et al. (2004) . In those studies, it was shown that for F-region night-time conditions excitation of the vibrational states of N 2 causes a strong depletion in the electron distribution in the high (E > 2 eV) energy range that resulted a decrease of the production rate of the O( 1 D) state. Both of the above mentioned models run in the local-loss approximation and transport effects were ignored.
This section presents the results of the modelling study of (1) an effect of the electron transport on the collisional modification of the high energy tail of the thermal electron distribution, and (2) a contribution of the thermal electrons to total enhancement of the 630.0 nm intensity. In order to run our transport model, it is necessary to determine the source of the electrons. In the steady state and neglecting the external sources that we consider here, the only source of the high energy tail of the thermal electrons is the "thermalization" of the electron gas. For linear approximation in the equilibrium state, the kinetic equation for the high energy thermal electrons can be written as:
where P (E) is the source function of the high energy electrons, L(E) is the loss function representing a continuous energy loss due to interaction of the streaming electrons with the cold electron gas as given by Swartz et al. (1971) : Here E is the electron energy in eV, N e is the electron density in cm −3 and T e is the ambient electron temperature in eV. F (E) in Eq. (5) is the electron flux with the Maxwellian distribution function:
Here k is Boltzmann's constant and m e is electron mass. Evaluation of Eq. (5) in each altitude bin gives the probability function for determination of the pseudo-random initial energy of electrons. The initial altitude of the electron is uniformly distributed within each altitude bin, and the pitch angle is assumed to be isotropically distributed. 5000 initial electrons in the energy range of 1-6 eV in each altitude bin are used for a particular run to obtain reasonable statistics in the modelling electron spectrum. The modelling results for the conditions of Pulse 1 and Pulse 2 are presented in Figs. 2a and 3a and Figs. 2b and 3b , respectively. The left panels of Fig. 2a and b show the calculated differential fluxes of the thermal electrons as a function of electron energy and altitude. The colour lines, magenta and white, present experimental electron density and temperature used for the modelling. The right panels of these figures present the energy-altitude distribution of the ratio of the electron differential flux obtained from our simulation to the Maxwellian flux defined by the formula (6). Figure 3a and b presents the calculated and Maxwellian fluxes and their ratio at five different altitudes. As expected the differential electron flux at energy E > 2 eV decreases significantly due to excitation of the vibrational levels of N 2 . Our new result is clearly seen in the right panels of Fig. 2a and b , a dramatic enhancement of the electron flux at energies higher than 3.5 eV, at altitudes of a few tens of kilometres above and below the height of the maximum temperature. Since such a flux increase was not observed in the studies by Mishin et al. (2000) and Gustavsson et al. (2004) , we attribute it as an effect of the electron transport. In order to prove this suggestion, we modified the transport model to run it under a local loss approximation. The ratios of the fluxes calculated with the modified code to the Maxwellian flux are showed as the dashed lines on the right plot in Fig. 3a and verify the electron transport effect.
Another result of the particle transport is manifested as an altitude shift of the largest electron flux relative to the maximum of the electron temperature. This difference is more noticeable for Pulse 2 because the higher the altitude, the longer the electron free path.
The 630.0 nm volume emission rates calculated with the modelled and with Maxwellian fluxes are plotted in Fig. 4 . The emissions from the modified fluxes are significantly weaker than emission from the Maxwellian flux. Moreover, the altitude of the peak of the first one is shifted up due to the effect of the electron transport. The intensities of the 630.0 nm emission from Maxwellian flux are equal to 317 R for Pulse 1 and to 483 R for Pulse 2. These values are considerably larger than those observed experimentally. On the other hand, the emission intensities calculated from the modelled electron flux are 192 R and 366 R, that are smaller than the experimental values by 48 R for Pulse 1 and by 54 R for Pulse 2. In the next section, we will see whether it is possible to explain this difference by the presence of accelerated particles.
Accelerated electrons
In contrast to the 630.0 nm emission, the excitation by thermal electrons cannot explain the observation of enhancements in emissions from states with an excitation thresholds. The observation of the heating induced emission at 427.8 nm with the excitation threshold 18.75 eV indicates that electrons are accelerated to energies higher than 20 eV via resonance interaction with the plasma waves stimulated by the nonlinear interaction of the powerful HF radio wave with the ionospheric plasma. The Langmuir turbulence and the upper hybrid plasma turbulence are debated in literature as the most prominent candidates for the electron acceleration mechanisms (see Grach, 1999; Mishin et al., 2005; Gurevich, 2007, and references therein) .
In the present study, in order to define a source of the accelerated electrons for Monte Carlo simulation, we adopt two simplified models. The first model assumes the existence of the field aligned electrostatic structure within a narrow altitude region at an altitude just below the reflection height of the pumping HF radio waves (h(f fpump ) in Table 2 . For such a model, the initial electron energy assigned for a particular run of the electron transport code is defined by the following source distribution function:
Here E 0 is the initial energy of accelerated electrons which is equal to the value of the electrostatic potential in the centre of the acceleration region, δ(E − E 0 ) is the Dirac delta function and A is a constant that will be defined later. In the first model, all electrons are accelerated to the same energy in both directions, up and down. For the second model it is suggested that within the same altitude range there is electrostatic turbulence which results in the accelerated electron flux with a power-law dependence on energy. For this acceleration source the energy distribution function of the accelerated electrons is given by:
In this model the initial energy, E 0 , of the accelerated electrons varies in the energy range of 1-100 eV and the pitch angle distribution of the electrons is suggested to be isotropic. Neither model is attributed to any real acceleration mechanisms, but they allow us to investigate the dependence of the optical emission enhancement on the accelerated electron energy and of the shape of their spectra. For both models, 10 5 initial electrons are used for a run of the Monte Carlo code in order to obtain reasonable statistics. Coefficients A in Eqs. (7) and (8) are determined so that the intensity of the 557.7 nm emission, calculated with the modelling electron flux, is equal to the intensity observed in the experiment.
The electron differential fluxes and the volume emission rates calculated for the first model of the accelerated electrons are presented in Fig. 5a presents the electron differential fluxes at three different altitudes for an accelerated electron energy of 90 eV. The general shape of the electron differential flux is similar to the shape calculated by Gustavsson and Eliasson (2008) . The differential flux up to an energy of about 4.5 eV is formed by the thermal electrons. The accelerated electrons are responsible for the remaining part of the spectra while their input to the lower energy electron flux, indicated by dashed lines in the right plots of Fig. 6 is insignificant. But it is striking that the shape of the differential flux at energies less than E 0 /2 does not depend on the initial energy E 0 of the accelerated electrons. It implies that in the first instance the electron collisions and transport determine the flux shape, that is to say the electrons do not "remember" their origin.
The emission intensity dependence on the initial energy of the accelerated electrons is shown in Fig. 7 . The 557.7 nm intensity is not plotted because it is constant and is equal to the observed intensity of 43 R, in accordance with a normalization of the intensity of the source of the accelerated electrons. Only 427.8 emission with an excitation threshold of 18.75 eV varies noticeably with the initial energy. However, for energies more than 60 eV the intensity of this emission, similar to the others, approaches a constant value. A good agreement, for all emissions, of the levels of the constant intensity with the observed intensities allows us to conclude that the electrons should be accelerated to energies more than 60 eV.
The calculation results for the second model of the electron acceleration source are presented in Figs. 8-10 . Figure 8a and b presents the energy-altitude distribution of differential electron fluxes and the emission altitude profiles for Pulse 1 and Pulse 2, respectively. The left panels of these figures show the calculation results for the power-law electron acceleration source with the exponent, γ = −2, and the central panels correspond to γ = 2. Dependencies of the differential electron fluxes on the electron energy for Pulse 1 and Pulse 2 are presented in Fig. 9a and b . The left plots of these figures give the differential fluxes for the different exponents at an altitude of 230 km for Pulse 1 and at 270 km for Pulse 2. The right plots show the electron fluxes calculated for the electron acceleration source with exponent γ = 2 at three different altitudes.
Both the shape of the electron flux and the profile of the optical emissions are influenced by the changing shape of the acceleration electron source. However, this dependence becomes insignificant when the exponent is larger than zero. Moreover, the differential electron flux for power-law acceleration source with the exponent larger than zero is almost the same as the flux of the mono-energetic electron source with initial energy more than 60 eV. This fact is well manifested in Fig. 10 where the optical emission intensities are plotted versus the exponent. Similar to results for the monoenergetic source of the accelerated electrons, the emission intensity reaches a constant level with increasing exponent. The values of these constant levels are very close to the observed emission intensity. From this fact, we can conclude that for the conditions of our heating experiment, the exponent, γ , characterising the energy distribution of the accelerated electrons, should be higher than 0.5. The slight differences between the values of the constant levels for the 630.0 nm emission for the two sources of the accelerated electrons are explained by uncertainties in the experimental electron density and temperature used for the thermal electron modelling.
Conclusions
In this study, we applied the Monte Carlo method for the simulation of the transport of lower energy electrons into the upper Earth's atmosphere. The modelling results were used for analysis of the optical emissions enhanced during ionosphere modification by a powerful HF radio wave. For the conditions of the EISCAT heating experiment on 10 March 2002, we obtained the following results:
1. 630.0 nm emission with an excitation threshold of 1.96 eV is formed predominantly (>70 % of 630.0 intensity) by thermal electrons, and the accelerated electrons play a minor role in the excitation of this emission;
2. In order to explain the experimentally observed intensities for the emissions with a higher excitation threshold, the electrons must gain an energy of more than 60 eV;
3. For the acceleration electron source with the power-law energy dependence (Q(E) = AE γ ), the intensities of the optical emissions are primarily defined by the total intensity of the accelerated electrons and do not depend significantly on the exponent γ , if it is greater than 0.
