An electronic portal imaging device (EPID) for use in radiotherapy with high energy photons has been under development since 1985 and has been in clinical use since 1988. The x-ray detector consists of a metal plate/fluorescent screen combination, which is monitored by a charge-coupled device (CCD)-camera. This paper discusses the physical quantities governing image quality, A model which describes the signal and noise propagation through the detector is presented. The predicted contrasts and signal-to-noise ratios are found to be in agreement with measurements based on the EPID images. Based on this agreement the visibility of low contrast structures in clinical images has been calculated with the model. Sufficient visibility of relevant structures (4-10 mm water-equivalent thickness) has been obtained down to a delivered dose of 4 cGy at dose maximum. It is found that the described system is not limited by quantum noise but by camera read-out noise. In addition we predict that with a new type of CCD sensor the signal-to-noise ratio can be increased by a factor of 5 at small doses, enabling high quality imaging, for most relevant clinical situations, with a patient dose smaller than 4 cGy. The latter system would be quantum noise limited.
t. INTRODUCTION
Radiotherapy imaging in routine patient treatment during ex ternal irradiation with high energy photons is gradually be coming standard practice, both for quality assurance of field alignment, as well as to obtain documentation of the actual radiation treatments given. Low subject contrast, due to the small differential attenuation between various tissues at high energies, and unsharpness, due to (Compton) scattering in the detector itself and patient movement during the relatively long exposure times, are prominent characteristics of portal images.
The use of portal film as a treatment verification method has some distinct disadvantages, due to (i) the fixed slope of the "characteristic curve" of the film (which is why contrast optimization is not possible) and (ii) the time consuming film processing. Also, fast, quantitative and reliable comparison of a portal and a reference image requires computer assis tance, and therefore the availability of both images in digi tized format. The use of portal film in such a comparison would require a digitization procedure for each exposed film.
Although various methods for improvement of portal film quality have been proposed,1,2 the problems involved in fast (and possibly on-line) image comparison remain unsolved. Therefore, electronic portal imaging devices (EPIDs) have been developed during the past 10 years,3-10
In 1985, a project was initiated at the Dr. Daniel den Hoed Cancer Center (DDHCC) in Rotterdam to develop a fluoroscopic imaging system, in collaboration with the Labo-1845 Med. Phys. 23 (11), November 1996 ratory for Space Research in Leiden and Philips Medical Systems Radiotherapy in Crawley, UK, The purpose of this project was to develop an EPID for verification of patient set-up in routine clinical use. Therefore, the first goal was to develop a system which should be able to resolve low con trast structures (typically ^2%) and should acquire, process and display images within a few seconds.
In 1988 the prototype SRI-100 was installed in the DDHCC at a 6 MV linear accelerator (Philips SL 75-10). Some of the physical characteristics of the system and pre liminary clinical experience have been published previously. 3, 9, 11 In the present paper, a model is presented which de scribes the performance of a charge-coupled device (CCD)based fluoroscopic EPID, The predicted performance of the present camera and the noise characteristics are compared with measurements obtained from images acquired with standard imaging procedures offered by the system. The model is used to derive predictions about possible system improvements.
II. SYSTEM DESCRIPTION

A. General design
A diagram of the imaging system is shown in Fig. 1 front-surface mirrors and collected by a large-aperture lens (ƒ/0,95). The light is focused by the lens onto the lightsensitive sensor of a charge-coupled device (CCD) video camera (Adimec, previously HCS Vision Technology, type MX/CCD). The video signal from the camera is sampled in a slow-scan mode and digitized by an 8-bit AD converter (Data Translation DT2851 frame grabber), after it has been amplified and shifted by a software controlled gain and off set. Subsequent images are summed and processed via a 16bit processor board (Data Translation DT2858 frame proces sor). For system configuration and process control, a parser command language is used, which enables the execution of user-defined initialization and imaging procedures.
B. Detector
The high energy photon detector consists of a 411 mg/cm2 thick layer of Gd20 2S:Tb (gadolinium oxysulfide) glued to the back of a 1.5 mm stainless steel plate, The thickness of the stainless steel plate is close to the maximum dose depth at 6 MV, ensuring a nearly maximal energy deposit in the fluorescent layer as well as the absorption of scattered sec ondary electrons produced in the patient. The fluorescent screen emits visible light photons with a spectrum which peaks at 545 nm (near to the quantum efficiency peak at 580 nm of the CCD camera described below) when hit by elec trons generated by the photon beam in the steel plate and the screen itself The maximum field size covered by the screen ry 25X19 cm at the isocenter, with a focus-isocenter distance of 100 cm and the focus-screen distance fixed at 160 cm.
The camera incorporates a CCD-sensor designed for stan dard video use in the interlaced read-out mode (see Table I ). The sensor consists of 512X256 pixels and the pixel area is 
C. Image acquisition
Images are acquired as follows. The accumulation time on the CCD-sensor, and the video signal offset and gain are controlled by software and are calculated from patient thick ness, beam energy, wedge factor, target area and field size. The accumulation time of the CCD-sensor is maximized in such a fashion that the video signal can be brought within the signal range o f the frame grabber using gain and offset, while avoiding saturation of the CCD. A num ber of video frames (calculated from dose required for the image and dose rate of the accelerator) is summed in a 16-bit frame proces sor. This reduces the noise and offers 16-bit resolution for further processing. A dark current image, which is acquired immediately before the portal image, is subtracted to correct for the signal due to thermal electrons. Non-uniformities in system response (e.g., originating in the fluorescent screen) are corrected by dividing the portal image by an open field calibration image. Such a calibration image is taken regularly (once a m onth). Finally, the portal image is displayed on a logarithmic grey scale (Sec. IV C).
7js the intrinsic x-ray to light energy conversion factor of the Gadolinium oxysulfide,12 and £s the fraction of optical pho tons which escapes from the screen.
Only a small fraction of the emitted fluorescent photons will reach the CCD-sensor. The optical transport factor g t (Ref. 14) is given by the light collection efficiency of the system, which is the ratio of the num ber o f light quanta emitted by the fluorescent screen and the num ber collected via the video camera lens:
with r the lens transmission efficiency, M the ratio of the diameter of the fluorescent screen and the corresponding di ameter at the CCD-sensor and F the F-num ber of the lens (focal length/diaphragm diameter). The factor 4 in the above equation stems from the Lam bertian nature of the phosphor screen em ission.13
The light is focused onto the CCD -sensor and the photon fluence incident on the CCD-chip (®psM 2gt) produces an electron fluence Q>eci which depends on the quantum effi ciency QEC of the CCD-sensor and the attenuation f c by the CCD seal window; ec (4)
Hereafter, we will denote fluences for an unobstructed beam by the subscript 
A. Theoretical derivation of signal levels
The fluence of optical photons, incident at the CCDsensor, is related to the absorbed dose delivered to the fluo rescent screen. Approximately, the dose D s absorbed in the fluorescent screen is, via the inverse square law, related to the m aximum dose D at depth d mx in a water tank posi tioned w ith the surface at the isocenter. Therefore, factor equal to tjl(tf + 1 m ust be applied, with tf the accu mulation time and t(! the dead time. The signal, expressed in electrons per pixel per x-ray dose, becomes:
The average signal with an absorber present will be de noted by Sec. The signal Sec is represented by S0i€C m ulti plied by a correction factor which depends on the field size, beam energy, wedge factor, and water-equivalent absorber depth, as described in Sec. IV A.
with SAD the source axis distance and SFD the source fluo rescent screen distance. The dose D (in units of cGy) is
B. Theoretical derivation of noise levels
The statistical noise com ponent in a signal is mainly degenerally equal to the number of accelerator M onitor Units termined by the smallest num ber o f quanta produced along (MU). Equation (1) neglects differences between energy the detection sequence. In the present situation the two reideposition in a water phantom and in the metal plate/ evant quantities are <E>ei. , the num ber of high energy elecfluorescent screen combination, including differences in trons interacting in the fluorescent screen per unit area, and electron scattering and interface effects such as, for instance, <i>ec, the num ber o f photon-eiectrons produced in the CCDbuild-down at the exit of the fluorescent screen.
sensor per unit area.
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The number of high energy electrons per unit area per unit by the number N r in units of electrons per read-out. For the of dose delivered to the fluorescent screen depends on the method o f determination of N r , see Sec. IV B. Similar to the mass surface density W s of the fluorescent screen and can be derivation o f Eq. (9) we find that the variance due to read-out roughly estimated as follows. Assume that all energy is lost noise of nr image frames corrected for dark current equals: in first Compton scattering, and that the energy lost is roughly one-third of the mean high energy x-ray photon, i.e., about one-tenth of the nominal x-ray beam energy E nom. Then, the relation between Compton electron fluence <t>es and dose can be approximated by: ar2 r =N*rif( 1 +rif/n(ic).
(10)
Since the area of the screen which is projected on one CCD-pixel equals M 2 times the CCD-pixel area, the ratio R< T ,
The analog-digital conversion, occurring for each read out, is another source of noise. This digitization noise is equivalent to U\f\2 ADC unit (ADU).15 A slightly larger value (half an ADU) is assumed to account for differential non-linearities in the frame grabber and additional digitiza tion noise in the logarithmic compression. In clinical practice the mean signal will be above ADU 70 of the frame grabber. Therefore, a conservative estimate for the digitization noise of photo-electrons (detected in one pixel) to Compton elec-is 0.7%. The variance in the signal due to digitization noise trons, follows from Eqs. (4) and (6), and (for M > 1) is given is approximated by: by
with N(f the digitization noise fraction (0.007).
(U )
The correction for non-uniformities by an open field cali-In the present system, the ratio R c p is smaller than 0.1 (using bration image adds noise, but due to the full x-ray intensity parameters from Table I ). Analysis of noise propagation through the detector13 yields the following expression for the standard deviation <r on the signal:
where Scc is the integrated electron signal per pixel [see Eqs.
(5) and (12)]. The term R(I) describes the quantum noise in troduced by the x-ray counting statistics. The quantity rep resents additional noise due to the distribution function of the in the calibration image and the larger imaging time applied for this image, this noise contribution is relatively small. The noise components in the flat field calibration image can be calculated also using Eqs. (8 )-(l 1), and can simply be added to the variance components in the portal image to get the total variance. The noise contribution of the calibration im age has been included in all calculations presented in this paper.
Finally, some noise is due to direct hits of CCD-pixels by number of optical photons created, and is nearly I .13 Substi-indirect radiation, scattered via the environment, e.g., room tuting parameters we find ( 1 + 0.1, which indicates walls* The magnitude depends on the shielding design of the that the main contribution to the statistical noise stems from CCD-sensor. The nature of this noise component yields a the photo-electrons Poisson noise.
Another component of the noise is due to dark current. Dark current is generated continuously in the CCD-camera, also in the absence of any incident photon fluence. Thus, the number of electrons detected is higher than Sec. To correct for this effect, a dark current signal is subtracted. The dark current image used in this subtraction, which features Pois son noise, is created during accumulation of ndc separate dark current frames, acquired immediately before acquisition of the portal image. If the portal image is accumulated over tij frames, the dark current image will be multiplied by a normalization factor nf/ndc before subtraction. The variance in the signal due to dark current in the corrected portal image can be found by adding, in quadrature, the Poisson noise in the normalized dark current image and the Poisson noise due to dark current in the uncorrected portal image: wide distribution of signal levels for a small fraction of the pixels. For each pixel the total amplitude does not increase with exposure time, but the number of affected pixels does. In our case this noise component is negligible due to th e shielding design of the camera.
The mentioned noise components are statistically in d e pendent, so the variance of the total noise a 2 ec is equal to th e summed variances o f the noise components as given by E q s.
The signal-to-noise ratio then becom es SN R = S e cf <r e c .
(9)
IV. METHODS
A. Signal attenuation
To predict the signal for an attenuated beam, a s e m iempirical method is applied. The EPID signal (Sec) at t h e field center from a beam incident on a water phantom h a s where idc is the dark current in electrons per second per been investigated at four energies (6 MV, 8 MV, 17 M V , 2 5 pixel.
Also read-out noise contributes to the total noise. This is the noise associated with the output stages and the sampling MV), a range of absorber depths (0 -3 0 cm water), and a range of field sizes (52-2 5 2 cm2). The focus-surface d is ta n c e was 100 cm, the focus-detector distance was 160 cm. T h e circuits of the CCD. Therefore, each read-out of the CCD water phantom was large enough to cover the largest fie ld , introduces a given amount of noise. The noise is expressed Portal images were acquired with 42 monitor units. S ig n a l levels were normalized to the average dose rate during each CCD while obtaining the two images is identical. However, exposure, which was measured using the dose rate monitor of the accelerator.
It was found that a simple relation describes the EPID signal adequately: homogeneity of illumination constrains the spread of values around the expected line.
In our experiment the CCD -sensor was illuminated by a light emitting diode (LED) placed in a lens cap behind a piece of frosted glass. The cap was placed over the lens with the camera focused at infinity. The LED current was varied using a multiturn potentiometer. The central 100X 100 pixels in which F is the square root of the field area, Fw the wedge were selected for analysis and the intensity variation from (12) minimum to maximum grey level was less than 10% relative to the average grey level. During these measurements, care factor» and I the water depth. The signal S 0tec is defined for a 252 cm2 square field size and zero absorber depth [defined in the model by Eq. (5)]. For each accelerator energy, the was taken that the signal levels were about equal to those parameters a0 (linear attenuation coefficient), (linear at-found in clinical practice. Because the reference gain g ref tenuation correction, which describes the contribution to the (and corresponding offset) was close to the nominal gain signal from scatter in the absorber) and iF (scatter contribu-used during clinical imaging the linear response charactertion from the detector) can be obtained from four intensity measurements with two different beam sizes (7 and 25 cm ) and two water phantom thicknesses (0 and 20 cm).
To predict the EPID signal behind an object emerged in water, Eq. (12) is applied, with / substituted by / eff, which equals Jp(l')dV (p is the electron density relative to water and V measures the depth along a beam ray line through the center o f the object). This prediction is an approximation; it neglects the geometrical difference-and thus the difference in scatter effects16,17-between the addition of a layer of ab-ized by N e should be applicable to the clinical situation.
The variance at zero signal is due to dark current noise, read-out noise and digitization noise. Since the dark current can be measured directly (see Sec. V D) and the digitization noise is known [Eq. (11)], the read-out noise N r can be de termined.
C. Image display
As mentioned, the grey values n in the clinical images sorber material and the addition of a (small) object. There-displayed by the system are a logarithmic function o f the fore it will only be valid in the case of Zeff , i.e., for low signal. This relation is expressed by contrast objects.
B. Signal to ADU conversion max the with Sec the signal from a specific CCD pixel, S ec% expected maximum signal in the image, and e < \. By adjust-Results of measurements from the digitized image are ing the base of the logarithm (1 + 6), the signal can be acgiven in pixel grey values which we need to convert to elec-commodated to the available display range in the 8-bit distrons per pixel. To find the relation between ADC output k play buffer. The display range is the range of digitized signal and input signal Sec, the number of electrons per ADU (Ne) levels selected for display at the video monitor, From Eq. must be determined (k -SecNe !). Ne is defined for a refer ence signal gain g rcf which implies that for an arbitrary gain s.
(.glgKi)SecN J l. The value of Ne is derived according to the " meanvariance" method, as described by Sims and D enton.18 This (13) one directly infers that the display range R satisfies « = (1 + 6) 255 ( 14) where S eCtm\tt is the smallest signal in the portal image.
The value o f e is calculated by estimating the minimum method is based on the fact that, for fixed acquisition param-and maximum signals from the absorber thickness, target eters, and in the absence of " fixed pattern noise' * (offsets area, beam energy, and field size, based on Eq. (12). This and gain differences per pixel in the detection chain and ensures that the system always displays a patient image with inhomogeneity of illumination) the variance of the image grey values will be a linear function of the image intensity (due to Poisson statistics). It is straightforward to show that the slope of this line equals 1 an optimal display range and thus with a m axim um contrast. The values of R (chosen for a 6 MV beam) range from 1,66 for images of the pelvis (6=0.002) to 9.82 for the breast images (6=0.009). Note that the value of e determines the In order to eliminate the contribution of fixed pattern slope of the characteristic curve o f the image, noise we used an image which is obtained by subtraction of two images (obtained under identical illumination condi tions) to derive the variance from. Plotting this variance (which describes read-out noise, digitization noise and quan tum noise) against the mean of the input images should yield a line with a slope equal to 2INe . It can be shown that this subtraction method should work even for large inhomogene ities in illumination over the CCD due to the properties of the Poisson noise, as long as the light field presented to the
D. Signal contrast ratio
The signal contrast ratio C in an image can be defined as the relative difference of the subject signal 5 obj and the back ground signal iSbg:
kg Aithof ei aL: Electronic portal imaging device 1850 (Note that the indices ec have been omitted for readability.) The above expression is similar to to the definition of signal contrast ratio given by M otz and D anos16 in the case of low contrast structures. Equation (15) 
E. Signal-to-noise ratio and contrast visibility
The noise in the background signal is denoted by crbg. The signal-to-noise ratio SNR can be derived from the image, verify the prediction o f contrast ratios and SNR values. The phantom was also used to determine the value of k in Eq. The number 5 in the above equation is an average from val ues in literature which range from 3 to 7 t20^23 Because real objects viewed by the im ager extend over several pixels, the SNR to be applied in form ula (18) is larger than the 4'single pixel" SNR as the eye averages out noise for large image areas. In general one finds that objects of diam eter d (mea sured in a plane parallel to the detector plane) becom e dis cernible if their contrast C satisfies C^C th(d)-K(d)/SNR where the function fc(d) is usually designated as the ' 'contrast-detair ' curve23-25 and SN R refers to the SN R per pixel, as defined by Eq. (17). The quantity K(d) incorporates the above mentioned averaging of noise as well as spatial resolution characteristics of the imager. In general, K(d) var ies slowly for d> the resolution of the system .26
With measurements described in Sec. V E in hindsight, we define the contrast visibility L v(d) as the minimum water-equivalent thickness of an object of diam eter d which renders it visible in an image. The value of d is the diameter at isocenter distance back projected along the beam ray lines, which is usually no more than a 20% correction to the true diameter. Because Cth(d) ** a L v(cl), where a = or0+ a FF (see Sec. IV A) is the effective linear attenuation coefficient, we derive from the above that the contrast visibility must satisfy:
placed at the isocenter. In air, the effective thickness of the rods (lp) ranges from 6.4 to 33 mm. When the rods are emerged in water, the effective thickness ( / ( p -1)) ranges from 1.4 to 7.0 mm.
V. RESULTS
In this section performance results are presented and com pared to the model predictions. The relevant model param eters are listed in Table I .
A. Signal attenuation
The attenuation o f the unobstructed beam by an absorber has been measured and parametrized as described in Sec. IV A. Typical values for the parameters are given in Table II (see also Sec. V E for a discussion of the attenuation coeffi cient a). The dependence of the CCD signal Sec on the field size is larger than the dependence of the central axis dose at ¿/max on s*ze* 'This effect is attributed to light backscattered from the mirror in a rather uniform fashion and cross-talk in the CCD-chip at a very low level.
B. Signal to ADU conversion
N e has been determined experimentally according to the method described in Sec. IV B. A value of 160 electrons/ ADU with a reproducibility better than 10% was found. In Fig. 2 half the variance of the difference of two input images is plotted against the mean of the input images for an accu mulation time of 0.56 s. The slope of the line yields llNe (Sec. IV B) .
The origin of the horizontal axis was normalized in this figure so as to correspond to zero signal. Therefore, the vari ance at zero average grey value should consist of read-out noise and digitization noise. If one takes into account a vari ance o f 1/12 channel for the latter, a read-out noise TV,.-80 electrons/frame/pixel is found.
C. Signal level
The value of So ecID in units of photo-electrons per pixel per m onitor unit, was determined bv both exneriment and A low contrast phantom 19 has been used to test the sys-calculation. The measured value is obtained by converting tern's capability of detecting low contrast structures and to the m easured signal in ADU to photo-electrons using the Average grey value (ADC units) Fig, 2 . Variance/2 of measured grey values in the difference of two images obtained at the standard gain as a function of the average grey value in the input images. The slope of the line fit is 1 INe, experimentally determined value of Ne (Sec. V B ). For an integration time at the CCD-sensor of 0.24 s, S 0%ecJD equals 1.0X104 el/MU. For longer integration times at the CCDsensor, this number is larger due to the reduced influence of the dead time of the system, as can be seen from Eq. (5). T he signal S0jecID can also be calculated using Eq. (5). Inserting the present system parameters (as listed in Table I) a So ec/D value of 1.04X104 was obtained, in good agree ment w ith the measured value. Therefore, although the val ues o f 7js and QEC are not precisely known, the use of the values 77j=0.212 and QEC=0.14 (taken from specifications) seem to be valid. These parameter values are also within the expected range. 27
D. Dark current behavior
M any sensitive chips such as CCDs show deterioration due to radiation damage at accumulated doses between 10 and 100 Gy. At first by generating more noise, mainly due to an increased dark current, and later by pixel defects. Based on TLD measurements at the CCD location we expect an accumulative dose per year of 1.3 Gy for a 2 cm thick lead cam era shielding (assuming a dose of 10 kG y at the isocenter per year). D ark current behavior has been monitored since installa tion. Figure 3 shows the variation in dark current (idc) over the first 4 years. The day-to-day scatter in the data is caused by temperature fluctuations: the temperature measured near the cam era would vary up to 4 °C during the day whereas the dependence of the dark current on temperature was measured to be 8% per °C (in agreement with CCD specifications). In the first months after installation, when the system was not used frequently, the CCD-sensor was rather sensitive to ra~3 Table I we therefore list the typical value ¿dc-2XlQ4 el.
pixel' At present, the image quality (SNR ratio) is not seriously affected by the dark current due to the subtraction procedure described in Sec. II C. A lthough the dark current can rise to 30% of the im age signal level (see Table I ), the dynamic range is not significantly reduced due to the fact that an automatically calculated cam era offset is applied to the video signal w hich keeps the m ean dark current signal in the low range of the ADC. However, since the full dark current dis tribution over the im age needs to be properly digitized in order to make subtraction feasible, an increasing dark current will ultimately deteriorate the im age quality by limiting the dynamic range and by increasing the noise. Therefore, sub sequent S R I-100 systems are carried out with a Peltiercooled CCD-sensor. This reduces the dark current to ap proximately 1000 el. s pixel which is small compared to the average signal.
E. Signal contrast ratio
In order to determ ine contrasts, images of the contrast diation damage. Fifteen months after installation, it was de-phantom described in Sec. IV E w ere obtained with e~0.002 cided to read out the CCD-sensor continuously, also when and doses of 4, 10, 30, and 100 M U (respectively rtf-2, 5, the system was not in use. This measure apparently resulted 16, and 40 frames, n dc= 1 0 , 0.24 s) for various w ater in a stabilization of the dark current level. Remaining flue-depths (Fig. 4) . They were corrected (Sec. II C) using a flat Dose used for image (MU) Fig. 6 . Signal-to-noise ratio as measured in air (■) and in 20 cm water (•) and corresponding predictions (solid lines). If all detector noise would be removed, except for the photon and photo-electron quantum noise, the SNR curve given by the dashed line would apply in the case of 20 cm water equivalent absorber.
G. Contrast visibility
In order to determine contrast visibility as a function of SNR, we looked at low contrast features in the described phantom images for water. Applying Eq. (19) to these im ages, we find tf= l,2 ± 0 .1 for the PVC rods of 1.6 cm diam eter in the image. Given the large number of pixels involved in the detection of one PVC rod, we expect that K(d> 1 -2 cm) ^1 so that we may predict the contrast visibility for large structures as L u^( a SNR)~V The latter expression for Lv is consistent with the results of an analysis of the visibil ity of structures in clinical portal images of pelvic fields.
From the attenuation coefficient a (Table II) and mea sured noise values we may now directly calculate the con trast visibility for large structures as a function of absorber thickness and dose. Table III summarizes the results. These calculations have been performed for the image acquisition parameters applied during clinical imaging. Obviously, in most practical cases structures of 4 -1 0 mm water-equivalent path length (1 -2 cm bone) will become visible in a 4 MU image. This makes it feasible to obtain a short exposure im age and check the patient set-up before delivering the re maining dose (a procedure which is sometimes applied at our institute).
As expected, the visibility of structures decreases with increasing phantom thickness due to the decreasing SNR. 
VI. FUTURE SYSTEM PERFORMANCE
Development in CCD technology and image processing techniques are ongoing. CCD -sensors with larger light sen sitive sensor areas and with 2048X 2048 pixels are com m er cially available and are used for instance in space research technology. Also the quantum efficiency of back-illuminated CCD-sensors is significantly higher than the quantum effi ciency of the CCD-sensor used at present. The present CCD features a rather high dark current, but new (so-called " multi-pinned phase" ) devices utilize a surface dark current reduction technique which, in combination with moderate cooling, reduces the dark current drastically. The current camera also has a large dead time o f 80 ms per frame due to its special electronics (Sec. IIB ) which can be reduced to a few ms for current integrating fram e transfer chips. Most slow-sc an frame transfer chips do not yet achieve video rate read-out (5 0 -6 0 frames/s) and are limited to about 2 frames/ second (at least 0.5 s integration). Such low read-out rates are, however, effective in reducing the read-out noise.
W e have selected a particular slow-scan frame transfer CCD (SITe S1502FA CCD), currently available, o f which the characteristics are sum m arized in Table IV . This choice is a trade-off between good characteristics and read-out speed. If we apply the model outlined in Sec. II, inserting the parameters for such a cam era and the other system param eters from Table I , we obtain the SN R (dashed) curves given in Fig. 7 . The curves for 0 and 20 cm water absorber for the prototype SR I-100 system have also been shown for com parison (solid lines).
In calculating the dashed curves, we have assumed that the processing steps to reduce fixed pattern noise are the same as for the current prototype system. Also, the full well capacity of this camera has been taken into account to avoid saturation. The rather large read-out time of the 512X 512 pixels (0.26 s at the m axim um clock speed o f 1 MHz) does in practice not introduce extra dead time: for an open field the chip does not saturate below an integration time of 0.44 s, so that during integration o f a field, there is always suffi cient time to read out the previous field. In order to fix the optics o f the system, w e have defined the size of a pixel,
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Dose used for image (MU) Fig, 7 . SNR curves for an improved camera: dashed curves are for 0, 20, and 40 cm water equivalent absorber and a 15X15 cm2 treatment field. Closed curves are for the prototype system for 0 and 20 cm absorber. back projected to the fluorescent screen, to be equal to the corresponding size of a S R I-100 pixel in the horizontal di rection (^0 .5 mm at isocenter)* The SNR curves for the new system are roughly linear on the iog-log scale in the dose range o f 0 to about 30 MU. This is because in this range the noise is now entirely dominated by quantum noise (camera noise negligible) and so SNR °t\/dose> For larger dose values, the curves increase less steeply, because the noise in the flat field image (obtained with a 100 MU dose) increases the random noise of the cor rected image (dependent on absorber thickness).
The SNR for 40 cm water absorber thickness for the im proved camera is larger than the SN R o f the prototype sys tem for 0 cm absorber for all exposure times. For 25 cm water and 1 M U of dose (0.18 exposure), the predicted SNR is 85, implying a contrast visibility Lv of about 3 mm, al ready sufficient for proper clinical images. In this case a 4 MU image would yield L "= 1 .5 mm, im plying that for m ost practical purposes imaging would becom e feasible with doses ^4 MU.
The value of R$ [see Eq. (7)] would increase to 0.36 for the new system, implying that the noise introduced by the counting statistics of the Com pton electrons interacting in the screen becomes im portant for a type o f cam era which meets the specifications of Table IV.
VII. CONCLUSIONS
A simple model has been developed to describe the char acteristics of the SRI-100 CCD-cam era based fluoroscopic EPID. The model provides an analysis of signal and noise propagation through the EPID. The signal and noise charac teristics of the SR I-100 have been measured and are properly described by the model. In clinical practice, the images ob tained with 4 M U display sufficient contrast to discern ob jects of 4 -1 0 m m water-equivalent thickness emerged in 2 0 -3 0 cm water absorber if their diameter > 1 cm (backprojected to isocenter), e.g., bones of 1 -2 cm thickness in a patient of 2 0 -3 0 cm thickness. A large im provem ent in per formance is expected from the use of a new type of CCD camera, which would enable clinical imaging with exposures in the range of 1 -4 M U. Contrary to the current situation, the SNR of the latter system would be determined predomi nantly by quantum noise of both the CCD and the fluorescent detector plate.
