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1 Introduction
While income inequality can be seen as a measure of equality of outcome, social
mobility and intergenerational income mobility can be seen as a measure of equality
of opportunity. Equality of opportunity is affected by many different aspects.
Since income mobility varies between countries and areas, one possible factor
affecting mobility is childhood environment. An interesting question is whether
childhood neighbourhoods matter for outcomes later in life and hence the equality
of opportunity? In this study I find significant childhood exposure effects of
regions on the probability of girls of low income families to matriculate from high
school.
In this work I replicate the article of Chetty and Hendren (2018a) with some
modifications using Finnish data. In their article, they estimate the degree to
which the differences in inter-generational income mobility across areas are driven
by the causal effects of places. In this study I estimate how the probability
of completing high school matriculation examination is affected by the causal
effect of neighbourhoods where children grow up. The motivation for this kind
of a modification is smaller geographic variation in income mobility in Finland
compared to the U.S. Small variability in the explanatory variable is likely to
hinder precise enough estimation using the Finnish data, whereas high school
attendance rates vary more (Ansala, 2018). The use of high school matriculation
as an outcome variable is motivated by previous work of Ansala (2018): The study
on upper secondary education reveals that children living in a municipality with 10
percentage points higher upper secondary completion rates have a 1.9 percentage
points higher likelihood of completing the degree themselves. Children whose
parents have lower income respond stronger to their childhood exposure.
It is of interest to conduct this modified replication, because the choice between
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high school and vocational school correlates with future income and health and
has therefore much to do with the heritability of income and social mobility. It is
also a choice that divides population into more equal groups instead of affecting
only the most disadvantaged children. Hence this choice affects different part of
the population than completion of upper secondary education.
The geographic variation in high school matriculation rates could be driven by
two different sources: childhood neighbourhoods can have causal effects on the
likelihood of completing high school, or there could be systematic differences in
the types of families living in each area. I follow Chetty and Hendren (2018a) to
compare these two explanations by studying whether children moving to areas with
higher (or lower) high school matriculation rates among ”permanent residents”
are more (or less) likely to matriculate high school themselves. However, since the
decision to move is an endogenous choice, simple comparison of the outcomes
of moving children confound causal effects of areas with selection effects, i.e.
differences in unobservable characteristics of the families cause a bias on the
estimates. I address this selection problem by using the age of the children at
the time of the move as an instrument variable. With that, I estimate the rate at
which the matriculation probabilities of the moving children converge to those of
the permanent residents. This identification gives the causal effect of the place,
if the unobservables of the children do not vary with the age of the child at the
time of the move. This identification assumption is strong and can be violated for
example if families moving with younger children are more educated. Therefore, I
present an outcome based overidentification test to give support to the validity of
the estimation. (Chetty and Hendren, 2018a)
Using quasi-experimental research design, Chetty and Hendren (2018a) find that
in the US the outcomes of children who move to more affluent neighbourhoods
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improve linearly in proportion to the time spent in the area. That is, there is no
”critical age” effect, rather each year of childhood matters roughly equally. They
find that the outcomes of the moving children converge towards the outcomes of
the children in the destination area at a rate of about four per cent per year. They
also find that place matters mostly through childhood effects, and not because of
differences in labour market conditions. Conducting a study using a randomized
controlled trial (Moving to Opportunity project) leads to similar results: Children
living in families that received a voucher to move to a low poverty area earned
substantially more than children whose families did not receive a voucher (Chetty
et al., 2016). The effect of the vouchers on adults was statistically insignificant
(see for example Kling et al. (2007) or Ludwig et al. (2013)).
In my work, I study children born between 1977 and 1994 who moved across regions
between 1996 and 2014. I find that on average, when girls of low income families
spend one year in a region with one per cent higher high school matriculation rate
increase their likelihood of matriculating themselves from high school by 0.06 per
cent. That is, the likelihood of matriculating from high school converge to the
likelihood of permanent residents by 6% per year of exposure. I find no significant
exposure effect on boys, but the discontinuous jump on matriculation probabilities
at the time when outcome is measured is in accordance with the critical age effects.
In other words, the effect of the move on boys may be equally large irrespective of
the age of the boys at the time of the move. Another possibility is that the areas
have no causal effect on boys.
To assess the validity of the identification assumption, I implement a placebo
(overidentification) test based on heterogeneity in outcomes across birth cohorts.
Since high school matriculation rates vary significantly across birth cohorts, I test
whether the outcomes of moving children converge to those of their own birth
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cohort and are unrelated to the outcomes of preceding and subsequent cohorts.
I find statistically significant convergence only towards their own cohort, which
would be unlikely to happen due to a selection bias or omitted variables in the
model.
The findings of my work imply that childhood neighbourhoods can matter for the
economic outcomes of girls of low income families growing up in those areas. These
findings are consistent with previous studies on this subject: municipalities matter
for upper secondary education (Ansala, 2018) and commuting zones affect the
income of the children (Chetty and Hendren, 2018a). However, the heterogenous
results across gender is a new finding and needs to be confirmed in subsequent
research.
This work is organized as follows. Section 2 describes the research question of
interest. Section 3 presents research methods and important concepts for empirical
work. Section 4 describes the data and reports the results of the empirical work.
Section 5 concludes and section 6 is for appendices. Through my text, I use the
concept better area for brevity to refer to areas producing higher outcomes and it
should have no normative meaning. It takes no stance on how those areas relate
in other dimensions which could be more important after all.
2 Research Question
Differences between geographical areas are smaller in Finland than in the United
States. In Finland years of education, completion of university degrees and personal
income are related to parents’ income, especially at the top of the income distribution.
This dependence is smaller than in the US, but greater than in other Nordic
Countries. There are also regional differences in upward mobility, though these
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differences are relatively small. For example, between the most mobile and the
most immobile areas, children of families at the lowest income decile in Tavastia
Proper (Kanta-Ha¨me) region have outcomes at 43–47 percentile point in national
income distribution on average, whereas children with similar parental income from
Helsinki region or Lapland area have outcomes at around 36–38 percentile points
on average. (Suoniemi, 2017)
Despite smaller geographic variation in intergenerational income mobility, the
results of Chetty and Hendren (2018a) provoke a question whether childhood
environment can have some effect on children’s outcomes also in Finland. It is
possible that the even quality of Finnish comprehensive schools, free higher-level
education and homogenous culture result in places having small or no causal effect
on outcomes. However, it is also possible that the areas have causal effects on
children’s outcomes in Finland, even though the economic significance would be
limited compared to the US. This would mean that moving a given child to a
different area would change his or her outcome, at least slightly. Since the fraction
of children completing high school varies between areas, the question arises whether
this variation is causal. If this is the case, it would be of interest to know it.
It would also be of interest to obtain information about how large those effects
are. Firstly, it would provide information about how much geographical aspects
affect the differences in outcomes. If these effects are significant, they should
matter for policy decisions. Secondly, it would provide further research topics
on what characteristics of the areas cause and/or are related to the differences in
the outcomes. This in turn could give a political tool to intervene the heritability of
income, health- and educational outcomes, which is often discussed in politics.
Jencks and Mayer (1990) list possible mechanisms why childhood environment
could have an effect on children’s outcomes. These mechanisms are peer effects,
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institutional influences and indigenous adult influences. Peer effects mean a social
pressure to, for example, finish high school because ”everyone else” does. Institutional
influences mean influences of adults outside of the community, such as teachers
or police. Even if the neighbourhoods per se are irrelevant, better teachers and
different treatment of delinquents by police in affluent areas compared to poor
neighbourhoods can affect children’s life chances. Indigenous adult influences are
neighbourhood role models that prove that success is possible if you work hard.
Jencks and Mayer (1990) also point out that the definition of neighbourhoods
is always geographical rather than social. However, nongeographic communities
such as friendship networks can be even more important. If neighbourhoods are
heterogenous enough, children are likely to find friends similar to themselves, as
most people prefer to do. (Jencks and Mayer, 1990)
Affluent neighbourhoods can also have a negative effect on children’s outcomes.
People compare themselves to others around them and may judge their success or
failure relative to neighbours and friends. The same income would make people feel
poorer in a richer area and richer in a poor neighbourhood, and a college dropout
could feel less competent in a highly educated area than in an area of high school
dropouts. Because of these effects on the opinion of one’s own abilities, the most
affluent area might not be the best option for children of low income families with
less education. Competition for resources such as good grades and jobs can also
make an affluent neighbourhood a liability. Chetty and Hendren (2018b) also
estimate that the most affluent areas do not produce the best outcomes in the
United States. (Jencks and Mayer, 1990)
For estimation purposes, it is useful to classify two possible reasons why children’s
outcomes can vary between regions. The first is that places have causal effects
on economic mobility. In this case, moving children to a different environment
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would change their outcomes later in their lives. The other possibility is that the
differences between the areas are due to the self-selection of different people to live
in those areas, which implies that the decision of a family to move from one area
to another would have no effect on the outcomes of the children of the family. The
purpose of my thesis is to test using Finnish data whether areas indeed have causal
effects on children’s outcomes, and if so, how large those effects are. (Chetty and
Hendren, 2018a)
When making the estimation, I will encounter the same selection problem that is
encountered when comparing the effects of hospital care. A simple comparison
of people who get hospital care to the people who do not may easily yield to
a result where patients who got the hospital care have poorer health outcomes
than those who refrained. However, it would be misleading to conclude that the
effect of the hospital care was indeed negative. In this case, it is easy to see that
people who chose not to go to hospital were probably healthier to begin with,
and hospitalized people hopefully have better health than they would have in case
they had not received the care. The selection bias makes a na¨ıve comparison
of these two groups futile, because the potential outcomes — a concept that I
define precisely in the subsequent chapter — of the groups are different. Since the
decision of where to live is also endogenous, the same selection bias is present when
comparing the outcomes of the children living in different areas. Unobservables
common to households in the same neighbourhoods may be mistakenly attributed
to neighbourhood effects (Aaronson, 1998). In the following chapter, I explain how
I will tackle this problem.
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3 Research Methods and Empirical Framework
3.1 Important Concepts
I first define an important concept for estimation, potential outcomes. Potential
outcomes are something that we can never observe in reality, but they help to
understand the setup. The potential outcome in the area of origin is the outcome
the moving children would have obtained, had they lived their entire childhood in
the area they moved from. The potential outcome in the area of destination
is similarly the outcome the moving children would have obtained, had they
lived from the birth until adulthood in the area where they move to. We never
get to know neither of them for children who actually move, because neither of
the potential outcomes is actually realized. Similarly, we get to know only one
of the potential outcomes for children who live in the same area through their
entire childhood, the actually realized outcome, but we never know what outcome
they would have obtained had they lived in another area. (Chetty and Hendren,
2018a)
I define the causal effect of the move as the difference between potential outcomes.
Chetty and Hendren (2018a) estimate the potential outcomes using the data of
children who live in the same area for their entire childhood, i.e. what the average
outcome of children in each area is, given the income of the parents. It is important
to condition on parental income, because the income of the parents is an important
predictor of the outcomes of the children. Controlling has to be done separately
for each area, because place effects can vary across areas at each income level.
They also control for birth cohort for each commuting zone, because it is possible
that place effects vary over time, and this variation can be different at each income
level. I use income percentile ranks for the same statistical advantages as Chetty
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and Hendren (2018a) do.
To elaborate more on this matter, I define the concept of exposure effect. The
objective of the estimation is to determine how much children’s potential outcomes
improve on average when they move. Estimating childhood exposure effects answers
to this question. I follow Chetty and Hendren (2018a) and define the exposure
effect at age m as the impact of spending the year m in an area where the
permanent resident’s outcomes are one percentile point higher. In an idealised
experiment, children who are born in year s are randomly assigned to a new area
d starting at age m for the rest of their childhood. The best linear predictor of the
outcomes yi based on the same year s born permanent residents’ outcomes y¯pds in
parents’ income percentile p in the area d would be
yi = αm + βmy¯pds + θi (1)
where θi is the error term that is orthogonal to y¯pds due to random assignment
and captures the effects of family inputs and other uncontrollable determinants on
children’s outcomes. Hence βm gives the average effect of spending year m onwards
of one’s childhood in an area, where permanent residents have one percentile point
higher outcomes. It is worth noting that the estimation does not give a causal
effect of any given area, because these effects are likely to differ between areas.
(Chetty and Hendren, 2018a)
The exposure effect at age m is defined as γm = βm − βm+1 . A positive exposure
effect γm of any age allows to reject the null hypothesis that areas do not matter.
The magnitude of
∑T
t=0 γm — the impact of assigning children to a better area
from birth — is an estimate of the degree to which the differences in outcomes
are due to causal effects vs. selection. β0 = 0 would imply that all variation is
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due to selection effects and β0 = 1 would imply that all variation is due to causal
effects if place effects are homogenous within birth cohorts. (Chetty and Hendren,
2018a)
3.2 Observational Data
I follow the same identification strategy as Chetty and Hendren (2018a) using
Stata for the analysis. They exploit variation in children’s ages at the time when
their parents move between different areas. Clearly, the parents who move are not
representative of the population as a whole, and the decision about whether and
where to move is also endogenous. Hence, the error term θi in Equation (1) will
be correlated with y¯pds. For example, parents who move to a richer area may have
a latent ability or wealth that affects the outcomes of their children. Therefore,
estimating (1) using observational data gives the regression coefficient
bm = βm + δm (2)
where δm =
cov(θi,y¯pds)
var(y¯pds)
is a selection bias. It measures the extent to which movers’
unobservable inputs covary with permanent residents’ outcomes in the destination
area. However, if the magnitude of this selection bias does not vary with children’s
age at the time of the move, i.e. δm = δ for all m, the average causal effect of
moving for those who move — the treatment on the treated — at time t can be
obtained as the difference of the effect of moving at time t and t+ 1, because the
selection effect δ cancels out at estimation: γm = βm − βm+1 = bm − bm+1. In
other words, the families that move to better areas can be different from those
who move to worse areas or do not move, as long as the extent of this selection
does not vary with the age of the child at the time of the move. (Chetty and
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Hendren, 2018a)
Expanding this estimation on all children who move exactly once when they are
m years old yields to the following linear regression:
yi = αqos + bm∆odps + ε1i, (3)
where yi denotes the child’s i income rank (or probability of completing high-school
matriculation examination), αqos is a fixed effect for the origin area o by parent
income decile q and birth cohort s and ∆odps = y¯pds − y¯pos is the difference in
predicted outcomes of permanent residents in the destination versus origin areas
given parent income rank p and birth cohort s. Equation (2) can be interpreted
as an observational analog of Equation (1).
Expanding regression equation (3) for all ages from 9 to 30 gives:
yi = αqosm +
30∑
m=9
bmI(mi = m)∆odps +
1987∑
s=1980
κsI(si = s)∆odps + ε2i, (4)
where αqosm is an origin area o fixed effect by parent income decile q, birth cohort
s and age at move m. I(xi = x) is an indicator function that equals 1 when xi = x
and 0 otherwise. This generalizes (3) by interacting the age at move m with the
explanatory variable ∆odps. It also allows the effects of ∆odps to vary across birth
cohorts, because the locations of the children are observed from the age 16 for
the cohort of 1980, but already from age 8 for the 1988 cohort. This implies
greater measurement error in ∆odps for earlier birth cohorts, since their area of
origin is undetermined for longer time in their childhood. Even if it is random, a
measurement error in an explanatory variable creates a bias in estimates of bm that
is greater for earlier birth cohorts. This bias can be accounted for by coefficients
κm. The inclusion of cohort interactions means identification from within-cohort
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variation in ages at move, i.e. comparing children to other children who are born
in the same year. (Chetty and Hendren, 2018a)
The problem with (4) is that in the Chetty and Hendren (2018a) study it means
more than 200,000 fixed effects (αqosm), which makes it difficult to estimate in
small samples and additional controls. Therefore they control parametrically for
two main factors of (αqosm) fixed effects: (1) the quality of the origin location and
(2) disruption costs of moving. This leads to:
yi =
1988∑
s=1980
I(si = s)(α
1
s − α2s y¯pos) +
30∑
m=9
I(mi = m)(ζ
1
m + ζ
2
mpi)
+
30∑
m=9
bmI(mi = m)∆odps +
1987∑
s=1980
κdsI(si = s)∆odps + ε3i, (5)
where the first term controls for origin quality by interacting the predicted outcomes
of permanent residents in the origin area with birth cohort fixed effects by parent
income percentile pi. The second term controls for the disruption costs of moving.
The disruption costs can vary with the age at move and the parent income level.
The terms {ζ1m} control for children’s different ages at the time of the move m.
Terms {ζ2mpi} allow the disruption effects to vary with family income pi. The
third term consists of the exposure effects of interest, and the fourth control for
the different measurement errors across birth cohorts, as in equation (3). In their
article, specifications (4) and (5) lead to very similar results and therefore it is
adequate to control parametrically for the quality of the origin by using permanent
residents’ outcomes. It implies that the outcomes of the movers can be modelled
as a weighted average of the permanent residents’ outcomes in the origin and
destination using weights that correspond the proportion of childhood spent in
two places. These estimates are robust to alternative specifications and sample
definitions. (Chetty and Hendren, 2018a)
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3.3 Critical Age Effects versus Exposure Effects
There are two possible mechanisms that could explain how areas affect the outcomes
of the children: exposure effects that affect in proportion to the exposure time and
critical age effects which imply different effects at different ages. In the critical
age model, moving to a better area changes children’s outcomes with declining
probability, but once moved, the exposure time to a more affluent area would not
matter for longer term outcomes. These two effects cannot be distinguished in
a sample of onetime movers, because of perfect multicollinearity of child’s age at
move and his exposure time. One possibility to distinguish the two effects is to
consider a sample of children who move to a better area, and then move back to
where they started. Exposure model predicts that the effect is proportional to
the time spent in new area, whereas according to the critical age model the gains
depend only on the age at which the child moves to the more affluent area. In
their article, Chetty and Hendren (2018a) conclude that their results support for
exposure effect model. (Chetty and Hendren, 2018a)
3.4 Identification Assumption
The identification assumption that the selection effects do not vary with the age
at the time of the move is strong and can easily be violated. Parents that move to
more affluent areas with younger children can be more educated or have otherwise
better unobservables than those parents who move with older children. Therefore,
Chetty and Hendren (2018a) also provide evidence supporting the validity of
the identification in their article using four different approaches. They control
for observable fixed family characteristics, time-varying observable characteristics,
isolate exogenous moves prompt by aggregate displacement shocks, and implement
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a set of outcome-based placebo tests. (Chetty and Hendren, 2018a)
The first approach uses siblings within families to estimate how the differences
in outcomes are associated with the siblings’ age differences interacted with the
permanent residents’ outcomes in the destination. This approach eliminates confounds
that are fixed within families, but do not account for time-varying factors such as
changes in family environment at the time of the move that is independent on the
living area but affect children in proportion to the exposure time, for example, a
divorce or a new job at the time of the move. Hence the second approach controls
for changes in income and marital status interacted with the age of the child at
the time of the move. The third approach focuses on the moves that are likely to
be driven by exogenous aggregate shocks. They identify these shocks by observing
large outflows often caused by natural disasters or plant closures. (Chetty and
Hendren, 2018a)
All of these first three approaches also rest on assumptions that can be violated.
Therefore, the fourth approach relies on a set of overidentification tests that
exploit heterogeneity of outcomes across subgroups. The outcomes of different
birth cohorts converge to the outcomes of permanent residents of the same birth
cohort and are unrelated to the outcomes of other cohorts. This is unlikely to
happen due to selection bias. They also exploit variation in the distribution of
outcomes across areas. In addition to the mean, also the shape of the outcome
distribution of moving children converges to the shape of the outcome distribution
in the destination area. Again, it is unlikely that omitted variables could replicate
the entire distribution of outcomes in each area in proportion to exposure time.
The final placebo test is to use gender specific convergence. If a family moves, for
example, to an area that is especially good for boys, their son’s outcome is better
than their daughter’s in proportion to the time spent in that area. It is again
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unlikely that families are sorting to the areas based on these gender differences.
(Chetty and Hendren, 2018a)
Based on these four test, they conclude that ”any omitted variable θi that generates
bias in our estimate of the exposure effect γ must: (1) operate within families in
proportion to exposure time (family fixed effect); (2) be orthogonal to changes in
parental income and marital status (controls for observables); (3) persist in the
presence of moves induced by displacement shocks (displacement shock analysis);
and (4) precisely replicate permanent residents’ outcomes by birth cohort, quantile,
and gender in proportion to exposure time (outcome based blacebo tests).” (Chetty
and Hendren, 2018a, p. 33)
3.5 Other Possible Outcomes
In their article, Chetty and Hendren (2018a) focus on income measured outcomes,
but also consider other outcomes beyond income: college attendance, marriage,
teenage birth and teenage employment. They find that the effect on college
attendance is similar to the effect on income (3.7 per cent per year of exposure)
and the effect on marriage is slightly smaller (2.5 per cent per year of exposure).
The effect on teenage births is specifically large between the ages of 13 and 18. On
the other hand, the effect on teenage employment is discontinuous just before the
age when the employment is measured. Moving to a higher teenage employment
area earlier increases the probability of being employed, but the exposure effect
is relatively small compared to the jump. This may suggest that exposure effects
consist of different experiences at different points in childhood — such as available
summer jobs at certain areas — that may aggregate to produce the linear exposure
effects. (Chetty and Hendren, 2018a)
15
According to Ansala (2018), the areas have an effect on the probability of completing
upper secondary education. Children who grow up in a municipality with 10
percentage points higher upper secondary completion rate have 1.9 percentage
points higher probability of completing the degree (Ansala, 2018). While the
choice not to complete an upper secondary degree is related to social exclusion,
the choice between high school and vocational school correlates with future income
and health outcomes. High school completion also divides youth to roughly equal
sized groups. Therefore, it is of interest to conduct a study about the effect of
childhood environment on the likelihood of matriculating from high school. The
choice between high school and vocational school is a completely different question
than the choice whether to complete an upper secondary education or not, and
affects totally different part of the population. The choice between high school
and vocational school has major implications on the possibilities later in life and
has much to do with the equality of opportunity.
4 Empirical Work
4.1 Available Data and Sample Definitions
I use Finnish Total Statistics on Income Distribution (Tulonjaon kokonaistilasto)
from Statistic Finland. The data consist of a register of information from different
sources. The outcome variable that I use is a high school matriculation at the
age of 20 years. The data include every Finnish person, their postal codes and
municipality of residence, personal and household level income data and personal
identification codes for each person at each year between 1995 and 2014. However,
the link between the parents and the children is missing, and hence I cannot
relate the parents’ data to the children’s data. I can get information about the
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parents’ income through household level income data. However, I have no way
to know whether the children move with their parents or move alone for their
own purposes, for example to study or to work. Therefore, I have to estimate the
effects of moving at ages young enough, when moving is likely to happen with the
parents. Another data deficiency is that I cannot relate siblings to each other.
Hence I have no means to estimate the effects using within family variation, i.e.
comparing the outcomes of the siblings who have different ages at the time of the
move.
I follow Chetty and Hendren (2018a) by focusing on variation across wide geographical
areas in order to maximize statistical precision in the estimation. They also
restrict the analysis to areas with populations above 250,000 to minimize the
sampling error on the estimates of permanent residents outcomes. By doing so, I
also alleviate the selection issues, because the selection effects are stronger within
commuting zones (or regions) compared to between them. Part of this selection
problem average out when using larger geographical units for estimation and makes
estimation based on a natural experiment more plausible. (Chetty and Hendren,
2018a)
I restrict the data to the individuals born between 1977–1994, of whom there are
data available for each of the years 1995–2014. I impose this requirement in order
to exclude those children, who have lived abroad during the period of analysis, and
to restrict the analysis to those who are alive through the end of 2014. I further
restrict the data to individuals who either live in one region the whole period of
1995–2014 (residents), or move between regions exactly once (one-time movers).
The individuals who move between regions more than once are excluded from the
analysis. In the working sample there are 600,384 residents, 179,504 one-time
movers and 218,712 children who move more than once (Table 1).
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Table 1: Frequencies of Movers and Residents
count
Residents 600384
One-time Movers 179504
Several Moves 218712
Total 998600
4.2 Variable Definitions and Summary Statistics
In this section, I define the variables I use in the analysis. I convert all the monetary
variables in 2014 euros to adjust for inflation using consumer price index (CPI).
My key variables that I use for the estimation are:
Family Income: For the measure of family income, I calculate the total household
equivalence income during the years 1995-1999. Because I measure family income
for a fixed set of years, the age of the child when family income is measured varies
across birth cohorts. As in Chetty and Hendren (2018a) article, I account for this
variation by controlling for the child’s birth cohort in the analysis. Household
equivalent income is measured by OECD-modified scale. When calculating the
size of the household, this scale assigns a value of 1 to the household head, of
0.5 to each additional adult member (over 13 years old) and of 0.3 to each child.
The size of the household is measured at the last day of the year. The equivalence
income is defined as the total net income after transfers and taxes of the household
divided by the modified size of the household.
Family Income Deciles : Based on this income measure, I rank all the households
at a nationwide level and classify them into ten equal sized income deciles.
High School Completion/Matriculation: By high school completion I mean that a
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given individual has completed high school matriculation examination by the age
of 20 years, and this is the highest degree completed at the age of 20. I use this
definition, because the data gives only the highest completed degree for each given
year. It is unlikely that a given person would have any higher degree at the age
of 20. The people who would matriculate at older ages are considered to have no
high school degree throughout the analysis.
As we can see from Table 2, the average high school matriculation rates vary
significantly between family income deciles. Only 25 per cent of the children of
the families in the lowest income decile have matriculated from the high school,
compared to just over 72 per cent of the children of the families in the highest
income decile. Matriculation rate of all children is 39.7 per cent. Matriculation
rates of the one-time movers and rates of the children who move several times
between regions are significantly higher. However, Table 3 reveals that calculating
matriculation rates of the one-time movers who move before age 16 yields to very
similar rates to the rates of the residents at all income levels. This confirms the
intuition that moving at older ages is dominated by people who move between
region for academic studies or higher level job opportunities. Hence the selection
effects are stronger at older ages, especially for movers who are around 20 years
old.
Age: The age of an individual is defined as the age in full years on the last day of
the calendar year.
Location: In each year, all individuals are assigned municipality codes according
to which municipality they live in on the last day of the year. Based on this
information, I classify all the individuals into 18 regions (excluding Ahvenanmaa
region) using Statistics Finland 2010 division.
As we can see from Table 4, the lowest high school completion rate is in Kainuu
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Table 2: High School Completion Rates by Family Income Decile (All Movers)
Residents One-time movers Several moves
1 .2515943 .4251585 .4161226
2 .2541326 .4352197 .4216138
3 .2880225 .4988877 .4760282
4 .3289033 .5531565 .5354442
5 .3713399 .6049371 .5788263
6 .4116496 .6561836 .6246567
7 .4663662 .6920052 .6764422
8 .527499 .7415062 .7241359
9 .6120913 .7935235 .7793249
10 .7222525 .8462506 .8348736
Total .3970909 .6034462 .5744084
Observations 600384 179504 218712
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Table 3: High School Completion Rates by Family Income Decile (One Time
Movers under 16)
Residents Movers at age under 16
mean Standard Deviation mean Standard Deviation
1 .2515943 .4339335 .2405221 .4275334
2 .2541326 .4353757 .230162 .4210239
3 .2880225 .4528446 .2812131 .4496798
4 .3289033 .4698179 .3290816 .4699996
5 .3713399 .4831665 .4026299 .4905811
6 .4116496 .492136 .4631353 .4988177
7 .4663662 .4988716 .4971182 .5001719
8 .527499 .4992481 .5677817 .4956025
9 .6120913 .4872795 .6278119 .4836355
10 .7222525 .4478943 .7108141 .4536601
Total .3970909 .4892955 .3867627 .4870239
Observations 600384 15834
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region. Just 25.7 per cent of the children who have grown their entire childhood
in Kainuu region have matriculated from high school. The highest rate, 52.6 per
cent is in Uusimaa region. The nationwide high school completion rate is 39.7 per
cent. I conclude that there is significant variation in high school matriculation
rates across regions. The high school completion rate of all the families living in
Kainuu region is close to the nationwide completion rate of children whose family
income is in the second income decile. The significant regional variation further
supports the use of high school matriculation rate as the outcome variable in the
analysis.
4.3 Estimates of Exposure Effects
In this section I present the parametric estimates of the exposure effects {γm}
based on the following equation:
yi =
1994∑
s=1977
I(si = s)(α
1
s − α2s y¯pos) +
30∑
m=2
I(mi = m)(ζ
1
m + ζ
2
mpi)
+
30∑
m=2
bmI(mi = m)∆odps +
1994∑
s=1977
κdsI(si = s)∆odps + ε3i, (6)
where y¯pos is the average high school completion rate in the origin region and
∆odps = y¯pds − y¯pos is the difference in the predicted high school completion rates
of permanent residents in the destination versus origin areas given the parent
income decile p and the birth cohort s. This is equivalent to the equation (5) with
a different outcome variable, birth cohorts and possible ages at the time of the
move. I restrict the analysis to the children whose age at the time of the move
is less than 16 years. After that point the decision to move is more likely to be
endogenous. In other words, children who move between the ages 16–19 are more
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Table 4: High School Completion Rates by Region
mean Standard Deviation
Etela¨-Karjala .28387 .4508918
Etela¨-Pohjanmaa .2951506 .4561202
Etela¨-Savo .2919614 .4546819
Kainuu .2574053 .4372328
Kanta-Ha¨me .2824704 .4502153
Keski-Pohjanmaa .3050801 .4604726
Keski-Suomi .335183 .4720624
Kymenlaakso .2540181 .4353198
Lappi .3035318 .4597944
Pirkanmaa .3960805 .4890864
Pohjanmaa .3618778 .4805543
Pohjois-Karjala .3470814 .4760546
Pohjois-Pohjanmaa .3647957 .4813775
Pohjois-Savo .3138178 .4640522
Pa¨ija¨t-Hme .2891069 .4533593
Satakunta .3143345 .4642591
Uusimaa .5259382 .4993281
Varsinais-Suomi .4213564 .493781
Total .3970909 .4892955
Observations 600384
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likely to move because of going to high school. A hint of possible increase in the
selection motive can be seen from table 14. The frequencies of moving children are
significantly higher between the ages 16–19. This kind of selection would induce
a higher upward bias δm on the estimates of bm from Equation (2). I also present
results after the age of 20, because a move at an age higher than 20 years should
have no effect on the probability of completing high school by the age of 20 years.
Therefore, the level of these estimates is estimating the selection effects.
Figure 1 plots the coefficients {bm} from equation (5). The regression coefficient
of b2 = 0.766 estimated from Equation (6) implies that children who move at the
age of two years old to an area which has 1 percentile point higher high school
matriculation rate y¯pds in the same income decile p and the same birth cohort s,
are in average 0.766 percentile points more likely to go to high school than children
who do not move (Chetty and Hendren, 2018a). The estimate b2 consists of the
exposure effect β2 and the selection bias δ2 equivalent to Equation (2).
Regressing the coefficients bm on the age at move m for m ≤ 15 gives the average
annual exposure effect estimate of γ = 0.0120 (s.e. = 0.0095), which is statistically
insignificant (Table 5). The pattern of the coefficients bm suggests that the identification
assumption might not hold, meaning the selection effects {δm} from Equation (2)
may vary with the age at move m. Parents might be more eager to move when
children are at certain ages, namely when children have to change to junior high
school for the last three years of comprehensive school (ages 13–15). Parents who
do this kind of timing might be different from other parents, and their children
might be more likely to go to high school to begin with. This kind of sorting
would result in a higher selection bias for age around 13. Another possibility is
that the variation is random due to relatively small data sample, which leads to
imprecise estimates of the coefficients bm. Third possibility is that the selection
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Figure 1: Estimated Exposure Effects on All Children
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or the exposure effects are heterogenous across population subgroups. Fourth
possibility is that some ages may be more important than others, for example the
period of junior high school (ages 13–15) may be more important than earlier years
implying critical age effects. This would result in nonlinearities in the model. I
have no means to test which of these explanations is true, but based on subsequent
analysis I think that heterogenous selection and exposure effects across population
subgroups are the most plausible explanation.
Table 5: Regression Results Table
Model: All Low inc. Boys Girls Low inc. Low inc.
Boys Girls
Exposure -0.0129 -0.0288 0.000386 -0.0235 0.0113 -0.0602∗∗
Effect (-1.36) (-2.06) (0.04) (-1.77) (0.72) (-3.21)
Constant 0.501∗∗∗ 0.682∗∗∗ 0.410∗∗ 0.516∗∗ 0.532∗∗ 0.610∗∗
(5.62) (5.18) (4.10) (4.13) (3.63) (3.46)
N 14 14 14 14 14 14
t statistics in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
Table (5) summarizes the regression results for the different subpopulations: all
observations, children of low income families (deciles 1–3), boys, girls, boys of low
income families and girls of low income families. We can see from the table that
the result for girls of low income families is statisticlly significant at one per cent
confidence level and gives an average annual exposure effect of -0.0602. It means
that if the identification assumption holds, the probability of matriculating from
high school of girls of low income families who move converge to the probability of
permanent residents of the destination area at a rate of 6.02 % per year of exposure
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Figure 2: Estimated Exposure Effects on Girls of Low Income Families
until the age of 16 (Chetty and Hendren, 2018a). A visual inspection of Figure 2
reveals a regular pattern of the coefficients {bm} around the regression line, which
is in accordance with the identification assumption.
(Figure 3) reveals an interesting result. The average annual exposure effect estimate
for boys is 0.000386, which is statistically insignificant. This time the coefficients
{bm} exhibit somewhat more regular pattern around the regression line, which is
in accordance with the identification assumption that the selection effects {δm} are
orthogonal to the age of the child at the time of the move m. If the identification
assumption holds, the result means that boys are unaffected by the average high
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Figure 3: Estimated Exposure Effects on Boys
school completion rates of the region, or the results support the critical age model
due to the discontinuous jump when the outcome is measured at 20 years. On
the contrary, regions of residence seem to have childhood exposure effects for girls
of low income families. The figures for the girls (6), boys of low income families
(7) and all children of low income families(8) are presented in the Appendix. The
regular pattern of the coefficients {bm} in Figure (6) with almost significant slope
and significant slope for girls of low income families gives a hint that girls in general
may be affected by the region they live in. The reason for the insignificant result
may lie on the low power of the test due to a small data sample.
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Figure 4: Average Outcomes by Birth Cohort in Four Example Regions for Girls
of Low Income Families
4.4 Outcome Based Placebo Test
In order to assess whether the identification assumption holds and to test for bias
due to unobservable factors, I implement one placebo test that exploits variation
across different birth cohorts. First I present a figure that plots how the outcomes
have evolved across birth cohorts in different regions for girls of low income families.
As we can see from Figure (4), the average outcomes have significant variation over
time in the four example regions presented in the figure. The matriculation rates
have abrupt changes in several years. Figure (9) in the Appendix presents how
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average matriculation rates have evolved across birth cohorts by region. Similar
pattern can be found in all the regions.
The test is based on the idea that a neighbourhoods quality for a child’s own
birth cohort matters, rather than the neighbourhood’s quality for older or younger
cohorts. If the exposure effect estimates indeed reflect causal relations, a child’s
outcome should converge towards the outcomes of his or her own cohort in the
destination region. In contrast, it is unlikely that an omitted variable bias would
generate such a cohort specific convergence. (Chetty and Hendren, 2018a)
In order to conduct the outcome based placebo test, I follow Chetty and Hendren
(2018a) and parameterize the exposure and the selection effects shown in Figure(2)
by replacing the non-parametric
∑30
m=2 bmI(mi = m)∆odps term in Equation (6)
with two separate linear terms, one below the age of 16 and another for ages over
19:
yi =
1994∑
s=1977
I(si = s)(α
1
s − α2s y¯pos) +
30∑
m=2
I(mi = m)(ζ
1
m + ζ
2
mpi)
+
1994∑
s=1977
κdsI(si = s)∆odps (7)
+I(mi ≤ 15)(b0 + (20−mi)γ)∆odps + I(mi ≥ 20)(γ + (20−mi)γ′)∆odps + ε3i
This specification yields to similar results to the non-parametric estimates (6).
The results are shown in Table (15) in the Appendix. Based on this regression, I
estimate the exposure effects by replacing the difference in permanent resident’s
outcomes ∆odps in child’s own birth cohort s(i) for the difference ∆odp,s(i)+t in
other birth cohorts s(i) + t. Figure 5 plots the exposure effect estimates {γ′t} for
t ranging from -4 to 4. The coefficients γ′t are similar for t from -2 to 0, but the
coefficients for t 6= 0 are statistically insignificant and get smaller for other t, even
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though the outcomes of the adjacent cohorts must be somewhat autocorrelated.
Despite of this autocorrelation, the variation over time allows to conclude that
the outcomes of moving girls of low income families converge to the outcomes of
their own birth cohort and are unrelated to the outcomes of other cohorts. This
supports the view that the change in moving children’s outcomes is driven by
causal exposure effects to different neighbourhoods. It is unlikely that families’
unobservable characteristics would covary with children’s outcomes on the birth
cohort level to create such a precice birth cohort specific convergence (Chetty and
Hendren, 2018a).
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Figure 5: Separate Exposure Effects Estimates Based on Cross-Cohort Variation
Note: Exposure effect of 0.0474 corresponds to the exposure effect estimate in
Table 5. The slope of -0.0602 in Figure 2 would correspond to an exposure effect
of 0.0602, since a negative slope implies a positive exposure effect.
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5 Conclusions
In this work I have found heterogenous childhood exposure effects across gender.
The results for boys can have two different explanations: either the results support
the critical age model, or boys are unaffected by childhood neighbourhoods. At
any case, areas seem to have no exposure effects on boys. Girls of low income
families respond strongly to differences in childhood neighbourhoods. The results
for girls of low income families support for childhood exposure effects model: the
outcomes of moving girls of low income families converge to those of permanent
residents in the region to which they move at a rate of approximately 6% per year
of childhood exposure. It implies that children who move at birth would pick up
90% of the difference in permanent residents’ outcomes between their origin and
destination regions by the age of 16.
I have corrected for the problem of selection bias by exploiting variation in children’s
ages when they move between regions. The results are robust to alternative
specifications and to the overidentification test based on variation in outcomes
of different birth cohorts. The outcomes of moving girls of low income families
converge to the outcomes of permanent residents in the destination in their own
birth cohort, and are unrelated to the outcomes of other birth cohorts. It is
unlikely that unobservable characteristics of moving families would generate such
a cohort specific convergence, suggesting that neighbourhoods may indeed have
causal effects on the probability of girls of low income families to matriculate from
high school.
The differences in permanent residents’ high school completion rates are predictive
of regions’ causal effects on average for girls of low income families. It does not
estimate the causal effect of any particular region, as the high school completion
rates of permanent residents reflect a different combination of selection and causal
33
effects in each region.
The results are in accordance with previous studies (see for example Ansala (2018),
Chetty and Hendren (2018a), Chetty and Hendren (2018b), Chetty et al. (2016),
Suoniemi (2017)) in the sense that neighbourhoods seem to matter for the outcomes
of the children growing up in those areas. However, different results for boys and
girls is a new finding and needs to be confirmed in subsequent studies.
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i6 APPENDIX
Table 6: High School Completion Rates by Family Income Decile and Gender
Residents All Movers
Boys Girls Boys Girls
1 .1837854 .3540361 .3228397 .465865
2 .1879801 .3540677 .3281577 .4817423
3 .2132244 .4096646 .3762041 .5450753
4 .2474552 .4672716 .4266309 .6046081
5 .2842933 .519523 .4799862 .6486508
6 .3208127 .5647718 .529534 .7015473
7 .374115 .6200022 .5878772 .7383058
8 .4355195 .6751701 .6483447 .7830178
9 .5308013 .7374042 .7197008 .8308373
10 .6594695 .8072335 .801329 .8712977
Total .3198198 .5264929 .4915332 .6369548
Observations 330211 178293 270173 219923
ii
Table 7: Frequencies of Residents and Movers by Family Income Decile
Residents One-time movers Several moves Total
1 51591 16408 23892 91891
2 68783 20392 27575 116750
3 76001 22476 28471 126948
4 75469 21860 26845 124174
5 71891 21146 25220 118257
6 67453 20223 23304 110980
7 60133 18312 20732 99177
8 51020 15629 16983 83632
9 41319 12723 14220 68262
10 36724 10335 11470 58529
Total 600384 179504 218712 998600
N 998600
iii
Figure 6: Estimated Exposure Effects on Girls
iv
Figure 7: Estimated Exposure Effects on Boys of Low Income Families
vFigure 8: Estimated Exposure Effects on Children of Low Income Families
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Table 8: Regression Results: All Children
Estimated Coefficients bm
Age at Move bm p-value
2 0.770∗∗∗ (0.000)
3 0.405∗ (0.016)
4 0.371∗ (0.015)
5 0.395∗∗ (0.003)
6 0.386∗∗ (0.003)
7 0.396∗∗ (0.001)
8 0.291∗ (0.027)
9 0.159 (0.184)
10 0.462∗∗∗ (0.000)
11 0.282∗ (0.017)
12 0.359∗∗ (0.003)
13 0.594∗∗∗ (0.000)
14 0.295∗ (0.018)
15 0.311∗ (0.011)
16 0.638∗∗∗ (0.000)
17 0.499∗∗∗ (0.000)
18 0.382∗∗∗ (0.000)
19 0.591∗∗∗ (0.000)
20 0.347∗∗∗ (0.000)
21 0.0858 (0.095)
22 -0.0115 (0.829)
23 0.107∗ (0.046)
24 0.0819 (0.122)
25 0.1000 (0.060)
26 0.0972 (0.070)
27 0.0681 (0.217)
28 0.0871 (0.125)
29 0.0386 (0.518)
30 -0.00926 (0.882)
Observations 368130
F 164.9
df m 370
df r 368129
p-values in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
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Table 9: Regression Results: Boys
Estimated Coefficients bm
Age at Move bm p-value
2 0.508 (0.079)
3 0.393 (0.067)
4 0.449∗ (0.023)
5 0.360∗ (0.039)
6 0.508∗∗ (0.002)
7 0.292 (0.088)
8 0.293 (0.104)
9 0.0945 (0.573)
10 0.606∗∗∗ (0.001)
11 0.401∗ (0.020)
12 0.720∗∗∗ (0.000)
13 0.508∗∗ (0.003)
14 0.362∗ (0.049)
15 0.297 (0.103)
16 0.535∗∗∗ (0.000)
17 0.493∗∗ (0.003)
18 0.694∗∗∗ (0.000)
19 0.510∗∗∗ (0.000)
20 0.296∗∗∗ (0.000)
21 0.0841 (0.327)
22 0.0243 (0.789)
23 0.0917 (0.323)
24 0.117 (0.211)
25 0.0685 (0.469)
26 0.197∗ (0.040)
27 0.142 (0.156)
28 0.223∗ (0.034)
29 -0.0272 (0.810)
30 0.207 (0.073)
Observations 80390
F 47.33
df m 370
df r 80389
p-values in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
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Table 10: Regression Results: Girls
Estimated Coefficients bm
Age at Move bm p-value
2 0.938∗∗∗ (0.000)
3 0.258 (0.206)
4 0.556∗∗ (0.002)
5 0.327 (0.069)
6 0.226 (0.218)
7 0.216 (0.185)
8 0.208 (0.242)
9 0.214 (0.180)
10 0.101 (0.547)
11 0.190 (0.253)
12 0.192 (0.227)
13 0.441∗∗ (0.006)
14 0.169 (0.351)
15 0.382∗ (0.024)
16 0.426∗∗∗ (0.000)
17 0.279∗ (0.022)
18 0.318∗∗∗ (0.000)
19 0.279∗∗∗ (0.000)
20 0.217∗∗∗ (0.000)
21 0.0205 (0.766)
22 -0.0460 (0.526)
23 0.000389 (0.996)
24 -0.0476 (0.517)
25 0.0632 (0.405)
26 -0.0509 (0.528)
27 0.0696 (0.427)
28 -0.111 (0.256)
29 0.200 (0.061)
Observations 92018
F 48.74
df m 359
df r 92017
p-values in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
ix
Table 11: Regression Results: Children of Low Income Families
Estimated Coefficients bm
Age at Move bm p-value
2 0.542 (0.156)
3 0.889∗∗ (0.005)
4 0.425 (0.130)
5 0.523∗ (0.041)
6 0.769∗∗ (0.001)
7 0.571∗∗ (0.008)
8 0.145 (0.539)
9 0.140 (0.512)
10 0.501∗ (0.023)
11 0.0737 (0.727)
12 0.361 (0.084)
13 0.575∗∗ (0.004)
14 0.316 (0.143)
15 0.287 (0.160)
16 0.566∗∗ (0.002)
17 0.561∗∗∗ (0.001)
18 0.244 (0.086)
19 1.066∗∗∗ (0.000)
20 0.700∗∗∗ (0.000)
21 0.302∗ (0.022)
22 0.0256 (0.849)
23 0.236 (0.081)
24 0.335∗ (0.013)
25 0.244 (0.074)
26 0.365∗∗ (0.008)
27 0.298∗ (0.035)
28 0.386∗∗ (0.007)
29 0.367∗ (0.013)
30 0.169 (0.263)
Observations 127044
F 62.29
df m 167
df r 127043
p-values in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
xTable 12: Regression Results: Boys of Low Income Families
Estimated Coefficients bm
Age at Move bm p-value
2 0.478 (0.435)
3 0.689 (0.160)
4 0.294 (0.465)
5 0.550 (0.151)
6 0.835∗ (0.026)
7 0.824∗ (0.023)
8 0.579 (0.154)
9 0.392 (0.244)
10 0.785∗ (0.038)
11 0.409 (0.256)
12 1.185∗∗∗ (0.000)
13 0.614 (0.091)
14 0.476 (0.174)
15 0.676 (0.074)
16 0.644 (0.059)
17 0.732∗ (0.039)
18 0.887∗∗ (0.003)
19 1.490∗∗∗ (0.000)
20 0.744∗∗ (0.005)
21 0.539∗ (0.049)
22 0.334 (0.232)
23 0.460 (0.105)
24 0.689∗ (0.016)
25 0.388 (0.179)
26 0.710∗ (0.015)
27 0.559 (0.061)
28 0.787∗∗ (0.009)
29 0.384 (0.225)
Observations 24792
F 17.79
df m 163
df r 24791
p-values in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
xi
Table 13: Regression Results: Girls of Low Income Families
Estimated Coefficients bm
Age at Move bm p-value
2 0.895∗ (0.049)
3 0.261 (0.472)
4 0.302 (0.373)
5 0.298 (0.368)
6 0.526 (0.087)
7 0.368 (0.198)
8 -0.116 (0.703)
9 -0.495 (0.080)
10 -0.219 (0.461)
11 -0.327 (0.262)
12 -0.00786 (0.978)
13 0.130 (0.626)
14 -0.127 (0.673)
15 -0.106 (0.732)
16 0.201 (0.383)
17 0.244 (0.252)
18 -0.0493 (0.775)
19 0.263 (0.089)
20 0.195 (0.197)
21 -0.213 (0.204)
22 -0.329 (0.061)
23 -0.153 (0.392)
24 -0.217 (0.238)
25 -0.267 (0.163)
26 -0.321 (0.113)
27 0.0726 (0.741)
28 -0.255 (0.283)
29 0.159 (0.519)
30 -0.245 (0.347)
Observations 31671
F 22.74
df m 167
df r 31670
p-values in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
xii
Table 14: Frequencies of One-time Movers by the Age at Move
Age at move Count
2 556
3 919
4 1131
5 1287
6 1344
7 1370
8 1186
9 1212
10 1180
11 1211
12 1165
13 1242
14 1099
15 932
16 1950
17 1860
18 3337
19 20733
20 31360
21 23607
22 15099
23 12725
24 11925
25 10190
26 8151
27 6119
28 4658
29 3460
30 2516
31 1849
32 1346
33 1047
34 735
35 523
36 316
37 164
Total 179504
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Figure 9: Matriculation Rates by Birth Cohort and Region
