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RECTIFIABILITY OF LINE DEFECTS IN LIQUID CRYSTALS
WITH VARIABLE DEGREE OF ORIENTATION
ONUR ALPER
Abstract. In [2] Hardt, Lin and the author proved that the defect set of
minimizers of the modified Ericksen energy for nematic liquid crystals consists
locally of a finite union of isolated points and Ho¨lder continuous curves with
finitely many crossings. In this article, we show that each Ho¨lder continuous
curve in the defect set is of finite length. Hence, locally the defect set is
rectifiable. For the most part, the proof follows the work of De Lellis, Marchese,
Spadaro and Valtorta [11] on harmonic Q-valued maps closely. The blow-up
analysis in [2] allows us to simplify the covering arguments in [11] and locally
estimate the length of line defects in a geometric fashion.
1. Introduction
1.1. The Singularities of Energy-Minimizing Maps. The structure of sin-
gularities of energy-minimizing harmonic maps has been studied for almost thirty
years. In [16] Hardt and Lin proved that the singular set of energy minimizing maps
from B4 to S2 consists locally of a finite union of isolated points and Ho¨lder con-
tinuous curves with finitely many crossings. An important ingredient in their proof
was Reifenberg’s Topological Disk Theorem, which was introduced in [26]. In [28]
L. Simon proved that when the target is an analytic Riemannian manifold, the sin-
gular set of an energy minimizing maps on an n-dimensional domain is locally the
union of a finite, pairwise disjoint collection of (n − 3)-rectifiable locally compact
sets. In [25] Naber and Valtorta not only proved the rectifiability of singular sets of
energy-minimizing and stationary harmonic maps into smooth Riemannian mani-
folds, but they also introduced a variety of novel techniques, which they utilized
to estimate the Minkowski content of singular sets. In particular, they formulated
new versions of the classical Reifenberg Theorem, involving the Jones β2-number,
originally introduced in [18], and yielding stronger results such as measure bounds.
Most recently, in [11] De Lellis, Marchese, Spadaro and Valtorta combined the tech-
niques in [25] with a refined version of a monotonicity estimate introduced by G.
Weiss in [30], as well as a related frequency pinching estimate. As a result, they
proved that the singular set of energy-minimizing harmonic Q-valued maps on an
n-dimensional domain is countably (n−2)-rectifiable. In fact, they also gave upper
bounds for the (n − 2)-dimensional Minkowski content of the subset of singular
points with highest multiplicity. See also [19] for earlier rectifiability results for the
singular set of harmonic Q-valued maps.
In [2] Hardt, Lin and the author considered the structure of defect set of energy-
minimizing harmonic maps into positively curved, single-sheeted cones over the
projective plane RP2. The motivation for studying maps into this singular target
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comes from the Ericksen model for nematic liquid crystals. In [13] Ericksen intro-
duced an energy for director fields with variable degree of orientation, in order to
allow finite-energy configurations with line defects, which are observed experimen-
tally. In the one-constant approximation regime (1.2), Lin related the minimizers
of this energy to energy-minimizing maps into cones over S2 in [20], [21]. In [17]
Hardt and Lin refined the dimension reduction result in [20], [21] by classifying
homogeneous minimizers of two variables, and introduced the modified Ericksen
energy for maps into positively curved, single-sheeted cones over RP2, for which
energy-minimizing maps admit line defects as desired. Building upon the classifica-
tion result in [17], it was proved in [2] that under the assumption (1.2), the defect
set of minimizers of the modified Ericksen energy consists locally of a finite union
of isolated points and Ho¨lder continuous curves with finitely many crossings.
In this article we adopt the approach in [11] to strengthen the main result in [2].
Assuming (1.2) once again, we consider the minimizers of the modified Ericksen
energy in a domain Ω. We prove that each Ho¨lder continuous curve in the defect set
of minimizers has locally finite length. Hence, combining this result with the above-
mentioned structure theorem in [2], we arrive at the following conclusion: Under
the assumption (1.2), locally the defect set is rectifiable. Namely, the intersection
of the defect set and any compact subset of Ω is the union of finitely many Lipschitz
curves and a set of H1-measure zero.
1.2. The Ericksen Model. We give a brief introduction to the Ericksen model in
the context of equilibrium theory of liquid crystals. Our main motivation here is
to emphasize that the modified Ericksen model is the simplest equilibrium model
admitting energy-minimizing configurations with line defects, which are experimen-
tally observed. We refer to [20] and the references therein for further details on the
origins of various models we introduce below.
Let µx be a probability measure on S
2 for the direction of a symmetric, elongated
liquid crystal molecule at a given point x in a spatial domain Ω ⊂ R3. The lack
of polarity implies that
´
S2
p dµx(p) = 0, while the anisotropy of the liquid crystal
sample in Ω is captured by its second moment, M2(x) =
´
S2
p ⊗ p dµx(p). In the
uniaxial regime M2 − 13 id has two equal eigenvalues, and we can write:
M2 − 1
3
id = s
[
(n⊗ n)− 1
3
id
]
,
where |n| = 1, s ∈ [−1/2, 1].
Assuming s to be constant, the Oseen-Frank energy is defined as
´
ΩW (n)) dx,
where:
W (n) = κ1|divn|2+ κ2|n · curln|2+ κ3|n× curln|2+(κ2 + κ4)
[
tr(∇n)2 − (divn)2] ,
κ1, κ2, κ3 > 0. The Oseen-Frank model is phenomenological, and W (n) is the
most general integrand depending on n and ∇n, while satisfying at most quadratic
dependence on ∇n, as well as invariance under rotations and reflections of the
director field n, cf. [20, Section 2]. Hardt, Kinderlehrer and Lin showed in [15] that
the singular set of n : Ω → S2 minimizing the Oseen-Frank energy has Hausdorff
dimension strictly less than 1. As a result, the minimizers of Oseen-Frank energy
cannot have line defects.
In [13] and [23], the Ericksen energy
´
Ω
X(s, n)) dx is introduced, where:
(1.1) X(s, n) = s2W (n) + κ5|∇s|2 + κ6|∇s · n|2 + ψ(s),
RECTIFIABILITY OF LINE DEFECTS 3
and ψ is a C2-potential that satisfies:
(i) lims→−1/2 ψ(s) = +∞,
(ii) lims→1 ψ(s) = +∞,
(iii) ψ′(0) = 0,
(iv) ψ has a minimum at some s∗ ∈ (0, 1),
and serves to confine s to the range (−1/2, 1). See also [23, Fig.1]. We refer to [13]
and [23] for a discussion of the Ericksen model in full generality.
In the one-constant approximation regime, we assume:
(1.2) κ1 = κ2 = κ3 = 1, κ4 = κ6 = 0, κ5 = κ,
Under the assumption (1.2), the Ericksen energy reduces to:
(1.3)
ˆ
Ω
[
κ|∇s|2 + s2|∇n|2 + ψ(s)] dx.
In [20], [21], Lin proved the following result: there exists a map u = (u1, u2) : Ω→
Cκ minimizing ˆ
Ω
[
|∇u|2 + ψ
(
κ−1/2|u|
)]
dx,
with respect to Dirichlet boundary data g ∈ H1/2 (Ω), where:
Cκ =
{
(z, y) ∈ R×R3 : z = √κ− 1|y|} , κ > 1;
the minimizer u is locally Ho¨lder continuous in Ω; and the Hausdorff dimension
of u−1{0} is at most 1. (These existence and regularity results remain valid for a
double-cone over S2, corresponding to s ∈ (−1/2, 1), or in the case κ < 1. However,
since minimizers can have wall defects in these cases, cf. [3], [17], we restrict our
attention to the case κ > 1, s ≥ 0.) Away from the set u−1{0}, we can define the
pair s = κ−1/2|u|, n = √κ|u|−1u2, which minimizes (1.3). Moreover, the singular
set of director field n, sing(n) = s−1{0} = u−1{0}, which we call the zero set or
the defect set . Finally, it is standard to show that u, and consequently s and n, are
smooth away from u−1{0}. In other words, the problem of analyzing the minimizers
of (1.3), where κ > 1 and s ≥ 0, can be recast as the problem of analyzing energy-
minimizing harmonic maps (in the presence of a lower order perturbation term)
into the cone Cκ.
In [17] Hardt and Lin proved that when the target for energy-minimizing u isCκ,
u−1{0} is in fact locally discrete. (In particular, energy-minimizing maps into Cκ
do not admit line defects.) They also introduced the modified Ericksen model by
replacing the targetCκ with its projectivised versionDκ. That is, for [y] = {y,−y},
the sign equivalence class for y ∈ R3:
Dκ = {(z, [y]) : (z, y) ∈ Cκ} , κ > 1.
While the results in [20], [21] hold for the modified Ericksen model as well, the modi-
fied Ericksen model has the additional remarkable feature that it admits minimizing
configurations with line defects, cf. [17], [2]. See also [6] for a comprehensive discus-
sion on modeling liquid crystals with line fields and its relation to understanding
defects in Q-tensor theory.
Finally, we remark that in [22] the existence and regularity of minimizers of
the Ericksen energy without the one-constant approximation (1.2) are established.
However, it is an open problem whether the estimates on the Hausdorff dimension
of the singular set proved under the assumption (1.2) in [20], [21] and [17] are valid
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for general material constants κi, i = 1, 2, ..., 6. We point out that this problem
is analogous to the following question: does the singular set of Oseen-Frank mini-
mizers consist locally of isolated points? Once again, under the assumption (1.2),
the Oseen-Frank energy reduces to the Dirichlet energy for maps into S2 or RP2.
Therefore, the celebrated result of Schoen and Uhlenbeck [27] on energy-minimizing
harmonics maps, which crucially relies on the monotonicity of renormalized Dirich-
let energy and Federer’s dimension reduction principle, gives a positive answer to
this question. Without the assumption (1.2), discovering a monotone quantity for
the minimizers of Oseen-Frank energy and constructing a dimension reduction ar-
gument is a challenging open problem. (Nevertheless, we point out the result in [15]
that the singular set of n : Ω→ S2 minimizing the Oseen-Frank energy has Haus-
dorff dimension strictly less than 1.) In short, the monotonicity-based techniques
in [27], [28], [25], [11] and [2] are not applicable to the Oseen-Frank or Ericksen
models without the assumption (1.2) at this stage. Hence, in this article we assume
(1.2) hereafter.
1.3. The Main Result. As in [2], for simplicity we consider energy-minimizing
harmonic maps u : Ω → Dκ, where Ω ⊂ R3. We analyze the local structure of
u−1{0} in full generality in the following theorem, which is a strengthened version
of [2, Theorem 5.2]:
Theorem 1.1. Let u : Ω → Dκ be an energy-minimizing harmonic map, where
Ω ⊂ R3. Then each point b ∈ u−1{0} has an open neighborhood O so that (O\{b})∩
u−1{0} consists of an even number of disjoint, embedded Ho¨lder continuous arcs
Γ1,Γ2, ...,Γ2m, joining {b} to a point in ∂O, where 2m ≤ K0 (N (b; 0+)), and for
1 ≤ i < j ≤ 2m, r sufficiently small and d0 = d0 (N (b; 0+)),
dist (Γi ∩ ∂Br(a),Γj ∩ ∂Br(a)) ≥ 1
2
d0r.
Moreover, H1 (Γi) < L = L (N (b; 0+) , diam(O)) for each i = 1, 2, ..., 2m.
From Theorem 1.1, we easily obtain the main result of this article:
Theorem 1.2. Let u : Ω → Dκ be an energy-minimizing harmonic map and let
K be any compact subset of Ω ⊂ R3. Then u−1{0}∩K consists of a finite union of
isolated points and Ho¨lder continuous curves of finite length and with finitely many
crossings. In particular, u−1{0}∩K is rectifiable, namely it is the union of finitely
many Lipschitz curves and a set of H1-measure zero.
Noting that the potential term ψ in (1.1) has C2-dependence on |u| only, and
ψ′(0) = 0, ψ′(s)s ≤ Ms2 holds for a suitably large constant M > 0, depending
on ψ. Consequently, we can generalize the variational formulas in Section 2, as
in [20], [21, Section3]. More precisely, one can replace the classical Dirichlet energy,
D(x, r), in the variational formulas with:
(1.4) D˜(x, r) =
ˆ
Br(x)
[
|∇u|2 + ψ′
(
κ−1/2|u|
)
κ−1/2|u|
]
dx.
Likewise, defining the height function, H(x, r) =
´
∂Br(x)
|u|2 dx, the Almgren fre-
quency function N(x, r) = rD(r)H(r) , can be replaced with:
(1.5) N˜(x, r) = eΛr
rD˜(x, r)
H(x, r)
,
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for a suitably large Λ, depending on the subcritical potential term ψ and the con-
stant κ only. By [21, Lemma 7.1], N˜(x, r) is monotone increasing in r. In short,
one can adapt the smoothed quantities introduce in Section 2 analogously. There-
fore, the conclusions we draw for energy-minimizing harmonic maps are also valid
in the presence of a subcritical potential as described below the equation (1.1). In
particular, the conclusion of Theorem 1.2 holds for the minimizing configurations
of the modified Ericksen energy under the assumption (1.2).
1.4. The Strategy of the Proof. We remark that the framework introduced in
[11] is extremely robust and makes very economical use of the properties of harmonic
Q-valued maps, other than the variational structure captured in the identities in
[11, Proposition 3.1]. Similar ideas, as well as those borrowed from [25], have
recently found application in the work of Focardi and Spadaro [14] on the lower
dimensional obstacle problem, which enjoys the same variational structure. In fact,
the variational identities recalled in Lemma 2.2 are satisfied by any stationary map
into a target that is a cone. In a future work we will apply this framework to
stationary harmonic maps into k-trees, as such maps naturally arise in problems
concerning the optimal partition of domains, cf. [9], [7], [8].
We will use the basic compactness, regularity and dimension reduction results,
which originally appeared in [20], [21], (cf. [2, Lemma 2.7], [2, Lemma 2.8] and [2,
Lemma 2.11] respectively.) Furthermore, a useful corollary of these ingredients is
the unique continuation result for energy-minimizing maps into Dκ in Lemma 2.6.
Otherwise, Sections 2 and 3 rely heavily on variational ingredients, and therefore,
follow [11] very closely. In particular, in Section 2 we define the smoothed quantities
that play a central role in our analysis and prove the basic identities they satisfy, as
well as several related results, the most important of which are a refined Weiss-type
estimate and a consequent frequency pinching estimate, both originally introduced
in [11]. In Section 3 we recall the Jones β2-number, its linear algebraic characteri-
zation, and a distortion bound in [11], which states that the Jones β2-number can
be controlled by the renormalized, averaged frequency pinching.
In our proof we also rely on the analysis of the zero set in [2] by Hardt, Lin and
the author. We restate the most crucial lemmas from [2] in Section 5 for the reader’s
convenience. The key ideas in [2] are the following: The zero set for homogeneous
local minimizers in R3 was characterized and frequency bounds near the zero set
were derived. (See Lemma 5.1 in Section 5 for a precise statement.) These were in
turn used to analyze the zero set of general minimizers, as homogeneous blow-ups
serve as good approximations of them at appropriate scales. This strategy was
combined with the following observation: Since the vanishing order at any point
with a cylindrical blow-up is 1/2
√
κ by the classification result [2, Lemma 3.1],
when the frequency at scale 2 is sufficiently close to 1/2
√
κ, the Hausdorff distance
between the zero set and a line has to be small at scale 1. The combination of
these two results enables one to locally verify at an appropriate scale the hypoth-
esis of Reifenberg’s Topological Disk Theorem, cf. [26], which yields a bi-Ho¨lder
homeomorphism.
But even more crucially for the application in this article, the same combination
also gives the frequency bound (4.4) locally and at an appropriate scale. (While the
bounds in [2] are for the classical Almgren frequency function, since they depend on
compactness arguments and the classification of homogeneous blow-ups only, they
remain valid for the smoothed frequency we will use in this article.) Thanks to the
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bound (4.4), instead of building intermediate and efficient covers as in [11, Lemma
7.3, Proposition 7.2], we can directly build a cover that gives a local estimate on the
Minkowski content of u−1{0}. Hence, even though the discrete Reifenberg theorem
introduced in [25] still plays the central role in obtaining a Minkowski content
estimate, Section 4 is much simpler than its counterpart in [11].
Following the strategy of [2] in Section 6, given an arbitrary point in the zero
set, we are able to find a neighborhood of it, in which the zero set is close enough to
that of a homogeneous map to start with. Then working at successively finer scales
we verify the bound (4.4) locally on each Ho¨lder arc emanating from this point. In
particular, the length of the arc converges as a geometric sum, as we approach the
focal point. While it would also be possible to follow the covering scheme in [11]
more closely, our proof is more attuned to the structure of the zero set, in the spirit
of [2], and therefore, it is somewhat more geometric.
Finally, the topological persistence of zeros was observed in [2, Lemma 4.2]. In
other words, the zero set has no holes. This observation played a crucial role in
proving the main result of [2], which is contained in Theorem 1.1. Unlike [11], we
do not rely on the rectifiability result of Azzam and Tolsa in [5]. Since we already
know that the zero set is a collection of continuous curves (modulo a discrete set
of isolated zeros), by a standard result in geometric measure theory, we obtain
a Lipschitz parametrization for each of the finitely many curves in the zero set,
cf. [10, Theorem I.1.8].
2. Variational formulas and related estimates
We introduce the smoothed versions of the quantities that played a central role
in the analysis in [2]. These smoothed quantities were defined for the first time
in [12], and they were utilized in [11], which we follow closely in this section.
Definition 2.1. Let φ be the following Lipschitz function:
φ(r) =


1, 0 ≤ r ≤ 12 ,
2− 2r, 12 ≤ r ≤ 1,
0, 1 ≤ r.
We also let νx(y) = |y − x|−1 (y − x), a unit vector field.
We define the smoothed Dirichlet, height, frequency, remainder and frequency
pinching functions respectively:
(2.1) Dφ(x, r) =
ˆ
R3
|∇u|2(y)φ
( |x− y|
r
)
dy,
(2.2) Hφ(x, r) = −
ˆ
R3
|u|2(y)|y − x|−1φ′
( |x− y|
r
)
dy,
(2.3) Nφ(x, r) =
rDφ(x, r)
Hφ(x, r)
,
(2.4) Eφ(x, r) = −
ˆ
R3
|∂νxu|2 (y)|y − x|φ′
( |x− y|
r
)
dy,
(2.5) W rs (x) = Nφ(x, r) −Nφ(x, s), 0 < s ≤ r.
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In this section we consider u : B64(0) → Dκ, a map minimizing the Dirichlet
energy. Since our analysis is local in nature, we assume that B64(0) ⊂ Ω and
Nφ(0, 64) ≤ N . We will always apply the appropriately scaled versions of the
variational identities and estimates in the following sections.
Note that if we replace φ with a sequence of smooth functions {φi} approximating
the characteristic function of [0, 1], then the corresponding quantities converge to
the classical Dirichlet, height and Almgren frequency functions as introduced in [1].
Our motivations in working with smoothed quantities are twofold: Firstly, we would
like to have differential identities analogous to those in [2, Lemma 2.2], yet valid at
every r ∈ (0,∞), not only at almost every r. Secondly, we would like to consider
directional derivatives of Dφ(x, r), Hφ(x, r) and Nφ(x, r) as well. We state and
prove these identities in the next lemma:
Lemma 2.2. Let u : B64(0) → Dκ be a map minimizing the Dirichlet energy.
The functions Dφ, Hφ and Nφ are C
1 in spatial variables, as well as in r ∈ (0,∞).
Moreover, for any r ∈ (0,+∞), x ∈ R3, v ∈ R3, the following identities hold:
(2.6) Dφ(x, r) = −1
r
ˆ
R3
∂νxu(y) · u(y)φ′
( |x− y|
r
)
dy,
(2.7) ∂rDφ(x, r) =
1
r
Dφ(x, r) +
2
r2
Eφ(x, r),
(2.8) ∂vDφ(x, r) = −2
r
ˆ
R3
∂νxu(y) · ∂vu(y)φ′
( |x− y|
r
)
dy,
(2.9) ∂rHφ(x, r) =
2
r
Hφ(x, r) + 2Dφ(x, r),
(2.10) ∂vHφ(x, r) = −2
ˆ
R3
∂vu(y) · u(y)|y − x|−1φ′
( |x− y|
r
)
dy.
Moreover, Nφ(x, r) and r
−2Hφ(x, r) are nondecreasing functions of r, and they
satisfy:
(2.11) ∂rNφ(x, r) =
2
rHφ(x, r)2
(
Hφ(x, r)Eφ(x, r) − r2Dφ(x, r)2
) ≥ 0,
(2.12) ∂r log
(
r−2Hφ(x, r)
)
=
2Nφ(x, r)
r
.
Proof. We note that we can approximate φ by compactly supported, smooth func-
tions φk in W
1,p for every p < ∞, prove the above identities with φk in place of
φ, and finally pass to the limit. Hence, it suffices to show the above identities for
smooth φ with φ′ ≤ 0. Since u is a minimizer, we obtain the following first variation
formulas by considering:
(a) the target variation u(y) → (1 + tφ(y)) u(y), resulting in the Euler-Lagrange
equation:
(2.13)
ˆ
R3
[
〈∇u · u,∇φ〉+ |∇u|2 φ
]
dy = 0,
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(b) the domain variation u(y)→ u (y + tϕ(y)y), leading to the system of conserva-
tion laws:
(2.14)
ˆ
R3
[
2 〈∇u⊗∇u,∇ϕ〉 − |∇u|2 divϕ
]
dy = 0.
Setting φ(y) = φ
(
|y−x|
r
)
in (2.13) gives (2.6). Differentiating (2.1) with respect
to r and setting ϕ(y) = φ
(
|y−x|
r
)
(y − x) in (2.14) yields (2.7). Likewise, differen-
tiating (2.1) with respect to x, in the direction v, and setting ϕ(y) = φ
(
|y−x|
r
)
v
in (2.14) yields (2.8).
We can rewrite (2.2) via a change of variables as:
(2.15) Hφ(x, r) = − 1
r2
ˆ
R3
|u(x+ rz)|2 |z|−1φ′ (|z|) dz.
Differentiating (2.15) with respect to r and by changing back to the variable y, we
obtain:
∂rHφ(x, r) =
2
r
Hφ(x, r) − 2
ˆ
R3
φ′
( |y − x|
r
)
∂νxu · u dy,
which combined with (2.6) implies (2.9). Similary, we can rewrite (2.2) via a change
of variables as:
(2.16) Hφ(x, r) = − 1
r2
ˆ
R3
|u(x+ z)|2 |z|−1φ′
( |z|
r
)
dz.
Differentiating (2.16) with respect to x, in the direction v, and changing back to
the variable y yields (2.10).
We observe that (2.11) follows from (2.7) and (2.9), and the nonnegativity of
∂rNφ(x, r) can be seen using (2.6) and the Cauchy-Schwartz inequality. Finally,
(2.12) follows immediately from (2.9). 
Next we prove local bounds for Hφ and Nφ that are analogous to those proved
in [2, Lemma 2.3] for the classical height and frequency functions:
Lemma 2.3. There exists a constant C(φ) > 0 such that for u and φ as above, we
have the following local bounds:
(2.17) Hφ(y, ρ) ≤ CHφ(x, 4ρ),
whenever y ∈ Bρ(x) and dist(x, ∂Ω) > 4ρ, and
(2.18) Nφ(y, r) ≤ C (Nφ(x, 16r) + 1) ,
whenever y ∈ Br/4(x) and dist(x, ∂Ω) > 16r.
Proof. Without loss of generality we can let x = 0 and ρ = r = 1: Since y ∈ B1(x),
B1(y) ⊂ B2(0), and we have:
(2.19) Hφ(y, 1) ≤ C
ˆ
B2(0)
|u|2 dz ≤ C˜
ˆ
∂Bs
|u|2 dS,
for all s ∈ (2, 4). Here the second inequality easily follows from the classical version
of (2.12), namely:
∂r log
(
r−2H(x, r)
)
=
2N(x, r)
r
,
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and the monotonicity of the classical frequency function N(x, r) = rD(x,r)H(x,r) , where
H(x, r) =
´
∂Br(x)
|u|2 dS. (The classical formulas can be obtained by replacing φ
in Lemma 2.2 with a sequence of smooth functions {φi} approximating the charac-
teristic function of [0, 1] and passing to the limit.) Integrating the right-hand side
of (2.19) on (0, 4) with respect to the weight −s−1φ′(s/4) yields:
Hφ(y, 1) ≤ CHφ(0, 4),
which is (2.17) after the normalizations x = 0, ρ = 1.
Applying (2.17), the integral version of (2.12), and (2.11) respectively, we have:
(2.20) Hφ(y, 4) ≤ CHφ(0, 16) ≤ CeCNφ(0,16)Hφ(0, 1/4) ≤ CeCNφ(0,16)Hφ(y, 1),
since y ∈ B1/4(0), whereas by (2.12) again:
(2.21) Hφ(y, 1) = Hφ(y, 4) exp
[
−
ˆ 4
1
2Nφ(y, t)
t
dt
]
.
As Hφ(y, 4) > 0, (2.20) and (2.21) together imply:
exp
[ˆ 4
1
2Nφ(y, t)
t
dt
]
≤ CeCNφ(0,16).
Taking the logarithm of both sides and using the monotonicity of Nφ(y, t) to esti-
mate the integral on the left-hand side from below, we obtain:
Nφ(y, 1) ≤ CNφ(0, 16) + logC,
which yields (2.18). 
We recall the classical Weiss monotonicity formula introduced in [30] in the
context of free boundary theory. Defining:
W(x, r) = 1
r1+2α
D (x, r) − α
r2+2α
H (x, r) ,
where N (x; 0+ ) = α, for almost every r > 0:
(2.22)
d
dr
W (x0, r) = 2
r3+2α
ˆ
∂Br(x0)
|(x− x0) · ∇u− αu|2 dS.
The proof follows immediately from the classical versions of (2.7) and (2.9). Inte-
grating (2.22) on [r, R], we obtain the following classical estimate:
(2.23)
ˆ R
r
2
r3+2α
ˆ
∂Br(x0)
|(x− x0) · ∇u− αu|2 dS dr =W (x0, R)−W (x0, r) .
We remark that the left-hand side vanishes, if and only if u is homogeneous of order
α on the annulus BR (x0) \Br (x0).
The next lemma is a refined version of (2.23):
Lemma 2.4. There exists a C = C
(
N
)
> 0 such that for u and φ as above, for
every x ∈ B1/8(0):
(2.24)
ˆ
B2(x)\B1/4(x)
|(y − x) · ∇u−Nφ (x, |y − x|)u|2 dy ≤ CW 41/8 (x) .
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Proof. Without loss of generality we can assume that Hφ(0, 1) = 1. Firstly, we
claim:
(2.25)
ˆ
B2(x)\B1/4(x)
|(y − x) · ∇u −Nφ (x, |y − x|) u|2 dy
≤ 4
ˆ 4
1/4
ˆ
Bτ (x)\Bτ/2(x)
|(y − x) · ∇u−Nφ (x, |y − x|) u|2 dy dτ.
Setting:
F (s) =
ˆ
∂Bs(x)
|(y − x) · ∇u−Nφ (x, |y − x|)u|2 dS,
by Fubini’s Theorem and the nonnegativity of F (s), we have:
ˆ 4
1
4
ˆ τ
τ
2
F (s) ds dτ =
ˆ 1
4
1
8
ˆ 2s
1/4
F (s) dτ ds+
ˆ 2
1
4
ˆ 2s
s
F (s) dτ ds+
ˆ 4
2
ˆ 4
s
F (s) dτ ds
≥
ˆ 2
1
4
ˆ 2s
s
F (s) dτ ds ≥
ˆ 2
1
4
sF (s) ds ≥ 1
4
ˆ 2
1
4
F (s) ds.
Therefore, (2.25) follows from multiplying both sides with 4 and invoking Fubini’s
Theorem once again.
From (2.25) we get:
(2.26)
ˆ
B2(x)\B1/4(x)
|(y − x) · ∇u−Nφ (x, |y − x|)u|2 dy
≤ 8
ˆ 4
1/4
ˆ
Bτ (x)\Bτ/2(x)
|(y − x) · ∇u−Nφ (x, τ) u|2 dy dτ+
8
ˆ 4
1/4
ˆ
Bτ (x)\Bτ/2(x)
|Nφ (x, τ) −Nφ (x, |y − x|)|2 |u|2 dy dτ.
We observe that for ηx(y) = y−x = |y−x|νx(y), the first term on the right-hand
side of (2.26) can be estimated by a constant multiple of the following:
(2.27)ˆ 4
1
4
ˆ
R3
−1
|y − x|φ
′
( |y − x|
τ
)[
|∂ηxu|2 − 2Nφ(x, τ)∂ηxu · u+Nφ(x, τ)2|u|2
]
dy dτ
=
ˆ 4
1/4
[
Eφ(x, τ) − 2τNφ(x, τ)Dφ(x, τ) +Nφ(x, τ)2Hφ(x, τ)
]
dτ
=
ˆ 4
1/4
[Eφ(x, τ) − τNφ(x, τ)Dφ(x, τ)] dτ.
Since Hφ(0, 1) = 1, by (2.12) and (2.17), we can bound Hφ(x, τ) uniformly from
above by a constant depending on N , whenever τ ∈ [1/4, 4]. As a result, we can
estimate the right-hand side of (2.27) by a constant multiple of the following:
(2.28)
ˆ 4
1/4
2
τHφ(x, τ)
[Eφ(x, τ) − τNφ(x, τ)Dφ(x, τ)] dτ =
ˆ 4
1/4
∂τNφ(x, τ) dτ
=W 41/4(x) ≤W 41/8(x),
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where the last two inequalities are due to (2.11) and the monotonicity of Nφ(x, r)
respectively. Hence, from (2.27) and (2.28), we conclude that the first term on the
right-hand side of (2.26) is bounded from above by CW 41/4(x).
Finally, we can estimate the second term on the right-hand side of (2.26) by a
constant multiple of:
(2.29) [Nφ (x, 4)−Nφ (x, 1/8)]2Hφ(0, 1) ≤ C
(
N
)
W 41/8(x),
by the monotonicity and positivity of Nφ(x, r), (2.12), (2.17) and the normalization
Hφ(0, 1) = 1. Consequently, the proof of (2.24) is complete. 
An important consequence of the quantitative Weiss-type estimate (2.24) is the
following frequency pinching estimate introduced in [11].
Lemma 2.5. There exists a C = C
(
N
)
> 0 such that for u and φ as above, x1,
x2 ∈ B1/8(0) and |x1 − x2| ≤ r/4, whenever y and z lie on the segment joining x1
and x2, we have:
(2.30) |Nφ(y, r) −Nφ(z, r)| ≤ C
[(
W 4rr/8 (x1)
)1/2
+
(
W 4rr/8 (x2)
)1/2]
|y − z|/r.
Proof. We can assume without loss of generality that r = 1 and Hφ(0, 1) = 1. We
would like to bound |∂vNφ(x, 1)| uniformly in x, where v = x2 − x1 and x lies on
the segment joining x1 and x2.
By (2.8) and (2.10), we have:
(2.31) ∂vNφ(x, 1) =
2
Hφ(x, 1)
ˆ
R3
[∂vu · ∂ηxu−Nφ(x, 1)∂vu · u] dµx,
where ηx(y) = y − x = |y − x|νx(y) and µx = −|y − x|−1φ′ (|y − x|) dy. We can
write:
∂vu(z) = ∂ηx1u(z)− ∂ηx2u(z) = E1(z)− E2(z) + Ξ(z)u(z),
where:
E1(z) = ∂ηx1u(z)−Nφ (x1, |z − x1|)u(z),
E2(z) = ∂ηx2u(z)−Nφ (x2, |z − x2|)u(z),
Ξ(z) = Nφ (x1, |z − x1|)−Nφ (x2, |z − x2|) .
Substituting the expression for ∂vu in (2.31), we obtain:
∂vNφ(x, 1) = I + II + III,
where:
I =
2
Hφ(x, 1)
ˆ
R3
(E1 − E2) · ∂ηxu dµx,
II =
2Dφ(x, 1)
Hφ(x, 1)2
ˆ
R3
(E2 − E1) · u dµx,
III =
2
Hφ(x, 1)
ˆ
R3
[
∂ηxu · u−Nφ(x, 1)|u|2
]
Ξ(y) dµx.
By the Cauchy-Schwartz inequality:
(2.32) I2 ≤ 4
Hφ(x, 1)2
ˆ
R3
|E1 − E2|2 dµx
ˆ
R3
|∇u|2 dµx.
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Moreover, by (2.18), (2.17), (2.12) and Hφ(0, 1) = 1, we can bound Hφ(x, τ) from
below and Nφ(x, τ) from above by uniform constants depending on N , whenever
τ ∈ [1/4, 4]. As a result, (2.32) implies:
(2.33) |I| ≤ C
(ˆ
R3
[
|E1|2 + |E2|2
]
dµx
)1/2
.
Using the same ingredients as above, we also obtain the following estimate:
(2.34) |II| ≤ C
(ˆ
R3
[
|E1|2 + |E2|2
]
dµx
)1/2
.
Next we claim:
(2.35)
ˆ
R3
|Ei|2 dµx ≤ CW 41/8 (xi) , i = 1, 2.
We can express the left-hand side of (2.35) as follows:ˆ
R3
|Ei|2 dµx =
ˆ
R3
−1
|y − x|φ
′ (|y − x|) |Ei|2 dy =
ˆ
R3
|Ei|2m(y) dy.
We observe that since φ′(s) = −2 on s ∈ [1/2, 1] and 0 elsewhere, 0 ≤ −1s φ′(s) ≤ 4.
Moreover, since x lies on the segment joining x1 and x2,
|y − x| ≤ |y − xi|+ |xi − x| ≤ 1/4 + 1/4 = 1/2,
when |y − xi| ≤ 1/4 for i = 1 or 2. Likewise,
|y − x| ≥ |y − xi| − |xi − x| ≥ 2− 1/4 ≥ 1,
when |y − xi| ≥ 2 for i = 1 or 2. Hence, m(y) vanishes on the complement of
B2 (xi) \B1/4 (xi). Therefore, we get:ˆ
R3
|Ei|2 dµx ≤ 4
ˆ
B2(xi)\B1/4(xi)
|(y − xi) · ∇u−Nφ (xi, |y − xi|)u|2 dy,
and (2.35) follows immediately from (2.24).
We note that (2.33), (2.34) and (2.35) imply:
|I|+|II| ≤ C
(
W 41/8 (x1) +W
4
1/8 (x2)
)1/2
≤ C
[(
W 41/8 (x1)
)1/2
+
(
W 41/8 (x2)
)1/2]
,
and there remains to estimate III.
We can write Ξ = A+B + C, where:
A = Nφ (x1, 1)−Nφ (x2, 1) ,
B(z) = Nφ (x1, |z − x1|)−Nφ (x1, 1) ,
C(z) = Nφ (x2, 1)−Nφ (x2, |z − x2|) .
From (2.6) we get:
(2.36)ˆ
R3
[
∂ηxu · u−Nφ(x, 1)|u|2
]
Adµx = A
[ˆ
R3
∂ηxu · u dµx −Nφ(x, 1)
ˆ
R3
|u|2 dµx
]
= A
[
−
ˆ
φ′ (|y − x|) ∂νxu · u dy −Dφ(x, 1)
]
= 0.
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Secondly, since µx is supported in B1(x)\B1/2(x), and x lies on the segment joining
x1 and x2, while |x1 − x2| ≤ 1/4, we observe:
1/8 < |z − x| − |xi − x| ≤ |z − xi| ≤ |z − x|+ |x− xi| < 4,
for i = 1, 2, which implies for every z ∈ B1(x)\B1/2(x) and every x on the segment
joining x1 and x2:
(2.37) |B(z)|+ |C(z)| ≤W 41/8 (x1) +W 41/8 (x2) .
Hence, using (2.36), (2.37), (2.18) and (2.12), we estimate:
(2.38)
|III| ≤ 2
[
W 41/8 (x1) +W
4
1/8 (x2)
]
Hφ(x, 1)
[
Nφ(x, 1)
ˆ
R3
|u|2 dµx +
ˆ
R3
|u||∇u| dµx
]
≤ 2
[
W 41/8 (x1) +W
4
1/8 (x2)
]
Hφ(x, 1)
[(1 +Nφ(x, 1))Hφ(x, 1) + CDφ(x, 2)]
≤ C (1 +Nφ(x, 1) +Hφ(x, 1)−1Nφ(x, 2)Hφ(x, 2)) [W 41/8 (x1) +W 41/8 (x2)]
≤ C (1 +Nφ(x, 1) + C (N)Nφ(x, 2)) [W 41/8 (x1) +W 41/8 (x2)]
≤ C (N) [W 41/8 (x1) +W 41/8 (x2)] .
Thus, using (2.18) once again, we conclude that for every x on the segment joining
x1 and x2:
|∂vNφ(x, 1)| ≤ |I|+ |II|+ |III| ≤ C
(
N
) [(
W 41/8 (x1)
)1/2
+
(
W 41/8 (x2)
)1/2]
,
which immediately implies (2.30).

We need the following unique continuation lemma as a technical ingredient in
proving further frequency pinching estimates:
Lemma 2.6. If u and v are energy-minimizing harmonic maps into Dκ in a con-
nected domain Ω and u = v in an open set U ⊂ Ω, then u = v in K for any
K ⊂⊂ Ω.
Proof. Both u−1{0} and v−1{0} have Hausdorff dimension less than or equal to
1 in Ω (cf. [2, Lemma 2.11].) Therefore, Ω′ = Ω\ (u−1{0} ∪ u−1{0}) is open and
connected. Note that in any open subset of Ω′, u and v are smooth solutions of the
harmonic map equation:
(2.39) ∆w +Aw (∇w,∇w) = 0,
where Ay denotes the second fundamental form of Dκ at y, cf. [29, Appendix
2.12.3] for details. Then by the classical unique continuation theorem for elliptic
systems in [4], u = v in Ω′. Moreover, u and v are locally Ho¨lder continuous in Ω
(cf. [2, Lemma 2.8].) Hence, by continuity u = v in any K ⊂⊂ Ω. 
We end this section with another useful technical result from [11]. This lemma
can be interpreted as a refined version of [2, Lemma 4.2].
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Lemma 2.7. For u and φ as above and ρ, ρ˜, ρ, ρˆ ∈ (0, 1) given, for all δ > 0, there
exists an ǫ = ǫ
(
N, ρ, ρ˜, ρ, ρˆ, δ
)
> 0 such that, if x1, x2 ∈ B1(0) satisfy dist (x1, x2) ≥
ρ, and
(2.40) W 2ρ˜ (xi) = Nφ (xi, 2)−Nφ (xi, ρ˜) < ǫ, i = 1, 2,
then:
(2.41) u−1{0} ∩ (B1(0)\Bρˆ(V )) = ∅,
and for all y, y′ ∈ B1(0) ∩ V and for all r, r′ ∈ [ρ, 1]:
(2.42) |Nφ(y, r) −Nφ (y′, r′)| < δ,
where V = x1 + span {x2 − x1}.
Proof. The basic idea is to assume by contradiction that the lemma does not hold,
to pass to a limit map by a compactness argument, and to show that either (2.41) or
(2.42) failing for the limit map gives a contradiction. We will prove the existence of
an ǫ ensuring (2.41) first, then prove the existence of an ǫ ensuring (2.42). Clearly,
taking the minimum of the two will imply the claim.
Firstly, suppose there exist positive ρ, ρ˜ and ρˆ for which (2.41) fails to hold for
every ǫ > 0. Then we have a sequence of maps uk, which are energy minimizing
in B64(0), satisfying Nφ(0, 64) ≤ N , Hφ(0, 64) = 1, and for a sequence of pairs{
xk1 , x
k
2
} ⊂ B1(0) such that dist (x1, x2) ≥ ρ, (2.40) holds with ǫk → 0 and fixed
ρ˜, while there exist yk ∈ u−1k {0} ∩
(
B1(0) ∩Bρˆ
(
V k
))
with fixed ρˆ and V k =
xk1 + span
{
xk2 − xk1
}
.
Note that once we fix an arbitrary K ⊂⊂ B64(0), the bounds Nφ,k(0, 64) ≤ N
and Hφ,k(0, 64) = 1 give a uniform H
1(K) bound. We apply the compactness
lemma [2, Lemma 2.7] to obtain convergence (of a subsequence) to a limit map
u, which is an energy minimizer in K ⊂⊂ B64(0), and where the convergence is
strong in H1 (K) and uniform in K. Furthermore, using the classical version of
(2.9), (cf. [2, Equation (2.4)]), we can also show that the convergence is strong in
L2 (B64(0)), which together with Hφ,k(0, 64) = 1 and (2.9) imply that the limit u
is nontrivial, Hφ(x, s) > 0, and Nφ,k(z, s) converge to the smoothed frequency for
the limit, Nφ(z, s), whenever s < 64− |z|.
Thus, we obtain x1, x2, y ∈ B1(0) such that dist (x1, x2) ≥ ρ, u(y) = 0, and u
satisfies:
Nφ (xi, 2) = Nφ (xi, ρ˜) , i = 1, 2.
Hence, by (2.11) and the Cauchy-Schwartz inequality, u is homogeneous of degree
αi with respect to xi in B2 (xi) \Bρ˜ (xi) for i = 1, 2.
We can consider the homogeneous extensions of degree α1, α2 to R
3 with respect
to x1 and x2 respectively, and by continuity and Lemma 2.6, each must agree with
u on B64(0). Hence, we get an extension of u as a locally minimizing map defined in
R3. Note that u (x1) = u (x2) = u(y) = 0. Moreover, one can show by elementary
means that α1 = α2 must hold and that u is independent of the direction v = x2−x1.
However, this contradicts the fact that u−1{0} has Hausdorff dimension 1 at most.
By an analogous argument we can show that by shrinking ǫ to be small enough
with respect to ρ, ρ˜, ρ and δ, we can ensure that (2.42) holds as well. Suppose that
the claim fails to hold for some δ, ρ, ρ˜, ρ positive. This time alongside sequences
uk,
{
xk1 , x
k
2
}
, ǫk as above, we have pairs
{
yk1 , y
k
2
}
and radii ri, r
′
i for which (2.42)
RECTIFIABILITY OF LINE DEFECTS 15
fails. Passing to a limit by arguing as above above we get y1, y2 ∈ B1(0)∩V , where
V = x1 + span {x2 − x1} and r, r′ ∈ [ρ, 1] such that:
(2.43) |Nφ (y1, r)−Nφ (y2, r′)| ≥ δ,
whereas:
(2.44) Nφ (xi, 2) = Nφ (xi, ρ˜) , i = 1, 2.
However, (2.44) allows us to consider homogeneous extensions of u as above. Once
again using the continuity of the limit map u and Lemma 2.6, we can show that the
limit map u is independent of the direction v = x2−x1, and homogeneous of degree
α. In particular, we arrive at the conclusion that for the limit map u, Nφ(x, r) = α,
for every r > 0 and any x ∈ V and, contradicting (2.43). 
3. Distortion bound
As in [25] and [11], an important quantity in our analysis is the Jones β2-number,
which was originally defined in [18] in the context of the analyst’s traveling salesman
problem in R2.
Definition 3.1. For µ a nonnegative Radon measure in R3, x ∈ R3 and r > 0, we
define the Jones β2-number:
(3.1) Dµ(x, r) = inf
L
1
r3
ˆ
Br(x)
dist(y, L)2 dµ(y),
where the infimum is with respect to all lines in R3 and dist(y, L) = infz∈L |z − y|.
We need to characterize the Jones β2-number and the optimal lines L in (3.1) in
a linear algebraic fashion, which yields to estimates in terms of frequency pinching.
For x0 ∈ R3 and r0 > 0 such that µ (Br0 (x0)) > 0, we define the barycenter of µ
in Br0 (x0):
xx0,r0 =
1
µ (Br0 (x0))
ˆ
Br0 (x0)
xdµ(x).
We also define the bilinear form B : R3 ×R3 → R as:
B(v, w) =
ˆ
Br0 (x0)
((x− xx0,r0) · v) ((x− xx0,r0) · w) dµ(x), v, w ∈ R3.
Note that B is symmetric and positive semi-definite. Hence, there exists an or-
thonormal basis {v1, v2, v3} of R3 such that B (vi, vj) = λiδij . In particular:
(3.2)
ˆ
Br0 (x0)
((x− xx0,r0) · vi)xdµ(x) = λivi, i = 1, 2, 3.
Consequently, for x0 ∈ R3 and r0 > 0 such that µ (Br0 (x0)) > 0, we observe that:
(3.3) Dµ (x0, r0) =
λ2 + λ3
r30
≤ 2λ2
r30
,
where λ1 ≥ λ2 ≥ λ3 are the eigenvalues corresponding to the eigenvectors in (3.2),
and the infimum in (3.1) is achieved by the line L = xx0,r0 + span {v1}.
The following distortion bound was proved in [11, Proposition 5.3], and it will
be an important ingredient in estimating the Minkowski content of u−1{0} locally
in Section 4.
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Lemma 3.2. There exists a C = C
(
N
)
> 0 such that if µ is a finite, nonnegative
Radon measure with spt(µ) ⊂ Z, then for every x0 ∈ B1/8(0) and r ∈ (0, 1]:
(3.4) Dµ (x0, r/8) ≤ C
r
ˆ
Br/8(x0)
W 4rr/8(x) dµ(x).
Proof. We give the proof in [11] for the convenience of the reader. A simple scaling
argument shows that it suffices to prove (3.4) for r = 1 and Hφ(0, 1) = 1. Unless
(3.4) holds trivially, we can assume µ
(
B1/8(0)
)
> 0, and consequently u−1{0} ∩
B1/8(0) 6= ∅. Let x be the barycenter of µ in B1/8 (x0), and {v1, v2, v3} an eigenbasis
of R3, satisfying (3.2) with λ1 ≥ λ2 ≥ λ3 ≥ 0. Then for every j = 1, 2, 3, every
y ∈ B3/2 (x0) \B1/2 (x0) and any constant α, we have:
(3.5) − λjvj · ∇u(y) =
ˆ
B1/8(x0)
((x− x) · vj) ((y − x) · ∇u− αu) dµ(x).
Squaring both sides of (3.5), applying the Cauchy-Schwartz inequality to the right-
hand side, using the identity B (vj , vj) = λj , and finally dividing both sides by λj ,
we obtain for every j = 1, 2, 3:
(3.6) λj
∣∣∂vju(z)∣∣2 ≤
ˆ
B1/8(x0)
|(z − x) · ∇u− αu|2 dµ(x).
Using (3.3), λ1 ≥ λ2 ≥ λ3 ≥ 0, the integral of (3.6) over B5/4 (x0) \B3/4 (x0), and
Fubini’s Theorem respectively, we get:
(3.7)
Dµ (x0, 1/8)
ˆ
B5/4(x0)\B3/4(x0)
[
|∂v1u|2 + |∂v2u|2
]
dz
≤ 2
ˆ
B5/4(x0)\B3/4(x0)
λ2
[
|∂v1u|2 + |∂v2u|2
]
dz
≤ 2
ˆ
B5/4(x0)\B3/4(x0)
[
λ1 |∂v1u|2 + λ2 |∂v2u|2 + λ3 |∂v3u|2
]
dz
≤ 2
ˆ
B5/4(x0)\B3/4(x0)
ˆ
B1/8(x0)
|(z − x) · ∇u − αu|2 dµ(x) dz
≤ 2
ˆ
B1/8(x0)
ˆ
B3/2(x)\B1/2(x)
|(z − x) · ∇u− αu|2 dz dµ(x).
We can bound the left hand-side of (3.7) from below by using the following lower
bound:
(3.8)
ˆ
B5/4(x0)\B3/4(x0)
[
|∂v1u|2 + |∂v2u|2
]
dz ≥ c (N) > 0.
By Nφ(0, 4) ≤ N , (2.12) and the normalization Hφ(0, 1) = 1:ˆ
B1(0)
|∇u|2 dz ≤ Dφ(0, 4) ≤ NHφ(0, 4) ≤ CNHφ(0, 1) ≤ CN.
Suppose (3.8) is false. Then we can find a sequence of maps with bounded Dirichlet
energies, normalized Hφ(0, 1), and u
−1
k {0} ∩ B1/8(0) 6= ∅, as well as xk0 ∈ B1/8(0),
and orthonormal vectors vk1 , v
k
2 , for which the left-hand side of (3.8) is arbitrarily
small. By the compactness of energy-minimizing maps into Dκ (cf. [2, Lemma
2.7]), we obtain a nontrivial minimizing map uˆ with uˆ−1{0} ∩ B1/8(0) 6= ∅, p ∈
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B1/8(0), and orthonormal vectors vˆ1, vˆ2, for which the left-hand side of (3.8) is
0. But then the minimizing map uˆ agrees with a single-variable map in some ball
Bρ(q) ⊂ B2(0). This single-variable map defines a minimizing geodesic on Dκ,
which can be extended indefinitely, and thus, the single-variable map agreeing with
uˆ in Bρ(q) extends to a single-variable map in B1/8(0). Consequently, by Lemma
2.6, uˆ is a single-variable map in B1/8(0). However, uˆ
−1{0} ∩ B1/8(0) 6= ∅. Since
there are no nontrivial minimizing geodesics on Dκ which hit 0 ∈ Dκ at an interior
point, we obtain a contradiction.
Hence, we have:
(3.9)
Dµ (x0, 1/8) ≤ C
(
N
) ˆ
B1/8(x0)
ˆ
B3/2(x)\B1/2(x)
|(z − x) · ∇u − αu|2 dz dµ(x).
The triangle inequality applied to (3.9) gives Dµ (x0, 1/8) ≤ C(I + II), where:
I =
ˆ
B1/8(x0)
ˆ
B3/2(x)\B1/2(x)
|(z − x) · ∇u−Nφ(x, 1)u|2 dz dµ(x),
II =
ˆ
B1/8(x0)
ˆ
B3/2(x)\B1/2(x)
(Nφ(x, 1)− α)2 |u|2 dz dµ(x).
Furthermore, using the triangle inequality and 2ab ≤ a2 + b2, we can write
I ≤ 2 (I1 + I2), where:
I1 =
ˆ
B1/8(x0)
ˆ
B3/2(x)\B1/2(x)
(Nφ(x, 1)−Nφ (x, |z − x|))2 |u|2 dz dµ(x),
I2 =
ˆ
B1/8(x0)
ˆ
B3/2(x)\B1/2(x)
|(z − x) · ∇u −Nφ (x, |z − x|)u|2 dz dµ(x).
As z ∈ B3/2(x)\B1/2(x), 1/8 ≤ |z − x| ≤ 4. Therefore, by the monotonicity of Nφ:
|Nφ(x, 1)−Nφ (x, |z − x|)| ≤ N(x, 4)−Nφ(x, 1/8) =W 41/8(x).
Using this bound first, estimating the inner integral in I1 later, and recalling the
normalization Hφ(0, 1) = 1, we get:
I1 ≤ CHφ(0, 1)
ˆ
B1/8(x0)
(
W 41/8(x)
)2
dµ(x) ≤ C (N) ˆ
B1/8(x0)
W 41/8(x) dµ(x).
Secondly, the Weiss-type estimate (2.24) applied to the inner integral in I2 gives:
I2 ≤ C
ˆ
B1/8(x0)
W 41/8(x) dµ(x).
We can estimate the inner integral in II by making use of Hφ(0, 1) = 1, (2.12)
and (2.17). Next we choose α as:
α =
1
µ
(
B1/8 (x0)
) ˆ
B1/8(x0)
Nφ(y, 1) dµ(y),
and apply Jensen’s inequality to get:
II ≤ C
µ
(
B1/8 (x0)
) ˆ
B1/8(x0)
ˆ
B1/8(x0)
(Nφ(x, 1)−Nφ(y, 1))2 dµ(y) dµ(x).
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Note that x, y ∈ B1/8 (x0) implies |x − y| ≤ 1/4. Hence, we can use the frequency
pinching estimate (2.30), and evaluate the integrals to get:
II ≤ C
µ
(
B1/8 (x0)
) ˆ
B1/8(x0)
ˆ
B1/8(x0)
(
W 41/8(x) +W
4
1/8(y)
)
dµ(y) dµ(x)
= 2C
(
N
) ˆ
B1/8(x0)
W 41/8(x) dµ(x).
The inequality (3.9) and the estimates for I1, I2 and II immediately give (3.4). 
4. Minkowski content estimate
We would like to estimate the Minkowski content of u−1{0} in Br(x) under
the assumption that the smoothed frequency Nφ(y, r) is close to
1
2
√
κ
for every
y ∈ u−1{0} ∩ Br(x). In our Minkowski content estimate, we will crucially rely on
the following discrete Reifenberg theorem of Naber and Valtorta in [25], which we
state in a special case that is relevant to our application.
Theorem 4.1 (Naber-Valtorta). Let
{
Bsj (xj)
}
j∈J ⊂ B2(0) ⊂ R3, be a collection
of pairwise disjoint balls with {xj}j∈J ⊂ B1(0), and let:
µ =
∑
j∈J
sjδxj .
There exist absolute positive constants δ0, C0 such that if for all Br(x) ⊆ B2(0)
with x ∈ B1(0):
(4.1)
1
r
ˆ
Br(x)
(ˆ r
0
Dµ(y, s)
ds
s
)
dµ(y) < δ20 ,
then:
(4.2) µ (B1(0)) =
∑
j∈J
sj ≤ C0.
We refer to for [25] for the statement in full generality and its proof. Also
compare with the classical Reifenberg theorem, introduced in [26], which was a key
ingredient of the analysis in [2].
Remark 4.2. By [2, Lemma 4.2], N (x, r) ≥ 1
2
√
κ
for every non-isolated x ∈ u−1{0}
and every r > 0. This lower bound is due to the classification of homogeneous blow-
ups of two variables, cf. [2, Lemma 3.1]. (In fact, by [2, Corollary 3.6], for every
non-isolated x ∈ u−1{0}, N (x, 0+) = 1
2
√
κ
, if and only if u has a cylindrical tangent
map at x. Moreover, by [2, Corollaries 4.4 and 4.5], for any compact K ⊂ Ω, this
condition is satisfied at all but finitely many x ∈ u−1{0}∩K.) Also note that (2.11)
holds with equality if any only if u is homogeneous on Br(x). Therefore, we have:
(4.3) Nφ(x, r) ≥ 1
2
√
κ
,
for every non-isolated x ∈ u−1{0} and r > 0.
We recall that by [2, Corollary 5.3] u−1{0} consists locally of a finite union
of Ho¨lder continuous curves (with finitely many crossings) and isolated points.
Since the finite set of isolated points in u−1{0} has no effect on the validity of the
Minkowski content estimate or the consequent rectifiability result we would like to
RECTIFIABILITY OF LINE DEFECTS 19
prove, we can assume without losing generality that u−1{0} consists locally of a
finite union of Ho¨lder continuous curves with finitely many crossings.
The following lemma corresponds to Theorem 2.5, Proposition 7.2 and Propo-
sition 7.3 in [11] combined. While we are following the strategy of [11], the proof
is simpler, due to the strong assumption (4.4), which we are able to verify in the
applications of Lemma 4.3 in the proof of Theorem 1.1.
Lemma 4.3. Let u : Ω → Dκ be an energy-minimizing map and B2r(x) ⊂ Ω.
There exist δ = δ
(
N
)
and an absolute constant C such that:
(4.4) sup
y∈u−1{0}∩Br(x)
Nφ(y, r) <
1
2
√
κ
+ δ
implies:
(4.5)
∣∣Bρ (u−1{0} ∩Br(x))∣∣ ≤ Crρ2, ∀ρ ∈ (0, r].
Proof. Our goal is to construct for any given ρ ∈ (0, r], a finite cover {Bρ (xi)} of
u−1{0}∩Br(x) such that Mρ ≤ Cr/8, where M is the number of balls in the cover
and C is an absolute constant. Once we construct such a cover, we obtain:
(4.6)
∣∣Bρ (u−1{0} ∩Br(x))∣∣ ≤ |∪iB2ρ (xi)| ≤M (2ρ)3 ≤ Crρ2.
which is (4.5). Hence, we fix an arbitrary ρ ∈ (0, r), as the case ρ = r holds
trivially. Firstly, we will build a finite cover {Bρ (xi)} by induction, then we will
verify Mρ ≤ Cr/8 by another induction argument. For brevity, we introduce the
notation Zr(x) = u−1{0} ∩Br(x).
Construction: We begin with the cover F0 = {Br(x)}. Since by Remark 4.2
we assume that Zr(x) has no isolated points, either Zr(x) ⊂ Br/10(y) for some
y ∈ Zr(x), or there are y1, y2 ∈ Zr(x) such that dist (y1, y2) ≥ r/10. If the first
case holds, then we proceed our construction with
{
Br/10(y)
}
instead of {Br(x)}.
Otherwise, we let V be the line such that y1, y2 ∈ V . For δ = δ
(
N
)
small enough,
Zr(x) is contained in Br/20(V ) by (2.41) in Lemma 2.7. Cover Zr(x) ∩ Br/20(V )
with balls of radius r/10 that satisfy the following properties:
(i) the centers xi ∈ Zr(x) ∩ V ,
(ii) the concentric balls of radius r/50 are pairwise disjoint.
We denote such a cover as
{
Br/10 (xi)
}
i∈I1 . Hence, F1 is either
{
Br/10(y)
}
or{
Br/10 (xi)
}
i∈I1 .
We apply this argument inductively to each ball in Fk, k ≥ 1, while maintaining
the Vitali property. In particular, for each Br/10k(z) ∈ Fk:
(a) either Zr(x) ∩Br/10k(z) ⊂ Br/10k+1 (z˜) for some z˜ ∈ Zr(x) ∩Br/10k(z),
(b) or there are z1, z2 ∈ Zr(x) ∩Br/10k(z) such that dist (z1, z2) ≥ r/10k+1.
If (a) holds, we include Br/10k+1 (z˜) in Fk+1. For each Br/10k(z) ∈ Fk satisfying
(b), we denote by Vz the line containing z1 and z2. As in the first step, for δ = δ
(
N
)
small enough, Zr(x) ∩Br/10k(z) ⊂ Br/(2·10k+1) (Vz). We cover the set:
Zr(x) ∩
⋃
z
(
Br/2·10k+1 (Vz) ∩Br/10k(z)
)
,
where the union is over those centers z that satisfy (b) above, with balls of radius
r/10k+1 with the following properties:
(i) the centers xj lie on Zr(x) ∩
(∪zBr/10k(z) ∩ Vz),
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(ii) the concentric balls of radius r/
(
5 · 10k+1) are pairwise disjoint.
From these balls, we add to Fk+1 those which do not intersect Br/(5·10k)(y), where
Br/10k(y) ∈ Fk such that Zr(x) ∩ Br/10k(y) ⊂ Br/10k+1 (y˜) for some y˜ ∈ Zr(x) ∩
Br/10k(y). We claim that despite the omission of balls Br/10k+1(z) failing to satisfy
this condition, Fk+1 is still a cover of Zr(x). Indeed, in this case, we observe that
Br/10k+1(z) ⊂ Br/10k(y), and Zr(x)∩Br/10k (y) ⊂ Br/10k+1 (y˜). Since Br/10k+1 (y˜) ∈
Fk+1, the claim follows.
We enumerate these finite covers as Fk =
{
Br/10k (xi)
}
i∈Ik , for any integer
k ≥ 1. In particular, we obtain Fτ =
{
Br/10τ (xi)
}
i∈Iτ for τ = ⌈log10 (r/ρ)⌉,
which is finer cover than {Bρ (xi)}i∈Iτ . We remark that we have already imposed
a smallness assumption on δ (depending on N only) in our construction. Our next
task is to show that by shrinking δ further, if necessary, we can ensure that:
(4.7) M
r
10τ
=
∑
i∈Iτ
r
10τ
≤ C
80
r,
where M is the cardinality of the index set Iτ , and C is the absolute constant in
(4.5). Since ρ/10 ≤ r/10τ , (4.7) immediately implies the last inequality in (4.6),
and consequently (4.5) as well.
Cardinality bound: We let σ = r/ (5 · 10τ ) and introduce the measures: µ =
σ
∑
i∈Iτ δxi . Hence, (4.7) would follow from:
(4.8) µ (Br(x)) ≤ C˜0r,
once we choose C = 400C˜0. Here C˜0 is to be determined.
If σ ≥ r/128, then the number of balls of radius σ needed to cover Br(x) is
bounded by an absolute constant. In this case (4.8) follows from the fact that
{Bσ (xi)}i∈Iτ are pairwise disjoint. Otherwise, we set A to be the largest positive
integer satisfying 2Aσ < r/64. We will prove by induction that there exists an
absolute constant C0 such that:
(4.9) µ (B2jσ(z)) ≤ C02jσ,
for every z ∈ Br(x) and j = 0, 1, 2, ..., A. We note that by the choice of A, 2Aσ ≥
r/128. In particular, the number of balls of radius 2Aσ needed to cover Br(x) is
bounded by an absolute constant. Hence, (4.9) with j = A would imply (4.8).
Firstly, we note that by construction {Bσ (xi)}i∈Iτ is a collection of pairwise
disjoint balls in B2r(x) with xi ∈ Br(x) for every i ∈ Iτ . As a result, µ (Bσ(z)) ≤
8σ, and as long as C0 ≥ 8, (4.9) holds in the base case j = 0.
We assume that (4.9) holds for every z ∈ Br(x) for some j < A, and set σ˜ = 2jσ.
There remains to show (4.9) for every z ∈ Br(x) for j + 1. That is:
(4.10) µ (B2σ˜(z)) ≤ C0 (2σ˜) , ∀z ∈ Br(x).
We observe that since the number of balls of radius σ˜ required to cover B2σ˜(z) is
bounded by an absolute constant Cˆ, covering and the induction hypothesis together
imply the coarse bound:
(4.11) µ (B2σ˜(z)) ≤ Cˆ
2
C0 (2σ˜) .
However, in order to obtain (4.10), we need to invoke Theorem 4.1. We fix an
arbitrary z ∈ Br(x) and set µ = µxB2σ˜(z). Once we verify the hypothesis that for
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every y ∈ B2σ˜(z) and every t ∈ (0, 2σ˜):
(4.12) I(t) =
ˆ
Bt(y)
(ˆ t
0
Dµ(ζ, s)
ds
s
)
dµ(ζ) < δ20t,
after an appropriate scaling, Theorem 4.1 gives µ (B2σ˜(z)) ≤ C0 (2σ˜), for C0 as in
(4.2), which is (4.10).
Finally, we will combine (3.4), (4.11) and Fubini’s theorem to verify (4.12) for
any fixed t ≤ 2σ˜. Setting:
W s (ζ) =
{
Nφ (ζ, 32s)−Nφ (ζ, s) , if s > σ,
0, otherwise,
we note that for all i ∈ Iτ and all s ∈ (0, 1):
(4.13) Dµ (xi, s) ≤ C
(
N
) 1
s
ˆ
Bs(xi)
W s(ξ)dµ(ξ),
since this is exactly (3.4) for s > σ, and otherwise spt(µ) ∩ Bs (xi) = {xi}, which
implies that both sides of (4.13) are 0.
Using (4.13) and Fubini’s Theorem, we get:
I(t) ≤ C
ˆ t
0
1
s2
ˆ
Bt(y)
ˆ
Bs(ζ)
W s(ξ) dµ(ξ) ds dµ(ζ)
= C
ˆ t
0
1
s2
ˆ
Bt(y)
ˆ
Bs(ζ)
W s(ξ) dµ(ξ) dµ(ζ) ds.
By the fact that µ is supported on B2σ˜(z) and Fubini’s Theorem once again:
I(t) ≤ C
ˆ t
0
1
s2
ˆ
Bt+s(y)∩B2σ˜(z)
W s(ξ)
ˆ
Bs(ξ)∩B2σ˜(z)
dµ(ζ) dµ(ξ) ds.
Using the coarse bound (4.11) to estimate the inner most integral, and applying
Fubini’s theorem one last time, we get:
(4.14) I(t) ≤ C
ˆ t
0
ˆ
Bt+s(y)∩B2σ˜(z)
W s(ξ) dµ
ds
s
≤ C
ˆ
B2t(y)
ˆ t
0
W s(ξ)
ds
s
dµ.
Next we estimate the inner integral for an arbitrary ξ = xi ∈ B2σ˜(z) ∩ Zr(x)
that we fix. Let A˜ be the smallest integer that 2A˜σ > t. Then since j + 1 ≤ A:
2A˜−1 ≤ t ≤ 2σ˜ = 2j+1σ ≤ 2Aσ < r
64
,
and therefore:
(4.15) 2A˜σ > t, and 2A˜+5 < r.
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Using the monotonicity of (2.11), (4.15) and (4.4) we estimate:
(4.16)
ˆ t
0
W s(ξ)
ds
s
=
ˆ t
σ
[Nφ (xi, 32s)−Nφ (xi, s)] ds
s
≤
A˜−1∑
l=0
ˆ 2l+1σ
2lσ
[Nφ (xi, 32s)−Nφ (xi, s)] ds
s
≤
A˜−1∑
l=0
[
Nφ
(
xi, 2
5 · 2l+1σ)−Nφ (xi, 2lσ)]
ˆ 2l+1σ
2lσ
ds
s
= log 2
A˜−1∑
l=0
[
Nφ
(
xi, 2
l+6σ
)−Nφ (xi, 2lσ)]
= log 2
5∑
m=0
A˜−1∑
l=0
[
Nφ
(
xi, 2
l+m+1σ
)−Nφ (xi, 2l+mσ)]
= log 2
5∑
m=0
[
Nφ
(
xi, 2
A˜+mσ
)
−Nφ (xi, 2mσ)
]
≤ 6 log 2 [Nφ (xi, r) −Nφ (xi, σ)]
≤ 6 log 2
[
1
2
√
κ
+ δ − 1
2
√
κ
]
≤ (log 64) δ.
Finally, covering B2t(y) ⊂ B20σ˜(z) by balls of radius σ˜, the number of which can
be bounded by an absolute constant, and using the coarse bound (4.11), we can
estimate:
(4.17) µ (B2t(y)) ≤ µ (B2t(y)) ≤ Cˆt.
Combining (4.14), (4.16) and (4.17), we obtain:
(4.18)
ˆ
Bt(y)
(ˆ t
0
Dµ(ζ, s)
ds
s
)
dµ(ζ) < C
(
N
)
δt.
Hence, shrinking δ = δ
(
N
)
further, if necessary, to ensure δ ≤ δ20/C
(
N
)
, we obtain
(4.12). Thus, the proof of (4.10) is complete. 
5. Topological Structure
In this section we restate several important lemmas from [2] for the reader’s
convenience. We will heavily rely on these lemmas in the proof of Theorem 1.1 in
Section 6. Firstly, we recall the characterization of the defect set of homogeneous
maps v : R3 → Dk minimizing the Dirichlet energy in any bounded subset of R3.
Lemma 5.1. There exist positive constants N0, d0, C so that for any non-constant
homogeneous map v : R3 → Dk minimizing the Dirichlet energy, v−1{0} ∩ S2
consists of 2m points separated by distances at least d0, where 2m ≤ K0, where
both d0 and K0 depend on N (0; 0
+), namely the vanishing order of v at 0. Near
each a ∈ v−1{0} ∩ S2, the following asymptotic estimate holds:
(5.1) |v(x)− wa ◦ pa(x − a)| ≤ C
(
|x− a|1/2
√
k
)
,
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for some two-dimensional minimizer wa and orthogonal projection pa : R
3 → R2
with pa(a) = 0. Furthermore, for ǫ > 0, there exist β = β (ǫ,N (0; 0
+)) > 0 and
γ = γ (ǫ,N (0; 0+)) > 0 such that:
(5.2) Nφ (b; r) ≤ 1
2
√
k
+ ǫ,
whenever
∣∣∣a− b|b|
∣∣∣ < β and r ∈ (0, |b|γ] for some a ∈ v−1{0} ∩ S2.
The proof of Lemma 5.1 is based on successive compactness arguments, as well
as a topological argument. We remark that the original statement in [2, Lemma
3.4] is in terms of the classical frequency function N . However, since (5.2) is proved
via a compactness argument, combining the proof of [2, Lemma 3.4] with Lemma
2.6 immediately yields the claim.
Before stating the next lemma, we need to recall the definition of isolated and
non-isolated defects of maps u : Ω→ Dk minimizing the Dirichlet energy.
Definition 5.2. We denote u−1{0} = Z0 ∪ Z1, where:
(5.3) Z0 =
{
a ∈ u−1{0} : u−1∞ {0} ∩ S2 = ∅ for every tangent map u∞ at a
}
,
and Z1 = u−1{0}\Z0.
The main application of Lemma 5.1 is the following result on the defect set of
energy-minimizing maps, which are not necessarily homogeneous.
Lemma 5.3. For any map u : B64(0)→ Dk minimizing the Dirichlet energy with
0 ∈ Z1 and for every ǫ > 0, there exists an R = R (ǫ,N (0; 0+)) > 0 and positive
2m ≤ K0 = K0 (N (0; 0+)), so that for each r ∈ (0, R] there is a corresponding
homogeneous energy minimizing map vr such that v
−1
r {0} ∩ S2 has exactly 2m
points, and for
ur(x) =
( 
Br(0)
|u|2 dA
)−1/2
u(rx),
there holds:
(5.4) ‖ur − vr‖H1(B1(0)) ≤ ǫ.
Moreover, the following inclusions hold:
(5.5)
(
Br(0)\Br/2(0)
)
∩ u−1{0} ⊂ {x : dist (x, v−1r {0}) < rǫ} ,
and
(5.6)
(
Br(0)\Br/2(0)
)
∩ v−1r {0} ⊂ {x : dist (x,Z1) < rǫ} .
The proofs of (5.4) and (5.5) are based on compactness, while (5.6) is proved via
a topological argument. We refer to [2, Lemma 4.3] for the details. An important
consequence of Lemma 5.3 is the following corollary:
Corollary 5.4. For any map u : Ω → Dk minimizing the Dirichlet energy and
any compact K ⊂ Ω, Z0 ∩K is a discrete set.
We refer to [2, Corollary 4.4] for the proof based on Lemma 5.3 and a contradic-
tion argument, and recall the following conditional structure result for the defect
set of maps minimizing the Dirichlet energy.
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Lemma 5.5. For every ǫ > 0, there exists a δ0 = δ0(ǫ) such that if u : B64(0)→
Dk is a map minimizing the Dirichlet energy and satisfying:(
B1(0)\B1/2(0)
)
∩ u−1{0} 6= ∅, and
(5.7) Nφ(0; 2) <
1
2
√
k
+ δ0,
then for each b ∈ B1(0) ∩ Z1, 0 < r ≤ 1/2, there exists Lbr, a line passing through
b, such that the following hold:
(5.8) Br(b) ∩ u−1{0} ⊂ {x : dist (x,Z1) < rǫ} , and
(5.9) Br(b) ∩ Lbr ⊂ {x : dist (x,Z1) < rǫ} .
Furthermore, there holds
(5.10) B1/2(0) ∩ Z1 ⊂ Γ ⊂ B1(0) ∩ Z1,
for a single embedded Ho¨lder continuous arc Γ.
While we refer to [2, Lemma 5.1] for a proof, several remarks are in order. As
in Lemma 5.1, replacing the classical frequency function in the original statement
in [2, Lemma 5.1] with the smoothed frequency is not an issue, as (5.7) is used in a
compactness argument. We also note that (5.8) and (5.9) are analogous to (5.5) and
(5.6) in Lemma 5.3. However, (5.8) and (5.9) hold at every scale r ∈ (0, 1/2], which
is proved by an iterative argument and a special case of Lemma 5.1. Finally, (5.10)
follows from (5.8) and (5.9) via Reifenberg’s Topological Disk Theorem, cf. [26].
6. Proof of the Main Result
Firstly, we prove Theorem 1.1.
Proof of Theorem 1.1. If b is an isolated zero in u−1{0}, there is nothing to prove.
Without loss of generality we assume that b = 0 is non-isolated, and the set of
isolated zeros Z0 = ∅. The latter is possible, since Z0 is a discrete set by Corollary
5.4. Theorem 1.1 differs from [2, Theorem 5.2] by the additional measure estimate
H1 (Γi) < +∞ for each i = 1, 2, ..., 2m. For the sake of completeness we recall the
proof of [2, Theorem 5.2] first.
Step 1: For ǫ > 0 to be determined, there exist an R = R (ǫ,Nφ (0, 0
+)) > 0
and an approximating homogeneous minimizer vr for each r ∈ (0, R] by Lemma
5.3. By (5.6), for each a ∈ v−1r {0} ∩ S2, there is at least a point:
ba,r ∈ ∂B 3r
4
(0) ∩Bǫr
(
3a
4
)
∩ u−1{0}.
Before applying Lemma 5.5, we firstly choose δ = δ (d0/16) as in Lemma 5.5,
where d0 is as in Lemma 5.1, (and d0 hence depends on Nφ (0; 0
+) only.) Secondly,
we choose β = β (d0/2, Nφ (0, 0
+)) and γ = γ (d0/2, Nφ (0, 0
+)) as in Lemma 5.1.
Finally, we choose R = R (ǫ,Nφ (0, 0
+)) for ǫ yet to be determined. Hence, we
can update all our parameters successively, based on our choice of ǫ. For such
parameters, we obtain:
(6.1) Nφ (ba,r, 2γr) < Nvr ,φ (ba,r, 2γr) + δ/2 <
1
2
√
κ
+ δ,
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where the first inequality follows from (5.4) for ǫ chosen sufficiently small, and the
second inequality follows from Lemma 5.1, as β and γ have been chosen sufficiently
small with respect to δ.
Step 2: Shrinking ǫ further so that it is much smaller than γ/2, we claim that
the map ua,r = u (ba,r + γrx) satisfies the hypothesis of Lemma 5.5. Since we have
already obtained (6.1), there remains to check that:
(6.2)
(
Brγ (ba,r)\B rγ
2
(ba,r)
)
∩ u−1{0} 6= ∅.
This follows from the inclusion (5.6) and the observation that Brǫ(p) is contained
in the annulus Brγ (ba,r)\B rγ
2
(ba,r) for some p ∈ v−1r {0}, since
∣∣ba,r − 34a∣∣ < rǫ.
Hence, applying Lemma 5.5, by the choice δ = δ (d0/16), we conclude:
B rγ
2
(ba,r) ∩ u−1{0} ⊂ Γa,r ⊂ Brγ (ba,r) ∩ u−1{0} ⊂ {x : dist (x, La,r) < d0rγ/16} ,
for some embedded Ho¨lder continuous arc Γa,r and some line La,r passing through
ba,r.
Step 3: Once again recalling that
∣∣ba,r − 34a∣∣ < rǫ, where ǫ has been chosen to
be much smaller than γ/2, we obtain:(
B 3
4 r+
1
4 rγ
(0)\B 3
4 r− 14 rγ(0)
)
∩ {x : dist (x, v−1r {0}) < ǫr} ⊂ B rγ2 (ba,r),
for each a ∈ v−1r {0} ∩ S2 and the corresponding ba,r. Consequently:(
Bs(0)\Bλs(0)
)
∩ u−1{0} ⊂
⋃
a∈v−1r {0}
Γa,r ⊂ u−1{0},
where s = 34r+
1
4rγ and λ = 1− 2γ3+γ . By the inclusion (5.6), each arc Γa,r intersects
both the outer sphere ∂Bs(0) and the inner sphere ∂Bγs(0). Arguing as in Lemma
5.3 we infer that when r is sufficiently small, Γa,r overlaps with Γa¯,λr, when a¯ is
the nearest point to a in v−1λr {0} ∩ S2. We finally note that Γa,r ∪ Γa¯,λr is clearly
also a Ho¨lder continuous arc.
Step 4: Beginning with r = R, we iterate the argument in Steps 1, 2 and 3 with
r = R, λR, λ2R, ... Consequently, we construct chains of overlapping arcs starting
with Γa,R for each a ∈ v−1R {0}∩S2, which we enumerate as Γ1, Γ2, ..., Γ2m. Finally,
we define O to be B 3R
4
(0).
Measure estimate: There remains to prove that H1 (Γi) < +∞ for each i =
1, 2, ..., 2m. The idea is to shrink δ in the above construction to check (4.4) in
Br˜ (ba,R) for some r˜, and estimate H1 (Γi) by an iteration similar to the one above.
Updating the choice of δ in Step 1 with respect to Lemma 4.3, for γ and R as above,
we have:
Nφ (ba,R, 2γR) <
1
2
√
κ
+ δ,
for ba,R ∈ Γj for some j ∈ {1, 2, ..., 2m}. Then by Lemma 5.5, that is: by noting
that for δ small enough u can be approximated by a cylindrical map near ba,R,
and arguing as in the proof of the frequency estimate in Lemma 5.1 for general
homogeneous minimizers, we have:
Nφ (z, γR) <
1
2
√
κ
+ δ,
for every z ∈ u−1{0} ∩BγR (ba,R).
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Hence, by Lemma 4.3:
(6.3)
∣∣Bρ (u−1{0} ∩BγR (ba,R))∣∣ ≤ CγRρ2, ∀ρ ∈ (0, γR],
for an absolute constant C. The Hausdorff measure estimate:
H1 (u−1{0} ∩BγR (ba,R)) ≤ CˆγR,
follows easily from (6.3), cf. [24, Proposition 3.3.3]. Moreover, by Step 2 above:
Γa,r ⊂ BγR (ba,R) ∩ u−1{0}.
For λ as in Step 3, we iterate and obtain for l ≥ 1:
H1
(
u−1{0} ∩BγλlR
(
balλ,λlR
))
≤ CˆγλlR,
and therefore:
(6.4) H1 (Γj) ≤ C ·
( ∞∑
l=0
λl
)
· γR = C ·
(
3 + γ
2γ
)
· γR = C ·
(
3 + γ
2
)
·R.
Finally, note that since γ depends on N (0, 0+) only, H1 (Γj) ≤ L, where L =
L (N (0, 0+) , diam(O)). 
Finally, we are ready to prove the main result of this article.
Proof of Theorem 1.2. Fix K ⊂⊂ Ω. By Corollary 5.4, the set of isolated points in
u−1{0}∩K is discrete. We can cover u−1{0}∩K by neighborhoodsO as in Theorem
1.1 and pass onto a finite subcover. In particular, we conclude that, u−1{0} ∩ K
consists of a finite union of isolated points and embedded Ho¨lder continuous curves
of finite length with finitely many crossings, and H1 (u−1{0} ∩K) is bounded.
The fact that each Ho¨lder continuous curve in u−1{0} ∩ K admits a Lipschitz
parametrization follows from the H1-bound, cf. [10, Theorem I.1.8]. In conclusion,
u−1{0} ∩K is rectifiable. 
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