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On the absolute summability factors of Fourier series 
By LÁSZLÓ LEINDLER in Szeged*) 
Introduction 
Let 2 an be a given infinite series with the sequence of partial sums {sB}. 
Let X = {X„} be a monotone non-decreasing sequence of natural numbers with 
Xn+1— and = 1. 
The sequence-to-sequence transformation 
= ~ 2 sv 
defines the sequence {V„(X)} of generalized de la Vallée Poussin means of the 
sequence {.?„} generated by the sequence {A„}. The series 2 a » ¡ s said to be summable 
\V,X\, if the series > 
2\VH+1(X)-V.(X)\ r> = 1 
is convergent. Let A(x) ( x g l ) be a continuous function linear between n and n +1, 
furthermore A («) = !„. 
Let / (x ) be a function integrable in the sense of Lebesgue and periodic with 
period 271 and let 
á °° 
(1) f ( x ) — 2 (««cos nx + bn sin nx) = 2An(x). 
For a fixed of x, we write 
(p(t) = <pA0=Ax+0+f(x-t)-2f(x) 
and 
t 
m = f\9(u)\du. 
o 
*) This research, was made while the author stood at the University of Toronto, by a grant 
of the National Research Council of Canada. 
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Let {/<„} be a convex and bounded sequence. CHOW [1] proved that the series 
(2) 
is summable |C, 1| ') almost everywhere, if the series 2n~1fln converges. CHOW [1] 
proved also that, if f{x) belongs to the class H, i. e. i f f ( x ) and its conjugate function 
are both L-integrable, and if {/!„} is a sequence such that the series 
(3) ZniA^y, 2 ~ 
n = l n = 1 n 
converge, then the series (2) is summable | C, 11 for almost all values of z. If pn is convex, 
it is sufficient to assume the convergence of the second series (3). 
Later PATI [4] proved: if 2 n~ V « < 00 and at a fixed point of x <P(t) = 0(t) (t — 0), 
then the series (2) is summable \C, a| for every c o l at this point z — x. 
Recently HSIANG [2] demonstrated: if at a fixed point of x </>(/) = (/(log l / 'O - 1 ) 
(/—0), then the series ¿^4„(x)/(log«)'+ c is summable \C, 1| for every e > 0 . 
In this field many other interesting results have been obtained mostly by 
Indian and Chinese mathematicians. 
In the present paper, we are going to give some theorems of" \ V, A|-summability, 
similar to the cited ones. Since in some of our structural conditions both the mag-
nitude of the factor sequence {/in} and the strength of the summability appear we 
obtain new results even in the classical case of | C, 1 |-summability. 
' T h e o r e m 1. If {/(„} is a monotone convex sequence and the series 2^nK1 
converges, then the series (2) is summable \ V, X\ almost everywhere. 
T h e o r e m 2. If f(x) belongs to the class H and if {/<„} is monotone convex 
and satisfies the condition 2niln K2 then the series (2) is summable \V, X\ 
almost everywhere. 
The following theorems concern the summability at a given point. 
T h e o r e m 3. Let n(x) (xSO) be a function monotone decreasing and satisfying 
the condition 
tA\ V Kn) , (4) 2j j =;o°-
n= 1 N 
If 
<5> 
as t -*• + 0, then the series 
(6) ¿Kn)An(x) 
n = l 
is summable \V, X\ at the point x. 
') A series Zcn is said to be summable \C,a\ ( u s O ) if where a' is its n-th 
Cesi ro mean of order a converges. 
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T h e o r e m 4. If instead of (4) the condition 
(7) 2 
is fulfilled, then the condition 
(8) #(0 = o 
also suffices for the \V, k\-summability of the series (6). 
In this theorem the structural condition (8) is independent of the factor sequence 
and the summability. 
In the special case X„ = n, i .e . in the case of |C, 1 |-summability, Theorems.3 
and 4 give the following result: 
(8) are fulfilled, then the series (6) is summable |C, 1|. 
From this, by Lemma 4, we have as 
C o r o l l a r y . Let {/;„} be a non-increasing sequence of positive numbers and 
is summable \N,pn\. 2) 
Finally we prove the following 
T h e o r e m 5. Let 0 < a S l and let /((x) (xSO) be a function monotone de-
creasing and satisfying either 
If either 






N = 4 
2 
n(n) log log« 
and 
then the series (6) is summable \C, a|. 
2) A series.¿7',, is said to be summable IN,p„\ if Z[ '„+1 — w h e r e /„ = 
«-th Nörlund mean, converges. 
is the 
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.From the condition (9), it is easy to see the close connection existing between 
the power of the summability and the magnitude of the factor sequence; 
It is clear, too, that in the special case ¡i(x) = (log x ) - 1 - 6 and a = l the second 
half of Theorem 5 includes the theorem of HSIANG. 
It seems worth while to observe that we can derive analogous structural theorems 
for the conjugate series 
OO OO 
Z (b„ cos nx — a„ sin nx) = Z Bn (•*)• 
n= 1 11=1 
Write 
t 
= / \ f ( x + u)~f(x-u)\du. 
0 
Then, for example we have the following: 
T h e o r e m 6. Let fi(x) (xgO) be a function monotone decreasing and satisfy-
ing either 
' i-^- and = 0Ht)) 
or 
J <CO and !P(0 = 0 ('(log-J-)"1) «-0) , 




is \V, X\-summable. 
The second half of this theorem in case l„ = n.and p(x) = (log x)~l~' includes 
the theorem of HSIANG [2] given for the conjugate series. 
§ 1. Lemmas 
We require the following lemmas. 
L e m m a 1. (cf. [1], Lemma 2.) Let 
1 " 
= —TT ZkAk(x). 
n + l ft = 1 
Then 
n 
Z l ' k ( * ) | = o(n) 
* = 1 
for almost all values of x. 
L e m m a 2. (cf [1], Lemma 7.) If f(x) belongs to the class H, the series 
2n~1\tn(x)\2 converges for almost all values of x. 
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L e m m a 3. If {ju„} is convex and 2n(^lln)2 converges. 
This lemma holds by the proof of Theorem 2 of CHOW [1]. 
L e m m a 4. (cf. [3].) If a series 2an's summable |C, 1| and if {/>„} is a non-
increasing sequence of real and non-negative numbers, then the series 2 an^nn~1 
is summable \N, pn\. 
L e m m a 5. (cf. [2], Lemma 2.) Denote 
then 
for w/sl. 
C„(t) = cos kt, 
k = 1 
Cn{t) = 0(nt-i) 
§ 2. Proofs of the theorems 
P r o o f of T h e o r e m 1. An easy computation gives that 
K„+ 1(A)-F„(A) 
1 
2 [ ( A n + 1 - A n ) ( f c - « - l ) + An]fl,. KK+l k=n-Â„ + 2-
Let K„(A; z) dénoté the n-th de la Vallée Poussin mean of the sériés (2). Then we 







2 lß„+i-X„)(k-n-l) + A„]ßkAk(z) KK+l k = n-A„ + 2 
Let I' be the summation over all n satisfying ln+l=X„', and I" the summation 
H R 
over all n where A„+1 >1„ . Then, ABEL'S transformation gives that 
l 
n ¿n+1 
n ft ~h 1 U = B-A„ 
ßn-i.n + 2 
n + 1 
2 ÇKATTO k-n-Xn+2 K 
Z v A y ( z ) 
n - L + 2 
B - A „ + l 
2 vAv(z) 
V — 1 
+ 




"z vAv(z)\\ = ?ï+?2 + ?3. 
v = 1 n ft n n + 1 
Since the inside lower indices n — X„ + 2 in are strictly increasing, we have 
r 
k + Xk-l 
= 0(1) Z fc\tk(z)\\' 
" k= 1 ( 
Vk Pk+l 
k k+\) k= 1 
TAk-l 1 ~ / ' 2 
n = t t l K ^ J 
= A(Z). 
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It is easy to see that 
Z'2 + Z'3 = 0(i) 2 f - \ t n ( z ) \ ^ - B ( z ) , 
Using Abel's transformation again, by Lemma 1, we get 
A(z)= 0(1) = 0 ( l ) Z n 2 A 2 \ ^ 






(2. 1) A(z) = 0(1) 2nA2n„ + 0( 1) = 0(1) 2 ^ n + 0(l) = 0(1) 
n = 1 /1=1 
for almost all z. Similarly, by Lemma 1, it follows that 
(2. 2) B(z) = 0(1) 2 [Z l'*(*)l] A = O(l) 2 n A [ f } = 0(1) 
holds for almost all z. This means that the sum E' converges almost everywhere. 
zt 
The estimation of E" is somewhat more tricky. We obtain, with the aid of 
n 
the Abel transformation, that 
J 71+1 
= 0 (1 ) 
f - Z ' - x x " n /1 "n 4" 1 
£ k\tk(z)\ 
n U = n-A„ 
2 (Xn-n-\+k)^kAk(z) 
k = n-X„+ 2 K 
n+2 
(X„ — n—l+k)~ — (Xn — n + k) + 
+(n-xn)\tn_,n+l(z)\^^+(n+i)\tn+1(z)\^^\ = e : + e ' ; + e ; . n-X„ + 2 n+ 1 71 7t H 
Since ^(t-lrrMwehave,hit 
Because E" has only the indices n having the property A„ + , > l„, it follows that 
v = A„ V V 
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hence we obtain, by (2. 1) and (2. 2) that 
f = 0(1) 2kMz)\ Ifcttl = 0(1) 
for almost all z. Since, by (2. 2) B(z) — 0( 1) almost everywhere, 
z'i + z; = 0 (1) ¿T-\tM = 0(\)B(z) = 0(1) 
n n n = 1 /.„ 
for almost all z, i. e. 
r = 0(1) 
Jl 
for almost all z, too. 
This completes the proof of Theorem 1. 
P r o o f of T h e o r e m 2. As in the proof of Theorem 1, we have 
¿\Vn+1(A;z)-Vn(A;z)\ = n = i 
= ¿ T k V k { z ) \ = 0(\){A(z)+B(z)). 
By CAUCHY'S inequality and Lemma 2 , we get 
for almost all z and 
In order to prove the theorem, it is sufficient to demonstrate that 
< 2 - 3 ) 
Since 
so we have that 
From this, by Lemma 3, (2. 3) follows, that is, the theorem is proved. 
P r o o f of T h e o r e m 3. Let V„(A;x) denote, the n-th de la Vallée Poussin 
mean of series (6). Using that 
1 r (2.4) A„(x) - — / cp(t) cos ntdt. 
71 J 
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d„(x) = n\V„+1(A; x) - V„(A; *)| = 
S Ti 2 [(K + 1-K)(lc-n-l) + UKfc)cosktdt 
We write 
0 ^ n ^ n + l k = n-X„+2 
dn(x) S dnl(x) + dn2(x) = 
1/1 it / + / 
0 1 In 
By (5), we get that 
(1 n + 1 r 1 T!— 2 [(.K+i-KK/c-n-i)+umj \<f>(t)\dt\ = 
n tt4" 1 k = n-X„ + 2 J J 
= 0(1) ( " i ; [(A„+! - Xn)(k- n - 1) + 1„MA:)). 
V. n ft "T* 1 k = n-X„+2 J 
Let = [(A„+1—X„)(k — n —I) + AJjt (k)/k. For d2(x) with the aid of the Abel 
transformation, we obtain 
dt(x) ^ 2 Ck(t)A«<AdL l!„ n n +1 U = n-A„+2 J | 
+ j ^m^iii.„(„ _ 4+2)Cm. , w „ 
ii n +1 « —/.„i-Z 
+ 
+ r <p(t) Xnii(n +1) 
n + 1 
Cn+1(t)dt EE I I + H + H . 
In the following steps we shall use that 
* M (2.5) / M < f c = 0 ( 1 ) ; 
l/n 1 
in fact, considering (4) and (5), we have 
l/n ' V 1 'Un 1/n ' 1/n , I t 1/" ,2 t X 
= o ( i ) + J M d x = 0 { 1 ) -
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By the Lemma 5 and (2. 5), we have 
h = 0 2 kAa(A, 
\Ank = n-X„ + 2 ) 
I2 = o 
and 
h 
j5 1 - A„)(i - 1 „ ) + UKn-K+Z) 
From the above analysis we obtain that 
dn(x)=o\~ "2 2 kA4n) + 
\Ank = n-X„ + 2 ^-n k = n-X„ + 2 
+ p Itt. +1 - K) (1 - K) + j j H (n - A„ + 2) + j ^ - j . 
From this it follows 
Z\VH+1(X;x)-Vm(k;x)\ = n = l 
= 2 k«p + 2 j 2 2 kA4n> + 
V n = l k = n-X„+2 n — 1 ^nk = n-X„+2 
+ Z]i IP.+1 - A„)(l -1„) + A„M"-K + 1) + 2 = 0(11 + r2 + r3 + £4). n= 1 "n n=l J 
The fourth sum is finite by (4). Let I'k and (A: = 1 ,2 ,3) be defined as in 
n n 
Theorem 1. In the estimations of I 'k , we shall use that the inside lower indices 
It 
(n — l„ + 2) are strictly increasing. So we have by (4) 
= 2 Kk)^ 2 ^ = o(i), 
" it Ank = n-X„+2 k= 1 k 
r y 1 y fri^) / t ( f c + l ) l y j m y ( k + 1 ) 1 
= £ ^ - . ¿ « H n r - n m r r ^ i T * i f e + r - J -
and 
= ^ ^ 2 ^ = o d ) . 
" n A n n An-kn+l k= 1 
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In the case A„+1 >A„, a(kn) — (X„ + k — n — 1) , so we get that 
X = 2 ' 4 2 (X„ + k — n — l)n(k) s " n it = n-A„ + 2 
/ / 1 «+1 00 J 
2 KKk) ^ 2 hKk) 2" 3-
n /ink = n-X„+2 k= 2 n>fc 
Because in I " there are only the indices n having the property A„+ 1>A„, it holds 
¿ 1 = 0 - 1 
n>fc /i v = A fcV 
so it is easy to see that 
" U = 2 J 
ABEL'S transformation gives that 
( 2 . 6 ) 2 kAa<"> 2 «, 
k = n-X„+ 2 k = n-A„+2 
so we have by n — X„^k — Xk (n>k) 
k > 
Finally 
" n Jt = n-A„ + 2 K 
•sri" 1 -CT Xku(k) -sri Xku(k) tri» 1 
it it k = n-*„+2 K k-2 K „sk 
fc = 2 K v=AfcV U = 2 K ) 
= = 0 ( 1 ) . 
N „ A „ „ A„ V = 1 ' 
From the above analysis we obtain the statement of Theorem 3. 
P r o o f of T h e o r e m 4. The proof is similar to the proof of Theorem 3. 
The first difference steps at (2. 5); that is, under the conditions (7) and (8), we can 
only say that 
f — dt = O (log log n). 
1 In 1 
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In fact 
/¥«<=(*)" + />=0(i>+/-V= 
1 /« V ' JUn W 1 !» 1 t log -t 
S 0 ( l ) + 0 ( l o g l o g « ) = O(loglogn). 
So we have only the following estimations: 
7 i i l o g l o g « ^ k H , 
I, K k = n->.„ + 2 
h = O [ l 0 g ^ g " p „ + 1 - A„)(l - l „ ) + U K n - X n + 2 ) ] 
a n d 
/ 3 = 0 1 Qog i o g « ) / j Q 0 j 
With the aid of these and the estimations obtained in the proof of Theorem 3, by 
(7), we obtain that 
2\Vn+li^x)-Vm(X;x)\ = 0(l) + 
N = 4 
l o g l o g n ¿ k A a p + 
V« = 4 k = n — A„ + 2 
+ 2 log!°8w 1)|. 
N = 4 N ^ 
We can demonstrate the finitness of these sums as in Theorem 3. Let us see e. g. 
the case of the first sum. Let Zi and denote the suitable sums as in Theorem 3. 
n n 
(7), ¿ ( ^ j a n d 1 - A . + 1 give 
r = y , j o g l o g _ n y 
-1 n K k=n^2 { k k+1 J ~ 
S 2 2 k i — t - ) log log k S 2 2 (l°g log k)Afi(k) + 0 (1 ) = 
k = 2 K K+l ) k = 2 
= 0(i) 2 ( ¿ - ¿ - 1 0(i) = 0 0 ) 2-
k = 2 \n = 2 « lOg « J * = 2 
№ 
klogk 
Using (2.6), (x[n) =(k„ + k ~ n - \ ) ~ (for An + 1>A„) and n-Xn^k-kk (n=~k), 
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we have 
= r l o g i c s J , + 
s y " log log« J ^ ( f c ) r j , x k l i ( k ) log log n ^ 
n k = n-X„ + 2 k k= 2 k nSk A2 
s j p X k f i ( k ) j p log log (v + k) = J j j , „ ( Q l o g l o g * ) __ 
k = 2 k v = Afc V2 = 2 k ) 
We can prove similarly that the second sum is finite, so Theorem 4 follows. 
P r o o f of T h e o r e m 5. If the sequence i^i(n)nj j is monotone, then 
the statement of Theorem 5 follows from the Corollary with this sequence, namely 
it is well known that if 
(n + a—l 
D» = l a— 1 
(a>0) 
then the Norlund mean reduces to the Cesaro mean of order a. 
In. the general case we give a short direct proof, but only under conditions (9) 
we shall detail it because the other case is similar. Using (2. 4), an easy computation 
gives that for the Cesaro means of series (6) 
m ( p i ( x ) - (fn-1(*)) = J cp(t) ( J ^ J ? A'mzln(k)k c o s k t j dt = T £ ( X ) . 
te 
1 lit n 
T°„(x) = x : ( l ; x ) + T*n(2;x) = J + J . 
O 1/n 
From (9) we get that 
T S ( 1 ; * ) = / ! ( » ) ( / » + l - v r ' v / | = 
= ^ ( ^ ¿ ^ ( v K n + l - v r ' v ) . 
For T®(2; x) with the aid of the Abel transformation, we obtain 
t j ( 2 ; * ) = f c p ( t ) ¿ - { " ¿ ^ ( O ^ W ^ i - ^ i v + l ) ^ : , 1 - ! ) } ^ -
1 In A» lv=1 > 
+ f <P(0-7iKn)Cn(t)<lt = I^+h. A" 1 In An 
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Let dv = \ti(v)A%zl-fi(v + l)A'Zzl-i\. As (2. 5) is valid now, so by the Lemma 5, 
we have 
a n d 
1/n 
From the above analysis we obtain that 
2 l ° i ( * ) - « S - i ( * ) l = o i J - Z T ^ T i ^ + l - v J - ' H 
n = 2 = v= l 
oo 1 n — 1 » / x \ 
n = 2 « 1 + a v = l „ = 2 n" ) 
The third sum is finite by (9). ABEL'S transformation gives that 
oo j n oa oo j 
n = 2 " v =1 v = l n = v " 
= 0 ( 1 ) 2 ^ ^ = 0(1),' 
v = 1 V 
i. e. the first sum is finite, too. Putting = , we can write the second sum into 
two sums: 
< » | n o o j n oo | n— 1 
(2-7) 
n = 2 » v = 1 n = 2 « v=l n=2 " v = S+l 
The first sum under (2. 7) is less than 
Z - Z R ^ Z V ( K V ) A " N Z L - a i ( V + 1 ) ^ = J ) + 0 ( 1 ) = n=2 « v = l 
= ^ ( l ) ¿ - ¿ j ¿ v « - M / i ( v ) = 0(1) ¿ v ^ ( v ) = 
n = 2 n v=l v = l « = 2v " 
oo 
= 0(1) 2 ^ ( v ) = 0(1). v = l 
Similarly, the second sum under (2. 7) is not greater than 
0 0 . •* n — 1 oo 
0 ( 1 ) 2 - ^ Z v ( B - v ) - i # ( v ) + 0(1) = 0(1) ZA№= 0(1). 
n=2 « T v=n+1 v=2 
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We have also that 
oo 
n—2 
converges, so our statement is proved. 
P r o o f of T h e o r e m 6. It runs similarly to the proof of Theorems 3 and 4. 
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