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We investigate the ground state properties of a weakly interacting Bose gas across a narrow
Feshbach resonance. Strong deviation from a wide Feshbach resonance were discovered in varies
thermodynamic quantities. The energy per particle was found to saturate as the density increases
which leads to significant reduction of the inverse compressibility. We also show that these effects
can be observed in the density profiles in harmonic traps.
I. INTRODUCTION
The studies of weakly interacting Bose gas have a very
long history ever since the pioneer works in early 20th
centry. A cornerstone progress has been made by Lee,
Huang and Yang in their famous paper [1]. In this work,
a low density expansion was obtained for the equation of
state at zero temperature:
E
N
=
2pi~2as
m
n
(
1 +
128
15
√
pi
√
na3s
)
, (1)
where E/N is the energy per particle of the ground state,
n is total density of the Bose gas and as is the s-wave
scattering length [1]. Based on Eq. (1), all thermal dy-
namic quantities can be derived at zero temperature. For
example, the chemical potential and compressibility are
given as:
µ =
(
∂E
∂N
)
V
=
4pi~2as
m
n
(
1 +
32
3
√
pi
√
na3s
)
, (2)
κ−1 =
(
∂µ
∂n
)
N
=
4pi~2as
m
(
1 +
16√
pi
√
na3s
)
. (3)
Although these results was published more than 60 years
ago, its experimental verification is only made possible
very recently, thanks to the realization and high precision
measurement of Bose Einstein condensation in ultracold
quantum gases [2–4].
However, one should note that the validity of expan-
sion (1) does not only require the low density condition
n1/3as  1, but also relies on the fact that the two-body
scattering process is fully determined by a single parame-
ter as. For quantum gases close to a Feshbach resonance,
while the second condition is usually full filled for a wide
Feshbach resonance, it may break down for a very nar-
row resonance. As shown in several previous works , for a
Feshbach resonance the two-body scattering amplitude is
generally determined by an energy dependent scattering
length as(E) = abg(1 +
α2r
gr(E−νr) ) where E is the total
energy of the two particle under collision in the center
of mass frame [5–8]. Across a wide resonance, the en-
ergy dependence in as(E) can be safely neglected and
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one has as(E) ' as(0). In contrast, for a narrow res-
onance as(E) has very sensitive dependence on E and
thus the full functional form must be taken into account
[6–8].
In particular, for a bose gas across a narrow Feshbach
resonance, one can qualitatively estimate the effect of
energy dependent scattering length as following. Since
the chemical potential µ is the lowest energy to excite
a single particle out of the condensate, the typical two-
body scattering energy can be estimate as E ∼ 2µ. As
a result, the effective interacting strength should be de-
termined by as(2µ) instead of the zero energy scattering
length as(0). In this paper, we consider a particular case
νr > 0, abg > 0 and a schematic plot of as(E) is shown in
Fig. 1. In this case, the function as(E) decreases from
as(0) > 0 to 0 as energy E increases from 0 to a critical
value Ec. At fixed magnetic field if one increases the den-
sity, the chemical potential µ will increase according to
Eq. (2) such that as(2µ) decrease which tends to prevent
µ from further increasing. As a result, we expect that µ
may saturate to Ec/2 as the density increases which leads
to a nearly zero inverse compressibility. In the following,
we will show that above qualitative analysis is correct
based on a meanfield plus Gaussian fluctuation calcula-
tion. We will provide a modified low density expansion
for the equation of state which can be seen as a gen-
eralization of Eq. (1) that applies to bose gases across
either wide or narrow Feshbach resonances. The effect of
energy dependent scattering length on varies thermody-
namic properties will be investigated systematically.
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FIG. 1. energy-dependent scattering length
Our paper is organized as follows. In Sec.II, we in-
troduce our model for a spinless bose gas across narrow
Feshbach resonance and adopt the path integral method
approach to obtain the thermodynamic partition func-
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2tion [10] . In Sec.III we present mean-field results on
thermodynamic properties in detail and show the effect of
energy dependent scattering length on both uniform and
trapped systems. In Sec.IV, we calculate the Gaussian
fluctuation correction to the results obtained in Sec.III
and show that including Gaussian fluctuation does not
qualitatively change the meanfield results. In Sec.V, we
summarize our main findings and conclude the paper.
II. MODEL AND PATH INTEGRAL
APPROACH
For boson atoms interacting across a magnetic fesh-
bach resonance, we adopt the widely used two-channel
model:
Hˆ = Hˆa + Hˆm + Hˆc, (4)
Hˆa =
∫
dx
[
ψ†(x)
(
−∇
2
2m
+ Va(x)
)
ψ(x)
+
g
2
ψ†(x)ψ†(x)ψ(x)ψ(x)
]
,
(5)
Hˆb =
∫
dx b†(x)
(
− ∇
2
2M
+ νb + Vb(x)
)
b(x), (6)
Hˆc =
∫
dx
[
α√
2
ψ†(x)ψ†(x)b(x) + h.c.
]
, (7)
where ψ† and b† are creation field operators for atom
and molecule, respectly. Va and Vb are extra potential
of atom and molecule. The molecule detuning νb, the
inter-channel coupling α and the interaction parameter
in open channel g are bare quantities which need to be
renormalized as follows(~ = 1):
νb = νr − [1− Z(Λ)]α2r/gr
α = Z(Λ)αr
g = Z(Λ)gr
(8)
where Z(Λ) = (1− grΛ)−1 and Λ = 1V
∑′
k (2εk)
−1
. The
renormalized quantities gr , αr and νr are related to as
as
4pias(E)
m
=
[(
g +
α2
E − νb
)−1
+ Λ
]−1
= gr +
α2r
E − νr
(9)
The partition function of Hamiltonian (4) at arbitrary
temeprature can be written into the following imaginary
time path integral form
Z =
∫
D[φ∗]D[φ]D[β∗]D[β] exp(−S), (10)
where
S =
∫
dx
[
φ∗(x)
∂
∂τ
φ(x) + β∗(x)
∂
∂τ
β(x)
+ ha(x) + hb(x) + hc(x)
]
,
(11)
ha(x) =φ
∗(x)
[
−∇
2
2m
+ Va(x)− µ
]
φ(x),
+
g
2
φ∗(x)φ∗(x)φ(x)φ(x),
hb(x) =β
∗(x)
[
−∇
2
4m
+ Vb(x)− 2µ
]
β(x),
hc(x) =
α√
2
φ∗(x)φ∗(x)β(x) + h.c.,
(12)
and we have defined x ≡ (x, τ) and ∫ dx ≡ ∫ dx ∫ β
0
dτ
with β = (kBT )
−1.
The path integral (10) can not be performed exactly
due to the interaction terms. However, for a weakly in-
teracting bose gas with very low density, it is a good ap-
proximation to expand the action S in Eq. (11) around
its saddle point solution [10]:
φ(x) = φ0(x) + φ
′(x) , β(x) = β0(x) + β′(x) (13)
where φ0(x) and β0(x) are saddle point solutions which
minimizes the action S, φ′(x) and β′(x) are fluctuation
field of atom and molecule.
Later in Sec.III, we will take mean-filed approximation
by neglecting all the fluctuation terms. The approximate
action is then given by
S(0) =β
∫
dx
{
φ∗0(x)
[
−∇
2
2m
+ Va(x)− µ
]
φ0(x)
+
g
2
|φ0(x)|4 + β∗0(x)
[
−∇
2
4m
+ Vb(x)− 2µ
]
β0(x)
+
α√
2
φ∗0(x)
2β0(x) +
α∗√
2
β∗0(x)(φ0(x))
2
}
(14)
Then in Sec.IV we will include the contribution from
Gaussian fluctuation around the saddle point. For a uni-
form system, the saddle point solution is uniform, i.e.
φ0(x) ≡ φ0, β0(x) ≡ β0, and we obtain the quadratic
action as
S ≈ S(0) + S(2) (15)
S(2) =
∫
dxφ′∗(x)
[
∂
∂τ
− ∇
2
2m
− µ+ 2g|φ0|2
]
φ′(x)
+
1
2
∫
dx
{
φ′∗(x)2
[
gφ20 +
α√
2
β0
]
+ c.c.
}
+
∫
dxβ′∗(x)
[
∂
∂τ
− ∇
2
4m
− 2µ+ νb
]
β′(x)
+
∫
dx
[
2
α√
2
φ′∗(x)φ∗0β
′(x) + c.c.
]
(16)
3To perform the path integral for this quadratic action,
it is more convenient to first transform the action into
momentum-frequency space,
φ′(x) =
1√
βV
∑
k,n
φ′k,n exp[i(k · x− ωnτ)]
β′(x) =
1√
βV
∑
k,n
β′k,n exp[i(k · x− ωnτ)]
(17)
where ωn is bosonic Mastubara frequency, k is free wave
vector. And the action can be written more compactly
as a matrix multiplication in Nambu space
S(2) =− β
2
∑
k6=0
(bk + 
a
k + 2g|φ0|2)
− 1
2
∑
k6=0,n
Φ†kG
−1(k, iωn)Φk
(18)
where bk =
k2
4m + νb − 2µ, ak = k
2
2m − µ. We write as
k ≡ (k, iωn) and
Φ†k =
[
β′∗k , φ
′∗
k , φ
′
−k, β
′
−k
]
(19)
The first sum term in Eq.(18) comes from the order ex-
changing between the creation and annihilation field dur-
ing the transformation into Nambu space [10]. And the
4 × 4 matrix G−1 gives the interacting inverse Green’s
function
G−1 = G−10 −Σ (20)
G−10 =

G−1b0 (k)
G−1a0 (k)
G−1a0 (−k)
G−1b0 (−k)
 (21)
Σ =
0 α˜
∗
α˜ 2g|φ0|2 g˜
g˜∗ 2g|φ0|2 α˜∗
α˜ 0
 (22)
where Ga0(k) = (iωn − ak)−1, Gb0(k) =
(
iωn − bk
)−1
,
α˜ =
√
2αφ∗0 and g˜ = gφ
2
0 +
√
2αβ0
It is known that the quasi-particle excitation corre-
sponds to the poles of the Green’s function. Here we
obtain two branches of excitations
ω±k =
√(
B ±
√
B2 − 4C
)
/2 (23)
B =
(
ak + 2g|φ0|2
)2
+
(
bk
)2
+ 2|α˜|2 − µ2
C =
[(
ak + 2g|φ0|2
)
bk − |α˜|2
]2 − µ2 (bk)2
which also means the Green’s function can be diagonal-
ized into [9]
−UTG−1(k, iωn)U =
−iωn + ω+k
−iωn + ω−k
iωn + ω
−
k
iωn + ω
+
k
 .
(24)
Finally, we obtain the diagonalized Gaussian action
S =S(0) +
β
2
′∑
k
(
ω+k + ω
−
k
)
− β
2
′∑
k
(
ak + 2g|φ0|2 + bk
)
+
′∑
k
(−iωn + ω+k )β∗k,nβk,n
+
′∑
k
(−iωn + ω−k )φ∗k,nφk,n
(25)
where the sum of ω+k and ω
−
k comes from the exchanging
of the field again [10].
In the following sections we calculate the thermody-
namic potential Ω and density n with action given by
Eq.(14) and Eq.(25) through following thermodynamic
relations
Ω
V
= − 1
βV
ln(Z) (26)
n = −∂(Ω/V )
∂µ
(27)
III. MEAN-FIELD CALCULATION
In this section we neglect the contribution of Gaussian
fluctuation, and the action is governed by Eq.(14). After
minimizing the action, we obtain the two-channel G-P
equations[
−∇
2
2m
+ Va + gr|φ0(x)|2 − µ
]
φ0(x) +
√
2αrφ
∗
0(x)β0(x) = 0[
−∇
2
4m
+ νr + Vb − 2µ
]
β0(x) +
α∗r√
2
φ0(x)
2 = 0
(28)
The renormalization should be taken to the same order,
so that in mean-field level we should use the renormalized
parameters directly in Eq.(28) [10].
Uniform system. We first consider a uniform system,
and thus the solution of Eq. (28) for ground state are con-
stants φ0 and β0. Assuming all the atoms and molecules
condense on the zero momentum state in mean-field ap-
proximation, the atomic density na and molecular den-
4sity nb are given as
na = |φ0|2 = µ
g(2µ)
nb = |β0|2 = 1
2
[
µ
(2µ− νr)g(2µ)
]2
· |αr|2
(29)
where g(2µ) = 4pi~2as(2µ)/m. One can see that na and
nb diverge when effective interaction strength g(2µ) tends
to zero. Since g(2µ) = 0 at µc = νr − |α|2/gr, the chemi-
cal potential will saturate to µc as the density increases.
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FIG. 2. (a):The chemical potential as a function of total
density n. (b):The proportion of molecules as a function of
total density n. ∆˜ = |αr|2/grνr = 1/100
Substituting Eq.(29) into mean-field action(14), we can
easily obtain the energy per particle
E
N
=
1
n0
FL
V
+ µ =
µ
2
(
1 +
2nb
n0
)
(30)
where FL and n
0 are thermodynamic potential and total
density given by Eq.(26) and Eq.(27) with S = S(0).
We find that as the density increases, the energy per
particle saturates to µc while in Eq. (1) it increases
monotonically. The difference can be attributed to the
energy dependence of scattering length. As the average
scattering energy increase to the zero point of as, the
system turns from a finite repulsive interacting gas into
a nearly noninteracting gas, and the atoms in open chan-
nel are in favour of converting into the closed channel
molecules of which the typical energy is the detuning .
This energy dependent effect can also change the behav-
ior of compressibilty κ. Here, as the density increases, κ
will diverge at g(2µ) = 0 which means the gas becomes
more and more soft.
κ =
(
∂n
∂µ
)
N
=
1
µ
na + 4nb + 4nb νr − α2rgr
νr − α2rgr − 2µ

(31)
Density profile in harmonic trap. Now we consider
the system in a harmonic trap with Vb(r)/2 = Va(r) =
1
2mω
2r2. For a large particle number in the trap, the
kinetic energy is much smaller than other energy so that
can be neglected [11]. The Thomas-Fermi distribution is
narrow
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FIG. 3. (a):The energy per particle as a function of total
density n. (b):The inverse compressibilty κ−1 as a function
of total density n. ∆˜ = |αr|2/grνr = 1/100. The Blue line
and yellow line are narrow resonance and broad resonance
respectly.
given by Eq.(29) while µ replaced with µ−V (r) and the
result is shown in Fig.4(a).
We know for interacting Bose gas across a broad Fes-
hbach resonance, the distribution in the harmonic trap
is approximately governed by the balance between inter-
action energy and the trap potential, and Thomas-Fermi
approximation gives the inverted parabola distribution
[11]. Here, the distribution behaves as broad resonance
Bose gas at the edge of the trap while more particles can
be accommodated in the center where the local chemical
potential is larger such that the energy dependence in as
is more significant. A sharp peak appears if the effective
local chemical potential µ−V (r) = (νr−|αr|2/gr)2. This
divergency can also be interpreted by the calculation of
the compressibility.
IV. GAUSSIAN FLUCTUATION
CALCULATION
In this section, we take the correction of Gaussian
fluctuation into account, and the action is governed by
Eq.(25). The field integral of the action gives the ther-
modynamic potential
Ω
V
=
Ω0
V
+
1
V β
′∑
k
ln
(
1− e−βω−k
)
+
1
V β
′∑
k
ln
(
1− e−βω+k
) (32)
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FIG. 4. Distribution na3s(E = 0) of a Bose gas in a harmonic trap with fixed particle number N = 2 × 105. The resonance
width ∆˜ = |αr|2/grνr = 1/1000 and ao =
√
mω/~ = 60as(E = 0). (a):Distribution in mean-field approximation for gas
across narrow Feshbach resonance(blue line) and broad Feshbach resonance(green line). (b):Distribution of gas across broad
Feshbach resonance with(blue line) and without(green line) Gaussian fluctuation. (c):Distribution of gas across narrow Feshbach
resonance with(blue line) and without(green line) Gaussian fluctuation.
The ground state thermodynamic potential Ω0 at zero
temperature is given by
Ω0
V
=
FL
V
+
Ffluc
V
(33)
FL
V
= −µ
2
2
1
gr +
|αr|2
2µ−νr
(34)
Ffluc
V
=
1
2V
′∑
k
[
(ω−k + ω
+
k )
−(ak + 2gr|φ0|2 + bk) +
µ2
2εk
]
=
1
4pi2
(2m)
3/2
µ5/2F (µ˜, ∆˜)
(35)
where µ˜ = µνr , ∆˜ =
∆
νr
and ∆ = |αr|
2
gr
. FL is the mean-
field thermodynamic potential that has been renormal-
ized with complete renormalization relation(8), and Ffluc
is the correction by Gaussian fluctuation in which the
parameters can be approximately replaced by the renor-
malized ones. The dimensionless function F is defined
as
F (µ˜, ∆˜) =
∫ ∞
0
[
1
2
+ x2g(x, µ˜, ∆˜)
]
dx (36)
Here we defined another dimensionless function,
g(x, µ˜, ∆˜) =
√
ω2a + ω
2
b + 4ξ − 1 + 2
√
(ωaωb − 2ξ)2 − ω2b
− ωa − ωb
(37)
with
ωa = x
2 + 1− 2 ∆˜
2µ˜− 1 + ∆˜
ωb =
x2
2
+
1
µ˜
− 2
ξ =
∆˜
µ˜
2µ˜− 1
2µ˜− 1 + ∆˜
(38)
If chemical potential µ is very small where the scattering
is far from resonance or the resonance width ∆ is very
small while µ is less than µmax, the system has little
energy dependence and the fluctuation correction is close
to the broad resonance case with F (0, 0) → 8
√
2
15 . As ∆
or µ increases, F (µ˜, ∆˜) increases monotonically.
Below, we analyze the asymptotic behavior of F (µ˜, ∆˜)
in three different limit.
In the limit ∆˜  1 which called narrow Resonance
Limit, we have
F (µ˜, ∆˜) =
8
√
2
15
+
G(µ˜)
1− 2µ˜∆˜ +O
(
∆˜2
)
(39)
G(µ˜) =
∫ ∞
0
η(x, µ˜)dx (40)
where
η(x, µ˜) =
1√
(x2 + 1)2 − 1 + (x2 + 1) ·
2x2√
(x2 + 1)2 − 1 + x22 − 2 + 1µ˜
·(
1 +
x2
2
√
(x2 + 1)2 − 1
) (41)
If µ˜ also approaches 0 in this case, then we have
G(µ˜)
√
6pi
4
√
µ˜+O(µ˜) (42)
In the limit µ˜  1 while ∆˜ remains finite, which called
wide resonance limit, we have
F (µ˜, ∆˜) =
8
√
2
15
+
√
6pi
4
∆˜
1− ∆˜
√
µ˜+O(µ˜) (43)
In the limit µ˜ → (1 − ∆˜)/2 − 0+ such that g(2µ) → 0+
6which called super soft limit, we have
F (µ¯, ∆¯) =
pi
√
∆˜
4
1√
z
+
1− (21− 8√6)∆˜
8(1− ∆˜)
√
∆˜
pi
√
z+O
(
z3/2
)
(44)
where z = 1−∆¯2 − µ¯
We investigate this Gaussian fluctuation contribution
to energy per particle.
E
N
=
1
n
[
Ω0
V
+
1
4pi2
(2m)
3
2 µ
5
2F (µ˜, ∆˜)
]
+ µ (45)
n = n0 − (2µ)
3
2
4pi2
[
µ˜F ′(µ˜, ∆˜) +
5
2
F (µ˜, ∆˜)
]
(46)
We find the Gaussian fluctuation correction increases the
energy as density increases, however it will not change the
mean-field result qualitatively. The numerical results are
shown in Fig.(6).
Then we evaluate the density distribution in harmonic
trap by Eq.(46) and substituting µ by µ − V (r). The
distribution compared with mean-field result with fixed
particle number is shown in Fig.4(c). One can see that
the density at trap center is further increased when in-
cluding the Gaussian fluctuation.
V. CONCLUSION
We studied the ground state properties of weakly in-
teracting bose gas close to a Feshbach resonance. With
the help of a path integral approach, we established a low
density expansion for the equation of state of this system.
We have shown that for very narrow Feshbach resonance,
the energy dependence in scattering length leads to a
vanishingly small inverse compressibility. When the bose
gas is trapped in a harmonic potential, this effect leads to
a super soft core in the trap center thus significantly in-
crease the density in this region. Such phenomena should
be able to be observed in current cold atom experiments.
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FIG. 5. F (µ˜, ∆˜)−F (0, 0) in three different limits. (a):F (µ˜, ∆˜)−F (0, 0) as a function of µ˜ with ∆˜ = 1/20. (b):F (µ˜, ∆˜)−F (0, 0)
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FIG. 6. Energy per particle in mean-field approximation(blue dashed line) and with Gaussian fluctuation correction(red line).
Parameter in pictures are resonance width ∆˜ = |α|
2
grνr
= {1/100, 1/20, 1/5} from from top to bottom, and background scattering
length a2bg ∗ νr = {1/64, 1/16, 1/4} from left to right.
8SUPPLEMENTAL MATERIAL
In this supplemental material, we provide the details on how to obtain transformation matrix U appeared in Eq
(24) in the main text. Considering symmetry, the transformation matrix U can be written as η2 u2 v2 ξ2η1 u1 v1 ξ1ξ1 v1 u1 η1
ξ2 v2 u2 η2
 (47)
where for convenience, we set matrix element as real numbers. The constraint that the quasiparticles after transfor-
mation are still Bosons requires η2 u2 v2 ξ2η1 u1 v1 ξ1ξ1 v1 u1 η1
ξ2 v2 u2 η2

T
·
−1 −1 1
1
 ·
 η2 u2 v2 ξ2η1 u1 v1 ξ1ξ1 v1 u1 η1
ξ2 v2 u2 η2
 =
−1 −1 1
1
 (48)
and that the inverse Green’s function is diagonalized requires η2 u2 v2 ξ2η1 u1 v1 ξ1ξ1 v1 u1 η1
ξ2 v2 u2 η2

T
·
b αα a gg a α
α b
 ·
 η2 u2 v2 ξ2η1 u1 v1 ξ1ξ1 v1 u1 η1
ξ2 v2 u2 η2
 =
ω
+
ω−
ω−
ω+
 (49)
where
a → k
2
2m
+ 2gφ20 − µ
b → k
2
m
+ νb − 2µ
g → gφ20 +
√
2αβ0
α →
√
2αφ0
(50)
Eq.(48) gives four equations
u21 + u
2
2 − v21 − v22 = 1
η21 + η
2
2 − ξ21 − ξ22 = 1
−u1η1 − u2η2 + v1ξ1 + v2ξ2 = 0
−v1η1 − v2η2 + u1ξ1 + u2ξ2 = 0
(51)
Eq.(49) gives six equations
2η1ξ1 a + 2η2ξ2 b +
(
η21 + ξ
2
1
)
g + 2 (η2ξ1 + η1ξ2)α = 0
2u1v1 a + 2u2v2 b +
(
u21 + v
2
1
)
g + 2 (u2v1 + u1v2)α = 0
(η1u1 + ξ1v1) a + (η2u2 + ξ2v2) b + (ξ1u1 + η1v1) g + (η1u2 + η2u1 + ξ1v2 + ξ2v1)α = 0
(ξ1u1 + η1v1) a + (ξ2u2 + η2v2) b + (η1u1 + ξ1v1) g + (ξ1u2 + ξ2u1 + η1v2 + η2v1)α = 0(
η21 + ξ
2
1
)
a +
(
η22 + ξ
2
2
)
b + 2η1ξ1g + (2η1η2 + 2ξ1ξ2)α = ω
+(
u21 + v
2
1
)
a +
(
u22 + v
2
2
)
b + 2u1v1g + (2u1u2 + 2v1v2)α = ω
−
(52)
Using Eq.(51) and first four equations in Eq.(52), we can obtain u1, v1, η1, ξ1, u2, v2, η2, ξ2, and substituting them into
last two equations in Eq.(52) we can obtain ω+, ω−. First we take substitutions as follows,
u1 = (x1 + w1)/2 v1 = (x1 − w1)/2
η1 = (y1 + z1)/2 ξ1 = (y1 − z1)/2
u2 = (x2 + w2)/2 v2 = (x2 − w2)/2
η2 = (y2 + z2)/2 ξ2 = (y2 − z2)/2
(53)
9Then the equations can be simplified into
x1w1 + x2w2 = 1
y1z1 + y2z2 = 1
w1y1 + w2y2 = 0
x1z1 + x2z2 = 0
(a + g)x
2
1 − (a − g)w21 + bx22 − bw22 + 2α(x1x2 − w1w2) = 0
(a + g)y
2
1 − (a − g)z21 + by22 − bz22 + 2α(y1y2 − z1z2) = 0
(a − g)w1z1 + bw2z2 + α (w2z1 + w1z2) = 0
(a + g)x1y1 + bx2y2 + α (x2y1 + x1y2) = 0
(54)
taking x2 = sx1, w2 = tw1 and y1 = sy2, z1 = tz2, we obtain
x1 =
(
1
1 + s1t1
√
a − g + bt21 + 2αt1
a + g + bs21 + 2αs1
)1/2
w1 =
(
1
1 + s1t1
√
a + g + bs21 + 2αs1
a − g + bt21 + 2αt1
)1/2
x2 =
(
s
1 + s1t1
√
a − g + bt21 + 2αt1
a + g + bs21 + 2αs1
)1/2
w2 =
(
t
1 + s1t1
√
a + g + bs21 + 2αs1
a − g + bt21 + 2αt1
)1/2
(55)
y2 =
(
1
1 + s2t2
√
(− g) t22 + b + 2αt2
(+ g) s22 + b + 2αs2
)1/2
z2 =
(
1
1 + s2t2
√
(+ g) s22 + b + 2αs2
(− g) t22 + b + 2αt2
)1/2
y1 =
(
s2
1 + s2t2
√
(− g) t22 + b + 2αt2
(+ g) s22 + b + 2αs2
)1/2
z1 =
(
t2
1 + s2t2
√
(+ g) s22 + b + 2αs2
(− g) t22 + b + 2αt2
)1/2
(56)
There are two sets solutions of s1, t1 and s2, t2 respectly, however, considering that in the limits α→ 0 u2, v2, ξ2, η1, ξ1
should tends to 0 and thus s1, t1, s2, t2 should also tends to 0, we can determine the right solutions as follows
s1 →
g2 − 2a + 2b −
√
(g2 − 2a + 2b)2 − 4α2(g − a − b)(g + a + b)
2α(a + b − g) ,
t1 →
g2 − 2a + 2b −
√
(g2 − 2a + 2b)2 − 4α2(g − a − b)(g + a + b)
2α(g + a + b)
(57)
s2 →
−g2 + 2a − 2b +
√
(g2 − 2a + 2b)2 − 4α2(g − a − b)(g + a + b)
2α(g + a + b)
,
t2 →
−g2 + 2a − 2b +
√
(g2 − 2a + 2b)2 − 4α2(g − a − b)(g + a + b)
2α(a + b − g)
(58)
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Substituting the solutions of x,w, y, z(55)(56) into Eq.(53) we can finally obtain the transformation matrix.
The quantum depletion on k momentum states is thus given by
〈G|aˆ†kaˆk|G〉 = 〈G|
(
ξ21 βˆ−kβˆ
†
−k + v
2
1αˆ−kαˆ
†
−k
)
|G〉
= ξ21 + v
2
1
(59)
〈G|bˆ†kbˆk|G〉 = 〈G|
(
ξ22 βˆ−kβˆ
†
−k + v
2
2αˆ−kαˆ
†
−k
)
|G〉
= ξ22 + v
2
2
(60)
where |G〉 is the ground state of quasiparticle at zero temperature.
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