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Abstract. Grounding is the task of reducing a given first-order theory
T and finite domain to an equivalent propositional theory. It is used as
preprocessing step in many logic-based reasoning systems. In this paper,
we present a method to improve grounding for FO(ID), the extension of
first-order logic with inductive definitions. The method consists of com-
puting bounds for subformulas of T , indicating for which part of the given
domain, the truth value of their subformula is the same in every model
of T . Bounds can be used to efficiently produce compact groundings. We
present both theoretical results and experiments to support this claim.
1 Introduction
Grounding, or propositionalization, is the task of reducing a first-order theory
and a finite domain to an equivalent propositional theory, called a grounding.
Grounding is used as a preprocessing phase in many logic based systems such as
finite model generators for (extensions of) classical logic [2, 6, 12, 14, 19, 22] and in
Answer Set Programming [8, 15, 18], planning [9], and relational data mining [10]
systems. In this paper1, we focus on finite model generation for first-order logic
(FO) and FO(ID), an extension of FO with inductive definitions.
A basic (naive) grounding method is by instantiating variables by domain
elements. Grounding in this way is polynomial in the size of the domain but
exponential in the quantifier rank of formulas in the input theory, and may
easily produce propositional theories of unwieldy size. Several methods have
been developed to efficiently produce smaller groundings. There are two main
categories of such methods. In the first, the input theory T is rewritten such that
the quantifier rank of formulas in T decreases (see, e.g., [16, 17]). The methods
of the second category are applicable when the truth value of some of the atoms
occurring in the basic grounding of T are given. By replacing these atoms by their
truth value and then simplifying the result, a smaller grounding is obtained. In
this paper, we present a method of the second category. To explain the intuition
underlying our method, consider the following model generation problem.
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Example 1. Let T1 be the FO theory over the vocabulary {Edge, Sub}, consisting
of the two sentences
∀u∀v (Sub(u, v) ⊃ Edge(u, v)) (1)
∀x∀y∀z (Sub(x, y) ∧ Sub(x, z) ⊃ y = z). (2)
T1 expresses that Sub is a subgraph of Edge with at most one outgoing edge
in each vertex. Computing such a subgraph of a given graph G = 〈V,E〉 can
be cast as the model generation problem with input theory T1, domain V , and
fixed truth value true, respectively false, for every atom Edge(v1, v2) such that
(v1, v2) ∈ E, respectively (v1, v2) ∈ V 2\E. The basic grounding algorithm would
produce |V |2 instantiations of (1) and |V |3 of (2). Replacing the atoms with a
fixed truth value, i.e., atoms of the form Edge(v1, v2) and v1 = v2, eliminates
|E| instantiations of (1) and |V | instantiations of (2).
A typical way to reduce the grounding size even further is by adding redun-
dant information to the input theory. E.g.,
∀x∀y∀z (Edge(x, y) ∧ Sub(x, y) ∧ Edge(x, z) ∧ Sub(x, z) ⊃ y = z) (3)
is equivalent to (2) given (1), but its grounding (after simplification!) is po-
tentially a lot smaller. For example, if G itself has at most one outgoing edge
per vertex, then the grounding of (3) would reduce to the empty theory. This
illustrates how adding redundant information may sometimes dramatically re-
duce the grounding size. However, manually adding redundancy to formulas has
its disadvantages: it leads to more complex and hence, less readable theories.
Worse, it might introduce errors and it requires a good understanding of the
used grounder, since what information is beneficial to add and where, depends
on the grounder. Also, a human developer could easily miss useful information.
The above motivates a study of automated methods for deriving redundant
information and of principled ways of adding it to formulas. In [23], we presented
such methods for first-order logic. Now, we extend these methods to FO(ID) and
give details about the implementation of a grounder using redundant informa-
tion. Experiments at the end of the paper show the impact of using redundant
information on several benchmark problems.
2 Preliminaries
2.1 FO and FO(ID)
We assume that the reader is familiar with classical first-order logic (FO). We
introduce the notations and conventions used in this paper. Next, we present
FO(ID), an extension of FO with inductive definitions. To facilitate the presen-
tation, we only consider function-free FO and FO(ID) in this paper.
A vocabulary Σ consists of variables, constants and predicate symbols. Vari-
ables and constants are denoted by lowercase letters, predicate symbols by up-
percase letters. Sets and tuples of variables are denoted by x, y, . . .. For a formula
ϕ, we often write ϕ[x], to indicate that x are its free variables.
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A Σ-structure I consists of a domain D and an assignment of a relation
P I ⊆ Dn to every n-ary predicate symbol P ∈ Σ and a domain element cI to
every constant c ∈ Σ. A structure is finite if its domain is finite. The restriction
of a Σ-structure I to a vocabulary σ ⊆ Σ is denoted by I|σ.
In the rest of this paper, we assume all structures are over the same finite
domain D. Also, we assume that every vocabulary contains a constant d for every
domain element d ∈ D and that dI = d in every structure I. These constants
are called domain constants. Abusing notation, we make no distinction between
domain constants and corresponding domain elements in the rest of the paper.
If d is a domain constant and x a variable, then ϕ[x/d] denotes the result of
replacing every free occurrence of x in ϕ by d. This notation is extended to
tuples of variables and domain constants of the same length. To facilitate the
presentation, we assume the domain constants are the only constants that occur
in a vocabulary.
The satisfaction relation |= is defined as usual (see, e.g., [7]).
The logic FO(ID) [3, 4] is an extension of FO with a construct to repre-
sent some of the most common types of inductive definitions: monotone, non-
monotone (e.g., induction over a well-founded order), and iterated inductive
definitions. Such definitions have many applications in real-life computational
problems, e.g., in planning problems or problems about dynamic systems.
In FO(ID) a definition ∆ is a finite set of rules of the form ∀x (P (x)← ϕ[y]),
where P is a predicate symbol, ϕ an FO formula, and y ⊆ x. P (x) is called the
head of the rule and ϕ the body. We denote by Def(∆) the set of predicates that
occur in the head of a rule of a definition ∆. These predicates are called the
defined predicates of ∆. All other symbols are called the open symbols of ∆. The
set of open symbols is denoted by Open(∆).
A structure I satisfies a definition ∆, denoted I |= ∆, if I|Def(∆) is the well-
founded model [20] of ∆, computed in terms of I|Open(∆). As argued in, e.g., [4],
the well-founded semantics is used because it correctly formalizes the semantics
of the above mentioned types of inductive definitions.
Example 2. Definition ∆1 defines TC to be the transitive closure of relation R.
∆1 =
{
TC(x, y)← R(x, y),
TC(x, y)← ∃z (TC(x, z) ∧ TC(z, y))
}
In general, the well-founded model is a three-valued structure. A definition
∆ is total if for every Open(∆)-structure I, the well-founded model of ∆ in
terms of I is two-valued. In [4], it was argued that total definitions correspond
to well-formed definitions. If a definition is not total, this normally indicates an
error. Hence all definitions that occur in practice are total. Although it is in
general undecidable whether a definition is total, there are several broad and
easily recognizable classes of total definitions. For example, all monotone and
stratified definitions are total.
An FO(ID) theory T is a finite set of FO sentences and definitions. A struc-
ture I satisfies T if it satisfies all definitions and sentences in T . Observe that an
FO(ID) theory has the appearance of an FO theory augmented with a collection
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of logic programs. As shown in [5], this entails that FO(ID)’s definitions can not
only be used to represent mathematical concepts, but also for the sort of common
sense knowledge that is often represented by logic programs, such as (local forms
of) the closed world assumption, inheritance, exceptions, defaults, causality, etc.
A formula ϕ is a subformula of an FO(ID) theory T if it is a subformula of a
sentence in T or a subformula of a rule body in a definition of T . In particular,
heads of rules in definitions of T are not considered to be subformulas of T .
2.2 Model Expansion and Grounding
A grounding of an FO theory T is an “equivalent” propositional theory Tg. The
notion of equivalence depends on the application one has in mind. In this paper,
we consider the application of finite model generation, in a context where an
interpretation for some symbols is given. This setting is called model expansion.
Model expansion for a logic L, denoted MX(L) is defined as follows.
Definition 1. Let T be an L-theory over a vocabulary Σ and σ a subvocabulary
of Σ. The model expansion search problem MXσT is the problem of computing
for a given σ-structure Iσ with finite domain D, a Σ-structure M with domain
D such that M |= T and M |σ = Iσ.
The vocabulary σ is called the input vocabulary of the problem, Σ \σ the expan-
sion vocabulary. Iσ is called the input structure. We denote the set of solutions
of MXσT with input Iσ by MX
σ
T (Iσ).
MX problems can be solved by creating an appropriate grounding Tg of T
using Iσ and subsequently calling a propositional model generator for input Tg.
To this end, a one-to-one correspondence between the models of Tg and the
models of T expanding Iσ is required, such as Iσ-equivalence:
Definition 2. Two theories T1 and T2 over Σ are Iσ-equivalent if MXσT1(Iσ) =
MXσT2(Iσ), where σ is the vocabulary of Iσ.
We now define grounding for MX(FO(ID)) formally. Let T be an FO(ID)
theory and D a domain. We say that T is in ground normal form (GNF) over
D if it contains no variables and no quantifiers. I.e., all its atomic formulas are
of the form P (d1, . . . , dn), where d1, . . . , dn ∈ D. A GNF theory T is essentially
propositional: to transform T to an equivalent propositional theory, it suffices to
introduce a propositional variable for each of the atoms P (d) and replace in T
all atoms by their corresponding variables.
Definition 3. A grounding for MXσT (Iσ) is a GNF theory Tg over Σ such that
T and Tg are Iσ-equivalent. The theory Tg is reduced if it does not contain
symbols of σ.
For the rest of this paper, let T be an FO(ID) theory overΣ, σ ⊆ Σ, and Iσ an
σ-structure with finite domain D. Also, we assume without loss of generality [11]
that none of the predicates in σ is defined by a definition in T . There exists a
straightforward grounding for MXσT (Iσ), called the full grounding :
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Definition 4. The full grounding Grfull(ϕ) of a sentence or rule ϕ with respect
to Iσ is defined by
Grfull(ϕ) =

ϕ if ϕ is a literal
Grfull(ψ1) ∧Grfull(ψ2) if ϕ := ψ1 ∧ ψ2
Grfull(ψ1) ∨Grfull(ψ2) if ϕ := ψ1 ∨ ψ2∧
d∈D Grfull(ψ[x/d]) if ϕ := ∀x ψ[x]∨
d∈D Grfull(ψ[x/d]) if ϕ := ∃x ψ[x]
{P (d)← Grfull(ψ[x/d]) | d ∈ Dn} if ϕ := ∀x (P (x)← ψ)
(4)
The full grounding of a definition ∆ is the union of the full groundings of all
rules in ∆. The full grounding of a theory T is the union of the full groundings
of all sentences and definitions of T .
We denote the full grounding for MXσT (Iσ) by Grfull(T ) if σ and Iσ are clear from
the context. It is straightforward to show that Grfull(T ) is indeed a grounding
for MXσT (Iσ).
An inductive definition like (4) can be evaluated in a top-down or bottom-up
way. Both approaches are used in current grounders. On the one hand, there
are grounders that go top-down through the syntax trees of the sentences in T .
When a subformula ϕ of the form ∀x ψ[x], respectively ∃x ψ[x] is reached, the
grounding of ψ[x/d] is constructed for every domain constant d, and then ϕ is
replaced by the conjunction, respectively disjunction, of all these groundings.
GidL [22] is an example of a top-down style grounder.
Other grounders go bottom-up through the syntax trees. For each subformula
ϕ[x] a table is computed consisting of tuples d and corresponding groundings of
ϕ[x/d]. These tables are computed first for atomic formulas and subsequently
for compound formulas. For example, let ϕ[x, y, z] be the formula ψ[x, y]∧χ[y, z]
and assume the tables for ψ and χ have been computed. Then the table for ϕ
is computed by taking the natural join of the tables for ψ and χ on the value
for y, and constructing the grounding for ϕ[x/dx, y/dy, z/dz] as the (possibly
simplified) conjunction of the groundings for ψ[x/dx, y/dy] and χ[y/dy, z/dz].
Examples of bottom-up style grounders are kodkod [19] and mxg [13].
To obtain a reduced grounding for MXσT (Iσ) one could first construct the
full grounding and then replace every subformula ϕ over σ in it by > if Iσ |= ϕ
and by ⊥ otherwise. The result can be simplified further by recursively replacing
⊥∧ψ by ⊥, >∧ψ by ψ, etc. The resulting grounding is the one computed by most
current grounding algorithms and is often a lot smaller than the full grounding.
We denote it by Grred(T, σ, Iσ), or by Grred(T ) if σ and Iσ are clear from the
context. Smart grounding algorithms try to avoid creating the full grounding by
substituting ground formulas over the input vocabulary σ as soon as possible.
We refer the reader to [6, 14, 15, 18, 19] for an in-depth coverage of techniques to
efficiently construct the reduced grounding Grred(T ).
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3 Grounding with Bounds
We now present our method to add redundant information to an FO(ID) theory
T in order to optimize grounding size and time. The redundant information
takes the form of a pair of bounds for each subformula of T . Each bound for a
subformula ϕ[x] is a formula over the input vocabulary σ. It describes a set of
tuples d for which ϕ[x/d] is certainly true (false) in every solution of MXσT (Iσ).
The larger the set described by a bound, the more precise the bound is.
First, we formally define bounds. Then, we indicate how bounds can be in-
serted in T to obtain a new theory T ′. The reduced grounding of T ′ is often
a lot smaller than the reduced grounding of T . The more precise the inserted
bounds are, the smaller the grounding of T ′ becomes. However, T and T ′ are
in general not equivalent, since inserting bounds results in a weaker theory. I.e.,
the models of T ′ form a superset of the models of T . Intuitively, the information
that the inserted formulas are bounds, is lost in T ′. To compensate for this lost
information, sentences of the form ∀x (ψ ⊃ ϕ) should be added to T ′. Such
sentences state that ψ is a bound for ϕ. Of course, adding these sentences again
increases the grounding size. Hence, at first sight, we cannot be sure that insert-
ing bounds yields smaller groundings of T . We solve this problem by defining a
class of bounds that certainly yield smaller groundings.
3.1 Bounds
We distinguish between two kinds of bounds.
Definition 5. A certainly true bound (ct-bound) over σ with respect to T for
a formula ϕ[x] is a formula ϕct[y] over σ such that y ⊆ x and T |= ∀x (ϕct[y] ⊃
ϕ[x]). Vice versa, a certainly false bound (cf-bound) over σ with respect to T
for ϕ[x] is a formula ϕcf [z] over σ such that z ⊆ x and T |= ∀x (ϕcf [z] ⊃ ¬ϕ[x]).
We do not mention σ and T if they are clear from the context.
Intuitively, a ct-bound ϕct for ϕ[x] provides for every structure Iσ a lower
bound for the set of tuples d for which ϕ[x/d] is true in every solution of
MXσT (Iσ). Vice versa, a cf-bound ϕcf provides a lower bound on the set of d
for which ϕ[x/d] is false. Observe that the negation of a ct-bound, respectively
cf-bound, gives an upper bound on the set of tuples for which ϕ is false, respec-
tively true, in at least one solution of MXσT (Iσ).
Example 3 (Example 1 ctd.). Let ϕ1 be the subformula Sub(x, y) ∧ Sub(x, z) of
T1. Then ¬Edge(x, y)∨¬Edge(x, z) is a cf-bound over σ1 with respect to T1 for
ϕ1. Indeed, one can derive from (1) that T1 entails
∀x∀y∀z ((¬Edge(x, y) ∨ ¬Edge(x, z)) ⊃ ¬ϕ1) .
Observe that > is a ct-bound for every sentence of T . Also, ⊥ is a ct-bound
as well as a cf-bound for every formula. We call ⊥ the trivial bound. Intuitively,
the trivial bound contains no information at all. According to the following
definition, it is the least precise bound.
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Definition 6. Let ψ[y] and χ[z] be two (ct- or cf-) bounds for ϕ[x]. We say that
ψ[y] is more precise than χ[z] if ∀x (χ[z] ⊃ ψ[y]) is valid.
If ψ is a more precise bound for ϕ[x] than χ, ψ provides a larger lower bound.
Definition 7. A c-map C for T over σ is a mapping from all subformulas ϕ of
T to tuples (Cct(ϕ), Ccf(ϕ)), where Cct(ϕ) and Ccf(ϕ) are respectively a ct- and
cf-bound for ϕ over σ with respect to T .
The notion of precision pointwise extends to c-maps.
Let M be a model of T and C a c-map for T over σ. From the definition of
ct- and cf-bounds, it follows immediately that for every subformula ϕ[x] of T ,
M satisfies both ∀x (Cct(ϕ) ⊃ ϕ) and ∀x (Ccf(ϕ) ⊃ ¬ϕ). The set of all these
sentences is denoted by C:
Definition 8. Let C be a c-map for T over σ. Then the theory C is defined by
C ={∀x (Cct(ϕ) ⊃ ϕ) | ϕ[x] is a subformula of T}
∪ {∀x (Ccf(ϕ) ⊃ ¬ϕ) | ϕ[x] is a subformula of T}.
A c-map C is Iσ-inconsistent if according to C and Iσ, some subformula ϕ[x] of
T is both certainly true and false for some tuple, i.e., Iσ |= ∃x (Cct(ϕ)∧Ccf(ϕ)).
If there exists an Iσ-inconsistent c-map for T over σ, then MXσT (Iσ) has no
solutions.
3.2 C-Transformation
For the rest of this section, fix a c-map C for T over σ. We now show how to
insert the bounds of C into the sentences of T . The insertion consists of replacing
every subformula ϕ of T by the new formula (ϕ ∧ ¬Ccf(ϕ)) ∨ Cct(ϕ). I.e., the
new formula is true if ϕ is certainly true according to C, or if ϕ is true and
not certainly false according to C. Observe that if Cct(ϕ) = Ccf(ϕ) = ⊥, then
(ϕ ∧ ¬Ccf(ϕ)) ∨ Cct(ϕ) is logically equivalent to ϕ. As such, adding the trivial
bounds to a formula ϕ does not change the sentence at all.
Definition 9 (c-transformation). A c-transformation of a subformula ϕ of
T with respect to C, denoted C〈ϕ〉, is the formula (ϕ′ ∧ ¬Ccf(ϕ)) ∨ Cct(ϕ) where
ϕ′ is defined by
ϕ′ :=

ϕ if ϕ is an atom
¬C〈ψ〉 if ϕ is equal to ¬ψ
C〈ψ〉 ∧ C〈χ〉 if ϕ is equal to ψ ∧ χ
C〈ψ〉 ∨ C〈χ〉 if ϕ is equal to ψ ∨ χ
∃x C〈ψ〉 if ϕ is equal to ∃x ψ
∀x C〈ψ〉 if ϕ is equal to ∀x ψ
For a definition ∆, C〈∆〉 is the definition ⋃∀x (P (x)←ϕ)∈∆ ∀x (P (x) ← C〈ϕ〉).
A c-transformation C〈T 〉 of T with respect to C consists of a c-transformation
with respect to C of every sentence and definition of T .
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One can prove that C〈T 〉 is weaker than T , i.e., the models of T are a subset of
the models of C〈T 〉. In general, T and C〈T 〉 are not equivalent. E.g., if C assigns
> as ct-bound to every sentence of an FO theory T , then C〈T 〉 is equivalent
to >, which is weaker than T . Intuitively, inserting bounds results in a loss
of information, namely the information that the inserted formulas are indeed
bounds. If T is an FO theory, this information is captured by the theory C of
Definition 8: it can be shown that T and C〈T 〉 ∪ C are equivalent. However,
this property does not hold for definitions: in general C〈∆〉 ∪ C is not equivalent
to ∆ ∪ C for a definition ∆. Sufficient conditions on C to nevertheless ensure
equivalence are given in the following proposition. Here we say that a formula
occurs positively (negatively) in a definition ∆ if it occurs in the scope of an
even (odd) number of negations in a body of a rule in ∆.
Proposition 1. Let C be a c-map and ∆ a definition. Then C〈∆〉 ∪ C is equiva-
lent to ∆∪C if for every subformula ϕ of ∆ that contains a predicate P ∈ Def(∆),
the following hold:
1. If ∆ is not total, then Cct(ϕ) = Ccf(ϕ) = ⊥.
2. If ϕ occurs positively in ∆ and P occurs positively in ϕ, then Cct(ϕ) = ⊥.
3. If ϕ occurs negatively in ∆ and P occurs negatively in ϕ, then Ccf(ϕ) = ⊥.
A c-map for T that satisfies the conditions of Proposition 1 for every defini-
tion ∆ of T is called T -tolerant. Now we can formulate our main theorem.
Theorem 1. If C is T -tolerant, then T and C〈T 〉 ∪ C are equivalent.
Corollary 1. If C is T -tolerant, then MXσT (Iσ) = MXσC〈T 〉∪C(Iσ) for any σ-
structure Iσ.
3.3 Atom-Based and Atom-Equal C-Maps
Corollary 1 states that we can solve MXσT for input Iσ by first computing a c-
map C for T over σ and then solving MXσC〈T 〉∪C(Iσ). This approach is beneficial
if Grred(C〈T 〉 ∪ C) is smaller than Grred(T ), and can be constructed at least as
fast. In general, these conditions are not satisfied. The more precise c-map C
is, the smaller the reduced grounding C〈T 〉 becomes, but the larger the reduced
grounding of C is. A c-map that is useful to reduce grounding size should therefore
not be too precise, in order to avoid a blow-up of Grred(C), but still be precise
enough to decrease the size of Grred(C〈T 〉).
A sufficient condition to obtain small groundings is to use an atom-based,
atom-equal c-map C. We say that C is atom-based if CA |= C, where
CA ={∀x (Cct(ϕ) ⊃ ϕ) | ϕ[x] is an atomic subformula of T}
∪ {∀x (Ccf(ϕ) ⊃ ¬ϕ) | ϕ[x] is an atomic subformula of T}.
Intuitively, C is atom-based if only information about bounds of atomic subfor-
mulas is lost in C〈T 〉. A c-map C is atom-equal if it assigns essentially the same
bounds to all atomic subformulas over the same predicate:
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Definition 10. A c-map C for T over σ is atom-equal if for all atomic subfor-
mulas ϕ[x] and ψ[y] of T and all tuples zx and zy of variables such that ϕ[x/zx] =
ψ[y/zy], it holds that both Cct(ϕ)[x/zx] ≡ Cct(ψ)[y/zy] and Ccf(ϕ)[x/zx] ≡
Ccf(ψ)[y/zy] are valid.
The following proposition states the desired property of atom-based, atom-
equal c-maps:
Proposition 2. Let C be an atom-based, atom-equal c-map. If MXσT (Iσ) has a
solution, then Grred(C〈T 〉 ∪ CA) is smaller than Grred(T ).
From this proposition, we derive the following grounding algorithm to create
a small grounding for MXσT (Iσ).
1. Compute a T -tolerant, atom-based, atom-equal c-map C for T over σ.
2. If C is Iσ-inconsistent, output ⊥ and stop.
3. Else, output Grred(C〈T 〉 ∪ CA, σ, Iσ), using an off-the-shelf grounding algo-
rithm.
It follows from Theorem 1 and the definition of atom-based that the result of
this algorithm is indeed a grounding for MXσT (Iσ). Observe that the first step of
this algorithm is independent of Iσ. If one has to solve MXσT for multiple inputs
Iσ, then it suffices to compute C only once.
3.4 Computing Bounds
An algorithm to compute an atom-based, atom-equal c-map for an FO theory
was presented in [23]. We now extend this algorithm to FO(ID). The completion
of a definition ∆ is the FO theory that contains for every P ∈ Def(∆) the
sentence ∀x (P (x) ≡ ((x = y1∧ϕ1)∨. . .∨(x = yn∧ϕn))), where ∀y1 P (y1)← ϕ1,
. . . , ∀yn P (yn) ← ϕn are all rules in ∆ with P in the head. Clearly, every
subformula of ∆ occurs in the completion of ∆. If T is an FO(ID) theory then
we denote by Comp(T ) the FO theory obtained by replacing in T all definitions
by their completion. The theory Comp(T ) is weaker than T [4].
Our method to compute a c-map T works in three stages. First construct
Comp(T ). Then compute a c-map C for Comp(T ) using the algorithm of [23].
Finally, assign to every subformula of T the bounds assigned by C to the cor-
responding subformula in Comp(T ). Denote the resulting c-map by C′. Because
Comp(T ) is weaker than T , C′ is indeed a c-map for T . To transform it to a
T -tolerant c-map, it suffices to replace some of the bounds assigned by C′ by ⊥,
as indicated by Proposition 1.
In general, directly using a c-map computed by the algorithm of [23] results
in adding the same redundant information several times to a formula. E.g., the
c-map C computed for theory T1 of Example 1 assigns
Cct(Sub(x, y)) = ¬Edge(x, y)
Ccf(Sub(x, z)) = ¬Edge(x, z)
Ccf(Sub(x, y) ∧ Sub(x, z)) = ¬(Edge(x, y) ∧ Edge(x, z)).
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For this c-map, the c-transformation of Sub(x, y) ∧ Sub(x, z) is given by
((Sub(x, y)∧Edge(x, y))∧ (Sub(x, z)∧Edge(x, z)))∧ (Edge(x, y)∧Edge(x, z)).
This formula contains repeated constraints Edge(x, y) and Edge(x, z) on the
variables x, y, and z. These could easily be eliminated, but it depends on the
used grounding algorithm which ones are best deleted. In the next section, we
indicate which bounds are deleted by the grounder GidL.
4 Implementation and Experiments
In this section, we present a grounding algorithm based on the above theoretical
results. In particular, we show how bounds can be incorporated in a simple “top-
down style” grounder (see Section 2.2) without explicitly constructing C〈T 〉. We
report on our implementation, called GidL, of the grounding algorithm and on
experiments comparing naive grounding to grounding with bounds.
4.1 Grounding with Bounds
For the rest of this section, let C be an Iσ-consistent, T -tolerant, atom-based
c-map for T over σ. We call a formula of the form ϕ ∨ ψ or ∃x ϕ a disjunctive
formula. Vice versa, a conjunctive formula is of the form ϕ ∧ ψ or ∀x ϕ.
Grounding Algorithm 1 shows a grounding algorithm that uses bounds, but
does not construct C〈T 〉 explicitly. Basically, it consults the bounds assigned by C
whenever it substitutes the free variables of a formula ϕ[x] by domain constants
d. If according to the bounds, ϕ[x/d] is certainly true, i.e., Iσ |= Cct(ϕ)[x/d], then
the grounding of ϕ[x/d] is not computed. Instead, the algorithm then proceeds
as if ϕ[x/d] is equal to >. Similarly if ϕ[x/d] is certainly false.
In line 1 of Algorithm 1, it is checked whether one of the sentences of T is
certainly false. If this is the case, then clearly MXσT is unsatisfiable, and this can
be reported immediately. Before a sentence is grounded, it is checked in line 4
whether this sentence is certainly true according to C. Only sentences that are
not certainly true are grounded. Observe that both checks are simple syntactic
checks and can be executed in constant time.
Function groundConj gets as input a formula ϕ[x] and returns a grounding for
∀x ϕ[x]. In particular, if ϕ is a sentence, then the result of applying groundConj
to ϕ is a grounding for ϕ. In groundConj, universal quantifiers are implicitly
pushed inside conjunctions. I.e., if ϕ[x] is a conjunction ψ1 ∧ . . . ∧ ψn, then for
every i ∈ [1, n], the grounding of ∀x ψi is computed by applying groundConj to
ψi. The conjunction of these groundings is returned as grounding for ∀x ϕ.
Function groundConj only consults the c-map when variables are substituted
by domain constants or when the input formula is an atom. As such, groundConj
ignores (“eliminates”) the bounds assigned to conjunctive formulas. As we men-
tioned at the end of Section 3.4, this is important to avoid repeated constraints
on a variable.
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Algorithm 1: Ground with Bounds
Input: T , σ, Iσ and C
Output: A grounding Tg for MX
σ
T (Iσ)
if Ccf(ϕ) = > for some sentence ϕ of T then return ⊥;1
Tg := ∅;2
// Ground all sentences of T
for every sentence ϕ of T do3
if Cct(ϕ) 6= > then Add groundConj(ϕ) to Tg;4
// Ground all definitions of T
for every definition ∆ of T do5
Add groundDef(∆) to Tg;6
// Add the grounding of CA
for every atomic subformula ϕ[x] of T do7
for every d such that Iσ |= Cct(ϕ)[x/d] do8
Add ϕ[x/d] to Tg;9
for every d such that Iσ |= Ccf(ϕ)[x/d] do10
Add ¬ϕ[x/d] to Tg;11
return Tg;12
Function groundConj(ϕ[x])
C := ∅;1
switch ϕ[x] do2
case ϕ is a literal3
for all d such that Iσ 6|= Cct(ϕ)[x/d] do4
if Iσ |= Ccf(ϕ)[x/d] then return ⊥;5
else Add ϕ[x/d] to C;6
case ϕ = ∀y ψ[x, y]7
return groundConj(ψ[x, y]);8
case ϕ =
V
i ψi9
return
V
i groundConj(ψi);10
case ϕ is a disjunctive formula11
for all d such that Iσ 6|= Cct(ϕ)[x/d] do12
if Iσ |= Ccf(ϕ)[x/d] then return ⊥;13
else Add groundDisj(ϕ[x/d]) to C;14
return
V
C;15
11
Function groundDisj(ϕ[x])
D := ∅;1
switch ϕ[x] do2
case ϕ is a literal3
for all d such that Iσ 6|= Ccf(ϕ)[x/d] do4
if Iσ |= Cct(ϕ)[x/d] then return >;5
else Add ϕ[x/d] to D;6
case ϕ = ∃y ψ[x, y]7
return groundDisj(ψ[x, y]);8
case ϕ =
W
i ψi9
return
W
i groundDisj(ψi);10
case ϕ is a conjunctive formula11
for all d such that Iσ 6|= Ccf(ϕ)[x/d] do12
if Iσ |= Cct(ϕ)[x/d] then return >;13
else Add groundConj(ϕ[x/d]) to D;14
return
W
D;15
Function groundDef(∆)
∆g := ∅;1
for every rule ∀x P (x)← ϕ[y] in ∆ do2
z := x \ y;3
for every d such that Iσ 6|= Ccf(ϕ[y/d]) do4
if Iσ |= Cct(ϕ[y/d]) then ϕg := >;5
else ϕg := groundConj(ϕ[y/d]);6
Add P (x)[y/d, z/d
′
]← ϕg to ∆g for every d′;7
return ∆g;8
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In groundConj(ϕ[x]), only those substitutions ϕ[x/d] are grounded for which
Iσ 6|= Cct(ϕ)[x/d] (see, e.g., line 12). Indeed, the other substitutions yield a
formula that is certainly true in all solutions of MXσT (Iσ), and can therefore
be omitted from the ground conjunction C that is computed. Before ϕ[x/d] is
grounded, it is checked whether this substitution yields a formula that is certainly
false (see, e.g., line 13). If this is the case, the whole conjunction C will certainly
be false, and therefore ⊥ is returned immediately. Observe that implicitly the
formula (ϕ∧¬Ccf(ϕ))∨Cct(ϕ) is grounded. Hence the correctness of groundConj
follows from Theorem 1.
Function groundDisj is dual to groundConj. On input ϕ[x], it returns a
grounding for ∃x ϕ. It implicitly pushes existential quantifiers through dis-
junctions and eliminates the bounds assigned to disjunctive formulas. Function
groundDef returns a grounding for its input definition ∆. It grounds the rules
of ∆ one-by-one. For each rule ∀x P (x)← ϕ[y], only those substitutions ϕ[y/d]
that are possibly true, are tried (line 4). If ϕ[y/d] is certainly true, it is replaced
by > (line 5).
Clearly, the complexity of Algorithm 1 critically depends on the complexity
of computing the truth value in Iσ of (some of the) bounds assigned by C. If the
bounds become too complex, the time and space needed to evaluate them in Iσ
may exceed the time and space needed for constructing the full grounding and
simplifying it afterwards. In GidL, the complexity of bounds is estimated and
too complex bounds are discarded.
4.2 Experiments
Algorithm 1 is implemented in the grounder GidL. Besides FO(ID) (with func-
tions), GidL supports multi-sorted FO(ID), partial functions, arithmetic and
aggregates [24]. Experiments comparing GidL with other grounders were pre-
sented in [22].
In this section, we present results showing the impact of grounding with
bounds. As input for GidL, we used 37 benchmark problems, mainly taken
from [1]. The used encodings and details about the experiments are available
at www.cs.kuleuven.be/~dtai/krr/software.html. We used three different
versions of GidL:
GidLnb: Assigns 〈ϕ,¬ϕ〉 as bound to every atomic subformula ϕ over the input
vocabulary, and 〈⊥,⊥〉 to every other subformula. As such, it creates the
reduced grounding of the input theory.
GidLmn and GidLr: Compute a c-map as described in Section 3.4 and delete
bounds that are too complex. In GidLmn, the complexity of a formula is
dictated by its length. GidLr estimates the reward vs. cost of using a bound
and removes bounds with high cost and small reward.
In Table 1, the influence of bounds on the grounding size and time is shown.
The second and third column show the ratio of the grounding size obtained with
GidLmn and GidLr compared to Grred(T ). When interpreting Table 1, it is
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important to note that small reductions in grounding size are not important.
The reason being that all reductions that can be obtained by the using bounds
are also obtained by applying unit propagation on the grounding. Since there
exist very efficient implementations of unit propagation, it is not beneficial to let
the refinement algorithm find small reductions at a relatively high cost. We see
that both GidLmn and GidLr reduce the grounding size with more than 50%
in around 30% of the benchmarks. In 7, respectively 6, benchmarks there is a
spectacular reduction of more than 95%.
More important than reductions in size are reductions in grounding time.
Columns 4-6 show the running times of the different versions of GidL, and (be-
tween brackets) the ratio of the running time to the running time of GidLnb. The
time to compute the c-map is included (it never took more than 0.02 seconds).
A time-out (###) of 600 seconds was used.
From Table 1, we can see that GidLmn performs quite well. On half of the
benchmarks, it is more than 44% faster than GidLnb. There are some outliers
however. On benchmarks 6 it is far slower than GidLnb, while not producing
a significantly smaller grounding. On benchmark 11, it is more than six times
slower than GidLr. This indicates the use of a complex bound with relatively
small reward. Compared to GidLmn, GidLr is faster and more robust, indicating
that using estimators for the reward and cost of bounds pays off in most cases. In
only two of the benchmarks, the estimators make a wrong guess. In benchmark
1, a bound with high cost and no reward is allowed, in benchmark 7, a bound
with low cost and high reward is not allowed by GidLr. It is part of future work
to implement less naive estimators.
On many benchmarks, the reduction in grounding time with respect to
GidLnb is due to the reduction in grounding size. Yet there are also several
benchmarks where time decreases a lot, while there is almost no reduction in
size. The reason is that a c-map spreads redundant information over the whole
theory, which allows for earlier pruning by a top-down style grounder, and hence
faster grounding.
We conclude that grounding with bounds is applicable in practice. It often
leads to smaller grounding sizes on standard benchmark problems, and if the
bounds are carefully restricted, it yields a significant speed up. For an expla-
nation why these smaller groundings do not degrade the performance of sub-
sequently applied propositional model generators (SAT solvers), we refer the
reader to [21], Appendix B.
5 Conclusions
In this paper, we presented an automated method to add redundant information
to FO(ID) theories. This redundant information is useful to efficiently create
smaller groundings. The method can be used as a preprocessor for any grounder
or can be integrated in a grounding algorithm. We presented such an integration
for a top-down style grounding algorithm. Experiments show that adding the
redundant information leads to smaller grounding sizes and times.
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Table 1. Impact of bounds on grounding
Size Time
Nr Benchmark name GidLmn GidLr GidLnb GidLmn GidLr
1 15-puzzle 1.00 1.00 6.13 2.07 (0.34) 5.73 (0.93)
2 Battleship 0.89 1.00 0.19 0.16 (0.84) 0.17 (0.89)
3 Blocked N-queens 0.02 0.02 9.66 2.22 (0.23) 2.67 (0.28)
4 Blocks world 0.33 0.33 22.33 5.80 (0.26) 5.80 (0.26)
5 Bounded spanning tree 0.12 0.12 8.52 3.01 (0.35) 1.16 (0.14)
6 Clique 1.00 1.00 3.13 51.77 (16.54) 3.73 (1.19)
7 Hierarchical clustering 0.03 0.72 0.32 0.05 (0.16) 0.31 (0.97)
8 Graph colouring 1.00 1.00 2.57 2.69 (1.05) 2.72 (1.06)
9 Debugging 0.86 1.00 0.30 0.48 (1.60) 0.47 (1.57)
10 Fastfood 1.00 1.00 ### 17.59 (0.03) 16.52 (0.03)
11 FO-hamcircuit 0.94 0.99 ### 37.86 (0.06) 6.06 (0.01)
12 Golomb ruler 0.54 1.00 14.05 4.13 (0.29) 3.40 (0.24)
13 Graph partitioning 0.94 1.00 0.03 0.03 (1.00) 0.02 (0.67)
14 Algebraic groups 0.99 1.00 9.68 11.20 (1.16) 9.60 (0.99)
15 Hamiltonian circuit 0.01 0.01 70.75 2.56 (0.04) 1.81 (0.03)
16 Tower of Hanoi 1.00 1.00 2.32 1.96 (0.84) 1.83 (0.79)
17 Knight tour 0.00 0.00 12.22 0.06 (0.00) 0.10 (0.01)
18 Labyrinth 0.99 0.99 8.80 8.83 (1.00) 8.73 (0.99)
19 Magic series 1.00 1.00 1.83 1.79 (0.98) 1.81 (0.99)
20 Maze generation 0.90 0.90 2.77 0.51 (0.18) 0.17 (0.06)
21 Mirror puzzle 1.00 1.00 0.12 0.12 (1.00) 0.10 (0.83)
22 Missionaries 0.03 0.03 17.4 2.29 (0.13) 2.68 (0.15)
23 N-queens 1.00 1.00 4.62 4.62 (1.00) 4.64 (1.00)
24 Pigeon hole 1.00 1.00 4.92 4.90 (1.00) 4.90 (1.00)
25 Disjunctive scheduling 0.83 0.83 151.15 172.50 (1.14) 171.54 (1.13)
26 Slitherlink 0.04 0.04 0.25 0.02 (0.08) 0.02 (0.08)
27 Social golfer 1.00 1.00 5.47 5.37 (0.98) 5.41 (0.99)
28 Sokoban 0.59 0.59 2.78 1.57 (0.56) 1.54 (0.55)
29 Solitaire 1.00 0.73 0.43 0.46 (1.07) 0.49 (1.14)
30 Spanning tree 0.06 0.06 6.86 0.59 (0.09) 0.57 (0.08)
31 Sudoku 0.75 0.75 ### 1.07 (0.00) 1.06 (0.00)
32 Tarski 1.00 1.00 4.42 3.67 (0.83) 3.64 (0.82)
33 Tough nut 0.00 0.00 4.23 0.53 (0.13) 0.53 (0.13)
34 Train scheduling 0.25 0.25 4.06 0.65 (0.16) 0.47 (0.12)
35 Water bucket 0.36 0.36 3.16 1.76 (0.56) 2.04 (0.65)
36 Bounded dominating set 1.00 1.00 1.45 0.03 (0.02) 0.03 (0.02)
37 Wire routing 0.92 0.99 0.06 0.08 (1.33) 0.08 (1.33)
Total 2186.98 355.00 (0.16) 272.55 (0.12)
Average gain 34 % 30 % 0 % 40 %
Median gain 17 % 1 % 44 % 40 %
# < 1.00 24 20 25 29
# < 0.50 12 11 18 16
# < 0.05 7 6 5 6
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In the future, we plan to extend our method to other extensions of FO. Also,
it would be interesting to see the impact of integrating bounds in bottom-up
style grounders such as mxg [13] or kodkod [19].
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