How information visualization systems change users’ understandings of complex data by Allendoerfer, Kenneth Robert
  
How Information Visualization Systems 
Change Users’ Understandings of Complex Data 
 
A Thesis 
Submitted to the Faculty 
of 
Drexel University 
by 
Kenneth Robert Allendoerfer 
in partial fulfillment of the 
requirements for the degree 
of 
Doctor of Philosophy 
December 2009 
  
 
 
 
 
 
© Copyright 2009 
Kenneth Robert Allendoerfer. All Rights Reserved. 
  
ii 
 
Dedications 
To Kate 
  
iii 
Acknowledgements 
I am indebted to a group of smart and generous people, without whom this 
thesis would not have been possible.  It was only through a multiyear 
collaboration with them that I managed to complete this complex, challenging, 
and occasionally crazy process. 
My thesis adviser, Chaomei Chen, Ph.D., was as helpful and supportive as I 
could have wished an adviser to be.  The members of my dissertation committee, 
Michael Atwood, Ph.D., Katherine McCain, Ph.D., Dario Salvucci, Ph.D., and 
Susan Wiedenbeck, Ph.D., gave me many useful comments, suggestions, and 
gentle criticisms that shaped this project over its long life.  In addition, the staff 
of the iSchool at Drexel University, especially Marie Fazio and Brenna Pellegrini, 
helped me clear countless administrative and paperwork hurdles.  I could not 
have completed this project without the support and of D. Michael McAnulty, 
Ph.D., and Earl Stein, Ph.D., my mentors and supervisors at the Federal Aviation 
Administration, and my parents Robert and Lona Allendoerfer. 
Finally, this thesis is built, in large part, out of the patience, support, and love 
of my wife, Katherine Muhl Allendoerfer, and my daughters, Elizabeth and 
Harper.  Thank you. 
  
iv 
Table of Contents 
List of Tables ............................................................................................................................................... iv 
List of Figures............................................................................................................................................... v 
Abstract........................................................................................................................................................ vi 
CHAPTER 1: INFORMATION VISUALIZATION AND USEFULNESS TESTING ...........................1 
1.1. Usability and usefulness .........................................................................................................2 
1.2. User-centered evaluation ........................................................................................................8 
CHAPTER 2: KNOWLEDGE DOMAIN VISUALIZATION (KDV)....................................................19 
2.1. Static KDVs .............................................................................................................................21 
2.2. Interactive KDVs ....................................................................................................................23 
2.3. CiteSpace .................................................................................................................................29 
2.4. Potential advantages of CiteSpace.......................................................................................30 
2.4.1. Make connections explicit .............................................................................................30 
2.4.2. Larger size and broader scope ......................................................................................31 
2.4.3. Depict the overall structure of the domain .................................................................32 
2.4.4. Potentially less biased....................................................................................................33 
2.4.5. Provide interactivity.......................................................................................................33 
2.4.6. Encourage exploration and interaction .......................................................................34 
2.5. Disadvantages of interactive KDVs.....................................................................................34 
2.5.1. Content and aboutness ..................................................................................................34 
2.5.2. Artifacts............................................................................................................................35 
2.5.3. Coherence ........................................................................................................................36 
2.6. Research questions.................................................................................................................37 
CHAPTER 3: METHOD ............................................................................................................................38 
3.1. Card sorting ............................................................................................................................39 
3.2. Experimental conditions .......................................................................................................43 
3.2.1. Predictions when comparing experimental conditions to experts ..........................44 
3.2.2. Predictions comparing experimental conditions to CiteSpace.................................50 
3.3. Selecting the domain .............................................................................................................54 
3.4. Selecting the review article ...................................................................................................56 
3.5. Building the visualization.....................................................................................................58 
3.5.1. Seed papers......................................................................................................................60 
3.5.2. Parameter settings ..........................................................................................................62 
3.5.3. A (brief) description of the visualization itself ...........................................................65 
3.5.4. Comparing the visualization to the review article.....................................................69 
3.6. Participants .............................................................................................................................72 
3.6.1. Experimental condition participants ...........................................................................72 
3.6.2. Domain experts...............................................................................................................75 
  
v 
3.7. Procedure ................................................................................................................................75 
3.7.1. Informed consent............................................................................................................76 
3.7.2. Review article..................................................................................................................76 
3.7.3. CiteSpace tutorial ...........................................................................................................76 
3.7.4. Exploratory Exercise ......................................................................................................79 
3.7.5. Importance card sorting tasks.......................................................................................81 
3.7.6. Relatedness card sorting task........................................................................................83 
3.7.7. Debriefing........................................................................................................................84 
3.8. Analysis methods...................................................................................................................84 
3.8.1. Importance.......................................................................................................................85 
3.8.2. Relatedness......................................................................................................................91 
3.8.3. Experts ...........................................................................................................................100 
3.8.4. Comparison to CiteSpace ............................................................................................103 
3.9. Individual item analysis......................................................................................................104 
3.9.1. Explanations for individual item effects ...................................................................105 
3.9.2. Analysis process ...........................................................................................................110 
CHAPTER 4: RESULTS ...........................................................................................................................113 
4.1. Exploratory exercise ............................................................................................................113 
4.1.1. Importance.....................................................................................................................117 
4.1.2. Relatedness....................................................................................................................117 
4.1.3. Sources ...........................................................................................................................118 
4.1.4. Implications...................................................................................................................119 
4.2. Importance ............................................................................................................................121 
4.2.1. Analysis of domain expert data..................................................................................121 
4.2.2. Paper importance .........................................................................................................123 
4.2.3. Term importance ..........................................................................................................125 
4.2.4. Discussion......................................................................................................................127 
4.3. Relatedness ...........................................................................................................................134 
4.3.1. Analysis of domain expert data..................................................................................135 
4.3.2. MDS and cluster analysis ............................................................................................136 
4.3.3. Distance scores and ANOVA......................................................................................142 
4.3.4. Discussion......................................................................................................................144 
4.4. Comparisons to CiteSpace ..................................................................................................147 
4.4.1. Paper Importance .........................................................................................................148 
4.4.2. Term Importance ..........................................................................................................151 
4.4.3. Relatedness....................................................................................................................153 
4.4.4. Discussion......................................................................................................................156 
4.5. Individual item analysis......................................................................................................157 
  
vi 
4.5.1. Importance.....................................................................................................................157 
4.5.2. Relatedness....................................................................................................................167 
CHAPTER 5: DISCUSSION AND CONCLUSIONS ...........................................................................177 
5.1. Using the visualization affected users’ understanding of the domain .........................177 
5.2. Using the visualization did not lead to more expert-like importance judgments ......179 
5.2.1. Difficulty and guessing................................................................................................179 
5.2.2. Everything is important...............................................................................................181 
5.2.3. Visual prominence........................................................................................................181 
5.2.4. Calculation and presentation of importance ............................................................182 
5.2.5. Citation data as an indicator of importance..............................................................183 
5.3. Using the visualization did not lead to more expert-like relatedness judgments.......184 
5.3.1. Groups versus connections .........................................................................................184 
5.3.2. Multiple co-citation analysis .......................................................................................187 
5.3.3. More content information ...........................................................................................188 
5.4. Usability problems may have affected the results...........................................................190 
5.4.1. Viewing nodes and links in dense areas ...................................................................190 
5.4.2. Simple frustration.........................................................................................................191 
5.5. Using experts as benchmarks is problematic ...................................................................192 
5.5.1. Agreement among experts ..........................................................................................192 
5.5.2. Agreement between experts and the visualization..................................................194 
5.5.3. Agreement between experts and the field ................................................................195 
5.5.4. Agreement between the review articles and the visualization ..............................196 
5.6. Effects of conditions on individual items .........................................................................197 
5.7. Methodological limitations and improvements...............................................................198 
5.7.1. Long-term effects..........................................................................................................198 
5.7.2. Generalizability.............................................................................................................198 
5.7.3. Training..........................................................................................................................198 
5.7.4. Scalability.......................................................................................................................199 
5.8. Database limitations ............................................................................................................202 
5.9. Conclusions and contributions of this project..................................................................203 
5.9.1. Methodology .................................................................................................................203 
5.9.2. Usefulness of KDVs......................................................................................................205 
List of References......................................................................................................................................207 
Appendix A: Exploratory Exercise.........................................................................................................217 
Appendix B: Importance and Relatedness Cart  Sort Items ...............................................................226 
Appendix C: Importance and Relatedness Card Sorting Instructions..............................................234 
Appendix D: Observations of Usability Problems and Suggestions for Improvement..................238 
Vita .............................................................................................................................................................242 
  
vii 
List of Tables 
Figure 1. Norman's Seven Stages of Action Related to Usability and Usefulness...............................4 
Figure 2.  ISI Web of Knowledge Citation Map (Thomson-Reuters, 2009).........................................25 
Figure 3. Flowchart showing the construction of the KDV ..................................................................59 
Figure 4.  CiteSpace knowledge domain visualization of the history of artificial intelligence........64 
Figure 5.  Flowchart of analyses for importance card sorting data. ....................................................88 
Figure 6. Flow chart of MDS and cluster analyses for Relatedness card sorting data obtained from 
participants and experts ............................................................................................................................94 
Figure 7.  Flow chart of statistical analyses for Relatedness card sorting data obtained from 
participants and experts ............................................................................................................................95 
Figure 8. Doman expert multidimensional scaling map.....................................................................137 
Figure 9.  Baseline condition multidimensional scaling map.............................................................138 
Figure 10.  AO multidimensional scaling map.....................................................................................139 
Figure 11. VO condition multidimensional scaling map. ...................................................................140 
Figure 12. AV condition multidimensional scaling map. ...................................................................141 
Figure 13.  Differences in importance judgments for individual papers. .........................................159 
Figure 14.  Differences in importance judgments for individual terms. ...........................................160 
Figure 15.  Distance from experts of relatedness judgments for individual items..........................169 
Figure 16.  CiteSpace cluster view for the history of AI dataset. .......................................................186 
Figure 17.  WebSort example of the relatedness card sorting task. ...................................................201 
 
  
viii 
List of Figures 
Figure 1. Norman's Seven Stages of Action Related to Usability and Usefulness...............................4 
Figure 2.  ISI Web of Knowledge Citation Map (Thomson-Reuters, 2009).........................................25 
Figure 3. Flowchart showing the construction of the KDV ..................................................................59 
Figure 4.  CiteSpace knowledge domain visualization of the history of artificial intelligence........64 
Figure 5.  Flowchart of analyses for importance card sorting data. ....................................................88 
Figure 6. Flow chart of MDS and cluster analyses for Relatedness card sorting data obtained from 
participants and experts ............................................................................................................................94 
Figure 7.  Flow chart of statistical analyses for Relatedness card sorting data obtained from 
participants and experts ............................................................................................................................95 
Figure 8. Doman expert multidimensional scaling map.....................................................................137 
Figure 9.  Baseline condition multidimensional scaling map.............................................................138 
Figure 10.  AO multidimensional scaling map.....................................................................................139 
Figure 11. VO condition multidimensional scaling map. ...................................................................140 
Figure 12. AV condition multidimensional scaling map. ...................................................................141 
Figure 13.  Differences in importance judgments for individual papers. .........................................159 
Figure 14.  Differences in importance judgments for individual terms. ...........................................160 
Figure 15.  Distance from experts of relatedness judgments for individual items..........................169 
Figure 16.  CiteSpace cluster view for the history of AI dataset. .......................................................186 
Figure 17.  WebSort example of the relatedness card sorting task. ...................................................201 
 
  
ix 
Abstract 
How Information Visualization Systems Change 
Users’ Understandings of Complex Data 
Kenneth Robert Allendoerfer 
Chaomei Chen, Ph.D. 
 
User-centered evaluations of information systems often focus on the usability 
of the system rather its usefulness.  This study examined how a using an 
interactive knowledge-domain visualization (KDV) system affected users’ 
understanding of a domain.  Interactive KDVs allow users to create graphical 
representations of domains that depict important papers, authors, or terms.  
Interactive KDVs have several potential advantages over other presentation 
methods, such as making connections explicit, and the ability for users to see the 
overall structure of the domain. 
The project examined CiteSpace, an interactive KDV that uses article co-
citation analysis and text analysis to create visualizations of important papers 
and terms in a domain.  In this study, participants completed several tasks 
related to the field of artificial intelligence.  Depending on the experimental 
condition, participants read a review article about the domain, interacted with a 
CiteSpace visualization containing equivalent information, or both.  Participants 
who neither read the article nor used the KDV system served as a baseline.  The 
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participants completed three tasks in which they sorted papers and terms 
according to their importance and relatedness.  The hypotheses predicted that 
participants who used the KDV, especially in conjunction with the review article, 
would show a more expert-like understanding of the domain compared to the 
baseline and to participants who used only the article. 
The study measured the quality of participants’ understanding by 
comparing their card sorting responses to benchmark responses obtained from 
domain experts.  Participants who produced judgments of importance and 
relatedness that were similar to the benchmarks were considered as 
demonstrating a good understanding of the domain.  The card sorting results 
were analyzed using several statistical techniques, including multidimensional 
scaling and cluster analysis. 
The results showed that while participants’ understanding of the domain 
was influenced by using the KDV, this influence was not in the direction of the 
benchmarks.  The data suggest that a lack of agreement between the benchmarks 
and the depiction of the field presented in the KDV may have led to these 
findings.  The study discusses several possible reasons for these results and 
recommends possible changes to KDVs that may increase their usefulness. 
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CHAPTER 1: INFORMATION VISUALIZATION AND USEFULNESS 
TESTING 
Theorists and designers of information visualization systems have set 
ambitious goals regarding the benefits of such systems to users.  Ben 
Shneiderman, one the leading researchers in the field, writes that the essence of 
information visualization is to “accelerate human thinking with tools that 
amplify human intelligence” (Shneiderman, 2004a, p. vii).  In promoting a 
national research agenda for visual analytics, the IEEE writes that information 
visualization systems “accelerate rapid insight into complex data” and are “the 
equivalent of power tools for analytical reasoning” (IEEE Computer Society, 
2005, p. 70). 
Tools that help people understand complex data in this way and lead to 
rapid insight certainly would be useful and welcome.  However, studies that 
demonstrate the usefulness of information visualization systems—that is, studies 
that show improvements in users’ understanding of data as the result of using an 
information visualization system—are rare.  Of the few studies that do exist, 
many contain methodological or theoretical problems (Ellis & Dix, 2006), or focus 
on usability and user interface (UI) design issues rather than the usefulness of the 
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system and potential improvements to the users’ understanding 
(Allendoerfer et al., 2005). 
In this study, I developed a method for evaluating the usefulness of 
information visualization systems, and examined how one system changed 
users’ understandings of complex data.  I developed the method to evaluate 
knowledge domain visualizations (KDVs), but the method potentially could be 
applied to other systems that present information about the relationships among 
items and their importance or influence.  I compared the understanding of the 
data obtained using the visualization to the understanding obtained using a non-
visual presentation of the same data.  If an information visualization system is to 
be considered truly useful, it should help users understand the data better than 
other forms of presentation. 
1.1. Usability and usefulness 
The distinction between usability and usefulness is not always sharp 
(Landuer, 1995).  The distinction I draw here is similar to the distinction Bevan 
draws between usability and “quality in use” (Bevan 1999; Bevan 2001).  
Usability refers to the effort required to use a system or tool; usefulness refers to 
the extent to which the system or tool meets the users’ needs and provides 
benefits.  A usability study examines how easily a person can use a tool to 
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accomplish a task, a usefulness study examines the quality of the results 
produced by using the tool.  The best tools are both usable and useful—they help 
people do good things easily. 
Usability is defined differently by different authors and organizations.  For 
example, ISO 9241-11 defines usability as the “the extent to which a product can 
be used by specified users to achieve specified goals with effectiveness, efficiency 
and satisfaction in a specified context of use” (ISO, 1998, p. 2).  Nielsen (1993) 
describes usability as a combination of factors: learnability, efficiency, 
memorability, few serious errors, and satisfaction.  See Hornbæk (2006) and 
Abran, Khelifi, Suryn, and Sefah (2003) for a number of other definitions of 
usability. 
Usefulness can be thought of as the relative advantage that using a tool 
provides over other methods (Keil, Beranek, & Konsynski, 1995).  Nielsen (1993) 
calls usefulness “the issue of whether the system can be used to achieve some 
desired goal” (p. 24).  Perceived usefulness has been shown to be a motivating 
factor in the adoption of new technology (Keil et al., 1995; Davis & Wiedenbeck, 
2001; Davis, 1989). 
We can also understand the distinction between usability and usefulness 
considering Norman’s Seven Stages of Action (Norman, 2002).  In the initial 
stage, the person formulates a goal about what he or she wishes to achieve.  For 
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example, the user of a KDV might have a goal to determine how important 
a scientific article is.  In the three execution stages, the person develops intentions 
for action, develops a mental sequence of actions, and then physically executes 
the actions.  In the evaluation stages, the person perceives, interprets, and 
evaluates the state of the world relative to the goal.  Depending on the outcome 
of the evaluation, new intentions and action sequences can be generated and the 
process repeats (see Figure 1).  The problems people encounter when using 
technology can be characterized as problems of execution, problems of 
evaluation, or problems of goal formulation (Lam, 2008; Norman, 2002). 
Forming the 
Goal
Forming the 
intention to act
Specifying an 
action sequence
Executing the 
action sequence
Evaluating the 
outcome
Interpreting the 
perception
Perceiving the 
state of the world
THE WORLD
USEFULNESS
USABILITY
 
Figure 1. Norman's Seven Stages of Action Related to Usability and Usefulness 
Seen from this perspective, one component of usability is how successfully a 
user can specify action sequences.  For example, in the case of a KDV, the user 
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might formulate the action sequence “Click on the icon and drag it to a 
location where it can be seen.”  A second component of usability is how 
successfully a user can execute those sequences.  In the case of a KDV, the user 
might make the physical motions of clicking on the icon with the mouse and 
dragging it to a new location.  A third component of usability is how successfully 
a user can perceive the effects of his or her actions on the world.  In the case of a 
KDV, this might be that the user can see the icon in its new location and 
determine its size. 
Seen from this perspective, one component of usefulness how successfully a 
user can develop intentions for actions.  In the case of a KDV, the user might 
formulate an intention to use the size of an icon to determine the importance of 
an article.  I classify this step as relating to usefulness because forming such 
intentions requires that the user know what a tool does and what it is for.  A 
second component of usefulness is how successfully a user can interpret the 
effects of actions.  In a KDV, this might be the user’s interpretation that a large 
icon indicates high importance.  A third component of usefulness is what the 
evaluation determines about whether the goal has been achieved.  In the case of a 
KDV, this would be occur when the user now knows that the article is important 
to its field.  If the evaluation stage reveals that the goal has not been achieved, or 
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the person cannot determine whether they have achieved the goal or not, 
the system is not useful even when it is very usable. 
Applying these ideas to information visualization systems, a system would 
have high usability if the process of creating visualizations and interacting with 
them is efficient and satisfying to the users.  By applying well-known 
characteristics of highly usable systems and some taxonomies of visualization 
problems, I derived characteristics of highly usable information visualization 
systems: 
• Users are able to develop action sequences easily (Norman, 2002). 
• Users always understand where they “are” in the visualization 
(Gwizdka & Spence, 2007). 
• Users know what actions to take next with the visualization (Polson, 
Lewis, Rieman, & Wilson, 1992). 
• The number of steps or amount of time needed to complete an action, 
such as create a visualization, is small (Lam, 2008; Nielsen, 1993; 
Norman, 2002). 
• Users can manipulate a visualization (e.g., zoom, apply filters) 
without errors (Lam, 2008; Shneiderman, 1996). 
• Users can perceive the effects of their actions (Norman, 2002). 
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• Users can locate information in a visualization easily (Nielsen, 
1993; Shneiderman, 1996). 
• Users can learn to use the visualization system with minimal training 
or outside assistance (Lam, 2008; Nielsen, 1993). 
• Users enjoy interacting with the system and use it regularly (Nielsen, 
1993; Shneiderman, 2004b; Wattenberg, 2005). 
The usefulness of an information visualization system relates to the 
understanding of the data users achieve by interacting with it.  This 
understanding can be compared to the understanding achieved by using other 
systems or presentation methods.  By applying some of the theoretical goals for 
information visualization systems, especially those outlined by North (2006), and 
considering them in relation to usefulness, I derived some characteristics of 
highly useful information visualization systems: 
• Users are able to formulate goals related to using the system (Norman, 
2002). 
• Users are able to formulate intentions for actions using the system 
(Norman, 2002). 
• Users can interpret data presented in a visualization correctly (Chen, 
2005; Lam, 2008). 
  
8 
• Users achieve an accurate and relevant understanding of the 
visualized data (North, 2006). 
• Users achieve a complex understanding of the data (North, 2006). 
• Users achieve a deep, nuanced, or sophisticated understanding of the 
data (North, 2006). 
• Users achieve an innovative or unexpected understanding of the data 
(North, 2006). 
• Users achieve a better understanding using the information 
visualization system than when using some other tool or technique 
(Hornbæk, 2006; Hornbæk & Frøkjær, 2003). 
• Users can determine when their goals have been achieved (Norman, 
2002). 
1.2. User-centered evaluation 
Many methods have been developed to evaluate the usability and usefulness 
of interactive systems.  User-centered evaluation methods fall into two categories 
known as inspection methods (see Hollingsed & Novick [2007] for a brief history 
of inspection methods) and user studies.  Inspection methods involve trained 
evaluators who examine systems, prototypes, or design documents to identify 
usability problems.  Inspection methods typically focus on usability and UI 
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issues and collect mainly qualitative data.  A inspection method technique 
is to produce a list of issues containing narrative descriptions of the problem, the 
circumstances under which it occurred, the inspectors’ estimates about the 
severity and frequency of the problem, and a possible solution. 
In user studies, people representing the user population complete realistic 
tasks or subtasks using the system while researchers record and analyze what 
happens.  User studies often examine both usability and usefulness and often 
employ both quantitative and qualitative techniques.  A common quantitative 
technique used in user studies is to record the mouse and keyboard actions users 
take during a session.  The recordings allow researchers to examine which 
functions the users selected, how often, and in what order.  If the recordings 
show many unnecessary or erroneous actions, the UI may need to be redesigned 
or training may need to be improved.  A common qualitative technique used in 
user studies is to interview users after they complete the tasks.  Interviews allow 
researchers and designers to learn why users took particular actions, what their 
intentions and motivations were, and to characterize how satisfied the users felt.  
A list of metrics commonly found in user studies is shown in Table 1, many of 
which have been adapted from Nielsen’s essential 1993 book Usability 
Engineering (Nielsen, 1993) and Kasper Hornbæk’s extremely useful 2006 meta-
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analysis of current practices in usability testing (Hornbæk, 2006).  The 
metrics I used in this study are color coded in the table. 
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Table 1. Common User Study Metrics 
Usability Metrics Usefulness Metrics 
Speed – How long did it take users to 
complete the task? (Nielsen, 1993) 
Success Rate – Were users able to achieve the 
desired outcome? (Nielsen, 2001) 
Accuracy/Errors – How many mistakes did 
users make while completing the task?  How 
serious were the mistakes? (Hornbæk, 2006) 
Productivity – How many desired outcomes 
were users able to achieve when using the 
system? (Landauer, 1995) 
Number of Steps – How many actions did 
users have to take to complete the task?  Did 
users have to repeat any actions? (Theofanos, 
Stanton, & Bevan, 2006) 
Completeness – To what extent were 
potential tasks completed?  How many of all 
potential tasks were completed? (Cribben & 
Chen, 2001) 
Ease of Learning/Intuitiveness – How 
quickly were users able to understand how to 
use the system?  How often did users ask for 
help? (Hornbæk, 2006; Nielsen, 1993) 
Outcome Quality – Were the outcomes users 
achieved by using the system better than 
those achieved without it? (Hornbæk, 2006; 
Hornbæk & Frøkjær, 2003) 
Confusion/Lostness – Did users know what 
actions to take?  Did users understand where 
they were in the system? (Gwizdka & Spence, 
2007; Theng, 1999) 
Learning/Increased Knowledge – What did 
users learn by using the system?  Was the 
knowledge they gained correct and thorough? 
(Hornbæk, 2006; North, 2006) 
Enjoyment/Motivation/Satisfaction – Did 
users feel positively toward the system while 
using it?  Did they feel frustrated or 
disappointed by the system? (ISO, 1998; 
Nielsen, 1993) 
Relevance – Did the system provide search 
results that matched what the users were 
looking for? (Mizzaro, 1997) 
 
Innovation/Novelty – Were the outcomes 
achieved by using the system new, 
interesting, creative, or surprising? (North, 
2006) 
Shaded cells indicate the metrics 
used in this study. 
Adoption – Were the users satisfied with the 
outcomes produced by the system?  Would 
users elect to use the system if given a choice? 
(Davis, 1989; Davis & Wiedenbeck, 2001; ISO, 
1998; Keil et al., 1995) 
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The need for user-centered evaluations of information visualization 
systems is well established.  Scholtz (2006) writes “One of the most important 
measures of visual analytic environments is the utility of the environment from 
the user perspective.  […] The focus here is on the improvement of the process 
and an increased quality of product” (p. 148).  Similarly, in a paper identifying 
the top unsolved problems in information visualization, Chen (2005) writes 
“…users can interact with many possible cognitive paths in the network 
visualization […]  and interpret what they see.  Usability studies need to address 
whether users can recognize the intended patterns” (p. 12).  The need seems to be 
greatest for evaluations of usefulness of information visualization systems.  
North (2006) writes “The purpose of visualization is insight.  The purpose of 
visualization evaluation is to determine to what degree visualizations achieve 
this purpose” (p. 6). 
Some researchers favor inspection methods over user studies when 
evaluating visualization systems (Acevedo, Jackson, Drury, & Laidlaw, 2008; 
Tory & Möller, 2005).  They point to the difficulty of controlling laboratory 
studies, the limits user studies place on which tasks that can be examined, and 
the efficiency and cost effectiveness of inspections.  The two most prominent 
inspection methods, known as cognitive walkthrough (Wharton, Rieman, Lewis, 
& Polson, 1994) and heuristic evaluation (Nielsen, 1992) have been used in 
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several studies to examine information visualization systems (Zuk, 
Schlesier, Neumann, Hancock, & Carpendale, 2006; Rester & Pohl, 2006).  
Allendoerfer et al. (2005) and Synnestvedt and Chen (2005) applied the cognitive 
walkthrough and heuristic evaluation techniques respectively to CiteSpace, the 
KDV system used in this study, and those studies identified a number of 
usability problems with the system. 
Though inspection methods are appropriate when trying to identify UI 
problems, such as confusing layouts or time-consuming action sequences, 
inspection methods often are not appropriate when trying to measure usefulness.  
An evaluation of usefulness requires people to use the tool to produce an 
outcome or a product.  In the case of information visualization systems, this 
product is understanding or insight.  Inspectors might be able to speculate about 
what understanding users would achieve, but the better approach is to have 
people attempt to understand the data and determine how well they can.   User 
studies are needed in which people use information visualization systems for 
their intended purpose, and where the users’ understanding of the data is 
measured.  Their understanding also can be compared to the understanding 
achieved using other visualizations or non-visual methods. 
Despite the need, user studies of information visualization systems are 
uncommon, and user studies demonstrating usefulness are rare (Ellis & Dix, 
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2006; Plaisant, 2004; Chen & Yu, 2000).  Of 65 information visualization 
papers examined by Ellis and Dix (2006), only 12 discussed conducting user 
evaluations of any kind, and only two demonstrated a benefit of the visualization 
to users.  Julien, Leide and Bouthillier (2008) conducted a meta-analysis of 31 
user studies of information visualization systems designed to support 
information retrieval.  They found that the systems provided little or no benefit 
compared to text-based presentations of the same information, and that there 
was wide variability between the studies in the amount of benefit demonstrated.  
They speculated that this finding could have resulted from a mismatch between 
traditional measures of information retrieval quality and the benefits provided 
by information visualization.  Alternately, they speculated that the participants 
in the studies they examined had limited experience with the visual retrieval 
systems which may have reduced the observable benefits of the visual retrieval 
systems. 
In our cognitive walkthrough study of CiteSpace (Allendoerfer et al., 2005), 
we made some initial steps toward measuring the usefulness of an interactive 
KDV system.  After completing the cognitive walkthrough, we asked the 
inspectors to write a summary paragraph about what they learned during the 
session.  We then asked a domain expert if the inspectors’ summary of the data 
was accurate, and he agreed that it was.  However, our small examination of 
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usefulness was not conducted systematically or in much detail.  For 
example, we did not ask the domain expert to develop an equivalent summary 
paragraph about the domain and then compare the two.  We did not compare the 
inspectors’ understanding of the domain after using the visualization to the 
understanding they might have achieved from a different presentation method.  
Even though their summary paragraph seemed to be accurate, did using the 
visualization really allow the participants to achieve something useful or 
important? 
Plaisant (2004) describes several reasons why the usefulness of information 
visualization systems is hard to measure.  First, the benefits of a visualization 
may be apparent only after having used it for a long time.  Longitudinal studies 
are difficult to conduct and extremely difficult to control, especially if the system 
used in real world situations.  How can a participant be prevented from using 
other sources of data that influence their understanding apart from the 
visualization?  If a participant shows an improved understanding of the data 
over time, was the visualization responsible or was some external uncontrolled 
factor? 
Second, information visualization tasks are exploratory by nature.  
Traditional user studies ask users to complete a set of selected tasks, such as to 
complete a purchase, locate a document, or run a report.  Such tasks have one or 
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a small set of known preferred outcomes.  It is clear when such tasks have 
been completed successfully.  However, it is difficult to know when an 
exploration task is complete, and it is difficult to determine whether users 
explored better in one instance than another.  It is also difficult to say what user 
actions would indicate efficient or effective exploring.  Does slow-but-steady 
exploration warrant higher scores or does quick-and-dirty exploration?  Finally, 
it is difficult to measure the outcome of an exploration.  These factors preclude 
application of many traditional usability and usefulness metrics. 
Third, if one of the goals of information visualization is to improve the odds 
of discovery, how can a study be designed to test such a benefit?  True 
discoveries are so rare that if zero discoveries occur during a study, would it be 
fair to say that the system was unsuccessful?  Would researchers even recognize 
a discovery if the users in the study happened to make one? 
In 2006 and 2008, workshops known as BELIV (BEyond time and errors: 
novel evaLuation methods for Information Visualization) were convened to try 
to address these issues.  At the first BELIV conference, Henry and Fekete (2006) 
introduced a method for measuring the effects of organization and presentation 
methods in tables where the colors of cells carried different meanings.  They 
asked participants to use the visualization to complete several tasks at three 
levels of cognitive complexity.  At the low complexity level, the participants 
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found the values of individual cells.  At the medium complexity level, the 
participants identified groups of cells that contained similar values.  At the high 
complexity level, the participants identified trends and patterns among the 
groups.  Participants drew sketches on the visualization where they perceived 
groups to be, named each group, and circled outliers.  The researchers then 
combined the participants’ sketches and labels to determine how different 
presentation methods affected the groups and patterns that users found. 
Henry and Fekete (2006)’s approach seems to address many of the issues 
facing user studies of information visualization systems.  The participants were 
simply asked to identify patterns that they could discern from the data.  Though 
increased exposure to the visualizations could be expected to increase the 
number and complexity of the patterns, effects on the participants’ sketches were 
apparent after only a short session.  What Henry and Fekete’s approach lacks is a 
systematic way to evaluate the quality of the sketches.  Did the patterns the users 
the users sketched reflect genuine trends in the data?  Put another way, was what 
the users learned from the visualization actually true?  Furthermore, were 
patterns they identified better in some way than the patterns that they might 
have identified using some other tool or a non-visual method? 
A second set of studies has tried to characterize the insights users obtain 
using visualizations (Saraiya, North, & Duca, 2005; North, 2006).  The researchers 
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counted the number of verbal observations about the data made by users 
while they interacted with several visualization systems containing gene 
expression data.  Domain experts rated the correctness and value of the users’ 
observations.  By combining these and other factors, the researchers measured 
how well each system supported the creation of insights. 
The limitations of their approach are mostly practical.  The approach 
requires evaluating the value and correctness of potentially hundreds of 
observations generated by users.  An automated or algorithmic way to score the 
correctness of the users’ insights would be advantageous.  Moreover, their 
approach requires significant, ongoing involvement by domain experts.  
Depending on the data being visualized, it may be impossible to dedicate 
resources to such a labor-intensive process.  Is there a simpler way to measure 
users’ understanding of the data and compare it the understanding held by 
domain experts? 
In this project, I developed a user-centered evaluation method for examining 
information visualization systems.  The method addresses the usefulness of these 
systems by measuring the understanding of the data users achieve by interacting 
with the system.  The method evaluates the quality of users’ understanding 
comparing it to domain experts.  The method also allows comparisons across 
systems and techniques. 
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CHAPTER 2: KNOWLEDGE DOMAIN VISUALIZATION (KDV) 
A knowledge domain visualization (KDV) is a type of information 
visualization that shows the structure of an academic or scientific discipline.  
Typical KDVs highlight influential authors, terms, or papers1 and the 
relationships among them (Börner, Chen, & Boyack, 2003).  KDVs have two 
primary purposes: analysis and communication.  KDVs are a means for 
researchers analyze the history or current state of a domain.  Researchers can use 
KDVs to examine the evolution of the domain across time (White & McCain, 
1998), or to identify significant events in the domain, such as paradigm shifts and 
intellectual turning points (Chen, 2004).  By examining when items appear in the 
visualization and how connections or groups develop, researchers can identify 
hot and cold topic areas, and perhaps discover connections that had not been 
recognized before (Chen, 2004). 
KDVs also are a means of communication.  In a typical usage scenario, 
researchers use a KDV system to create and then analyze a visualization of the 
domain.  Once the analysis is complete, the researchers use the system to present 
their findings by making the visualization available, such as on a website.  
                                                 
1 Throughout this thesis, I use the term “paper” to mean books, journal articles, conference 
proceedings, and other academic or scientific publications.  When I use the term “article,” I am 
referring to the Buchanan (2005) review article that forms a major part of the study methodology. 
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Researchers may discover interesting things while creating and analyzing 
the visualization, and then may simplify or optimize the visualization to make 
the discoveries clear to others. 
Traditionally, researchers have published KDVs as static figures in journal 
papers or at conferences.  The authors typically provide detailed interpretations 
and analyses of the KDV and use it to illustrate their conclusions.  For example, 
White & McCain (1998) developed KDVs for the field of information science that 
show how the field changed in each of several time periods.  Their paper 
provides their visualizations as static maps showing prominent authors in the 
field and the boundaries between subspecialties.  Their paper contains a detailed 
description of how the visualizations were created and the authors discuss how 
they believe the visualizations should be interpreted and understood. 
KDVs are also sometimes created to mark major milestones in the history of 
a domain or the career of a researcher.  For example, Henry, Goodell, Elmqvist, 
and Fekete (2007) created KDVs depicting 20 years of major human-computer 
interaction (HCI) conferences, and published the KDVs as part of a special issue 
honoring the birthday of Ben Shneiderman. 
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2.1. Static KDVs 
Traditional KDVs were created offline using a combination of computer-
based and manual techniques (White & Griffith, 1981; White & McCain, 1998).  In 
general, the process of creating a KDV involves first identifying a set of journals, 
papers, or authors, and choosing time periods to study.  Authors of KDVs used 
databases like ISI Web of Knowledge (hereafter, WoK) (Thomson Reuters, 2009) 
and Dialog (ProQuest, 2009) to obtain citation and co-citation data for the chosen 
items.  The central assumption of this approach is that citations are an indicator 
of importance or influence.  Papers that are cited many times in the literature are 
considered more important and influential than ones that are cited only a few 
times.  By counting the number of citations each item received during the chosen 
time periods, researchers can assess the importance of each item and examine 
whether its importance is growing or shrinking.  KDVs commonly represent 
importance using symbol size (e.g., important items are depicted with large 
symbols) or color (e.g., important items are depicted with rich, bright colors).  In 
particular, size seems to have an intuitive connection to importance—the 
frequently cited items in a field are perceived as big (Synnestvedt & Chen, 2005).  
KDVs normally incorporate a citation threshold (e.g., the 50 most cited authors) 
that determines which items appear in the visualization. 
  
22 
The other central assumption of KDVs is that co-occurrences are 
indicators of relatedness.  The most common type of co-occurrence used in 
KDVs is co-citation.  A co-citation occurs when two papers are cited by the same 
third paper.  Co-citation data can be analyzed at the level of individual papers or 
can be abstracted to examine authors, journals, institutions, or other information.  
Items that are frequently co-cited are considered more related than items that are 
rarely co-cited.  The second type of co-occurrence used in KDV are co-
occurrences between papers and keywords or terms.  If a paper and a term are 
discussed together in many other papers, the paper and term are considered to 
be related to one another.  This type of co-occurrence is not strictly speaking a co-
citation but the concept is almost the same. 
Co-citation and other co-occurrence data can be analyzed using multi-
dimensional scaling, network analysis, and cluster analysis (White & McCain, 
1997; White & McCain, 1998; Börner, Chen, & Boyack, 2003).  These techniques 
create maps, network diagrams, or other visualizations that show relationships 
between items.  KDVs commonly represent relatedness using proximity (e.g., 
related items are depicted closer together), connectors (e.g., related items are 
depicted with lines between them), or groupings (e.g., related items are 
contained within a cluster boundary). 
  
23 
Static KDV maps are often published in library and information 
science journals, or in the journals or conference proceedings of the field being 
visualized (e.g., Chen et al., 2005; Pilkington & Meredith, 2009).  The maps are 
typically labeled and interpreted by the visualization authors, often in 
collaboration with domain experts who explain or validate the groupings and 
clusters. 
Within the library and information science literature, there are some 
objections to using co-citation and co-occurrence techniques, especially to 
measure importance or impact.  For example, not every citation or co-citation of 
may be a reliable indicator of its importance or relatedness (Garfield, 1979; Smith, 
1981).  For example, the citation count for a paper that has many self-citations, 
negative citations (“now here’s an example of a really bad paper”), or citations 
from minor sources, may not reflect the true importance of the item.  
Nevertheless, citations and co-citations are believed by many bibliometricians to 
be useful ways to measure importance and relatedness (Garfield, 1979; Garfield, 
2005) and these techniques form the basis of many KDVs. 
2.2. Interactive KDVs 
Until recently, the creation of KDVs of large, complex domains was best left 
to information scientists.  First, information scientists know how to locate 
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appropriate journals, authors, or papers to use as inputs to the 
visualization process.  Second, they are familiar with the bibliographic databases 
that underlie most KDVs, and they understand the database limitations.  For 
example, a novice user of WoK might not know that some domains, like HCI, 
consider conferences to be their primary publication venue rather than journal 
papers (Grudin, 2005).  Because WoK indexes mainly periodicals, using WoK to 
construct a visualization of HCI might result in a visualization that is difficult to 
interpret, misleading, or contains big gaps.  Finally, information scientists may be 
more experienced in the interpreting KDVs because they may have been exposed 
to bibliometrics and related topics as part of their academic training. 
Over the last decade, however, KDV tools have been developed that allow 
users to generate visualizations in real or near-real time with considerably less 
effort than earlier methods (Lin, White, & Buzydlowski, 2003; Chen, 2006).  Even 
some commercial databases now provide KDV tools as part of their service.  For 
example, WoK provides a simple tool called Citation Map (Figure 2) that shows 
the inbound and outbound citations for a selected article.  In a few years, novice 
database users may be able to produce complex KDVs online and in real time.
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Figure 2.  ISI Web of Knowledge Citation Map (Thomson-Reuters, 2009). 
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A key difference between traditional KDVs and current KDV tools is 
that current tools can be used to create interactive visualizations.  Whereas the 
original KDVs were static maps designed for publication, KDV tools can produce 
interactive maps that can be manipulated by users who were not involved in 
creating the map, selecting the articles, or choosing the parameter settings.  
Screenshots of interactive KDVs still can be printed and published, but they 
really are intended to be presented electronically, such as on a website.  Whereas 
authors of static KDVs were creating visualizations for readers, authors of 
interactive KDVs are creating visualizations for users.  Users may manipulate or 
adjust the visualization in ways that the authors never intended.  One user’s 
experience of the visualization may be very different from another’s depending 
on the manipulations each user makes. 
Interactive KDVs present developers and users with new capabilities, but 
also with new risks.  First, when creating a static KDV, authors must avoid 
including too much information.  Static visualizations cannot be changed by 
readers, and those that contain too much information will be hard to interpret.  
Authors may create several separate views of the data (e.g., an overview and a 
zoomed-in view showing a specific region) and publish these as separate figures 
in the document.  Interactive KDVs, however, allow users to zoom in on 
interesting regions of the map, filter out unwanted material, and adjust UI 
  
27 
attributes like font sizes and colors.  The visualization authors can include 
more information in interactive KDVs than static KDVs because users can turn 
off or deemphasize things they do not currently care about.  This is an 
advantage, but it is also a risk.  Rather than carefully selecting only the best 
information, an author of an interactive KDV may adopt an approach of simply 
leaving everything in and letting the users figure it out. 
Second, when creating static KDVs, authors must be aware of what they are 
trying to say about the visualized domain.  It is the responsibility of the authors 
to ensure that the static maps convey what they intend.  When building 
interactive KDVs, however, it is hard to control the message of the visualization 
and, in the end, conveying a single message may not be the goal.  The users of 
the visualization will be able to change, manipulate, and filter the visualization 
however they wish.  The authors have much less control over what the users will 
see and do.  The responsibility for creating a visualization that is interpretable 
and meaningful is now shared between the KDV tool programmers, the KDV 
authors, and the users. 
Third, when creating a static KDV, authors try to anticipate what questions 
readers will ask about the data and configure the visualization so that those 
questions can be answered.  However, because the visualization is static, the 
authors must be selective and only subset of possible questions can be answered 
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in a single visualization or a set of visualizations published in a paper.  
Because more data can be included in interactive KDVs, and because users will 
be able to generate and answer their own questions, authors can be less 
concerned about anticipating specific questions.  The KDV author’s goal shifts 
from ensuring that a small number of questions are answered to ensuring that 
the KDV contains the functionality to answer a wide range of questions, many of 
which the author may not have considered or anticipated. 
Fourth, static KDVs are usually accompanied by extensive analysis and 
interpretation by the authors.  This would not normally be the case with an 
interactive KDV, especially if the tool is available online.  Will the users, on their 
own, be able to draw conclusions about the domain that are accurate and useful? 
I am left with the impression that users of interactive KDVs are potentially 
much more on their own than are readers of static KDVs.  Developers, authors, 
and users of interactive KDVs have a different set of responsibilities than they do 
in static KDVs.  KDV developers must ensure that the right functions are 
available in the tool for authors to create visualizations effectively.  Developers 
also must ensure that the right functions are available in the tool for users to 
manipulate and interact with the KDV once it is created.  Furthermore, KDV 
developers must ensure that all those functions are easy and effective to use.  
KDV authors must ensure that the data they choose to include in their 
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visualizations are the “right” data.  Users of interactive KDVs will have 
many more options than they had before, but also will be left alone to potentially 
make more mistakes.  Are users able to understand and derive benefit from 
interactive KDVs derived without the layers of careful analytic process used to 
create and interpret earlier visualizations? 
2.3. CiteSpace 
CiteSpace is a tool for building and manipulating interactive KDVs, 
developed in the iSchool at Drexel University (Chen, 2006).  CiteSpace uses 
citation and co-citation analyses to build maps of important papers in a chosen 
domain.  The tool is intended to allow users to identify influential papers, 
clusters of related papers, and connections between papers.  Users can apply 
filters to explore how the domain has changed over time.  CiteSpace also 
analyzes the titles and abstracts of the papers to identify important terms and 
uses those terms to create labels on the map and draw connections to associated 
papers.  We examined CiteSpace in earlier usability inspections (Allendoerfer et 
al., 2005; Synnestvedt & Chen, 2005).  CiteSpace is available free online and has 
been downloaded by researchers from all over the world.  A more detailed 
discussion of the CiteSpace visualization used in this study and its functions and 
UI can be found in section 3.5.3. 
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2.4. Potential advantages of CiteSpace 
Throughout this study, I compare the understanding users obtain by using 
CiteSpace to the understanding they obtain by using a review article.  In one of 
the founding documents of the information visualization field, Shneiderman 
outlined some of the advantages of visual presentations over textual ones 
(Shneiderman, 1996).  Visualizations are advantageous because they 
• provide users with orientation or context, 
• allow users to select regions and zoom in on them, 
• provide dynamic feedback for identifying changes, and 
• reveal patterns, clusters, gaps, or outliers. 
To this list, I add the following items, specifically related to the potential 
advantages of CiteSpace and other interactive KDV systems compared to review 
articles. 
2.4.1. Make connections explicit 
A KDV makes connections between items directly observable by the users 
(Synnestvedt & Chen, 2005).  CiteSpace depicts each paper or term in the domain 
as a UI element known as a node.  Papers are represented as circle nodes, terms 
as triangle nodes.  When two items co-occur in the literature, CiteSpace depicts 
their corresponding nodes as near one another in the visualization.  When two 
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items co-occur frequently in the literature, CiteSpace draws a connection 
line between the nodes in the visualization.  These graphical techniques serve as 
cues to draw the user’s attention to the relationship between the items. 
Such explicit connections can also appear in a review article, such as when 
the author writes that two papers discuss the same topic, or when the author 
discusses two items near one another in the text or under a common section 
heading.  However, other connections in an article may not be so explicit.  For 
example, two papers discussed in different paragraphs on different pages may 
very well be related even though the author does not specifically say so.  
Furthermore, there are limits to how many connections an author can make 
explicit.  When citing a paper in a review article, an author certainly does not 
also provide a list of all the papers related to that paper and all the papers not 
related to it.  At best, each item will have a handful of explicit connections to it in 
an article and all other connections must be inferred by the reader. 
2.4.2. Larger size and broader scope 
By their very nature, interactive KDVs are able to cover more papers and 
terms than a typical review article.  Depending on the size and complexity of the 
domain, a CiteSpace visualization can contain hundreds nodes compiled from 
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thousands of papers and perhaps tens of thousands of citations.  Only the 
longest and most thorough review articles contain such broad samples. 
2.4.3. Depict the overall structure of the domain 
Because KDVs can potentially contain such huge numbers of items, users are 
able to see the whole domain at once at a “bird’s eye level.”  This is similar to the 
context and overviews recommended by Shneiderman (1996).  Users of 
CiteSpace are able to see the entire structure of the domain at once and zoom in 
on interesting subtopics.  They are able to view, interact with, and think about 
large groups of items rather than just individual items or small groups. 
Understanding the overall structure of a domain may be helpful when 
encountering new information.  For example, suppose a student of computer 
science encounters a paper about a new knowledge-based system.  If the student 
understands the overall structure of the domain, he or she may be able to 
determine where the new paper fits (e.g., “This paper reminds of those papers in 
the large orange cluster on the right side of the visualization.”) and may be able 
to make inferences about what the content of the paper (e.g., “That orange cluster 
is connected to the KNOWLEDGE_BASE term node.  This new paper might also be 
related knowledge bases.”) 
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2.4.4. Potentially less biased 
Because a KDV is generated algorithmically, it potentially can avoid 
problems resulting from the biases and opinions of the authors of review articles.  
Every author of a review article must make decisions about which items to 
include.  A good author tries to present a fair, thorough, and accurate picture of 
the domain.  However, authors can never completely escape their own 
preferences and attitudes about which items are worth including and 
emphasizing.  These biases may manifest in subtle or unintentional ways, such as 
being more likely to cite the work of authors who support the review author’s 
theoretical positions.  The interactive KDV system, however, has no opinions 
about particular authors, theories, or concepts.  It will include items that meet its 
formal criteria and exclude those that do not.  Its criteria are be based on 
quantitative information, such as the number of times a paper is co-cited with 
another paper, rather than past reputation or personal relationships. 
2.4.5. Provide interactivity 
Users of an interactive KDV can do things with the information that readers 
of review articles cannot.  Users can manipulate the data in various ways, view it 
from different perspectives, apply filters and change parameters, move items 
around, and so on.  These interactions may serve to reinforce relationships 
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among the items in the visualization.  Unless the reader of the article is a 
very active reader indeed, such as one who takes comprehensive notes while 
reading, these sorts of interactive manipulations are not available to help the 
reader understand the domain. 
2.4.6. Encourage exploration and interaction 
Finally, interactive KDVs may be motivating or even fun for users (see 
Wattenberg, 2005).  Because the KDV contains so much information, and can be 
manipulated and changed in so many ways, a user can use the visualization a 
second or third time and have a very different outcome than he or she had the 
first time. 
2.5. Disadvantages of interactive KDVs 
Interactive KDVs also have several potential disadvantages compared to 
review articles, as discussed in the following sections. 
2.5.1. Content and aboutness 
The main disadvantage of interactive KDVs is that the visualizations 
themselves contain relatively little content about individual items.  For example, 
in CiteSpace, each paper node is linked to the name of the first author, the 
publication year, the title of the source publication, the volume number, and the 
page numbers.  Users can find more information about an item but only through 
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a series of actions to connect the node to bibliographic databases outside 
CiteSpace, such as Google Scholar.  Within the KDV itself, it is difficult to learn 
what a paper is about. 
Paper nodes may be located near or connected to term nodes, but the term 
nodes provide only the words of the term itself.  The term nodes do not define 
the term or provide other information about what a term means.  As such, a user 
may be able to determine that a paper is connected to a term, or that two terms 
are connected to each other, but if the user does not know the term or take action 
outside of CiteSpace to determine its meaning, the user really has not learned 
much about the term. 
2.5.2. Artifacts 
Because KDVs are derived algorithmically from bibliometric data, they are 
subject to artifacts in the underlying data.  Simple errors and inconsistencies in 
the citation data, such as misspelled author names, can potentially change the 
content, appearance, or layout of the visualization.  For example, if a paper is 
sometimes listed in the database as having been authored by SIMON H and 
other times by SIMON HA, the KDV algorithms may have difficulty counting the 
number of co-occurrences correctly.  As a result, the paper may miss a co-citation 
threshold or its node size may be smaller than it should be.  Analogous mistakes 
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by authors of review articles, to the extent they occur, are unlikely to have 
such substantial effects on the review article. 
KDVs are also subject to the idiosyncrasies of individual fields and how they 
relate to the databases.  For example, if a field publishes most of its recent work 
in conference proceedings rather than journal articles, basing the KDV on a 
database that indexes only journal articles would produce potentially confusing 
or misleading results.  The author of a review article would be expected to 
understand the domain well enough to know the appropriate places to look for 
research published in that field. 
2.5.3. Coherence 
The authors and editors of review articles have a responsibility to make the 
articles clear and understandable to readers.  The authors must decide which 
items to include and exclude.  Items can be removed that are confusing, 
contradictory, or that otherwise do not improve understanding.  A good review 
article is coherent, organized, and interpretable as a result. 
Interactive KDVs, on the other hand, are not necessarily so selective.  An 
item that meets the formal criteria (e.g., a top 50 cited paper) is included in the 
visualization regardless of whether it actually improves a user’s understanding 
of the domain.  This has the potential to confuse users or to focus their attention 
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on the wrong items.  For example, papers dealing with experimental 
methods are widely cited (see Garfeld, 1979), but may not contribute much to 
understanding the important theories and topics in the domain.  A review paper 
author would not focus on such papers unless doing so were related to the goals 
of the article.  A KDV, however, is not able to identify such papers based on their 
content and is not able to filter them out or deemphasize them without assistance 
from a domain expert. 
2.6. Research questions 
We currently do not know if the advantages of interactive KDVs outweigh 
the disadvantages.  We also currently do not know if using a KDV in concert 
with a review article gives users the best of both worlds.  In this study, I 
examined the usefulness of CiteSpace when used for exploration and analysis.  
The study sought to answer the following research questions: 
• What effect does using an interactive KDV have on people’s 
understanding of the visualized domain? 
• Does using an interactive KDV improve people’s understanding of the 
importance of papers and terms in the domain? 
• Does using an interactive KDV improve people’s understanding of the 
relationships between papers and terms in the domain? 
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• Does using an interactive KDV improve people’s 
understanding of the domain more than reading a review article of 
the domain? 
It was beyond the scope of the study to examine how people can use 
CiteSpace to communicate findings to others.  The methods I developed here 
may be suitable for future studies of interactive KDVs used for communication. 
These research questions are oriented to KDV systems, but they may apply 
to other information visualizations that attempt to portray the importance and 
relationships between items.  For example, Reebee Garofalo’s well-known, hand-
drawn map of the genealogy of rock and roll (shown in Tufte, 1997) could be 
compared against an article discussing the same topic.  Other examples include 
visualizations that portray the reputation, connections, and influences of political 
blogs, such as Presidential Watch 2008 (Group SJR, 2008). 
CHAPTER 3: METHOD 
The method employed in the study draws elements from the user-centered 
evaluation and KDV literatures.  Participants read a short review article about a 
knowledge domain, used an interactive KDV tool containing a visualization of 
that domain, both read the article and used the tool, or used neither.  The 
participants then completed three tasks, known as card sorting tasks, where they 
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organized items from the domain into categories according to their 
importance and relatedness.  The participants’ card sorting responses were 
compared to corresponding responses provided by domain experts.  The 
principal assumption of the method is that as non-experts develop richer 
understandings of a domain, their card sorting responses will become more 
similar those made by domain experts. 
3.1. Card sorting 
The research method known as card sorting in the HCI and information 
architecture fields (and as “pile sorting” or “free sorting” in other social sciences) 
has been used for many years to explore mental models and categories.  Miller 
(1969) and Burton and Romney (1975) are early examples that used the method 
to elicit semantic categories of words and concepts.  Nielsen (1995) and Spencer 
and Warfel (2004) are contemporary examples that used the method to elicit 
categories for organizing websites. 
In a typical card sorting study, participants are presented with a set of items, 
typically words on index cards, and are asked to place the items into piles 
according to the items’ similarity.  Participants place the items they judge to be 
similar into piles together, and items they judge to be dissimilar into separate 
piles.  In an “open” card sort, participants are free to use whatever criteria they 
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wish when creating the piles, and to make as many piles as they choose.  
In many open card sorts, especially in HCI, participants are asked to name their 
piles at the end of the sort.  The names can be used by system designers to label 
UI elements like menu items, to provide a controlled vocabulary for a search 
engine, or to guide the architecture of a database (Nielsen, 1995).  In some 
variants of the method, researchers provide names or criteria for the piles 
beforehand, known as a “closed” cart sort. 
Card sorting data can be reduced into symmetric matrices containing the 
sorted items.  The cells in the matrix receive a value of 0 when the item in the 
row was sorted into the same pile as the item in the column, and a value of 1 
when the two items were sorted into different piles.  These values are sometimes 
known as dissimilarity scores or distances. 
The matrices resulting from card sorts can be analyzed in many ways, 
including multi-dimensional scaling and cluster analysis.  These techniques 
allow researchers to build maps and diagrams of the participants’ categories, and 
to present relationships visually.  The labels the participants assign to their piles 
can be analyzed to provide potential names or descriptions for regions or clusters 
on the maps. 
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Card sorting is frequently used to examine differences in mental 
models between groups.  In a well-known study2, Chi, Feltovich, and Glaser 
(1981) used card sorting to examine knowledge organization in experts and 
novices in the field of physics.  They found large differences between the 
categories experts and novices used to sort the same physics problems.  Novices 
sorted physics problems according to their “surface” features, such as grouping 
together all problems that involved an inclined plane.  In addition, the novices’ 
descriptions of their categories often referred to such features.  On the other 
hand, experts sorted the physics problems according to the scientific principle 
necessary to solve the problem, such as grouping together all problems that 
required application of Newton’s Second Law.  The experts’ descriptions of their 
categories often referred to these principles.  Card sorting and quasi-card sorting 
techniques have been used to study expertise in many fields, such as computer 
programming (Sanders et al., 2005; Davies, Gilmore, & Green, 1995), air traffic 
control (Loft, Bolland, Humphreys, & Neal, 2009), driving (Borowsky, Oron-
Gilad, & Parmet, 2009), and medical diagnosis (Lamond, Farnell, 1998; Kanter, 
Brosenitsh, Mahoney, & Staszewski, 2009). 
                                                 
2 Chi, Feltovich, and Glaser (1981)’s study is so well known, in fact, that it appears later in the 
knowledge domain visualization of artificial intelligence of as one of the top 20 most-cited articles 
related to AI. 
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In this study, I used card sorting to measure the effects of using an 
interactive KDV on users’ understanding of the visualized domain by measuring 
the conceptual “distance” between participants and domain experts.  Like the 
sketches used by Henry and Fekete (2006), the card sorting tasks are ways to 
measure what patterns people perceive and what mental categories they create 
and then compare these perceptions and categories to experts.  Participants 
completed three card sorting tasks: Paper Importance, Term Importance, and 
Relatedness.  The card sorting data allowed me to determine if using the KDV 
affected the importance and relatedness groupings that the participants made. 
Like Henry and Fekete’s method, card sorting data lend themselves to 
presentation using visual methods.  Unlike their sketch-based method, card 
sorting data are associated with an established literature of data collection, 
analysis, and presentation techniques.  In this study, I combined the card sorting 
results into maps that demonstrate the patterns in the data seen by each group of 
users.  This step is generic enough where it could be used in a range of studies of 
this type. 
Like the observations/insights measured by Saraiya et al. (2005), card sorting 
provides data that can be compared to domain experts.  In this study, I asked 
domain experts to complete card sorting tasks equivalent to those completed by 
the participants.  The expert card sorts formed the benchmark by which I 
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evaluated the quality of the users’ card sorts.  Unlike the 
observation/insight method, the analysis of card sorting data does not require 
continuous involvement by domain experts.  In this study, the experts provided 
their card sorting responses, but they were not needed personally to evaluate 
each observation or insight for its correctness or value. 
3.2. Experimental conditions 
There were four experimental conditions in the study.  In the Baseline 
condition, the participants completed the card sorting tasks using only their own 
knowledge of the domain.  They did not read the review article or use the 
visualization before completing the card sorting tasks.  The first two card sorting 
tasks, described in section 3.7.5, collected the participants’ judgments about the 
importance of papers or terms in the knowledge domain.  The third card sorting 
task, described in section 3.7.6, collected their judgments about the relatedness of 
papers and terms in the domain. 
In the Article & Visualization (hereafter AV) condition, the participants read 
a review article, described in section 3.4, and then received a short lesson about 
CiteSpace, the interactive KDV tool.  They then completed a short exercise, 
described in section 3.7.4, that encouraged them to read the article and interact 
with the visualization.  The participants were encouraged to refer to the article 
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and the KDV while completing the exercise.  Once they finished the 
exercise, the participants completed the card sorting tasks.  The participants were 
allowed to refer to the article and the visualization while completing the card 
sorting tasks. 
In the Article Only (hereafter, AO) condition, the participants read the 
review article, completed the exercise, and completed the card sorting tasks.  The 
participants were allowed and encouraged to refer to the article while 
completing the exercise and the card sorting tasks. 
In the Visualization Only (hereafter VO) condition, the participants received 
the short lesson about CiteSpace, completed the exercise, and then completed the 
card sorting tasks.  The participants were allowed and encouraged to refer to the 
visualization while completing the exercise and the card sorting tasks. 
3.2.1. Predictions when comparing experimental conditions to experts 
Table 2 shows my predictions regarding the four conditions.  Specific 
hypotheses resulting from these predictions are listed in sections 3.2.1.1 and 
3.2.2.1. 
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Table 2.  Predicted Differences among Conditions Compared to Benchmark 
  Visualization 
  NO YES 
N
O
 
Baseline Condition 
 
< VO 
< AO 
< AV 
VO Condition 
 
> Baseline 
= AO 
< AV 
R
ev
ie
w
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rt
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Y
E
S
 
AO Condition 
 
> Baseline 
= VO 
< AV 
AV Condition 
 
> Baseline 
> VO 
> AO 
Note: >  indicates the condition at the top of the cell is predicted to be more expert-like than the 
condition in the list.  = indicates that the condition at the top of the cell and condition in the list 
are predicted to be equal.  < indicates that the condition at the top the cell condition is predicted 
to be less expert-like than the condition in the list. 
In general, I predicted that participants in the AO, VO, and AV conditions 
would produce more expert-like card sorting responses than participants in the 
Baseline condition.  This is not a surprising prediction—providing some 
information about a knowledge a domain should yield more expert-like results 
than providing no information. 
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In addition, I predicted that the interaction of the article and the 
visualization would lead to more expert-like card sorting responses in the AV 
condition than the AO condition.  I predicted this effect would occur for the 
importance card sorting tasks because the sizes of the nodes in the visualization 
provide explicit information about the importance of papers and terms.  That is, 
large nodes in the visualization correspond to papers that are cited frequently or 
terms that appear frequently in the dataset. 
I predicted that this effect would also occur for the Relatedness card sorting 
task, because the visualization provides explicit information about the 
relationships between papers and terms.  Items that are related appear closer 
together in the visualization than items that are unrelated.  Items that frequently 
co-occur may also have lines drawn between them, further emphasizing their 
relationship.  I predicted that the visualization would add perspective and 
sophistication to the users’ understanding of the domain by highlighting 
relationships and connections that may be difficult to identify when using the 
review article alone. 
In addition, I predicted that participants in the AV condition would provide 
more expert-like responses than participants in the VO condition.  Though the 
visualization may indeed produce the benefits described above, I predicted that 
participants who had also read the article would be less subject to some of the 
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disadvantages of KDVs.  In particular, the visualization provides little 
information about the content of papers or the meaning of terms.  I predicted that 
participants in the VO condition would be able to determine that two items are 
related and judge their importance, but that participants would not know what 
the papers are about or why they are related.  For the papers and terms it 
discusses, the review article is able to convey content more effectively than the 
visualization alone.  Therefore, in the AV condition, users are able to benefit from 
the advantages of each presentation method and are partially protected against 
the disadvantages. 
3.2.1.1 Hypotheses 
I measured the quality of the participants’ importance and relatedness 
judgments by calculating the Euclidean distance between the participants’ card 
sorting responses to benchmark responses derived from domain experts.  A 
distance score close to zero indicates that the participant made card sorting 
responses very similar to the benchmark responses.  A distance score much 
higher than zero indicates that the participant made card sorting responses very 
different from the benchmark.  The maximum distance score varies by the 
number of cards being sorted.  The following sections describe the specific 
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hypotheses for the study in terms of the predicted effects of different 
conditions on distance scores. 
3.2.1.2 Importance 
Hypothesis H1: Importance–AO, VO, and AV conditions compared to Baseline 
H10:  The distance scores between the expert benchmarks and the Baseline, 
AO, VO, and AV importance judgments are equal. 
dE/B = dE/AO = dE/VO = dE/AV 
H11:  The distance scores between the expert benchmarks and the AO, VO, 
and AV importance judgments are smaller than the distance scores between the 
benchmarks and the Baseline importance judgments. 
dE/B > dE/AO dE/B > dE/VO dE/B > dE/AV 
Hypothesis H2: Importance–AV condition compared to AO and VO conditions 
H20:  The distance scores between the expert benchmarks and the AO, VO, 
and AV importance judgments are equal. 
dE/AO = dE/VO = dE/AV 
H21:  The distance scores between the expert benchmarks and the AV 
importance judgments are smaller than the distance scores between the 
benchmarks and the AO and VO importance judgments. 
dE/AO > dE/AV dE/VO > dE/AV 
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3.2.1.3 Relatedness 
Hypothesis H3: Relatedness–AO, VO, and AV conditions compared to 
Baseline 
H30:  The distance scores between the expert benchmark relatedness matrix 
and the Baseline, AO, VO, and AV relatedness matrices are equal. 
dE/B = dE/AO = dE/VO = dE/AV 
H31:  The distance scores between the expert benchmark relatedness matrix 
and the AO, VO, and AV relatedness matrices are smaller than the distance 
scores between the benchmark matrix and the Baseline relatedness matrix. 
dE/B > dE/AO dE/B > dE/VO dE/B > dE/AV 
Hypothesis H4: Relatedness–AV condition compared to AO and VO 
conditions 
H40:  The distance scores between the expert benchmark relatedness matrix 
and the AO, VO, and AV relatedness matrices are equal. 
dE/AO = dE/VO = dE/AV 
H41:  The distance score between the expert benchmark relatedness matrix 
and the AV relatedness matrix is smaller than the distance scores between the 
expert and the AO and VO relatedness judgments. 
dE/AO > dE/AV dE/VO > dE/AV 
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3.2.2. Predictions comparing experimental conditions to CiteSpace 
It is important to know if using the visualization has any measurable 
influence on users’ understanding of the domain.  This is a separate question 
from whether that effect constitutes improvement.  If using the visualization 
does not influence users’ understanding in a measurable way, there is little 
chance that using the visualization can improve their understanding of the 
domain.  In addition to examining whether the conditions improved 
participants’ card sorting responses relative the benchmarks, I also examined if 
the conditions affected participants’ card sorting responses relative to the 
information depicted in CiteSpace.  That is, does using CiteSpace lead to more 
CiteSpace-like responses? 
Overall, I predicted that using the visualization would make participants’ 
responses more similar to it.  The visualization presents a certain view of the 
knowledge domain.  It includes certain papers and excludes others.  It 
emphasizes some terms and not others.  It locates items near or far from one 
another, and it can depict links between items or not.  If using the visualization 
has influences users’ understanding of the domain, the users’ understanding of 
the domain should become more similar to the view of the domain presented in 
the visualization. 
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The experimental conditions provide two opportunities to examine if 
using CiteSpace is having an effect.  The difference between the Baseline and VO 
conditions is the presence of the visualization.  If the participants in the VO 
condition produce card sorting responses that are more similar to CiteSpace than 
participants in the Baseline condition, this would be evidence that using 
CiteSpace had affected the participants’ understanding of the domain. 
Likewise, the difference between the AO and AV conditions is the presence 
of the visualization.  If the participants in the AV condition produce card sorting 
responses more similar to CiteSpace than the participants in the AO condition, 
this again would be evidence that using CiteSpace had affected the participants’ 
understanding of the domain.  Table 3 presents a summary of these predictions. 
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Table 3.  Predicted Differences among Conditions Compared to CiteSpace 
  Visualization 
  NO YES 
N
O
 
Baseline Condition 
 
< VO 
VO Condition 
 
> Baseline 
R
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AO Condition 
 
< AV 
AV Condition 
 
> AO 
Note: >  indicates the condition at the top of the cell is predicted to be more CiteSpace-like than 
the condition in the list.  = indicates that the condition at the top of the cell and condition in the 
list are predicted to be equal.  < indicates that the condition at the top the cell condition is 
predicted to be less CiteSpace-like than the condition in the list. 
Finally, it is important to understand if the view of the domain being 
presented by CiteSpace agrees with the view held by the domain experts.  This is 
especially important when users of the system will be evaluated against 
benchmarks established by the experts.  If CiteSpace presents a very different 
view than the experts, using the system is unlikely to help users become more 
like those experts.  Because of the methods CiteSpace uses to create 
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visualizations, I predict that the view presented by CiteSpace and the 
domain experts will agree. 
This analysis is useful when trying to explain why a user may have obtained 
a poor understanding of the domain, such as by sorting an item strangely or 
incorrectly.  If the visualization is wrong about an item (e.g., it depicts the item as 
more important than it actually is), and users rely on the visualization to inform 
their responses, the users will likely be wrong about the item too.  If the domain 
experts and CiteSpace do not agreem, but participants are being influenced by 
CiteSpace, I predict that those participants will show low agreement with the 
domain experts..  This would be an example of the participants relying on 
misleading information in the visualization. 
3.2.2.1 Hypotheses 
Considering the overall predictions and the data analysis techniques 
described above, I derived the following specific hypotheses: 
Hypothesis H5: Effect of CiteSpace–VO compared to Baseline 
H50:  The distance score between CiteSpace and the VO condition is equal to 
the distance score between CiteSpace and the Baseline condition. 
dCITE/B = dCITE/VO 
  
54 
H51:  The distance score between CiteSpace and the VO condition is 
smaller than the distance score between CiteSpace and the Baseline condition. 
dCITE/B > dCITE/VO 
Hypothesis H6: Effect of CiteSpace–AV compared to AO 
H60:  The distance score between CiteSpace and the AV condition is equal to 
the distance score between CiteSpace and the AO condition. 
dCITE/AO = dCITE/AV 
H61:  The distance score between CiteSpace and the AV condition is smaller 
than the distance score between CiteSpace and the AO condition. 
dCITE/AO < dCITE/AV 
Hypothesis H7: Effect of CiteSpace—Expert compared to CiteSpace 
H70:  The correlation between CiteSpace and the expert benchmark data is 
zero or negative. 
rCITE/E ≤ 0 
H71:  The correlation between CiteSpace and the expert benchmark data is 
greater than zero. 
rCITE/E > 0 
3.3. Selecting the domain 
I chose artificial intelligence (AI) as the knowledge domain to visualize and 
present to participants in the study.  AI is an interesting domain for this purpose 
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because it draws heavily from several fields, including computer science, 
psychology, philosophy, linguistics, and business.  In an academic setting, it may 
be difficult for a student interested in AI to identify important works in the field 
because those works may exist outside the student’s own field.  It might be 
helpful for students of AI to use a KDV that incorporates a broad sample of work 
drawn from different literatures and that crosses boundaries between subtopics.  
Such a visualization might help students identify important articles, and might 
also encourage them to read more widely. 
On the other hand, creating a KDV for a broad domain like AI increases the 
possibility that users might have trouble understanding the visualization.  For 
example, if a user is a computer scientist interested in neural networks and 
genetic algorithms, he or she might not find a KDV that contained mostly articles 
from philosophy journals to be very useful.  Because it may be difficult to create 
a KDV that is effective for users from different backgrounds, a domain like AI 
presents a challenging and potentially more useful test case than would a 
domain where the potential users all have similar backgrounds.  If the KDV is 
found to be effective for AI, the tool may be even more effective when 
visualizing a more homogenous domain. 
Choosing AI as the domain also conferred two practical advantages.  First, 
there are numerous professors in several departments at Drexel who conduct AI 
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research and teach AI courses.  This provided a large pool of potential 
domain experts and participants, and I was able to recruit from several colleges 
and programs within the university. 
Second, though I am not an AI researcher myself, I have enough background 
in the field where I did not have to rely entirely on domain experts to understand 
the review article, construct the visualization, and develop the data collection 
instruments.  Had I selected a field where I have no background (e.g., 
epidemiology, plate tectonics, the history of Portugal), these basic research 
activities would have been more difficult and would have required bigger 
commitments from the domain experts.  Perhaps the definitive method for this 
study would have repeated the method using several unrelated knowledge 
domains.  If similar effects were found across varied domains, the strongest 
possible case could be made regarding the generalizability and validity of the 
findings.  However, the amount of effort needed to perform the study using just 
one domain precluded including multiple domains here. 
3.4. Selecting the review article 
The Association for the Advancement of Artificial Intelligence celebrated its 
25th anniversary in 2005 and published several articles examining the history, 
current issues, and the future of AI.  I selected one of these articles, A (Very) Brief 
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History of Artificial Intelligence3 by Bruce Buchanan (2005), as the review 
article.  As its title suggests, Brief History discusses important authors, papers, 
and concepts in the field.  Buchanan is a well-known professor of computer 
science and philosophy from the University of Pittsburgh, where he conducts 
research in machine learning, expert systems, and computational biology.  He 
clearly intends his article to be a basic introduction to the field, even calling his 
bibliography “References and Some Places to Start” (Buchanan, 2005). 
Choosing an article like this confers several advantages.  First, using Brief 
History enhances external validity.  It is the type of article that an instructor 
might assign in an AI introductory course, or that a researcher or student in a 
different field might read when looking for a short overview.  These are also the 
types of situations where an interactive KDV might be useful.  Second, Brief 
History covers a fairly large amount of material, but it is short enough that 
participants can read it in a single experimental session and still have enough 
time to complete other tasks.  Third, the writing style and level of detail are 
appropriate for readers with limited AI knowledge.4 
                                                 
3 Hereafter referred to as Brief History 
4 Several other review articles I considered for this project lacked these characteristics.  For 
example, I briefly considered an article by Kobbacy, Vadera, and Rasmy (2007), which provides a 
comprehensive (more than 1,200 articles!) review of AI in operations management applications.   
Though it seems to be an excellent article, it is so long, dense, and specialized that only domain 
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3.5. Building the visualization 
I used CiteSpace 2.1 Release 15 (Chen, 2008) to create an interactive KDV 
showing the history of AI.  I used this interactive KDV throughout the study.  
Figure 3 contains a flowchart depicting the steps of this process. 
                                                                                                                                                 
experts in operations management or AI would be able to make sense of it, much less read and 
understand it during a 90-minute experimental session. 
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Figure 3. Flowchart showing the construction of the KDV 
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It was my intention to stay “out of the loop” as much as possible when 
constructing the visualization and configuring CitesSpace.  I did this to increase 
realism and external validity and also to avoid any chance that I would 
unintentionally bias the results in favor of the visualization.  As I have discussed, 
interactive KDV tools soon may become standard features of digital libraries or 
online bibliographic databases.  A database user might collect a group of papers 
on a topic, and click a button that would create a visualization showing the 
relationships between articles, keywords, and importance rankings of the papers.  
In such an application, unlike static KDVs, there would be no outside author or 
domain expert in the loop to influence or improve the results.  The effectiveness 
of the visualization would depend on algorithm and UI decisions made much 
earlier.  The effectiveness of the visualization would also depend on the 
knowledge and skill of the users when choosing articles and setting software 
parameters.  In this study I am interested in how well visualizations support 
users on their own, with as little real-time assistance from human experts as 
possible. 
3.5.1. Seed papers 
However, it is not yet possible to remove human assistance completely from 
the process of creating a complex KDV.  In particular, CiteSpace requires users to 
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provide a collection of seed papers from which it derives the visualization.  
There are many ways to create a collection of seed papers, such as the following: 
• Ask a domain expert to list important papers in the domain 
• Employ metrics like the Journal Impact Factor (Garfield, 2005) to 
determine the most influential journals in the domain and then use 
several recent volumes from those journals as the seed papers 
• Determine a set of applicable search terms (e.g., “artificial 
intelligence”), search for those terms in WoK, and use the search 
results as the seed papers 
• Use the bibliography from a review article as the seed papers 
When using CiteSpace for their own purposes, users would choose their own 
seed papers, and might use any or all of these methods.  In this study, I used the 
bibliography of a review article to identify the seed papers and create the 
visualization.  This was necessary to create the training and card sorting 
materials, and to ensure comparability across participants.  In addition, given the 
complexity of the process of collecting seed papers and inputting them to 
CiteSpace, asking novices to create a visualization from scratch probably would 
have consumed the entire experimental session.  For these reasons, I built the 
visualization beforehand and presented it to the participants rather than asking 
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them to build their own.  Studying users while they create their own 
visualizations is a potentially interesting research area for future work. 
To create the visualization, I used Brief History and the WoK feature known 
as View Related Records (VRR) to build the collection of seed papers.  I retrieved 
the record for Brief History in WoK and then used VRR to find related papers.  
The details of the VRR algorithm are proprietary, but essentially VRR compares 
the bibliography of a base paper to the bibliographies of other papers indexed in 
WoK, and retrieves those papers that share references with the base paper.  That 
is, VRR retrieves the set of papers that cite one or more of the papers that the 
base paper cites.  The greater the number of shared references, the higher the 
retrieved paper is ranked in the VRR results.  In this case, WoK retrieved a set of 
5,265 papers related to Brief History.  Each of these shared at least one reference 
with Brief History, with the highest ranked paper sharing four. 
3.5.2. Parameter settings 
CiteSpace derives its visualizations from WoK output files.  I used the 
following WoK parameter settings to create these files: 
1. Output records 1 to 500 (WoK will only output 500 records per file); 
repeat until all records are retrieved 
2. Select “Full Record” and “plus Cited Reference” 
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3. Select “Save to other Reference Software” (earlier versions of 
WoK referred to this option as “field-tag” files) 
This produced files containing the WoK records of the 5,265 seed papers.  
These records contained the bibliographic data necessary for CiteSpace to 
construct the visualization (i.e., the bibliographies, titles, abstracts, and keywords 
for each paper).  In CiteSpace, I chose to include six 5-year time slices (1977-1981; 
1982-1986; 1987-1991; 1992-1996; 1997-2001; 2002-2006) and to display the 50 most 
cited papers in each time slice.  Based on these parameters, CiteSpace produced a 
network containing 105 circle nodes representing papers and 11 triangle nodes 
representing terms (Figure 4). 
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Figure 4.  CiteSpace knowledge domain visualization of the history of artificial intelligence 
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3.5.3. A (brief) description of the visualization itself 
Because I used the visualization of AI throughout the study, it is worthwhile 
to highlight some of its important features.  Descriptions of other CiteSpace 
visualizations can be found in Chen (2006). 
Each paper appears in the visualization as a circle node.  The paper nodes are 
labeled with black text that lists the first author, the publication year, and other 
bibliographic information about the paper.  The size of the circle node reflects the 
number of citations of that paper in the dataset.  The text labels also change in 
size according to the size of their associated nodes.  For example, in the middle 
right of Figure 4, there is a large circle node corresponding to Newell and 
Simon’s classic 1972 book Human Problem Solving.  CiteSpace identified 3,109 
citations of this book making it the most cited item in the dataset by far.  This 
large number of citations resulted in a huge circle node in the visualization, 
NEWELL_19725. 
The colored rings within the circle nodes correspond to the six 5-year time 
slices and show when the citations of that paper occurred.  Cooler colors like 
                                                 
5 Throughout the thesis, I use the convention NEWELL_1972 and ARTIFICIAL_INTELLIGENCE when 
referring to the nodes in the visualization and the corresponding items in the card sorting tasks.  
Because CiteSpace uses only the first author to label nodes, I follow its convention when 
discussing the items.  References for these items can be found in Appendix B, which lists all the 
items that appeared in the card sorting tasks. 
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(e.g., light blue) reflect older time slices whereas warmer colors (e.g., 
orange) reflect newer ones.  An item that has been cited throughout all six time 
slices, such as NEWELL_1972, shows a rainbow of colored rings.  An item that has 
been cited only in one time slice shows a ring of only the corresponding color.  A 
thin magenta outline on some circle nodes, such as NEWELL_1972, identifies those 
nodes as central to the domain according to definitions of centrality used by 
CiteSpace. 
Each term appears in the visualization as a triangle node.  The term nodes 
are labeled in red text.  The size of a triangle node reflects the number of times 
that term appeared in the titles, abstracts, or keywords of the papers in the 
dataset.  The size of the labels changes according to the size of the associated 
term node.  For example, in the middle left of Figure 4, there is a triangle node 
for the phrase “artificial intelligence” accompanied by a label in large red letters.  
CiteSpace identified 146 occurrences of this phrase in the dataset, making it the 
second most common term after “expert system.”  This large number of 
occurrences resulted in a correspondingly large triangle node, 
ARTIFICIAL_INTELLIGENCE, in the visualization.  A thin magenta outline on some 
triangle nodes identifies those terms as central to the domain. 
The location of nodes and the links between nodes reflect the co-occurrence 
of those nodes.  Two papers that are co-cited more frequently are located closer 
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to each other than two papers that are co-cited less frequently.  When two 
items co-occur very frequently, a link is drawn between them.  For links between 
terms and papers, the links contain arrowheads to indicate the direction of the 
relationship.  For example, the term ARTIFICIAL_INTELLIGENCE appears in the 
titles, abstracts, or keywords of many papers that cite the paper 
BUCHANAN_1984.  As a result, CiteSpace depicts a line between the nodes with 
an arrowhead pointing to BUCHANAN_1984.  The arrowhead reminds users that 
papers that contain ARTIFICIAL_INTELLIGENCE cite BUCHANAN_1984, not that 
BUCHANAN_1984 contains the words “artificial intelligence” (though it almost 
certainly does). 
Users can zoom and pan the visualization using scroll bars located on the 
edges of the visualization.  Users can also select and drag individual nodes to 
make the nodes, their labels, or their connections easier to see.  When a node is 
moved, its connections to other nodes are redrawn to preserve the connection 
between the nodes.  When a user drags a node to a new location, the node 
remains there until the user drags it back or the user restores visualization to its 
original layout by having CiteSpace recalculate the node positions. 
The gray panel at the bottom of Figure 4 is the Node Details panel.  When the 
user selects a node or multiple nodes, all the information about that node is 
displayed in this panel in spreadsheet format.  This information includes the 
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number of occurrences of that node in the dataset, the centrality value for 
the node, and the bibliographic information (author name, publication year, 
journal title, volume number, paper number) associated with paper nodes.  The 
Node Details panel is especially useful when comparing multiple nodes, such as 
when comparing the results of a search. 
The gray panel on the right of Figure 4 is the Control Panel.  It allows users 
to adjust the size of the nodes and labels in the visualization.  The relative sizes 
of the nodes and labels are maintained at all size selections in the Control Panel.  
That is, NEWELL_1972 is always the largest node in the visualization, even when 
the node size parameter is set to its smallest setting.  The Control Panel also 
allows users to adjust the thresholds for including labels in the visualization.  
When the number of labels is large, the text information can be hard to read.  By 
changing the label threshold, users can adjust how many labels they see and can 
make the visualization less complex and busy. 
The search field on the top middle of Figure 4 allows users to quickly find 
items in the visualization.  The search algorithm uses simple text matching 
algorithm and some Boolean logic to search the text information associated with 
each node.  When the algorithm finds a match in the name of a term or the 
bibliographic information for a paper, CiteSpace highlights the corresponding 
nodes and lists the search results in the Node Details panel. 
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3.5.4. Comparing the visualization to the review article 
The visualization is intentionally Brief History-centric.  The visualization and 
the review article cover much of the same territory and include many of the same 
terms and papers.  This is beneficial to the project because both presentation 
methods are based on similar underlying data, which improves the validity of 
comparisons between the conditions.  If the article and visualization contained 
very different underlying data (e.g., if the article contained mostly expert 
systems papers while the visualization contained mostly genetic algorithm 
papers), it would be very difficult to determine if differences in the results were 
due to the presentation method or the data. 
This is not to say, however, that the visualization and the review article are 
identical.  Because the 5,265 seed papers cite thousands of other papers, the 
visualization contains 88 more paper nodes than Brief History contains references 
in its bibliography.  Following the parameter settings I chose, these papers are 
among the most prominent papers in AI.  In this way, the visualization is 
broader than the review article, though it contains much less information about 
each individual item.  Furthermore, only 6 of the 17 papers cited in Brief History 
also appear in the visualization, with some depicted as prominent nodes (e.g., 
NEWELL_1972 in Figure 4).  Other papers cited in Brief History appear in the 
visualization as small, less-salient nodes.  For example, Marvin Minsky’s 1968 
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book, Semantic Information Processing, which is cited in Brief History, 
appears in the visualization, but the MINSKY_1968 node is so small that it is not 
visible in Figure 4.  11 of the 17 Brief History references do not appear in the 
visualization at all.  This is because they did not reach the inclusion threshold—
one of the 50 most cited papers in at least one of the six time slices.  On the other 
hand, several prominent nodes in the visualization are not cited in the review 
article.  For example, ANDERSON_1983, the node for J. R. Anderson’s book The 
Architecture of Cognition, is the fifth largest node in the visualization, but is not 
mentioned in Brief History. 
The differences between the visualization and the article may lead to 
different understandings of the knowledge domain depending on which 
presentation methods a user is exposed to.  In addition, if a user is exposed to 
both presentation methods, and the methods disagree, what will the user do?  
One presentation method might have a stronger influence than the other and 
users may pay more attention to it.  Alternately, the users may “average” across 
the presentation methods and decide that the truth lies somewhere in the middle. 
In addition to the differences between the review article and the 
visualization, it is also important to note that the article or the visualization may 
disagree with the domain experts.  Buchanan has his own opinions about his 
field that affect which authors, papers, or terms he chooses to write about and 
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emphasize.  His opinions may not agree with the domain experts, and may 
not be reflected in the visualization.  In cases where the visualization and the 
domain experts agree but Brief History does not, using the visualization would 
lead to an understanding that better reflects the overall field.  In cases, where the 
domain experts agree with Brief History but not with the visualization, using the 
visualization could confuse users or lead them to believe that a paper or a term is 
more important than it actually is.  In cases where the visualization and the 
article agree, but neither agrees with the domain experts, users may be led 
doubly astray. 
Finally, constructing the visualization using this method is subject to the 
limitations of any literature search based on WoK.  While WoK indexes nearly 
every major scientific journal, it does not include every possible journal where an 
author might publish, nor does it include bibliographies from books or 
conference proceedings.  If a research area or subfield of AI is represented in the 
literature mainly in less prominent journals, books, or proceedings, it will be 
poorly represented in WoK and the resulting visualization may give a 
misleading impression of that subfield’s connections to other subfields or its 
importance to the overall domain. 
  
72 
3.6. Participants 
3.6.1. Experimental condition participants 
Participants were 40 senior undergraduate students, graduate students, or 
professionals with enough knowledge and background in AI where they could 
not be considered AI novices, but not so much knowledge where they could be 
considered AI experts.  Each participant was required to have completed or be 
enrolled in at least one course in AI or a related field (e.g., evolutionary 
computing, cognitive psychology).  Professors teaching AI courses or conducting 
AI research, and professionals whose work involved a substantial AI component, 
were excluded from serving as participants.  Detailed characteristics of the 
participants are shown in Table 4.  The domain experts are described in section 
3.6.2. 
  
73 
 
Table 4. Participant Characteristics 
 GENDER ACADEMIC LEVEL MAJOR 
CONDITION WOMEN MEN UG GRAD PRO CS 
DIG 
MED 
EE IS/IT PSY 
Baseline 3 7 2 5 3 1   8 1 
AO 5 5 5 5   1 1 8  
VO 5 5 5 4 1 2   6 2 
AV 4 6 1 6 3 1   8 1 
Total 17 23 13 20 7 4 1 1 30 4 
Note: UG = undergraduate student; GRAD = master or doctoral student; PRO = working professional; CS = computer science, DIG MED = 
digital media; EE = electrical engineering; IS/IT = information science/information technology; PSY = psychology 
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I chose to require this middle level of AI knowledge because the review 
article, the visualization, and card sorting tasks contain many authors, articles, 
and terms that would be unknown to AI novices.  In addition, some interest in 
the topic area is helpful when recruiting volunteers, and a level of commitment 
and motivation is necessary to complete the long experimental session.  AI 
novices might have found it so difficult and frustrating to complete the tasks that 
I might not have been able to rely on them to give their full effort.  Though the 
tasks were challenging for the participants, I believe the tasks would have been 
nearly impossible for true novices to complete, especially in the Baseline 
condition. 
On the other hand, using AI experts as participants would have introduced a 
significant external factor—the experts’ extensive knowledge—into the results.  
A user with limited background in the domain can be expected to rely on the 
review article or visualization at least some of the time.  A domain expert, 
however, potentially could rely entirely on his or her own knowledge when 
completing the exercise and card sorting tasks.  What conclusions could be 
drawn about the usefulness of the visualization if the participants ignored it?  In 
addition, practically speaking, AI domain experts are a rare commodity and it 
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would have been difficult to recruit enough of them to serve as a full-
fledged participant group. 
3.6.2. Domain experts 
I compared the card sorting responses provided by the participants to 
benchmarks derived from responses provided by five AI domain experts.  The 
domain experts were all professors at Drexel University holding a Ph.D. in 
artificial intelligence, computer science, or management, and who conduct AI 
research and teach university courses in AI.  I identified the domain experts 
using the university course catalog and department websites.  The experts 
completed the three card sorting tasks following the same instructions as the 
participants.  Because the number of domain experts was small, I did not include 
them as a full-fledged participant group.  Instead, I consolidated their card 
sorting responses to define the benchmarks for comparison to the participant 
responses.  The consolidation process and an evaluation of the agreement among 
the experts are discussed in section 3.8.3. 
3.7. Procedure 
Each experimental session lasted about 90 minutes.  The participants 
received $15 for participating in the study and began the session by signing a 
receipt. 
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3.7.1. Informed consent 
All research conducted at Drexel is held to high standards with regard to 
protecting the rights and privacy of participants.  Because the study did not 
involve sensitive information or deception, and did not include any high-risk 
populations, the Institutional Review Board (IRB) approved the protocol, tasks, 
recruitment strategy, and informed consent form without revision.  All the 
participants completed an IRB-approved informed consent form before starting 
the data collection tasks.  All 40 volunteers agreed to sign the informed consent 
form and completed all the tasks in their entirety. 
3.7.2. Review article 
The participants in the AO and AV conditions were given the Brief History 
article to read.  The participants were allowed to read the article in paper or PDF 
form, though all chose to read from the paper copy.  The participants took about 
20 minutes to read the article.  Five participants took notes on the article as they 
read.  Participants in the Baseline and VO conditions did not read the article. 
3.7.3. CiteSpace tutorial 
The participants in the VO and AV conditions received a 10-minute tutorial 
about using and interpreting CiteSpace.  The participants in the AV condition 
received this tutorial after reading the review article. 
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I provided the tutorial myself, sitting with the participants at the PC 
containing the visualization.  I demonstrated each concept on the CiteSpace 
screen itself using the mouse or keyboard, and discussed the relevant user 
actions and UI elements.  I discussed the following topics, including examples: 
• What is an interactive KDV system? 
• Definitions of citation, co-citation, co-occurrence 
• Paper nodes (circles) and term nodes (triangles), and what 
information they contain (e.g., number of citations, author name) 
• Size and color of the nodes, and how these are determined (e.g., 
citation counts) 
• Location and connections between nodes, and how those are 
determined (e.g., co-citation counts) 
• Demonstration of clicking and double-clicking on a node 
• Demonstration of dragging a node 
• Demonstration of zooming and panning the visualization 
• Demonstration of the search function using an example 
• Demonstration of changing the font size, node size, and label 
threshold parameters 
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The participants asked a number of questions during the tutorial that I 
attempted to answer without biasing their opinions about CiteSpace.  Areas that 
seemed to require extra explanation included: 
• The concept of centrality, as indicated by magenta outlines on the 
paper and term nodes, versus the number of citations, as indicated by 
the colored outlines that correspond to citations in different time 
slices.  A number of participants wrongly assumed that the magenta 
outlines indicated another time slice. 
• How to move the visualization using scrollbars rather than by 
dragging.  In other map-based tools, such as in Google Maps, users 
can move the view by clicking and dragging on the map.  A number 
of participants expected the pan functions in CiteSpace to work the 
same way and made errors as a result. 
• The meaning of arrowheads on links between term nodes and article 
nodes..  The arrowhead on a link between a term node and a paper 
node shows the direction of the relationship.  The arrowhead 
indicates that papers that contain the term node cite the paper node, 
not vice-versa.  A number of participants did not understand this 
relationship at first and needed the explanation repeated multiple 
times. 
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3.7.4. Exploratory Exercise 
The participants in the AO, VO, and AV conditions completed the 
Exploratory Exercise (Appendix A).  The participants in the AO condition 
completed the exercise after reading the article.  The participants in the VO and 
AV conditions completed the exercise after the CiteSpace tutorial. 
The exercise was not designed to be a formal data collection instrument.  The 
exercise served as training and familiarization to CiteSpace for participants in the 
VO and AV conditions.  Simply providing the tutorial and then telling the 
participants to explore on their own did not seem sufficient to ensure that the 
participants would use the major CiteSpace features.  The exercise provided the 
participants with a reason to try the functions, experience manipulating the 
visualization, and interpreting the results.  While the participants completed the 
exercise, I was available to explain how to use the visualization features, and to 
answer questions about the functionality and UI.  I did not answer questions 
about the content of the exercise, however. 
The exercise also encouraged the participants in the AO and AV conditions 
read the article carefully and thoroughly.  If the participants had simply 
skimmed the article and had not given it a decent effort, they would not have 
been able to complete the exercise and their card sorting responses would be 
questionable. 
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In our earlier study, we identified five important KDV tasks 
(Allendoerfer et al., 2005): 
1. identify prominent research areas in the domain 
2. identify important papers, authors, and terms associated with the 
research areas 
3. identify the “heat” of a research area—is it active and dynamic or is it 
inactive and static? 
4. identify research areas or papers that may constitute a turning point 
in the domain 
5. identify connections between authors, papers, or terms that serve as 
bridges between research areas 
The exercise focused on the second of the KDV tasks, indentifying important 
papers and terms.  The exercise contained six items.  Each item presented a target 
paper or term and asked the participants to identify one other paper and one 
other term related to the target.  The exercise also asked participants to judge the 
importance of the target.  Finally, for each item, the exercise asked participants to 
indicate what sources they used to provide the answers. 
The participants in the AO condition completed the exercise with the review 
article in paper and PDF form available at all times.  The participants in the VO 
condition completed the exercise with the visualization available at all times.  
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The participants in the AV condition completed the exercise with the 
visualization and the article in paper and PDF forms available at all times. 
All the items on the exercise could be answered using either the visualization 
or the review article, though some were more difficult to answer using one 
method or the other.  Participants were also allowed to use their own knowledge 
of AI when completing the exercise.  The exercise took about 25 minutes to 
complete. 
3.7.5. Importance card sorting tasks 
The participants in every condition completed three card sorting tasks.  The 
participants in the Baseline condition completed the card sorting tasks 
immediately after completing the informed consent form.  The participants in the 
AO, VO, and AV conditions completed the card sorts after completing the 
exercise.  In the AO condition, the participants were encouraged to consult the 
article while completing the tasks.  In the VO condition, the participants were 
encouraged to consult the visualization.  In the AV condition, they were 
encouraged to consult both.  In all conditions, the participants were also 
encouraged to use their own knowledge of AI. 
The participants completed the Paper Importance card sorting task first.  
Participants received a deck containing 28 5-inch-by-8-inch cards.  Listed on the 
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cards were papers drawn from Brief History and the visualization (see 
Appendix B for a list of the items).  6 of the papers appeared in both the review 
article and the visualization, 11 appeared in only the visualization, and 11 only in 
the review article.  The participants sorted the cards into piles representing 
different levels of importance, following the card sorting instructions (see 
Appendix C).  The participants received five title cards that showed the 
importance category and listed words associated with that category.  The 
importance categories are shown in Table 5. 
Table 5. Importance Categories 
IMPORTANCE 
CATEGORY 
DESCRIPTION 
5 
Ground-breaking, revolutionary, turning point, 
seminal, essential, fundamental, landmark, 
renowned 
4 
Major, influential, leading, prominent, 
distinguished, central, notable, primary, well 
known 
3 Common, average, standard, ordinary, typical 
2 Minor, lesser, peripheral, unremarkable, obscure, 
secondary, little known 
1 Insignificant, inconsequential, negligible, trivial, 
unknown, anonymous 
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The participants placed each card onto the category title card that best 
described their judgment about that item’s importance of the field of AI.  The 
Paper Importance card sorting task took about 10 minutes to complete. 
The participants then completed the Term Importance card sorting task.  The 
instructions in this card sorting task were identical to the first, except that the 
cards listed terms related to AI rather than papers.  The deck contained 17 terms, 
5 of which appeared in both the visualization and the review article, 6 in the 
review article only, and 6 in the visualization only.  The Term Importance card 
sorting task took about 5 minutes to complete. 
3.7.6. Relatedness card sorting task 
Once the participants had completed the importance card sorting tasks, they 
completed the Relatedness card sorting task.  The participants received a third 
deck of cards, this one containing the 28 articles and the 17 terms used in the 
previous decks.  The participants arranged the cards into piles based on their 
own judgments about which cards were related to each other (see Appendix C 
for the card sorting instructions).  The participants created as many piles as they 
wished.  Once they had finished sorting all the cards, the participants were asked 
to provide a name for each pile using a Post-It® note.  Examples of names given 
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by participants included “intelligent machines,” “problem solving,” and 
“expert systems.”  The Relatedness card sorting task took about 15 minutes to 
complete. 
3.7.7. Debriefing 
After the three card sorting tasks were complete, I provided the participants 
with a short debriefing where we discussed the hypotheses of the study, the 
other experimental conditions, and the pilot study results.  I also provided the 
CiteSpace tutorial to interested participants in the Baseline and AO conditions.  
During the debriefing, the participants and I discussed usability problems they 
encountered during the session and potential user interface improvements.  I 
documented these comments separately from the main study results and 
provided them to the CiteSpace software developers. 
3.8. Analysis methods 
I used a number of data analysis techniques to examine if using the 
visualization affected the users’ understanding of the knowledge domain.  
Overall, I transformed the card sorting responses into importance rankings or 
relatedness matrices that I compared to corresponding importance rankings or 
relatedness matrices produced domain experts.  Because the Importance and 
Relatedness card sorting tasks were conducted separately and used different 
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instructions, I conducted the analyses separately and used different 
analytic techniques. 
3.8.1. Importance 
I analyzed the card sorting responses for the Paper Importance and Term 
Importance tasks separately but using the same techniques and process.  Figure 5 
shows the analysis process using the Paper Importance card sorting task as the 
example. 
I chose to use rank data rather than averaging the importance categories 
assigned by the participants and experts.  The distribution of the importance 
category judgments is unknown, and the number of participants in each 
condition is small.  Furthermore, treating importance categories as score data 
(e.g., by computing mean importance values by averaging across the category 
values assigned by each participant) would require undesirable assumptions.  In 
particular, what is the numerical relationship between an item placed in category 
5 (“ground-breaking”) versus category 3 (“common”)?  If one participant placed 
the item in category 5, and another participant placed it in category 3, does it 
make sense for the mean importance score for that item to be category 4 
(“major”)?  Is “major” truly halfway between ground-breaking and common? 
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Instead, I selected a more conservative approach based on ranks 
among the items rather than importance scores.  This preserves the ordinal 
nature of the categories, but does not require the same assumptions about the 
importance judgments, and it deemphasizes the spacing between the categories.6 
First, I calculated importance ranks for each item for each expert.  During 
data collection, the experts placed each paper and term card into one of five 
importance category piles.  I ranked the category assignments using the RANK 
function in Microsoft Excel.  Items assigned to the same category received the 
same rank.  Items that were categorized in the higher importance categories 
receive low rank values (i.e., rank 1 = most important). 
Second, I calculated mean rankings for each item across the experts.  The 
mean rankings represent the expert benchmark rankings.  Note that these values 
are averages across rankings not averages across importance categories. 
Third, I calculated individual participant rankings using the same process.  
Again, items assigned the same importance category received the same rank, and 
smaller ranks indicate more important items. 
                                                 
6 During the first pilot study, I asked participants to rank the items rather than place them into 
importance categories.  Participants found this almost impossible to do, especially for the items in 
the middle.  Is this one rank 11 or 12?  In the second pilot study, I used only three categories, 
which did not seem to yield enough distinctions between the categories.  In the final study, I used 
five importance categories which seemed easy enough for the participants to understand and 
complete while also providing a decent range of options. 
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Fourth, I calculated Euclidean distance scores between the participant 
rankings and the expert benchmark rankings.  The formula for this calculation is 
contained in the next section. 
Fifth, I calculated mean distance scores for each of the four conditions.  I also 
conducted an analysis of variance (ANOVA) to test the statistical significance of 
observed differences between the mean distance scores. 
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5 Importance
Piles
per Expert
1. INDIVIDUAL EXPERT RANKS
Which condition produced 
responses that best agreed 
with the experts?
Which condition produced 
responses that best agreed 
with CiteSpace?
2 x 2 ANOVA
5 Importance
Piles
per Participant
3. INDIVIDUAL PARTICIPANT RANKS
2. EXPERT BENCHMARK RANKS
4. INDIVIDUAL PARTICIPANT
EUCLIDEAN DISTANCE SCORE = 38.02
5. MEAN DISTANCE SCORE
FOR VO CONDITION (n=10)
= 38.49
CITESPACE RANKS
6. RECALCULATE DISTANCE SCORES TO 
INCLUDE JUST ITEMS IN CITESPACE
2 x 2 ANOVA
  
Note:  This process was conducted separately for the Paper Importance card sorting data (28 items) and the Term Importance card sorting 
data (17 items).  The Paper Importance card sorting data are shown in the example. 
Figure 5.  Flowchart of analyses for importance card sorting data. 
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Sixth, to compare the importance rankings given by the participants 
and experts to the importance levels presented by CiteSpace, I used the number 
of citations or occurrences for each item appearing in CiteSpace to create paper 
and term importance rankings.  The paper receiving the most citations or the 
term that occurred most frequently in the dataset received a rank of 1 and so on.  
In the case of ties, each item received the average of the tied ranks (e.g., if two 
items were tied for third place, each received an importance rank of 3.5 and the 
next item received a rank of 5).  Because CiteSpace did not contain all the card 
sorting items, the CiteSpace importance rankings contained only 17 articles and 
11 terms.  When conducting comparisons to CiteSpace, I recalculated the 
participant and expert rankings and the corresponding distance scores to include 
only the appropriate items. 
3.8.1.1 Distance scores and ANOVA 
The Euclidean distance score, hereafter d, is calculated using the following 
formula, where rankp is the rank assigned by a participant and ranke is the expert 
benchmark rank for that item. 
( )∑ −= epd rankrank 2  
Using this method, the less agreement between a participant’s rankings and 
the benchmark rankings, the larger the participant’s distance score will be.  A 
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participant who ranked every item the same as the benchmark rankings 
would receive a distance score of 0.  A participant who ranked every item exactly 
the opposite from the benchmark rankings would receive a distance score of 85.5 
for paper importance, based on 28 papers, or 40.4 for term importance, based on 
17 terms. 
Using distance scores as opposed to other measures of agreement, such as 
correlations, provides several advantages.  First, individual distance scores can 
be aggregated across participants in each condition to produce descriptive 
statistics such as means and standard deviations.  Such data can be analyzed 
using familiar parametric tests.  Distance scores allow the tests to be conducted 
in a factorial design.  Looking at the predictions above, the independent variables 
are categories and the dependent variable is a score.  This suggests a 2 (Article: 
Yes/No) × 2 (Visualization: Yes/No) factorial ANOVA.  Such a design allows 
testing of hypotheses regarding both main effects and interaction effects, and 
controls for overall error better than conducting multiple pairwise comparisons.  
Other potential measures of agreement, such as correlations, are not factorial by 
nature and tests of significance rely on pairwise comparisons. 
Second, using distance scores takes better advantage of the number of 
participants in each experimental condition, n, and increases statistical power.  
Other techniques, such as rank correlations, base their n on the number of items 
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being sorted rather than the number of people doing the sorting.  Because 
the number of items being sorted is fairly small, especially in the comparisons to 
CiteSpace, the corresponding statistical tests based on the number of items 
would have inadequate power.  The approach used here does not have this issue. 
Using the distance scores between the participants and the expert benchmark 
rankings, I conducted a 2 (Article: Yes/No) × 2(Visualization: Yes/No) between-
subjects ANOVA.  The Article-No, Visualization-No cell of the design represents 
the Baseline condition.  The Article-Yes, Visualization-No cell of the design 
represents the AO condition.  The Article-No, Visualization-Yes cell of the design 
represents the VO condition.  The Article-Yes, Visualization-Yes cell represents 
the AV condition.  This analysis technique allows examination of the main effect 
of reading the article in the AO and AV conditions, the main effect of using the 
visualization in the VO and AV conditions, and the two-way (Article × 
Visualization) interaction effect across all conditoins.  I used α = .05 for all 
ANOVAs conducted in this study. 
3.8.2. Relatedness 
I analyzed the Relatedness card sorting data using a more complex method, 
shown in Figure 6 and Figure 7.  First, I created an individual 45×45 dissimilarity 
matrix for each participant.  For each combination of 2 cards, I assigned a value 0 
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when the cards were grouped in the same pile or 1 when the cards were 
grouped in different piles.  I created an equivalent dissimilarity matrix for the 
individual experts. 
Second, to consolidate the individual matrices into a group matrix for each of 
the four conditions, I used the INDSCAL technique (Carroll & Chang, 1970; 
Tijssen, van Raan, Heiser, & Wachmann, 1990), as shown in the middle right of 
Figure 6.  INDSCAL is a well-known technique for consolidating matrices 
obtained from multiple individuals.  In particular, INDSCAL accounts for 
different weights that different individuals place on each derived dimension.  I 
followed the same process to produce a combined relatedness matrix for the 
experts.  SPSS employs the INDSCAL technique using the ALSCAL procedure, 
selecting the INDSCAL model (SPSS Inc., 2007).  In each case, I produced a 2-
dimensional model. 
Third, I created a relatedness matrix that represented how CiteSpace 
depicted the papers and terms.  CiteSpace can output x-y coordinates for each of 
the nodes in the visualization.  I used these values to calculate the Euclidian 
distance between each pair of nodes.  I used the distance values to fill the cells in 
the CiteSpace relatedness matrix.  To ensure equivalent comparisons between the 
CiteSpace matrix and the other matrices, I divided the distance scores by the 
maximum possible distance score for that model.  That is, two nodes that are 
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maximally distant on the CiteSpace map were assigned a value of 1; two 
nodes at literally the same coordinates were assigned a value of 0.  Because 
CiteSpace contained only 17 of the 28 papers and 11 of the 17 terms, the resulting 
relatedness matrix was 28×28 rather than 45×45.  When comparing to this smaller 
matrix, I recalculated  the condition and expert relatedness matrices to include 
only the appropriate items.
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Cluster membership
Potential 
names for 
clusters
3. CLUSTER ANALYSIS
5. COMPARE 
MAPS AND 
CLUSTERS
Card Piles and
Pile Titles
1. BUILD INVIDUAL MATRICES 
SAME PILE = 0
DIFFERENT PILE = 1
2. INDSCAL
In what ways are the maps similar and 
different to the expert map?  What 
clusters do they have in common? In 
what ways are the maps produced by 
the conditions similar to each other? 
Newell_1972
Buchanan_1984
Bush_1945
Turing_1950
Samuel_1959
Minsky_1968
Anderson_1983
Miller_1956
Schank_1977
Nisbett_1977
Newell_1990
Hayes_Roth_1983
Tversky_1974
Ericsson_1984
Chi_1981
Elstein_1978
Chase_1973
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Bowden_1953
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Feigenbaum_1963
Goldstein_1977
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Shannon_1950
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knowledge_based_system
neural_network
decision_making
cognitive_science
cognitive process
knowledge_base
world_wide_web
human_computer_interaction
computer_science
symbol_manipulation
heuristic
satisficing
knowledge_representation
analogical_reasoning
robot
expert cognition
expert systems representing 
knowledge
problem-solving
artificial intelligence
basic cognition
INDIVIDUAL RELATEDNESS MATRIX (45 x 45 items)
(n=10 per condition; n=5 experts)
CONDITION RELATEDNESS MATRIX (45 x 45 items)
(BASELINE/AO/VO/AV/EXPERT)
Map coordinates
 
Figure 6. Flow chart of MDS and cluster analyses for Relatedness card sorting data obtained from participants and 
experts 
  
95 
PARTICIPANT RELATEDNESS MATRIX (45 x 45 items)
(n=10 per condition)
Which condition produced 
responses that best agreed 
with the experts?
RECALCULATE DISTANCE SCORES TO 
INCLUDE JUST ITEMS IN CITESPACE
2 x 2 ANOVA
4. INDIVIDUAL PARTICIPANT
EUCLIDEAN DISTANCE SCORE = 23.25
5. MEAN DISTANCE SCORE
FOR VO CONDITION (n=10)
= 24.32
EXPERT BENCHMARK RELATEDNESS MATRIX (45 x 45 items)
Which condition produced 
responses that best agreed 
with CiteSpace?
CITESPACE RELATEDNESS MATRIX (45 x 45 items)
 
Figure 7.  Flow chart of statistical analyses for Relatedness card sorting data obtained from participants and experts 
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3.8.2.1 Multidimensional scaling maps and cluster analysis 
In addition to producing the condition matrices, the INDSCAL procedure in 
SPSS produces coordinates (in this case, two-dimensional) for each item that can 
be used to construct multidimensional scaling (MDS) maps for each condition.  
The relationship between items is represented by their relative positions on the 
map.  The MDS maps plot each of the 45 card sorting items relative to the others 
in a two-dimensional space.  Items that are more related appear closer together in 
the MDS maps, items that are less related appear farther apart. 
However, MDS maps in their raw form can be difficult to interpret.  To make 
them more interpretable, I conducted a hierarchal cluster analysis on each 
condition matrix and the expert matrix to determine which items belonged 
together in groups.  I used the CLUSTER procedure in SPSS and selected the 
centriod clustering method.  I used the cluster membership values in UCINet to 
color code the nodes belonging to each cluster.  This highlights the complex 
shapes and structures of the maps. 
Next, to provide labels for the MDS maps, I analyzed the labels provided by 
the participants and experts for their card sorting piles.  This was a simple 
frequency count of words used on the pile labels.  I excluded non-content words 
(e.g., “of” “related”) and specifically excluded the words “artificial,” 
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“intelligence,” and “ai.”  Where related words were highly ranked in the 
frequency counts and appeared near each other, such as “expert” and “systems,” 
I treated these as phrases (“expert systems”). 
Finally, used the importance rankings for each item to determine its relative 
size on the map.  The highest ranked item received the largest node on the map, 
the lowest ranked item received the smallest node.  I used UCINet to produce the 
final MDS maps with colors representing the clusters, sizes representing 
importance rankings, and labels for each cluster derived from the participants’ 
labels.  In many ways, these MDS maps are similar to the sketches produced in 
Henry and Fekete (2006)’s study.  They are visual representations of the 
categories and patterns that participants in each condition “saw” in the data 
contained in the review article or the visualization. 
3.8.2.2 Distance scores and ANOVA 
To compute the distance scores for the relatedness data, I computed a 
Euclidean distance value for each item for each participant compared to the 
expert benchmark relatedness matrix.  I calculated the total Euclidean distance 
score, d, using the following formula, where cellvaluep is the value 0 or 1 in each 
cell of the participant’s relatedness matrix and cellvaluee is the value from 0 to 1 
in the benchmark relatedness matrix. 
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Using this method, a participant who grouped every item exactly the same 
way as the benchmark matrix would receive a distance score of 0.  A participant 
who grouped every item exactly the opposite from the benchmark matrix would 
receive a distance score of 44.49 (45 rows by 45 columns minus the diagonal, 
which will always be 0 in both matrices, equals 1980 cells with a maximum 
possible difference of 1 each).  The more a participant makes groupings for items 
that differ from the groupings created by the experts, the larger the distance 
score will be. 
As in the analysis of the importance data, I conducted a 2 (Article: Yes/No) × 
2 (Visualization: Yes/No) between-subjects ANOVA to test the statistical 
significance of observed differences between distance scores.  This technique 
allows examination of the main effect of reading the article, the main effect of 
using the visualization, and the two-way (Article × Visualization) interaction.  As 
with the importance data, I used α = .05 for the relatedness ANOVAs. 
3.8.2.3 Power analysis 
An analysis of power is intended to determine the extent to which the effects 
being studied can be detected if they are present.  If power is low, the study will 
be prone to Type II errors (i.e., finding no statistically significant difference even 
  
99 
though a genuine difference exists).  Low statistical power is associated 
with studies of small and variable effects, and studies with a small number of 
observations. 
Given the distance scores and the analyses described above, statistical power 
in this study depends on the effect size and on the number of participants in each 
condition.  To determine the number of participants needed to achieve adequate 
power, I conducted effect size, power, and sample size calculations using the 
G*Power 3 software (Faul, Erdfelder, Lang, and Buchner, 2007).  I used the effect 
size value I observed in my second pilot study, f = .681, as the projected effect 
size for the full study.  I selected a desired power of .95 and an α level of .05.  I 
used the “ANOVA: Fixed effects, special, main, and interactions” method in 
G*Power 3 to conduct the calculations.  The results of the power analysis are 
shown in Table 6. 
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Table 6. Power Calculations 
ITEM VALUE 
α Error Probability 0.05 
Desired Power (1-β error probability) 0.95 
Effect size (based on pilot study data) .681 
Number of total participants needed 31 
Actual power that would be achieved if 
the same effect size is observed using 
the computed sample size 
0.954 
 
According to the analysis, a study with as few as 8 participants per condition 
could achieve an adequate level of statistical power if an effect size of .681 or 
larger is observed.  Because of the differences between the pilot study and the 
final method, and to allow some room for outliers and other potential problems, 
I conducted the study using 10 participants per condition. 
3.8.3. Experts 
Because I chose to merge the expert card sorting data into benchmarks rather 
than treat their data as a separate participant group, I verified the level of 
agreement among individual experts and the benchmarks before using the 
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benchmarks to compare to the participants.  When appropriate, I 
removed outliers from the benchmark. 
For the Paper Importance and Term Importance card sorting data, I used the 
Kendall coefficient of concordance, W, to determine the level of agreement 
among the individual experts (Kendall & Babington Smith, 1939).  This statistic is 
a nonparametric test measuring the amount of agreement among raters.  
Kendall’s W is appropriate for the importance judgment data provided by 
experts because it is designed to measure the agreement among multiple sets of 
ordinal-level data or ranks.  W values range from 0, indicating no agreement 
among the raters, to 1 indicating total agreement. 
In addition to computing Kendall’s W, I examined the importance card 
sorting data to identify outliers for possible removal.  To identify cases where an 
individual expert showed low agreement with the benchmark rankings, I used 
the Spearman rank correlation to correlate the individual expert rankings with 
the benchmark importance rankings.  If an individual expert did not show a 
statistically significant correlation with the benchmark rankings, I removed that 
expert’s data from the benchmark. 
For the Relatedness card sorting data, which are 45×45 matrices rather than 
ranks or scores, traditional measures of inter-rater reliability are not available.  
To identify outliers for possible removal, I computed Quadratic Assignment 
  
102 
Procedure (QAP) correlations between the individual expert matrices and 
the benchmark matrix (Hubert & Schultz, 1976).  QAP correlation is an 
established technique for measuring the agreement between matrices.  The QAP 
correlation has been used in previous studies to examine the agreement of 
matrices produced by card sorting (Buzydlowski, 2003; McCain et al., 2005). 
The QAP correlation treats the matrices as two variables with N(N-1) 
observations each.  The procedure calculates a traditional Pearson correlation 
coefficient, r, for the two variables.  However, because the observations in this 
correlation are not independent, the distribution of the statistic is not known.  To 
calculate a p value for the correlation, the procedure creates a large number of 
randomly permuted versions of the matrices and correlates the permutations.  
This creates a reference distribution for the two matrices in question.  The p value 
for the observed r is equal to the location of the observed r on the reference 
distribution.  For example, if the observed r is larger than 95% of the correlations 
between the permutations, the p value for the observed correlation is .05.  I 
calculated the QAP correlations using Ucinet (Borgatti, Everett, & Freeman, 
2007), and chose to calculate 10,000 permutations for the reference distributions.  
A large positive QAP correlation between an individual expert and the 
benchmark matrix indicates agreement between the matrices. 
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If an individual expert failed to show a statistically significant QAP 
correlation with the benchmark matrix, I removed that expert’s data from the 
benchmark.  As a converging measure, I also examined the Weirdness Index, a 
metric computed automatically SPSS when building MDS maps using INDSCAL.  
The Weirdness Index indicates how each subject weighted the dimensions of the 
MDS solution.  If the proportion between the weights of the dimensions for one 
subject are identical to the proportion between the weights of the dimensions for 
the consolidated map, that subject receives a Weirdness Index of 0.  If the 
proportion between the weights of the dimensions for one subject are very 
different from the proportion between the weights of the dimensions for the 
consolidated map, that subject receives a Weirdness Index of 1.  In this study, I 
set a Weirdness Index of 0.20 as an exclusion criterion.  If an expert received a 
Weirdness Index value higher than 0.20, I dropped that expert’s data from the 
benchmark relatedness matrix. 
3.8.4. Comparison to CiteSpace 
I used the same techniques described in section 3.8.1.1 and section 3.8.2.2 to 
compare the card sorting responses provided by the participants and the experts 
to the information presented in CiteSpace.  For the Paper Importance and Term 
Importance card sorting tasks, I compared the importance rankings given by the 
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participants and the experts to importance rankings derived from the 
citation count data presented in CiteSpace.  I used Euclidean distance scores to 
quantify the agreement between the rankings from the four conditions and the 
expert rankings to the rankings derived from CiteSpace.  I then used 2×2 
between-subjects ANOVAs to test if the differences between the distance scores 
were statistically significant. 
For the Relatedness card sorting task, I computed distance scores between 
the relatedness matrices produced by the four conditions, the experts, and 
CiteSpace.  I used 2×2 between-subjects ANOVAs to test if the differences 
between the distance scores were statistically significant. 
3.9. Individual item analysis 
To flesh out the results and examine more subtle effects, I examined how 
importance and relatedness judgments for individual items changed across 
conditions.  I used this analysis to identify effects that may have been hidden in 
the overall distance score analyses.  Even if the overall analyses did not show 
significant differences between the conditions, some individual items may have 
been affected and it is important to understand why.  These effects may motivate 
future design changes to enhance or mitigate the effects in hopes of achieving 
improvement overall. 
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H11 and H31 predict that participants in the AO, VO, and AV 
conditions will show an improved understanding of the domain when compared 
to the Baseline condition.  This would be evidenced by participants in those 
conditions showing card sorting responses that were more expert-like than 
participants in the Baseline condition.  Furthermore, H21 and H41predict that 
participants in the AV condition will show card sorting responses more expert-
like than the participants in the AO and VO conditions. 
When an individual item did not show the expected improvement, or it 
moved in the wrong direction (i.e., the card sorting responses for that item 
became less expert-like in one of the conditions), I examined how that item was 
portrayed in the article and the visualization.  I tried to develop an explanation 
why the expected improvements did not occur.  What about the presentation in 
the review article or visualization caused those items to be affected in that way?  
Some possible explanations for the effects on individual items are described in 
the following sections. 
3.9.1. Explanations for individual item effects 
3.9.1.1 Disagreement 
Items that Buchanan explicitly identifies as important or discusses at length 
in Brief History, and items that are displayed with large, central nodes in the 
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visualization can be considered the most important.  Items that are 
discussed together in the review article or presented near each other or with a 
connection in the visualization can be considered the most related.  However, the 
determinations about what appears and how are made by human authors with 
idiosyncratic opinions or by fallible visualization software and the results may 
contradict what domain experts believe about those items.  That is, Brief History 
and CiteSpace may sometimes be “wrong,” at least as far as the domain experts 
in this study are concerned.  When the review article is wrong about an item, 
participants in the AO condition may be negatively affected.  Likewise, when the 
visualization is wrong, participants in the VO condition may be negatively 
affected.  When one source is wrong and the other is not, participants in the AV 
condition may be confused about what to do and may rely on their own 
knowledge or guess. 
3.9.1.2 Present or absent 
When an individual item appears in one source but not the other, that item is 
unlikely to show improvement in the condition that uses only the source where 
the item does not appear.  That is, if an item appears only in the visualization, 
participants in the AO condition are unlikely to show any improvement for that 
item because the article did not discuss it.  For example, ANDERSON_1983 appears 
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only in the visualization.  Participants in the VO and AV may show 
improvement for this item compared to the Baseline condition.  Participants in 
the AO condition, however, received no information about ANDERSON_1983.  If 
the item does not show improvement in the AO condition, the simplest 
explanation is that it was not present in the source that the participants used 
during the session. 
Absence also carries some implicit signal of “less important.”  If an item does 
not appear the available source, this can be seen as an indication that it is not an 
important item.  If it were important, the author or the visualization software 
would have included it! 
3.9.1.3 Conflicting information 
Items are related when they are discussed together in the review article or 
presented near each other or with a connection in the visualization.  When a pair 
of items shows a different amount of relatedness in the visualization compared 
to the review article, participants in the AV condition may be confused about the 
nature or strength of the relationship between the two items.  For example, 
MINSKY_1961 and SAMUEL_1959 are discussed together in one paragraph in Brief 
History (Buchanan, 2005, p. 57), but the papers are depicted far apart and 
unconnected in the visualization.  Participants in the AV condition may be 
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confused or misled about the relationship between the items and 
misjudge them as a result. 
Likewise, if the prominence of an item differs between the article and the 
visualization, participants in the AV condition may difficulty judging its 
importance.  For example, the term NEURAL_NETWORK is appears as a medium-
sized node in the visualization but is mentioned only briefly in the article.  
Participants in the AV condition may be conflicted about how best to categorize 
the importance of the term. 
In some ways, Absence can be seen as an example of conflicting information, 
especially when judging importance.  If an item appears in one source, but not 
the other, this may create an impression in the AV condition akin to when an 
item is prominent in one source but not the other. 
Alternately, conflicting information between the article and the visualization 
can be seen as having a moderating effect.  Disagreement between the sources 
serves to reduce both beneficial and detrimental effects.  If one source misjudges 
an item but the other categorizes it correctly, users in the AV condition may 
categorize it in the middle, creating more expert-like results than the AO or VO 
condition and worse results than the other.  Moderating disagreement would 
appear as poor categorization performance in the AO or VO condition, higher 
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categorization performance for the other, and middle performance in the 
AV condition. 
3.9.1.4 Consensus 
In some cases, agreement between the review article and the visualization 
has a beneficial synergistic effect.  When both sources present the same message 
about an item (e.g., both sources show that NEWELL_1972 is important and 
related to many other papers), the agreement is reinforcing and gives the 
participants in the AV condition confidence about what judgment to make.  
Beneficial agreement appears in the data as good categorization performance for 
an item in the VO and AO condition and even more expert-like responses in the 
AV condition. 
In other cases, however, agreement between the review article and 
visualization can be detrimental to understanding.  If both the review article and 
the visualization are “wrong” and in the same direction (e.g., both categorize the 
item as high importance when experts categorize it as low), users in the AV 
condition may reasonably conclude that the consensus categorization is correct.  
The consensus is still reinforcing for the users in the AV condition, but in the 
wrong direction.  Detrimental consensus would appear as low performance on 
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an item in both the AO and VO conditions, and even lower performance 
in the AV condition. 
3.9.1.5 General improvement 
A better understanding of the field overall should, on average, improve 
participants’ judgments about individual items.  If participants understand what 
the major subtopics in the field are, participants should be able to categorize 
items related to those subtopics, even when they have not encountered the items 
before.  This effect would appear when participants in the VO and AO conditions 
show improvement for items that did not appear in the source they used.  For 
example, the term SATISFICING does not appear in the visualization.  If 
participants in the VO condition categorize the term, which they did not see, 
more similarly to experts than participants in the Baseline condition, this could 
be attributed to the visualization having improved their understanding overall 
and this improvement allowed them to make more expert-like categorizations of 
items that fit into that overall structure. 
3.9.2. Analysis process 
For the importance card sorts, I computed a difference in importance 
rankings between the conditions and the experts.  That is, how different were the 
importance judgments given by the participants in each condition compared to 
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the ranks for that item given by the experts?  This analysis reveals which 
items were especially affected by the conditions.  This was calculated by taking 
the absolute value of the difference between the expert and the condition 
judgments.  Table 7 shows examples of these calculations for the paper 
LINDSAY_1980 and the term EXPERT_SYSTEM. 
Table 7. Example Differences in Ranks between Expert Benchmarks and 
Conditions 
ITEM EXPERT 
BASE 
LINE 
AO VO AV 
LINDSAY_1980 22 out of 28 27.5 5 28 18 
Difference in rank 
from expert 
 5.5 17.0 6.0 4.0 
EXPERT_SYSTEM 12.5 out of 17 12 4 2 1 
Difference in rank 
from expert 
 0.5 8.5 10.5 11.5 
 
For the relatedness data, for each item in each condition, I calculated a score 
representing the distance of that item from the benchmark relatedness matrix 
provided by the experts.  That is, how closely did the categorization of that item 
by participants follow the categorization of that item by experts?  This analysis 
reveals which items were especially affected by the conditions in terms of the 
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relatedness judgments.  The distance was calculated by taking the sum of 
the squared differences between the distances for the item and the other 44 items.  
Table 8 shows examples of these calculations for the term DECISION_MAKING. 
Table 8. Example Differences in Relatedness between Expert Benchmarks and 
Conditions 
DECISION_MAKING 
COMPARED TO… 
EXPERT 
BASE 
LINE 
AO VO AV 
NEWELL_1972 2.35 0.24 1.35 0.41 1.55 
BUCHANAN_1984 0.40 2.29 1.44 2.61 0.35 
BUSH_1945 2.70 1.49 2.80 1.82 2.90 
TURING_1950 2.38 2.70 2.77 2.53 2.56 
SAMUEL_1959 0.76 2.68 1.38 2.44 2.79 
[…] […] […] […] […] […] 
ANALOGICAL__REASONING 2.59 1.89 1.27 1.46 1.78 
ROBOT 1.07 2.69 2.85 2.51 2.45 
      
SUM OF SQUARED DIFFERENCES 
FROM EXPERT 
 102.95 50.12 109.84 28.80 
 
In the example, the term DECISION_MAKING was affected by the conditions.  
In the Baseline condition, the item was categorized quite differently than it was 
by experts.  In the VO condition, this is also true.  In the AO condition, the term 
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was categorized much more similarly to the experts.  In the AV condition, 
it was categorized even more similarly.  This analysis allows me to examine how 
individual items may be affected by the conditions. 
CHAPTER 4: RESULTS 
In general, the results do not support the rejection of the null hypotheses and 
do not support a conclusion that using the visualization had a beneficial effect on 
participants’ understanding of the knowledge domain.  There was some 
evidence that using the visualization affected the participants’ understanding, 
but the effects were usually small, inconsistent, and provide evidence in support 
of rejecting the null hypothesis. 
4.1. Exploratory exercise 
Though the exploratory exercise was intended mainly for training and 
familiarization, I examined the participants’ responses to develop a sense of 
whether they were relying on their own knowledge, guessing, or using the 
visualization or the review article to make importance and relatedness 
judgments.  In particular, I was interested in determining which sources the 
participants used in which conditions.  Though I have not generated hypotheses 
for these data, the analysis of the exploratory exercise data may suggest what to 
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expect in the main card sorting data and may be useful when developing 
conclusions. 
Table 9 contains a summary of the participant responses to the exploratory 
exercise in the AO, VO, and AV conditions.  The table shows the modal response 
(i.e., the most common answer) across the participants in each condition, but 
only when the modal response was given by three or more participants in that 
condition.  In addition to giving their responses, the participants indicated on the 
form which source or sources they used to answer the questions.  Because the 
participants could indicate multiple sources, the totals for this item often are 
greater than 10 (the number of participants in each condition), which indicates 
that participants often used several sources. 
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Table 9.  Exploratory Exercise Responses 
ITEM AO VO AV 
1. BUSH 1945 Importance: 4 
Related Paper: Turing 1950 
Related Term: mix 
Sources: 8 RA; 4 MOK; 1 blank 
Importance: 3 
Related Paper: Conklin 1987 
Related Term: (world) wide web 
Sources: 10 V; 3 MOK; 1 JAG 
Importance: 4 
Related Paper: Conklin 1987 
Related Term: (world) wide web 
Sources: 10 V; 3 RA; 2 MOK; 1 JAG 
2. KNOWLEDGE-
BASED SYSTEM 
Importance: 5 
Related Paper: Goldstein 1977 
Related Term: expert system 
Sources: 10 RA; 1 MOK; 1 JAG 
Importance: 3 
Related Paper: Buchanan 1984 
Related Term: expert system 
Sources: 9 V; 4 MOK 
Importance: 3, 4 
Related Paper: Buchanan 1984 
Related Term: expert system(s) 
Sources: 9 V; 6 RA; 2 MOK 
3. DECISION 
MAKING 
Importance: 4 
Related Paper: Buchanan 1984 
Related Term: mix 
Sources: 10 RA; 1 MOK 
Importance: 3 
Related Paper: Tversky 1974 
Related Term: cognitive process(es) 
Sources: 10 V;  4 MOK 
Importance: 2, 3 
Related Paper: Tversky 1974 
Related Term: cognitive process(es) 
Sources: 8 V; 8 RA; 2 MOK 
4. NEWELL 1972 Importance: 3 
Related Paper: Feigenbaum 1963 
Related Term: mix 
Sources: 9 RA; 1 MOK; 1 blank 
Importance: 5 
Related Paper: mix 
Related Term: cognitive process 
Sources: 9 V; 3 MOK 
Importance: 5 
Related Paper: Miller 1956 
Related Term: cognitive process 
Sources: 10 V; 7 RA; 3 MOK; 2 JAG 
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ITEM AO VO AV 
5. NEURAL 
NETWORK 
Importance: 4 
Related Paper: Ashby, McCulloch, & 
Pitts 
Related Term: biology 
Sources: 10 RA; 3 MOK; 1 JAG 
Importance: 2 
Related Paper: Minsky 1961 
Related Term: cognitive science 
Sources: 8 V; 5 MOK; 1 JAG 
Importance: 2, 4 
Related Paper: Minsky 1961 
Related Term: cognitive science  
Sources: 9 V; 8 RA; 4 JAG 
6. SAMUEL 1959 Importance: 4 
Related Paper: Minksy 1961, 
Feigenbaum 1963 
Related Term: learning 
Sources: 10 RA; 2 MOK 
Importance: 3 
Related Paper: Sutton 1988, Sutton 
1998, Rumelhart 1986 
Related Term: cognitive science 
Sources: 10 V; 1 MOK; 1 JAG 
Importance: 3, 4 
Related Paper: Sutton 1988 
Related Term: cognitive science 
Sources: 8 V; 8 RA; 3 JAG 
Note: mix = no response given by 3 or more participants; MOK = My Own Knowledge; RA = Review Article, V = Visualization; JAG = Just 
a Guess
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4.1.1. Importance 
Participants typically provided different responses across the three 
conditions for the paper importance and item importance judgments.  Zero of the 
six items on the exercise showed the same modal importance category between 
the AO and VO conditions.  This suggests that when only one source is available, 
people tend to rely on it when judging importance rather than relying on their 
own knowledge or guessing.  This also suggests that using only the review 
article may lead to a very different understanding of the domain than using only 
the visualization. 
The importance categories assigned in the AV condition showed a mix 
between the categories assigned in the AO and VO conditions.  This suggests 
that using both sources leads to an understanding of the domain that combines 
importance information from both sources rather than favoring information from 
one source over the other. 
4.1.2. Relatedness 
Participants in the three conditions typically provided different responses for 
the relatedness judgments.  Zero of the six items showed the same modal related 
paper in the AO and VO conditions, and only one of the six items (knowledge-
based system) showed the same modal related term (expert system).  Again, 
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these results suggest that using only the review article leads to a quite 
different understanding of the domain than using only the visualization.  This is 
despite the two sources containing substantial overlap in the information they 
provide. 
Unlike the importance judgments, the participants in the AV condition 
typically gave the same related paper and related term responses as the 
participants in the VO condition.  That is, participants in the AV and VO 
conditions gave similar responses to each other and both gave different 
responses than the AO condition.  There was little no evidence that participants 
in the AV condition combined information between the two sources when 
judging relatedness on the exploratory exercise.  Zero of the six items on the 
exercise in the AV condition showed the same modal related paper as the AO 
condition, and only one of the six items (knowledge based system) showed the 
same model related term (expert system) as the AO condition.  These results 
suggest that the participants in the AV condition favored the visualization over 
the review article when judging relatedness during the exploratory exercise. 
4.1.3. Sources 
For each item, the participants indicated which source or sources helped 
them answer the questions.  In the AO condition, the participants 
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overwhelmingly reported that they used the review article for their 
answers and only rarely used on their own knowledge or guessed.  The VO 
condition showed the same pattern except for the visualization.  Participants 
almost always reported that they used the visualization to guide their answers 
rather than using their own knowledge or guessing. 
In the AV condition, participants reported using both the visualization and 
the review article.  This finding agrees with their responses for the importance 
judgments but it contradicts their responses for the relatedness judgments where 
their responses show that they favored the visualization.  Perhaps the 
participants regularly consulted the review article but were more strongly 
influenced by the visualization.  Only one item (BUSH_1945) showed a sizable 
difference between how often participants reported using the visualization 
versus the review article.  For that item, 10 participants reported using the 
visualization whereas only 3 participants reported using the article. 
4.1.4. Implications 
It is hard to apply the findings from the exploratory exercise directly to the 
card sorting data.  However, the exploratory exercise data demonstrate that 
using the visualization versus reading the review article can lead to quite 
different outcomes.  In particular, the importance and relatedness judgments 
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almost never agreed between the AO and VO conditions.  This suggests 
that the visualization and the article, despite being designed to provide 
equivalent and complementary information, actually convey different messages. 
In addition, the results show that participants in the AV condition are likely 
to use the visualization and the review article in combination.  For the 
importance judgments, it seems that they relied on both sources when making 
their judgments.  This suggests that the AV condition in the card sorting task 
may reflect a mix of information from both sources when judging importance.  In 
the exploratory exercise, the participants’ relatedness judgments, however, were 
clearly more similar to those given in the VO condition than the AO condition, 
but their source selections suggest they used both..  When judging relatedness, 
participants in the AV condition seem to have favored the visualization but 
consulted the article too.  This result implies that their judgments of relatedness 
in the card sorting tasks may be more similar to the VO condition rather than 
reflect a combination of both sources.  This suggests that I may not find 
differences between the AV condition and the VO condition for judgments of 
relatedness. 
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4.2. Importance 
4.2.1. Analysis of domain expert data 
The Kendall coefficient of concordance showed a small but statistically 
significant level of agreement among the five experts for paper importance 
judgments, W(4, N = 28) = .288, p < .001, and term importance judgments, W(4, N 
= 17) = .235, p = .003.  These statistics indicate that the experts often did not agree 
about the importance of papers and terms in the domain.  This has potential 
implications for the interpretation of other results. 
Unlike many social science studies, where raters are trained to provide 
consistent and reliable ratings, these card sorting results represent experts’ 
actual, independent judgments about the importance of papers and terms in their 
field.  An individual expert may have idiosyncratic opinions about an item that 
differ from other experts in the field.  Minority opinions are not wrong—in fact, 
disagreements among experts move science forward—but they do make it 
difficult to judge whether the users’ understanding improved after reading the 
article or interacting with the visualization.  If experts often cannot agree about 
what the correct answers are, how can users’ understanding of the field be fairly 
evaluated?  A low agreement among domain experts is a potential flaw with the 
research methodology and is discussed at length in Chapter 5. 
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Because the experts showed some agreement in their importance 
judgments, I calculated the benchmark Paper Importance and Term Importance 
rankings by averaging the ranks for each item given by the five experts.  I 
conducted additional analyses on both set of values to identify outliers for 
possible removal.  Spearman rank correlations between the individual experts 
and the benchmark rankings for the Paper Importance and Term Importance 
card sorting tasks are shown in Table 10. 
Table 10. Rank Correlation Coefficients (rs) for Individual Experts Compared to 
Expert Benchmark Rankings 
 E01 E02 E03 E04 E05 
Paper Importance 
.564 
p = .002 
.381 
p = .045 
.654 
p = .000 
.795 
p = .000 
.624 
p = .000 
Term Importance 
.675 
p = .003 
.634 
p = .006 
.239 
p = .356 
.569 
p = .017 
.794 
p = .000 
Note: p < .05 indicates that the correlation coefficient is significantly different from zero. 
The Paper Importance data show that each expert showed a moderate or 
large correlation between the expert’s importance judgments and the benchmark 
rankings.  Each of these correlations was statistically significant from zero.  These 
results show that despite the relatively low agreement among the experts 
revealed by the Kendall’s W tests, the benchmark rankings provide a reasonable 
representation of all the experts combined. 
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The Term Importance card sorting data for Experts 01, 02, 04, and 05 
show moderate to large correlations with the benchmark rankings, and these 
correlations were statistically significant from zero.  Expert 03 did not show a 
statistically significant correlation with the benchmark rankings.  Following my 
procedure, I removed this expert’s data from the benchmark rankings and 
recalculated the benchmarks.  I used the revised benchmark for all subsequent 
analyses of term importance judgments. 
4.2.2. Paper importance 
The tests discussed in this section evaluate hypotheses H1 and H2 for 
judgments about the importance of papers in the field.  The descriptive statistics 
for the Paper Importance card sorting task are presented in Table 11, and results 
of the ANOVA are presented in Table 12. 
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Table 11. Descriptive Statistics for Distance Scores for Paper Importance 
Judgments Compared to the Expert Benchmark Rankings 
Article Visualization Mean 
Standard 
Deviation 
N 
No (Baseline) 41.40 5.96 10 
Yes (VO) 38.49 3.03 10 
No 
Total 39.94 4.84 20 
No (AO) 35.72 4.89 10 
Yes (AV) 35.18 6.92 10 
Yes 
Total 35.45 5.84 20 
No 38.56 6.05 20 
Yes 36.83 5.47 20 
Total 
Total 37.70 5.76 40 
Table 12. ANOVA Results for Distance Scores for Paper Importance Judgments 
Compared to the Expert Benchmark Rankings 
Source SS df MS F Sig. 
Article 201.60 1 201.60 6.92 .012 
Visualization 29.83 1 29.83 1.02 .318 
Article x 
Visualization 
14.02 1 14.02 .48 .492 
Error 1048.36 36 29.12   
Total 58131.83 40    
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The results show a statistically significant main effect of reading the 
review article on distance scores, no main effect of using the visualization, and 
no interaction.  The participants who read the review article made paper 
importance judgments significantly closer to the benchmark rankings than did 
participants who did not read the article.  This provides partial evidence 
supporting the rejection of the null hypothesis for hypotheses H1 and H2.  
However, a corresponding main effect was not found for the visualization.  
There was no significant effect of using the visualization on distance scores, nor 
was there a significant interaction.  Participants who used the visualization did 
not make card sorting responses that were closer to the benchmark rankings than 
did participants who did not use the visualization. 
Therefore, I fail to reject hypothesis H10 and hypothesis H20 for paper 
importance judgments. 
4.2.3. Term importance 
The tests discussed in this section evaluate hypotheses H1 and H2 for 
judgments about the importance of terms in the field.  Descriptive statistics for 
the Term Importance card sorting task are presented in Table 13, and the results 
of the ANOVA are presented in Table 14. 
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Table 13.  Descriptive Statistics Distance Scores for Term Importance 
Judgments Compared to the Expert Benchmark Rankings 
Article Visualization Mean 
Standard 
Deviation 
N 
No (Baseline) 19.15 3.15 10 
Yes (VO) 20.38 3.00 10 
No 
Total 19.77 3.06 20 
No (AO) 20.39 3.34 10 
Yes (AV) 21.42 2.94 10 
Yes 
Total 20.91 3.11 20 
No 19.77 3.22 20 
Yes 20.90 2.94 20 
Total 
Total 20.34 3.10 40 
Table 14. ANOVA Results for Distance Scores for Term Importance Judgments 
Compared to the Expert Benchmark Rankings 
Source SS df MS F Sig. 
Article 13.00 1 13.00 1.34 .254 
Visualization 12.93 1 12.93 1.34 .255 
Article x 
Visualization 
0.10 1 0.10 0.01 .919 
Error 348.43 36 9.68   
Total 16916.57 40    
 
The results show no statistically significant differences among the conditions 
for term importance judgments.  Neither reading the review article nor 
interacting with the visualization had a statistically significant effect on 
participants’ card sorting responses for the term importance task.  Participants in 
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the AO, VO, and AV conditions did not make more expert-like responses 
than the Baseline condition, nor did participants in the AV condition make more 
expert-like responses than the AO and VO conditions. 
Therefore, I fail to reject hypothesis H10 and hypothesis H20 for term 
importance judgments. 
4.2.4. Discussion 
There are several possible explanations why reading this review article or 
interacting with this KDV for a short time might not change participants’ 
understanding of importance or yield statistically significant differences in 
importance judgments.  First, the distance scores for all the participants, even in 
the Baseline condition, were not as distant from the experts as might be expected.  
For paper importance, the Baseline condition showed a distance score of 41.4 out 
a possible 85.5.  For term importance, the Baseline condition showed a distance 
score of 19.15 out of a possible 40.4.  In both cases, the participants in the Baseline 
condition were already slightly more than halfway to the experts without any 
additional information.  Perhaps when starting from a fairly close position, 
making substantial gains in understanding may be difficult to obtain in a short 
time.  If the participants were true AI novices rather than AI “familiars,” and the 
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Baseline condition and the experts were farther apart, perhaps 
statistically significant differences could have been found among the conditions. 
Second, the card sorting tasks occurred immediately after the participants 
completed the exploratory exercise.  Perhaps the benefits of using the 
visualization simply take longer to appear than was available during the session.  
If the participants had completed the card sorting tasks a few days after the 
exploratory exercise, perhaps different results would have been found.  This 
explanation is not especially convincing, however, because effects of the reading 
the article, at least for the paper importance task, seem to have appeared right 
away. 
Third, perhaps the benefits of reading this particular article and using this 
particular visualization are simply small and would require larger sample sizes 
to detect.  This also is not a convincing explanation given the results of the pilot 
studies and the power analysis described in section 3.8.2.3. 
4.2.4.1 Distance scores for most important items only 
Finally, the small effect sizes and the low level of agreement among the 
experts suggest that the participants and the experts may not have been familiar 
enough with many of the items to accurately and reliably assign importance 
categories.  To determine if this affected the results, I conducted the same 
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distance score analysis as before, but this time including only the five 
papers and the five terms categorized as most important by the experts.  These 
are the items that are most likely to be familiar to all the participants and experts.  
The five most important papers and terms are listed in Table 15.  The results 
from this alternate analysis for the Paper Importance card sorting task are shown 
in Table 16 and Table 17. 
Table 15.  Five Most Important Papers and Terms as Determined by the Domain 
Experts 
 
IMPORTANCE 
RANK 
CARD 
NUMBER 
CARD DESCRIPTION 
1 1 NEWELL_1972 
2 4 TURING_1950 
3 6 MINSKY_1968 
4 13 TVERSKY_1974 
Papers 
5 24 SHANNON_1950 
1 30 ARTIFICIAL_INTELLIGENCE 
2 32 NEURAL_NETWORK 
3 33 DECISION_MAKING 
4 34 COGNITIVE_SCIENCE 
Terms 
5 41 HEURISTIC 
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Table 16.  Descriptive Statistics for Distance Scores Paper Importance 
Judgments Compared to the Expert Benchmark Rankings (Five Most Important 
Papers) 
Article Visualization Mean 
Standard 
Deviation 
N 
No (Baseline) 17.91 6.37 10 
Yes (VO) 15.76 4.31 10 
No 
Total 16.84 5.41 20 
No (AO) 14.36 4.79 10 
Yes (AV) 10.89 5.20 10 
Yes 
Total 12.62 5.18 20 
No 16.13 5.78 20 
Yes 13.32 5.28 20 
Total 
Total 14.73 5.65 40 
Table 17. ANOVA Results for Distance Scores for Paper Importance Judgments 
Compared to the Expert Benchmark Rankings (Five Most Important Papers) 
Source SS df MS F Sig. 
Article 177.66 1 177.66 6.51 .015 
Visualization 78.85 1 78.85 2.89 .098 
Article x 
Visualization 
4.36 1 4.36 0.16 .692 
Error 982.76 36 27.30   
Total 9920.78 40    
 
The results show a significant main effect of reading the review article, no 
main effect of using the visualization, and no interaction.  As in the analysis of all 
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the card sorting items, the participants who read the review article in the 
made paper importance judgments for the five most important papers that were 
significantly closer to the benchmark rankings than the participants who did not 
read the article.  This provides partial evidence supporting the rejection of the 
null hypothesis for hypotheses H1 and H2.  However, also like the previous 
analysis, a corresponding effect was not found for the visualization, which did 
not show a significant main effect on participants’ paper importance judgments 
for the five most important papers, nor an interaction effect.  These results are 
consistent with the results examining the full sets of card sorting items, and do 
not provide evidence to support rejecting the null hypothesis for hypotheses H1 
or H2 for paper importance. 
The results from this alternate analysis for the Term Importance card sorting 
task examining only the five most important terms are shown in Table 18 and 
Table 19. 
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Table 18.  Descriptive Statistics for Distance Scores for Term Importance 
Judgments Compared to the Expert Benchmark Rankings (Five Most Important 
Terms) 
Article Visualization Mean 
Standard 
Deviation 
N 
No (Baseline) 9.44 3.36 10 
Yes (VO) 12.00 3.83 10 
No 
Total 10.72 3.74 20 
No (AO) 10.32 3.87 10 
Yes (AV) 12.50 3.69 10 
Yes 
Total 11.41 3.85 20 
No 9.88 3.55 20 
Yes 12.25 3.67 20 
Total 
Total 11.07 3.76 40 
 
Table 19. ANOVA Results for Distance Scores for Term Importance Judgments 
Compared to the Expert Benchmark Rankings (Five Most Important Terms) 
Source SS df MS F Sig. 
Article 4.70 1 4.70 0.34 .561 
Visualization 56.34 1 56.34 4.13 .049 
Article x 
Visualization 
0.35 1 0.35 0.03 .874 
Error 490.65 36 13.63   
Total 58131.83 40    
 
The results show no main effect of reading the article, a significant main 
effect of using the visualization, and no interaction effect.  Though there is a 
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significant main effect of using the visualization, the direction of the 
effect is in the opposite direction predicted in the alternative hypotheses for H1 
and H2.  That is, the results show that participants who used the visualization 
produced term importance judgments with larger distance scores with the 
benchmark rankings than did participants who did not use the visualization.  
Using the visualization to judge importance for these top five terms seems to 
have led participants away from the benchmark rankings rather than toward 
them.  Like before, these results provide no evidence supporting the rejection of 
the null hypothesis for H1 or H2. 
Regarding the importance of papers, reading the review article appears to 
have had a beneficial effect on participants’ understanding.  Participants who 
read the article made card sorting responses closer to the benchmark rankings 
than did participants who did not read the article.  This effect was found both 
when examining all the papers and when considering the top five papers only.  
However, this effect was also not found for the participants who used the 
visualization.  This suggests that the visualization did not provide as much 
information about the importance of papers as the review article did, or that the 
information in the visualization about importance was confusing or difficult to 
use. 
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Regarding the importance of terms, however, reading the review 
article does not seem to have had an effect.  Participants who read the article 
showed the same distance scores as participants who did not.   There is also 
some evidence that using the visualization not only did not improve 
participants’ understanding, but using it may have misled or confused them and 
led to a poorer understanding of the domain.  Considering the top five terms 
only, the participants who used the visualization showed distance scores 
significantly farther from the experts than did participants who did not use the 
visualization. 
Neither the article nor the visualization had a beneficial effect on 
participants’ understanding of term importance.  This suggests that judging the 
importance of terms in a card sorting task, or perhaps judging the importance of 
these terms, is simply too difficult overall or hard to measurably improve in a 
short session. 
4.3. Relatedness 
The participants created an average of 6.5 piles with a range of 3 to 12 piles.  
This contrasts to an average of 11.4 piles with a range of 7 to 16 piles for the 
domain experts.  The experts made more, smaller categories than the 
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participants, which makes sense because domain experts should be able 
to make finer distinctions between items than non-experts. 
4.3.1. Analysis of domain expert data 
The QAP correlations and INDSCAL Weirdness Index values for the 
individual experts are shown in Table 20. 
Table 20. Analysis of Individual Experts Compared to the Benchmark 
Relatedness Matrix 
 E01 E02 E03 E04 E05 
QAP Correlation 
.326 
p = .000 
.377 
p = .000 
.228 
p = .000 
.303 
p = .000 
.569 
p = .000 
INDSCAL 
Weirdness Index 
.0033 .0243 .0245 .0473 .0492 
Note: p < .05 indicates that the correlation coefficient is significantly different from zero. 
These results show small to medium sized QAP correlations between each 
individual expert and the benchmark relatedness matrix created by INDSCAL.  
Each of these correlation coefficients was statistically significant from zero.  The 
Weirdness Index values for each expert were all small.  These results, taken 
together, demonstrate that the expert benchmark relatedness matrix provides a 
decent representation of all the experts in the group.  None of the experts 
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appeared to qualify as an outlier and I chose to include all five experts’ 
data in the benchmark relatedness matrix. 
4.3.2. MDS and cluster analysis 
As described in section 3.8.2.1, I used the INDSCAL procedure to create 
group matrices for each of the four conditions and for the experts.  I used the 
coordinates produced by these matrices to produce MDS maps for each of the 
group matrices and for the experts.  For the expert MDS map, I chose to depict 11 
clusters to reflect the average number of piles produced by the experts.  For the 
four condition MDS maps, I chose to depict 6 clusters to reflect the number of 
piles made by the participants.  I used the results of the cluster analysis to 
provide color coding for each cluster, and the text analysis to provide labels for 
each cluster.  The resulting maps are shown in Figure 8 through Figure 12. 
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Figure 8. Doman expert multidimensional scaling map. 
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Figure 9.  Baseline condition multidimensional scaling map. 
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Figure 10.  AO multidimensional scaling map. 
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Figure 11. VO condition multidimensional scaling map. 
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Figure 12. AV condition multidimensional scaling map. 
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The most common and consistent clusters across the conditions were 
the “expert systems” cluster, shown in dark blue on each MDS map, and the 
“problem-solving” or “cognition” cluster7, shown in red.  The other clusters were 
less consistent across the conditions.  The membership of the clusters also 
changed from condition to condition, as discussed in the individual item analysis 
in section 4.5. 
Unlike the pilot studies, there were no “I Don’t Know” clusters.  This is not 
because participants and experts did not use such names for their piles—they 
certainly did—but because none of the groups were consistently assigned such 
names. 
4.3.3. Distance scores and ANOVA 
The tests in this section evaluate hypothesis H3 and H4 for relatedness 
judgments.  The descriptive statistics showing distance scores for relatedness are 
presented in Table 21 and the results of the ANOVA are presented in Table 22. 
                                                 
7 Informally, I refer to this cluster as Newell & Friends—in each case, the cluster is always 
connected to Newell and Simon (1972).  The different conditions and the experts use different 
names for the cluster, however. 
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Table 21. Descriptive Statistics for Distance Scores for Relatedness 
Judgments Compared to the Benchmark Relatedness Matrix 
Article Visualization Mean 
Standard 
Deviation 
N 
No (Baseline) 24.26 0.78 10 
Yes (VO) 24.32 0.60 10 
No 
Total 24.29 0.68 20 
No (AO) 24.31 0.71 10 
Yes (AV) 24.05 0.90 10 
Yes 
Total 24.18 0.80 20 
No 24.28 0.73 20 
Yes 24.18 0.76 20 
Total 
Total 24.23 0.73 40 
Table 22. ANOVA Results for Distance Scores for Relatedness Judgments 
Compares to the Benchmark Relatedness Matrix 
Source SS df MS F Sig. 
Article 0.12 1 0.12 0.21 0.65 
Visualization 0.10 1 0.10 0.17 0.68 
Article x 
Visualization 
0.24 1 0.24 0.42 0.52 
Error 20.55 36 0.57   
Total 23512.47 40    
 
The results show no statistically significant main effects or interaction effect 
among the conditions on the distance scores.  There was no main effect of 
reading the article, no main effect of using the visualization, and no interaction.  
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Participants in the AO, VO, and AV conditions did not make relatedness 
judgments closer to the experts than did participants in the Baseline condition.  
Participants in the AV condition did not make relatedness judgments closer to 
the experts than did participants in the AO or VO conditions.  Therefore, I fail to 
reject hypothesis H30 and hypothesis H40 for relatedness judgments. 
4.3.4. Discussion 
Again, it may be that a short experimental session is not enough time to 
make big changes in participants’ understanding of relationships among papers 
and terms  As with the importance tasks, all the participants, even those in the 
Baseline condition, were not as far from the experts as might be expected.  
Participants in the Baseline condition showed an average distance score of 24.3 
out of a possible 44.5, a little more than halfway away from the experts without 
having been presented any information about the field during the session.  
Again, perhaps when starting from a fairly close position, moving substantially 
closer in a short time may be difficult.  If the distance between the Baseline 
condition and the experts were increased, perhaps statistically significant 
differences could have been found among the conditions. 
  
145 
4.3.4.1 Distance scores for most important items only 
The previous analysis looked at all the card sorting items and did not find 
evidence supporting the rejection of the null hypothesis for H3 or H4.  However, 
as with the importance data, it is possible that the participants and the experts 
simply were not familiar enough with the items to accurately and reliably group 
them into piles.  To determine this affected the results, I conducted the same 
analysis as before, except I included only the five papers and the five terms 
categorized as most important by the domain experts.  These are the items that 
are most likely to be familiar to all the participants and experts alike.  The list of 
the most important terms and papers is provided in Table 15.  The results from 
this analysis for relatedness judgments are shown in Table 23 and Table 24. 
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Table 23.  Descriptive Statistics for Distance Scores for Relatedness 
Judgments Compared to the Benchmark Relatedness Matrix (Five Most 
Important Papers and Terms) 
Article Visualization Mean 
Standard 
Deviation 
N 
No (Baseline) 5.24 0.11 10 
Yes (VO) 5.25 0.13 10 
No 
Total 5.24 0.12 20 
No (AO) 5.21 0.19 10 
Yes (AV) 5.25 0.19 10 
Yes 
Total 5.23 0.18 20 
No 5.23 0.15 20 
Yes 5.25 0.16 20 
Total 
Total 5.24 0.15 40 
Table 24. ANOVA Results for Distance Scores Relatedness Judgments Compared 
to the Benchmark Relatedness Matrix (Five Most Important Papers and Terms) 
Source SS df MS F Sig. 
Article 0.00 1 0.00 0.03 .866 
Visualization 0.01 1 0.01 0.24 .628 
Article x 
Visualization 
0.00 1 0.00 0.11 .744 
Error 0.90 36 0.03   
Total 1098.27 40    
 
As in the analysis of all the card sorting items, the results for the top five 
papers and top five terms showed no significant main effects or interaction 
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effects among the four conditions.  The results of this alternate analysis 
did not provide evidence supporting the rejection of the null hypothesis for H3 
or H4. 
4.4. Comparisons to CiteSpace 
The tests discussed in this section evaluate hypotheses H5 through H7.  
These hypotheses predicted how the card sorting responses made by participants 
and experts would agree with the information presented by CiteSpace.  If the 
participants’ card sorting responses are closer to CiteSpace when CiteSpace is 
available compared to when it is not, this would be evidence that using 
CiteSpace influences users’ understanding of the domain.  If the card sorting 
responses are not closer to CiteSpace even when CiteSpace is available, this 
would be evidence that CiteSpace does not influence users’ understanding of the 
domain, and that the participants in the study had instead relied on the review 
article, their own knowledge, or guessing. 
If using the visualization does not lead to responses that are measurably 
closer to the information presented in visualization, there is little chance that 
using the visualization could lead to measurable improvements in 
understanding of the domain overall. 
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4.4.1. Paper Importance 
In the analyses reported in this section, I computed distance scores 
comparing the participants’ card sorting responses to the values contained in 
CiteSpace rather than to the values provided by the domain experts.  Also unlike 
the previous analyses, the analyses reported here were conducted only on the 
items appearing in the visualization rather than all items.  This decreases the 
number of papers in the card sorting tasks from 28 to 17 and the number of terms 
from 17 to 11. 
As in the other alternate analyses, I conducted a 2 (Article: Yes/No) × 
2(Visualization: Yes/No) between-subjects ANOVA on the distance scores.  This 
allowed me to examine the main effect of reading the article, the main effect of 
using the visualization, and the two-way interaction effect on distance scores 
compared to CiteSpace.  I used α = .05 for all ANOVAs discussed in this section.  
The descriptive statistics for paper importance judgments are presented in Table 
25 and the results of the ANOVA in Table 26. 
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Table 25. Descriptive Statistics for Distance Scores for Paper Importance 
Judgments Compared to CiteSpace 
Article Visualization Mean 
Standard 
Deviation 
N 
No (Baseline) 26.07 3.68 10 
Yes (VO) 20.98 5.18 10 
No 
Total 23.52 5.09 20 
No (AO) 23.66 2.40 10 
Yes (AV) 22.72 2.83 10 
Yes 
Total 23.19 2.60 20 
No 24.86 3.26 20 
Yes 21.85 4.16 20 
Total 
Total 23.36 3.99 40 
Table 26. ANOVA Results for Distance Scores for Paper Importance Judgments 
Compared to CiteSpace 
Source SS df MS F Sig. 
Article 1.10 1 1.10 0.08 .777 
Visualization 90.72 1 90.72 6.71 .014 
Article x 
Visualization 
43.14 1 43.14 3.19 .082 
Error 486.78 36 13.52   
Total 22440.92 40    
 
The results show no statistically significant main effect of reading the review 
article, a significant main effect of using the visualization, and no interaction 
effect on the distance scores compared to CiteSpace.  Participants who interacted 
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with the visualization made judgments about paper importance 
significantly closer to the importance values depicted in CiteSpace than did the 
participants who did not interact with the visualization.  This result suggests that 
the visualization does “get through” to users and influences their understanding 
about the importance of papers.  As the main analysis of this study suggests, 
however, this influence is not necessarily in the direction of the domain experts, 
but such influence is required if the visualization is ever to be beneficial.  This 
result provides partial support for rejecting the null hypothesis for H5 and H6, 
but the lack of an interaction effect prevents me from concluding that the VO 
condition was closer to CiteSpace than the Baseline condition, or that the AV 
condition was closer to CiteSpace than the AO condition.  For this reason, I fail 
to reject hypothesis H50 and hypothesis H60 for paper importance judgments. 
Lastly, the Spearman rank correlation between the expert benchmark 
rankings and the derived CiteSpace rankings for paper importance was small 
and not statistically significant, rs = .159 (CI95% = -.35 - .59), p = .541.  The experts’ 
importance judgments did not strongly agree with the importance levels for 
those papers presented in CiteSpace.  Therefore, I fail to reject hypothesis H70 
for judgments about the importance of papers.  When the information presented 
in a visualization does not agree with expert judgments, it is unlikely that using 
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the visualization can lead to understandings of the domain more similar 
to those experts. 
4.4.2. Term Importance 
The descriptive statistics for distance scores between the participants and 
CiteSpace are shown in Table 27.  The results of the ANOVA for these data are 
presented in Table 28. 
Table 27.  Descriptive Statistics for Distance Scores for Term Importance 
Judgments Compared to CiteSpace 
Article Visualization Mean 
Standard 
Deviation 
N 
No (Baseline) 13.49 3.26 10 
Yes (VO) 11.48 4.39 10 
No 
Total 12.48 3.90 20 
No (AO) 12.23 3.14 10 
Yes (AV) 10.77 2.01 10 
Yes 
Total 11.50 2.67 20 
No 12.86 3.18 20 
Yes 11.12 3.35 20 
Total 
Total 11.99 3.34 40 
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Table 28. ANOVA Results for Distance Scores for Term Importance 
Judgments Compared to CiteSpace 
Source SS df MS F Sig. 
Article 9.74 1 9.74 0.89 .352 
Visualization 30.21 1 30.21 2.76 .105 
Article x 
Visualization 
0.77 1 0.77 0.07 .792 
Error 394.35 36 10.95   
Total 6184.99 40    
 
The results show no main effect of reading the review article, no main effect 
of using the visualization, and no interaction effect on the distance scores.  
Contrary to the paper importance results, using the visualization did not affect 
participants’ card sorting responses for term importance.  The participants who 
used CiteSpace did not make judgments more similar to it.  The lack of a main or 
interaction effect of using the visualization prevents me from concluding that the 
VO condition was closer to CiteSpace than the Baseline condition, or that the AV 
condition was closer to CiteSpace than the AO condition.  For this reason, I fail 
to reject hypothesis H50 and hypothesis H60 for term importance judgments. 
The Spearman rank correlation between the domain experts and CiteSpace 
for the importance of terms was not statistically significant from zero, rs = .224 
(CI95% = -.43 - .73), p = .509.  The experts’ term importance judgments did not 
agree with the importance levels for those terms presented in CiteSpace.  
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Therefore, I fail to reject hypothesis H70 for judgments about the 
importance of terms. 
As with the paper importance judgments, the experts showed little 
agreement with CiteSpace regarding their term importance judgments.  This is a 
potential problem for CiteSpace because if the information presented does not 
agree with the domain experts used to create the benchmark rankings, it will be 
very difficult for users of the visualization to show improvement toward the 
benchmark. 
4.4.3. Relatedness 
Descriptive statistics comparing the distance scores among the four 
conditions for relatedness judgments are shown in Table 29.  The results of the 
ANOVA testing the statistical significance of these results are presented in Table 
30. 
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Table 29. Descriptive Statistics for Distance Scores for Relatedness 
Judgments Compared to CiteSpace 
Article Visualization Mean 
Standard 
Deviation 
N 
No (Baseline) 16.22 1.00 10 
Yes (VO) 15.21 1.63 10 
No 
Total 15.71 1.42 20 
No (AO) 16.44 0.85 10 
Yes (AV) 16.00 0.82 10 
Yes 
Total 16.22 0.84 20 
No 16.33 0.91 20 
Yes 15.60 1.32 20 
Total 
Total 15.97 1.18 40 
 
Table 30. ANOVA Results for Distance Scores for Relatedness Judgments 
Compared to CiteSpace 
Source SS df MS F Sig. 
Article 2.56 1 2.56 2.02 0.16 
Visualization 5.23 1 5.23 4.11 0.05 
Article x 
Visualization 
0.84 1 0.84 0.66 0.42 
Error 45.74 36 1.27   
Total 10250.89 40    
 
The results show no main effect of reading the review article, a significant 
main effect of using the visualization, and no interaction effect.  Participants who 
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used CiteSpace made relatedness judgments significantly closer to the 
relatedness information depicted in CiteSpace than did participants who did not 
use it.  These results suggest that using CiteSpace does influence participants’ 
understanding of relationships between papers and terms in the domain.  This 
result provides partial support for rejecting the null hypothesis for H5 and H6, 
but the lack of an interaction effect does not allow me to conclude that the VO 
condition was closer to CiteSpace than the Baseline condition, or that the AV 
condition was closer to CiteSpace than the AO condition.  For this reason, I fail 
to reject hypothesis H50 and hypothesis H60 for relatedness judgments. 
Finally, the QAP correlation between the expert benchmark matrix and 
CiteSpace for relatedness judgments was extremely small and not statistically 
significant, rQAP = .091 (CI95% = .03 - .16), p = .059.  Like the importance data, the 
relatedness judgments made by experts did not correlate with the relationships 
depicted in CiteSpace.  Therefore, I fail to reject hypothesis H70 for judgments 
about the relatedness of items.  As with the importance data, a lack of agreement 
between the experts and CiteSpace makes it very difficult for users of the 
visualization move closer to these experts in their card sorting responses. 
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4.4.4. Discussion 
Participants’ judgments of importance and relatedness were influenced by 
using CiteSpace.  Participants who used the visualization produced card sorting 
responses more similar to the information depicted in CiteSpace than 
participants who did not use the visualization.  This analysis shows that the 
presentation of importance and relatedness in CiteSpace changed users 
understanding of the domain in a predictable, measurable way. 
However, the main analyses of this study showed no evidence that using the 
visualization made participants more like the domain experts.  This result can be 
explained by considering the lack of agreement between the experts and 
CiteSpace.  The experts’ importance and relatedness judgments did not correlate 
strongly with CiteSpace.  This has serious implications for the ability of the 
visualization improve users’ understandings of the domain, so long as 
improvement is gauged by agreement with these experts.  For example, the VO 
condition, which showed the smallest distance scores with CiteSpace among the 
three conditions, showed the largest distance score from the benchmark 
relatedness matrix.  If CiteSpace does not organize and present items in the 
visualization in a manner similar to how domain experts think about and group 
the same items, users of the visualization may be led to believe inaccurate things 
about the domain. 
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Alternately, these results may indicate that this group of domain 
experts holds opinions about these papers and terms that are not representative 
of the larger AI domain.  CiteSpace bases its presentation of relatedness data on 
the citation behavior of dozens of authors across hundreds of papers and 
thousands of citations.  Perhaps the domain experts used here are unusual in 
some respect compared to larger field.  It would be useful in future studies to 
examine whether using larger pool of domain experts produces card sorting 
results more similar to the results produced by CiteSpace. 
4.5. Individual item analysis 
The overall effects for the Paper Importance, Term Importance, and 
Relatedness card sorting tasks were discussed in the previous sections.  In this 
section, I discuss how the different conditions affected how participants judged 
importance and relatedness for individual papers and terms. 
4.5.1. Importance 
The results from this analysis are presented in Figure 13 and Figure 14.  
Different colored symbols represent the Baseline, AO, VO, and AV conditions.  
Movement up the chart indicates that the item was categorized less like the 
experts (an increase in distance between the ranks) whereas movement down the 
chart indicates that the item was categorized more like the experts (a decrease in 
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distance between the ranks).  In both card sorts, the maximum possible 
distance is the equal to the number of cards minus 1 (e.g., in the Paper 
Importance card sorting task, if the item ranked first [1] by the experts was 
ranked last [28] by the participants, that item would receive a distance of 27).  
Items that were often or severely miscategorized are shown in Table 31.  The 
table lists whether participants overestimated or underestimated the important 
of the item, whether the item was present in the article and visualization, and 
whether it was prominent in the article and visualization.  Prominence in the 
review article is associated with more mentions and longer discussions of the 
term or paper.  Prominence in the visualization is associated with large, central 
nodes. 
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Figure 13.  Differences in importance judgments for individual papers. 
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Figure 14.  Differences in importance judgments for individual terms. 
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Table 31. Commonly Miscategorized Items for Importance Judgments 
 CONDITION PRESENT? PROMINENT? 
ITEM BASELINE AO VO AV ART VIZ ART VIZ 
BUCHANAN_1984 Under        
BUSH_1945  Over  Over     
TVERSKY_1974 Under Under       
GOLDSTEIN_1977 Over Over       
SHANNON_1950 Under        
ROBOT Under Under Under      
LINDSAY_1980  Over       
EXPERT_SYSTEM  Over Over Over     
NEURAL_NETWORK   Under Under     
HUMAN_COMPUTER_INTERACTION   Over      
BUSH_1945    Over     
Note: “Under” indicates that participants ranked the item as lower importance than experts; “Over” indicates participants ranked the item 
as higher importance than experts. 
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In the following sections, I discuss the miscategorized items and 
attempt to characterize the effect that occurred and speculate as to why that item 
was affected in that way. 
In the Baseline condition, the papers BUCHANAN_1984, TVERSKY_1974, 
GOLDSTEIN_1977, and SHANNON_1950 and the term ROBOT stand out as having 
been having been miscategorized by the participants relative to the domain 
experts.  In the case of BUCHANAN_1984, TVERSKY_1974, SHANNON_1950, and 
ROBOT the participants underestimated the importance of the item compared to 
the experts.  In the case of GOLDSTEIN_1977, the participants overestimated its 
importance compared to the experts.  It is difficult to speculate why these 
judgments occurred this way in this condition because I do not know what 
outside knowledge the participants had about these items.  In future studies, it 
would be helpful to ascertain what level of familiarity non-experts have with 
each item, or to determine to what extent each item was discussed in the AI 
courses the participants had taken. 
In the AO condition, the papers BUSH_1945, GOLDSTEIN_1977, TVERSKY_1974, 
and LINDSAY_1980 and the terms EXPERT_SYSTEM and ROBOT stand out as having 
been miscategorized.  In the case of TVERSKY_1974, the participants 
underestimated its importance possibly because the paper does not appear in 
Brief History.  In the cases of GOLDSTEIN_1977 and BUSH_1945, the presence of 
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both papers in the review article may have influenced the participants to 
overestimate their importance.  This is even clearer in the case of LINDSAY_1980 
where the participants overestimated its importance compared to the experts.  
The paper is discussed prominently in Brief History, which includes a photograph 
of the team that created Dendral, the expert system featured in LINDSAY_1980.  It 
is not surprising that participants in the AO condition were somewhat misled 
about this item.  These examples show the effect of the presence or absence of an 
item on importance judgments.  In the case of TVERSKY_1974, its absence from the 
review article led participant to underestimate its importance.  In the case of 
LINDSAY_1980, the presence and prominence of the paper in the article led to 
participants to substantially overestimate its importance.  Participants in the 
Baseline condition categorized LINDSAY_1980 about right, but they were not 
exposed to the review article. 
In the case of EXPERT_SYSTEM, it was not the presence or absence of the term 
that affected its categorization, but rather its prominence.  Buchanan himself is a 
major figure in the subfield of expert systems, and he is the author of the major 
publications on the topic, including BUCHANAN_1984, which is the second most 
cited node in the visualization.  The review article is, not surprisingly, heavy on 
expert systems material.  After reading the article, it is not surprising that the 
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participants judged the term to be much more important than the domain 
experts did. 
Neither of these explanations holds, however, for the term ROBOT.  The 
review article begins with an extensive discussion about the history of 
mechanized humans dating to ancient Greece.  This emphasis on robotics seems 
to agree with the domain experts’ judgment that ROBOT is an important AI term.  
Perhaps participants did not appreciate the connections between these early 
manifestations of mechanized humans and the computer-based systems we have 
come to associate with AI today.  Alternately, perhaps the fact that Buchanan 
does not devote much space in the article to contemporary robotics suggested to 
the participants that robotics is no longer a central AI topic. 
In the VO condition, TVERKSY_1974, which gave participants trouble in the 
Baseline and AO conditions, was correctly categorized as being in the top tier of 
AI papers.  This is possibly the result of the presence of TVERSKY_1974 in the 
visualization as a medium-sized node.  Like participants in the Baseline 
condition, participants in the VO condition underestimated the importance of 
SHANNON_1950, possibly because the paper is absent from the visualization.  
Unlike the Baseline condition, participants in the VO condition underestimated 
the importance of the term NEURAL_NETWORK.  This is possibly an example of 
conflicting information between visualization and the field overall.  The 
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NEURAL_NETWORK node in the visualization is isolated in the upper left 
corner of the visualization and has a small node size.  In this case, the 
visualization communicated to the participants that NEURAL_NETWORK was lower 
importance and the participants seem to have been influenced by the 
visualization. 
The opposite is true for the term HUMAN_COMPUTER_INTERACTION, which 
appears as a large node in the center of the visualization.  Participants in the VO 
condition overestimated the importance of this item compared to the experts.  
Again, the prominence an item in the visualization led to participants 
miscategorizing that item’s importance. 
The opposite is also true for the term EXPERT_SYSTEM, which participants in 
the VO condition judged to be more important than the experts did.  The 
EXPERT_SYSTEM node is the largest term node in the visualization.  Though 
CiteSpace did not mark the term as having high centrality, the node was so large 
that its lack of centrality did not seem to matter.  The participants saw a large, 
prominent node and used that information in their judgments of its importance. 
Finally, the term ROBOT again proved difficult.  The term does not appear in 
the visualization, so it makes sense that participants in the VO condition had 
difficulty categorizing it accurately. 
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In the AV condition, participants again underestimated the 
importance of the term NEURAL_NETWORK and overestimated the importance of 
the term EXPERT_SYSTEM.  These are examples of conflicting information and 
detrimental consensus respectively.  The review article does not emphasize 
neural networks or similar approaches and it emphasizes rule-based expert 
systems.  This emphasis serves to reinforce the impressions given by the 
visualization. 
Participants in the AV condition also overestimated the importance of 
BUSH_1945 compared to the experts.  This is another example of detrimental 
consensus in which the appearance of BUSH_1945 in both the review article and 
the visualization, plus the length of the discussion of it in Brief History and the 
size of the node in the visualization, gave participants a misleading impression 
about the importance of the paper to the field. 
In the cases of HUMAN_COMPUTER_INTERACTION and LINDSAY_1980, however, 
there seems to have been moderating disagreement.  The review article and the 
visualization convey different messages about these items, and the disagreement 
seems to have led participants in the AV condition to make more expert-like 
judgments about these items than participants in either the AO or VO conditions.  
HUMAN_COMPUTER_INTERACTION is not discussed at all in the review article, 
which works against the misleadingly positive impression given by the 
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visualization.  LINDSAY_1980 does not appear in the visualization, which 
worked against the misleadingly positive impression given by the review article. 
Unlike participants in the Baseline and VO conditions, participants in the AV 
condition, like the participants in the AO condition, categorized SHANNON_1950 
correctly.  In the review article, SHANNON_1950 is discussed several times at 
length.  This worked against the misleading impression given by the 
visualization about the importance of this paper.  This is another example of 
moderating disagreement. 
Finally, unlike the participants in any other condition, participants in the AV 
showed some recognition that the term ROBOT has some importance to AI.  Like 
participants in the other conditions, participants in the AV condition categorized 
ROBOT as low importance.  However, in this condition, the term appeared ranked 
more toward the middle of the rankings rather than in the bottom of the rankings 
as it had in the other conditions.  I suspect this is an anomaly, but also suggests 
that perhaps the long discussion of the history of robotics in the review article 
had some effect on the participants. 
4.5.2. Relatedness 
In this series of analyses, I examined how relatedness judgments for 
individual items were affected by the experimental conditions.  The Baseline 
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condition establishes the level of understanding among the participants.  
Because the participants were required to have some background in AI, their 
level of understanding is not zero, but neither is it very high compared to the 
experts.  If reading the article, using the visualization, or both improved 
participants’ understanding of relationships in the domain, the distance between 
the card sorting responses compared to the experts should be reduced.  As 
before, I conducted this analysis at the level of individual papers or terms rather 
than across the entire set of cards.  Figure 15 shows the distance from the expert 
for each item across the four conditions.  Table 32 lists items that were commonly 
categorized and provides information about the presence and prominence of the 
items. 
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Figure 15.  Distance from experts of relatedness judgments for individual items 
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Table 32. Commonly Miscategorized Items for Relatedness Judgments 
 CONDITION PRESENT? PROMINENT? 
ITEM BASELINE AO VO AV ART VIZ ART VIZ 
ELSTEIN_1978         
DECISION_MAKING         
NEWELL_1972         
NEURAL_NETWORK         
ERICSSON_1984         
ANALOGICAL_REASONING         
GOLDSTEIN_1977         
MINSKY_1968         
BUSH_1945         
POLYA_1957         
LINDSAY_1980         
SYMBOL_MANIPULATION         
SAMUEL_1959         
SHANNON_1950         
Note: Under = participants ranked the item as lower importance than experts; Over = participants ranked the item as higher importance 
than experts 
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The paper ELSTEIN_1978 is a discussion of problem solving in the medical 
field.  Experts placed it in the “expert systems” cluster with BUCHANAN_1984, 
LINDSAY_1980 and other major expert systems papers.  Because Elstein and his 
co-authors are not world-famous like Newell, Simon, or Turing, and because 
ELSTEIN_1978 does not include words in the title that suggest it is related to 
expert systems, it is a difficult paper for non-experts to categorize unless they 
happen to have read it.  Participants in the Baseline condition categorized it in 
the “cognitive” cluster far from “expert systems.”  However, though 
ELSTEIN_1978 is not discussed in the review article, several famous expert 
systems from the same era are discussed, including Dendral and Mycin, the 
second of which is a medical diagnosis expert system.  Perhaps this discussion in 
the article was sufficient for participants in the AO and AV conditions to 
categorize ELSTEIN_1978 in the reasonable “cognition human systems” and 
“knowledge systems” clusters respectively.  Though the paper appears in the 
visualization, it appears as a small node in the middle of a large cluster of small 
nodes, mostly obscured by NEWELL_1972.  This may explain why participants in 
the VO condition may not have been able to categorize the paper accurately.  
They did not see the explicit information provided by the visualization and, 
because they did not read the article, lacked useful understanding about the 
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“expert systems” cluster that the background and context information in 
the article provided. 
Experts placed the term DECISION_MAKING into the “expert symbolic 
systems” category with the term SYMBOL_MANIPULATION and near the “expert 
systems” cluster.  Participants in the Baseline and VO conditions placed it in the 
“cognitive” and “cognition; cognitive science” clusters respectively, which are 
both quite far from expert systems on the MDS maps.  In the visualization, the 
term is located on the complete opposite side of the screen from the expert 
systems cluster, and among many general cognitive science papers.  This may 
have suggested to the participants that the term belongs there.  Participants in 
the AO and AV condition, however, categorized DECISION_MAKING in the closer 
“cognition human systems” and “knowledge systems” clusters respectively.  In 
the review article, the terms “decision” and “decision-making” are discussed in 
the context of expert systems and symbol manipulation.  Perhaps this reference 
to the term in the article guided the participants in these conditions to more 
expert-like categorizations of the term than participants in the VO condition who 
did not read this discussion.  This is another example of how content aids 
understanding of relationships differently than visualization techniques. 
The experts placed NEWELL_1972 in the “foundational; issues; philosophical” 
cluster with TURING_1950, MINSKY_1961, and other major works.  This created 
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problems for the participants in all the conditions.  Participants in none of 
the conditions created an analogous cluster and typically placed NEWELL_1972 
into the “cognitive,” “cognition,” ”cognition; cognitive science,” and “human” 
clusters.  Examining each of the condition MDS maps, these clusters are nearer to 
the edges of the space unlike the “foundational; issues; philosophical” cluster in 
the expert map, which is near the middle.  This is despite NEWELL_1972 being 
discussed three separate times in the review article and being by far the largest 
node in the visualization.  Participants were not able to understand that a work 
like Newell and Simon (1972)’s Human Problem Solving truly belongs in a 
category of its own when evaluating its relationships to other papers in AI.  It is 
almost too influential to be categorized.  It cannot be accurately placed into a 
single category because doing so discounts its influence in all the other 
categories.  Instead, the best strategy is to create a category of giants that sits in 
the midst of all the others.  The visualization tries to accomplish this by placing 
the NEWELL_1972 node near the center of the screen, with large tree rings, a 
centrality ring, and numerous other nodes connected to it directly.  Even so, the 
participants in the VO and AV conditions still had difficulty categorizing it 
correctly. 
Experts categorized the term NEURAL_NETWORK in the “cognitive science” 
cluster with other cognitive science terms.  This categorization seems to have 
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been lost on the participants in the Baseline, AO, and VO conditions.  
Participants in the Baseline condition placed the term in the “applications; 
computing; science; systems; thought” cluster, which was clearly a catch-all, 
miscellaneous cluster where orphans and unique items like ROBOT and 
HUMAN_COMPUTER_INTERACTION were placed.  Participants in the AO condition 
placed NEURAL_NETWORK in the “expert systems” cluster.  The term neural 
network does appear in Brief History, but only in a very peripheral context 
(“These came from people working in […] biology (for example […] Walter 
Pitts’s work on neural networks in simple organisms” [Buchanan, 2005, p. 56]).  
Buchanan barely discusses neural network and other non-rule-based approaches 
to AI, so it is not surprising that participants in the AO condition were not able to 
categorize it accurately.  NEURAL_NETWORK also appears in the visualization, but 
only as a mid-sized node in the upper left corner of the visualization, and 
without any connections to the main sections of the network.   This may have 
given the impression to the participants in the VO condition that neural 
networks were a separate topic, worthy of their own “neural network” cluster.  
Finally, participants in the AV condition placed NEURAL_NETWORK in the 
“problem-solving; knowledge representation” cluster.  This is not quite where 
the experts placed it, but it is much closer than the others.  Perhaps this is an 
example of a two wrongs making a right. 
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The paper ERICSSON_1984 was categorized in the “foundational; 
issues; philosophical” cluster by experts.  Like NEWELL_1972, this item caused 
difficulty for participants in all conditions.  Unlike NEWELL_1972, however, 
ERICSSON_1984 does not appear at all in Brief History, and it appears as only a 
small node in the visualization, hidden among a cluster of many other small 
nodes and mostly obscured.  Furthermore, the book, Ericsson and Simon’s (1984) 
Protocol Analysis: Verbal Reports as Data, is more oriented toward research 
methods, which may make non-experts less likely to have encountered it in 
introductory AI classes.  In the Baseline and VO conditions, the participants 
placed ERICSSON_1984 in small, somewhat disorganized clusters that suggest 
they might have been using those clusters as miscellaneous or catch-all clusters.  
In the AO and AV conditions, the participants placed ERICSSON_1984 in large 
general clusters, again suggesting that they did not have a good understanding 
of where the item belonged. 
Experts placed the term ANALOGICAL_REASONING in the “cognitive science” 
cluster.  Participants in the Baseline condition, however, placed it in the “expert 
systems” cluster, quite far from the “cognitive” cluster.  The term is discussed in 
the review article, which seems to have led to participants in the AO and AV 
conditions to categorize it appropriately.  Though ANALOGICAL_REASONING does 
not appear in the visualization, participants in the VO condition categorized it 
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appropriately.  This suggests that the visualization provided enough 
context and information about the domain where simply using the visualization 
improved participants’ understanding for this item even though it did not 
appear in the visualization. 
The paper GOLDSTEIN_1977 was another difficult item for participants in all 
conditions.  The experts placed the paper in the “cognitive; language; models” 
cluster.  The paper is mentioned in the review article but only peripherally as the 
source of a good quote about another study (“Ira Goldstein and Seymour Papert 
(1977) described the demonstrations of the Dendral program […] as a ‘paradigm 
shift’ [...]” [Buchanan, 2005, p. 59]) and its own content is not discussed.  The 
paper does not appear in the visualization.  For these reasons, reading the article 
or interacting with the visualization did not seem to improve participants’ 
understanding where GOLDSTEIN_1977 belongs in the field. 
It is not clear to me why the participants in the AO condition had difficulty 
categorizing MINSKY_1968.  Participants in the Baseline, VO, and AV conditions 
did not appear to have had any trouble.  The book is discussed throughout Brief 
History and at some length and even contains a photograph of Marvin Minsky 
himself.  Perhaps, for the AO condition in particular, giving the book such 
extensive treatment in the article creates an impression that it is more general 
than it really is. 
  
177 
CHAPTER 5: DISCUSSION AND CONCLUSIONS 
The overall results of the study show that using CiteSpace influenced 
participants’ card sorting responses in the paper importance and relatedness card 
sorting tasks.  The results further show that this influence did not lead to more 
expert-like card sorting responses, which would be indicative of improvements 
in users’ understanding of the domain.  Participants who used CiteSpace gave 
card sorting responses that were more CiteSpace-like than participants who did 
not use it.  However, becoming more CiteSpace-like did not result in participants 
also becoming more expert-like.  Participants who used the visualization did not 
make more expert-like responses than those who did not use it. 
In the following sections, I discuss potential explanations for these results.  In 
particular, I focus on issues related to the design and functionality of the 
visualization, and especially on issues related to comparing participant responses 
to experts.  I also suggest several improvements to the visualization and the 
evaluation methodology that may lead to different results in future studies. 
5.1. Using the visualization affected users’ understanding of the domain 
I predicted that using the visualization would influence participants’ 
understanding of the domain, which would result in their card sorting responses 
becoming more similar to the information depicted in CiteSpace.  That is, if 
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CiteSpace indicated that an item was important and related to another 
item, participants in the VO and AV conditions would be more likely to 
categorize that item in ways that agreed with CiteSpace than would participants 
in the Baseline and AO conditions. 
The exploratory exercise results provided some indicators that this 
prediction was correct for relatedness judgments.  In the AV condition, when 
both the article and the visualization were available, the participants’ relatedness 
responses were much more similar to the responses made in the VO condition 
than in the AO condition.  This suggests that the information contained in the 
visualization does affect users’ understanding. 
The card sorting results show statistically significant evidence of this effect 
for the Paper Importance and Relatedness card sorting tasks.  Both tasks showed 
significant main effects of using the visualization, where participants who used 
the visualization showed smaller distance scores compared to CiteSpace than 
participants who did not use it.  The Term Importance card sorting task did not 
show this effect, however, perhaps for some of the reasons that I will discuss in 
the next section. 
Though the lack of interaction effects prevents me from rejecting the null 
hypotheses I originally outlined, this result provides encouraging evidence that 
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KDVs, even when used only for a short time, can affect users’ 
understanding of data in measurable ways. 
5.2. Using the visualization did not lead to more expert-like importance 
judgments 
It is critical that users of information visualization systems be able to 
distinguish important items from less important ones.  This is especially true for 
KDV systems where users may be trying to find the most influential publications 
and terms so they can focus their reading and studies on the most important 
aspects of the domain. 
However, there was no evidence found here that using the KDV had a 
beneficial effect on judgments of importance.  In the Paper Importance card 
sorting task, reading the article seemed to improve participants’ understanding 
of importance, but there was no corresponding effect of using the visualization.  
In the Term Importance card sorting task, there was no evidence of beneficial 
effects of either the article or the visualization.  Why did this happen? 
5.2.1. Difficulty and guessing 
Because reading the article improved participants’ paper importance 
judgments, I will not argue that the importance card sorting tasks were simply 
too hard.  The results show that reading a short review article affected the 
participants’ understanding enough that those who read the article made card 
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sorting responses that were significantly more expert-like than those who 
did not read it. 
Judging importance using the visualization, however, may simply have been 
too difficult or confusing for the participants to have significantly improved their 
responses.  They may also have guessed more.  When judging relatedness in card 
sorting task, the information listed on the card can be helpful even if the 
participant has never encountered the item before.  For example, the paper 
CHI_1981 seemed unfamiliar to many participants.  However, its title 
(“Categorization and representation of physics problems by experts and 
novices”) and its source (the journal Cognitive Science) provide some information 
about how that item might categorized when judging relatedness.  This is not 
true when judging importance and especially when judging the importance of 
terms, which contain even less information on the cards than the papers.  In the 
Baseline condition, participants are forced to guess or rely on their own 
knowledge for all the items.  In the AO and VO conditions, most of the items in 
the card sorting decks appeared in the available source but some did not.  On 
those items, the participants were forced to guess or use their own knowledge.  
Only in the AV condition is it possible to answer every item using information 
from one of the available sources.  Perhaps if there were fewer items that 
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required guessing or relying on the participants’ own knowledge, 
different results would have been found for the importance data. 
5.2.2. Everything is important 
The participants were being asked to judge importance among papers and 
terms of high importance overall.  If an item was not important to the domain, it 
would not have been mentioned in the review article nor would it have passed 
the thresholds for inclusion in the KDV.  As a result, participants were asked to 
make fine distinctions (“is this one a level 4 or 5?”) based on limited information.  
It is not surprising that this was difficult.  Though this limitation is unavoidable 
in the review article (e.g., no review article is going to discuss unimportant 
terms), steps might be taken in the visualization to ensure that users understand 
the range of importance values.  For example, rather than including only the 
paper and terms that occur most frequently, the visualization could also include 
less common items as a means of helping users understand the all possible 
importance values and appreciate how important the important items actually 
are. 
5.2.3. Visual prominence 
Users probably are less likely to consult the visualization about items that are 
not prominently displayed, especially when the review article is also available.  
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As the participants in the VO and AV conditions worked to complete the 
exploratory exercise and the card sorts, they may have noticed some paper or 
term nodes that were large and had many connections.  For items that were not 
visually prominent, however, users may have wrongly assumed that the 
visualization did not contain those items, or that the non-prominent items would 
be difficult to find.  In those cases, they may have relied on their own knowledge 
or the review article. 
5.2.4. Calculation and presentation of importance 
Another potential explanation is that the way importance is calculated or 
depicted in CiteSpace is confusing or hard to interpret.  Importance is currently 
represented using the size of the nodes, indicating the frequency of occurence, 
and the presence or absence of a magenta outline, indicating centrality.  While 
using the size of the node to indicate importance seems intuitive and clear to 
novice users, the concept of centrality and how it differs from importance seems 
much more difficult to comprehend.  In most cases, nodes are frequent (large) 
and central (magenta), or infrequent (small) and not central (no magenta).  But 
items that are infrequent (small) and central (magenta), such as the paper 
MARR_1982, or frequent (large) and not central (no magenta), such as the term 
EXPERT_SYSTEMS, also exist.  Such items were hard difficult for me to explain to 
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the participants and seemed to confuse them.  Perhaps the dual 
considerations of frequency of occurrence and centrality could be combined or 
weighted to supply a single node size metric that would represent both aspects 
of importance.  The distinction between frequency and centrality could be made 
invisible, at least for novice users.  The single importance measure could also 
incorporate concepts like the number of connections to an item and the relative 
age of the item relative to other items. 
5.2.5. Citation data as an indicator of importance 
A final potential explanation is that frequency of occurrence data, such as 
citation counts, do not provide accurate and reliable measures of importance.  If 
the experts considered many other factors when judging the importance of the 
papers and terms, whereas the participants relied only on frequency counts 
represented as the size of the nodes, it would not be surprising that their card 
sorting responses did not agree.  The low level of agreement between the experts 
and CiteSpace regarding importance suggests that something like this may have 
occurred here.  Nevertheless, citation counts and similar techniques are widely 
practiced and accepted methods in bibliometrics, and it is not at all clear that 
other methods for quantitatively measuring importance would yield better 
results (Garfield, 1979; Garfield, 2005). 
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5.3. Using the visualization did not lead to more expert-like relatedness 
judgments 
As with the importance judgments, participants who used the visualization 
made relatedness judgments that were the same distance from the benchmark 
relatedness matrix as did participants who did not use it.  The visualization did 
not seem to have a beneficial effect on participants’ understanding of relatedness 
in the domain.  This finding may be due to issues with how relatedness is 
calculated and presented in CiteSpace. 
5.3.1. Groups versus connections 
CiteSpace currently represents relationships using the proximity of nodes to 
each other and the connections between them.  Papers or terms that co-occur 
more often in the dataset are considered more related and are depicted closer 
together.  When appropriate, CiteSpace also connects items that frequently co-
occur with lines.  These seem to be intuitive visual representations of the 
relatedness concept.  However, the participants’ understanding of relatedness 
did not seem to have improved as a result of using the visualization. 
One possible improvement to the presentation is to use graphical techniques 
to explicitly highlight groups of items in the visualization rather than connections 
between pairs.  In the CiteSpace tree-ring presentation, groups are implied by the 
proximity of nodes and the connections between them, but group or cluster 
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membership is not presented explicitly.  Because the relatedness card 
sorting task asked participants to build groups of items rather to describe the 
similarity between a pair of items, a presentation oriented around groups or 
clusters may have been more effective. 
In addition to the tree-ring presentation used here, CiteSpace can present a 
cluster view of the knowledge domain.  The cluster view uses cluster analysis to 
determine groups of items and renders the clusters as colored polygons on the 
map.  Figure 16 shows the cluster view for the history of AI visualization.  
Boundaries between nearby and overlapping clusters can be seen by differences 
in color and by the transparency of the filled polygons.  The vertices of the 
polygons are the nodes themselves and the nodes are color coded to indicate 
which are associated with which cluster.  CiteSpace derives names for each of the 
clusters using textual analysis of the titles, abstracts, and keywords of the items 
within the cluster.
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Figure 16.  CiteSpace cluster view for the history of AI dataset. 
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Perhaps the cluster view would have led to improvements in users’ 
understanding of relationships more so than the tree-ring view.  The cluster 
view, however, loses the importance and time-based information contained in 
the tree-ring view.  The cluster view might have led to more expert-like results 
for the relatedness judgments, but would not have been suitable for making 
importance judgments.  Training the participants to use both views in a single 
session would have been very time consuming and would have required a very 
different data collection methodology.  Future studies should examine if the 
cluster view compared to the tree-ring view is a more effective presentation of 
these data, especially considering the relatedness card sorting task. 
5.3.2. Multiple co-citation analysis 
Using co-citations to determine relatedness is a standard KDV technique.  In 
this study, I used article co-citations to construct the visualization.  CiteSpace is 
also able to use author co-citations or journal co-citations to construct the map.  
CiteSpace can also create maps using authors, institutions, or countries as nodes 
rather than papers.  Though I do not think it would necessarily be helpful to use 
those other methods in place of article co-citation, perhaps a combination of 
methods could improve CiteSpace’s presentation of relatedness.  For example, if 
two papers are co-cited frequently and the authors of the papers are themselves 
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co-cited frequently, perhaps the papers could be considered more related 
than two co-cited papers whose authors are not otherwise co-cited. 
It is not at all clear that these changes would lead to more expert-like 
understandings of relatedness by users.  However, systematic studies of 
combinations of these factors could be tried using the method developed here to 
determine what benefit, if any, combining these co-citation methods would 
provide in terms of understanding. 
5.3.3. More content information 
Relatedness judgments are based, in part, on users’ understandings of what 
the paper is about or what the term means.  When using the visualization, the 
participants had little information available about what the papers were about or 
what the terms meant.  For the papers, the participants could read the title of a 
book or journal paper, but titles like Computers & Thought, especially when the 
titles are abbreviated by WoK, contain very little content compared to the long 
discussions available in the review article.  Participants also could use CiteSpace 
to find abstracts through Google Scholar and other sources.  However, this 
process takes many steps and requires using a separate web browser.  Almost no 
participants attempted it. 
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The paper nodes are also connected to term nodes and to each other.  
These connections provide some information about the content of the paper but 
relatively little compared to the review article.  As a result, when using the 
visualization, participants were disadvantaged when trying to judge relatedness. 
Perhaps if CiteSpace provided more content information, users might be 
better able to use the visualization to make relatedness judgments.  For example, 
perhaps double-clicking on a node would bring up the abstract or keywords of 
that paper in a popup window.  Double-clicking on a term node could bring up 
sentences from several papers where that term was used.  Perhaps if this 
functionality were more tightly integrated with CiteSpace, users would be more 
likely to use and benefit from it. 
Alternately, the visualization could be designed as a graphical front end to 
the review article.  Clicking on a node in the visualization could activate the 
paragraphs in the article where that node was cited or used.  In the current 
study, participants in the AV condition were able to flip back and forth between 
the visualization and the PDF of the article and execute the same text search on 
both systems.  Perhaps the systems could be integrated where searching in one 
system would highlight relevant information in the other. 
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5.4. Usability problems may have affected the results 
In addition to the larger functionality and UI issues discussed in the previous 
sections, smaller UI problems, such as those that might have been identified in a 
usability inspection, may have reduced the potential effects of using the KDV. 
While observing 20 participants in the VO and AV conditions complete the 
exploratory exercise and card sorting tasks using CiteSpace, I compiled a list of 
usability problems where participants commonly made mistakes, asked me 
questions, or expressed confusion or frustration.  Though this was not a formal 
usability inspection or test, I believe it is useful to document these usability 
problems for use by the CiteSpace software developers and other potential 
designers of KDVs.  I have categorized the usability problems in the list 
according to Norman’s Seven Stages of Action (Norman, 2002).  The usability 
problems range across most of the stages.  In addition, in the sections that follow, 
I also speculate on the effects these smaller usability problems had on the main 
results of this study.  The list of usability problems is provided in Appendix D. 
5.4.1. Viewing nodes and links in dense areas 
One of the key indicators of relatedness in CiteSpace is the presence of a link 
between two nodes.  Usability problems 1, 4, and 13 relate to viewing nodes and 
the connections between them.  In dense areas of the visualization where many 
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nodes and links are located, it was difficult for users to determine which 
nodes were which and which nodes were connected.  As a result, participants 
typically dragged nodes to other sections of the visualization that were emptier.  
When examining very dense sections of the visualization, participants may have 
had to drag five nodes or more just to see the node they wanted.  Furthermore, as 
usability problem 9 discusses, dragging nodes changes the layout of the 
visualization, and returning the visualization to its original state was not 
straightforward.  An alternate strategy was to zoom in on the dense areas, but, as 
usability problem 10 discusses, zooming in with the controls provided by 
CiteSpace typically did not yield the results the users expected and did not solve 
the density problem.  Perhaps if users had been able to view nodes and links in 
dense areas more easily, they would have provided more expert-like card sorting 
responses for relatedness. 
5.4.2. Simple frustration 
When an action in the visualization was difficult, time consuming, or error 
prone, participants in the AV condition may have been tempted to use the 
review article even though the information was available in the visualization.  
Usability problems 2, 3, 5, 8, 10, 11, and 12 each discuss a simple UI action, such 
as sorting a list, that did not work how the users expected or that they found 
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frustrating.  Though most of these UI problems are minor and easily 
worked around, experiencing several such problems during a session might have 
led participants in the AV condition to conclude that using visualization is more 
trouble than it’s worth. 
Though the review article is limited in its functionality, using it is not 
frustrating in the same way.  It would not be surprising to find that the 
participants in the AV condition used the visualization initially and then turned 
increasingly to the review article as all the minor frustrations built up during the 
session.  Unfortunately, I did not collect data on this point, but doing so would 
be beneficial in future studies.  If these small UI frustrations were addressed, 
participants may have relied on the visualization more in the AV condition and 
different results may have been found. 
5.5. Using experts as benchmarks is problematic 
5.5.1. Agreement among experts 
The methodology used here relies heavily on domain experts to establish 
quality benchmarks for importance and relatedness judgments.  One area of 
concern regarding the method is the low level of agreement among the experts.  
It could be argued that if the experts do not strongly agree with one another, 
creating benchmarks by combining their data is potentially misleading.  
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However, I argue that this is not as serious a concern as it might seem.  
The expert card sorting responses represent the judgments of domain experts 
about their own field.  The disagreements in their judgments may represent 
legitimate disagreements among professionals about which there is no “correct 
answer.”  The low level of agreement shown among these experts may reflect a 
low level of agreement among the population of experts. 
Furthermore, one common way to increase inter-rater agreement is to train 
the raters so that they all make ratings using the same criteria and make the same 
ratings consistently.  But this approach is contrary to the philosophy and practice 
of card sorting.  Card sorting intentionally asks sorters to use their own internal 
criteria and judgment when making decisions.  The categories that the experts 
created in the Relatedness card sorting task reflect their own internal beliefs 
about what it means for two items to be related.  I do not see a downside to 
having a high degree of agreement among the experts, but I suspect achieving a 
high level of agreement requires training experts to make judgments that may be 
consistent with each other but that are contrary to their actual beliefs.  To impose 
a standard seems artificial and counterproductive.  If we insist that experts all 
agree, what should the consensus position be?  How important is NEWELL_1972 
really?  If we knew what the true consensus position was, we would not need the 
experts—we would already have the benchmark. 
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5.5.2. Agreement between experts and the visualization 
A more serious area of concern is that the experts and the visualization were 
not correlated for the Paper Importance, Term Importance, or Relatedness card 
sorting tasks.  Because the participants’ responses were compared to the experts 
as a measure of quality, even if the participants showed movement toward 
CiteSpace, this would not be indicative of improvement, at least against these 
benchmarks. 
The view of the domain that CiteSpace presents is an accumulation of 
citation behavior across dozens or hundreds of experts.  When I found experts to 
create the benchmarks, I was drawing a small sample from the large population 
that contributed to the visualization.  We do not know if the sample is close or far 
from the population “average” reflected by the visualization.  As the sample gets 
larger, we can be more confident that it reflects the population, but there will 
always be some chance that it does not.  As the size of the sample grows, the 
benchmarks, in theory, should start to resemble the visualization more and more. 
In future work, it would be advantageous to obtain a larger group of experts, 
and take steps to include experts from different institutions and academic 
backgrounds.  As it stands, all the experts were drawn from Drexel University, 
which may have introduced some Drexel-specific theoretical or topical bias. 
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Another approach would be to independently determine various 
schools of thought in the domain, and ensure that the expert group contains a 
representative sample of those schools of thought.  This would be difficult to 
accomplish because what is the proper population proportion of those schools of 
thought? 
5.5.3. Agreement between experts and the field 
Even if the experts strongly agree with CiteSpace, they may not agree with 
the overall field.  If the experts who created the benchmark hold opinions or 
beliefs that are not representative of the field, comparing the participants’ 
responses to the benchmark could be misleading.  The results might show that 
the participants do not correlate well with the benchmark, but that actually 
would be a good thing because benchmarks are “wrong.” 
This is a difficult problem to address methodologically.  How can we 
accurately determine what the overall field believes?  How can we tell if the 
benchmarks or CiteSpace are truly representative of the field?  Only through 
surveys or testing with a very large and diverse sample of experts could we 
make strong claims about how representative the experts in this study are, or 
how well the CiteSpace visualization actually reflects the field of AI. 
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5.5.4. Agreement between the review articles and the visualization 
The author of any review article is going to cite papers and discuss terms 
based on their experiences and opinions.  It is therefore likely that authors of 
review articles will express some views that are inconsistent with other experts 
in their field.  To the extent that the KDV represents the combined opinions of all 
authors in the field, there are very likely to be differences in “opinion” between a 
review article and a KDV.  It is unlikely that a review article will disagree with 
the KDV about everything, however, so these differences probably will be more 
obvious when looking at individual items rather than the article and 
visualization as a whole. 
There is no good way to address this issue for review articles—they will 
always be idiosyncratic—but the visualization might be improved by more 
awareness of this issue.  It may be beneficial for designers of visualizations (or 
the visualization software itself) to engage in some form of self-validation.  That 
is, the software might construct separate sub-visualizations based on separate 
halves or thirds of the literature and examine individual items (papers, authors, 
terms) in each visualization to determine if the sub visualizations are projecting a 
consistent message for those items.  If they are not, it may be because the 
designer has stumbled into an idiosyncratic region of the literature and perhaps 
the designer needs to sample differently or more broadly. 
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5.6. Effects of conditions on individual items 
The effects of reading the review article and using the visualization were not 
equal for every item.  Some items were positively affected, others were 
negatively affected.  The main explanation for this is that different items receive 
different treatment from the review article and the visualization.  The author 
does not devote equal space to every item, nor does he give equal information in 
every case.  He sometimes explicitly indicates the importance of some terms or 
papers by calling them “a paradigm shift” (Buchanan, 2005, p. 59, referring to the 
movement toward knowledge-based systems) or “seminal” (p. 56, referring to 
TURING 1950), but he does not do this for every item.  The visualization also does 
not treat all items equally.  For example, some items are large and prominent 
whereas others are small and peripheral.  Small items are obscured by large 
items or presented near the edge of the screen rather than the middle.  In the 
visualization, users may not notice small, obscured items.  Items that are less 
visually or textually prominent are probably less likely to infuence the users’ 
understanding of the domain.  In the article, however, even authors or terms that 
are mentioned briefly probably are still read by the participants.  Future studies 
could examine individual items using eye tracking or other techniques to 
determine if users are literally not seeing the non-prominent nodes and look at 
ways to ensure that users still comprehend the less prominent information. 
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5.7. Methodological limitations and improvements 
5.7.1. Long-term effects 
The effects shown this study, even the statistically significant ones, are small.  
It may be that small effects are all that can be obtained during a 90-minute 
session.  Perhaps the real benefits of using the visualization develop over time or 
over a series of usage sessions.  Future studies could examine this possibility by 
giving participants the visualization and measuring their understanding of the 
domain as it develops over time.  Such a study would be difficult to control, but 
it might be the best way to establish the effects of visualization use. 
5.7.2. Generalizability 
Another area of concern is that the study was conducted using only one 
knowledge domain.  Are the effects shown here, or lack thereof, reflective of 
KDVs in general or just this KDVs of the AI domain?  I suspect that many of the 
problems encountered here would have occurred for other domains as well, but 
this is a worthwhile area for future research. 
5.7.3. Training 
It is not at all clear if the training I provided was adequate for the 
participants to learn to use the visualization effectively.  Future research could 
examine different approaches to learning to use KDVs to determine how best to 
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train study participants.  Alternately, the software could be made simpler 
to reduce the need for training in the first place. 
In addition, participants would benefit from more information regarding 
how to accomplish the relatedness card sorting task.  The importance tasks were 
straightforward because the categories were already defined.  The open card 
sorting method of the relatedness task seemed difficult for some participants to 
understand.  As a result, the categorizations and group names made by some of 
the participants did not seem to make sense.  Perhaps participants could be given 
a very short example using common items, like movies or sports, before the main 
data collection begins to orient them to the open card sorting method. 
5.7.4. Scalability 
An evaluation method that is labor intensive but does not provide clear, 
useful information is unlikely to be used.  It would be advantageous if the 
evaluation method developed here could be scaled up to conduct studies with a 
larger number of participants.  CiteSpace can be downloaded for free so there is 
already a large potential user base.  If the method could be administered online, 
either by a usability analyst or self-administered, a much larger pool of potential 
volunteers could be obtained. 
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Online services exist that allow administration of card sorting tasks 
on the web, such as Websort.com (see Figure 17).  Instead of requiring a 
laboratory and a researcher to administer the card sorting task in person, tools 
like these might allow future evaluations of CiteSpace to take place online.  It 
would not be difficult for such a system to automatically generate cards for an 
online card sorting task.  For example, after a CiteSpace user finishes building a 
visualization, the system could select a subset of nodes for use in Paper 
Importance, Term Importance, and Relatedness card sorting tasks.  Other users 
and domain experts could login into the card sorting website to provide card 
sorting data to evaluate the visualization or provide benchmarks.  Different users 
or experts could receive different subsets of nodes to ensure that the 
visualization was evaluated broadly. 
The analysis of card sorting data would be helped substantially if there were 
simpler and better ways to exchange data among tools.  Excel, SPSS, and UCINet 
each bring their own capabilities to the analysis of card sorting data, but the tools 
are not designed to work together well.  The analysis methods described here 
required substantial manual assistance from me and would not scale cleanly to 
larger studies of CiteSpace.  Automated tools would need to be developed that 
allow researchers to input, consolidate, and present card sorting data. 
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Figure 17.  WebSort example of the relatedness card sorting task.
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5.8. Database limitations 
Because of how the visualization is derived, it is susceptible to problems and 
mistakes that the review article is not.  These problems tend to be item specific 
and can lead to different effects for different items.  These problems are off-
putting to users who are not experienced with the underlying databases and can 
lead to negative effects.  For example, in the visualization, there are two nodes 
representing Schank and Abelson (1977).  One node, with 201 citations is listed 
under “Schank RC” and a second node, with 51 citations is listed under “Schank 
R.”  As a result, the SCHANK_1977 item was shortchanged by the visualization in 
terms of its citation and co-citation counts.  In addition, it is confusing for users 
to search for a paper and receive two nearly identical results.  The participants 
naturally assume that the search has returned two papers, and judge their 
relatedness and importance accordingly.  Because the citation counts differed 
between the two Schank nodes, the participants’ impression of its importance 
depended on which node they looked at.  Worse still, the two nodes were not 
located near each other in the visualization, which may have led to differences in 
relatedness judgments. There really is no equivalent effect in human-authored 
and edited review articles.  An author would not include two versions of the 
same citation in the reference list and then ask readers to judge which Schank he 
meant when he cites Schank in the text. 
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Other examples of database limitations that affect users’ ability to 
judge individual items include unknown abbreviations (e.g., “PIRE,” used as 
abbreviation for “Proceedings of the Institute of Radio Engineers”) and 
inconsistent source titles (e.g., “IEEE Computer” versus “Computer”). 
These types of errors are not really the fault of CiteSpace, they result from 
inconsistencies in the WoK database itself, but it is the usability of CiteSpace that 
is reduced.  In an off-line application, an analyst could examine the visualization 
and the citation data to eliminate these inconsistencies.  In an online application, 
however, automation and heuristics would be necessary to identify such 
problems and eliminate them. 
These sorts of errors are straightforward for a human analyst to correct in 
CiteSpace.  However, I was intentionally trying to stay out of the loop as much as 
possible in the creation of the visualization in an attempt to simulate a 
visualization “in the wild” where the users would not have the benefit of an 
analyst to clean up the visualization ahead of time. 
5.9. Conclusions and contributions of this project 
5.9.1. Methodology 
The method I developed and used in this study has several advantages over 
other methodologies used in the literature to measure the usefulness of 
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information visualization systems.  First, while the method does require 
some involvement by domain experts, it does not require their continual 
involvement.  The method developed by Saraiya et al. (2005) is generally a good 
one, but it requires continual involvement by domain experts.  Experts must rate 
each observation made by participants along multiple criteria to characterize the 
level of insight each observation represents.  For large samples or when the 
availability of domain experts is limited, a methodology similar to the method 
used here would be beneficial.  Experts are still required, of course, but in this 
case, they are only needed long enough to produce the appropriate card sorting 
data.  Once their card sorting responses establish a benchmark, that the 
benchmark can be used as many times as necessary. 
Second, the card sorting method is well established in other social sciences 
and HCI.  Executing a card sorting task is straightforward, and existing analysis 
techniques are available (if not well integrated or automated).  This allows 
information visualization researchers to leverage other research tools and 
knowledge.  The method is so simple enough to administer that studies can be 
conducted online or in locations outside of usability labs. 
Finally, and this may simply be a point of style and consistency, but the 
results of card sorting activities lend themselves to presentation as visualizations.  
By using information visualization tools and techniques to analyze and display 
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the card sorting data, researchers more gain experience with the 
mathematical and graphical concepts underlying the visualization field. 
5.9.2. Usefulness of KDVs 
In the end, what does this study tell us about the usefulness of KDVs?  First, 
the study shows that visualizations do influence users.  Participants in this study 
became more CiteSpace-like in their understanding of the domain after using the 
visualization.  However, the study also reminds us that the effects of using an 
information visualization system, or any complex tool, can be complicated.  The 
visualization did not seem to make participants’ judgments more like experts.  
Developers of information visualizations should be reminded that these tools are 
not uniformly beneficial for every task or every judgment that a user might wish 
to make.  Furthermore, the size of the beneficial effect, when it does occur, is not 
the huge leap in understanding envisioned by the theorists discussed in the first 
chapter. 
Second, the study identified a number of areas where additional design and 
development for KDVs is necessary to improve usefulness.  In particular, 
methods for calculating and presenting importance and relatedness should be 
examined.  With some of these improvements, supported by future testing and 
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validation, interactive KDVs may achieve their promise of improving 
users’ understanding of knowledge domains. 
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Appendix A 
Exploratory Exercise 
 
Participant Code: _______ 
Experimenter Code: _______ 
Date: _______ 
Exploratory Exercise 
Instructions.  Please complete the following items about the field of artificial 
intelligence (AI).  You can base your responses on your own knowledge of AI or 
on information presented in the (article/visualization/article or visualization).  
You may consult the (article/visualization/article or visualization) as you 
respond to the items. 
 
For each item, please list: 
a) a work (that is, a journal article or book) that is related to that item 
b) a term or phrase that is related to that item 
c) your judgment about the importance of that item to the field of AI 
d) the main source(s) of your responses. 
 
Use the following definitions in your judgments of importance: 
 
Importance 
Category 
Description 
5 
Ground-breaking, revolutionary, turning point, seminal, 
essential, fundamental, landmark, renowned 
4 
Major, influential, leading, prominent, distinguished, central, 
notable, primary, well known 
3 Common, average, standard, ordinary, typical 
2 
Minor, lesser, peripheral, unremarkable, obscure, secondary, 
little known 
1 
Insignificant, inconsequential, negligible, trivial, unknown, 
anonymous 
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Please attempt to respond to every item.  If you are having trouble, remember to 
consult the (article/visualization/article or visualization) because it may contain 
helpful information.  There may be many possible valid answers for each item.  
However, if after about 5 minutes, you find that you cannot provide an answer 
for an item, or a portion of an item, please just leave that blank. 
 
Finally, for each item, check the box or boxes that correspond to the source of 
your responses.  If you responded based on information you knew before today, 
check “My own knowledge.”  If you learned about the answer from the (the 
article/the visualization/the article or the visualization), check the 
corresponding box or boxes.  If you truly guessed, check “Just a Guess.” 
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EXAMPLE  
 
Where did your responses come from (check all that apply)? 
 My own knowledge  Review article  Visualization  Just a guess 
 
Author: Lucas, G. 
Year: 1977 
Title: Star Wars 
Author: Spielberg, S. 
Year: 1982 
Title: E.T. 
Related to 
Term or Phrase: 
outer space 
Importance Category? 
 
1 
 
2 
 
3 
 
4 
 
5 
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1.  
 
Where did your responses come from (check all that apply)? 
 My own knowledge  Review article  Visualization  Just a guess 
 
Author: Bush, V. 
Year: 1945 
Article Title: As we may think 
Journal Title: Atlantic Monthly 
Author: ______________ 
Year: ________________ 
Article or Chapter Title: 
____________________________ 
Journal, Book, or Source Title: 
____________________________ 
Related to 
Term or Phrase: 
____________________________ 
Importance Category? 
 
1 
 
2 
 
3 
 
4 
 
5 
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2.  
 
Where did your responses come from (check all that apply)? 
 My own knowledge  Review article  Visualization  Just a guess 
 
 
knowledge-based system 
Author: ______________ 
Year: ________________ 
Article or Chapter Title: 
____________________________ 
Journal, Book, or Source Title: 
____________________________ 
Related to 
Term or Phrase: 
____________________________ 
Importance Category? 
 
1 
 
2 
 
3 
 
4 
 
5 
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3.  
 
Where did your responses come from (check all that apply)? 
 My own knowledge  Review article  Visualization  Just a guess 
 
 
decision making 
Author: ______________ 
Year: ________________ 
Article or Chapter Title: 
____________________________ 
Journal, Book, or Source Title: 
____________________________ 
Related to 
Term or Phrase: 
____________________________ 
Importance Category? 
 
1 
 
2 
 
3 
 
4 
 
5 
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4.  
 
Where did your responses come from (check all that apply)? 
 My own knowledge  Review article  Visualization  Just a guess 
 
 
Author: Newell, A., & Simon, H. 
Year: 1972 
Book Title: Human Information 
Processing 
Author: ______________ 
Year: ________________ 
Article or Chapter Title: 
____________________________ 
Journal, Book, or Source Title: 
____________________________ 
Related to 
Term or Phrase: 
____________________________ 
Importance Category? 
 
1 
 
2 
 
3 
 
4 
 
5 
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5.  
 
Where did your responses come from (check all that apply)? 
 My own knowledge  Review article  Visualization  Just a guess 
 
 
 
neural network 
Author: ______________ 
Year: ________________ 
Article or Chapter Title: 
____________________________ 
Journal, Book, or Source Title: 
____________________________ 
Related to 
Term or Phrase: 
____________________________ 
Importance Category? 
 
1 
 
2 
 
3 
 
4 
 
5 
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6.  
 
How do you know? 
 My own knowledge  Review article  Visualization  Just a guess 
 
Author: Samuel, A. L. 
Year: 1959 
Article title: Some studies in 
machine learning using the 
game of checkers 
Journal Title: IBM Journal of 
Research and Development 
Author: ______________ 
Year: ________________ 
Article or Chapter Title: 
____________________________ 
Journal, Book, or Source Title: 
____________________________ 
Related to 
Term or Phrase: 
____________________________ 
Importance Category? 
 
1 
 
2 
 
3 
 
4 
 
5 
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Appendix B 
Importance and Relatedness Card Sort Items 
 
Card 
# 
Appears In Short_Name Reference 
1 Both Newell_1972 Newell, A., & Simon, H. A. (1972).  Human Problem 
Solving. Englewood Cliffs, NJ: Prentice Hall. 
2 Both Buchanan_1984 Buchanan, B. G., & Shortliffe, E. H. (1984).  Rule 
Based Expert Systems: The Mycin Experiments of 
the Stanford Heuristic Programming Project. 
Reading, MA: Addison-Wesley. 
3 Both Bush_1945 Bush, V. (1945). As we may think. Atlantic 
Monthly, 176, 101-108. 
4 Both Turing_1950 Turing, A. M. (1950). Computing machinery and 
intelligence. Mind, 59, 433-460. 
5 Both Samuel_1959 Samuel, A. L (1959). Some studies in machine 
learning using the game of checkers. IBM 
Journal of Research and Development, 3, 210-229. 
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Card 
# 
Appears In Short_Name Reference 
6 Both Minsky_1968 Minsky, M. (1968).  Semantic Information 
Processing.  Cambridge, MA: MIT Press. 
7 Visualization Anderson_1983 Anderson, J. R. (1983). The Architecture of 
Cognition.  Cambridge, MA: Harvard 
University Press. 
8 Visualization Miller_1956 Miller, G. A. (1956). The magical number seven, 
plus or minus two: Some limits on our 
capacity for information processing. 
Psychological Review, 63, 81-97. 
9 Visualization Schank_1977 Schank, R. C., & Abelson, R. P. (1977). Scripts, 
Plans, Goals and Understanding: An Inquiry into 
Human Knowledge Structures. Hilsdale, NJ: 
Erlbaum. 
10 Visualization Nisbett_1977 Nisbett, R. E., & Wilson, T. D. (1977). Telling more 
than we can know: Verbal reports on mental 
processes. Psychological Review, Telling more 
than we can know: Verbal reports on mental 
processes. Psychological Review, 84, 231-259. 
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Card 
# 
Appears In Short_Name Reference 
11 Visualization Newell_1990 Newell, A. (1990). Unified Theories of Cognition.  
Cambridge, MA: Harvard University Press. 
12 Visualization Hayes_Roth_1983 Hayes-Roth, F., Waterman, D. A., & Lenat, D. B. 
(1983).  Building Expert Systems.  Reading, MA: 
Addison-Wesley. 
13 Visualization Tversky_1974 Tversky, A, & Kahneman, D. (1974). Judgment 
under uncertainty: Heuristics and biases. 
Science, 185, 1124-1131. 
14 Visualization Ericsson_1984 Ericsson, K. A., & Simon, H. A. (1984). Protocol 
Analysis: Verbal Reports as Data. Cambridge, 
MA: MIT Press. 
15 Visualization Chi_1981 Chi, M. T. H., Feltovich, P. J., & Glaser, R. (1981). 
Categorization and representation of physics 
problems by experts and novices. Cognitive 
Science, 5, 121-152. 
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Card 
# 
Appears In Short_Name Reference 
16 Visualization Elstein_1978 Elstein, A. S., Shulman, L. S., & Sprafka, S. A. 
(1978). Medical Problem Solving: An Analysis of 
Clinical Reasoning.  Cambridge, MA: Harvard 
University Press. 
17 Visualization Chase_1973 Chase, W. G., & Simon, H. A. (1973). Perception in 
chess. Cognitive Psychology, 4, 55-81. 
18 Article Blake_1959 Blake, D.V., & Uttley, A. M. (1959). Mechanisation 
of Thought Processes: Proceedings of a Symposium 
Held at the National Physical Laboratory. 
London: HM Stationery Office. 
19 Article Bowden_1953 Bowden, B. V. (1953). Faster Than Thought: A 
Symposium on Digital Computing Machines. 
London: Pitman. 
20 Article Cohen_1966 Cohen, J. (1966). Human Robots in Myth and Science. 
London: Allen and Unwin. 
21 Article Feigenbaum_1963 Feigenbaum, E. A., & Feldman, J. (1963). 
Computers and Thought. New York: McGraw 
Hill. 
  
230 
Card 
# 
Appears In Short_Name Reference 
22 Article Goldstein_1977 Goldstein, I., & Papert, S. (1977). Artificial 
Intelligence, Language and the Study of 
Knowledge, Cognitive Science, 1, 84-123. 
23 Article Minsky_1961 Minsky, M. (1961). Steps toward artificial 
intelligence. Proceedings of the Institute of Radio 
Engineers, 49, 8-30. 
24 Article Shannon_1950 Shannon, C. (1950). Programming a digital 
computer for playing chess. Philosophical 
Magazine, 41, 356-375. 
25 Article Winston_1988 Winston, P. H., & Brown, R. H. (1982). Artificial 
Intelligence: An MIT Perspective. Cambridge, 
MA: MIT Press. 
Note: I can find no reference from the MIT Press exactly 
matching the item cited in the review article, which does not 
list Brown as second author and lists 1988 as the publication 
date.  I assume the author of the review article meant the 
reference listed above and made some mistakes in the 
reference list. 
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Card 
# 
Appears In Short_Name Reference 
26 Article Polya_1957 Polya, G. (1957).  How To Solve It (2nd edition). 
Princeton, NJ: Princeton University Press. 
Note: The review article references the 1945 first edition of 
this book. 
27 Article McCorduck_1979 McCorduck, P. (1979) Machines Who Think.  New 
York: W. H. Freeman. 
Note:  The review article references the 2004 reissue of this 
book. 
28 Article Lindsay_1980 Lindsay, R. K., Buchanan, B. G., Feigenbaum, E. 
A., & Lederberg, J. (1980). Applications of 
Artificial Intelligence for Chemical Inference: The 
DENDRAL Project. New York: McGraw-Hill. 
29 Both expert_system  
30 Both artificial_intelligence  
31 Both knowledge_based_system  
  
232 
Card 
# 
Appears In Short_Name Reference 
32 Both neural_network  
33 Both decision_making  
34 Visualization cognitive_science  
35 Visualization cognitive_process  
36 Visualization knowledge_base  
37 Visualization world_wide_web  
38 Visualization human_computer_interaction  
39 Visualization computer_science  
40 Article symbol_manipulation  
41 Article heuristic  
42 Article satisficing  
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Card 
# 
Appears In Short_Name Reference 
43 Article knowledge_representation  
44 Article analogical_reasoning  
45 Article robot  
 
Note: “Appears In” refers to which source the item was drawn from (Both, Visualization, or Article).  Participants in the four experimental 
conditions will rank and sort all items. 
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Appendix C 
Importance and Relatedness Card Sorting Instructions 
 
 
[RESEACHER READS]  Here is a deck of cards listing important works—
that is, articles and books—in the field of artificial intelligence.  I’d like you to 
arrange these cards into five piles according to how important they are to the 
field of AI.  Judge “importance” by the same criteria you used during the 
exercise.  Here are five title cards for your piles containing the definitions of the 
categories: 
 
Importance 
Category 
Description 
5 
Ground-breaking, revolutionary, turning point, 
seminal, essential, fundamental, landmark, renowned 
4 
Major, influential, leading, prominent, distinguished, 
central, notable, primary, well known 
3 Common, average, standard, ordinary, typical 
2 
Minor, lesser, peripheral, unremarkable, obscure, 
secondary, little known 
1 
Insignificant, inconsequential, negligible, trivial, 
unknown, anonymous 
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Place each card into the pile that, in your judgment, best describes 
that item’s importance to the field of AI.  You may base your judgments on your 
own knowledge of AI or on something you learned today. 
You don’t need to make the piles equal size. 
Some people find it helpful to look through the whole deck once before 
beginning to sort. 
Please attempt to sort every card, but don’t worry if you are unfamiliar with 
the work listed on the card.  If you are unsure where to place it, try consulting 
the (article/visualization/article or visualization) because it may contain helpful 
information.  If you are still unsure after a minute or so, take your best guess and 
move on.  You can always come back to it later. 
When you’re finished making the five piles, hand them all back to me. 
This task should take about 5 minutes.  Do you have any questions? 
[PARTICIPANT RANKS WORKS CARDS] 
Ok, thanks.  Now I’d like you to do the same thing, but this time for 
important terms in AI.  Again, arrange these cards into five piles according to 
how important they are to AI.  Judge “importance” by the same criteria as before.  
Here are five title cards for your piles containing the definitions of the categories. 
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You may base your judgments on your own knowledge of AI or on 
something you learned today.  Place the cards in five piles using the same 
importance categories as before.  You don’t need to make the piles equal size. 
Some people find it helpful to look through the whole deck once before 
beginning to sort. 
Please attempt to sort every card, but don’t worry if you are unfamiliar with 
the term listed on the card.  If you are unsure where to place it, try consulting the 
(article/visualization/article or visualization) because it may contain helpful 
information.  If you are still unsure after a minute or so, take your best guess and 
move on.  You can always come back to it later. 
When you’re finished making the five piles, hand them all back to me. 
This task should take about 5 minutes.  Do you have any questions? 
[PARTICIPANT RANKS TERMS CARDS] 
[RESEACHER READS]  Ok, thanks.  Now we’re going to do something a 
little bit different.  Here is a deck of cards containing the works and terms you 
just sorted.  This time, I want you to arrange the cards into as many piles as you 
wish based on how related they are.  Judge whether two cards belong together 
by whatever criteria you think are relevant.  The piles represent different 
categories—if you believe two cards “belong together” put them together in a 
pile.  You may base your piles on your own knowledge of AI or on something 
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you learned today.  You can make as many piles as you wish, but each 
card can go into only one pile. 
Don’t be concerned if one pile is larger or smaller than the others.  Also, 
don’t be concerned if a pile doesn’t contain any term cards.  Build the piles 
however you think makes the most sense. 
Please attempt to sort every card, but don’t worry if you are unfamiliar with 
the work or term listed on the card.  If you are unsure where to place it, try 
consulting the (article/visualization/article or visualization) because it may 
contain helpful information.  If you are still unsure after a minute or so, take 
your best guess and move on.  You can always come back to it later. 
This task should take about 15 minutes.  Do you have any questions? 
[PARTICIPANT SORTS CARDS] 
Ok, one last thing.  Here is a pile of Sticky Notes.  Stick one on each of your 
piles and give that pile a name by writing on the Sticky Note. 
[PARTICIPANT TITLES EACH PILE] 
Okay, that’s it! 
[DEBRIEFING] 
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Appendix D 
Observations of Usability Problems and Suggestions for Improvement 
 PROBLEM 
DESCRIPTION 
SEVERITY FREQUENCY 
ACTION 
STAGE 
SUGGESTED IMPROVEMENT 
1. Users had trouble 
determining which nodes 
were connected to a chosen 
node. 
Moderate Moderate Perceiving 
state of the 
world 
When a user selects a node, the 
nodes connected directly to it 
should remain at full brightness 
while nodes that are connected 2 
or more generations away are 
dimmed. 
2. Users frequently clicked on 
the label when trying to 
select the node. 
Low High Executing the 
action 
When the user clicks on a label, 
the node for that label should 
become selected. 
3. Users did not understand 
how to sort columns in the 
readout area.  In particular, 
clicking the label text itself 
re-sorts the columns, which 
the users did not 
understand. 
Moderate Rare Specifying the 
action 
sequence 
Clicking in the column header 
should sort all the columns by the 
selected column.  Clicking the 
same column header should 
reverse the ascending (A-Z, 0-
9)/descending (Z-A, 9-0).  
Clicking in the field itself should 
not re-sort the columns. 
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PROBLEM 
DESCRIPTION 
SEVERITY FREQUENCY 
ACTION 
STAGE 
SUGGESTED IMPROVEMENT 
4. It was not possible to move 
the window far enough 
using to the right or far 
enough down to see the 
entire visualization when 
the users zoomed in. 
High High Specifying the 
action 
sequence 
The sliders should allow the user 
to show the entire map.  
Alternately, the system could use 
a “grab and drag” method, 
similar to Google Maps, to move 
the map. 
5. Selecting multiple nodes 
was not intuitive. 
High Low Specifying the 
action 
sequence 
To select multiple nodes, the user 
should press and hold the mouse 
button to bring up the capture 
box.  If the user holds down 
CTRL, the user should be able to 
click on individual nodes.  This 
follows existing UI conventions. 
6. When searching for an 
author name or term, 
sometimes the font size for 
the search results on the 
map were too small to see 
and hidden by other items. 
Moderate Moderate Perceiving the 
state of the 
world 
When found by the search, all 
small items should increase in 
size to a moderate size so they 
can be noticed and seen.  The 
results also should move to the 
front of the diagram. 
7. Users had trouble relating 
the items in the readout 
area to the corresponding 
items in the map. 
Moderate Low Interpreting 
the state of the 
world 
When clicking on an item in the 
readout area, the corresponding 
node on the map should 
highlight.  The line in the readout 
should highlight in the same 
color to illustrate the connection. 
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PROBLEM 
DESCRIPTION 
SEVERITY FREQUENCY 
ACTION 
STAGE 
SUGGESTED IMPROVEMENT 
8. Users were regularly 
opening and closing the 
control panel.  However, 
the right side of the 
visualization contained 
much of the content, and 
this content was then 
obscured. 
High Moderate Perceiving the 
state of the 
world 
The control panel should be a 
window or “dockable” panel that 
can be positioned on the map in 
the location where it will be least 
disruptive. 
9. Users sometimes wanted to 
restore the visualization to 
its original state.  They 
could do this with the 
layout button, but this took 
a long time and yielded a 
slightly different layout. 
Low Low Specifying the 
action 
sequence 
The system should provide a 
“reload” button that returns the 
visualization to its saved state 
without going through the layout 
process again. 
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PROBLEM 
DESCRIPTION 
SEVERITY FREQUENCY 
ACTION 
STAGE 
SUGGESTED IMPROVEMENT 
10. Users found that the zoom 
function did not provide 
more information.  Instead, 
the zoom provides the 
same information, but 
bigger.  This did not help 
users understand complex, 
tight clusters. 
High Moderate Perceiving the 
state of the 
world; 
Interpreting 
the state of the 
world 
The zoom function should add or 
remove information when 
zooming in or out.  For example, 
at the most zoomed out setting, 
only the largest nodes would be 
visible.  At the most zoomed in 
setting, all the nodes would be 
visible.  This would work like 
Google Maps where the zoom 
changes the amount of detail not 
just the size of objects. 
11. Users could not tell what 
the settings were for the 
label size, node size, and 
threshold sliders. 
Moderate High Perceiving the 
state of the 
world 
The system should show a 
numeric value for each slider. 
12. Users found the article 
node size control to be 
much too sensitive. 
High Low Executing the 
action 
The slider should allow more, 
smaller steps between node sizes 
rather than big jumps with only a 
small movement of the slider. 
13. Users moved nodes often 
to make the labels easier to 
read.  However, this hurts 
the groups and proximity 
of the nodes.  
Low High Perceiving the 
state of the 
world 
The labels should be dragable 
without moving the node.  This 
may require some sort of 
connector between the node and 
the label. 
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