Some scientists are concerned that too much news media coverage of conflicts of interest in science threatens the public's belief in the integrity of the field, whereas other scientists worry that news media do not pay enough attention to conflicts of interest. To examine news media coverage of conflicts of interest in science, we conducted a ten-year content analysis of stories from the
research funding and relationships between scientists or academe and industry compromise the objectivity and outcomes of scientific research. That conflict of interest controversies are often played out in the very public forum of the mass media further heightens some scientists' fears of negative consequences, such as diminished congressional and public support for funding particular areas of research (see, for example, Cohen 2001 and Rothman 1993) . On the other hand, some scientists worry that potential biases and conflicts of interest among sources do not receive enough news media attention (Shuchman and Wilkes 1997) . These scientists fear that inadequate or incomplete information about conflicts of interest may harm readers who depend on the media for most of their information about science (Angell 2001; Moynihan et al. 2000) . They worry, in turn, that the media's inattention to conflicts of interest damages the credibility of science when these conflicts are later exposed.
That the news media frequently choose to cover conflicts of interest among scientists is not, in itself, surprising. Arguably, for a media that thrives on human interest and intrigue, conflict of interest stories offer dramatic energy and intrigue to more mundane science stories. Recent nuclear fusion research, for example, prompted headlines in the Washington Post proclaiming the experiment had sparked "an academic brawl" over the validity of the results (Vedantam 2002) . Central to the debate was whether the peerreviewed journal Science should have published the researchers' findings after having received negative reviews. One supporter of the decision to publish the article in Science commented that the reviewers rejected the publication because they were the authors' competitors and could therefore gain by having the authors fail (Vedantam 2002 )-an implied if not explicit allegation of conflict of interest in science. Alternatively, given the constraints that most journalists face (e.g., editorial, time, financial), it is perhaps also not a revelation that news stories often fall short of the level of detail, breadth, and accuracy that most scientists would prefer (Nelkin 1987) .
Whether scientists' concerns are related to the presence or absence of media coverage of conflicts of interest in science, their concerns appear based more on feelings or anecdotes than systematic evidence. In truth, we have found little empirical research that specifically documents the quantity or nature of news media coverage of conflicts of interest in science or links it to effects. Our focus in this article is on the first area: the quantity and nature of news media coverage of conflicts of interest in science. We believe such research provides the necessary pretext to further discussion about the consequences of such coverage on science, science policy, or public views about science. To this end, we offer a content analysis of ten years' worth of stories from the New York Times, Washington Post, Los Angeles Times, and USA Today that examines newspaper coverage of conflicts of interest in science.
Defining Conflict of Interest
A conflict of interest is generally understood to exist when an individual or organization has a potential stake in an outcome of a decision and the means to somehow influence the decision. Stakes may include "financial relationships with industry . . . personal relationships, academic competition, and intellectual passion" (International Committee of Medical Journal Editors 1993, 742) . Davis (2001, 8 ) offered a more specific definition of conflict of interest, which we find particularly useful for our research:
A conflict of interest is a situation in which some person P (whether an individual or corporate body) stands in certain relation to one or more decisions. On the standard view, P has a conflict of interest, if, and only if, (1) P is in a relationship with another requiring P to exercise judgment in the other's behalf and (2) P has a (special) interest tending to interfere with the proper exercise of judgment in that relationship.
According to Davis, relationships can be formal or informal, brief or longterm, but must involve one party trusting another to use judgment on their behalf. Judgments, in turn, require one party to draw on knowledge, skills, or experiences that likely vary among decision makers. Interests refer to the various influences, loyalties, concerns, or emotions that hold sway on judgments. Finally, what constitutes the proper use of judgment may vary among decision makers due to different cultural, professional, and personal norms (Davis 2001) .
Related to science, conflicts of interest occur when scientists are expected to exercise judgment dispassionately but instead are motivated by financial, professional, or other types of interests (McNutt 1999) . Cohen (2001) further specified that a conflict of interest exists when the opportunity for personal advancement is compelling enough to pose the realistic potential of compromising a researcher's primary obligation to sound science and unbiased research. One obvious example of a conflict of interest would be if a scientist were a grant reviewer for a panel to which that scientist himself or herself had submitted a proposal. A less obvious example would be when scientists sit on review boards and are influenced in their funding choices by their own competing or congruent research interests. University scientists who spend the majority of their time conducting research while neglecting teaching responsibilities may also be guilty of a conflict of interest. Similarly, in the peer-review publishing process, the process by which scientists and academics have their research evaluated by other experts in the field prior to publication, blind review presumably obstructs reviewers from giving more favorable or negative reviews to authors with whom they have a relationship.
According to Davis (2001) , conflicts of interest become objectionable for three reasons: (1) the party does not admit to itself the existence of a conflict of interest and thereby fails to account for it; (2) the party does not disclose the conflict of interest to others; and (3) even if the conflict of interest is disclosed, the party's judgment remains more suspect than if the conflict of interest did not exist. It is necessary, however, to point out that a conflict of interest refers to "a state of affairs" and "not a kind of behavior" (Cohen 2001, 210) . Stating that someone has a conflict of interest does not necessarily mean they have engaged in improper behavior but simply that the conditions are ripe for improprieties to occur. Noting the damage that false allegations can have on a scientist's reputation, some scientists have questioned whether people recognize this distinction in meaning (Cohen 2001; Rothman 1993) . Rothman (1993) went so far as to argue that accusations of conflict of interest in science and scientific publishing resemble a new McCarthyism in science, with its attendant "chilling effect" on scientists' behaviors.
At this point, it is important to distinguish between conflict of interest and bias. To use these two terms synonymously confuses their meanings and relationship. Bias, according to Davis (2001, 12) , is a "determinable deflection of judgment." As such, we can correct for bias, such as discounting a person's opinion or offering incentives for the person to act otherwise. Conflict of interest, in comparison, is not bias but a propensity toward bias; accordingly, correcting for conflict of interest is much more difficult (Davis 2001) . In addition, whereas almost all of us may be said to have some bias in the way we make choices or evaluate decisions, having a bias does not necessarily mean having a conflict of interest (McNutt 1999) .
To monitor conflict of interest among employees, organizations have adopted working definitions of the concept. The U.S. federal government, for instance, defines conflict of interest most often in relation to employees' financial interests. For example, the U.S. Food and Drug Administration (FDA) monitors the conflicts of interest of its employees and science advisers in terms of stocks; employment; consulting arrangements; contracts and grants; patents, royalties, and trademarks; expert testifying; and teaching engagements (FDA 2002) . The FDA, like most federal regulatory agencies, and the National Institutes of Health (NIH) primarily screen their employees and science advisers for financial conflicts of interest. The National Academy of Sciences screens not only for financial conflicts of interest but also for bias to ensure that its committees reflect diverse viewpoints and perspectives (Colglazier 2000) .
The FDA's conflict of interest definition is derived from federal legislation that prohibits government employees from participating personally or officially in a capacity that could affect their financial interests, that of their spouse or minor child, or that of an organization with which employees have a relationship (18 U.S.C. § 208) . Interestingly, a side effect of this legislation was the increasing difficulty for government agencies to satisfy their need for outside expertise and science advisers to serve on their advisory panels and committees. (Such experts become special government employees, or SGEs, when they participate on panels.) Too often, experts were disqualified from participating due to some prior financial relationship, such as having grants or speaking arrangements, with organizations having business before the panel. Subsequently, the Ethics Reform Act (1989) added a new section that allowed SGEs to participate on advisory committees and panels when a special review process deemed their expertise outweighed their potential to benefit financially from their participation.
Allowing scientists with real or potential conflicts of interest to sit on government advisory panels has raised some controversy, however, and some of this has been played out in the mass media. For instance, in September 2000, USA Today published a front page story, "FDA advisors tied to industry," which began: "More than half of the experts hired to advise the government on the safety and effectiveness of medicine have financial relationships with the pharmaceutical companies that will be helped or hurt by their decisions" (Cauchon 2000, 1A) . That same month, the National Law Journal stated, "The federal government's relatively lax response to the conflict-of-interest problem subverts the watchdog function of federal agencies charged with making science-based decisions" (Hwang and Haas 2000, A21) .
Believing that special interests have co-opted science is one common view of how science is used in policy making (Jasanoff 1990 ). This view holds that government agencies, including those that base regulatory decisions on science, have been "captured" by special interests, such as industry. Being too close to those whom they regulate, they have become insensitive to the self-serving interests of regulators and their hired experts. In this sense, "bias in scientific assessments is most often the result of conscious deception by industrial experts or of an uncritical acceptance of industry's viewpoint by agency officials" (Jasanoff 1990, 15) . The other common view is that bureaucratic incompetence often interrupts the incorporation of scientific knowledge into policy making. In other words, decisionmakers freely choose to disregard science that does not agree with their political agenda (Jasanoff 1990) , which in itself raises the specter of conflict of interest.
Conflicts of Interest in Science
Few would suggest that scientists should be disinterested in their research.
When and under what conditions such interest crosses ethical boundaries has, however, generated a fair degree of discussion (see, for example, Cech and Leonard 2001 , DeAngelis 2000 , and Latham 2001 . Much of this discussion focuses on financial arrangements scientists have to fund their research. At issue is whether the funding agencies exert influence on scientists to provide conclusions supporting their agendas. As Barnes and Bero (1996, 534) summarized:
This conflict occurs because the researcher has a responsibility to conduct methodologically sound, unbiased research and to disseminate the findings, regardless of how those findings might affect the industry. The industry, on the other hand, has a responsibility to maximize its profits, and its money is best spent on research that produces favorable data.
Research has documented cases in which financial arrangements have appeared to influence results. For instance, Barnes and Bero (1996) examined two types of tobacco industry-funded research: that which underwent peer review from a panel of outside scientists before being funded and that which underwent "special review" by a panel of tobacco industry executives. The findings showed that the results of projects funded after special review by industry executives were significantly more likely to favor tobacco industry policies than were projects that were funded after they underwent the peer review of outside scientists. The authors concluded that the tobacco industry used special review to fund projects that would generate research for legislative settings while they used peer review to generate good publicity and credibility.
Some have suggested that the potential for conflicts of interest in science has become more widespread as costs of conducting scientific research have risen (DeAngelis 2000) . Noting the likelihood that academic researchers will continue to receive private funds, DeAngelis (2000, 2237) urged academic institutions to develop conflict of interest policies and oversight mechanisms or suffer negative consequences: "Without these policies and procedures, the academic institutions where most clinical research is based and their faculty members who perform the research are in grave danger of losing the support and respect of the public."
Other discussions focus on the disclosure of conflicts of interest in scientific and medical publishing (Holden 2000; Rock 1999; Rothman 1993) , including the importance of maintaining public trust in the peer-review process (International Committee of Medical Journal Editors 1993). One policy suggestion is that scientists should be more forthcoming and journal editors more vigilant in reporting real or potential conflicts of interest in journal articles. One study of Massachusetts academic authors, for instance, found that 34 percent of lead authors of scientific articles had at least one financial interest that might be important for readers and reviewers to know (Krimsky et al. 1998) . Just how far journals should go in requiring authors to disclose financial interests remains hotly debated, however (see, for example, Rothman 1993).
Although not all financial arrangements lead to biased data, some critics have highlighted abuses in the process, such as special interests paying scientists to author articles in medical and scientific journals, including the Journal of the American Medical Association, The Lancet, and Risk Analysis (Rampton and Stauber 2001) . One high profile case in Great Britain involved an alcohol lobbying group offering £2,000 to five academics to author anonymous criticisms of a book on alcohol policy (Smith 1994) . The British newspaper the Independent broke the story when one of the academics receiving the solicitation submitted the letter to the newspaper (Doyle 1994) . Certainly, the need to police scientific publishing is underscored by concerns that some special interests use peer review essentially to "launder" or legitimize data that may be suspect given its funding source. Perhaps not surprisingly, research suggests that industries perceive peer-reviewed data as carrying more weight than non-peer-reviewed data in policy-making settings (Barnes and Bero 1996) .
Additional concerns relate to whether funding sources may suppress or influence scientists to suppress negative results in their publications. Research has shown that articles with positive results or supported hypotheses are more common in journals than articles with negative results, leading to the so-called "file drawer" problem in meta-analysis (see, for example, Rotton et al. 1995 and Spence and Blanchard 2001) . Rather than the motive to suppress, however, the file drawer problem may result from scientists'believing insignificant results do not merit publication or further attention. In comparison, the deliberate suppression of negative results by funding agencies has generated heated discussion among scientists (DeAngelis 2000). Along these lines, the November 2000 issue of the Journal of the American Medical Association made national headlines when it decided to publish an article based on an incomplete data set (see, for example, Brown 2000 and Hilts 2000) . According to the authors and the journal's editor, the funding agency withheld some of the data from the authors because it considered the results unfavorable (DeAngelis 2000).
Certainly, not all promotion of science and scientific research crosses ethical boundaries. Standard public relations techniques range from sending out press releases and advance issues of journals to holding scientific conferences and symposia (Nelkin 1987 ). Yet, as Nelkin (1987, 148) pointed out, even seemingly neutral activities such as conferences and symposia should be approached with caution, as they could be "a thinly veiled effort to create a science-based consensus that is compatible with the industrial agenda." Moreover, universities that sponsor these meetings may unwittingly lend weight to the industrial agenda (Nelkin 1987 ).
Effects of News Media Coverage of Conflict of Interest
Whether real or potential, some scientists have argued that mere allegations of conflict of interest can damage scientists'reputations, as well as limit their access to scientific publication (Rothman 1993) . A review of the scientific and medical press similarly suggests a strong belief among scientists that mass media coverage of conflicts of interest in science can influence funding decisions and public support for certain lines of research (Cohen 2001; McNutt 1999) . Pointing to media coverage of conflicts of interest related to gene therapy trials, Cohen (2001, 211) , for instance, argued:
Whether journalists intended it or not, their reports left the strong impression in many people's minds that investigators with a financial stake in the outcome of their research had exercised faulty judgment and had placed their human subjects at unnecessary risk.
Rather than believing that conflicts of interest receive too much media attention, some scientists want more media coverage of real or potential conflicts of interest among scientific sources (Shuchman and Wilkes 1997) . They argue that people should be more skeptical and attentive when evaluating science news articles and that access to information about potential researcher bias is vital to this process. As mentioned previously, little research has examined media coverage of conflicts of interest in science; however, one related study that examined news coverage of three medications found that in 85 stories using a source with financial ties to the drug industry, only 39 percent of these stories disclosed this relationship (Moynihan et al. 2000) .
Just what role the journalist should play in disclosing conflicts of interest in science merits some discussion. In particular, some have questioned whether journalists understand the complexities of conflicts of interest in science. As one scientist commented, "I rarely get a reporter on the other end of my telephone, even a science journalist, who knows that conflicts of interest exist much of the time" (Boffey, Rodgers, and Schneider 1999, 84) . Also at issue is the potential for journalists to misconstrue or be unaware of the distinction between conflict of interest and bias. Federal regulatory agencies clearly make this distinction, as seen in their screening and managing of employees' financially-related conflicts of interest but not their biases. Without understanding the distinction, journalists may lump together bias with financial conflict of interest, which may be misleading given the limits on what the federal government can monitor. Or, perhaps journalists suspect, as some commentators have asserted (Horton 1997) , that non-financial conflicts of interests (e.g., professional and personal) may be equally if not more important sources of influence on scientific research.
Disclosing conflicts of interest in science also requires some subjectivity on the journalist's part. While the decision to report that one expert represents industry and another an environmental group may be more clear-cut, when faced with identifying allegiances of academic scientists, journalists may find their choices more ambiguous (Boffey, Rodgers, and Schneider 1999) . In particular, alleging that conflicts of interest may exist when they are not clearly defined may take journalists into the realm of speculation, perhaps more suited for the editorial page. Still, there does seem to be some agreement that to enable audiences to evaluate the credibility of scientists' arguments, journalists should investigate and disclose values that could influence the science (Boffey, Rodgers, and Schneider 1999; Shuchman and Wilkes 1997) .
As to the effects of news media coverage, the belief that media coverage of science in general may influence funding decisions has garnered some support. Nelkin (1987) , for instance, linked media coverage to funding decisions related to cancer research, infantile paralysis, AIDS, and high technology. In light of these findings, it is certainly plausible that media coverage of conflicts of interest in science may draw the public's or policymakers' attention. How such attention will influence public opinion or funding support is less clear.
Generally, research has suggested that the public holds scientists and scientific research in high esteem. The 2000 Science and Engineering Indicators, for instance, showed that 90 percent of respondents believed that science and technology make people's lives better, 82 percent supported government funding for scientific research, and 80 percent were in favor of making it a national priority to encourage young people to embark on careers in science (National Science Board 2000). On the other hand, some research suggests that the public is aware that the scientific process is not always neutral. One study surveying scientists, state legislators, and the public about scientists'values found that 72 percent of the public and 56 percent of the legislators believed that scientists' values would nearly always influence their results; in comparison, only 36 percent of the scientists agreed (Herron and Jenkins-Smith 1998) .
Research has also shown that people usually get most of their information on science and scientific discoveries from the mass media-namely, television, books, and newspapers (in that order) (National Science Board 2000). In addition, research on agenda setting has shown that media attention often correlates with how important the public rates an issue (for a review, see McCombs and Bell 1996) . That is, if the press gives a great deal of attention to conflicts of interest in science, the public or legislators may rate conflicts of interest in science as an important issue. In addition to the transmission of salience, research on framing suggests that the way media construct or "frame" an issue may influence the manner by which the audience understands the issue by calling attention to certain aspects of the story and obscuring others (Entman 1993) . When examining stories about conflicts of interest in science, for instance, investigating whether stories tend to focus on certain types of conflicts or consequences of conflicts may offer an indication of how audiences come to understand the issue. In any case, understanding the extent and nature of media coverage of conflicts of interest in science should offer the requisite foundation for further discussion of the effects of such coverage.
Rather than examining public attitudes toward conflicts of interest in science, however, our present interest is documenting the quantity and nature of news media coverage of this issue during the last ten years. To guide our study, we posed the following research questions: (1) To what extent do U.S. news media cover conflicts of interest in science? (2) In the media reports, who are the primary allegers of conflicts of interest in science? (3) Who are the frequent targets of allegations of conflicts of interest in science? (4) To what extent do media reports mention negative or positive consequences of conflicts of interest in science? Although not intending to draw linkages between media coverage and public views of science, we hope that understanding the extent and nature of media coverage of conflicts of interest in science will provide a useful foundation for further research and discussion of these issues.
Methods
We used a media content analysis to track coverage of conflicts of interest in science. Content analysis is a useful technique for examining communication content in a systematic, objective, and quantitative way: it is systematic in that it follows a set procedure for all the content analyzed, it is objective in that it defines its categories for coding in a precise manner to reduce the bias or subjectivity introduced by different coders, and it is quantitative in that it generates numerical values or frequencies of occurrence for variables of interest (Stempel 1981) .
Sample
Using the news article as the unit of analysis, we ran a Lexis-Nexis® Academic Universe search to collect newspaper articles between 1992 and 2001 that discussed conflict of interest in science. We chose four newspapers, USA Today, New York Times, Los Angeles Times, and Washington Post, which in 2002 had, respectively, the first, third, fourth, and fifth largest circulations among U.S. newspapers (Audit Bureau of Circulations 2002) and are generally considered newspapers of record.
1 All articles appearing in these four newspapers having the keywords "conflict w/2 interest and science" and appearing between 1 January 1992 and 31 December 2001 were captured for analysis. This search collected 156 stories. During the analysis, articles that were not about conflict of interest or were duplicates (e.g., appearing on the same day in different editions) were discarded, yielding a final sample of 138 articles.
Coding Instrument
We developed the coding instrument through a series of pilot studies. Following pretests with three coders, we revised the code sheet to its final form, having 32 variables. We divided the 138 articles between two coders, who read the entire text to gather conflict of interest data. These data included whether the article (1) described the conflict of interest, (2) discussed conflict of interest in relation to an individual or organization, (3) specified who was raising the question of conflict of interest, and (4) mentioned negative and positive consequences of conflict of interest. Coders also documented specific details related to each of the above topics (e.g., what was the conflict of interest, who was alleged to have it, who was making the allegation, and what types of consequences). With regard to who was raising the question of conflict of interest, coders distinguished among editorials, letters to the editor, statements made as part of a journalist's report, or statements attributed to individuals or organizations quoted or named in the article. For letters to the editor, the coder indicated whether the author was affiliated with an organization. Finally, coders recorded the article's date, length, location, and author.
We characterized conflicts of interest in science as (1) financial, (2) professional, and (3) personal. Because some conflicts of interest entail more than one type of conflict, the coding sheet allowed for multiple responses. More specifically, we considered conflicts of interest financial when the individual or organization benefited from a relationship in terms of grants, contracts, consulting fees, honorariums, expert witness fees, stocks, patents, or publications (the so-called "currency" of academics). An example would be if a physician were to endorse a product because of money it receives from the product's manufacturer. We coded conflicts of interest as professional when individuals or organizations were in a position to benefit professionally from a particular judgment. An example would be a scientist's reviewing a grant proposal of another individual or organization with whom he or she had current or former relationships (competitive or noncompetitive). Another example would be if an organization wanted an internal investigation and, to avoid the appearance of bias, hired an outside agency to conduct the audit. Finally, we identified conflicts of interest as personal when the individual or organization benefited in a nonfinancial or nonprofessional way, such as receiving personal satisfaction or rewards from a relationship or advancing a particular viewpoint of perspective. For example, we would view someone who opposed stem cell research because of religious views as having a personal conflict of interest should he or she be in a position to influence related funding decisions. Another example of a personal conflict of interest would be a physician who chose not to treat his or her family members for fear of impaired judgment.
To facilitate coding, we generated lists of possible targets for allegations of conflicts of interest (e.g., government agencies, academic scientists, doctors, etc.), as well as those who might be making the allegation (e.g., public interest groups, newspaper editorials). We also generated lists of potential negative and positive consequences of conflicts of interest. Negative consequences were bias in the way the science was conducted (e.g., manipulation of data) or reported (e.g., data withheld), damage to scientific credibility, lack of intellectual independence (e.g., commercialization of science), bias in judgment (e.g., favoritism), special interest domination of the decision-making process, exploitation of science or scientists, and risks to public health. Positive aspects were greater access to experts and expert knowledge, as well as greater access to funding. In all cases, coders could write in sources or aspects that were not previously listed to assure accurate representation of the story.
Finally, the coding sheet allowed for multiple responses (e.g., when the article mentioned multiple conflicts of interest or multiple negative or positive consequences of a conflict).
Reliability and Validity
As noted above, we used pretests for instrument development. We also used these pretests to enhance the validity of the coding instrument by discussing how well the variables "captured" the concepts we were investigating. We then conducted coder training to increase reliability in data collection. In addition, when coders had questions about how to code a particular variable or article, they flagged the article and met with one of the authors to resolve the question. This check served to enhance the likelihood of uniformity in coding procedures.
To provide a quantitative estimate of intercoder reliability, we double coded a random subsample (13 percent, n = 18) of the articles. Using Scott's pi, which takes into consideration the probability of chance agreement, as well as actual agreement between coders (Scott 1955), we found an average intercoder reliability of .68 across the nine variables of interest. Table 1 lists the individual scores for each variable. Although an absolute standard for intercoder reliability does not exist (Kaid and Wadsworth 1989; Stempel 1981) , some of the individual reliability scores are lower than the minimum bounds of .70 that Singletary (1994) suggested, or .75 that Wimmer and Dominick (1997) suggested. Lower reliability scores often accompany more complex coding schemes, however, obliging researchers to weigh the benefits of more useful, interesting information against the risks of lower reliabilities (Kaid and Wadsworth 1989) .
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Results
The majority of the articles on conflict of interest in science appeared in the Los Angeles Times (36 percent, n = 49), followed by the Washington Post (30 percent, n = 41), the New York Times (25 percent, n = 34), and USA Today (10 percent, n = 14). Staff reporters wrote most of the articles (78 percent, n = 108); letters to the editor and editorials comprised 15 percent (n = 21) of the articles. Wire stories and news summaries accounted for the remaining 7 percent (n = 10) of articles. Regarding placement, 60 percent (n = 82) of the articles appeared in the newspaper's first section, and 9 percent (n = 13) of the articles appeared on the front page. The average story length was 973 words. Figure 1 illustrates the breakdown of the stories over the ten-year period. While the average number of stories remained around twelve per year between 1992 and 1999, there was a dramatic increase to twenty-five stories in 2000. The number decreased to eighteen in 2001, yet still remained the second highest number of stories over the ten-year period. Finally, in 58 percent (n = 80) of the articles, conflict of interest in science was the major theme or lead, as opposed to receiving only cursory attention.
Most of the articles (80 percent, n = 111) provided a description of the nature of the conflict of interest. Financial conflicts were mentioned in 76 408 SCIENCE COMMUNICATION Year 2 0 0 1 2 0 0 0 1 9 9 9 1 9 9 8 1 9 9 7 1 9 9 6 1 9 9 5 1 9 9 4 1 9 9 3 1 9 9 2
Number of Stories percent (n = 84) of the stories, followed by professional conflicts in 34 percent (n = 37) of the stories, and personal conflicts in 11 percent (n = 12) of the stories. Because conflicts could be categorized as more than one type of conflict, these numbers add up to more than 100 percent. Over the ten-year period, there were no significant increases or decreases in the types of conflicts mentioned in the articles. Examples of financial conflicts of interest included a 1997 USA Today story about physicians who were selling medical supplements to their patients. Financial ties between diabetes researchers from the NIH and a pharmaceutical company was the topic of a 1998 story in the Los Angeles Times. A 2001 story in the New York Times, which focused on contributions from a tobacco company to Governor Tommy Thompson before he became the Secretary of the U.S. Department of Health and Human Services, was coded as having financial as well as personal conflicts of interest. Several federal agencies within this department, namely the FDA, NIH, the Centers for Disease Control and Prevention, and the National Cancer Institute, are involved in research on or initiatives concerning tobacco and smoking, and the article implied that Thompson's judgment on tobacco-related research would be swayed by his relationship with the tobacco industry. A 1999 story in the New York Times about new editorial oversight procedures being adopted at the Journal of the American Medical Association was coded as discussing both professional and personal conflicts of interest. A 2001 article in the New York Times discussing how panelists on a laser review committee had a professional stake in the laser's approval was coded as a financial and professional conflict of interest. Finally, a 2000 Washington Post article on the various conflicts that can bias institutional review boards discussed financial, professional, and personal conflicts of interest.
Almost all of the articles (92 percent, n = 127) discussed conflicts of interest in relation to a specific individual or an organization. Figure 2 illustrates the breakdown among those alleged to have a conflict of interest. One or more federal agencies were the target of the majority of conflict of interest allegations. Agencies appearing most often included the NIH, the FDA, the Department of Defense, and the Environmental Protection Agency. As a group, academic scientists, researchers, and professors were targeted second most often in the stories, followed by business and industry, the medical community (which included hospitals, physicians, researchers, and medical review boards), scientific and medical journals, and politicians. Infrequent targets included lawyers and law firms and various nonprofit professional associations.
Over three-fourths of the articles (76 percent, n = 105) similarly identified the alleger of the conflict of interest. Figure 3 illustrates the division among those making the allegations. Federal agencies accounted for most of the allegations. Agencies appearing most frequently in the stories were the FDA, the NIH, and the Department of Health and Human Services.
2 Academic scientists and researchers were the next most likely to make allegations, followed by politicians, public interest groups, newspaper editorials and investigative reports, scientific and medical journals, and industry and business. Others appearing infrequently included lawyers and law firms, the medical community, and unaffiliated authors of letters to the editor.
Finally, 73 percent (n = 101) of the articles mentioned negative aspects or consequences of conflicts of interest in science (see Figure 4) . Aspects mentioned most frequently included bias in judgment (e.g., favoritism in decision making), damage to scientific credibility (including loss of public trust), risks to public health (including the health of participants in research trials), and the domination of the decision-making process by special interests (e.g., industry). Additional negative aspects mentioned included bias in how the science was reported, bias in how it was conducted, and lack of intellectual independence. Negative aspects mentioned least frequently included the blurring of lines between industry and science and, simply, unethical behavior.
In comparison, only 7 percent (n = 10) of the articles mentioned positive aspects of conflicts of interest in science. Of these, 36 percent (n = 4) dis- cussed how some conflicts of interest were outweighed by the benefits of having greater access to experts, and 27 percent (n = 3) discussed the benefits in relation to having greater access to funding. Other positive aspects mentioned included speedier access to scientific discoveries.
Federal agency 34%
Politician 14% Academic 15%
Public interest group 10%
Newspaper 10% Scientific or medical journal 5%
Industry 3%
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Figure 3: Sources of Conflict of Interest Allegations
Bias in how science is conducted 7%
Bias in how science is reported 10%
Damage to scientific credibility 22%
Bias in judgment 27%
Lack of intellectual independence 4%
Special interest domination of decisions 12%
Public health risks 12%
Other 6%
Figure 4: Negative Consequences of Conflicts of Interest in Science
We next used a correlation analysis to examine the relationships between the variables. First, the analysis showed that newspaper editorials or investigative reports were frequent sources of allegations of financial conflicts of interest (r = .21, p < .05) that targeted academic researchers (r = .20, p < .05). In comparison, professional conflicts of interest were associated with federal agencies (r = .22, p < .01) and personal conflicts of interest with politicians (r = .63, p < .001), but no individual or organization was more likely to make either allegation.
With regard to associations among individuals or organizations having real or potential conflicts of interest, we found that stories alleging conflicts of interest in a federal agency were unlikely to mention conflicts of interest in the academic or medical community: r = -.40, p < .001 and r = -.18, p < .05, respectively. The analysis showed no other significant associations.
In terms of who was making the allegations, federal agencies were more likely to allege conflicts of interest within federal agencies (r = .19, p < .05), as were academics within the academic community (r = .41, p < .001) and scientific or medical journals within scientific or medical publishing (r = .48, p < .01). Other than these cases, public interest groups were likely to accuse politicians of having conflicts of interest (r = .20, p < .05), as well as scientific or medical journals (r = .18, p < .05). Newspaper editorials or investigative reports were similarly likely to target scientific or medical journals with questions related to conflicts of interest (r = .18, p < .05). Finally, when federal agencies were making accusations of conflicts of interest, politicians making concordant accusations also tended to appear in the article (r = .19, p < .05).
Regarding the negative consequences of conflicts of interest in science, conflicts in federal agencies were often associated with a bias in judgment, such as exhibiting favoritism in decision making (r = .24, p < .01) or risks to public health (r = .17, p < .05). Conflicts among academic scientists and researchers were often related to bias in how the science was conducted (r = .31, p < .001) or reported (r = .32, p < .05); conversely, articles were less likely to associate academic conflicts with a bias in judgment (r = -.18, p < .05). Conflicts in the medical community were often associated with a bias in judgment (r = .20, p < .05) and risks to public health (r = .27, p < .01), whereas industry conflicts were related to the lack of intellectual independence of scientists (r = .21, p < .05). Finally, conflicts of interest in scientific or medical publishing were associated with bias in how science is conducted (r = .28, p < .01) and reported (r = .22, p < .05).
To examine the relationship between the negative consequences, we conducted a multidimensional scaling analysis. This analysis used the dissimilarities between the variables to characterize the overall relationship between them in the body of articles. The analysis, presented in Figure 5 , showed that bias in how science is conducted, bias in how science is reported, and lack of intellectual independence cluster together. This clustering suggests that stories tended to characterize these consequences similarly. In comparison, bias in judgment tends to appear separately, as do risks to public health, special interest domination of decision making, and damage to scientific credibility.
Discussion
The results suggest that media coverage of conflicts of interest in science has remained generally constant over the last decade, with the exception of the year 2000. That year, coverage of conflicts of interest peaked, due primarily to a highly publicized death of a participant in a gene therapy research trial in late 1999. Seventeen out of the twenty-five stories in 2000 referred to this incident. A New York Times article summarized the impact, stating: Perhaps no event in recent medical history has done more to shine light on the inherent conflict of interest between researchers and their subjects than the death of an 18-year-old from Tucson in a gene therapy experiment at the University of Pennsylvania. (Stolberg 2000, A20) The total number of articles decreased in 2001, although it still remained the second highest in the sample. More years are necessary to determine whether the increase in attention to conflicts of interest in science in the last two years of the sample represents more of an anomaly than a trend. The newspapers tended to cover financial conflicts of interest more often than professional or personal conflicts among scientists. Journalists'focus on financial conflicts of interest is similar to the assertion of the International Committee of Medical Journal Editors (1993) that financial conflicts of interest should be of greater importance and concern than other types of conflicts of interest (viz., professional and personal). Additionally, perhaps this focus is not so surprising given that financial conflicts are the most clearly defined, and arguably understood, in rules and regulations. Quite possibly, these types of conflicts are also more easily traced than professional or personal conflicts. Finally, given the growing importance of outside funding to scientific research, that stories tend to report more financial conflicts of interest may simply represent a reality that more potential financial conflicts exist.
Rather than seeing financial conflicts increase, during the ten-year period, there were no significant increases or decreases among the types of conflicts reported. This finding is perhaps more interesting in light of the increase in industry-funded academic research in the last few years (Boyd and Bero 2000; National Science Board 2000) .
Newspaper investigative reports and editorials raised the majority of financial conflict of interest allegations levied at the academic community. This finding suggests that journalists are taking an active watchdog role in exposing possible conflicts of interest in science. In addition, that academic conflicts of interest in science were significantly related to funding choices seems to underscore further the importance of funding to academic research, while perhaps adding weight to arguments for greater vigilance against possible abuses in the system. Interestingly, although industry funding may be a common cause of financial conflicts of interest among scientists, the newspaper stories did not frequently tie industry to such conflicts. One explanation is that academic scientists are held to higher or simply different standards of impartial behavior than industry; therefore, academic scientists and researchers are a more newsworthy target of criticism when financial conflicts of interest arise. Another explanation is that industry-funded research conducted by industry scientists is a different story from industry-funded research conducted by academics.
The correlation analysis also suggested some self-policing related to conflicts of interest in science. Namely, federal agencies levied allegations at federal agencies, academics at academics, and scientific and medical journals at scientific and medical journals. One possible explanation is that each of these groups has the most to gain or lose in terms of their reputations. Consequently, a willingness to discuss real or potential conflicts of interest within their own community in a public forum, such as the media, may reflect a desire to defend their credibility.
Perhaps not surprisingly, negative rather than positive aspects of conflicts of interest in science dominated the articles. Still, a handful of articles did mention some of the positive aspects associated with accepting a degree of conflict of interest in science. These include government panels having greater access to experts and scientists having greater access to funding. Generally, however, when a conflict of interest in science is alleged, it is framed in negative terms.
Media coverage also tended to associate certain negative aspects of conflicts of interest in science with certain groups alleged to have conflicts. Most of these associations are quite logical. For example, conflicts of interest among academic scientists were associated with bias in the way the science was conducted or reported; the same was true for scientific and medical journals. Conflicts of interest in the medical community were significantly related to public health risks and the well-being of research trial participants. Finally, conflicts of interest in industry were associated with a lack of intellectual independence or commercialization of science.
Finally, the multidimensional scaling analysis examined the relationship between the negative aspects of conflicts of interest in science. The results suggested that the stories tended to group certain aspects together. In particular, the way science was conducted and reported tended to be grouped with the lack of intellectual independence in science. In some sense, we can envision these three consequences as reinforcing each other: when scientists lack independence, it affects the way they conduct and report their research; we could consider these immediate casualties of conflicts of interest. What we might consider secondary, though no less important, consequences of conflicts of interest in science are risks to public health, special interest domination of decisions, biased judgments, and damage to scientific credibility. Although they frequently appear in stories about conflicts of interest in science, these consequences are spatially distanced from the immediate consequences. Perhaps they represent more long-term or deferred casualties of conflicts of interest in science.
This study offers data largely absent until now on how media cover conflicts of interest in science. Still, the results should be viewed with some limitations in mind. First, this study examined four national newspapers; quite possibly, different media serving different audiences would show different coverage of conflicts of interest in science. Second, we retrieved and coded only articles specifically mentioning "conflicts of interest" and "science." Our intent was not to capture the universe of relevant news articles examining conflicts of interest in science but to obtain a manageable number of articles for our exploratory study. Future research could widen the base of articles by including additional search terms, such as "medicine" or "academic" or "scientist." In addition, we also did not code for the specific type of science covered in the article. The type of conflict might vary, for example, depending on whether the story concerned basic research or studies involving human participants. Finally, the intercoder reliability scores of some of the variables were lower than desired, suggesting we should take additional care in future training of coders.
We also may have oversimplified our characterizations of conflicts of interest as financial, professional, or personal. Although our coding protocol allowed for multiple responses-that is, a conflict could be coded as both financial and professional-on further consideration, we believe that more conflicts could have spanned multiple categories. In particular, more professional or financial conflicts would likely have been coded as having a personal element to the conflict of interest, as well. This should not, however, detract from our primary finding that financial conflicts of interest dominated news coverage.
In sum, our ten-year content analysis of media coverage suggests a steady stream of newspaper stories highlighting the negative consequences of conflicts of interest in science. Moreover, 9 percent of our sample appeared on the front page of the newspapers, indicating a high degree of story visibility for those articles. Most of the stories focused on financial conflicts of interest, although professional conflicts were also common. Prominent targets of conflict of interest allegations included federal agencies, academic scientists and researchers, and industry. Federal agencies and academics also took active roles in levying allegations of conflicts of interest in science, joined most frequently by politicians, public interest groups, and newspaper editorials and investigative reports. While the targets, allegers, types, and consequences of conflicts of interest in science did not alter significantly over the ten years, the spike in coverage in 2000 may suggest that media consider conflicts of interest in science newsworthy and are likely to cover future allegations. Continued attention may cause some scientists concern, for fear of public backlash. Other scientists may take solace, however, believing that greater attention to conflicts of interest ultimately protects the integrity of science by better equipping the public to evaluate the sources.
Notes
1. The Wall Street Journal has the second largest circulation but was excluded from this study because it is not available from Lexis-Nexis®; therefore, we could not apply the same search parameters.
2. Although the FDA and NIH are located within the Department of Health and Human Services, because of their frequency in appearance in the articles, these three organizations were coded separately rather than together to provide more detail and insight into media coverage.
