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Introduction
The numerical computation of a multiple integral over a given domain ("cubature") is of interest to many different disciplines. A classical reference on cubature is the book of Stroud [1] , with further information to be found, among others, in [2] and in chapter 6 of [3] . An extensive list of (then) known cubature formulas (or "rules") can be found in [4, 5] and online at the Encyclopaedia of Cubature Formulas [6] . Many other results have been published in the literature since; in the case of cubature on the triangle, for example, these include [7] [8] [9] [10] [11] [12] [13] .
Cools [2] has discussed the "science behind the art" of obtaining cubature rules. In most practical cases, cubature rules are obtained by the iterative, numerical solution of a set of non-linear equations, taking into account possible symmetries. Considering again the example of cubature on the triangle, early results obtained in this way include among others [14] [15] [16] , while different methods to obtain cubature rules were successfully used in [7, 8, 12] . This paper presents a new, efficient method for computing cubature rules using least-squares minimisation to iteratively solve a set of polynomial equations. The method uses concepts introduced for cubature rules in [7, 9, 13] together with the least-squares method of Golub and Pereyra [17] to increase the efficiency and robustness of the iterative solutions. While the proposed method has general applicability to any domain and imposed symmetry, it is here further applied to the specific case of asymmetric cubature rules on the triangle. This shows how significant additional efficiency can be obtained by optimising the computation of the orthogonal basis used and its derivatives, and also provides new cubature rules of theoretical interest.
The structure of the paper is as follows: Section 2 presents a brief overview of how the non-linear equations for cubature rules are obtained. Section 3 gives a summary of the least squares method of Golub and Pereyra [17] , which is further simplified in Section 4 when obtaining cubature rules using orthogonal bases. Section 5 examines the specific case of asymmetric cubature rules on the triangle, presenting an efficient way of computing the required matrices, resulting in a number of new rules that are presented in Section 6. Section 7 contains a discussion of the new results in this paper, while Section 8 presents the conclusions.
Theoretical background
A cubature rule approximates the integral of a function f on a domain Ω (normalised by the domain's measure) as the weighted sum of the function's value evaluated at a set of n p points x i ,
The cubature rule is of polynomial degree φ if equation (1) is exact for all polynomials (in the coordinates x) of degree up to φ but not exact for at least one polynomial of degree φ + 1. Since equation (1) is linear in the function f , to obtain a rule of degree (at least) φ we only need to ensure that it is exact for a basis of the polynomials of degree φ,
where we don't show the dependence of ψ i and n b on φ. Equation (1) therefore becomes
which is a non-linear system of equations which must be solved for the coordinates x j and the weights w j . Introducing the n b × n p matrix A and the n b -element vector b defined as
the non-linear system (3) can be written as
where we have explicitly shown the dependence of A on x j . Equation (6) can be solved for the unknowns x j and w by minimising the square of the norm of the vector r with respect to these unknowns and checking that the minimum value is approximately zero. While a suitable least-squares minimisation algorithm can be directly applied to the non-linear system (6), a significant reduction in the number of unknowns can be obtained by exploiting the fact that the system is actually linear in the weights w. In the context of obtaining cubature rules, this has been for example done by Zhang et al. [9] and Witherden and Vincent [13] for minimisation problems, and previously by Taylor et al. [18] .
The minimisation problem
Golub and Pereyra [17] have presented a general method that can be used to solve the system (6) for the unknowns x j and w. This section provides a simplified summary of this method, assuming that the matrix A always has full column rank and that the system has a solution.
As equation (6) is linear in the weights w, we eliminate them by computing them as a linear least squares solution of the system. Indicating with A + the Moore-Penrose pseudoinverse of A, we get
Substituting (7) into (6) we obtain the non-linear system
which can be solved by minimising the norm of r.
we see that M = M T and M 2 = M , and therefore
and
where || · || is the Euclidean norm.
To obtain the pseudoinverse A + we compute the thin QR decomposition of A so that
where Q is n b × n p with Q T Q = I and R is an upper triangular n p × n p matrix. The pseudoinverse is then given by
so that M is computed as
If A (and therefore M) depend on a vector of variables v then to minimise r we need, for some algorithms, the Jacobian J given by
The Jacobian can be approximately computed using finite differences, but it can also be expressed explicitly in an exact form as
Starting from equations (15), (10) and (9), equation (16) is directly obtained by expressing equation (5.4) in [17] using the notation of the present paper and using index notation to avoid ambiguity due to the presence of the three-index term ∂a jk /∂v s . Note that, as r is defined here with the opposite sign from that used in [17] , equation (16) for the Jacobian has the opposite sign from equation (5.4) in [17] .
Using an orthogonal polynomial basis
The procedure in section 3 can be directly used to solve the non-linear system (6) to obtain cubature rules, by choosing any appropriate polynomial basis. While the simplest basis consists of monomials, its numerical behaviour is very poor. We therefore choose the polynomial basis P φ to be orthogonal in the domain Ω [7, 10, 13] . While more expensive to compute than the monomial basis, the orthogonal basis has several advantages as will be seen in the following.
By definition, for an orthogonal basis we have
Assuming ψ 1 to be the constant element of the basis we get
and therefore
We therefore need to solve the systemr = −Me 1 = 0 (20) where e 1 = {1, 0, 0, . . .} T , and then compute the weights
Note that in index notationr i = −m i1 and ||r|| 2 = m 11 = −r 1 . The Jacobian is given by
In a µ-dimensional space, the vector v of the unknowns can be written as
. . .
where
is the vector of all the coordinate components in the α dimension. Therefore,
Since
we can define the matrices G js a
js m j1 (27) In the present paper summation over an index is explicitly indicated by the summation symbol, with no summation being implied for repeated indices. Therefore in equation (27) no summation is implied over s. It is worth noting that the coordinates x are not necessarily Cartesian, a fact that will be further exploited in the following section.
Calculation of basis polynomials and their derivatives
This section presents how the polynomials of an orthogonal basis, and their derivatives, can be efficiently calculated. We consider a triangular domain, for which a standard orthonormal polynomials basis has been proposed in the literature [19] [20] [21] . For degree φ we can write this basis in the form
where i = 0, . . . , φ, j = 0, . . . , φ − i. The functions P i and P j are Jacobi polynomials and the quantities d and s can be written in terms of the barycentric (or areal) coordinates as
In equation (28) we express in a natural way the basis polynomials ψ using two indices. It is however easy to revert to the single-index notation used elsewhere in this paper, for example by setting
For the needs of the algorithm presented in Section 4, we need to compute the values of all the basis polynomials, and possibly their derivatives, for all (trial) cubature points. While it is possible to do so directly by using equation (28) and any library for computing Jacobi polynomials and their derivatives, it is very inefficient to do so. This happens because Jacobi polynomials are computed through recurrence relations, so that individual computation of each Jacobi polynomial would lead to multiple computations of the same intermediate results. We therefore show in the following how the basis polynomials can be computed using recurrence relations.
Setting
we can write
From the recurrence relation for the Jacobi (actually Legendre) polynomial
we easily obtain
The partial derivatives of Q i with respect to d and s can be computed either by differentiating the relations (35) or by using the formula
Combining the two approaches results in the following simple formulas
The recurrence relation for R i, j (s) can be easily computed from the well-known recurrence relation for Jacobi polynomials, obtaining
The quantities in equations (40) can be pre-calculated as they only depend on the indices i and j. The basis polynomials are therefore computed by equation (33), and their derivatives with respect to d are easily calculated as
The derivatives with respect to s are obtained by multiplying equations (39) on both sides with Q i and using equation (33), to obtain recurrence relations for the ψ i, j , and then differentiating with respect to s to obtain the recurrence relations
The equations presented in this section, though clearly not the only possible way to compute the basis polynomials and their derivatives, have been obtained by attempting to minimise the number of computations required.
Numerical results
The algorithm presented in this paper, for the case of asymmetric cubature on the triangle, has been implemented in Fortran 95. The initial guess for the coordinates of the cubature points was obtained by considering a uniform random distribution of points inside the triangle.
Using this code, three new cubature rules were found, improving in terms of number of points on previously available results of the same degree. These new rules are shown graphically in Figure 1 and tabulated in Appendix A. Arbitrary precision arithmetic has been used to refine the Fortran results, which are calculated in double-precision but suffer from loss of accuracy due to all the intermediate calculations, to full double-precision accuracy (i.e. the maximum accuracy provided by double-precision numbers).
The first rule is an asymmetric cubature rule of degree 11 with 26 points and of PO quality (all weights positive but one point outside the triangle). Though the presence of a cubature point outside the domain of integration decreases its practical importance, this rule represents an important and long-missing result as all previously available rules had more points [22] . This (degree 11) is the lowest degree for which a rule improving on the number of points used (independently of quality) has been presented for the triangle since the degree seven rule by Gatermann [23] . The other two rules, for degrees 20 and 22 with 77 and 92 points respectively, are also of PO quality but with more points outside the triangle. Once more, they improve in terms of number of points on all previously known cubature rules.
In all three new rules computed here, the number of points is of the form n p = 3k + 2, while it is easily seen that rules possessing rotational or full symmetry cannot have such a number of points. It is therefore necessary to consider asymmetric rules (or rules which only exhibit symmetry along one median) to obtain rules with this number of points. Rotationally symmetric rules of PI quality (that is with positive weights and all points inside the triangle), with one more point for each degree than the rules presented here, have been computed by Xiao and Gimbutas [10] .
From the tabulated results in Appendix A, it is easily seen that points outside the triangle are associated with smaller weights, with the weight decreasing with increasing distance. For each combination of degree and number of points presented here, a number of different rules were actually computed. The rules presented here are those with the maximum smallest weight, and therefore with outside points closest to the triangle.
Discussion
The method presented in this paper shares common characteristics with those presented by Zhang et al. [9] and Witherden and Vincent [13] (hereinafter referred to respectively as ZCL and WV), in that all methods consider the weights as dependent variables and then solve the resulting problem using non-linear least squares. To achieve efficiency without compromising its robustness, the proposed method differs from ZCL and WV in the following points: 1 1. Use of an orthogonal basis. This was already done in WV, and previously by Taylor et al. [7, 18] , but not in ZCL.
The major difference in this paper is that we minimise the number of computations (and associated computation time) by recognising that all basis polynomials need to be computed at the same time and for all cubature points. Section 5 shows how this can be exploited in the case of the triangle. Optimisations based on array storage order and cache size are not considered here, as they are language-and hardware-dependent respectively. 2. Another benefit of using an orthogonal basis is that the vector e 1 appears instead of b, so that instead of computing the matrix-vector products, only the appropriate columns (or rows) of the relevant matrices are used (compare for example equations (16) and (27)). 3. Analytical computation of the Jacobian. ZCL state that numerical differentiation seems much more likely to find a good solution compared to analytical differentiation, which is however much faster. In informal testing while obtaining the numerical results of Section 6, however, using the analytical Jacobian was much faster without increasing the number of attempts; this may be because of the better numerical behaviour obtained using an orthogonal basis. Note that efficient computation of the Jacobian requires an efficient computation of the derivatives of the basis polynomials, as for example done in Section 5. 4. Avoiding explicit computation of the weights. By closely following the method of Golub and Pereyra [17] , we avoid the explicit computation of the weights, which is carried out in both ZCL and WV, and significantly decrease the number of computations required (which decreases not only computation time but also numerical error). Note that if numerical differentiation is used to compute the Jacobian, then only the Q matrix is needed and R is never used and thus never inverted. To compute the Jacobian analytically, R is implicitly inverted to obtain the pseudoinverse A + , the first column of which is actually the vector of the weights (scaled by ψ 1 ). Even in this case, however, unnecessary intermediate results don't need to be stored. 5. Use of QR factorisation to eliminate the weights. The use of a QR decomposition, as proposed by Golub and Pereyra [17] , was shown in our testing to be robust enough numerically, while it is faster than singular value decomposition (SVD) as used in WV. Like SVD, QR decomposition allows for the computation of M in a simple way, without the need to compute the pseudoinverse A + , unlike in the case of the LU decomposition with column pivoting used in ZCL.
The proposed method can be applied to different integration domains, and can also take into account different symmetries of the required cubature rules (either because symmetry is a required characteristic for a given application, or simply to allow a solution to be found by decreasing the number of equations and of unknowns). As mentioned above, however, computational efficiency depends on an appropriate method for computation of the orthogonal basis polynomials. Additionally, imposing symmetry leads to more complex formulas for evaluating the Jacobian J, as the different types of possible "orbits" must be dealt with in a different way; this complexity however does not translate into significant additional computational cost.
Applying the present method in the case of asymmetric rules on the triangle allows therefore for a simple implementation, as no symmetry is imposed, while at the same time demonstrating how the computation of the orthogonal basis can be efficiently implemented. Additionally, the results obtained and presented in Section 6 are new and of theoretical interest, and thus relevant on their own. Indeed, very few previous works have considered asymmetric cubature rules on the triangle [7, 8] , even though such rules are a superset of all symmetric rules and will therefore include the rule with the minimal number of points for a given quality and degree.
The theoretical comparison of the proposed algorithm to the ZCL and WV algorithms provides strong indications that the first one should outperform the other two for any kind of integration domain and imposed symmetry. To further demonstrate the efficiency of the proposed algorithm, the implementation provided for the WV algorithm was modified to allow computation of asymmetric rules on the triangle. Searching for a 26 point rule of degree 11, the average performance for the proposed algorithm was 0.265 seconds per trial rule (i.e. for each initial random guess) while for the WV algorithm it was 2.308 seconds per trial rule. Even more importantly, the proposed algorithm obtained 6 valid rules for 80 tested trial rules, while the WV algorithm obtained 2 valid rules for 307 tested trial rules. While clearly not rigorous, this comparison provides further support for the claim of efficiency of the proposed algorithm.
The performance of the algorithm and its implementation is such that for the 92-point rule of degree 22 a solution was obtained within a few hours, using a single CPU core (as noted above, multiple solutions were obtained to keep the one with outside points closest to the triangle). There is however clearly room for improvement, if the method is to be applied to obtain rules of higher degree, or for three-(and perhaps even higher-) dimensional regions. The main areas where improvements to the implementation could be made are as follows:
1. Implementing large-scale parallelisation either by completely independent parallel runs with different initial guesses (as done in ZCL and WV) or by employing an appropriate global optimisation solver. 2. Using a constrained minimisation algorithm to enable searching only for cubature rules with all points within the integration domain, instead of checking the quality of each rule that is obtained by unconstrained minimisation. This may also involve using a different minimisation algorithm than the trust-region least-squares algorithm used in the present paper. 3. Using better-than-random initial values for the minimisation algorithms, as done in ZCL and also for example by Wandzura and Xiao [24] and by Xiao and Gimbutas [10] . Note however that WV prefer using a random set of initial values due to the simplicity of the method and the almost null computational cost of obtaining the initial values.
It should be noted however that the above ideas for improvement consider only implementation aspects, with the overall algorithm remaining the same as presented in this paper.
Conclusions
We have presented a method for the computation of cubature rules using an orthogonal basis and a least-squares minimisation algorithm. While similar methods have been previously proposed in the literature, the present method achieves greater efficiency, by starting with the theoretical treatment of the problem by Golub and Pereyra [17] and optimising it considering the properties arising from the use of an orthogonal basis. An efficient way to compute the orthogonal basis is also presented, for the case of the triangle, showing that such a basis can be used without a major performance penalty.
The numerical results presented for the case of asymmetric cubature on the triangle serve to demonstrate the effectiveness and efficiency of the proposed method. They are however also very interesting in their own right, as they are new cubature rules of theoretical interest, improving on previously available results even for relatively low degrees.
The proposed method is not dependent on a particular domain or imposed symmetry. Various ideas are provided on how the performance of the method can be further improved for three-dimensional domains or for a higher number of points.
Appendix A. New cubature rules
Tables A.1, A.2 and A.3 present the cubature rules computed in Section 6. For each rule, the table lists the the weight of each cubature point and its areal coordinates, in increasing order of weight. An asterisk (*) has been placed next to each row corresponding to a point outside the triangle. 
