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Introduction
Societies with a high degree of ethnolinguistic diversity often suffer from the underprovision of public goods (see, e.g., Alesina and La Ferrara, 2005) . One reason may be that feelings of animosity make people value public goods less if they need to share them with others who are different. If so, more diverse societies would tend to underinvest in public goods and experience worse outcomes in health, schooling and infrastructure.
The underlying assumption is that more diversity breeds more animosity.
The argument that diversity brings about animosity is consistent with conflict theory, which posits that more interaction with individuals of other groups is costly and generates greater antagonism. But not everyone agrees that more interaction should necessarily lead to more tension. In fact, contact theory, first developed by the psychologist Allport (1954) , posits the opposite: repeated interpersonal contact between people tends to reduce prejudice and conflict between individuals of different groups. Important in these theories is that the change in prejudice extends to the entire out-group: if a Dutch-speaking Belgian has more contact with French-speaking Belgians, it affects his prejudice towards all French-speaking Belgians.
Empirical evidence on the subject is divided. In a meta-analysis, Pettigrew and Tropp (2006) conclude that contact theory comes out on top. In contrast, Putnam's (2007) reading of the literature is that the balance is tilted in favor of conflict theory.
One reason for the lack of consensus on whether contact with individuals of other groups breeds or mitigates animosity is that most studies on the political economy of diversity do not directly speak to the question of contact. For example, the empirical cross-country literature that finds a negative association between ethnolinguistic diversity and public goods does not take into account the degree of contact between individuals of different groups. Put differently, a country's overall degree of diversity gives too noisy a signal of the effective contact between individuals of different groups. In Belgium, for example, many Dutch speakers rarely interact with French speakers in their daily lives. In contrast, in Mauritius, an individual may easily use English, Kreol Morisien, French and Bhojpuri, all on the same day.
Our premise is that how much potential there is for effective interaction between people of different groups depends on the spatial distribution of diversity. That is, we can use information on the geographic distribution of languages to get a proxy for the potential contact between individuals of different groups. The degree of potential contact will then either mitigate or reinforce the antagonism that individuals experience towards other groups in the society at large. In this paper we set out to theoretically analyze and empirically investigate the importance of the spatial distribution of diversity for the provision of public goods.
We start by proposing a theoretical model that explores how local interaction affects antagonism towards others. Society is geographically partitioned into many cells. Each individual speaks one language, and each cell has residents of one or multiple languages. Whenever an individual of one linguistic group meets someone from another linguistic group from outside his cell, the tension he feels will be either mitigated or reinforced by how many people of that other group are in his own cell. This captures the idea that frequent contact with others in his own cell may either weaken prejudice, as in contact theory, or worsen prejudice, as in conflict theory. Our micro-founded antagonism index will then be a linear combination of two terms: the first is society's overall ethnolinguistic fractionalization; the second is the probability that when an individual is randomly matched with someone from his own cell and someone from outside his cell, both are from the same group but different from his own group. The second term can be interpreted as the effect of local interaction with other groups on the antagonism towards those other groups in the society at large.
This local interaction leads to learning which can improve or worsen one's view about others, and thus either mitigate or reinforce total antagonism. We refer to the first term as global fractionalization and to the second term as local learning.
A feature of our antagonism index is that for a society with a given level of global fractionalization, local learning is maximized when there is perfect geographic mixing of the linguistic groups. That is, if each cell is linguistically identical to the society as a whole, there is maximal learning about others. In the case of local interaction having a mitigating effect, this implies that total antagonism is minimized when there is perfect geographic mixing. Interestingly, under perfect mixing the learning term is equivalent to a polarization index, though the micro-foundations are different from those in the identification-alienation framework of Esteban and Ray (1994) . In that paper, what generates polarization, rather than fractionalization, is that identification with the own group reinforces alienation towards others. Using the same identificationalienation idea, in our case we obtain a polarization index because local identification with other groups either mitigates or reinforces the alienation towards others in the society at large. So it is local identification with other groups, rather than with the own group, that in the aggregate yields the same polarization index as the one in Esteban and Ray (1994) .
We then relate our theory of antagonism to the provision of public goods by postulating that an individual's valuation of public goods depends on how much antagonism he feels towards others in society.
If the level of public goods depends on private contributions, then it is easy to show that the provision of public goods depends on average antagonism in society. The main empirical implication of the theory is that if one wants to understand the impact of diversity on the provision of public goods, one should distinguish between the effect of global diversity and the effect of local learning. Empirical studies that only control for global diversity suffer from omitted variable bias by not distinguishing between societies that have the same overall diversity, but very different levels of local learning.
Before empirically investigating the effect of the spatial distribution of diversity on the provision of public goods, we need detailed geographic information on the number of speakers of different languages.
The Ethnologue has information on the number of speakers per country of 6,905 unique languages spoken across the globe. It also provides language maps that show the geographic distribution of languages in each country. Together with information on population at a fine geographic resolution from Landscan, we use an iterative proportional fitting algorithm to assign the number of speakers of different languages to each 5 km by 5 km cell in the world. Once we have information of the speakers of different languages at a 5 km by 5 km resolution, we compute our measures of global fractionalization and local learning for each country. The 2 underlying assumption is that daily interaction occurs within cells of 5 km by 5 km. 1 We then explore the effect of global fractionalization and local learning on a wide variety of public goods outcomes in health, education and infrastructure at the level of countries. We start with an OLS approach, and find that global fractionalization has a negative association with public good provision, whereas local learning has a positive association with public good provision. Consistent with contact theory, this implies that local learning mitigates the antagonism felt towards other groups. The magnitudes of these effects are considerable. For example, a one standard deviation increase in local learning lowers child mortality by 7.4 per thousand live births. To put this figure into perspective, in its effect on child mortality, a one standard deviation increase in local learning is equivalent to a 61 percent increase in GDP per capita.
As another example, a one standard deviation increase in local learning lowers illiteracy by 5.1 percentage points. This corresponds to a standardized β of -29 percent, i.e., a one standard deviation increase in local learning decreases the illiteracy rate by 29 percent of its standard deviation.
Endogeneity is potentially a concern, as in societies with poor public goods provision individuals from the same linguistic group may prefer to geographically cluster to support each other. In that sense, public goods outcomes may affect the spatial sorting of individuals of different linguistic groups. To address this issue, we develop an instrument that predicts a country's geographic distribution of linguistic groups based on the language use of its closest neighbor. More particularly, for each cell in a given country, we look at the languages spoken in the closest cell in a neighboring country, and use that information to predict language use in the original cell. We then rerun all our regressions using an IV approach. Reassuringly, the results are, if anything, stronger. For example, a one standard deviation increase in local learning lowers child mortality by 17.0 per thousand, compared to 7.4 per thousand in the OLS analysis. This allows us to conclude that there is a causal positive effect of local learning on the quality of public goods. Overall, contact theory trumps conflict theory.
We are not the first to make the point that the spatial distribution of diversity may matter for different political economy outcomes. In an unpublished working paper, Matuszeski and Schneider (2006) show that civil war is more likely in societies where ethnic groups are more clustered. However, they have no theory about why this should be the case, and their algorithm to assign speakers of different languages to geographic cells ignores the existence of widespread languages, thus introducing a bias in many countries of the New World. Also related is the work by Alesina and Zhuravskaya (2011) who show that geographic segregation has a negative effect on the quality of government. Their paper uses administrative regions, which are often quite large, making it an imprecise measure of the diversity people experience in their daily lives. For example, in their paper, Indonesia, a country with an area of 1.8 million square kilometers, consists of 34 provinces, whereas in our work it contains around 72,000 cells. Finally, in a recent study of sixteen African economies, Robinson (2013) shows that local level diversity increases interethnic trust.
Compared to the the existing literature, we are the first to provide a theoretical framework to think about how local interaction affects the antagonism deriving from a country's overall diversity, to analyze the impact on public goods, and to build a detailed 5 km by 5 km database that takes into account both geographically confined and widespread languages. As an additional theoretical contribution, we clarify that to adequately capture the underlying assumptions of contact theory and conflict theory, it is key to focus on the difference between global diversity and local learning, rather than on the difference between global diversity and local diversity, in contrast to Matuszeski and Schneider (2006) and Robinson (2013) .
Our results may seem to contradict Alesina, Baqir and Easterly (1999) and other studies which find that the negative association between diversity and public goods provision does not only hold at the country-level but also at the city-level.
2 However, they do not. Our point is different: controlling for a country's total diversity, an increase in local learning improves the support for public goods provided at the country-level. The equivalent exercise in the context of Alesina, Baqir and Easterly (1999) would be to see whether more interaction in the neighborhoods increases public goods provision at the city-level.
How can our result that diversity might be good be reconciled with the standard negative association between a country's diversity and its provision of public goods found in the literature? The answer is simple.
On average, highly diverse countries are not sufficiently mixed geographically for the local learning effect to compensate the negative impact of global diversity. Hence, on average more diversity goes together with a worse provision of public goods. In only some countries that are both highly diverse and highly mixed spatially, do we find that diversity may outperform homogeneity. Although this does not overturn the average negative association between diversity and public goods, it shows that the relation between both is much more complex than previously thought.
The rest of the paper is organized as follows. Section 2 develops a model of antagonism and shows how it relates to the provision of public goods. Section 3 discusses the data, and provides details of the algorithm to assign languages and populations to all 5 km by 5 km cells in the world. Section 4 empirically establishes the positive effect of local learning on public goods provision. Section 5 concludes.
Model
A country is geographically partitioned into K cells, indexed by or k. Each cell is small relative to the country. There are N individuals in the country, partitioned into M linguistic groups, indexed by i or j.
Denote by s i the share of people of location who belong to linguistic group i, by s the share of individuals who live in cell , and by s i the share of individuals who belong to ethnolinguistic group i. Each individual belongs to one linguistic group i and lives in one cell , so that i s i = 1, s = 1 and i s i = 1. An individual who speaks language i and resides in has preferences over private consumption c and public consumption G of the form
where the valuation parameter v i depends negatively on the antagonism the individual feels toward society.
Public consumption G is common to the entire country, and is hence not cell-specific. Examples may include national education, nation-wide health policies and defense. Individuals only differ from each other by where they reside and which language they speak. In particular, all individuals have the same income y, which we normalize to 1. In what follows we start by proposing a model of antagonism, and then relate it to the valuation of public goods. is then j =i s j . Summing up over all individuals of all linguistic groups yields an average antagonism in society of i j =i s i s j . This is of course nothing else than the well-known ethnolinguistic fractionalization index, which measures the probability that two randomly drawn individuals belong to different groups. Since this measures the overall fractionalization of a country, we will refer to this index as global fractionalization and will denote it by ELF glob .
Local interaction and antagonism towards other groups. We now allow for the possibility that frequent interpersonal contact with other groups mitigates or reinforces the antagonism an individual experiences towards individuals of those groups. There are two opposing views in the literature on how interpersonal contact may affect prejudices people hold against others. Contact theory argues that knowing people from another group reduces prejudice against that group. Conflict theory also says that contact affects prejudice, but in this case the effect goes the other way, so that knowing people from other groups increases prejudice against that group.
Antagonism towards other groups: global fractionalization and local learning
If interpersonal contact affects antagonism, then the spatial distribution of the different groups becomes important for the degree of antagonism in society. We assume that interpersonal contact happens in the cell where an individual resides, but the frequency of this local contact affects the antagonism towards people of other groups in the society at large. To be more precise, the antagonism an individual of group i and cell feels towards an individual of group j in the society at large is given by
where s j measures the frequency of contact with people of group j in his own cell . A positive value of β is consistent with conflict theory since interpersonal contact increases antagonism and thus reinforces prejudice.
In that case an individual of group i and cell feels greater antagonism towards an individual of group j in society if the share of group j is bigger in his own cell. In contrast, a negative value of β is consistent with contact theory because more local contact with group j mitigates the prejudice of an individual of group i against an individual of group j in the society at large.
Starting from (2), we can now compute the share-weighted antagonism felt by an individual of group i and cell towards all individuals of group j in society:
where the first term can be interpreted as the antagonism in the absence of local interaction and the second term can be interpreted as the mitigating or reinforcing effect of local interaction on the antagonism experienced.
The average antagonism of all individuals of cell towards any other individuals in society is then:
Taking the population-weighted average across all cells yields a measure of the average antagonism in society,
which can be re-written as
where the first term is the country's overall linguistic fractionalization and the second term is the probability that when an individual is randomly matched with two other individuals, one from his own cell and another from the society at large, both are of the same group but different from his own group. The second term can be thought of as the average effect of local interaction on the antagonism experienced towards others.
That is, local learning about others can either increase or decrease the tension towards others in the overall society. We refer to this second term LL as the local learning effect.
To further analyze the expression of average antagonism A, compare two societies with the same degree of ELF glob , one with zero local mixing and the other with perfect local mixing. In society 1 all cells are linguistically homogeneous, so that individuals do not locally interact with people from other groups.
There is no local learning, so that LL is zero and average antagonism is simply equal to ELF glob :
In society 2, all cells are as diverse as society as a whole, so that s i = s i for all and all i. Average antagonism is then
From comparing these two societies, we can derive three useful conclusions. First, for a given distribution of population across cells, and for a given distribution of languages, the local learning effect in (4) is minimized when each cell is linguistically homogeneous and it is maximized when s i = s i for all i and . That is, zero mixing, as represented by (5), yields no learning, and perfect mixing, as represented by (6), yields maximal learning. The worst way to learn about other groups in society is to have no other groups locally, and the best way to learn about other groups in society is for the local environment to be a copy of the country. Of course, the effect of learning on antagonism depends on the sign of β. If β < 0, average antagonism is minimized when there is perfect geographical mixing of linguistic groups, whereas if β > 0, average antagonism is minimized when there is no mixing. Second, if we impose a lower bound of -1 on β, the average antagonism in a diverse society is always greater than in a completely homogeneous society, even if there is perfect spatial mixing. However, if we allow β to drop below -1, then a diverse society with perfect spatial mixing may have a lower degree of antagonism than a completely homogeneous society. In our theoretical framework we do not impose any restriction on the value of β. Third, the learning effect under perfect mixing, i j =i s i s 2 j , corresponds to an index of polarization. Understanding the link between our index and polarization requires some further discussion.
Relation with polarization
Esteban and Ray (1994) micro-found an index of polarization by arguing that the antagonism an individual experiences towards others increases in the size of his own group. Antagonism is greater if an individual feels more strongly identified with his own group, and this happens when the size of his group is bigger. As a result, instead of the standard fractionalization index, i j =i s i s j , which ignores the role of identification, they obtain a polarization index, i j =i s 2 i s j . 4 It is the identification with the own group that explains the quadratic term on the own-group share in their index. Although in our case individuals do not identify with their own group, we can still use the identification concept to interpret our index. Rather than local interaction with another group leading to learning, local interaction creates identification with that other group, which then affects the antagonism felt towards that group in the society at large. So we also get a quadratic term, but in the other-group share, rather than in the own-group share. That is, local learning in cell about group j increases in s j , and the effect of this learning on antagonism with group j in society gets multiplied by its share s j . Hence, if s j = s j , the effect of local learning on antagonism increases in s 2 j . Of course, since i and j are interchangeable in (6) , whether the quadratic term appears in the own group or in the other group is irrelevant. This explains why the second term in (6) is identical to the standard 4 Esteban and Ray (1994) consider a more general index where identification with the own group i is a function of s α i , with α ∈ [1, 1.6]. This yields a polarization index which is a function of s polarization index, in spite of the micro-foundations being different.
Our index also says something useful about the relation between fractionalization and polarization.
Take two societies, perfectly mixed at the local level, with the same level of ELF glob , but with the first society having a higher degree of polarization than the second so that LL loc is higher in the first society. For example, language shares might be (1/3, 1/3, 1/3) in the first society and (0.5, 1/6, 1/6, 1/6) in the second society. In that case, the society with the highest degree of polarization, i.e., society (1/3, 1/3, 1/3), experiences the greatest local learning. Hence, if β < 0, then for a given level of global fractionalization, average antagonism is minimized when polarization is maximized. That is, in a perfectly mixed society, the local learning effect is maximized when polarization is maximized. The intuition for this result is straightforward: learning about fewer, but bigger, groups is more useful than learning about more, but smaller, groups. Although our local learning is not about the languages per se, an example based on languages may help. Learning two words of a language that accounts for 1/3 of the population is more useful than learning one word of each of two languages that make up 1/6 of the population. Although in both cases we have learned two words, it is better to be able to use two words with 1/3 of the population than to be able to use one word with 1/6 of the population and another word with 1/6 of the population. global fractionalization and local fractionalization on trust. Although these papers do not provide a model to rationalize their choice of focusing on global and local diversity, it would be easy to do so by slightly changing our model. However, as we will see, those changes would make it incompatible with the underpinnings of contact theory or conflict theory.
Relation with local fractionalization
A possible way to rationalize the approach taken by those authors is to suppose that the antagonism an individual of group i and cell feels towards people of group j in the society at large is given by
so that the average antagonism felt by individuals of cell towards any other individuals in society would be
Average antagonism in society by individuals of any cell can then be written as
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where ELF loc is the population-weighted average of local fractionalization across cells.
In spite of its intuitive interpretation and its appealing simplicity, this index does not appropriately capture the basic insights of contact theory and conflict theory which argue that local interaction may reduce or increase the prejudice individuals feel towards the out-group. The point is that the impact of local interaction should only operate if there is antagonism in society. That is, there can only be a reduction in antagonism if there is antagonism in the first place. The alternative index based on global and local fractionalization does not satisfy this premise. To see this, consider a situation where s j ≈ 0 and s j ≈ 1, and assume β < 0. Since no one outside cell is from group j, the antagonism experienced by individuals of group i and cell towards individuals from group j must be zero. 5 However, expression (7) would imply that the antagonism towards individuals of group j is −β. That is, local learning reduces antagonism even if there was no antagonism to start with. This happens because rather than local learning affecting the existing antagonism toward the out-group, local learning simply enters additively into the overall expression of antagonism. In contrast, in our corresponding measure of antagonism (3) local learning enters multiplicatively in the antagonism felt toward the out-group, so that the change in antagonism is always a fraction of the pre-existing antagonism. For example, in the above example, using (3), the tension felt towards the non-existent out-group would be zero.
Public Goods Provision
As already mentioned, we assume that the valuation v i that an individual from linguistic group i and cell attaches to the public good G is a negative function of the antagonism he feels. The average antagonism experienced by an individual of group i living in cell towards the rest of society is
Note that since β can be negative, a i need not be positive. Hence, we postulate
where κ 1 ≥ 1 and κ 2 ≥ 0 is large enough so that v i > 0.
Suppose that G is determined by private contributions. 6 In particular, consider a simultaneous private contribution game where the equilibrium concept is Nash. We denote by g i the contribution of an agent living in of group i. The total level of the public good is then
An agent with valuation v i chooses his contribution g i by solving
5 Recall that each cell is very small relative to the country, so that s j does not affect average antagonism directly, but only through the local learning effect. 6 Later we will briefly discuss that a similar result can be derived in a model where G is determined by a democratic vote.
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where G − i is the contribution of the rest of agents.
Proposition 1 Suppose that in the Nash equilibrium of the contribution game all agents contribute a strictly positive amount. Then we have that G is a decreasing function of total average antogonism A.
Proof. We use the "replacement function" approach of Cornes and Hartley (2007) to analyze the Nash equilibrium of a private contribution game. Given that agents have Cobb-Douglas utility functions and all of them have the same income, the proof is simple. In our case the replacement function for an agent i from cell with valuation of the public good v i is
where y = 1 denotes the individual's income and G denotes the total provision of public good (Karaivanov, 2009, example 3. 
which can be written as
Recall that average antagonism is A = s a so the solution to (11) can be written as
Expression (12) shows that the equilibrium total contribution G * is a decreasing function of average antagonism A.
For our empirical estimation it will be useful to linearly approximate (12) . After dividing numerator and denominator by κ 1 N and assuming that 1/N ≈ 0, we can write
Assuming that κ 2 is sufficiently large and that A is sufficiently small, we can take a first-order Taylor approximation of (13) which yields
This will serve as our estimating equation in the empirical part. From (14) we can conclude that the provision of public goods depends negatively on global fractionalization and either positively or negatively on local learning (positively if β < 0 and negatively if β > 0). The theory implies that one should distinguish between global fractionalization and local learning when empirically exploring the relation between diversity and public goods provision. 
Data
In this section we describe the different data we use in our empirical analysis. After briefly describing the data on public goods, we mainly focus on how we construct a database of language use at the local level for the entire globe.
Public Goods
When analyzing the effect of diversity on the provision of public goods, we do not focus on a particular public good. Instead, we look at many different measures, related to health, education and infrastructure.
In doing so, we build on previous work by La Porta 
Spatial Distribution of Languages
To compute the local learning index for all countries of the world, we need to know how many people speak each language at the local level. To that end, we start by splitting up the world in grid cells. Since local learning has to do with the degree of personal interaction in people's daily lives, we need grid cells of a size that captures this daily interaction. In our baseline analysis we take a grid with a resolution of 5 km by 5 km to be a reasonable size. In what follows we explain how we allocate the speakers of the world's different languages to the individual grid cells.
We use two main data sources. The first data source is the digitized version of the 16 th edition of the Ethnologue. This gives us a polygon shapefile, where the 6,905 languages are represented as polygons across space. Since in some areas more than one language is spoken, these polygons may overlap. In addition, when certain widely spoken languages in a country cannot be assigned to any particular geographic region, Ethnologue classifies them as widespread languages. This is equivalent to having a polygon that consists of the entire country. 8 A few languages are assigned to specific points, rather than to polygons, and a few others have unknown locations. For the point languages, we create circular polygons around the points, with a radius that is proportional to the number of speakers of those languages. 9 As for the languages with unknown locations, we treat them as widespread. Some areas, such as the sparsely populated Sahara
Desert, have no information on languages. In those cases we assign the language of the nearest cell that has information on language. Since we use grid cells of 5 km by 5 km, we rasterize the data using a resolution of 2 30 by 2 30 . In addition to the linguistic polygons, the Ethnologue also provides the number of people that speak the different languages by country.
The second data source is Landscan which provides population at the same resolution of 30 by 30 .
Here as well, we rasterize the data using a resolution of 2 30 by 2 30 . To make the language data from the Ethnologue consistent with the population data from Landscan, we normalize the language data for each country so that the sum of a country's different language speakers equals the country's total population.
These two data sources yield three pieces of information: the number of people per grid cell; the number of speakers of each language per country; and whether a language is spoken or not in a given grid cell. What it does not tell us is how many people speak each language in each cell. Hence, using these three pieces of information, we need to allocate language speakers to grid cells. To that end, we use an iterative proportional fitting algorithm, commonly used in statistics, which we now describe in further detail.
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Consider a country that has M linguistic groups and is split up into K cells. Using the two data sources, we construct three matrices that correspond to the three pieces of information we referred to above:
N is a K x 1 matrix of which the elements give the total population of each cell; L is a 1 x M matrix of which the elements give the number of speakers of each language in the country; B is a K x M binary matrix of which the elements take a value 1 if the language corresponding to the column is spoken in the cell corresponding to the row (and a value 0 otherwise). The iterative proportional fitting algorithm is a way of allocating language speakers to cells, such that the total population per cell and the total population per language correspond to their actual values. It goes through the following steps.
1.
Step 0. Define
2.
Step 1. For each location , assign a share
where n = 1, 2, . . . refers to the times the algorithm has iterated through Step 1 and Step 2. To provide some intuition, the first time the algorithm goes through Step 1, the cell's population gets divided equally between the different languages that are spoken there. If, for example, 5 languages are spoken in a cell, then each language gets assigned 20 percent of that cell's population. This allocation always ensures that j T (2n−1) ( , j) = N ( , 1), i.e., the sum of people allocated to each cell is equal to the actual population of each cell. That is, the allocation satisfies the marginals on the cell populations.
3.
Step 2. For each language i, assign a share
This allocation always ensures that k T (2n) (k, i) = L(1, i), i.e., the sum of population allocated to a language is equal to the actual total number of speakers of that language. That is, the allocation satisfies the marginals on the language populations.
4.
Step 3. Go through Step 1 and Step 2 until T (2n−1) ( , i) converge to T (2n) ( , i) for all and i.
This iterative proportional fitting algorithm therefore provides us with an allocation of language speakers by cell, T (2n) ( , i). If the three matrices L, N and B are fully consistent with each other, then the iterative proportional fitting algorithm is guaranteed to converge. However, there may be small inconsistencies between the data sources. As a simple example, it is possible that the polygon assigned to language i has a population that is smaller than the total population that speaks language i. This inconsistency could in principle be due to three reasons: the local population data from Landscan may contain imprecisions; the country-level language shares from the Ethnologue might have errors; or the language polygons from the Ethnologue may not be a completely accurate reflection of where the different languages are spoken. How we deal with these minor inconsistencies requires taking a stance on the most likely source of error. We take the view that local population and language shares are relatively easy to estimate, whereas language polygons are unlikely to be completely precise. For example, although most Catalan speakers in Spain live in the East of the country, a small percentage of them live in other parts of the country. However, since Catalan is not a "widespread" language in the sense that is not widely spoken across the entire territory, the Ethnologue assigns a specific polygon to Catalan. Given the binary nature of such a geographic polygon, it hence assumes that all Catalan speakers reside within the polygon. Since this is obviously an approximation, we replace the 0 values in the binary matrix B by 0.000001. This amounts to allowing some speakers of language i to live outside their corresponding language polygon. With this correction, the iterative proportional fitting algorithm is once again guaranteed to converge (Fienberg, 1970 ).
Global Diversity and Local Learning Measures
With the spatial distribution of languages at a resolution of 5 km by 5 km in hand, we can now compute, for each country, our measures of global fractionalization and local learning. For comparison purposes, we will also compute a measure of local fractionalization.
When computing measures of linguistic fractionalization, it is not always obvious which linguistic groups should be used as primitives. For example, should Alemannisch and Bavarian, two variations of German, be considered as two separate language groups or should they be aggregated into German? To Using the most disaggregated data, Figure 1 and Figure 2 show the global fractionalization and the local learning index by country for level 15 of disaggregation. As is immediately obvious, there are many differences between both indices. Compare, for example, Botswana and Zimbabwe. Global fractionalization is slightly higher in Zimbabwe, but the degree of local mixing is much higher in Botswana. This example is not an exception: the correlation between both measures is only 0.26. To assess the quality of our iterative proportional fitting algorithm that allocates language speakers to grid cells, we compare our local diversity measures to the ones obtained by Gershman and Rivera (2016).
Rather than using maps, they rely on national population censuses and regional household surveys to infer the linguistic composition of almost 400 first-level administrative regions in 36 sub-Saharan African countries.
They then use the language tree from the Ethnologue to compute local fractionalization measures for these regions at different levels of linguistic aggregation. To compare our measures to the ones in Gershman and Rivera (2016), we start by aggregating our 5 km by 5 km language allocation up to the same first-level administrative regions, and then calculate for each of these regions a measure of local fractionalization. At linguistic aggregation level 5, we find a correlation between our measure of local fractionalization and the one in Gershman and Rivera (2016) of 0.70. This gives us confidence that our spatial allocation of language speakers is reasonable.
Empirical Analysis
In this section we test our theory by exploring the impact of global fractionalization and local learning on a country's provision of public goods. We use the following econometric specification:
where g c is the level of public goods in country c, ELF glob,c is the global fractionalization measure of country c, LL c is the local learning measure of country c, X c are a set of additional controls, and ε c is an error term.
As mentioned in the previous section, in the benchmark we use grid cells of 5 km by 5 km to compute LL c and a linguistic aggregation level of 5 to compute both ELF glob,c and LL c . We start by ordinary least square analysis, and then turn to instrumental variable analysis.
Local Learning and Public Goods (OLS Analysis)
In our baseline analysis we focus on child mortality. It measures the mortality rate under age 5 (per 1,000 live births), and captures well the effectiveness of public goods provision. We then extend our analysis to include a variety of additional measures. In particular, we focus on two more health outcomes (hospital beds per 1000 people, rate of measles immunization), two education outcomes (illiteracy rate, log of average years of schooling) and two infrastructure measures (percentage of households with access to improved sanitation and km of roads per 1,000 people).
Child mortality. Table 1 analyzes the relation between global fractionalization, local learning and child mortality, using OLS. The first two columns follow the standard approach of the literature and only control for a country's global fractionalization. The first specification includes regional dummies and latitude as covariates, whereas the second specification is identical to the one in Desmet, Ortuño-Ortín and Wacziarg (2012) and also controls for legal origin and GDP per capita. Consistent with previous papers, we find that an increase in a country's level of fractionalization is associated with worse outcomes. The coefficients on global fractionalization are statistically significant at the 1% level. The next two columns replace global fractionalization by local learning. The coefficients switch signs, suggesting that local learning is associated with less child mortality, but the coefficients are not statistically significant at the 10% level.
Motivated by the theory, in the last two columns we include simultaneously global fractionalization and local learning. As before, countries with higher levels of global fractionalization continue to have greater rates of child mortality. In fact, the coefficients are greater in magnitude. Focusing on column (6), we find that a one standard deviation increase in global fractionalization raises child mortality by 11.4 per thousand live births. More interestingly, the local learning coefficients are now statistically significant at the 1% level.
Their sign is negative, indicating that local learning reduces child mortality. The economic magnitude of the effect is substantive. Using once again column (6) as our preferred specification, a one standard deviation increase in local learning lowers child mortality by 7.4 per thousand live births. To put this figure into perspective, in its effect on child mortality, a one standard deviation increase in local learning has the same effect on child mortality as a 61% increase in GDP per capita.
These findings are consistent with contact theory. A higher degree of linguistic diversity at the country level implies greater antagonism, so that people value public goods less, but that negative effect is mitigated if people experience diversity in their daily lives. Next, we analyze whether this result generalizes to a wider variety of public goods. Other public good outcomes. Table 2 reports the results for an additional six public goods outcomes; the specification is identical to the one in column (6) of Table 1 . As in the case of child mortality, an increase in a country's overall linguistic fractionalization tends to be associated with worse outcomes, whereas an increase in local learning tends to be associated with better outcomes. The coefficients on global fractionalization are statistically significant at the 5% level in four out of the six outcomes, whereas the coefficients on local learning are always statistically significant at the 5% level, with the exception of road density. In terms of magnitude, a one standard deviation increase in local learning increases the rate of measles immunization by 3.9 percentage points. The corresponding standardized β is 26%, meaning that a one standard deviation increase in local learning increases the measles immunization rate by 26% of its standard deviation. In the case of illiteracy, the standardized β is -29%. These results are further evidence in favor of contact theory.
Decentralization. In our theory the geography consists of two levels: the local grid cells, where individuals interact in their daily lives, and the country, where individuals from the different local cells decide the level of public goods everyone in the country has access to. In reality, in some countries there may be heterogeneity in the access to certain public goods, and the financing of public goods may be decentralized. To see whether this changes our results, we use data on decentralization from Treisman (2008) . Table 3 , column (1), takes the benchmark specification and controls for whether a country has a federal structure. Being a federal state has no direct effect on the provision of public goods. The rest of the results are largely unchanged. In particular, global fractionalization continues to worsen child mortality, whereas local learning continues to have a benign effect, with both coefficients being statistically significant at the 1% level.
As an alternative measure of decentralization, column (2) focuses on whether subnational governments have autonomy in certain areas and/or have residual powers (i.e., they can legislate in areas that are not explicitly assigned to other levels). As before, this measure of decentralization has no direct effect, and local learning continues to lower child mortality (with a coefficient that is statistically significant at the 5% level). Columns (3) and (4) introduce interaction terms between our two measures of decentralization and global fractionalization and local learning. This does not change our findings. From this we conclude that our results do not depend on a country's degree of decentralization.
Local fractionalization. As argued in the theory, local learning is different, but related to local fractionalization. Whereas local learning captures the average effect of local interaction on the antagonism experienced towards others, local fractionalization is the population-weighted average of fractionalization at the cell level. The former is micro-founded in contact (or conflict) theory, whereas the latter is not. Column (5) in Table 3 displays what happens when we substitute local learning by local fractionalization, whereas column (6) introduces both measures jointly. Given the high correlation of 0.92 between both measures, the results have to be interpreted with some caution. Not surprisingly, we find that local fractionalization, when introduced by itself, reduces child mortality. However, when we control for both measures, local learning trumps local fractionalization. Robust standard errors in parentheses; * p < 0.10, * * p < 0.05, * * * p < 0.01. The dependent variable is the child mortality rate per 1000 live births. The Global ELF and the Local Learning variables are measured at level 5 of aggregation and are based on the authors' calculations. In columns (1) and (3) decentralization is equal to 1 if country is a federal state, and 0 otherwise, whereas in columns (2) and (4) it is equal to 1 if subnational governments have autonomy or residual powers, and 0 otherwise. The variable definitions and data sources for each of the variables are provided in Appendix A.
Different levels of linguistic and geographic aggregation. Desmet et al. (2012) find that diversity measured at an intermediate level of linguistic aggregation is most significant for the provision of public goods. This is why our baseline analysis aggregates languages up to level 5 (out of a maximum 15). To see whether our results change for lower and higher levels of linguistic aggregation, we recompute our measures of global fractionalization and local learning for levels 15 and 2. Recall that at level 15 closely-related dialects, such as Alemannisch and Bavarian, are considered to be different languages, whereas at level 2 all Germanic languages, such as English and German, pertain to the same group. Columns (1) and (2) in Table 4 report our baseline regression, using level 15 and level 2. The results are virtually identical; we only see a small drop in the statistical significance of local learning, from 1% to 5%. Robust standard errors in parentheses; * p < 0.10, * * p < 0.05, * * * p < 0.01. The dependent variable is child mortality rate per 1000 live births. The column headings refer to the robustness exercises carried out. The Global ELF and the Local Learning variables are measured at level 5 of aggregation, except in columns 1 and 2 where they are measured at levels 15 and 2 of aggregation. In column 3, we use the Local Learning variable calculated at the 10 km x 10 km spatial resolution, instead of 5 km x 5 km. In column 4, we control for the income Gini coefficient, while in column 5 we control for income inequality between linguistic groups. The variable definitions and data sources for each of the variables are provided in Appendix A.
Our regressions so far are based on local learning that take 5 km by 5 km cells to be a reasonable area 21 for an individual's daily interaction. We next analyze whether our results are sensitive to that particular choice. Column (3) reports our findings when computing local learning based on 10 km by 10 km cells.
Essentially nothing changes: when in the benchmark a one standard deviation increase in local learning lowered child mortality by 7.4 per thousand live births, it now lowers it by 7.8 per thousand live births.
Income and ethnic inequality. The degree of inequality in a country may be related to its linguistic diversity, and may affect public goods outcomes. Table 4 , column (4), introduces the income Gini coefficient as an additional control. We do not find a direct effect of income inequality on child mortality, and the coefficients on global fractionalization and local learning hardly change.
Another concern is that income inequality between linguistic groups may be driving the results.
To explore whether this is the case, we use the ethnic inequality variable of Alesina, Michalopoulos and Papaioannou (2016). They construct several measures of ethnic inequality. To be consistent with our measures of diversity, we use the one based on linguistic groups from the Ethnologue, aggregated to level 5.
Column (5) in Table 4 reports the results when we control for this measures of linguistic inequality. Once again, the coefficients on global fractionalization and local learning are very similar to our baseline regression in Table 1 .
Further robustness. Table 5 further analyzes the robustness of our findings in a variety of ways. We first establish that the results are not driven by particular regions. To that end, we drop, one at a time, sub-Saharan Africa, East and Southeast Asia and Latin America & the Caribbean. Columns (1), (2) and (3) show that the results are unchanged: local learning is associated with lower child mortality, while the opposite is true for global fractionalization. Next we replace legal origins by colonial origins. Column (4) shows that this does not affect our main findings. As another robustness check we replace our three regional dummies by the full set of six World Bank regional dummies. The results can be seen in column (5); nothing changes. In column (6) we add a number of additional geographic dummies, such as roughness of terrain, mean elevation, soil fertility and being landlocked, while dropping endogenous variables, such as GDP per capita. We continue to find a benign effect of local learning on child mortality. Lastly, column (7) reports the most comprehensive specification, including GDP per capita, population and a full set of geographic controls. Our coefficients of interest do not change qualitatively. Table 6 takes this most comprehensive specification and replicates it for all other public goods outcomes. As before, higher global fractionalization is associated with worse outcomes, whereas more local learning is associated with improved outcomes. The coefficients on global fractionalization are statistically significant at the 5% level in four out of the six outcomes, whereas the coefficients on local learning are always statistically significant at the 5% level, with the exception of road density. This confirms our findings in Table 2 . From these different empirical exercises we can conclude that the evidence in favor of contact theory holds across a broad variety of specifications and for a wide spectrum of public goods. Robust standard errors in parentheses; * p < 0.10, * * p < 0.05, * * * p < 0.01. The dependent variable is child mortality rate per 1000 live births. The Global ELF and the Local Learning variables are measured at level 5 of aggregation and are based on the authors' calculations. The column headings refer to the robustness exercises carried out. Column (1) drops countries from sub-Saharan Africa, column (2) drops countries from East and South East Asia, column (3) drops countries from Latin American and the Caribbean, column (4) replaces legal origin by colonial origin, column (5) replaces the three regional dummies of the baseline by six regional dummies commonly used by the World Bank, column (6) controls for additional geographic features, and column (7) is the most comprehensive specification that includes both the additional geographic features and population. The variable definitions and data sources for each of the variables are provided in Appendix A. Robust standard errors in parentheses; * p < 0.10, * * p < 0.05, * * * p < 0.01. The column headings give the dependent variables for each of the columns. The Global ELF and the Local Learning variables are measured at level 5 of aggregation and are based on the authors' calculations. The specification is the same as the one of column (7) in Table 5 . The variable definitions and data sources for each of the variables are provided in Appendix A.
Local Learning and Public Goods (IV Analysis)
In spite of the evidence consistent with contact theory, our findings so far fall short in establishing a causal relation between local learning and public goods provision. A potentially important endogeneity concern is whether worse provision of public goods may give individuals of the same group an incentive to geographically cluster. For example, evidence by Greif (1993) and others have suggested that in the absence of an effective state, ethnic groups may be able to provide security and contract enforcement to individuals of their own groups. If so, in states with relatively poor public goods provision, people of the same linguistic or ethnic group may choose to live together. This would imply a positive effect of public goods provision on the degree of spatial mixing, and hence on local learning.
To see whether this is a serious concern, we start by considering the empirical evidence on whether spatial sorting by ethnolinguistic group is likely to be affected by public goods provision. Gershman and Rivera (2016) use census data for a number of African countries, and find that subnational diversity is very stable over time. In particular, the correlation in subnational diversity over two to three decades exceeds 0.95. More importantly for our purpose, they find that the small changes in subnational diversity are not related to regional economic performance. While this somewhat alleviates the endogeneity concern, their results are limited to a subset of African countries. In what follows we therefore design an instrumental variable strategy, with the aim of causally establishing the relation between local learning and public goods provision.
Instrument for local learning. Our endogeneity concern relates to the spatial distribution of a country's language groups across its territory. That is, it does not pertain to the number and the population shares of the groups, but to their geographic distribution. More specifically, we want to develop an instrument for B, our K x M binary matrix of which the elements take a value 1 if the language corresponding to the column is spoken in the cell corresponding to the row (and a value 0 otherwise).
To that end, we follow an approach similar to the one in Alesina and Zhuravskaya (2011), and create a predicted measure of local language use by relying on language use in neighboring countries. In particular, for each cell in country c, we determine the closest cell k in any of the neighboring countries of c. Any language that is spoken in k and that is also spoken in c is then assigned to . For languages that are spoken in c and that are not spoken in any of the closest cells in the neighboring countries, we assume that they are spoken in all cells of c. This methodology yields a K x M binary matrixB with predicted values of language use. We then use the same algorithm as the one described in Section 3.2, but usingB instead of B. This yields an instrument for local learning. Appendix C provides a simple example of how neighboring countries are used to predict a country's geographic distribution of languages.
IV results. Table 7 reports the IV results for our baseline regression. For five of the seven public goods, local learning has the expected sign and is statistically significant at the 5% level. (For the other two outcomes, the effect is not statistically significant.) The F-statistics of the first stage are all larger than the Stock-Yogo critical values, so we can reject the hypothesis that the instruments are weak. In general we find the effect of local learning to be between 50% and 150% larger than in the OLS regressions. For example, while a one standard deviation increase in local learning lowered child mortality by 7.4 per thousand in the OLS regression, it now lowers child mortality by 17.0 per thousand. The corresponding standardized β is -30%.
Finally, Table 8 reports the IV regressions for all outcomes, using the most comprehensive specification of Table 5 , which includes a host of geographic controls, as well as legal origins, regional dummies, population and GDP per capita. With the exception of road density, for which we get the wrong sign, the results for local learning become even stronger. A one-standard deviation increase in local learning lowers child mortality by an estimated 19.9 per thousand, with a corresponding standardized β of -34%. From this we can conclude that there is a causal effect between higher local learning and improved public goods outcomes. The evidence hence overwhelmingly supports contact theory. Robust standard errors in parentheses; * p < 0.10, * * p < 0.05, * * * p < 0.01. This table gives the second stage of 2SLS IV regressions. The column headings give the dependent variables for each of the columns. The Global ELF and the Local Learning variables are measured at level 5 of aggregation and are based on the authors' calculations. The Local Learning variable has been instrumented using a predicted Local Learning variable based on languages spoken in neighboring countries. The variable definitions and data sources for each of the variables are provided in Appendix A.
Concluding Remarks
In this paper we have developed a model of antagonism which suggests that both a society's overall linguistic diversity and local learning about other groups should affect the provision of public goods. Empirically, we have found that overall linguistic diversity worsens the provision of public goods, whereas the opposite is true for local learning. These findings are consistent with contact theory which hypothesizes that prejudice against other groups is mitigated by frequent interaction with those groups. More generally, our results indicate that the geography of diversity is key for understanding its impact on public good provision.
An important concern when analyzing the effect of the spatial distribution of diversity on different outcomes is reverse causality. Countries that are unsuccessful in providing public goods may give individuals an incentive to geographically cluster with others of their own group. To address this concern, we developed an IV, by using the neighbors' languages to predict a country's spatial distribution of diversity. Doing so allowed us to causally establish the positive effect of local learning on public goods outcomes. Robust standard errors in parentheses; * p < 0.10, * * p < 0.05, * * * p < 0.01. This table gives the second stage of 2SLS IV regressions. The column headings give the dependent variables for each of the columns. The Global ELF and the Local Learning variables are measured at level 5 of aggregation and are based on the authors' calculations. The Local Learning variable has been instrumented using a predicted Local Learning variable based on languages spoken in neighboring countries. The variable definitions and data sources for each of the variables are provided in Appendix A.
Another key contribution of this paper is the construction of a worldwide dataset on local language use. To that end, we combined data on local population, country-level language use, and local language maps. We then applied an iterative proportional fitting algorithm to allocate the speakers of 6,905 different languages to all 5 km by 5 km cells in the world. This database should be useful for researchers interested in analyzing the effect of local diversity on a variety of political economy outcomes, such as development and conflict. 
C. Instrument Construction
In this appendix we give an example of how neighboring countries are used to predict a country's geographic distribution of languages. We focus on the case of Belgium, and go through the following steps. 5. To allocate the number of language speakers to each cell in Belgium, we use the same algorithm as the one described in Section 3.2, but usingB instead of B.
6. We then use this predicted allocation to construct our instrument for local learning in Belgium.
