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ON OPTIMAL PREDICTION OF MISSING FUNCTIONAL DATA
WITH MEMORY
By Pauliina Ilmonen∗ and Nourhan Shafik∗ and Tommi
Sottinen† and Germain Van Bever‡ and Lauri Viitasaari§
Aalto University, University of Vaasa and University of Namur
This paper considers the problem of reconstructing missing parts
of functions based on their observed segments. It provides, for Gaus-
sian processes and arbitrary bijective transformations thereof, theo-
retical expressions for the L2-optimal reconstruction of the missing
parts. These functions are obtained as solutions of explicit integral
equations. In the discrete case, approximations of the solutions pro-
vide consistent expressions of all missing values of the processes. In
the case of Gaussian processes with a parametric covariance struc-
ture, the estimation can be conducted separately for each function,
and yields nonlinear solutions in presence of memory. Simulated ex-
amples show that the proposed reconstruction indeed fares better
than the conventional interpolation methods in various situations.
1. Introduction. In functional data analysis, the observed units are random curves
(Y 1)t∈I , . . . , (Y
J)t∈I defined on some domain I. The standard setting, also adopted through-
out this paper, is to assume that t represents the time at which the functions are observed
and that I = [0, T ] ⊂ R, for T > 0. There is a vast body of work in functional data
analysis, which often extends classical multivariate techniques to this particular setting.
See, for example, Ramsay and Silverman (2005), Ferraty (2011), Wang, Chiou and Müller
(2016) and references therein.
While many procedures assume that the curves are fully observed, this will not be the
case in most instances so that one has to proceed through a reconstruction step. The need
for this step comes most often from the fact that only discretized measurements from each




, j = 1, . . . , J, i = 1, . . . , Nj ,
where, in full generality, the measurement times tji could vary in number or location
within the curves themselves. Recovering the curves from their discrete measurements has
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been extensively explored in the statistical literature. Reconstruction methods typically
depend on assumptions on the generating process of the curves Y (t). They also, and most
importantly, depend on the way the functions are discretized, that is, on the nature of the
locations tji.
The most classical example is to assume that {tji : j = 1, . . . , J, ; i = 1, . . . , Nj} is
increasingly dense in [0, T ] as minj Nj gets larger. This will be the case, for example,
for regularly observed data (i.e. tji = iT/N , i = 1, . . . , N for some N) or for dense
randomly observed data (i.e. tji ∼ U([0, T ]) are i.i.d. uniform random locations in I, with
Nj large). In such situation, one typically proceeds with standard smoothing techniques,
which include classical penalized regression on spline or Fourier basis functions (see Ferraty
and Vieu (2006) or Ullah and Finch (2013)). In the more general setting of sparse functional
data (for which Nj is small and tji are still i.i.d. uniform random variables), one can
proceed with estimating the common mean and covariance functions of (Y j)t∈[0,T ] and
reconstructing the functions under the normality assumption (see, for example, James,
Hastie and Sugar (2000) and Yao, Müller and Wang (2005)).
Another situation which requires reconstructing the functional observation is the case
of fragmented data. Such data arises in situations where the curves Y j can not reasonably
be observed regularly or randomly in the whole time domain [0, T ], but rather on a subin-
terval (or union thereof) ∆j ⊂ [0, T ]. Each curve is observed, either discreetly or fully,
on ∆j . Treated as fragments of a general function, the objective is then to reconstruct
Y j on [0, T ]. Proposals of curve reconstruction include Delaigle and Hall (2016), but also
Delaigle and Hall (2013), in the classification setting or Liebl (2013) and Goldberg, Ritov
and Mandelbaum (2014), for prediction purposes. Similarly, reconstructing the covariance
operator of Y from fragmented data has been considered in Descary and Panaretos (2019)
and Delaigle et al. (2020).
There also exists several proposals for optimal reconstruction of fragmented data. They
include Kraus (2015), Liebl and Rameseder (2019) or, more recently, Kneip and Liebl
(2020). In the latter, the authors construct a linear operator L which minimizes the mean
squared error loss E[{Y js − [L((Y j)t∈∆j )]s}2] at any s /∈ ∆j . The estimation of L is based
on {(Y j)t∈∆j : j = 1, . . . , J}. Importantly, in all the references above, the reconstruction
of Y j is only possible given the knowledge of the full dataset.
The approach adopted in this paper breaks from the previous literature, in that it
aims at providing optimal reconstruction of missing fragments (Y j)s/∈∆j solely based on
(Y j)t∈∆j in the context of stochastic processes with memory. Throughout, we will assume
that the observed set is a union of interval of the form
(1.1) ∆ = [t1L, t
1
U ] ∪ [t2L, t2U ] ∪ . . . [tnL, tnU ].
More precisely, the problem under consideration is to estimate the conditional expec-
tation Ŷ js := E[Y js |F j∆], where Y
j
s is a missing value of the function Y j and F j∆ is the
filtration generated by the observed parts of Y j itself. Note that (Ŷ j)s∈[0,T ] is indeed the
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optimal L2 reconstruction of Y j in the sense that it minimizes∫ T
0
E[(Y js − Ŷ js )2|F
j
∆]ds.
The contributions of this paper are threefold. In the first part, we provide an explicit
expression for E[Xt|F∆], where (X)t∈[0,T ] is a centered and separable Gaussian process
that admits an integral representation. More precisely, under mild assumptions (discussed





with K(t, s) ∈ L2([0, T ]2) a deterministic kernel and W a Brownian motion. This in turn
allows us to derive a Wiener integral representation of E[Xt|F∆], where the kernel is shown
to satisfy certain integral equations. Importantly, in such setting, the curve reconstruc-
tion can be conducted on a curve-by-curve basis and presents a straightforward empirical
expression.
In the second part, we provide explicit expressions for E[Y js |F j∆] under the assumption
that Y jt = f(t,X
j
t ), t ∈ [0, T ], is some bijective transformation of a Gaussian process
(Xj)t∈[0,T ]. Also in this situation, we show that, once the integral representation of X
j
is known, the regular conditional law of Y j can be computed by solving certain integral
equations. Note that processes of the type Yt = f(t,Xt) form a large and flexible class
of models. Indeed, it is known (see, e.g. Viitasaari and Ilmonen, 2020) that the processes
in this class can have arbitrary one-dimensional marginal distributions and approximate
arbitrarily well any covariance structure.
Our third contribution is to provide a method to estimate both the bijective trans-
formation and the solution to the integral equations, allowing us to estimate optimal
L2-predictors with minimal assumptions. Interestingly, if f is known (as is the case, for
example, in the first part) the reconstruction can be conducted separately for each func-
tional observation provided. This highlights the disentanglement between, on one side, the
estimation of f which requires the whole dataset, and, on the other side, the reconstruc-
tion of (Xj)t/∈∆j on the sole basis of (X
j)t∈∆j . We illustrate the estimation procedure for
several Gaussian processes which include fractional Brownian motions. These processes
have been studied intensively during the last decades, see, for example Mishura (2008).
The rest of the paper is organized as follows. In Section 2, we provide optimal predictors
for Gaussian processes. Throughout Section 2, we assume that the underlying integral
representation structure of the Gaussian process is known. In Section 3, we drop the
assumption of Gaussianity and known related integral structures. In particular, we explain
how our approach can be used to approximate the optimal predictor by using the observed
data directly and with posing minimal assumptions. We end the paper with a simulation
study provided in Section 4. The appendix to this paper is in two parts. In Appendix A,
we recall some preliminaries on Gaussian analysis and provide some necessary results that
4 ILMONEN ET AL.
guarantee the existence of solutions to our integral equations. Finally, all the proofs are
contained in Appendix B.
2. Bridge prediction laws for partially observed Gaussian processes. Let
X = (Xt)t∈[0,T ] be a centered, i.e. be such that E[Xt] = 0 for all t ∈ [0, T ], and separable
Gaussian process on a probability space (Ω,F(X),P). Furthermore, we assume throughout




We stress that assuming uniformly bounded variance is a very mild condition. Most reason-
able examples indeed fulfill (2.1). As a particular example, continuity of X (on the compact
interval [0, T ], hence uniform continuity) is sufficient to guarantee both separability and
(2.1).





then there exists (for details, we refer to Appendix A and references therein) a standard









holds in law. Note that (2.2) trivially holds under (2.1). Rephrasing, under (2.1), we assume
that X belongs to the separable Hilbert space L2([0, T ]) almost surely.
Remark 2.1. The integral in (2.3) stands for the Wiener integral with respect to the
Brownian motion. In general, Wiener integrals∫ T
0
f(s)dWs
can be defined for any function f ∈ L2([0, T ]). A more complete exposure on the topic is
available in Appendix A.
For t ∈ [0, T ], let HXt be the first chaos of X, that is the closure (in L2(Ω)) of the
linear space spanned by Xs, s ∈ [0, t] (see also Definition A.5). We introduce the following
assumption that stands throughout the article.
Assumption 2.1. The centered and separable Gaussian process X satisfies (2.1). Fur-
thermore, there exist a kernel K and a Brownian motion W such that (2.3) holds exactly,
and HXT = H
W
T .
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Assumption 2.1 is a natural assumption and certainly not very restrictive. Indeed, when-
ever (2.1) is satisfied, we obtain that (2.3) holds in law. Assumption 2.1 therefore merely
states that the underlying Brownian motion drives the processX directly and (2.3) holds as
an equality instead of only as a representation in law. The additional condition HXT = H
W
T
is also very natural. Indeed, this simply means that, when the whole interval [0, T ] is con-
cerned, the driving Brownian motion carries the same amount of randomness as X itself.
In view of Karhunen-Loève expansion, this is essentially true as long as X is not finite
dimensional – a case that is not particularly interesting for our purposes. We also remark
that, in many interesting cases, the stronger relation HXt = H
W
t holds for all t ∈ [0, T ].
This is the case in all the examples considered in Section 4.
An interesting and widely studied subclass of processes satisfying Assumption 2.1 are





The expression (2.3) is called the “Fredholm representation of X”, stemming from the fact
that Xt can only be computed with the knowledge of the kernel K(t, s) for all s ∈ [0, T ].
Similarly, (2.4) is coined the “Volterra representation of X” and its kernel K(t, s) is of
Volterra-type, that is, is a Fredholm kernel such that K(t, s) = 0 for s > t.
Example 2.1. Let X be an H-self-similar Gaussian process, i.e. Xat
L
= aHXt for all
a ≥ 0 and all t ≥ 0. Then HXt = HWt for all t ∈ [0, T ] if and only if X has a Volterra





t is trivial, i.e. spanned only by constants. For details and for the proof of
these facts, we refer to Yazigi (2015).
We are interested in the prediction law X|F∆, where
(2.5) ∆ = [t1L, t
1
U ] ∪ [t2L, t2U ] ∪ . . . ∪ [tnL, tnU ]
for some 0 ≤ t1L < t1U < t2L < t2U < . . . tnL < tnU ≤ T and F∆ is the σ-algebra generated by
X on ∆, i.e.
F∆ = σ(Xt : t ∈ ∆).
Setting t0U = 0 and t
n+1
L = T , we aim at reconstructing the missing values on each missing
subinterval (tkU , t
k+1
L ), k = 0, . . . , n. From a practical point of view, this means that we
observe Xs for s ∈ ∆ only, and our aim is to predict the missing values at s ∈ [0, T ] \∆.
The following result provides the best predictor in the L2(Ω)-sense.
Theorem 2.1. Let X be a stochastic process satisfying Assumption 2.1 and let F∆ =
σ(Xt : t ∈ ∆). Then for each t ∈ [0, T ] \∆ we have
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for k = 1, . . . , n and for all tkL ≤ uk < tkU , that satisfies∫ T
0
ft(s)gξ(s)ds = 0, for all gξ ∈ L2([0, T ]) such that
∫ T
0
gξ(s)K(uk, s)ds = 0.
Remark 2.2. In general, integral equations of the first kind such as (2.7) are ill-posed
problems and uniqueness of the solution is not guaranteed. Indeed, from HXT = H
W
T it
follows that each ξ ∈ HXT can be represented as ξ =
∫ T
0 gξ(s)dWs for some gξ ∈ L
2([0, T ]).
Consequently, we may choose any ξ =
∫ T
0 gξ(s)dWs ∈ H
X
T orthogonal to F∆, and, since
then
∫ T
0 gξ(s)K(uk, s)ds = 0 for t
k
L ≤ uk < tkU , we observe that ft+gξ solves (2.7) whenever
ft does. As gξ can, in the general case, be chosen rather arbitrarily, the solution to (2.7)
is clearly not unique. On the other hand, there is exactly one solution ft of (2.7) such
that (2.6) holds (see the proof of Theorem 2.1 in Appendix B). Indeed, existence and
uniqueness of the conditional expectation allows to fix a unique representative within the
set of solutions of (2.7).
Remark 2.3. The conditional mean in (2.6) is expressed as a Wiener integral with
respect to the driving Brownian motion W . Such an expression is useful when one is inter-
ested in theoretical properties of X̂ or for simulation purposes. In practice, however, the
driving Brownian motion is not observable on [0, T ] and thus one needs to transform (2.6)
into something computable from the observations Xs, s ∈ ∆, directly. The approximation
of X̂t in terms of the process X itself is discussed in Section 3.
The result below provides the regular law of X, conditional to F∆. It will prove useful
when studying non-Gaussian processes in Section 3.
Theorem 2.2. Let X be a stochastic process satisfying Assumption 2.1 and let F∆ =
σ(Xt : t ∈ ∆). Then, the regular conditional law X|F∆ is Gaussian with random mean
given by (2.6) and deterministic covariance given, for t, s ∈ [0, T ] \∆, by
(2.8) ρ(t, s|∆) =
∫ T
0
[K(t, u)− ft(u)] [K(s, u)− fs(u)] du,
where f is the unique solution of (2.7) in Theorem 2.1.
The next theorem particularizes Theorem 2.1 to the case of Volterra Gaussian processes.
Theorem 2.3. Let X be a Volterra process satisfying Assumption 2.1 with represen-
tation (2.4) and let F∆ = σ(Xt : t ∈ ∆). Then, for each t ∈ [0, T ] \∆ we have
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where, for each k = 1, 2, . . . , n and tkL ≤ s ≤ tkU , the function ft ∈ L2([0, T ]) is a solution
of the recursive system of Volterra integral equations of the first kind given by, for tkL ≤




[ft(s)−K(t, s)]K(uk, s)ds =
∫ tkL
0
[K(t, s)− ft(s)]K(uk, s)ds















Remark 2.4. As in the case of Theorem 2.1, the solution of (2.10)-(2.11) is not unique.
However, only one amongst them satisfies (2.9). It can be determined imposing the same
condition as in Theorem 2.1.
The following corollary covers the case n = 2, t1L = 0, and t
2
U = T , i.e. the case where
∆ = [0, t1U ]∪ [t2L, T ] is such that only one subinterval is missing in [0, T ]. In that situation,
it provides the unique kernel ft satisfying (2.9) of Theorem 2.3 under the hypothesis that
HXt = H
W
t for all t ∈ [0, T ].
Corollary 2.1. Let X be a stochastic process satisfying Assumption 2.1 and let F∆ =
σ(Xt : t ∈ ∆), with ∆ = [0, tU ]∪ [tL, T ]. Suppose further that HXt = HWt for all t ∈ [0, T ].
Then for all t ∈ [tU , tL] we have
(2.12) X̂t = E[Xt|F∆] =
∫ tU
0











K(t, s)K(tL, s)ds∫ tL
tU
K2(tL, s)ds







[K(t, s)− c(t)K(tL, s)]K(u, s)ds.
The expression (2.12) decomposes the dependence of X̂t on the process X in three
sub-intervals. Note, however, that the assumption HXt = H
W
t for all t ∈ [0, T ], guarantees∫ tU
0






K(t, s)− c(t)K(tL, s)dWs + c(t)XtL ,
so that (2.12) rewrites
X̂t = E[Xt|F∆] =
(∫ tU
0
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In particular,
∫ tU
0 K(t, s) − c(t)K(tL, s)dWs ∈ H
X
tU
is measurable as well. This removes
any explicit integration within the missing interval [tU , tL]. Finally, note that computing
X̂t remains difficult as, indeed, the quantity
∫ T
tL
gt(s)dWs can not easily be expressed as a
function of the observable process X. We address this remaining difficulty in the empirical
case using a discretization argument; see Section 3.
The process X̂t detailed in Corollary 2.1 is a Gaussian bridge, since X̂tU = XtU and
X̂tL = XtL . Indeed, this can be seen by setting t = tU in (2.12), which in turn gives
c(tU ) = 0 and gtU , a solution to
∫ u
tL




K(tU , s)dWs = XtU .
Similarly, for t = tL, we again have
∫ u
tL
gtL(s)K(u, s)ds = 0, giving gtL ≡ 0. Also, c(tL) = 1







K(tL, s)dWs = XtL .
Remark 2.5. Note that, in the general situation of Theorem 2.1, the conditional
expectation X̂t = E[Xt|F∆] is a (generalized) Gaussian bridge (see Sottinen and Yazigi
(2014)). Note also that, even in the setting of Theorem 2.3 with n ≥ 3, showing that
X̂tiU
= XtiU




, j = 1, . . . , n is not as straightforward (compared
to the case n = 2, that is, under Corollary 2.1). The same argument as above holds for
t = tnL and t = t
1
U , though. This is not the case for t = t
j
U , j = 2, . . . , n (or t = t
i
L,
i = 1, . . . , n − 1), which cannot be covered by simply plugging into (2.10). It can be
showed that the only solution to (2.10) and (2.11) satisfying the unicity condition satisfies
ftkU
(s) = K(tkU , s) and ftkL






The following corollary provides the future prediction laws by setting n = 1 and t1L = 0.
Corollary 2.2. Let X be a stochastic process satisfying Assumption 2.1 and let F∆ =
σ(Xt : t ∈ ∆), with ∆ = [0, tU ]. Suppose further that HXt = HWt for all t ∈ [0, T ]. Then
for all t > tU we have




Remark 2.6. Corollary 2.2 can be viewed as a generalization of the results provided
in Sottinen and Viitasaari (2017), where the authors studied the future prediction law of
fractional Brownian motions. Contrary to the latter, we here rely on functional analytic
argument of invertibility of bounded linear operators. We also note that, without the
additional assumption HXt = H
W
t , it is not clear whether (2.15) is measurable with respect
to F∆.
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Example 2.2. Let W be a Brownian motion, i.e. K(t, s) = 1s≤t. By direct computa-
tions, for t ∈ (tj−1U , t
j
























i.e. the optimal predictor is linear within each missing interval.
Finally, we consider the approximation of (2.15) in practice, where X is only observed
on the discrete set
∆N = {tj : tj ∈ ∆, j = 1, 2, . . . , N} ⊂ ∆.
Let XN ∈ RN be the observed vector with components (XN )j = Xtj , tj ∈ ∆N . Let
RN ∈ RN×N denote the covariance matrix of XN and let bN (t) ∈ RN , t ∈ [0, T ] denote










K(t, s)K(tj , s)ds.
Theorem 2.4. Suppose X satisfies Assumption 2.1 and that RN has full rank. Then
for any t ∈ [0, T ] \∆N we have




where a(t) = (a1(t), . . . , aN (t))
T is given by
(2.17) a(t) = R−1N bN (t).
Moreover, if the sequence F∆N , N ≥ 1 increases to F∆, then
(2.18) X̂t,N → E [Xt|F∆]
in L2(Ω).
It is worth emphasizing that Theorem 2.4 provides a ready-to-use practical approach
for prediction based on the covariances RN and bN only. Moreover, the assumption that
F∆N is increasing is also natural, as this includes, e.g., the case where ∆N ⊂ ∆N+1 and,
at each step, the new sample point is chosen uniformly from ∆ and N → ∞. Note that,
in general, it is a challenging task to find the correct solution to the integral equations
in Theorem 2.1 or Theorem 2.3. The convergence provided in Theorem 2.4 avoids this
difficulty.
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3. Partially Observed Functional Data. In this section, we break from the Gaus-
sian case and consider a general family of processes (Yt)t∈[0,T ] such that the marginal
distribution of Yt may be arbitrary and such that (Yt)t∈[0,T ] display any (approximation of
a) covariance structure. This can be achieved by setting Yt = f(t,Xt), for X a Gaussian
process satisfying Assumption 2.1. Discussion on these processes can be found in Viitasaari
and Ilmonen (2020).
The following result provides an explicit expression of the optimal L2(Ω)-reconstruction
in this general setting.
Theorem 3.1. Let Yt = f(t,Xt), where X is a Gaussian process satisfying Assumption
















where FY∆ = σ(Yt : t ∈ ∆), X̂t is provided in Theorem 2.1, ρ(t, t|∆) is given by (2.8) and
φ denotes the standard normal density.
Theorem 3.1 puts in perspective the role played by f in the reconstruction of the
missing parts of Y . Should f be known, then one could simply recover Xt = (f(t, ·))−1(Yt)
and apply Theorem 2.1. Therefore, in this situation, it is not required to sample several
processes to be able to reconstruct a single one. This reconstruction can be conducted on
a curve-by-curve basis as in Section 2.
On the other hand, if f is not known, as is arguably the case in most instances, then one
should proceed with its estimation. The rest of this section considers the general situation





based on a preliminary estimation of f .
Remark 3.1. Throughout, it is enough to assume that f is injective since only its
inverse is of interest. Without loss of generality, we can further assume that it is surjective
on its image set.
Let (Y jt )t∈∆j , j = 1, 2, . . . , J , be J independent observations where, for each j, the ob-
served part ∆j is of the form (2.5). Heuristically, if we have sufficiently many observations
Y jt for each t ∈ [0, T ], then we can estimate the function f(t,Xt) and, by invertibility of f ,
recover the proxy values for Xjt . From these values, we can then estimate the covariance
of the underlying process X. After that, we can estimate the prediction X̂t and ρ(t, t|∆),
from which we get the prediction Ŷt by replacing f , X̂t, and ρ(t, t|∆) by their estimated
values in (3.1). In order to make this heuristic argument precise, we start by posing the
following assumptions. For our purposes, we state the following assumption on f .
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Assumption 3.1. The process (Y )t∈[0,T ] is of the form
(3.2) Yt = f(t,Xt),
where, for each t ∈ [0, T ], the transformation z 7→ f(t, z) is continuous and bijective.
Note that, the continuity of f in Assumption 3.1 is equivalent to assuming that the
distribution of Yt has full support, provided that the distribution of Xt is continuous
and has full support. Respectively, the bijectivity of f amounts to assuming that the
distribution of Yt is continuous under the same hypothesis on Xt. Note that the latter
trivially holds in the context of the Gaussian processes X used in this section. Remark
also that no particular behavior in t is assumed. In particular, the classical functional
model Yt = h(t) + Xt (where each observation is a noisy version of a common mean h)
always satisfies Assumption 3.1, regardless whether h is continuous or not. Finally, note
that, under Assumption 3.1, the continuity of f allows to approximate (3.1) using standard
Riemann-Stieltjes integration.
In general, the model Yt = f(t,Xt) is not identifiable. Indeed, for any ct > 0, t ∈ [0, T ]
it holds,
g(t, Zt) = f(t,Xt),
where g(t, z) = f (t, ctz) and Zt = Xt/ct is a Gaussian process. To ensure identifiability,
one then needs to impose standardization constraints on Xt. We impose the following
assumption.
Assumption 3.2. The variance function t 7→ EX2t of X is known.
For example, imposing Var(Xt) = 1 for all t ∈ [0, T ] amounts to choosing ct =
√
E[Xt]
above. We also note that any other similar condition ensuring the identifiability of the
model would suffice. As another example, we could impose the restriction Var(Yt) = E[X2t ].
In this situation as the variance of Yt can be estimated from the observations, we could
recover the variance function of X as well. Under this assumption, the transformation f
can be expressed in a way suitable for future estimation. Since x 7→ f(t, x) is bijective, the
proof follows easily and is hence omitted.
Note that, if, for some t, E[X2t ] = 0, then Var(Yt) = 0, so that Yt = c with probability




= c. In the following, we only consider
predictions for values of t such that E[X2t ] > 0.
Proposition 3.1. Let t ∈ [0, T ] be fixed and let Ft and Qt denote the cumulative distri-
bution function and quantile function of the non constant random variable Yt, respectively.
Then, under Assumption 3.1, we have
f(t, z) = Qt (Φt(z))
12 ILMONEN ET AL.
and
z = Φ−1t (Ft(z)) ,
where Φt is the cumulative distribution function of N(0,EX2t ).





t ∈ [0, T ]\∆j . We also assume that we are given the discrete net πN ⊂ [0, T ] of evaluation
points and the corresponding observed values Ytj , tj ∈ ∆j∩πN . For t ∈ πN , let K(t) = {j :
t ∈ ∆j ∩ πN} denote the indices of observations Yj defined at t. Similarly, for (t, s) ∈ π2N ,
let J(t, s) = {j : t, s ∈ ∆j ∩ πN} denote the indices of observations Yj defined at both t
and s ∈ ∆j . With a slight abuse of notation, we omit the dependence in t or (t, s) and
simply use K and J for all t, s ∈ πN . The estimation is done by using the following steps.
(i) Estimation of f and construction of a proxy of the process X:
For t ∈ πN , define the empirical distribution function based on the observations








Note that here the summation is over all |K| := |K(t)| observed values Y kt , and we
divide with |K|+ 1 instead of the usual |K| to ensure that F̂t,K(Y kt ) ∈ (0, 1) for any
observed value Y kt . Let Q̂t,K denote the empirical quantile function of Yt and define
the estimator f̂ of f by setting, for each t ∈ πN and z ∈ R,
(3.3) f̂K(t, z) = Q̂t,K (Φt(z)) .
The proxy Xproxt,K for the value Xt is defined by







Since F̂t,K(Yt) ∈ (0, 1), Xproxt,K ∈ (−∞,∞) is well-defined.
(ii) Estimation of the covariance:
For t, s ∈ πN , we estimate the covariances R̂J(t, s) by








where Xk,proxt,J denotes the proxy of the value X
k
t associated to observations Y
k
t . For
∆∩πN ⊂ πN , let R̂N,∆ be the matrix collecting the covariance estimators R̂J(t, s) for
t, s ∈ ∆∩πN and let R̂N := R̂N,πN . Similarly, for a fixed t ∈ πN and ∆∩πN ⊂ πN , we
denote by b̂N,∆(t) the vector consisting of covariance estimates R̂J(t, s), s ∈ ∆∩πN .
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(iii) Estimation of the predictors X̂jt :
For a given j and t ∈ πN \∆j , approximate (2.16) by






and Xprox∆j ,K is the vector containing the X
prox
s,K for s ∈ ∆j ∩ πN in the same order as
in b̂N,∆j (t). Note that here we have assumed explicitly that R̂N,∆j is of full-rank.
Under assumptions of Theorem 2.4 this holds provided that, for every (t, s) ∈ π2N ,
|J(t, s)| is large enough, ensuring R̂N is close to RN (see Corollary B.3). Note that,
in practice, if R̂N,∆j is not of full-rank, then one could, for example, replace the
inverses with general Moore-Penrose inverses.
(iv) Estimation of ρ(t, t|∆ ∩ πN ):
For ∆∩πN ⊂ πN , we define a centered Gaussian vector ZN with covariance R̂N . By
simulating M vectors ZmN ,m = 1, 2, . . .M , we can define the estimator ρ̂M (t, t|∆ ∩
πN ) by









where Ẑmt,N is the prediction of Z
m
t,N computed through (2.16).
(v) Approximation of the integral:
The final step of our construction requires estimating the integral in (3.1). For any














where the sequence zk is a partition of [−L,L] such that maxk |zk − zk−1| → 0 as
L→∞.
We are now ready to define the predictor for Y jt .
Definition 3.1. Let t ∈ πN \∆j . For given L and M , define
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where
ĥM (t, z) = f̂K
(
t, X̂jt,N + z
√
ρ̂M (t, t|∆j ∩ πN )
)
,
and f̂K , X̂
j
t,N , and ρ̂M are given by (3.3), (3.6), and (3.7), respectively.
The following result shows that the prediction can, under our model assumptions, be
done using the observed data only.
Theorem 3.2. Suppose that the non constant random variable Yt satisfies Assump-
tions (3.1) and (3.2) and let Ŷt,L,M,K,N be given by (3.8). Let J
∗ = min(t,s)∈πN |J(t, s)|.














Remark 3.2. In the result above, note that J∗ ≤ |K|. The assumption J∗ → ∞ is
required to ensure that R̂N → RN .
Remark 3.3. Typically, in the functional data analysis approach, the object of study
is Yt = h(t) + εt for t ∈ ∆ and εt independent errors. The first standard aim, in order
to apply functional techniques, is to reconstruct h(t) from the discrete observations. The
model Yt = f(t,Xt) studied in this paper allows such reconstruction. Indeed, one can
consider εt ∼ Xt = Wt −Wt−δ for some δ and with Wt a Brownian motion.
Remark 3.4. Note that, the discrete approximation described above is very general.
If one further assumes that the processes are of a parametric nature (as is the case in the
Simulations section below), then step (ii) can be simplified. Indeed, one can then estimate
the relevant parameters and estimate the associated covariance structure by plugging-in
the parameter estimates.
4. Simulation Study. In this section, we illustrate the theoretical results from Sec-
tions 2 and 3. For the sake of simplicity, we assume throughout that T = 1 and that the
missing part of the processes is of length 0.2. That is ∆ = [0, tU ]∪[tL, 1], with tL−tU = 0.2.
The general setting considered here further assumes that the process Xt is discretized at
equidistant locations ti =
i
N , i = 1, . . . , N of [0, 1]. We measure the loss incurred from
estimating XN on ∆̄ = [0, 1] \∆ with X̂N via









that is, the discretized approximation of the L2 loss on ∆̄ based on the full processes X
and X̂, L(X, X̂) =
∫
∆̄(Xt − X̄t)
2dt. Different simulation settings are considered.
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Simulation setting 1: fractional Brownian motions (fBm): This setting assumes that
Xt = B
H






t2H + s2H − |t− s|2H
]
.
The Hurst parameter H ∈ (0, 1) gives the Hölder and self-similarity index of the process,
allowing varying roughness and memory. The case H = 1/2 corresponds to (classical)
Brownian motions. It is known that fractional Brownian motions satisfy Assumption 2.1
for any H ∈ (0, 1), and their kernels KH(t, s) are completely known (see, e.g., Biagini
et al. (2008) and references therein).
Simulation settings 2 and 3: bifractional Brownian motions (bBm): A bifractional





(t2H + s2H)K − |t− s|2HK
]
.
The parameters are such that H ∈ (0, 1), K ∈ (0, 2) and HK ∈ (0, 1). Note that, for
K = 1, one recovers a fBm. These Gaussian processes were introduced to model situations
where small increments tend to be stationary, but large increments do not. That is, only
the small scale behavior tends to be close to a fBm. Moreover, the case HK = 12 provides
an interesting model in mathematical finance, as then one obtains a process that has
non-trivial quadratic variation similar to the standard Brownian motion, while possessing
memory. For details on bifractional Brownian motion, see the monograph Tudor (2013). It
is known that bifractional Brownian motions are purely non-deterministic and HK-self-
similar. Consequently, Assumption 2.1 is satisfied despite the fact that the kernel is not
explicitly known. In the simulations, values K = 2/3 (setting 2) and K = 3/4 (setting 3)
are considered.
Simulation setting 4: independent mixed fractional Brownian motions (imfBm): A
mixed fractional Browian motion consists of a sum of a standard Brownian motion and a
fractional Brownian motion, i.e.
Xt = Wt +B
H
t .
In this setting, we assume that the processes W and BH are independent, a case in which
the covariance is known explicitly and is given by




t2H + s2H − |t− s|2H
]
.
Especially with H > 12 , the model is widely used in mathematical finance. It is known
that independent mixed fractional Brownian motions satisfy Assumption 2.1. See Mishura
(2008).
Figure 1 displays, for each simulation setting and each H ∈ {0.2, 0.5, 0.8} a random
observation Xt together with the optimal prediction X̂t,N in the interval ∆̄ = [0.4, 0.6].
The reconstruction was conducted according to Theorem 2.4. In particular, for illustration
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purposes, we assume that the covariance RN is known and is used in the reconstruction
of Xt,N on ∆̄.
As evidenced by Figure 1, the curves become smoother for larger self-similarity indices.
Furthermore, when the self-similarity index is 0.5 (that is, in cases 1 and 4, for H = 0.5),
the optimal reconstruction yields straight lines, as displayed. The other cases show the
impact of the memory present in the processes on the optimal prediction. Note again that,
in the context of Theorem 2.4, X̂t,N is based on the observed parts of X only and that
the reconstruction can be conducted independently for each curve.

















































































































Fig 1. Gaussian processes (in grey) generated according to each simulation setting (row 1: fBm, row 2-3 :
bBm, for K = 2/3 and K = 3/4, row 4: imfBm) for Hurst indices H = 0.2 (left), H = 0.5 (middle) and
H = 0.8 (right). The optimal reconstructed curves on ∆̄ = [0.4, 0.6] are displayed in black.
In order to assess the quality of the reconstruction, the following experiment was con-
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ducted. In each simulation setting, n = 500 observations X1, . . . , Xn were generated and
observed on the regular grid πN for N = 250. For each j = 1, . . . , 500, Yj = f(Xj) was
assumed to be observed on ∆j = [0, 1] \ [tU,j , tL,j ], with tU,j chosen uniformly within the
interval [0.1, 0.7] and tL,j = tU,j+0.2. This resulted in uniformly missing intervals of length
0.2 within [0.1, 0.9]. The functions used in this simulation setting were f(Xj) = Xj and
f(Xj) = exp(Xj) (referred henceforth as the identity and exponential case, respectively).
We compared our approach to several classical curve reconstruction techniques. More
precisely, the competitors considered were:
• spline smoothing (using 9 basis splines of order 2);
• Fourier smoothing (using 13 basis elements); and
• linear interpolation.
Note that, for spline and Fourier smoothing, the number of basis elements were based
on cross-validation. For our approach, we consider three scenarios. In the first two, the
parametric family of the Gaussian processes are known. The first scenario assumes that
both f and H are fixed, so that, we can use Theorem 2.4 as a baseline. In the second, we
assume that f is known. The Hurst index H is estimated as in Coeurjolly (2000) based
on the observed data points and used in the estimation of the covariance matrix in step
(ii). Finally, the last scenario uses the algorithm detailed in Section 3, without assuming
neither knowledge on f , H nor the process distribution.
The following figures display boxplots of the losses L(Yj,N , Ŷj,N ) for each simulation
setting and for each value of H ∈ {0.2, 0.5, 0.8}. The cases f(X) = X and f(X) = exp(X)
are displayed in Figures 2 and 3, respectively. The predictions are displayed as follows:
spline smoothing (S9) in red, Fourier smoothing (F13) in green, linear interpolation (I) in
yellow and our proposals in different hues of blue. The case where the Gaussian process
is fully known or when H is estimated are denoted by (G) and (GH) respectively. The
cases where the underlying processes are unknown and where f is estimated are denoted
by (IdH) and (ExpH) (in the identity and exponential case, respectively).
Simulation results clearly highlight the optimality of the proposed reconstruction. Re-
markably, the cost of not knowing H seems to remain negligible. In the identity case,
the estimation of f does not change the precision much. The case f = exp seems to be
slightly more unstable, as the function has to be estimated pointwise. Note that, the al-
gorithm still provides competitive estimation of the missing parts. Naturally, if the type
of the underlying parametric process is known, it is advisable to avoid estimating the full
function f and restrict to the estimation of the model parameters. In our examples, larger
values of the Hurst index H, corresponding to processes with stronger memory, yield more
accurate reconstruction for all techniques. In the cases where the optimal reconstruction
is the linear interpolation (simulation settings 1 and 4, for H = 0.5 and f = id), our ap-
proach and the linear interpolation indeed coincide. In all other cases, there is a clear gain
in using the optimal approach. The spline and Fourier smoothing do poorly in general,
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and get worse for lower H values. This is explained as these interpolations are known to
accurately approximate functions only in their observed parts and lower H values provide
rougher curves.























































































































































Fig 2. Boxplots of the L2 loss, for f = id, for the four simulations settings described above (one per
row), for H = 0.2, 0.5 or 0.8 (per column). The reconstruction methods are, from left to right: (red) spline
smoothing using 9 basis elements of order 2 (S9); (green) Fourier smoothing using 13 basis elements (F13);
(yellow) the reconstruction obtained by linearly interpolating XtU to XtL ; (blue) our proposal assuming the
process is Gaussian with the right H value (left, G), with an estimated H (middle, GH) or with an estimated
f and H (right, IdH).
APPENDIX A: PRELIMINARIES ON GAUSSIAN ANALYSIS
In this section we recall some preliminaries on Gaussian analysis and processes. For
details on the topic, we refer to Janson (1997); Nualart (2006); and Sottinen and Viitasaari
(2016).
Suppose that X is a centered and separable Gaussian process on some compact interval
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Fig 3. Boxplots of the L2 loss, for f = exp, for the four simulations settings described above (one per
row), for H = 0.2, 0.5 or 0.8 (per column). The reconstruction methods are, from left to right: (red) spline
smoothing using 9 basis elements of order 2 (S9); (green) Fourier smoothing using 13 basis elements (F13);
(yellow) the reconstruction obtained by linearly interpolating XtU to XtL ; (blue) our proposal assuming the
process is Gaussian with the right H value (left, G), with an estimated H (middle, GH) or with an estimated
f and H (right, IdH).
[0, T ]. It is known (Sottinen and Viitasaari, 2016) that if the covariance R of X is of trace





where W is a standard Brownian motion and K ∈ L2([0, T ]2). In particular, this is the
case whenever X is continuous.
Definition A.1 (Operator associated with a kernel). The associated operator to a
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Definition A.2 (Isonormal process). The isonormal process associated with X, also
denoted by X, is the Gaussian family {X(h), h ∈ H}, where the Hilbert space H = H(R)
is the closed span of {1t := 1[0,t), t ≤ T}, closed for the inner product on H defined via
〈1t,1s〉H := R(t, s).
By Definition A.2, X(h) can be viewed as the image of h ∈ H in the isometry that
extends the relation
X (1t) := Xt
linearly. This allows us to define the Wiener integral with respect to X.
Definition A.3 (Wiener integral). X(h) is the Wiener integral of the element h ∈ H
with respect to X, which is denoted by∫ 1
0
h(t) dXt := X(h).
Remark A.1. Note that, it may happen that the space H is not a space of functions,
but instead it has to be considered as a space of generalised functions, see Pipiras and
Taqqu (2001).
Definition A.4. The adjoint associated operator Γ∗ of a kernel Γ ∈ L2([0, T ]2) is
defined by linearly extending the relation
Γ∗1t = Γ(t, ·).










Definition A.4 allows us to provide transfer principle for Wiener integrals. For details,
see Sottinen and Viitasaari (2016).
Theorem A.1 (Transfer principle for Wiener integrals). Let X be a separable centered
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Finally, we recall two important spaces related to a Gaussian process X.
Definition A.5. The first chaos of X, denoted by HX = HXT , is defined as the Hilbert
space spanned by Xs, s ∈ [0, T ] and closed for the L2(Ω)-distance. Similarly, HXt denotes
the Hilbert space spanned by Xs, s ∈ [0, t].
Definition A.6 (Cameron-Martin space). The Cameron-Martin space of X, denoted
by CMX , is the space of functions defined by
f(t) = E[Xtξ], ξ ∈ HX .
The Cameron-Martin space is a Hilbert space when equipped with the inner product
〈f1, f2〉CMX = E[ξ1ξ2],
where fi(·) = E[X·ξi], i = 1, 2. Moreover, all the spaces H, HX , and CMX are isometric
and separable whenever X is separable. More specifically, the isometry between H and
HX is given by the relation ∫ T
0
h(t)dXt ∈ HX , h ∈ H.
Note that the Cameron-Martin space is also known as a Reproducing Kernel Hilbert
Space (RKHS). In this instance, the covariance is the reproducing kernel, i.e., is defined
via f(t) = 〈f,R(t, .)〉RKHS .
APPENDIX B: PROOFS
B.1. Proofs related to Section 2. For a linear operator A : X 7→ Y , where X and
Y are some vector spaces, the null space and range are defined by
N (A) = {x ∈ X : Ax = 0} ⊂ X and R(A) = {y ∈ Y : Ax = y for some x ∈ X} ⊂ Y.
If N (A) = {0}, then the inverse operator A−1 : R(A) 7→ X exists on R(A). In particular,
if R(A) = Y , then the inverse A−1 exists on the entire domain Y . The following non-trivial
result, originally due to Banach, is applied to prove Theorem B.2.
Theorem B.1. Let A : X 7→ Y be a bounded linear operator such that N (A) = {0}
and R(A) = Y . Then the inverse operator A−1 is linear and bounded as well.
Corollary B.1. Let A : X 7→ Y be a bounded linear operator such that N (A) = {0}
and R(A) = Y . Then for any y ∈ Y the equation
Ax = y
has a unique solution x ∈ X.
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In order to prove Theorem 2.1, we need the following preliminary results.
Theorem B.2. Let X be given by (2.3) and suppose further that HXT = H
W
T . Then,
the associated operator K : L2([0, T ]) 7→ L2([0, T ]) satisfies N (K) = {0} and R(K) =
CMX ⊂ L2([0, T ]). In particular, K : L2([0, T ]) 7→ CMX is a bounded linear operator that
has a bounded and linear inverse K−1 : CMX 7→ L2([0, T ]).
Proof. The fact that HXT = H
W
T ensures that the operator K
∗ : H 7→ L2([0, T ]) is















h(s)dWs, h ∈ L2([0, T ]),




K(t, s)f(s)ds = E [Xtξ] .





almost surely, implying f ≡ 0. Thus N (K) = {0}. Moreover, it is clear from the isometry
‖Kf‖CMX = ‖f‖L2([0,T ])
that K : L2([0, T ]) 7→ CMX is a bounded linear operator. Theorem B.1 concludes the
proof.
Remark B.1. Since K∗ is invertible, we can transform our prediction into a Wiener











However, even in some well-studied cases such as the fractional Brownian motion, the
expression (B.1) is impractical as the operators K∗ and (K∗)−1 might be complicated.
Corollary B.2. Let X be given by (2.3) and suppose further that HXT = H
W
T . Then,




K(t, s)f(s)ds = g(t)
has a unique solution f ∈ L2([0, T ]).
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Proof. The claim follows directly from Theorem B.2 and Corollary B.1.
We are now in position to prove our first main theorem.
Proof of Theorem 2.1. Let t ∈ [0, T ] \ ∆. It is well-known that X̂t is Gaussian.





holds. By definition of the conditional expectation, which is an orthogonal projection,









where uk ∈ [tkL, tkU ] for all k = 1, . . . , n. By linearity, it follows that X̂t −Xt is orthogonal
to all Gaussian random variables measurable with respect to F∆, which in turn implies,
by Gaussianity, that X̂t −Xt is orthogonal to L2(Ω,P,F∆).
Using (2.3) in (B.2) and the fact that X̂t−Xt =
∫ T






















This shows that (2.7) holds.
For any gξ such that
∫ T
0 gξ(s)K(uk, s)ds = 0, the same reasoning shows that
∫ T
0 gξ(s)dWs
is orthogonal to F∆. The extra condition
∫ T
0 gξ(s)ft(s)ds = 0 ensures that
∫ T
0 ft(s)dWs is
measurable with respect to F∆. The uniqueness of ft then follows from the uniqueness of
the conditional expectation X̂t =
∫ T
0 ft(s)dWs. This completes the proof.
Proof of Theorem 2.2. It is known that X|F∆ is Gaussian with Gaussian random
mean and deterministic covariance given by
X̂t = E[Xt|F∆] and ρ(t, s|∆) = E
[
(Xt − X̂t)(Xs − X̂s)
]
,
respectively. See, e.g. (Janson, 1997, Chapter 9). The mean is provided in Theorem 2.1.
Similarly, the representation (2.8) for ρ follows from
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Proof of Theorem 2.3. By Theorem 2.1, for any 1 ≤ k ≤ n and tkL ≤ uk ≤ tkU , it





















[ft(s)−K(t, s)]K(uk, s)ds =
∫ tkL
0
[K(t, s)− ft(s)]K(uk, s)ds.
The result follows.




















[ft(s)−K(t, s)]K(u, s)ds =
∫ tL
0
[K(t, s)− ft(s)]K(u, s)ds, tL ≤ u ≤ T.
The solution to (B.3) is given by ft(s) = K(t, s), s ≤ tU . It is unique since HXt = HWt






Let ft(s) = f̃t(s) + c(t)K(tL, s). It follows from (2.13) that∫ tL
tU
f̃t(s)K(tL, s)ds = 0
and since HXt = H
W
t , we must have f̃t(s) = 0 for all tL < s < tU . Indeed, otherwise∫ T
0 ft(s)dWs ∈ H
W
s \HWtL = H
X
s \HXtL for some tL < s < tU , and hence X̂t would not be
measurable. Finally, (2.14) follows by plugging ft(s) for s < tL into (B.5).
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Proof of Corollary 2.2. Theorem 2.1 implies that X̂t =
∫ T
0 ft(s)dWs, where ft






Since HXt = H
W
t for all t ∈ [0, T ], Corollary B.2 implies that the unique solution is given
by ft(s) = K(t, s).
Proof of Theorem 2.4. Let t ∈ [0, T ] \ ∆N . As in the proof of Theorem 2.3, the
random variable X̂t,N is Gaussian and measurable with respect to ∆N . Thus, it has the
































which gives us (2.17). In order to prove (2.18), we set
MN = E [Xt|F∆N ] .
Since F∆N ⊂ F∆N+1 , it follows that MN is a martingale (with respect to (F∆N )N≥1). By
Jensen’s inequality and the fact that Xt has bounded variance, we get
sup
N≥1
EM2N ≤ EX2t <∞.
Hence MN is uniformly bounded in L
2(Ω). Thus we may apply the martingale convergence
theorem giving us MN → M∞ almost surely and in L2(Ω). From this and the fact that
F∆N increases to F∆ it follows that
M∞ = X̂t = E [Xt|F∆] .
This concludes the proof.
26 ILMONEN ET AL.
B.2. Proofs related to Section 3.
Proof of Theorem 3.1. Since x 7→ f(t, x) is bijective for all t ∈ [0, T ], it follows that
FY∆ = FX∆ . The result now follows by writing
f(t,Xt) = f(t, X̂t +Xt − X̂t)
which yields, by the independence of X̂t and Xt − X̂t and the fact that Xt − X̂t ∼




f(t, X̂t + z)φρ(t,t|∆)(z)dz,
where φρ(t,t|∆) denotes the density function of N(0, ρ(t, t|∆)). The claim now follows from
a change of variable.
Proposition B.1. Let t ∈ πN and let Xproxt,K be given by (3.4). Then, for any p ≥ 1,
we have, almost surely and in Lp(Ω)
(B.6) Xproxt,K → Xt
as |K| → ∞.
Proof. For simplicity, we suppress t from the notation and simply write e.g. XproxK







First we observe that, by the Glivenko-Cantelli theorem and continuity of Φ−1, the con-






Indeed, this implies that, for any q < p, the family∣∣XproxK ∣∣q , |K| = 1, 2, . . .
is uniformly integrable. This implies that (B.6) holds in Lq(Ω). Since p is arbitrary, the
result would hold.
In the sequel, we assume without loss of generality that the bijective function f is strictly
increasing (the symmetric case with decreasing f can be tackled in a similar fashion). It






















OPTIMAL PREDICTION OF FUNCTIONAL DATA 27
By independence
E












dΦ(x1) . . . dΦ(xj) . . . dΦ(x|K|).
By considering the cases where exactly m = 0, 1, . . . , |K| − 1 of the variables are less
than xj , integrating first with respect to variables xk, k 6= j, and using change of variable








































) ∣∣∣∣Φ−1( m+ 1|K|+ 1
)∣∣∣∣pB(m+ 1, |K| −m),




B(m+ 1, |K| −m) = (|K| − 1)!
m!(|K| −m− 1)!












) ∣∣∣∣Φ−1( m+ 1|K|+ 1
)∣∣∣∣pB(m+ 1, |K| −m) = 1|K|
|K|−1∑
m=0








∣∣∣∣Φ−1( m+ 1|K|+ 1
)∣∣∣∣p + 1|K| ∑
m≥ |K|−1
2
∣∣∣∣Φ−1( m+ 1|K|+ 1
)∣∣∣∣p = (A) + (B).




2 . Using the fact that |Φ





we get ∣∣∣∣Φ−1( m+ 1|K|+ 1
)∣∣∣∣p ≤ ∣∣∣∣Φ−1( x|K|+ 1
)∣∣∣∣p









∣∣∣∣Φ−1( m+ 1|K|+ 1














)∣∣∣∣p dx ≤ |K|+ 1|K|
∫ 1
0
∣∣Φ−1 (y)∣∣p dy ≤ 2∫ ∞
−∞
|x|pdΦ(x) <∞.
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and that, for all x ∈ [m+ 1,m+ 2],∣∣∣∣Φ−1( m+ 1|K|+ 1
)∣∣∣∣p ≤ ∣∣∣∣Φ−1( x|K|+ 1
)∣∣∣∣p .
Consequently, for every p ≥ 1 the family XproxK , |K| = 1, 2, . . . is uniformly integrable. This
concludes the proof.
Corollary B.3. Let t, s ∈ πN be fixed and let R̂J(t, s) be given by (3.5). Then, for
any p ≥ 1 and as |J | → ∞, we have R̂J(t, s)→ R(t, s) in Lp(Ω).
Proof. The claim follows directly from Proposition B.1 together with the fact that
|J | ≤ min(|K(t)|, |K(s)|) and that X is Gaussian.
Corollary B.4. Let t ∈ ∆ ∩ πN be fixed and let the approximation X̂jt,N of the
predictor be given by (3.6). Then, as min(t,s)∈πN |J(t, s)| → ∞,
X̂jt,N → X̂t,N
in probability, where X̂t,N is given by (2.16).
Proof. The claim follows directly from Proposition B.1 and Corollary B.3.
Remark B.2. Note that the result above does not necessarily hold for the stronger
Lp(Ω) convergence. Indeed, while Proposition B.1 ensures that Xproxt,K converges in L
p(Ω),
this is not necessarily true for the precision matrix R̂
−1
N,∆.
Lemma B.1. Let ρ̂M (t, t|∆∩ πN ) be given by (3.7) and let ZN be a centered Gaussian
vector with covariance R̂N . Let ρ̂(t, t|∆ ∩ πN ) denote the conditional variance associated
to ZN and let ρ(t, t|∆ ∩ πN ) denote the conditional variance associated to X, given by
(2.16). Then, as M →∞, we have
ρ̂M (t, t|∆ ∩ πN )→ ρ̂(t, t|∆ ∩ πN )
in probability. Moreover, ρ̂(t, t|∆∩πN ) is deterministic and satisfies, as min(t,s)∈πN |J(t, s)| →
∞,
ρ̂(t, t|∆ ∩ πN )→ ρ(t, t|∆ ∩ πN ).
Proof. The first claim is a simple application of the law of large numbers. For the
second claim, it suffices to observe that ρ̂(t, t|∆∩πN ) depends only on the covariance R̂N
given by (3.5). Thus the claim follows directly from Corollary B.3.
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Lemma B.2. Let L > 0 be fixed and let φ(z) be the density function of the standard










































Since An → −L and Bn → L, the claim follows immediately by continuity of the exponen-
tial function and the fact that boundedness of f allows us to apply dominated convergence
theorem.
Proof of Theorem 3.2. Let t and j be fixed. We proceed by studying the limits one
by one and divide the proof accordingly into four steps.
Step 1 (limit M →∞):








t, X̂jt,N + z
√
ρ̂(t, t|∆ ∩ πN )
)
φ(z)dz.
Step 2 (limit J∗ →∞):
We write, using in the sequel the notation X̂t,N,j for the discrete approximation of E[Xjt |F∆]




t, X̂jt,N + z
√







t, X̂t,N,j + z
√








t, X̂jt,N + z
√







t, X̂jt,N + z
√








t, X̂jt,N + z
√







t, X̂t,N,j + z
√
ρ(t, t|∆ ∩ πN )
)
φ(z)dz.
For the second difference, note that X̂jt,N → X̂t,N,j by Corollary B.4 and ρ̂(t, t|∆∩πN )→
ρ(t, t|∆ ∩ πN ) by Lemma B.1. Since f is continuous, we may apply Lemma B.2 and the




t, X̂jt,N + z
√







t, X̂t,N,j + z
√
ρ(t, t|∆ ∩ πN )
)
φ(z)dz → 0.
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The first difference converges to 0 as well. To see this, we apply the fact that the empirical
quantile function Q̂t,K converges uniformly (and almost surely) to Qt on compact intervals.








t, X̂jt,N + z
√







t, X̂t,N,j + z
√
ρ(t, t|∆ ∩ πN )
)
φ(z)dz.
Step 3 (limit N →∞):
By Theorem 2.4 we have X̂t,N,j → X̂jt = E[X
j
t |F∆] in L2(Ω) as N → ∞. Consequently,
we also have ρ(t, t|∆ ∩ πN )→ ρ(t, t|∆). As in the previous step, we may apply continuity







t, X̂t,N,j + z
√












Step 4 (limit L→∞):






















In the general case, bijectivity of x 7→ f(t, x) implies that f changes sign only once. Con-
sidering integrals separately before and after this change point and applying the monotone
convergence theorem concludes step 4 and the whole proof.
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