Abstract
strategy takes more factors into consideration (such as surface matching and gyri and sulci identification) and is known to produce more accurate results [33] . The impact of these different 124 procedures on the resulting networks is still unknown.
125
All these different possibilities may be responsible for some of the differences found, in the metrics 126 that characterize the networks, between different studies, having a direct impact on the conclusions 127 that can be draw from its results. In this work we will focus on the study of two critical issues: the 128 effect of normalizing the fMRI images and the effect that different node defining strategies (i.e. the 
133
The study was conducted in accordance with the principles expressed in the Declaration of Helsinki 
Subjects and acquisitions

136
In the current study, the MRI acquisitions of 59 healthy volunteers were used, from which 4 were 137 discarded due to excess of movement during the acquisition, so that all subjects displayed head 138 motion less than 2 mm in translation or 1 degree in rotation. Thus, a total of 55 subjects from the 139 SWITCHBOX project were used in this study (31 males and 24 females aged between 51 and 82 140 years old and with mean age of 64.85 ± 8.82 years). The goals and tests of the study were explained to 141 all participants, which provided informed written signed consent.
142
Two different acquisitions from each subject were used: as structural acquisition, a T1 magnetization 
Graph construction
171
The construction of the graph encompasses two different stages, the definition of the nodes and the [19] , derived from the use of different atlases, the MNI 152 brain template was segmented using the from two different segmentations were combined: 146 regions from the Destrieux cortical atlas [33] 179 and 14 regions from the subcortical segmentation [39] , resulting in a total of 160 regions (Table I; 180 Figure 1 ). These two different node-defining strategies allowed us to test the effect of building 181 networks with different parcellation strategies.
182
Insert Table I around 
184
Using these masks, the mean signal across the voxels of each region was extracted from each time 
212
where N i is the subgraph of the neighbours of node i, a ij , is the existence of a connection between i and 213 j and k i is the degree of the node i.
214
On the network level, three properties were tested: clustering coefficient, average path length and reflects the tendency to form clusters of interconnected nodes [10,41],
218
where N denotes the number of nodes in the network, C i denotes the clustering coefficient of the node 
227
Measures of network resilience quantify the network ability to resist to direct or random attacks. One 228 possible measure is the assortativity coefficient r, which measures the correlation between a node 229 degree and the degree of its neighbours, in other words, shows how likely it is for a node with a high 230 degree to be connected to nodes with a similar degree [43, 44] ,
232
M denotes the number of edges in the graph, j i and k i denote the degree of the nodes at both ends of 
238
C p /C p rand and L/L rand were also called small-world parameters and were used to characterize the 239 networks.
240
The nodal and network metrics for all networks and subjects were calculated along a range of 241 densities, from 5 to 40% in steps of 2.5%. In order to reduce the complexity of the analysis, the nodal
242
properties were condensed across the density range through the use of the integrated version of the 243 measure, calculated as follows [22] :
Only positive correlation coefficients were considered and all networks were binarized prior to In order to compare the different strategies, a 2x2 repeated measures ANOVA was done using Matlab,
251
on the Z-transformed correlation coefficients, metrics C B , LocEf, C p , L, r and using the registration 252 approach, parcellation strategy and registration*parcellation interactions as within subject contrasts.
253
The necessary assumptions for the analysis were previously verified and met. Differences were 254 considered significant at p ≤ 0.05 corrected for multiple comparisons using the family-wise error
255
(FWE) procedure.
256
3 Results
257
Network Characterization
258
The average network matrices for each strategy, thresholded at a density of 7.5%, can be found in 
Effect of registration and parcellation strategies 282
For the isolated effect of the registration and parcellation strategies significant differences were found 283 on the three levels of analysis.
284
In the edges comparison, differences were found in the registration test (Figure 6 a) 
298
Insert Figure 6 around here
299
On the nodal metrics, differences were found on both metrics for the registration test: one on C B , with
300
MNI networks having higher value and 5 on the Eloc with the NAT networks always having higher 301 values. On the parcellation test, significant differences were found on the C B metric on 3 vertices with
302
FS networks always having higher values and no differences were found on the Eloc (Table 2) .
303
Insert 
304
On the global metrics level, several differences were found: on the registration test, differences were
305
found on the clustering metric for values of density between 15 and 40%, with the NAT networks 306 always having higher values; on the average path length, differences were found on the full range of 307 densities, with the NAT networks having higher values; and no differences were found on the 308 assortativity metric (Table 3) .
309
Inset Table 3 around here.
310
For the parcellation test, differences were found for the clustering coefficient between densities of 311 22.5 and 40%, on the average path length for density values of 5, 17.5 and 20% and on the 312 assortativity metric a density of 12.5%. In all instances FS networks showed higher values than ATL 313 networks (Table 4) .
314
Insert the MNI space networks (although with a small effect size). In the local efficiency, the differences 342 favor again the native space networks, with the existence of nodes with a more important role on 343 facilitating the communication on their local networks, which should be associated with the higher resampling of the parcellation images and loss of detail, or a mixture of both. As no interaction was 347 found between the registration and parcellation strategies, the first option emerges as the most likely.
348
In the parcellation strategies comparison several differences were also found. At the correlation level distribution for the differences to be located mainly over shorter-range edges and within hemispheres.
353
We found higher values of C p in the individual segmentation strategies, with large to very large effect 354 sizes, L, with high effect sizes, C B , with small to very small effect sizes and r with large effect sizes.
355
These differences can be explained by the higher precision of the strategy in segmenting the different 
366
This study presents some limitations that should be noted. While we reveal the impact of the 367 normalization step in several aspects of the network, it is, in this study, impossible to show which 368 inner step of the normalization is the exact responsible for these differences. Further exploration of 369 the effect of resampling the functional data and the use of different interpolation functions are needed
370
to characterize the exact effect of this step. It is also important to notice that several of the differences observing the distributions of correlations of differences, as most edges with significant differences have medium to low levels of correlation, only once these survive the thresholding procedure their 374 effect will be noticeable on the network. There is a tendency in neuroimaging studies to focus on no direct evidence of which density threshold is more appropriate, which could be critical for the 377 overall interpretation of the present finding and of complex brain networks studies.
378
Overall, we have shown a strong impact of two different pre-processing steps on the resulting network; e) and f) distribution of physical distances for the edges with significant differences. 
