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Resumen: En esta comunicacio´n se presenta un marco de trabajo para introdu-
cir la capacidad de reordenamiento de palabras en traduccio´n automa´tica (TA). Los
reordenamientos producidos en la oracio´n fuente se integran en el algoritmo de deco-
diﬁcacio´n, lo que permite construir un grafo de bu´squeda de dimensiones reducidas.
A partir de un grafo de bu´squeda mono´tono (sin reordenamientos), se utilizan pa-
trones de reordenamiento (patrones de reescritura motivados lingu¨´ısticamente) para
an˜adir arcos que introducen permutaciones de las palabras fuente. Los patrones se
aprenden de manera automa´tica a partir del conjunto de entrenamiento, utilizando
los alineamientos de palabras (entre las oraciones fuente y destino) y las etiquetas
morfo-sinta´cticas (POS) de las oraciones fuente. Una vez completado el grafo de
bu´squeda, el algoritmo de decodiﬁcacio´n lo atraviesa asignando una probabilidad
(coste) a cada hipo´tesis, ayuda´ndose por un modelo de lenguaje N-grama aprendi-
do de las etiquetas POS del idioma origen despue´s de ser reordenadas (adema´s de
por un conjunto de modelos t´ıpico en traduccio´n automa´tica). El me´todo propuesto
se evalu´a en una tarea de traduccio´n del espan˜ol al ingle´s y viceversa, utilizando
el corpus del Parlamento Europeo, donde pueden observarse mejoras tanto en ca-
lidad de la traduccio´n (con medidas subjetivas y automa´ticas) como en eﬁciencia
computacional.
Palabras clave: traduccio´n automa´tica estoca´stica, etiquetado POS, algoritmos de
decodiﬁcacio´n, reordenamiento
Abstract: This paper presents a reordering framework for statistical machine trans-
lation (SMT) where source-side reorderings are integrated into SMT decoding, allo-
wing for a highly constrained reordered search graph. The monotone search is ex-
tended by means of a set of reordering patterns (linguistically motivated rewrite
patterns). Patterns are automatically learnt in training from word-to-word align-
ments and source-side Part-Of-Speech (POS) tags. Traversing the extended search
graph, the decoder evaluates every hypothesis making use of a group of widely used
SMT models and helped by an additional Ngram language model of source-side
POS tags. Experiments are reported on the Euparl task (Spanish-to-English and
English-to-Spanish). Results are presented regarding translation accuracy (using hu-
man and automatic evaluations) and computational eﬃciency, showing signiﬁcant
improvements in translation quality for both translation directions at a very low
computational cost.
Keywords: stochastic machine translation, POS tagging, decoding algorithms, reor-
dering
1. Introduccio´n
En traduccio´n automa´tica estoca´stica
(TAE), el uso de estrategias de reordenamien-
to permite importantes mejoras en la cali-
dad de la traduccio´n, especialmente cuando
se traduce entre pares de lenguas con dispa-
ridad en el orden de sus palabras. Por otra
parte, cuando se permiten todas las permu-
taciones de palabras de la oracio´n origen,
el problema algor´ıtmico se convierte en NP-
completo (Knight, 1999), mientras que exis-
ten algoritmos de bu´squeda de complejidad
polinomial bajo condiciones mono´tonas (sin
reordenamientos).
Los primeros sistemas de TAE en intro-
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ducir habilidades de reordenamiento se ba-
saban en aprovechar la fuerza bruta de los
ordenadores. El algoritmo de bu´squeda atra-
vesaba un grafo donde todas las permutaci-
nes de palabras de la oracio´n fuente estaban
permitidas. Este enfoque resulta computacio-
nalmente muy ineﬁciente, incluso cuando se
aplica a oraciones fuente de taman˜o reduci-
do. Para que el proceso de bu´squeda sea fac-
tible, debe reducirse el conjunto de permuta-
ciones. Inicialmente se aplicaron restricciones
basadas en la distancia de reordenamiento:
ITG (Wu, 1996), IBM (Berger, Della Pie-
tra, y Della Pietra, 1996), Local (Kanthak et
al., 2005), etc. La utilizacio´n de tales restric-
ciones implica la necesidad de acuerdo entre
eﬁciencia computacional y calidad ﬁnal de la
traduccio´n.
En combinacio´n con las restricciones ante-
riores, se utiliza un modelo basado en la dis-
tancia de reordenamiento, que penaliza aque-
llos desplazamientos en que la distancia de
reordenamiento es mayor, de manera que so´lo
se permitiran los que consigan una buena
puntuacio´n (coste) bajo el conjunto restan-
te de modelos. Evidentemente, tal modelo no
pretende explicar ninguna propiedad del len-
guaje. Recientemente se han introducido mo-
delos de reordenamiento basados en los des-
plazamientos de palabras aprendidos en el
conjunto de entrenamiento, (Koehn et al.,
2005), (Kumar y Byrne, 2005).
La principal cr´ıtica hacia el enfoque por
fuerza bruta consiste en que no hace ningun
uso de informacio´n lingu´ıstica, cuando en la
teor´ıa, el orden relativo de las palabras entre
diferentes pares de lenguas ha sido extensa-
mente descrito.
Recientemente, con el objetivo de abor-
dar el problema del reordenamiento, algunos
sistemas de TAE introducen informacio´n lin-
gu´ıstica de diversa ı´ndole:
Uso de unidades de traduccio´n jera´rqui-
cas que conllevan reordenamientos de
manera impl´ıcita (Chiang, 2005), o a
trave´s de unidades de traduccio´n que
contienen posiciones a cubrir (por nue-
vas unidades) (Simard et al., 2005).
Monotonizacio´n del orden de las pala-
bras entre los dos idiomas implicados en
la traduccio´n (tanto en el conjunto de
entrenamiento como en el de test). Reor-
denamientos de la oracio´n fuente para
conseguir el mismo orden de las palabras
de la oracio´n destino (Collins, Koehn, y
Kucerova, 2005), (Xia y McCord, 2004).
En el trabajo de (Xia y McCord, 2004),
se aplican reordenamientos a partir de un
conjunto de patrones aprendidos automatica-
mente utilizando informacio´n le´xica, sinta´cti-
ca y morfolo´gica (palabras, a´rboles sinta´cti-
cos y etiquetas POS). Previo a la decodiﬁca-
cio´n, se aplican los patrones de reordenamien-
to que alteran el orden de las palabras de la
oracio´n fuente. La decodiﬁcacio´n se efectua
bajo condiciones mono´tonas.
En el presente trabajo, se utiliza una es-
trategia parecida para aprender los patrones
de reordenamiento. El objetivo ﬁnal es do-
ble: inicialmente pretendemos utilizar infor-
macio´n lingu´ıstica para encontrar el conjunto
de reordenamientos que facilitan la traduc-
cio´n (consiguiendo cierto poder de generali-
zacio´n a partir de utilizar etiquetas POS),
adema´s de decidir la mejor permutacio´n de
palabras de la oracio´n fuente con el ma´ximo
de informacio´n disponible, es decir, en el pro-
ceso de bu´squeda cuando disponemos de to-
dos los modelos.
En (Matusov, Kanthak, y Ney, 2005) se
presenta un trabajo similar donde las permu-
taciones admitidas (en el grafo de bu´squeda)
consisten en aquellas que no dividen alguna
secuencia de palabras vista (consecutiva) en
el conjunto de entrenamiento. Es decir, so´lo
se permitira´ reordenar una palabra (o secuen-
cia de palabras) que no haya sido vista si-
guiendo a su predecesora en alguna de las
oraciones del conjunto de entrenamiento.
En lo que sigue, se describe teo´ricamente
el sistema de traduccio´n (seccio´n 2), se pre-
senta el marco de trabajo propuesto que fa-
cilita el reordenamiento de palabras en TAE
(seccio´n 3), da´ndose detalles del me´todo uti-
lizado para extraer patrones y de co´mo estos
se constituyen en arcos del grafo de bu´sque-
da. Se recogen los detalles experimentales del
entrenamiento del sistema y del proceso de
traduccio´n (seccio´n 4) as´ı como se ofrecen y
discuten los resultados obtenidos. Finalmente
se plantean las conclusiones (seccio´n 5).
2. Systema de TAE basado en
N-gramas
Nuestro sistema de TAE se situ´a bajo el
enfoque de ma´xima entropia (Berger, De-
lla Pietra, y Della Pietra, 1996), donde pode-
mos deﬁnir la hipo´tesis de traduccio´n d dada
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una oracio´n fuente f , como la oracio´n destino
que maximiza una combinacio´n lineal de va-













donde λm corresponde a los coeﬁcientes que
ponderan cada una de las funciones carac-
ter´ısticas hm(s, t).
El sistema descrito en este art´ıculo imple-
menta una combinacio´n lineal de un modelo
de traduccio´n con cinco modelos adicionales.
En nuestro sistema, el modelo de traduccio´n
esta´ expresado en funcio´n del concepto de tu-
pla.
Dado un par de oraciones alineadas a nivel
de palabra, las tuplas deﬁnen una segmenta-
cio´n u´nica y monoto´nica del par de oracio-
nes, permitiendo la estimacio´n de un lenguaje
basado en N-gramas (lenguaje bilingu¨e), que
tiene en cuenta la historia en el proceso de
traduccio´n.
El modelo de tuplas (modelo de traduc-
cio´n), consiste en un modelo de lenguaje for-
mado a partir de unidades bilingu¨es (tuplas).












p((f, d)i|(f, d)i−N+1, ..., (f, d)i−1)}
(3)
donde (f, d)i hace referencia a la iesima tu-
pla de un par de oraciones bilingu¨e, que ha
sido segmentado en K unidades.
Las dema´s funciones caracter´ısticas:
un modelo de lenguaje destino (N-
grama),
un modelo que penaliza las traducciones
ma´s cortas,
un modelo de traduccio´n fuente-a-
destino,
un modelo de traduccio´n destino-a-
fuente,
un modelo de lenguaje del destino usan-
do etiquetas morfo-sinta´cticas (POS).
En (Marin˜o et al., 2005) puede encon-
trarse una descripcio´n de las cuatro primeras
funciones caracter´ısticas.
La quinta funcio´n caracter´ıstica consiste
en un modelo de lenguaje N-grama, estimado
sobre las etiquetas POS de las oraciones des-
tino del conjunto de entrenamiento. La equa-









En esta seccio´n se detallan los me´todos
que se han utilizado para extraer los patro-
nes de reordenamiento y para ampliar el gra-
fo de bu´squeda (inicialmente mono´tono) con
los arcos que representan las permutaciones
de palabras de las oraciones fuente.
3.1. Patrones a partir de etiquetas
morfo-sinta´cticas (POS)
En la extraccio´n de patrones se han uti-
lizado los alineamientos (la unio´n de los ali-
neamientos en ambos sentidos) y las etique-
tas POS de las oraciones fuente. En general,
el procedimiento consiste en identiﬁcar todos
los cruces producidos en los alineamientos.
La ecuacio´n siguiente formaliza el conjun-
to de cruces dado un par de oraciones alinea-
das a nivel de palabras:
{(j1, j2) / (j1 < j2) ∧ (a[j1] > a[j2])} (5)
donde a[j] hace referencia a la ma´xima posi-
cio´n (en la parte destino) a la que la palabra
fuente j esta alineada, y j1, j2 var´ıan entre
[1, J ].
Una vez que un cruce ha sido detectado,
se utilizan sus alineamientos y etiquetas POS
(de la parte fuente de la secuencia de palabras
que generan el cruce) para dar cuenta de una
nueva instancia de patro´n. La parte derecha
del patro´n (reordenamiento), se calcula utili-
zando el o´rden original de las palabras des-
tino a las que las palabras fuente del patro´n
esta´n alineadas. En la ﬁgura 1 puede verse
un ejemplo clariﬁcador.
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Figura 1: Extraccio´n de patrones usando ali-
neamientos a nivel de palabras. Se consigue
capacidad de generalizacio´n a trave´s de las
etiquetas POS. En el ejemplo, se han extrai-
do tres instancias de patrones. Las etiquetas
NC,AQ y CC corresponden respectivamente
a: nombre comu´n, adjetivo calificativo y con-
juncio´n coordinada.
3.2. Amplicacio´n del grafo
mono´tono
Utilizando los patrones de reordenamiento
anteriores, se an˜aden nuevos arcos (uno por
patro´n) al grafo de bu´squeda (inicialmente)
mono´tono. El procedimiento consiste en iden-
tiﬁcar primero las secuencias de palabras de
la oracio´n fuente (sus etiquetas POS) que en-
cajan con alguno de los patrones. Una vez
identiﬁcados, se an˜ade un nuevo arco al grafo
de bu´squeda indicando el reordenamiento a
evaluar. Una u´nica excepcio´n a este procedi-
miento consiste en no an˜adir el arco si existe
una unidad de traduccio´n (tupla) con las mis-
mas palabras que generan el cruce (dado que
probablemente el reordenamiento ya este´ in-
teriorizado en la unidad de traduccio´n). En
la ﬁgura 2 puede verse un ejemplo.
Una vez que el grafo de bu´squeda se ha
construido (ampliado), el algoritmo de deco-
diﬁcacio´n lo atraviesa buscando la mejor tra-
duccio´n. As´ı pues, la hipo´tesis ganadora re-
sultara´ de utilizar toda la informacio´n dispo-
nible (todos los modelos).




El conjunto de datos EPPS corres-
ponde a las transcripciones de sesiones
del Parlamento Europeo, accesibles a tra-
Figura 2: Utilizando los patrones que se han
identificado para la oracio´n fuente, se han
an˜adido tres arcos al grafo de bu´squeda (en
negrita).
ves de la pa´gina web del Parlamento
(http://www.euro parl.eu.int/). Para los
experimentos aqu´ı presentados, se ha utili-
zado la versio´n disponible por la Universidad
de Aachen RWTH, a trave´s del consorcio TC-
STAR1.
En el cuadro 1 se presentan algunas es-
tad´ısticas de los conjuntos de entrenamiento,
desarrollo y test en que se dividio´ el corpus,
para cada idioma: ingle´s y espan˜ol. En con-
creto consisten en el nu´mero total de oracio-
nes, nu´mero de palabras, vocabulario de pa-
labras y el vocabulario de etiquetas POS.
orcn plbr vcb POS vcb
Entr.
Ingle´s 34.9 M 106 k 44
Espan˜ol
1.28 M
36.6 M 153 k 328
Des.
Ingle´s 735 18,764 3,193 41
Espan˜ol 430 15,332 3,217 181
Test
Ingle´s 1,094 26,917 3,958 42
Espan˜ol 840 22,774 4,081 196
Cuadro 1: Estad´ısticas del corpus paralelo
(ingle´s-espan˜ol) del TC-Star.
1TC-STAR (Technology and Corpora for Speech
to Speech Translation), que es un proyecto Europeo
enmarcado en el Sixth Framework Programme. Para
mayor informacio´n, consultar la pa´gina web del con-
sorcio http: //www.tc-star.org/
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4.2. Detalles del sistema
A partir del conjunto de entrenamiento
alineado a nivel de oraciones, se ha alineado
a nivel de palabras usando GIZA++ (en con-
creto se utiliza la unio´n de los alineamientos
en ambas direcciones) (Och, 2003).
Posteriormente, a partir de los alineamien-
tos anteriores (unio´n), se han extraido las
unidades de traduccio´n (tuplas), el vocabu-
lario de las cuales se ha podado, queda´ndose
con las N = 30 mejores traducciones para
cada parte fuente (de cada tupla) en el caso
ingle´s a espan˜ol, y N = 20 en el caso espan˜ol
a ingle´s.
La parte inglesa del corpus ha sido etique-
tada (etiquetas POS) usando la herramienta
TNT (Brants, 2000), para la parte espan˜ola
se ha usado Freeling (Carreras et al., 2004).
En el caso de las etiquetas del espan˜ol, so´lo
los dos primeros cara´cteres han sido tenidos
en cuenta (correspondientes a los cara´cteres
que indican la categor´ıa morfosinta´ctica de la
palabra), con la intencio´n de aumentar el po-
der de generalizacio´n y para obtener un nivel
equivalente al ingle´s en riqueza de etiquetas.
Para aprender los modelos de lenguaje N-
grama se ha utilizado el SRI Language mode-
lling toolkit (Stolcke, 2002), usando respecti-
vamente 4, 5 y 5 como o´rdenes de los modelos
de traduccio´n, destino y destino etiquetado.
En la optimizacio´n del sistema (bu´squeda
de los coeﬁcientes a utilizar para cada mo-
delo en la combinacio´n lineal de la ecuacio´n
1) se ha utilizado una implementacio´n propia
del me´todo downhill simplex (Nelder y Mead,
1965).
El algoritmo de decodiﬁcacio´n trabaja
siempre realizando una poda (por histogra-
ma), queda´ndose con las b = 25 mejores
hipo´tesis.
4.3. Patrones usados
Usando el me´todo descrito en la seccio´n
3, se extraen una gran cantidad de patrones,
muchos de los cuales so´lo aparecen a partir
de errores en los alineamientos a nivel de pa-
labras. Adema´s, trabajar con una gran canti-
dad de patrones es poco deseable al disminuir
la velocidad del algoritmo de bu´squeda. Para
evitar esa situacio´n se ha realizado un ﬁltro
de patrones, utilizando las siguientes restric-
ciones:
Limitar a 4 la diferencia entre palabras
de cada instancia de patro´n.
Limitar a 8 el nu´mero ma´ximo de pala-
bras fuente de cada patro´n.
Eliminar todos aquellos patrones que no
superen un nu´mero mı´nimo de instancias
(N > 1000).
Se ha utilizado una probabilidad p para
medir la bondad de cada patro´n, con-
sistente en el nu´mero de apariciones del
patro´n (en el conjunto de entrenamien-
to), dividido por el nu´mero de aparicio-
nes de la parte fuente del patro´n. So´lo
se han considerado aquellos patrones con
un mı´nimo de probabilidad (p > 0,2).
La lista resultante de patrones (despue´s
del ﬁltrado) puede consultarse en el cuadro
3 (29 patrones han sido considerados en la
direccio´n ingle´s a espan˜ol). En el cuadro tam-
bie´n puede verse el nu´mero de apariciones de
cada patro´n en los conjuntos de entrenamien-
to, desarrollo y test, as´ı como un ejemplo de
cada patro´n. A pesar del ﬁltrado de patro-
nes, au´n existen instancias incorrectas. Algu-
nas debidas a malos alineamientos, otras de-
bidas al me´todo de extraccio´n utilizado. Por
ejemplo, el patro´n (NC RG - 1 0) (la eti-
queta RG corresponde a la categor´ıa de ad-
verbio general), no deber´ıa tenerse en cuenta
al ser un cruece interno. Es decir, un patro´n
correcto puede contener varios cruces, siendo
so´lo el exterior el que deber´ıa ser tenido en
cuenta, en este caso el patro´n probablemente
ser´ıa (NC RG AQ - 1 2 0).
En cualquier caso, en este trabajo no se
pretende encontrar un me´todo para realizar
decisiones de reordenamiento perfectas pre-
vias al proceso de bu´squeda, sino reducir el
nu´mero total de permutaciones que se con-
sideran en un grafo enteramente reordenado.
Evidentemente cuanto mejor sea la lista de
permutaciones presentadas al algoritmo de
bu´squeda, mayor sera´ su eﬁciencia.
La lista actual de patrones es u´til inclu-
so con algunos (a priori) erro´neos, dado que
nos permite evaluar la habilidad del algorit-
mo de bu´squeda (en conjunto con la totali-
dad de modelos del sistema) para descartar
los malos. Deber´ıa ser capaz de distinguir en-
tre los unos y los otros realizando so´lo, las
permutaciones bien consideradas por el con-
junto de modelos.
Usando la lista de patrones de el cuadro 3,
y las etiquetas POS de la parte fuente del con-
junto de entrenamiento, se procedio´ a reorde-
nar las unidades
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El conjunto de entrenamiento fuente, tras
ser etiquetado (POS), ha sido reordenado uti-
lizando los patrones anteriores (so´lo las eti-
quetas, no las palabras) como fuente para
aprender un modelo de lenguage N-grama.
(de orden 5). Este modelo pretende ser utili-
zado como modelo de reordenamiento, indi-
cando al algoritmo de bu´squeda que´ permu-
taciones debe realizar y cua´les descartar.
4.4. Resultados
Se han considerado tres conﬁguraciones
diferentes:
base: Sin reordenamientos, usando una
bu´squeda mono´tona.
rgraph: Permitiendo reordenamientos
usando los patrones descritos en este
art´ıculo (por lo dema´s se utiliza la mis-
ma conﬁguracio´n anterior).
pos: An˜adiendo a la conﬁguracio´n ante-
rior el modelo de lenguaje de etiquetas
POS del fuente reordenadas.
Las medidas automa´ticas de evaluacio´n
utilizadas (BLEU, NIST, mWER and PER)
son las mismas que se han utilizado en la
evaluacio´n del proyecto TC-STAR, distribui-
das por ELDA(http://www.elda.org/). En to-
das las evaluaciones se han utilizado dos re-
ferencias.
En el cuadro 2 pueden verse los resultados
obtenidos por cada conﬁguracio´n, la segunda
columna indica la medida (BLEU) obtenida
sobre el conjunto de desarrollo tras la opti-
mizacio´n. El resto de columnas indican los
resultados sobre el conjunto de test.
Conf bleu’ bleu nist mwer per
espan˜ol a ingle´s
base 52,9 55,2 10,69 34,40 25,32
rgraph 53,3 55,6 10,70 34,23 25,50
pos 53,9 56,4 10,75 33,75 25,41
ingle´s a espan˜ol
base 48,1 48,0 9,84 41,18 31,11
rgraph 49,0 48,5 9,81 41,15 31,87
pos 49,1 48,9 9,91 40,29 31,27
Cuadro 2: Resultados obtenidos por el siste-
ma en su configuracio´n base, usando los reor-
denamientos, y ayudado por el modelo adi-
cional. Los inte´rvalos de confianza para el
BLEU son de ±1,12 y ±1,62 (espan˜ol a ingle´s
y ingle´s a espan˜ol respectivamente) para un
nivel de confianza del 95%.
Tal y como puede verse, en la tarea de
espan˜ol a ingle´s, los resultados en los con-
juntos de desarrollo esta´n muy correlaciona-
dos si comparamos las diferentes conﬁgura-
ciones en todas las medidas objetivas excepto
en PER. La explicacio´n se encuentra en que
PER no tiene en cuenta los errores derivados
de reordenamientos, que so´n las diferencias
ba´sicas entre las diferentes conﬁguraciones.
El resto de medidas muestran una mejora en
la calidad de la traduccio´n en la conﬁguracio´n
rgraph as´ı como en la conﬁguracio´n pos.
En el caso de la tarea de ingle´s a es-
pan˜ol, comparando las conﬁguraciones base y
rgraph, so´lo BLEU muestra una mejora clara,
el resto de medidas apenas muestran diferen-
cias. Para la conﬁguracione pos, la mejora es
clara bajo todas las medidas.
En el cuadro 3 tambie´n puede verse una
evaluacio´n subjetiva para el conjunto de test
(columnas quinta y sexta). En la quinta co-
lumna se indica el nu´mero de reordenamien-
tos realizados por el algoritmo, en la columna
sexta se indica el nu´mero de errores subje-
tivos detectados para las secuencias de pa-
labras en que el algoritmo deb´ıa tomar una
decisio´n (reordenar o no).
Respecto a la evaluacio´n subjetiva, nos he-
mos concentrado en los arcos adicionales (se-
cuencias de palabras de la oracio´n fuente para
las que se ofrec´ıa la posibilidad al algoritmo
de bu´squeda de reordenar), y hemos consi-
derado erro´neas tanto los errores por reorde-
namiento como por no reordenamiento. En
cualquier caso, en la evaluacio´n subjetiva no
se consideraban las malas traducciones, sino
el orden de las palabras en el idioma destino.
Por ejemplo, dada la oracio´n fuente ’progra-
ma ambicioso y realista’, si el decoder de-
cide reordenar usando el patro´n (NC AQ
CC AQ - 1 2 3 0), llegando a la traduccio´n
’ambitious and unrealistic programme’,
se ha considerado como acierto, a pesar de ser
sema´nticamente una mala traduccio´n (el or-
den de las palabras destino es correcto).
En la tarea de espan˜ol a ingle´s, el decodiﬁ-
cador decidio´ ordenar un total de 214 secuen-
cias del total de 379 opciones (arcos adicio-
nales) (∼ 56%). Del total de opciones 42 fue-
ron erro´neas (tanto por reordenar cuando no
deb´ıa como por no reordenar cuando deb´ıa)
(∼ 11%). Se observaron resultados muy pa-
recidos en la tarea de ingle´s a espan˜ol.
A partir de la evaluacio´n humana, pode-
mos dividir los patrones en 2 grandes grupos.
Primero (en cursiva), aquellos para los que
se han tomado muy pocas veces la decisio´n
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Patro´n entr. des. test giro error Ejemplo
NC RG AQ CC AQ - 1 2 3 4 0 1,406 1 1 1 0 ideas muy sencillas y elementales
NC AQ CC AQ - 1 2 3 0 27,119 13 23 17 2 programa ambicioso y realista
NC AQ RG AQ - 2 3 1 0 1,971 0 4 1 0 control fronterizo ma´s estricto
NC CC NC AQ - 3 0 1 2 3,355 6 12 6 3 mezquitas y centros isla´micos
NC RG AQ CC - 1 2 3 0 2,226 3 2 0 0 ideas muy sencillas y
AQ RG AQ - 1 2 0 2,777 21 7 2 1 europea ma´s so´lida
NC AQ AQ - 2 1 0 35,661 11 24 18 3 decisiones pol´ıticas delicadas
NC RG AQ - 1 2 0 32,887 0 35 26 1 ideas muy sencillas
NC RG RG - 1 2 0 1,473 0 3 3 2 texto mucho ma´s
NC AQ - 1 0 877,580 113 142 110 16 preguntas serias
NC RG - 1 0 54,968 27 47 7 7 actividades aparentemente
AQ AQ - 1 0 46,509 14 40 4 2 medioambientales europeas
RN VM - 1 0 45,777 4 2 1 1 no promuevan
RG VA - 1 0 9,824 0 2 1 0 ahora hab´ıamos
AQ RG - 1 0 8,701 11 21 4 2 suficiente todav´ıa
RG VS - 1 0 5,043 1 1 1 0 supuestamente somos
VM PP - 1 0 4,769 6 13 12 2 estar ustedes
Total (17) 1,162,046 231 379 214 42
Cuadro 3: Lista de patrones extraidos del conjunto de entrenamiento para la direccio´n de espan˜ol
a ingle´s.
de reordenar (tenidos en cuenta muy poco
por el decodiﬁcador). Segundo (en negrita),
aquellos para los que la decisio´n de reordenar
(giro) fue´ tomada aproximadamente el mis-
mo nu´mero de veces que la decisio´n de no
reordenar.
El primer grupo nos sirve para identiﬁcar
aquellos patrones que podr´ıan ser ﬁltrados
de la lista de patrones, ya que pra´cticamente
nunca se utilizan y la decisio´n de no utili-
zarlos es acertada (evaluacio´n subjetiva). El
segundo grupo nos indica que el grupo de mo-
delos utilizado por el algoritmo de bu´squeda
es ha´bil en la eleccio´n de cua´ndo utilizar un
patro´n (en algunos casos una regla demasiado
general).
Finalmente, la ﬁgura 3 indica el nu´me-
ro de hipo´tesis expandidas por el algoritmo
de bu´squeda bajo tres condiciones diferentes:
bu´squeda mono´tona, usando los patrones pa-
ra ampliar el grafo mono´tono y usando to-
das las permutaciones posibles de palabras de
las oraciones fuente restringidas a una distan-
cia ma´xima de m = 3 pala´bras y un nu´mero
ma´ximo de j = 3 reordenamientos. Se ha uti-
lizado el conjunto de test de espan˜ol a ingle´s
en todos los casos.
Resulta remarcable co´mo el espacio de
bu´squeda con reordenamientos (usando pa-
trones) es pra´cticamente igual que el espacio
de bu´squeda mono´tono.
5. Conclusiones y trabajo futuro
En este trabajo se ha presentado un mar-
co de trabajo en el que se integran reordena-
mientos extra´ıdos con motivacio´n lingu¨´ıstica
en el proceso de bu´squeda en traduccio´n au-
toma´tica. Los patrones se extraen automa´ti-
camente de los alineamientos a nivel de pala-
bras utilizando informacio´n morfo-sinta´ctica
(POS).
El marco de trabajo ha sido probado pa-
ra un sistema basado en N-gramas (aplicable
tambie´n a un sistema basado en secue´ncias
de palabras ’phrases’ ), consiguiendo mejoras
en la calidad de la traduccio´n a un precio
muy bajo en eﬁciencia computacional. Tam-
bie´n se ha realizado una evaluacio´n subjetiva
que ha corroborado los resultados mostran-
do la robustez del sistema ante patrones de
reordenamiento poco exactos.
Se preve´ trabajar en la identiﬁcacio´n de






















Figura 3: Nu´mero de hipo´tesis en el grafo
de bu´squeda bajo diferentes condiciones de
reordenamiento. Mono´tono (MON), usando
los patrones de reordenamiento (RGRAPH)
y usando todas las permutaciones bajo res-
tricciones basadas en la distancia de reorde-
namiento (LOCAL).
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estos utilizando informacio´n adicional (pala-
bras, a´rboles sinta´cticos, etc.). Tambie´n pre-
tendemos exportar esta idea a nuevos pares
de lenguas, donde las necesidades de reor-
denamiento sean mayores (tales como chino-
ingle´s o a´rabe-ingle´s).
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