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Abstract
Social network sites are becoming more and more popular among individuals
in recent years and have eased social interactions to help individuals connect
with others with a common interest, and to exchange information. As individ-
uals share their personal information such as age, job details, views, opinions
and thoughts on such sites, they may face different privacy issues such as iden-
tity theft, bullying, harassment and even job termination. As the participation of
users in social networking sites increases, the likelihood of sharing information
with unknown users escalates, and the possibility of privacy risks for the user is
elevated. There are two main ways suggested in the literature to minimise the pri-
vacy risks of users on social media sites. The first is to measure the privacy risk.
The second is to hide sensitive information from others. To measure the privacy
risk, there are several studies on scoring privacy for online social media users for
structured data (data contained in fields such as name, age and qualification) in
a single source, neglecting the fact that social media users, in general, have mul-
tiple social network profiles revealing dissimilar sensitive information which can
aggravate the risk. Moreover, there are limited works on privacy calculation of
the risk caused by unstructured data (any textual data). For preserving the pri-
vacy of data, several anonymisation techniques have been proposed. However,
in the context of preserving the privacy of individuals during the friending phase
(the act of adding someone as a friend) in social media, there are only a few avail-
able approaches. Most of them disregard the privacy from the user’s perspective
iii
and are more focused on users’ security rather than privacy. To address these
problems, this thesis proposes approaches that can support online social network
users to quantify their privacy disclosure based on their structured and unstruc-
tured information shared across multiple social media sites. Evaluation of the
study illustrates that the proposed models can deliver a better approximation of
privacy for users with multiple profiles on online social networks. This thesis
also investigates a privacy-preserving friending method for information sharing
across multiple social media sites. As friending exposes the sensitive data of a
user to others, this model helps individuals to decide how to share their informa-
tion safely through social networking sites with a reduced risk of being exploited
or re-identified. Evaluation of the model shows that information sensitivity cal-
culation, as well as anonymisation, offers a more effective way of friending.
The key research findings and contributions of this thesis are:
• Despite several governmental and social networks policy changes, privacy
risk is still a significant problem with social media sites.
• It is important to consider the visibility and sensitivity of the information
on multiple online social network sites to improve the accuracy of privacy
risk evaluation.
• For accurate and credible scoring the privacy risk of unstructured data such
as tweets, blogs and comments, and structured information should also be
considered along with sentiment associated with unstructured data.
• By considering the sensitivity of the information in anonymisation of shared
data, privacy-preserved friending can be achieved with reduced privacy
risks for social media users.
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”With Social Media so prevalent we are all extremely visible. Your prospective clients,
your peers and your competition can drill as deep as they wish searching, reading and gather-
ing information online about you and posted by you without you ever knowing who’s search-
ing. Depending on what they find, your prospects may choose to do business with you or
not.” (Mari Smith)
Online social networks (OSNs) have become an integral part of individuals’
everyday life and have changed the way individuals connect (Guo et al., 2015).
As an example, the growth rate of Facebook has been reported as being as high as
3% per week (Wondracek et al., 2010), while 1.47 billion users were active daily
in the second quarter of 2018 (Fulgoni, 2018). There are different social network
sites which provide different features for their users. Social media technologies
have been classified based on how individuals interact with each other. For in-
stance, social media sites such as Facebook, are primarily used to share updates of
the daily encounters of individuals, as they occur, particularly photos. LinkedIn
is mainly used to share career information and qualification information for job
seekers and recruiters. Wikis are normally websites formed to deliver educational
information (Osatuyi, 2013).
In such sites, individuals have the ability to create content, share it with others
and discuss it with several individuals; the volume of this information is increas-
ing (Cheung et al., 2011). Users are allowed to share both structured and un-
structured information such as age, thoughts, posts, photos and videos, updates
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on their daily activities and events and other user-generated content (UGC) with
other individuals in their network (Obar and Wildman, 2015).1
Obviously, not all information is meant for disclosure to everyone. Although
a considerable part of this data is not sensitive, it is not unusual for individuals
to share some sensitive data as well, such as current town or marital status, on
social networking sites (Walden, 2002). As users create different social profiles
on different platforms, they provide more sensitive information which would
be accessible to unknown users as well and this may create privacy issues for
them. Figure 1.1 shows how different pieces of information can be aggregated
from a user’s social profiles. For example, a user may disclose his background
information on Facebook while he/she may reveal his/her job information in the
LinkedIn account.
Privacy issues include spamming, unauthorised access to information, online
bullying, harassment, trolling, relationship breakups, job termination, social anx-
iety, social overload and personal relationship problems, all of which can have
negative impacts on individuals’ lives (Zheleva et al., 2012).
Hence, there is a need to increase users’ awareness of privacy-related issues
and preserve their privacy while they share their information in such sites. Nor-
mally, online social networks are capable of protecting users’ privacy via confi-
dentiality agreements, but they are not sufficient to protect users in the face of
the privacy leakages that occur every day (Kafalı et al., 2014). As the social net-
work sites rely on the quantity of personal and probably sensitive information
that they make accessible, there is a continuous threat that an adversary can ag-
gregate data or manipulate the structure of a social network to deduce informa-
tion about recorded users, even when these sites engage mechanisms to guard
the secrecy of their users (BACKSTROM et al., 2007; Chew et al., 2008).
1In this context, structured data refers to information that can be displayed in columns and
rows and can easily be ordered and processed by data mining tools. In contrast, unstructured
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To protect the users’ online privacy before they encounter any serious prob-
lems in their daily lives, there are mainly two suggested ways. The first is to
assess the privacy of users’ information (Liu and Terzi, 2010a). Measuring their
privacy can help users to understand the causes of privacy risks from the shared
information (Tuunainen et al., 2009). The second is to hide individuals’ sensitive
information from other users and adversaries (Zheleva and Getoor, 2009). While
scoring privacy provides an insight for users regarding their privacy levels, in-
formation hiding can help users to share their information in such a way that the
least possible amount of risk exists for them in case of information disclosure.
Although there are various studies for scoring and preserving the privacy of
users in online social media, they only focus on a single source of data. Hence,
these methods may not be satisfactory for users who usually have multiple online
social profiles, disclosing different sensitive information which can aggravate the
privacy risk. Accordingly, there is a need for models which can quantify the
privacy risk from multiple social media platforms. This research aims to provide
frameworks for scoring privacy and for preserving the privacy of the users in
terms of friending to reduce the vulnerability of their information, while also
trying to increase the awareness of the users who are involved in online social
network sites.
This study would be beneficial to all social network users and individuals for
preventing their sensitive information being compromised. It is an expectation
that this would increase the awareness of users of security issues and possible
threats to their privacy. This is a comparatively novel viewpoint in the study
of privacy measurement and privacy-preserving friending, and one that is likely
to create valuable supplementary insights for the future. From a practice stand-
point, this study is relevant to the social networks user. For future researchers, the
study can provide reference information on the recent status of users’ privacy is-
sues in public, as well as available data sources and countermeasures for privacy
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preserving.
The rest of this chapter is structured as follows: firstly, a short introduction is
given to the concept of users’ privacy risks and concerns in social networks and
data publishing. Secondly, the objectives of the research are presented in order to
highlight the importance and significance of undertaking the project. Then, the
proposed methodology and solution for the defined objectives will be outlined.
Next, the contributions of the thesis will be explained. Finally, an outline of the
research design and thesis structure will be presented.
1.1 Problem Statement and Research Questions
This thesis focuses on the following problem:
How to minimise the privacy risks for online social media users who reveal their in-
formation in multiple online social networking sites.
In comparison with traditional systems, the privacy objectives of online so-
cial networks are slightly different. In this perspective, users’ data and identity
should be protected against unauthorized access and modification to retain in-
tegrity. Users should be aware of the privacy risks which they could encounter
while sharing their information. As users share their information on multiple
online social networking sites, it becomes significantly more difficult for users to
control and classify their shared information with their friends and other parties,
in order to avoid any privacy breaches. Regarding this fact, the research questions
of this study are:
1. How are privacy issues currently addressed in different social networking
sites and what privacy threats may users face when they share their infor-
mation on multiple online social networking sites?
2. How should the privacy score of shared information (both structured and
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unstructured data) of each user be measured in multiple online social sites?
3. How can the privacy of users be preserved while they share their informa-
tion with other individuals in terms of friending?
1.2 Research Objectives
The first aim of this study is to conduct a comprehensive investigation of privacy
risks and threats that users may face on online social network sites and also to
investigate the current scoring and preservation methods. The second aim is to
present a new framework for measuring the privacy score of users who share
information on multiple online social networks. The proposed model is applied
to structured information which is shared by social media users. By applying this
framework, users can understand their privacy level compared with other users.
Thereafter, a novel model for scoring the privacy of unstructured information
(free-format text) is presented which can warn users about the level of risks of
the shared contextual information in their social network profiles. At the end, a
novel mechanism for friending, with a reduced risk is proposed for preserving
and enhancing users’ privacy. Hence, the focus of this thesis is on proposing
ways to mitigate the privacy risks of users who share their information in such
sites. Here, the focus is not on what benefits social media sites can bring for users
or on what their functionalities are. The objectives of this research are to:
1. Perform a comprehensive study of theoretical and empirical insights into
user’s privacy and privacy-preserving perspective in privacy measurement
and friending.
2. Propose models for measuring the users’ privacy score for structured and
unstructured information and to build the awareness of users regarding
sharing of sensitive information.
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3. Propose a novel technique to provide friending with reduced risk among
online social network users considering privacy-preserving techniques for
structured data.
It is hypothesised that with the aggregation of a user’s information from multiple
sources of social networking sites, a more precise measurement of individual’s privacy
risks can be achieved.
1.3 Proposed Solution
As the nature of the data and the social media sites varies, the control and classi-
fication of sensitive information is becoming more complicated for users. Hence,
there is a need for improvement of the privacy of users who participate in online
social media sites, as well as a need for the proposal of mechanisms to keep users
aware of their privacy risk level while they participate in multiple networks.
Moreover, there is a need for mechanisms to keep users’ sensitive information
preserved from various attacks, such as information exploitation, impersonation
and so on.
There are several studies (Liu and Terzi, 2010a; Srivastava and Geethakumari,
2013; Veiga and Eickhoff, 2016; Wilson et al., 2005) about scoring the privacy of
shared structured data (any data that resides in a fixed field within a record or file
such as relationship status, age and home town) by focusing on a single source of
data. In order to measure the privacy risk of users in social media for the struc-
tured data, two factors should come into consideration, namely, visibility and
sensitivity of the information. Visibility describes how a piece of information can
be seen by others and sensitivity defines how valuable that piece of information
is valuable for that user. By combining these factors, a more accurate estimation
of the privacy score can be obtained which helps users understand their privacy
level, as compared with other users.
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Further, there are limited studies for measuring the privacy risks of shared un-
structured data (data that cannot be so readily classified and added to a field, such
as photos). Although authors (Farzindar and Inkpen, 2015; Wilson et al., 2005)
have proposed methods to measure the amount of information leakage from a
social networking sites, most of the studies only focus on the polarity of the sen-
timents regardless of the privacy risk level for each sentiment. To achieve this,
there is a need for a framework which can calculate the privacy risks of shared
unstructured data. To measure the privacy of the unstructured data, it is critical
to comprehend the factors which impact on the sentiments’ privacy. To obtain
the privacy-related factors, different machine learning algorithms have been ap-
plied and, then, have been added to a fuzzy system in order to measure the final
privacy risk accompanied by the number of negative and positive terms of each
sentiment. The evaluation of the model indicates the effectiveness of privacy
scoring for unstructured data while users share different information on multiple
online social networking sites.
For preserving the privacy of users, several anonymisation techniques have
been proposed (Guha et al., 2008; Baden et al., 2009; Domingo-Ferrer et al., 2008).
While most of the works focus on users’ security, rather than the privacy, in
the terms of friending in online social networks, there is a need to develop ap-
proaches which can satisfy the online privacy of individuals in such networks.
Hence, this research strives to close the gap of friending in multiple sources of
data and proposes a privacy-based model to solve the problem of the identified
gap. To achieve this, the sensitivity calculation of the shared information has been
considered as the main factor which impacts on information sharing. Then, re-
lated formulae have been proposed to calculate the sensitivity of the information
users share in such sites. Assessment of the model indicates that hiding sensitive
information on social media can reduce the risk of re-identification or exploitation
in such sites and can guarantee the users privacy in a more efficient way.
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1.4 Thesis Contributions
This thesis contributes towards the improvement of the privacy of users who
participate in multiple online social sites considering both structured and un-
structured information. The contributions are as follows:
1. This thesis provides a comprehensive taxonomy of user’s privacy in online
social media and recommender systems that covers various aspects such as
privacy concerns in social networks, user-specific risks, privacy measure-
ment techniques, privacy-preserving approaches and privacy preservation
models. The taxonomy is intended to provide researchers with a detailed
view of the goal of privacy measurement and preservation, by providing
insights to key issues that are still outstanding. The taxonomy and sur-
vey also highlight various research gaps to enhance the online social media
users’ privacy.
2. This thesis presents the design and development of privacy scoring frame-
works for both shared structured and unstructured information which pro-
vide privacy awareness for online social media users on multiple social
sites. It highlights the benefits of privacy scoring from multiple social sites
compared with a single source of information and provides insights for
users about the level of their online privacy.
3. This thesis models a privacy-preserved friending mechanism for online so-
cial media users. By considering the advantages of information sensitivity
calculation and anonymisation algorithms, a privacy preserved model with




The rest of the thesis is organised as follows: Chapter 2 presents the survey and
taxonomy of users’ privacy on online social networks and recommender systems.
This chapter offers the literature background for the remaining parts of this thesis
by highlighting research gaps in privacy scoring and privacy-preserved friend-
ing. Chapter 3 describes in detail a privacy scoring model for shared structured
data, for online social media users. In this chapter, the proposed model is com-
pared with the most recent proposed models and is evaluated to show its benefits.
Chapter 4 proposes a privacy scoring model for social media users in the con-
text of the unstructured data. Chapter 5 presents the privacy-enhanced friending
model to enable users to connect with others, but with reduced risk. Chapter 6
concludes and offers directions for future work.
Chapter 2 has been removed for 
copyright or proprietary reasons.
It has been published as: Aghasian, E., Garg, S., Montgomery, J. User’s 
privacy in recommendation systems applying online social network data, 
a survey and taxonomy, in, Big data recommender systems - Volume 1: 
Algorithms, architectures, big data, security and trust , The Institution of 
Engineering and Technology (IET), 2019, Khalid, O., Khan, S. E., Zomaya, 
A. Y. (eds.)
Chapter 2
Users’ Privacy in Online Social
Network Data
Chapter 3
Scoring Users’ Privacy Disclosure on
Multiple Online Social Networks
”My take is, privacy is precious. I think privacy is the last true luxury. To be able to live
your life as you choose without having everyone comment on it or know about it.” (Valerie
Plame)
In this chapter, an approach that can help social media users to measure their
privacy disclosure score (PDS) based on the information shared across multiple
social networking sites is investigated. Here, structured data for privacy mea-
surement is considered. In particular, the main factors that have an impact on
users’ privacy, namely, sensitivity and visibility are identified to obtain the final
disclosure score for each user. By applying the statistical and fuzzy systems, the
potential information loss for a user can be specified by using the obtained PDS.
The evaluation results with real social media data show that this method can pro-
vide a better estimation of privacy disclosure score for users having presence in
multiple online social networks.
3.1 Introduction
Online social media users should have adequate awareness of their privacy and
know the risks they may encounter by sharing their information online. Users
should also be able to protect their sensitive information from their relatives,
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neighbours and anyone else with whom they have shared their information with
and still maintain their secrecy (Wittes and Kohse, 2017). In general, it is not
easy to estimate the privacy risks from the shared information in social media.
Although there are several privacy settings in social media that can be applied
by users, these settings are often complex and time-consuming to adjust; most
users feel confused about them and typically ignore or skip them (Zheleva et al.,
2012). Hence, there is a need to have a model for automatic quantification of pri-
vacy risks to create a better view of information revelation for users. By applying
a scoring framework and privacy awareness enhancing models, individuals can
have a better scheme of their privacy and apply security procedures to increase
their level of privacy if needed.
Several attempts (Srivastava and Geethakumari, 2013; Liu and Terzi, 2010a)
have been made to quantify the privacy of a user, although most of them are
designed to consider only one source of information. These may not be sufficient
as each user may have multiple social network accounts for different purposes.
One source of data may not disclose a wide range of information of a user that
can pose a privacy risk, but when this information is combined with information
from different sources, it can be risky and dangerous. Veiga and Eickhoff (2016)
showed that there is an increase in privacy leakage due a user having multiple
online social network platforms compared with a single source. For example, a
user normally shares his/her personal information in Facebook which may pose a
privacy risk. This user may share his/her occupation history and background on
another site such as LinkedIn. His/her job information has again its own privacy
risk, but a combination of the information from the two social media accounts
can expose the user to higher risk as more information is revealed. Consequently,
by considering the overall information from multiple sources, a more accurate
quantification of the privacy disclosure score can be obtained.
To quantify the privacy risk of a user, a scoring function is proposed. The
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inputs to this scoring function consider a set of common personal attributes that
may be discovered through social networking sites. The explicit privacy settings
for each item and their frequency of occurrence, both within and across social
networking sites, are all considered as inputs to the privacy scoring computation
in this model. In this work the factors that have an impact on the privacy of the
user (sensitivity and visibility of information) are analysed.
For each factor, a comprehensive explanation of how to calculate that factor
is provided and then the way to measure the final privacy disclosure score that
is related to these two factors is described. If more than one source of online
social network data set is being considered, each attribute of a user has different
states of visibility. Hence, due to the complexity of dependency between these
inputs, formulating a single formula is not trivial. Thus, fuzzy-based methods
were proposed to design the model. The solution for a specific social network site
was not limited but the proposed model can be deployed in all social networks.
Moreover, users can be informed about their privacy level and how much data
they have been shared in such networks.
The next section formulates the problem. Section 3.3 specifies the design and
the mathematical formulation for calculating the privacy disclosure score. Section
3.4 presents the evaluation of the model using real social network data. Section
3.5 discusses the comparison of the study with other techniques. The final section
presents the summary of this work.
3.2 Problem Definition
In measuring users’ privacy in online social networks, two general factors can be
treated as inputs for measuring the privacy disclosure score of users; these are
visibility and sensitivity of information. While calculating each factor is a diffi-
cult task, this issue becomes more significant where there are multiple sources of
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data and users reveal their attributes and information on different sites. These
attributes and information can be either structured or unstructured data.
In the first step of this research, it is focused on answering the following ques-
tions:
• What factors influence on users’ privacy in online social networks?
• How can the privacy disclosure of each user for the shared structured infor-
mation in multiple social media profiles be measured?
Since the privacy disclosure score of a user can be measured, users can under-
stand what is their privacy level compared with other users. Thus, users can pay
more attention to their privacy to bring it to an acceptable level. For measuring
the privacy disclosure score, it is considered that users’ attributes (such as con-
tact numbers, emails, addresses, job details, hobbies and interests) can be gained
from n different sources. For calculating the privacy disclosure score, the sen-
sitivity and visibility of information as the inputs for the proposed system was
measured. Function (Fsen) indicates the sensitivity of each attribute of the users
from multiple sources.
Beside calculating the sensitivity, formulas to calculate the factors that have
impact on users’ visibility need to be provided. These factors are known as ac-
cessibility to information (Facc), difficulty of data extraction of users’ information
(Fdi f ) and the data reliability for each attribute (Frel).
For a user, the score of privacy is calculated as a combination of the sensi-
tivity score and the visibility score of the user combining several attributes such
as name, age, gender, email, hometown, job details and interests from different
data sources. Here, it was assumed that each user is involved in multiple social
networks and each attribute is disclosed to the other users in different manners,
based on the usage of the social network. For example, the job details on a so-
cial network site like LinkedIn are probably more visible than on another social
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network site such as Facebook.
3.3 Privacy Scoring Framework
Figure 3.1 presents the overview of the privacy disclosure score framework. In
the first phase, the attributes for calculating the privacy are considered. These
attributes can be extracted from structured data (such as username, family or
Age) or obtained from unstructured data (such as blogs, messages and images). It
should be noted that this research is not concerned with the technologies that can
extract these attributes or the methods that can be used to collect the data. After
obtaining the framework attributes, the sensitivity and the visibility of users is
computed. At first, the sensitivity of the information is measured. It is taken into
account that some attributes like religious and political views are more sensitive
than others. These factors are to be considered in computation of the sensitivity.
Next, calculation is made on the visibility, based on three factors that have
a direct impact on visibility (accessibility to information, the difficulty of data
extraction and reliability of data). The overall privacy disclosure score is finally
obtained from the combination of sensitivity and visibility scores. Finally, the
result is analysed and the users are informed as to how strong their privacy level
is, in comparison with other users.
3.3.1 Calculation of Sensitivity
Sensitivity shows the risk associated with the attributes of the user. When the
sensitivity of an attribute increases, the risk posed by information disclosure of
the individuals also increases. Srivastava and Geethakumari (2013) calculated
the sensitivity score for 11 attributes for measuring the privacy score based on
the quotient model. Their results indicated that the most sensitive attributes are
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Plan the Measurement
Privacy Attributes (Considering both Structured and 
Unstructured Data)









Measure the Overall 
Privacy Score
Analyse the Measurement & Report the Result  
Measure Visibility 
Score
Figure 3.1: Overview of Privacy Score Framework
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related to political views, religious views, contact number and relationship sta-
tus. In contrast, birthdate and current town details are not that sensitive for the
users. For sensitivity score (FSen), the sensitive values derived by Srivastava and
Geethakumari (2013) are employed. This is shown in Table 3.1 for each profile
item in their sample. The range of the sensitivity is between 0 and 1 where 0
indicates the lowest sensitivity and 1 indicates the highest.













3.3.2 Calculation of Visibility
Visibility determines how widely accessible the attributes of a user are in an on-
line social network. For calculating the visibility, three factors that influence the
visibility of user information on online social networks were considered. These
factors are ease of accessibility, the difficulty of data extraction and the frequency
of occurrence of information disclosure. The current predefined permissions for
attributes satisfy the visibility of each item for each user. While some informa-
tion of a number of users is publicly available, other attributes can be private or
semi-private.
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Accessibility Calculation
Accessibility is defined as a measure of permissions that are given for sharing
information with others. In other words, accessibility indicates how many people
can have access to a specific piece of information and to what level. There are four
different levels for users’ information accessibility. The information can be (a)
accessible only by the owner of the information, (b) accessible by his/her friends,
(c) accessible by his/her friends of friends and finally (d) publicly available.
Figure 3.2: Structure of accessibility score matrix for privacy measurement for
each user
An Accessibility Value (AV) between 1 and 4 is given to each attribute (1 →
not accessible except data owner, 2→ accessible by friends, 3→ accessible by
friends of friends, 4→ publicly available). For calculating the accessibility of each
profile item (Facc), it is assumed that each user is participating in n different online
social network sites while they have different sensitive attributes. The sources in-
dicate in which online social network a user participates. Based on the nature
of each online social network, accessibility values may vary. As a case in point,
the interest of a user can be accessible much more easily than his/her educational
network, such as academia. Let i be source, n be the number of sources, j be an at-
tribute, and m be the total number of attributes. Figure 3.2 shows the structure of
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accessibility score matrix for calculations. After assigning the accessibility values
to each of the attributes for each social network, an algorithm (Facc) to calculate
the accessibility is provided (Refer to algorithm 1). After initialising the matrix,
the temp function sums up the total accessibility value of each profile item of a
user from the source he/she has shared the information.
Algorithm 1: computing accessibility for an attribute
Data: Input: User response matrix with m columns and n rows
Result: Accessibility score of each attribute;
// Initialize the temp matrix;
for k = 1 : m do
// Extract the kth column and put it in col variable
Based on the input, delete the entries that do not meet the condition i.e.
if the difference between the maximum number and minimum number
in each column is equal to three, delete ones;
// calculate the mean after checking the defined
condition
end
for j = 1 : m do
Initiate counter and sum variables with value equal to zero;
for i = 1 : n do
if temp(i, j) 6= 0 then
sum = sum + input(i,j);
counter = counter + 1;
end




It should be noted that the reason for deleting ’xij’ when the range is equal to 3
is that there is an attribute publicly available in one source, while its accessibility
is completely private in another source(s). While user data in a source is publicly
available and anyone can have access to it, user’s ”only accessibility” preference
does not make sense in other sources. Therefore, it can be concluded that the data
that have an impact on user privacy should be calculated. In another scenario, the
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data accessibility might not be publicly accessible or could only be accessed by
the user. The privacy measurement can be calculated by the by users’ defined
permission to the information. In this case, the mean of the accessibility value of
each attribute for each user is calculated.
Data Extraction Difficulty
One factor that is important to compute the privacy is the difficulty of extracting
private information from different formats of data. Extracting attributes from
structured data is much easier than from unstructured data. For example, it is
harder to understand a user’s religious view from his/her picture, than from
the network in which he/she clearly stated religious views. For calculation of
the difficulty, three levels have been defined (3 → low difficulty, 2 → medium
difficulty, 1→ high difficulty). Naturally, the more a profile item is accessible;
the less difficult data gathering is. To compute how difficult it is to extract an
attribute, the mean of extraction difficulty of each attribute for each of the social
networks is calculated.
Fdi f = ∑
n
(di f j)
where di f j indicates the difficulty of extracting an attribute from a social network
data.
Data Reliability Calculation
Reliability is a criterion that can describe with what confidence a particular at-
tribute has been disclosed in one or multiple sources. In this context, for each at-
tribute of a user, the overall reliability of data disclosure for each attribute of the
users is considered in order to appraise it in a total visibility calculation. As reli-
ability of sensitive information will increase with a greater number of resources
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validating it, a sigmoid function to measure the reliability of data is used. The
reason for using the sigmoid function is that this function supports the differen-





where ’s’ indicates the number of sources in which the attribute has been re-
vealed. The output boundary for this function is [0,1], where the number of
sources of disclosure increases, the reliability increase.
Total Visibility Calculation
The proposed method for calculating the overall visibility score for the users is
based on a set of fuzzy rules that occurs for users in different situations. The rea-
son for choosing the fuzzy inference system (FIS) (Ghanei and Faez, 2016; Gra-
bisch et al., 2013) is based on the nature of the system and the process complex-
ity, and this involves various interacting parameters. Hence, FIS is considered
to be a suitable method for application to this type of decision system. After
defining the rules based on the inputs (Calculated numbers for the accessibility,
difficulty of data extraction and frequency of occurrence), the Mamdani fuzzy
inference (Wang et al., 2013) is used. Assume that a user wants to know what
is his/her visibility level if his/her personal information is revealed in multiple
datasets. The designed fuzzy system can explain to the user at which level of
privacy (in context of visibility) he/she is situated. The process of FIS (Figure 3.3)
based on Mamdani’s method (Wang et al., 2013), would be as:
1. Fuzzification (of inputs): antecedent evaluation for each rule – obtain mem-
bership values from crisp values
2. Implication: obtain the consequences of each rule
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3. Aggregation: combining step 2 output for each rule into a single fuzzy set
by using a fuzzy aggregation operator





Mamdani Fuzzy Inference 
System
Visibility Score
Figure 3.3: Fuzzy Inference System Overview
In the fuzzification step, a generalised bell function was selected as the mem-
bership function to define the fuzzy sets. The generalised bell function is given
by:
f (x, [a, b, c]) =
1
1 + | (x−c)/ a|2b)
As can be seen, this function depends on three parameters a, b and c. Each of
these parameters has a physical meaning. Parameter c determines the centre of
the corresponding membership function. Parameter a is the half width; and b
controls the slope at the crossover points. Figure 3.4 shows an example of a plot-
ted generalised bell function. Table 3.2 presents the details of each membership
function used in fuzzy inference model.
Apart from the membership function details, a set of rules was defined to
make a logical calculation for the visibility of a user’s attributes based on the in-
puts (Table 3.3 - the notations in the table are as follows: VL= Very low, L= Low,
M=Medium, H=High, VH=Very High, X=Can be in any state). According to the
fuzzy inference system model and fuzzy logic, the logical AND operator were
treated as ‘min’ while the OR operator treated as a ‘max’ operation on the cor-
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Table 3.2: Membership Function Database
LV Type MF Range a b c
Accessibility Input Very Low [0,4] 1.171 11.8 0
Accessibility Input Low [0,4] 0.449 7.73 1.85
Accessibility Input Medium [0,4] 0.367 5.439 2.67
Accessibility Input High [0,4] 0.667 14.28 4
Difficulty Input Low [0,3] 1.16 14.48 0
Difficulty Input Medium [0,3] 0.492 6.67 1.81
Difficulty Input High [0,3] 0.5 8.56 3
Reliability Input Very Low [0,1] 0.172 18.1 0.25
Reliability Input Low [0,1] 0.136 19.2 0.567
Reliability Input Medium [0,1] 0.086 13.2 0.798
Reliability Input High [0,1] 0.02 12.3 0.919
Reliability Input Very High [0,1] 0.132 32 1.08
Visibility Output Very Low [0,8] 1 11.2 0.799
Visibility Output Low [0,8] 0.628 7.59 2.64
Visibility Output Medium [0,8] 0.792 23.6 11.4
Visibility Output High [0,8] 0.688 12.3 5.69
Visibility Output Very High [0,8] 1 11.1 7.608
Linguistic Variable (LV), Membership Function (MF)
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Figure 3.4: An Example of Generalized Bell Function
responding membership function. Thereafter, max operation for the aggregation
of the database rules on the resulting of the resultant (corresponding) rules was
applied.
The fuzzy rules in the model have been obtained after several consultations
with experts in the domain knowledge. The membership functions are defined
such that they most precisely match the values of a particular attribute. For exam-
ple, if the accessibility of data is high (that is, the data is publicly available), and
the frequency of occurrence is high (data published in more than three sources)
as well, then the visibility (regardless of the value of data extraction difficulty) is
high. The rest of the rules have been defined by this method (applying the experts
knowledge).
The last step in a fuzzy inference system is defuzzification. A defuzzification
method permits the acquisition of a crisp number from a fuzzy value. The two
most practical methods are: mean of maxima and centroid (centre of mass) (Torres-
Garcı́a et al., 2016). In this model, the centroid function is exploited (which pro-
vide us wish a better result compared with other fuzzy functions), which indi-
cates the centre of the area under the curve to obtain a crisp value for the output
(visibility). This method computes the output (a crisp number) from defined rules
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Table 3.3: Fuzzy Rules Database
Inputs Output
Accessibility Difficulty of data extraction Frequency of occurrence Visibility
1 X X VH VH
2 L L VL VL
3 L M VL VL
4 L H VL L
5 VL X VL VL
6 VL L M L
7 VL M M M
8 VL H M M
9 VL X L VL
10 VL X H M
11 L X L L
12 L X M M
13 L X H M
14 M X VL L
15 M X L M
16 M L M M
17 M L H H
18 M M H H
19 M H H VH
20 H X VL L
21 H L L L
22 H M L L
23 H H L M
24 H X M M
25 H X H H
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x1 x f (x)dx∫ x2
x1 f (x)dx
where the centroid function of the area bounded by B = [x1, x2] and the x-
axis, and the function Fvis(x) converts points of ’B’ to a crisp value. The obtained
value can be considered as the visibility score for the users’ attributes. The FIS
model for a sample is illustrated in Figure 3.5.
3.3.3 Calculation of Privacy Score
By considering the βi as the sensitivity of each attribute and Fvis(x) as the visi-
bility of each attribute, the overall privacy disclosure score of each user can be
calculated by privacy disclosure score function given by:
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Privacy = ∑
m
i=1 βi ∗ Fvis(xi)
m
where i indicates the i-th attribute of a user and m is the number of attributes. As
the calculated value increases, it indicates that a user is more likely to have a risk
of privacy and information disclosure, where less disclosure would be better.
3.4 Experimental Evaluation
In this section, the evaluation of the proposed privacy model is presented. Firstly
the evaluation of the validation of the model is presented. Then, the accuracy
of the model using real case studies is evaluated by comparing it with the pri-
vacy scoring model proposed by Liu and Terzi (2010a) which is the most recent
polytomous approach for structured data.
3.4.1 Model Validation
To validate the privacy model, a simple test was undertaken in which three dif-
ferent cases were chosen: a user who has all the data public, a user who has all
data private and a user who has some data public and some private. In a valid
model, the obtained privacy scores should match the expected theoretical scores
for the three chosen cases, that is, highest score, lowest score and in between,
respectively. Table 3.4 illustrates the visibility scores obtained from theour pro-
posed model for three different cases. Clearly, the scores are fairly close to the
theoretical expectation. For example, for user a, the visibility score is close to the
highest expected score ’8’. As in the proposed privacy function, sensitivity values
are constant for a given user, therefore the privacy function validity is verified by
the validity of the proposed visibility function.
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3.4.2 Case Study
In the previous section, the author measured to what extent the users’ personal
information is revealed in multiple sources of online social networks. In other
words, the intent is to calculate the privacy risk based on how much information a
user has disclosed overall, in all the social networks. Here, the data were gathered
from 15 users who were involved in four different online social networks (Face-
book, ResearchGate, LinkedIn, and Google+) containing 11 attributes (as in Table
3.1) for each user, in order to measure the information disclosure and privacy risk
of those users. The chosen number of users covers a diverse range of values from
user profiles that is required to show the effectiveness of the proposed privacy
score method. Then, to calculate the privacy disclosure score of users, two fac-
tors (sensitivity and visibility) that have a direct influence on users’ privacy were
considered. The sensitivity values were obtained from the literature review and
historical work. In order to compute the visibility score, a Mamdani fuzzy infer-
ence system to obtain the visibility score after calculating the related functions
(Accessibility, Difficulty of data extraction and Reliability) was deployed. Then,
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the overall privacy disclosure score for each user was computed. At the final step,
the privacy disclosure score of all the users with the privacy scoring model of Liu
and Terzi (2010a) was compared to evaluate the accuracy of the proposed model.
Table 3.5: Two Users’ Accessibility
User (Accessibility) User o (FB, RG, LD, G+) User b (FB, RG, LD, G+)
Contact number (2,2,4,3)→ Facc = 2.75 (1,1,1,2)→ Facc = 1.25
Email (2,2,3,4)→ Facc = 2.75 (1,1,1,2)→ Facc = 1.25
Address (2,2,2,4)→ Facc = 2.5 (2,1,2,1)→ Facc = 1.5
Birthdate (3,2,3,4)→ Facc = 3 (1,1,1,1)→ Facc = 1
Home town (3,2,3,4)→ Facc = 3 (2,1,1,1)→ Facc = 1.25
Current town (3,3,2,4)→ Facc = 3 (3,1,2,1)→ Facc = 1.75
Job details (2,4,4,4)→ Facc = 3.5 (2,1,4,1)→ Facc = 3
Relationship Status (3,2,2,4)→ Facc = 2.75 (2,1,1,1)→ Facc = 1.25
Interests (3,3,2,3)→ Facc = 2.75 (2,1,3,1)→ Facc = 1.75
Religious views (3,2,2,4)→ Facc =2.75 (1,1,1,1)→ Facc = 1
Political views (2,2,1,1)→ Facc = 1.5 (1,1,1,1)→ Facc = 1
Analysis of Results
For the experiments, the value of Facc and Fdi f functions were calculated by con-
sidering the accessibility and difficulty values of each attribute for each user as
the input. These values may vary in each social network.
By considering the user accessibility (Table 3.5) and difficulty of data extrac-
tion (Table 3.6), the final calculated values for the accessibility and difficulty score
for two users (user o and user b - FB=Facebook, RG=ResearcGate, LD=LinkedIn,
G+=Google+) are provided as a sample.
Table 3.7 illustrates the gained values from the fuzzy inference system. It
should be noted that if the accessibility of all sources has the value equal to 1
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Table 3.6: Two Users’ Data Extraction Difficulty
User (Difficulty) User o (FB, RG, LD, G+) User b (FB, RG, LD, G+)
Contact number (2,2,3,3)→ Fdi f = 2.5 (1,1,1,2)→ Fdi f = 1.25
Email (2,2,3,4)→ Fdi f = 2.5 (1,1,1,2)→ Fdi f = 1.25
Address (2,2,2,3)→ Fdi f = 2.25 (2,1,2,1)→ Fdi f = 1. 5
Birthdate (3,2,3,3)→ Fdi f = 2.75 (1,1,1,1)→ Fdi f = 1
Home town (3,2,3,3)→ Fdi f = 2.75 (2,1,1,1)→ Fdi f = 1.25
Current town (3,2,3,3)→ Fdi f = 2.75 (3,1,2,1)→ Fdi f = 1.75
Job details (2,3,3,3)→ Fdi f = 2.75 (2,1,3,1)→ Fdi f = 1.75
Relationship Status (3,2,2,3)→ Fdi f = 2.5 (2,1,1,1)→ Fdi f = 1.25
Interests (3,3,2,3)→ Fdi f = 2.75 (2,1,3,1)→ Fdi f = 1.75
Religious views (3,2,2,3)→ Fdi f = 2.5 (1,1,1,1)→ Fdi f = 1
Political views (2,2,1,1)→ Fdi f = 1.5 (1,1,1,1)→ Fdi f = 1
(only accessible to the user), the reliability of the data would be zero and that pa-
rameter is exempted from the final calculation for visibility (in other words, the
visibility for that parameter is zero).
For the moment, the fuzzy inference system is used to calculate the visibility
of each attribute for the users. Table 3.8 shows the obtained values for visibility.
By comparing the results of the table, it can be seen that users do not tend to
provide the information, which is more sensitive than the other attributes. Based
on the experiments, it was found that users are likely to disclose their information
such as email addresses, current towns and interests, while information related
to their political and religious views has less likelihood of disclosure.
After computing the visibility score of each attribute for the users, the next
step is to calculate the overall privacy disclosure score for the users. Regarding
the case study, which involves 15 users, a privacy disclosure score calculation was
deployed, having been derived from the previous section.
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Table 3.7: FIS-based visibility calculation
User (Difficulty) User o User b
Facc Fdi f Frel Fvis Facc Fdi f Frel Fvis
Contact number 2.75 2.5 0.96 7.32 1.25 1.25 0.46 1.5
Email 2.75 2.5 0.96 7.32 1.25 1.25 0.48 1.52
Address 2.5 2.75 0.97 7.3 1.5 1.5 0.76 4.11
Birthdate 3.2 2.75 0.96 7.32 1 1 0 0
Home town 3.2 2.75 0.96 7.32 1.25 1.25 0.46 1.5
Current town 3.2 2.75 0.96 7.32 1.75 1.75 0.76 4.11
Job details 3.5 2.75 0.96 7.32 3 1.75 0.76 7.32
Relationship Status 2.75 2.5 0.96 7.32 1.25 1.25 0.46 1.5
Interests 2.75 2.5 0.96 7.32 1.75 1.75 0.76 4.11
Religious views 2.75 2.5 0.96 7.32 1 1 0 0
Political views 1.5 1.5 0.76 4.11 1 1 0 0
Table 3.9 shows the computed results for the users and illustrates the final
privacy disclosure score of the users in the case study. Regarding the obtained
value for the privacy disclosure score of each user, it can be observed that the
users who have greater willingness to disclose their information (both sensitive
and non-sensitive) have higher risk for their privacy.
Figures 3.6 and 3.7 illustrate the overall privacy disclosure score of each user
as measured by two different methods after data normalisation (between 0 and 1).
In figure 3.6, the comparison of the results indicates that majority of calculations
applying FIS model exhibit higher disclosure scores, excluding two exceptions of
‘i’ and ‘l’. This generally higher level of privacy disclosure score from FIS model
is because of using a higher number of input data from multiple sources which
results in revealing more information, as well as the accuracy and reliability of
each attribute itself.
For better clarification, three users with three different patterns have been




















































































































































































































































































































































































































































































































































































































































































































































































































































































































FIS Model Liu & Terzi Model(Facebook)

























FIS Model Liu & Terzi (Average of 3 sources)
Figure 3.7: Comparison of FIS and Liu model (Average of 3 sources) for PDS
calculation
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compared. For the first case, the user ‘i’ exhibits an exceptionally higher pri-
vacy disclosure score using the Liu & Terzi model (0.56 for the Liu & Terzi (Liu
and Terzi, 2010a) model vs 0.37 for FIS model) as a reason for sharing a high level
of sensitive information within one source of input data. This user has shared
most information on Facebook and did not provide a sufficient amount of sensi-
tive information on other sources resulting in a lower level of reliability of data
(which is calculated in the fuzzy phase) and consequently a decrease in the pri-
vacy disclosure score calculated by the FIS model. Hence, the obtained value by
the Liu & Terzi method is higher which is reasonably practical for a single source
of data. For the second case, user ‘l’, similarly indicates comparable disclosure
scores for both models ( 0.45) due to the high proportion of released data in Face-
book as one of the sources of information. Comparison of results obtained from
users ’l’ and ’o’ indicates that both users have revealed the same amount of infor-
mation on their Facebook profiles (6 out of 11 attributes). For the last case, user
’l’ has disclosed more sensitive information than user ’o’, resulting in a higher
exposure score for user ’l’ with the Liu & Terzi model. While the majority of the
information shared by user ‘o’ on Facebook is not sensitive, other sources provide
publicly available sensitive information. Therefore, unlike the obtained low level
of disclosure score using the Liu method, the privacy disclosure score for user ‘o’
computed by the fuzzy method is very high.
Figure 3.7 illustrates the results from the FIS model with the average score of
three social network sources (i.e. Facebook, LinkedIn and ResearchGate) calcu-
lated using the Liu & Terzi model. The graph clearly shows that the obtained av-
erage score is not sufficient to capture the risk of disclosure across multiple sites,
excluding the user ‘a’. User ‘a’ exhibits a significantly lower score of privacy dis-
closure by FIS model because of the scattered distribution of the attributes within
each individual source. In this case, the reliability of data in the fuzzy function
may not provide a high value as does the Liu & Terzi model.
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3.5 Comparison with Other Techniques
In measuring privacy in online social networks, it is not inherently clear which
information can result in a significant loss such as identity theft. Other risks
are even harder to measure; comments about and pictures of a user, which are
risk-free for some individuals, can be detrimental to others. One likely case is
a criticism against a religion or government. In some countries and cultures,
such criticism is broadly accepted whereas, in other countries, an individual can
get in severe difficulties for making such comments (Renner, 2010; Bonti et al.,
2012). Another risk of using online social networks is posting vacation informa-
tion when users are abroad, intruders decide when to rob the house based on the
information they gather.
As discussed in Chapter 2, Section 2.3.3, several techniques and methods
have been proposed to calculate and compute privacy and information sharing
in a public manner, including algorithmic and statistical approaches (Maximilien
et al., 2009; Renner, 2010; Becker, 2009; Srivastava and Geethakumari, 2013; Liu
and Terzi, 2010a; Anderson, 2013) which state the significance of quantifying pri-
vacy in an online social network. This issue becomes even more critical in the
case of protecting the huge volume of corresponding personal information, espe-
cially in large-scale online social networks. Table 3.10 shows the comparison of
previous key methods for measuring and calculating the privacy of online social
networks and public data. All these studies consider measuring privacy risks
and information leakage for the user from only a single source of data. Beside the
aforementioned studies, several authors proposed tools for the configuration of
privacy settings in specific online social networks. As shown in Table 3.10, pre-
vious methods had considered only a single source of online social networking
sites, while in the proposed model, multiple online social networking sites are
considered to calculate the privacy disclosure score of the users. Moreover, ex-
cept for the Liu and Terzi (2010b) method, all other methods and models applied
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the dichotomous approach (data is publicly available or private) for computing
the privacy score, while their proposed model is the only polytomous-based one.
The other point of uniqueness in the proposed model is its independence from
data-type and data structure. In other words, as the level of visibility and the sen-
sitivity of information which is shared in online social media is considered, the
proposed model is able to measure the privacy risk for that user. Hence, based
on information extracted from a social networking site, the proposed model can
be run and applied to that data.
3.6 Summary
In this chapter two aspects were considered to compute the overall privacy disclo-
sure score of a user who is participating in multiple social networks, namely, sen-
sitivity and visibility. The information sensitivity was obtained from prior studies
for use in the proposed system. Next, information visibility was computed as it
has a direct impact on a user’s privacy disclosure score by applying the fuzzy
technique. Regarding the obtained privacy disclosure scores, it is concluded that
users’ privacy disclosure scores depend directly on the amount of information
a user discloses, such as religious views, political views and relationship status.
Also, the results obtained in this study allow the conclusion that considering in-
formation from multiple social sites gives a more accurate estimation of privacy
risk. The work is formulated as a working formula that calculates the privacy dis-
closure score of each user while user’s data is gathered from multiple sources of
online social networks (such as Facebook, Twitter, LinkedIn, ResearchGate, and
Google+). There is no limitation of the solution to a specific social network site
but the proposed model can be deployed in all social networks. Finally, users
can be informed about their privacy levels and how much data they have shared
in such networks. In the next chapter, it will be shown how the privacy mea-


















































































































An Automated Model to Score the
Privacy of Unstructured Information
”People get a little sidelined thinking that fame and fortune is going to bring them hap-
piness, peace and contentment in their lives. Everyone thinks they want to be famous until
the paparazzi are in their face, and then they’re asking, Just give me some privacy.” (Linda
Thompson)
Measuring the privacy of unstructured data caused from textual information
comes with difficulties as it is not clear what metrics are influencing the privacy
of the sentiments. Although there are various studies of privacy evaluation from
the structured information extracted from unstructured data, there are limited
privacy scoring methods concentrating on the views of the individuals and these
cannot appropriately provide an accurate privacy score of shared unstructured
data in social networks. Here, in this chapter, an automated fuzzy based model
is proposed that can extract the privacy-related features, as well as the related
shared structured data, and measure and warn users regarding the level of pri-
vacy risk they have on online social platforms. The evaluation of the proposed
model indicates that it can measure users’ privacy risks in a more accurate man-
ner compared with previously proposed methods and available commercial soft-
ware in the domain.
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4.1 Introduction
As mentioned in the previous chapter, it not easy to estimate privacy as the pri-
vacy settings are time-consuming and complicated. Moreover, many of the online
social network users may not be competent in estimating the privacy risk (Aghasian
et al., 2017), and when it comes to content sharing, an approximation of privacy
risk becomes harder as there are insufficient privacy settings related to unstruc-
tured data (Fiesler et al., 2017). Several comments about a user may exist in
his/her friends’ social profiles and this is not easy to control. Hence, there is a
need for mechanisms to measure or preserve the privacy of the users who share
information on social media. It is not inherently clear what factors can influence
the privacy calculation of the unstructured data. As the intention of the shared
sentiment may vary depending on context and terms can have a different mean-
ing in a shared sentiment, it is not easy to handle unstructured data in terms of
privacy calculation.
In this regard, to measure the privacy risk, there are a few methods proposed
to score the information leakage in social networking sites for unstructured data.
Farzindar and Inkpen (2015); Wilson et al. (2005) have focused on the polarity of
the sentiments regardless of the risk score for the shared information. This is also
known as orientation which is the emotion expressed in the sentence. It can be
positive, negative or neutral. Polarity in sentiment analysis refers to identifying
sentiment orientation [positive, neutral, and negative] in written or spoken lan-
guage. Other researchers (Khazaei et al., 2018; Canfora et al., 2018) focused on
the polarity of the sentiments or the number of false positives (a false positive
is an outcome where the model incorrectly predicts the positive class) and true
negatives (is an outcome where the model correctly predicts the negative class)
of unstructured data rather than the exact amount of privacy risk caused by the
shared sentiments. As users share different free-format texts in multiple online
social sites, more information about them can be mined. Hence, the privacy risk
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may increase. Accordingly, to provide an accurate privacy scoring model, there
is a need to consider overall shared information including both structured and
unstructured across all of the social media platforms in which a user participates.
The aim of this chapter is to explore the causes of privacy risks for users of
social media sites and to propose a privacy scoring model in social media to in-
form users about the level of their privacy in the unstructured information they
have shared. Moreover, the integration of the proposed approach to social media
platforms could help users to be informed of the risk of what they are writing
before they share it.
The rest of this chapter is organised as follows: Section 4.2 explains the prob-
lem definition and provides the overall design of the model for measuring the
privacy score of shared sentiments. Section 4.3 presents the evaluation of the pro-
posed model applying real social network data. Section 4.4 discusses the compar-
ison with other techniques in text mining and proposed privacy scoring models.
Section 4.5 addresses the conclusion of the study.
4.2 Problem Definition & Privacy Scoring Model
As privacy breaches and risks for online social media users increase, there is a
need to provide protective methods to ensure safety on such social media sites
or to control users’ personal information and enable them to perform their on-
line activities in a safe manner (Bell, 2014; Lipschultz, 2014). One way to tackle
the users’ safety issues on online social networks is to measure the privacy risk.
Measuring the users’ privacy for their shared information on online social net-
working sites is a challenging task. It is also becoming more challenging when it
comes to unstructured data as a term may be sensitive in a post or comment while
it does not influence the privacy of the user in another tweet, post or comment.
This study considers the following questions:
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• What pieces of information in a context may lead to privacy breach or risks
for users on online social networks?
• How should the views of users on what causes privacy risks for them on
online social networking sites be measured?
In this case, one important factor that should be considered to score the pri-
vacy is to comprehend the views of individuals. This becomes more vital when
there are multiple data sources and users disclose their information on various so-
cial sites. As more information in the form of unstructured data is being shared,
the probability of privacy risks increases. Since users disclose both structured
and unstructured information on social networking sites, one cannot rely solely
on unstructured data to score the privacy of users or decide the polarity of the
sentiment. The background knowledge of users, which is shared among social
network sites, is an essential factor that should also be brought into considera-
tion. For example, imagine the following sentiment shared by two different users
(User a – from country x, User b – from country y):
Sentimentsample =
user a & I hate country ‘x’user b & I hate country ‘x’
As can be observed, both users have shared identical statements. In this case,
depending on the background information such as religious belief and country
they are from, same statement can be interpreted with different sentiments. The
shared text by user a may not be sensitive while the statement shared by user b
may include racist content which is a negative polarity. Hence, besides the text
itself, there is a need to know some background details about the users, such as
age range, country, religion or political views, if applicable, in order to provide a
good estimation of privacy risk for shared statements.
Figure 4.1 shows the overall flow of the privacy scoring process of the pro-
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posed model. The model is comprised of three different phases. In the first phase,
information retrieval and pre-processing of the data occur. Then, the privacy
score of the sentiment is measured by considering some background information
of users based on fuzzy systems. Finally, the output of the proposed system pro-
vides the privacy score of users who have shared information on online social
networking sites.
In the proposed model, unstructured data, which will be gathered from on-
line social networks including tweets, comments and posts, is used to score pri-
vacy. Sensitive information or personality traits of users which have been shared
through these social network sites are also considered in scoring privacy. More-
over, some background information of users will be collected to justify the credi-
bility of the model. Here it is presumed that each user participates in multiple on-
line social networks and different types of free-format texts are revealed to other
users, depending on the nature of the social media. Unlike other methods, the
aims are to see what can be intercepted from shared unstructured data, to score
privacy and to warn users based on the level of vulnerability and importance of
that piece of shared information.
4.2.1 Information Retrieval and Pre-processing
Before processing the sentiments of the users, there is a need to understand what
features of a sentiment may lead to a privacy breach in the shared textual infor-
mation of users of online social media. To achieve this, an open dataset of social
networks from Kaggle1 repository for the training set was acquired. The dataset
contains the tweets, posts and comments of public figures and also incorporates
different information about sport, politics, health and other domains. The aim of
the message has been specified in the dataset as well.
1https://www.kaggle.com/
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To process the unstructured data, firstly, stop-words and the noise are re-
moved. Stop-words include any words with two or fewer letters which exist
in the document and also some words which do not affect the meaning of the
unstructured data like ’the’. These words have been specified in a separate dic-
tionary. Next, the noise is removed from the documents. Noise includes any sign
or marks (like exclamation marks or question marks).
To extract the features, firstly, both uni-grams and POS bi-grams tagging tech-
niques (Toutanova et al., 2003) were applied to extract meaningful terms from the
unstructured data of each user. By mapping the extracted terms with the index
dictionary,2 it is possible to find out which terms are positive, negative or neu-
tral in a context. The phrases can contain nouns, verbs or adjectives which are
extracted from Wordnet English lexical database (Miller, 1995).
In the next step, to train the model, three different scenarios have been consid-
ered to find out which one would be best fitted into the model. The considered
scenarios are as follow:
• Only the shared unstructured data is considered to train the model.
• Only the number of positive and negative phrases in each sentiment is con-
sidered.
• The model is trained by accumulating the unstructured data and the num-
ber of positive or negative words.
In the first scenario, the features that have an impact on the privacy of users
such as negation, adjectives and adverbs regarding their F-Score, are considered.
In the second scenario, for understanding the informative phrases within a text,
the tfidf numerical statistic has been applied to consider the importance of a word
in a sentiment. Considering d as the document and t as the term, the frequency
of the term is calculated by (Schütze et al., 2008):
2The index dictionary contains three different dictionaries including positive terms, negative
terms and neutral.
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tf(t, d) = log(1 + ft,d) (4.1)
if ft,d is higher than 0. Otherwise, the result is equal to zero. The reason for
applying the logarithmic formula is related to the probability of the occurrence
of a term in a document. (It is not likely that x occurrences of a phrase in a
document actually carry x times the importance of a single occurrence) Next, the
inverse document frequency is calculated by:
idf(t, D) = log
N
|{d ∈ D : t ∈ d}| (4.2)
where N is the sum of documents in corpus. At last, the tfidf is calculated by:
tfidf(t, d, D) = tf(t, d) · idf(t, D) (4.3)
In the third scenario, model training is achieved by accumulating the unstruc-
tured data and the number of positive or negative words. The comparison of the
model accuracy of the applied supervised machine learning methods (both Naive
Bayes and J48 decision trees), considering cross-validation, enables the choice of
the most appropriate technique. Then the rules for scoring the privacy are de-
fined. It should be noted that other machine learning classification mechanisms
have been applied for the hypothesised scenarios and Naive Bayes and J48 trees
have provided comparatively better results than other techniques.
In the test phase, a corpus has been created which contains any shared infor-
mation by users which can be in the form of tweets, posts or the comments con-
taining some background information. After selecting the best fitting scenario,
the gained information, as an input to define the membership function of the
fuzzy system, was applied. Also, the background knowledge is considered as an-
other input for privacy scoring. By applying the fuzzy system, it can be decided
whether the risk of shared unstructured data is low, medium or high.
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Table 4.1: Membership Function Database
LV Type MF Range a b c d Applied MF
No. of Features Input Low [0,10] 2.82 3 - - Spline-based
No. of Features Input Medium [0,10] 109 294 61.7 6.04 Sigmoid Derivative
No. of Features Input High [0,10] 24.2 6.02 - - Sigmoid
Positive Terms Input Low [0,8] 1.9 2.01 - - Spline-based
Positive Terms Input Medium [0,8] 300 1.98 163 4.98 Sigmoid Derivative
Positive Terms Input High [0,8] 3.1 5 - - Sigmoid
Negative Terms Input Low [0,8] 0.98 1.01 - - Spline-based
Negative Terms Input Medium [0,8] 61.9 1.01 1.48 2.96 Sigmoid Derivative
Negative Terms Input High [0,8] 2.95 2.98 - - Sigmoid
Background Knowledge Input Low [0,1] 0.1 0.199 - - Spline-based
Background Knowledge Input High [0,1] 0.153 0.617 - - Sigmoid
Privacy Score Output Low [0,1] 0.242 0.31 - - Spline-based
Privacy Score Output Medium [0,1] 325 0.31 370 0.6 Sigmoid Derivative
Privacy Score Output High [0,1] 142 0.62 - - Sigmoid
Linguistic Variable (LV), Membership Function (MF)
4.2.2 Unstructured Data Privacy Score
By extracting the features and mapping it to the obtained results from the train-
ing set and accumulation with the background knowledge, the rules and mem-
bership functions for the fuzzy system are defined. By defining the membership
function, the related bound of privacy for each tweet, post or comment can be
obtained which provides the final privacy score of that piece of information for
a user and gives support to cluster the level of risk by low, medium and high.
Based on the frequency of the informative terms (existing negative and positive
terms in a sentiment) and obtained results of classification, the membership func-
tion of the fuzzy system is defined. Table 4.1 illustrates the detailed membership
functions and rules applied in the fuzzy system model.
Also, as discussed in Section 4.2, the background knowledge is considered as
another privacy measure. Hence, in the fuzzy system, applying the background
knowledge related to the shared unstructured data can increase the credibility of
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the measurement and can provide a better understanding for users. The back-
ground knowledge of the users indicates if any structured information shared
about a user exists in the same domain of the sentiment. This information can be
obtained from either the same social media profile or other social media profiles
in which the user participates. Hence, the functions are defined in a way that
they provide the most precise results based on the input of the model. A user
who has shared a sentiment regarding his employment situation can be consid-
ered. If the user shares any background information regarding his/her job in the
structured section of the profile, then the level of sensitivity of that sentiment in-
creases. Hence, the privacy risk for the user is heightened compared with a case
in which the user has not shared any information in his/her social media profile.
Excluding the membership functions which have been defined in Table 4.1,
a fuzzy rules database has been defined to create a logical calculation for the
privacy of the users’ shared sentiments based on the inputs (Table 4.2). For the
aggregation of the rules, a max operation has been applied. The defined rules for
the fuzzy system are obtained based on the machine learning results and consul-
tation with the professionals in the domain knowledge.
As has been discussed in (Aghasian et al., 2017), the process of a fuzzy system
contains four steps including fuzzification of inputs, implication, aggregation and
defuzzification. To obtain a crisp number from the defined rules in the fuzzy
system, the sigmoid function has been applied. The application of the sigmoid
function and its derivatives provides the final output of the system based on the
provided metrics obtained from the previous phase. As the sigmoid function is
essentially open to the right, it can appropriately respond to the abstraction such





where e is the Euler’s number (natural logarithm) and x indicates the value of
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Table 4.2: Fuzzy Rules Database
Inputs Output
No. of Features No. of Positive Terms No. of Negative Terms Background Knowledge
1 L X L X L
2 L X M L M
3 L X M H H
4 L X H X H
5 M X L L L
6 M X L H M
7 M X M L M
8 M X M H H
9 M X H X H
10 H L L L L
11 H L L H M
12 H X M L M
13 H X M H H
14 H X H X H
L= Low, M=Medium, H=High, X=Can be in any state
midpoint of the sigmoid function.
It should be noted that the reason for applying the fuzzy system for calcu-
lating the privacy score is related to the uncertainties which exist in natural lan-
guage and the grade of a system which is an interval rather than a crisp number.
It has been proved that the fuzzy system is a scientifically accurate scheme for
linguistic uncertainties modelling (Mendel and Wu, 2006).
4.2.3 System Output
After measuring the privacy score of the sentiments, the results were analysed
and a report was provided for users to realise the level of privacy of that piece of
information, and its polarity. By implementing this, the proposed method helps
users to understand the level of privacy risk related to the shared sentiments be-
longing to them and to consider mitigation actions to reduce the negative impacts
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of shared free-text data.
4.3 Experimental Evaluation
This section presents the evaluation of the proposed privacy scoring model. At
first, the evaluation and accuracy of the machine learning techniques are pre-
sented. Then, the evaluation and comparison of the fuzzy system is illustrated
by applying a real case study with a previously proposed privacy scoring model,
and linguistic inquiry and word count (LIWC) software which is the most relevant
one for text analysis and privacy computation. The proposed system is evaluated
with real online social media data obtained from open datasets.
4.3.1 Machine Learning Methods
To select the inputs for the fuzzy system, three different scenarios were evaluated
to decide which model can be best fitted into the proposed model to apply in
the fuzzy system. To achieve this, a dataset containing 494 instances of tweets,
comments and posts from both Facebook and Twitter online social networking
sites has been considered as the input corpus (including 33 highly sensitive, 321
with medium sensitivity and 140 instances with low sensitivity). Firstly, the fea-
tures as well as the number of negative and positive terms for each instance of
the corpus are extracted and then compared the F-score and precision of the ma-
chine learning methods for different scenarios. Both Naive Bayes and J48 deci-
sion tree machine learning techniques with 10-fold cross-validation were utilised
to determine which scenario comes with the best F-score and precision. Table 4.3
shows the obtained results of different scenarios by machine learning methods.
Although the algorithms in the second scenario provide a better precision and
F-score compared with the other scenarios, the confusion matrices do not pro-
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Table 4.3: Comparison of Machine Learning Techniques
Scenario ML Method Estimate F-Score Precision Recall 95% CI
Text Only Naive Bayes 0.59 0.4 0.41 0.38 0.56–0.62J48 Decision Tree 0.57 0.37 0.37 0.36 0.54–0.6
P+N Terms Naive Bayes 0.64 0.51 0.42 0.64 0.6–0.68J48 Decision Tree 0.64 0.51 0.41 0.65 0.6–0.68
Text+P+N Naive Bayes 0.61 0.42 0.43 0.40 0.58–0.64J48 Decision Tree 0.58 0.35 0.35 0.33 0.55–0.61
ML= Machine Learning, CI=Confidence Interval of Estimate, P=Positive, N=Negative
vide appropriate prediction for low and high classes. The obtained confusion
matrices 4.4-4.6 lay out the occurred errors by the classification techniques and
visualise the algorithm performance. The obtained confusion matrices can help
to incur a better judgment about which scenario can better fit to calculate the pri-
vacy based on the fuzzy system. For the second scenario, the classifier can only
label the data which comes with high density in the dataset. Unlike the confu-
sion matrix for the second scenario (Table 4.5), the Naive Bayes algorithm of the
third scenario (Table 4.6-a) provides a slightly better proportion of classification
compared with other methods. Hence, the Naive Bayes algorithm from scenario
3 is chosen which comes with the highest precision. As the number of values
belonging to each class is not balanced, stratified sampling may improve the pre-
cision of the machine learning methods. Stratification would help to provide the
class proportion of each fold the same as the main dataset which can principally
assure an impartial split between the test and train set. Stratification can preserve
the distribution of class labels of the dataset in each fold that has been created by
the cross-validation. In the proposed classification models, the stratification can
improve the accuracy of the scenario by about 1 to 2 percent.
By comparing the obtained results from machine learning classification meth-
ods in three different scenarios, it cannot be seen that the classification algorithms
of the second scenario have a better model accuracy compared with other tech-
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Act/Pred High Medium Low
High 2 30 1
Medium 7 254 60
Low 2 98 40
(a) Naive Bayes Technique
Act/Pred High Medium Low
High 3 26 4
Medium 17 247 57
Low 5 102 33
(b) J48 Decision Tree Technique
Table 4.4: Confusion Matrices, Scenario 1
Act/Pred High Medium Low
High 0 33 0
Medium 1 320 0
Low 1 139 0
(a) Naive Bayes Technique
Act/Pred High Medium Low
High 0 33 0
Medium 0 321 0
Low 0 140 0
(b) J48 Decision Tree Technique
Table 4.5: Confusion Matrices, Scenario 2
Act/Pred High Medium Low
High 2 30 1
Medium 9 254 58
Low 2 96 42
(a) Naive Bayes Technique
Act/Pred High Medium Low
High 3 26 4
Medium 13 249 59
Low 4 102 34
(b) J48 Decision Tree Technique
Table 4.6: Confusion Matrices, Scenario 3
niques. However, based on the confusion matrix, the second scenario methods
can only classify one class (the label which has a high number of instances related
to that class). Meanwhile, the Naive Bayes technique in the third scenario has the
best model accuracy after the second scenario and provides the best confusion
matrix (fewest false negatives). In this phase, the number of features which have
impact on the classifier were investigated and then the obtained result applied as
the inputs for the fuzzy system.
It should be noted that based on the obtained results from the supervised
machine learning algorithms, it can be comprehended that machine learning itself
cannot provide an acceptable level of accuracy for prediction of the privacy level.
Hence, the fuzzy system is applied to improve the model accuracy to score the
privacy level of a shared unstructured data in online social networking site.
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High 4 0 0
Low 0 10 1
Medium 6 3 26
Balanced Accuracy 0.7 0.87 0.78
4.3.2 Fuzzy-based Privacy Risk Calculation
In this section, the privacy score of a case study containing 50 sentiments (one
fold of the training set in the machine learning technique with no label) is exam-
ined. Regarding the defined fuzzy rules and obtained features from the machine
learning model (as discussed in Section 4.2.2, the inputs of the fuzzy system have
been obtained from the trained machine learning system), the unstructured data
privacy risk is examined. After obtaining the result, a comparison of the result
with a previously proposed model and a built-in software (LIWC) is undertaken
for validation. Table 4.7 presents the confusion matrix and the balanced accuracy
of the proposed model. As can be seen from the Table 4.7, considering the users’
background information can improve the prediction accuracy of different classes
although there are some errors. These errors pertain to the number of features
of the sentiments; as the length is becoming shorter, the probability of the error
increases. Furthermore, balanced accuracy provides the prediction accuracy for
each class indicating the fraction of correctly predicted positives among all posi-
tives.
Moreover, Figure 4.2 illustrates the comparison of the proposed model and its
95% lower and upper confidence interval with a previously proposed model in
online social networking sites.
The comparison of the test data and the previously proposed model (as de-
picted in Figure 4.2) shows that the obtained model accuracy of the proposed
model is around 8% better than the Rusentiment proposed by Rogers Rogers et al.
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Figure 4.2: Model Accuracy Comparison
(2018). The Rusentiment model is only capable of deciding whether a sentiment
is positive or negative regardless of the privacy score level of that sentiment. It
also did not consider the background information of users to see if there is any
shared structured data related to the sentiment or not. Besides, a case study with
the LIWC software is analysed to find out the risky sentiments of the proposed
model and evaluate it. It has been observed that the privacy risks for 15 senti-
ments out of 50 were zero. Figure 4.3 shows a comparison of 20 randomly se-
lected sentiments between the proposed model and the LIWC software.
As can be seen, in some cases, the privacy score calculated by the software is
equal to zero such as for sentiments one and two. The proposed fuzzy model gen-
erally provides a higher privacy score compared with the software as it considers
structured data in calculation. For better clarification, four different sentiments
with four different patterns have been compared. For the first case, the privacy
score of the second sentiment from the proposed model is high while the calcu-
lated risk from the software is none. (It is not considered risky at all.) The second
sentiment has shared the following sentiment: ”Obamacare: Full of Higher Costs
and Broken Promises”. Obviously, the shared sentiment may contain sensitive












































Proposed Fuzzy Model LIWC
Figure 4.3: Comparison of Proposed Fuzzy Model and LIWC for Privacy Score
Calculation
0=No Privacy Risk, 1=Low, 2=Medium, 3=High
information which can bring privacy risks for the user who tweeted the above
sentiment. As the user provided his structure data related to the sentiment, then
the information amalgamation provides a high privacy score for that sentiment.
For the second case, the proposed model provides the same privacy score as
the software does, as depicted for sentiment five. The fifth sentiment is as follow:
”Amazon delivery drones show need to update law to promote innovation; pro-
tect privacy.” As can be seen, the sentiment is expressing the need for improve-
ment in the Amazon company and, as it does not contain any other information,
the privacy risk would be low. It should be noted that no structured information
exists related to the user who has shared the sentiment.
For the third case, the privacy score of the seventeenth sentiment from the
proposed model is medium while the calculated risk from the software is low.
The shared sentiment is as follow: ”Since 1970 our spending has grown 288%
while the median income has grown only 24%– a difference of 264%”. Although
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the sentiment itself does not come with high sensitivity, but the availability of the
background information of the user who shared the sentiment leads to a higher
privacy score in the proposed model.
In the last case, the software has provided a higher privacy score for the twen-
tieth sentiment than did the proposed model. The shared sentiment is as follow:
”editors agree the President’s admin earned their reputation for obfuscation; dis-
regard for failures”. As long as there is no background information about the
editors, the estimation of the privacy score of the proposed model would not be
high, while the software provides a high estimation. By having a look at the senti-
ment, it can be seen that it does not come with high sensitive information. Hence,
medium prediction could be a fair estimation of the privacy risk. As depicted
from the figure, in four cases, the software has provided a better estimation for
the privacy.
The main reason returns to the availability of background information related
to the shared sentiments. As background information of the users plays an im-
portant role in fuzzy calculation, lacking this feature may decrease the accuracy
of the prediction. Furthermore, the applied dictionaries in the software, com-
pared with the ones obtained from Wordnet, are different. Hence, the extracted
features from the sentiments may vary which could lead to a dissimilar privacy
score. Moreover, as the software is using the pre-defined privacy dictionary for
risk scoring, some terms which can influence the privacy might be neglected by
their built-in model and hence, the accuracy of the model would collapse. It is
worth mentioning that the obtained results from the model and its correctness
are validated by the experts in the domain. In a nutshell, it can be seen that the
existence of background information from a user who shares a sentiment, as well
as information amalgamation from different social networking sites, can provide
a more accurate estimation of a privacy score for the shared unstructured data
within online social networking sites.
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4.4 Comparison with Other Techniques
There are different considerations to score the privacy risk of unstructured data
for users of online social media sites. While most present research employs ma-
chine learning (ML) to analyse the textual data, some scholars applied natural
language processing (NLP) techniques to achieve privacy risk calculation. Al-
though NLP can provide a suitable approach to process and analyse the tex-
tual data for privacy measurement, there is a need for more effective solutions
to identify the sensitive information which can be extracted from unstructured
data. Here, the most common approaches for text mining, privacy scoring and
anonymisation of unstructured data are discussed.
4.4.1 Text Mining
Unstructured data is being shared as various types. The most common type of
contextual data is medical records while individuals share different textual data
in forums, social networks and blogs. Extracting information from this type of
data is one of the significant chores of text mining and has been broadly studied
in several research projects such as web mining, information retrieval and natural
language processing. The overall goal is to determine the structured information
from the information which is semi or fully unstructured. To achieve this, there
is a need to focus on two rudimentary principles, namely, relation extraction and
named-entity recognition (Jiang, 2012).
The aim of name-entity recognition is to locate references to particular items
in texts which are in natural language (Kanya and Ravi, 2012). (Natural lan-
guage differs from computer codes or artificial language). Support vector ma-
chines (Isozaki and Kazawa, 2002), hidden Markov models (Bikel et al., 1997),
conditional random fields (CRF) (Settles, 2004) and maximum entropy Markov
models (Chieu and Ng, 2002) are the most common machine learning approaches
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which are applied for named-entity recognition. Relation extraction is the other
fundamental principle in information extraction. The approaches to achieve re-
lation extraction include kernel methods (Zelenko et al., 2003), weakly (semi-)
supervised learning and feature-based classification (Aggarwal and Zhai, 2012).
Besides the mentioned methods which are all included in supervised information
extraction, another method to accomplish the information extraction is unsuper-
vised learning. Contrary to the supervised learning, no priory output would ex-
ist, and this technique is only tailored with observations (Janasik et al., 2009). Fig-
ure 4.4 shows the taxonomy of current methods for extracting information from
text documents.
4.4.2 Privacy Scoring and Anonymisation of Unstructured Data
Various forms of texts and unstructured data are shared in a public manner which
can bring privacy risks for individuals. While individuals may not be aware of
the consequences of sharing text publicly, there should be methods for scoring
the privacy of such unstructured data. Different methods have been proposed
to score the privacy of textual data. Srivastava and Geethakumari (2013) pro-
posed ’Privacy Armor’ to calculate the privacy leaks which would alert the users
if they have shared any sensitive unstructured information. They dealt with a re-
sponse matrix considering the measurement of text messages in a single source of
data. They developed a naive quotient model for calculating privacy by assign-
ing binary values for shared and not shared information about the users’ profiles,
respectively. Their privacy model measures two factors: the sensitivity of the in-
formation and the visibility of the information. Their model only considers the
structured information within a shared sentiment which cannot suffice to score
the privacy of users. Other scholars proposed different methods such as Bag of
Words (space vector model), Naive Bayes, Support Vector Machine (SVM) and
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maximum entropy (Farzindar and Inkpen, 2015; Wilson et al., 2005) to find out
the polarity of sentiments, regardless of privacy risks for users. Kumar and Sebas-
tian (2012) proposed a model for determining sentiment’s polarity based on the
opinion indicator strength but they disregarded the privacy risk. To achieve this,
they applied dictionary based and corpus based methods as well as POS-tagging
and noise removal to discover the polarity of the sentiments. As the strength of
the terms was assigned based on the intuition, it cannot be guaranteed that the
provided results for the polarity are accurate. Canfora et al. (2018) proposed an
NLP-based model to avert information leak and guarantee the privacy in social
media. By considering the grammatical rules of sentiments applying heuristic
NLP, they identified sensitive information within a piece of unstructured infor-
mation shared on social media. They applied an engine which was able to parse
the XML files where they have defined the heuristics. While their model comes
with an acceptable level of accuracy to predict privacy leakage, the privacy of
sentiments with similarities may not be accurately classified. Khazaei et al. (2018)
discussed the privacy dichotomy for the Twitter profiles considering users’ pri-
vacy preferences. By analysing the adjacent neighborhoods of users who share
sentiments in social networks, they have proved that the privacy preferences in
social media are localised. Although scholars proposed ways to understand the
polarity of the shared unstructured data or the amount of privacy leakage, none
of the above has considered the structured data which is aligned with shared un-
structured data. Also, they did not consider the amalgamation of the information
from multiple sources of data which can make their models more credible. Hence,
there is a need to present a model that can measure the privacy risk of users who
share unstructured information on online social media, which provides a new ap-
proach to this field when the privacy settings of the social media cannot provide
appropriate privacy preservation mechanisms for unstructured data.
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4.5 Summary
This chapters highlights the difficulties of privacy measurement for unstructured
data on online social networks, as well as providing a scoring model. To score
the privacy, two measures are considered to score the privacy risk of unstruc-
tured data shared by social media users, namely, a machine learning model and a
fuzzy based system. In the first stage of calculation, the features from the dataset
were extracted in order to comprehend what features can influence on privacy of
the users. Later, a rule-based fuzzy system considering the background knowl-
edge of the users is defined to calculate the final privacy score. Regarding the
obtained features and results from the two measures, the conclusion is that senti-
ment privacy is strictly dependent on the number of features which exist in each
sentiment and on the existence of the related background information. Finally,
the obtained results lead to the conclusion that the proposed model to score the
users’ unstructured data can suggest a helpful insight for users, enabling them to
have a more comprehensive inspection of the information they desire to share in
the future. In the next chapter, the way in which a privacy-preserved friending





Approach for Users on Multiple
Online Social Networks
”I am not a fan of Facebook or Twitter. They both allow too much information to be
available and they make privacy a thing of the past.” (Kirsty Gallacher)
In the previous chapters, methods for privacy measurement in multiple on-
line social media for both structured and unstructured data were proposed so
that users can make judgments about their level of risk, or allow them to change
their use of those platforms. This chapter addresses the challenges of sharing
information in a safe manner with unknown individuals. Currently, there are a
number of available methods for preserving privacy in order to friending (the
act of adding someone as a friend), but they only consider a single source of data
and are more focused on users’ security rather than privacy. Here, a new privacy-
preserving friending method is proposed that helps users to decide what to share
with other individuals with reduced risk of being exploited or re-identified.
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5.1 Introduction
One of the main features of social media sites is friending.1 Lewis and West (2009)
define the friending process as the likelihood of social contact increasing when
individuals gather and add other individuals (friends) on a mutual basis to their
online social network. Friending helps users to establish links with other users
who may be unknown or unmet to the user and allow them to access the con-
tent of those users’ profiles. Friending on social network sites typically confers
a user’s particular rights (Thelwall, 2008), besides allowing access to other users’
information. Having access to the shared information of these individuals may
lead to the misuse of user’s information and bring several privacy risks and vul-
nerabilities to the user. As more information is shared, the probability of privacy
risks increases (Houghton and Joinson, 2010; Aghasian et al., 2017).
Recent research investigated a number of friending methods on online social
networks. Different scholars (Zhang et al., 2013, 2015b; Preibusch and Beresford,
2009) have investigated privacy preservation mechanisms for friending, which
are more focused on secure communication channels for data transmission to
achieve data security while they do not concentrate on data privacy of users in
the process of friending. Others (Pensa and Di Blasi, 2017; Xu et al., 2017; Veiga
and Eickhoff, 2016) have proposed privacy scoring systems without considering
mitigation methods to preserve privacy across multiple sources of data. Since on-
line social networks provide an environment to share an individual’s information
with other users for the purpose of befriending, these current methods cannot be
applied to the process of friending with a reduced risk in privacy. Also, current
methods do not take into consideration what should be shared in multiple online
social network sites to meet users’ online privacy needs and what types of in-
formation should be preserved. Hence, users need an appropriate system to help
1Merriam-Webster defines friending as: to include (someone) in a list of designated friends on
a person’s social networking site.
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them decide what and how information should, or should not, be shared publicly
prior to friending, which in turn can preserve their online privacy.
One of the main factors to mitigate the privacy risks and improve the friend-
ing process is understanding what types of information are more sensitive and
have more impact on privacy for users, and differentiating this information from
non-sensitive information. This can provide a better insight into what users can
safely share prior to friending on online social networks while still maintaining
sufficient privacy. As sharing information on multiple sites increases the proba-
bility of a user’s information being exploited (Aghasian et al., 2017), the proposed
method reduces users’ privacy risks for the purpose of friending, considering
multiple online social networking sites.
As mentioned in Chapter 3, sensitivity is one of the main factors that influ-
ences users’ privacy. To measure the sensitivity, a calculation scheme is proposed
in order to decide what types of information (that is, attributes) can bring pri-
vacy threats to users. This is undertaken by the evaluation of risks to which users
may be exposed to, which is accomplished by the Bernstein polynomial function.
Additionally, a new anonymisation method based on the sensitivity of users’ in-
formation on multiple online social networking sites is developed, which assists
users to decrease their privacy risks in cyberspace, as well as the privacy of the
information they share, in order to achieve friending with others, solicited or un-
solicited. Moreover, the proposed framework lets users have more friends in their
networks while their privacy is preserved.
The rest of this chapter is organised as follows. Section 5.2 presents the prob-
lem definition and methodology of the study. Section 5.3 describes the privacy-
preservation framework. Section 5.4 presents the experimental evaluation of
the proposed method. Section 5.5 provides a comparison of preserving privacy
friending techniques with the proposed model and information sharing privacy
on social networking sites. Finally, the proposed model is summarised.
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5.2 Problem Definition and Methodology
To reduce the risks of the friending process in social networks, there is a need for
techniques that consider which sorts of information can lead to privacy risks for
users in the friending process and how to provide privacy preservation for them
in the case of friending. These techniques also need to be fast in online social
media to preserve the privacy of individuals in a timely manner.
Figure 5.1 presents the overall framework for the privacy-enhanced friending
technique for online social network users. The framework consists of three main
phases: data preparation, sensitivity calculation and the anonymisation process,
and finally, the mechanism output. In the data preparation phase, 20 attributes2
of users are considered and gathered from social networking sites. These at-
tributes are the most common one which were considered in previous studies
relating to privacy measurement in online social networking sites. The values for
the attributes are obtained from synthetic data, generated using Mockaroo.3 The
software creates realistic-looking data which is close to the real shared informa-
tion on online social sites. Moreover, the use of testing data makes the results
more robust as it provides fewer errors compared with the real data.
The level of sensitivity of attributes is obtained from the user’s perspective
and indicates how concerned a user is about his/her information being shared
publicly. Regarding a user’s attributes, there are various classifications by differ-
ent authors (Årnes et al., 2011; Ho et al., 2009; Richthammer et al., 2014). Årnes
et al. (2011) classified users’ profile data into three categories consisting of manda-
tory, extended and personal data. Richthammer et al. (2014) extended the Arnes
classification by covering more attributes in social networking sites in order to
2The compulsory attributes include name, surname, date of birth, gender and joined date
and the rest of attributes gathered from historical studies include college name, company name,
school, University, city, state, language, qualification, job position, phone number, email, religious
views, political views, interests and postcode.
3Mockaroo (https://www.mockaroo.com/) randomly generates test data with requested char-
acteristics.
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Figure 5.1: Overall Framework of the Privacy-Enhanced Friending Technique
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classify the data. Ho et al. (2009) proposed five different groups to classify users’
data. Based on the different methods for classifying the users’ data in social net-
working sites, the information of users is categorised into three different levels
which consist of personal information of users, compulsory information and sen-
sitive information. Compulsory attributes are the ones which a user should pro-
vide before creating an account on social network sites. Sensitive information is
the one which subjects to stricter legal requirements for collection, storage use
and disclosure such as race, ethnics, political or religious opinions, sexual prefer-
ences and memberships in different associations. The rest of the attributes belong
to the personal information category.
After classifying the attributes, in the second phase, firstly, the sensitivity score
of users’ profiles on two online social network sites, Facebook and Twitter is cal-
culated. The sensitivity calculation can show which attributes are more sensitive
compared with other attributes. Then, two different processes are identified to
reduce the privacy risk of users, labelled P1 and P2. In the P1 phase, the sensi-
tive information in both social networks and the importance of information for
users are recognised. In this phase, users who share sensitive data in both social
networks, that is, users who are more susceptible to privacy risk, are found. The
aggregation of profiles can help in gaining more data as there are multiple sources
of data rather than a single source; while matching the sensitivity results can ver-
ify if the profile on online social media belongs to a real identity or a fake profile.
After finding users who share sensitive information on both social networking
sites, in phase P2, the anonymisation method will be applied to the obtained
dataset from phase P1 to help users to preserve their privacy prior to sharing
their information for the purpose of friending. In the last phase, based on the
sensitivity result, each attribute that may lead to identify an individual directly
or is considered as highly sensitive, will be detached. Other attributes that have
less sensitivity based on the user’s perspective are replaced with fewer semanti-
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cally values to decrease the privacy risks for users. In this phase, an anonymised
profile of a user is obtained in which the user can securely but publicly share
information with other users in order to achieve friending.
5.3 Privacy-enhanced Friending Framework
In this section, the proposed methods for calculation of the sensitivity and data
anonymisation are presented. Firstly, the sensitivity calculation formulae which
have been derived from the Bernstein polynomial model is presented. Next, an
anonymisation method which can preserve the privacy of users of social media
sites is shown.
5.3.1 Sensitivity Score Calculation
As mentioned, sensitivity is defined as the amount of potential privacy risks for
users in the case of sharing information on their online presence. Calculating the
sensitivity level could help users to have a better understanding of the impor-
tance of shared information and assist them to decide what to share with others.
Here, five different levels for users’ information sensitivity are categorised. The
users’ information can be (a) extremely sensitive, (b) very sensitive, (c) moder-
ately sensitive, (d) low sensitive and (e) very low sensitive. For measuring the
sensitivity of each profile item, it is assumed that each user participates in k dif-
ferent online social networking site. To achieve sensitivity calculation, a new
method based on a Bernstein polynomial (Schilling et al., 2012) has been pro-
posed. By applying this model, the sensitivity score of social network profiles
can be calculated. (Nava et al. (2012) proved that the Bernstein polynomial is
more efficient in a computational manner, is universal and is dominant in com-
putation time compared with traditional polynomials. Hence, this approach has
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been applied to measure the sensitivity of information in the study and works
well in approximation). The response matrix for sensitivity calculation contains
the sensitivity of attributes for each user profile. Users’ preferences for the sensi-
tivity of their data are aggregated into this matrix. The value differs based on the
nature of attributes, whether the attribute is sensitive, compulsory or personal
(how much it is considered sensitive by users). The first step is to compute the











where θi is the sensitivity score of profile item i, N is the number of users, l is
equal to the number of rows, Ri,c is the summation of each attribute score in the
response matrix, Si is the sum of the sensitivity score of each of the response





1 if Rij ≥ c0 otherwise (5.2)
At the next step, the sensitivity of each profile for each attribute is calculated
based on the information sensitivity of each user with the following formula:
Oi,j =
e(θi−Si)




where j indicates the scale of the sensitivity of each attribute for each user
which is between [1, 5] and m is equal to (m=1,2,3,4,5). IndexiRi indicates that the
individual sensitivity score in the response matrix (from R1,..,Rm) and e is the Eu-
ler’s number. This formula is derived from the polytomous Rasch partial credit
score (Masters, 1982). After calculating the response matrix of each value in the
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defined scale, each item has a profile sensitivity value in the response matrix R.
The final sensitivity score for each user profile is derived from a linear combi-
nation of a basic linear Bernstein polynomial (Schilling et al., 2012). The basic






where n indicates the degree of polynomial and coefficient βv is called the Bern-
stein (Bezier) coefficient. Here, this formula is used as a base formula for comput-
ing the sensitivity score of each user. The value βv is formulated to the sensitivity
of each user, and the value bv,n(x) is formulated to the incremental polynomial
of the value of sensitivity for the scale range [1, 5]. Hence, Bernstein formula is











5.3.2 Finding Highly Sensitive Users
After calculating the sensitivity of users’ profiles on each social network site, it is
necessary to understand which users share sensitive information on both social
networking sites to meet the assumption. For doing so, the average sensitivity









where Avgscore indicates the average score of sensitivity for each online social
network sites. Then, the users who share their sensitive information in both sites
are found- users who have the sensitivity score higher than the average in both
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online social networking sites. In this case, the credibility of the users’ informa-
tion can also be guaranteed.
5.3.3 Data Anonymisation
To achieve users’ privacy, the sensitive information of users should be preserved.
In the friending process, the question of whether or not a user’s information can
be shared as publicly available is answered. Generalisation and suppression can
assure a suitable level of privacy for individuals as they are diversifying values
and can help to improve friending results. In phase P2, an anonymisation model
which can provide online privacy for users in terms of friending is developed.
The proposed method contains the following steps. Initially, a table which is
comprised of sensitive information on both social network site profiles is consid-
ered as an input for the anonymisation process. This table is denoted by a matrix.
Then, attributes which have a high or very high sensitivity based on the users’
perspective are considered for the calculation.
In the proposed method, based on the sensitivity of attributes, different tech-
niques such as suppression, generalisation (which replaces the value with a less
specific semantically consistent value), fuzzy-based rule generalisation and bina-
risation are applied to provide a consistent anonymised table. For example, in the
proposed model, age is generalised based on the fuzzy-based rule, while qualifi-
cation is binarised based on the true and false criteria. University is followed by a
grouping model which links a specific user to a particular university whereas job
is the outcome of specialisation and generalisation.
5.3.4 Time Complexity Comparison
This section provides a comparison of time complexity between the most well-
known methods and the proposed method for anonymisation to validate the
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Table 5.1: Algorithmic Complexity Comparison
Algorithm Order Privacy model
Bottom-up (Xu et al., 2006) O(n2 log n) k-anonymity
Top-down greedy (Xu
et al., 2006) O(n log n) k-anonymity













model. As the complexity (O) is hardware-independent, this comparison is free
from any implementation bias. Table 5.1 compares the computation cost of the
proposed method with the most well-known anonymisation methods. Among
all anonymisation methods, Le Fevre’s Mondrian algorithm (LeFevre et al., 2006)
is the fastest local method among these approaches without considering sen-
sitivity of information and multiple sources of information. But the proposed
method applies to both the sensitivity calculation and the anonymisation tech-
nique. In the model, looking for users to see who obtains high sensitive pro-
files on both social networks or not is O(n2). The anonymisation process which
contains fuzzy rules, generalisation and suppression has O(n log n) complexity.
Hence, the aggregated complexity for the proposed method has O(n2 log n) com-
plexity. While the bottom-up method has the same order compared with theour
proposed method, it only focuses on data anonymisation in a single source with-
out calculating the sensitivity of the attributes.
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5.4 Experimental Evaluation
In this section, an assessment of the proposed privacy-enhanced friending frame-
work is presented. Firstly, the results of the sensitivity score are presented. Then,
the results obtained from the proposed anonymisation method are shown.
5.4.1 Sensitivity Score
In this section, the sensitivity score of 100 users on two different online social net-
works, Facebook and Twitter, are provided. The selected number of individuals
covers a variety of values from users’ social profiles that is desirable to confirm
the usefulness of the proposed privacy-enhanced friending model. Based on the
categorisation and the sensitivity of attributes from the literature, a random num-
ber for the attributes between 1 and 5, considering the discrete uniform distribu-
tion is assigned. In this case, a random number between 3 and 5 is assigned to
the attributes which are more sensitive and, for the rest of the attributes which
are compulsory or personal, a value between 1 and 5 is assigned.
Figures 5.2a, 5.2b and 5.3 show the comparison of sensitivity score of users in
three different categories (very high to very low) for these synthetic users. Ta-
ble 5.2 shows the bounds of sensitivity for each category and the final sensitivity
score to determine the level of sensitivity. As mentioned before, three different
categories have been considered for the attributes. To define the lower bound
and upper bound of each category, the mean function for the attributes related to
each category in each social networks is applied. Next, the difference of the ob-
tained result is calculated and divided it into five equal boundaries to determine
the five different scales for the categories. At the next stage, the overall sensitivity
for each category was calculated and compared with the combined dataset which
contains the information of users who have a high sensitivity score in both social
networking sites. As it can be seen from Figures 5.2–5.3, analyses of synthetic
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Table 5.2: Sensitivity of Information Bounds
Sensitivity Facebook Twitter
C P S F C P S F
VL - Upper bound 0.126 0.195 0.024 0.29 0.18 0.16 0.03 0.19
VL - Lower bound 0.0104 0.163 0.02 0.235 0.15 0.128 0.022 0.152
L - Upper bound 0.103 0.162 0.019 0.234 0.14 0.127 0.021 0.151
L - Lower bound 0.083 0.13 0.015 0.18 0.109 0.1 0.017 0.115
M - Upper bound 0.082 0.129 0.014 0.179 0.108 0.099 0.016 0.114
M - Lower bound 0.07 0.098 0.02 0.125 0.077 0.073 0.0.012 0.078
H - Upper bound 0.06 0.097 0.01 0.124 0.076 0.072 0.011 0.077
H - Lower bound 0.039 0.065 0.006 0.07 0.044 0.045 0.007 0.042
VH - Upper bound 0.038 0.064 0.005 0.069 0.043 0.044 0.006 0.041
VH - Lower bound 0.017 0.032 0.001 0.011 0.011 0.017 0.001 0.004
Risk categories are Very low (VL), (L)ow, (M)edium, (H)igh and Very high (VH). Information
categories are (C)ompulsory, (P)ersonal and (S)ensitive; F is the final sensitivity score.
data show that nearly 53% of users do not desire to share their information on
online social networks publicly, while the rest of the users have a trade-off be-
tween their shared information and their privacy on social media. It can be seen
that nearly 22% of users do share their information or they may have accidentally
shared information on such social sites which are publicly available.
Note: In this study, it is only measured how sensitive are the values of at-
tributes for the users when they share them in online social networks. Measuring
the level of users’ knowledge about privacy is out of the scope of this study.
The sensitivity score of synthetic data of users on social networking sites indi-
cates that the number of users who share sensitive information on social network-
ing sites publicly is almost equal to the final result. As mentioned, the provided
test data is robust, hence, it can be concluded that the sensitive information plays
a critical role in determining whether or not a user is really in a privacy risk.
Meanwhile, other categories and attributes of users which are shared cannot be
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Level of Sensitivity in three different categorisations
Classification of users based on shared information -
Facebook
Compulsory Personal Sensitive
(a) Percentage of users who have shared information in three
different categories of users’ data type in online social net-






































Level of Sensitivity in three different categorisations
Classification of users based on shared information -
Twitter
Compulsory Personal Sensitive
(b) Percentage of users who have shared information in three
different categories of users’ data type in online social net-
works - Twitter case
Figure 5.2: Users’ Information Sharing Sensitivity
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Very High High Medium Low Very Low
Facebook 35 16 0 27 22

























Figure 5.3: Final sensitivity score, for synthetic user data
neglected.
5.4.2 Anonymisation Output
In the P2 phase, the data from matched users obtained from the Bernstein polyno-
mial model are anonymised. Tables 5.3, 5.4 and 5.5 show examples of anonymi-
sation output of the proposed model from a set of raw (synthesised) data. By
comparing the results of two tables, users can understand what they can share
publicly with other users, what type of information should be shared with fewer
semantically values and what type of information should not be accessible to
others because of its importance. Hence, the online privacy of users can be met
while they have an active presence on social network sites. As a case in point, the
automated system can help users to achieve friending with other individuals on
online social networks with the risk of privacy mitigated.
5.5 Comparison with Other Techniques
While users share information on social networks with friends and even with
potential friends in a safe manner, there is a need to present a model to provide
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Table 5.3: Raw Data vs. Anonymised Data Publishing: Raw Data Case
ID Name University Age Qualification Job Postcode
4 John UTAS 21 High-school Secretary 04526
5 Alex UTAS 29 Bsc Sales 04572
6 Emma UTAS 28 High-School Marketing 04637
7 Alynn UTAS 25 Msc Nurse 04578
8 Ho UTM 24 Bsc Media Planner 04272
Table 5.4: Raw Data vs. Anonymised Data Publishing: Anonymised Data Case
ID Name University Age Qualification Job Postcode
4 * UTAS <30 Non-degree Secretary 045-*
5 * UTAS <30 Degree Sales 045-*
6 * UTAS <30 Non-degree Marketing 046-*
7 * UTAS <30 Degree Nurse 045-*
8 * UTM <30 Degree Media Planner 042-*
Table 5.5: Applied Data Disclosure Method - Sample
Attribute Amount of disclosure Applied Method
Age less semantically values Fuzzy-based rule generalisation
Qualification less semantically values Binarisation
Postcode less semantically values Generalisation
users with their information secrecy and privacy. Information disclosure may
lead to privacy risks for the user’s friends as well (Alsarkal et al., 2018). Sharing
personally identifiable information (PII)4 can result in several privacy issues for
the users such as fraud, stalking, identity theft or perhabs even harassment.
To preserve privacy in terms of friending, several schemes have been pro-
posed which are mostly cryptographic-based and applied for preserving infor-
mation security but neglecting the privacy of users’ contexts on social networks
sites. Zhang et al. (2013, 2015b) proposed a secure mechanism for profile match-
ing for the participants who want to be friend. The concentration of their mech-
anism is on communication security between the friend request sender and po-
4Typically, an identifying variable is one that defines an attribute of an individual that is visible
and evident, which is recorded (such as social security number, employee ID, patient ID and so
on), and which other people can identify.
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tential users with whom the user wants to connect. To achieve this, they provide
a secure communication channel applying a cryptographic hash of the attributes
and the normalisation of the profile. Preibusch and Beresford (2009) investigated
the friendship’s nature and applied hash identifiers to create a hidden friendship
between users by excerpting the friend of friends files between the root and the
leaf of the graph they have from the network. Baden et al. (2009) proposed the
Persona system. By applying the attribute-based encryption (ABE), this system
allows individuals to have personalised privacy by applying attribute-based en-
cryption. Guha et al. (2008) proposed a novel approach for preserving privacy
based on the proof of concept method which can preserve data privacy, neglect-
ing the fact that the privacy of users is not assured in this system.
Despite various research studies on privacy calculation or privacy preserva-
tion, an effective privacy preservation technique for multiple sources of social
data considering measurement of highly sensitive information, has not been con-
sidered and developed. It is essential to measure privacy when it is distributed
across multiple online social networking sites, as more sensitive information of
an individual is shared in this way, compared with a single source of data. This
can help to perceive which sensitive information should be considered as private
(does not go online publicly) when individuals want to have an active online
presence, find friends and safely share their information with those whom they
want to befriend.
5.6 Summary
Providing only a single method of anonymisation for users’ data and considering
a single social network site is not sufficient to preserve individuals’ sensitive in-
formation when they want to connect with other individuals. In addition, it will
not help users to have a clear understanding of what they can really share with
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others individuals when they want to be friends with them. In this chapter, a
friending model which applies a mixture of Bernstein theorem and k-anonymity
anonymisation techniques in multiple online social network sites to preserve the
privacy of users is proposed. The proposed friending model can help users to
see the level of sensitivity of their information and then provide an anonymised
profile of social networks which can provide a better idea about their informa-
tion sharing behaviour with the privacy-enhanced friending technique prior to
friending other users. The next chapter, will summarise the work undertaken in
this thesis and its objectives.
Chapter 6
Conclusions and Future Directions
”Security is, I would say, our top priority because for all the exciting things you will be
able to do with computers - organizing your lives, staying in touch with people, being creative
- if we don’t solve these security problems, then people will hold back.” (Bill Gates)
This chapter summarises the objectives and work undertaken in this thesis.
The main findings and lessons learned from the study are discussed along with
their significance. It concludes with a discussion of future work, the need for
which emerged during this research.
6.1 Conclusions
As the usage of social media grows daily, privacy-related concerns are becoming
more and more important. Online social media users usually have several so-
cial network profiles for different purposes. In each network, individuals share
sensitive and personal information for different purposes such as friending and
communication. Sharing information can lead to privacy risks for an individ-
ual who participates in such networks. These risks can be considered from two
different viewpoints: calculating a user’s privacy risk of accidental information
revelation, and methods to safeguard users’ privacy when sharing great amount
of information.
In the beginning of this thesis, a taxonomy was developed to classify the com-
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mon privacy scoring and preservation methods which are applied in online so-
cial media networks. The taxonomy provides the basis for comparing different
privacy approaches for individuals who participate in social media sites. This
comprehensive classification not only builds up the understanding of recent im-
provements in social media privacy, but it also provides an insight into research
gaps that need to be addressed. Based on the literature study, the lack of appro-
priate mechanisms for privacy scoring and friending for the users who participate
in multiple online social networking sites was indicated. From the privacy scor-
ing viewpoint, there is a need to understand what can influence users’ privacy
on social media sites. From the privacy-preservation viewpoint, the challenges
of protecting the privacy of online social media users is to offer techniques which
can support individuals to maintain an acceptable privacy level in their online
presence.
In Chapter 3, this thesis investigated the level of privacy risk caused by shared
structured information in multiple online social media sites. It considered three
aspects to compute the overall privacy disclosure score of a user who participates
in multiple social networks. Firstly, a fuzzy-based system is presented to measure
information visibility as a factor that has a direct influence on a user’s privacy
disclosure score. By comparing the obtained privacy scores of individuals, it was
confirmed that users’ privacy disclosure scores directly rely on the amount of
revealed information of a user, such as interests, job details, and marital status.
Secondly, consideration of multiple sources of data, as well as a polytomous ap-
proach (different states for data visibility), rather than a dichotomous approach
(only public or private visibility state for data), provides a more accurate estima-
tion of the privacy score of users’ information. Lastly, the results of the study
led to the conclusion that the proposed framework could increase the awareness
of users and provide a better perception regarding their online privacy on social
media sites.
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In Chapter 4, an automated system is proposed to measure the privacy risks
caused by shared unstructured information within online social networking sites.
To achieve this, two measures to score the privacy risk for users were considered,
namely, a machine learning model and a fuzzy based system . In the first phase,
the features of the textual data are extracted to understand privacy related ones.
Next, a set of fuzzy rules was defined to consider the background knowledge of
users in order to measure the final privacy score. Considering a combination of
two measures increases the accuracy of the privacy estimation more than previ-
ously proposed methods. Regarding the obtained results of both phases, it was
concluded that the sentiment’s privacy is strictly dependent on the number of
the features which exists in each sentiment. Moreover, the obtained results lead
to the conclusion that the proposed model can provide insight for individuals to
develop a more comprehensive review of the information they desire to disclose
in the future.
In Chapter 5, a framework to enable users to achieve friending with the re-
duced risk was developed. Although anonymisation techniques can preserve the
privacy of users, but they do not consider the privacy from a user’s perspective
who shares information on various social media sites. Furthermore, anonymi-
sation alone will not support individuals to have a clear understanding of what
information can be shared with other users. Hence, a friending framework us-
ing a mixture of different statistical (Bernstein theorem) and anonymisation tech-
niques (k-anonymity) has developed which considers multiple online social net-
work profiles of a user. The proposed model can be applied to understand the
sensitivity level of users’ information and provide an anonymised profile. Hence,
users can have a better understanding of their information sharing behaviour us-
ing the proposed privacy-enhanced friending model before sending any requests
to other social media users. Moreover, the time complexity comparison of the
existing methods with the proposed friending mechanism indicates that the pro-
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posed method has less computational cost.
In summary, the proposed models in this thesis have taken into account both
structured and unstructured data, as well as multiple sources of social media in
order to provide a better estimation of the privacy risk for social media users and
for privacy preservation.
6.2 Future Directions
In this thesis, the problem of information sharing with other individuals in multi-
ple online social media and methods for mitigating the privacy risks of users have
been discussed. However, there are still open problems that could be considered
for further research in the future.
6.2.1 Privacy Score Generalisation for Unstructured Data
Although scoring the risk level of users in social media can help them to un-
derstand the level of their privacy, further generalisation of the privacy scoring
model considering users’ viewpoints about the sensitivity of the terms within a
sentence should be explored. Furthermore, there are no criteria for weighting
the terms in the privacy calculation of the unstructured data, which is, hence, an
open problem for further investigation.
6.2.2 Privacy Preservation Modelling
In terms of privacy preservation, new models for unstructured data should be
proposed as they are very popular among social media users. As the textual
information of users is being mined by third parties, there should be ways to pro-
tect users from privacy breaches such as re-identification. Another consideration
is resource consumption. As providing privacy requires substantial computation,
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factors that impact on computation time should be studied to identify whether or
not new mechanisms are required that are less computationally intensive.
6.2.3 Attack Modelling
Modelling attack is a significant task that should be taken into account to en-
able data protection and preservation. While different types of attacks occur on
anonymised data, modelling attacks on datasets with more complicated features
should be a priority so that vulnerabilities can be uncovered before they are ex-
ploited. There is also a need to propose novel methods to assist organisations
in the preservation of the privacy of users while these organisations are storing,
analysing and mining individuals’ data.
6.2.4 Privacy Personalisation
As the approaches to the sensitivity and privacy of information are different
among users, it is essential to provide personalised privacy for users within on-
line social media sites. Hence, it is interesting to focus on personalisation in pri-
vacy preservation in order to increase the data utility of the shared information
of individuals. This can help users to benefit from a model that matches their
privacy perspectives. Future studies could consider the measurement of users’
knowledge about privacy and the selection of privacy settings on social network-
ing sites, and the trade-off between privacy and online presence, as well as im-
proving the personalisation of individuals.
6.2.5 Real-Time Privacy Alert System
Existing work on scoring and preserving the privacy of users in social media do
not offer a real-time alert system or risk level calculation when a user provides
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extra information on his/her profile. Hence, it would be interesting to build a
classification system that could help analyse the information of the users and
gain more detailed insights about the relationships between shared information
in real time. Using other methods of machine learning for solving this problem
would also be worth examining in future research.
6.2.6 Privacy Functionality Score
One of the approaches that can taken into account it to measure the benefits a
user can obtain by participating in online social media sites. Hence, it would be
interesting to create functionality scoring systems to help users to make the best
use of social media sites while their online privacy is being preserved in such
sites.
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Appendix A
Data Gathering Guide & Survey
The accompanying section shows the selection and recruitment methods of par-
ticipants in this study. This section also provides the survey questions which
were provided for the participants to answer. This information has been used in
the evaluation section of Chapter 4 of this thesis.
A.1 Participants Selection and Recruitment
As mentioned, the aim of this thesis is to investigate methods and techniques
to measure and preserve the users’ privacy when sharing their information in
online social networks. To achieve this, there is a need to recruit potential par-
ticipants who meet the study selection criteria and requirements. For contacting
and recruiting participants of this part of the study, an email was sent to each par-
ticipant including an information sheet and an online survey that detailed what
the study was. “Purposive” or “convenience” sampling for data gathering was
used. Convenience sampling will enable a comparable distribution of individu-
als in both groups of social networks. By applying this method, members of the
community who best fit the study’s requirements will be selected. In addition, no
exclusive collection method that may exclude any gender, ethnic minorities and
so on will be used.
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A.2 Information Sheet & Consent Form
The information sheet of this study is as follow:
Dear participant: you are invited to participate in a research study that aims
to explore the methods of measuring users’ privacy and anonymising sensitive
information in online social networks. This study will be undertaken by Erfan
Aghasian under the supervision of Dr Saurabh Garg and Dr James Montgomery
at the University of Tasmania, in partial fulfilment of a PhD degree.
As online social sites facilitate data sharing and communication between indi-
viduals, they bring a number of risks, such as potential security breaches. Mean-
while, these sites ask users to share attributes such as age, name, interests, job
details and so on. In this regard, evaluating users’ privacy and anonymising their
information are among the most significant challenges that should be considered.
The evaluation of the sensitivity level of information (how much an attribute is
important for a user in social media and how concerned you would be if that
attribute were known publicly) can increase the users’ awareness about their pri-
vacy. The anonymisation method can help to safeguard the users’ information
and enable users to understand which types of information have higher impact
on their privacy.
You have been invited to participate in this study because you are between 25
and 50 years of age and participate in at least two different (Facebook and Twitter)
social networks. The study involves collecting the level of sensitivity of users’ at-
tributes as well as the attributes value of users (data which is publicly available)
which are shared on online social networks for providing privacy preservation
methods for users. Involvement in this research carries negligible risk as the ac-
tual values of your publicly shared data are not shared with any other party and
will be stored on a secure machine located in the School of Technology, Environ-
ments and Design at the University of Tasmania, Australia. It is unlikely that the
data could be obtained by an external party. So, participants will not be at risk of
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phishing, identity theft or other security attacks.
The study will provide you with a better understanding and insight about
your privacy level. Hence, you can consider mitigation actions if you feel that
your privacy level is not at an acceptable level. Moreover, the anonymisation
technique will help you know what attributes can or cannot bring a privacy risk
for you and what types of information you can safely share for the purpose of
friending in online social networks.
If you wish to discuss any aspect of this study, please feel free to contact the
researcher, Erfan Aghasian via email (erfan.aghasian@utas.edu.au) or phone (+61
3 6226 7897). You can also contact the student supervisor, Dr. Saurabh Garg via
email (Saurabh.garg@utas.edu.au) or phone (+61 36226 6210).
By submitting this form you agree that:
1. The nature and possible effects of the study have been explained clearly.
2. You understand that the study involves using your information from mul-
tiple social networks sites in an anonymised manner.
3. You understand that all research data will be securely stored on the Univer-
sity of Tasmania premises for five years from the publication of the study
results and will then be destroyed.
4. Any questions that you have asked, should be answered to your satisfaction
5. You understand that the researcher(s) will maintain confidentiality and that
any information supplied to the researcher(s) will be used only for the pur-
poses of the research.
6. You understand that the results of the study will be published such that you
cannot be identified as a participant.
7. You understand that your participation is voluntary and that I may with-
draw at any time without any effect.
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This study has been approved by the Tasmania Social Sciences Human Re-
search Ethics Committee. If you have concerns or complaints about the conduct
of this study, please contact the Executive Officer of the HREC (Tasmania) Net-
work on (+61 3 6226 6254) or email (human.ethics@utas.edu.au). The Executive
Officer is the person nominated to receive complaints from research participants.
A.3 Survey Questions
In order to gather the data of participants, users have been asked what they have
stored publicly in their Facebook and Twitter profiles. For the structured data,
16 attributes for Facebook and 7 attributes for Twitter were considered. (These
are the attributes that has been used in previous research studies (Srivastava and
Geethakumari, 2013; Gross and Acquisti, 2005) of online social network topics).
Facebook attributes include first name, last name, high school, faculty, university,
hometown, state, gender, date of birth, zip-code, current job, relationship status,
qualifications, interests, religious views and political views. Twitter attributes
include first name, last name, profile description, location, website address and
date of birth. For unstructured data, participants were asked to provide the last
ten publicly visible posts or comments from Facebook and the last ten tweets from
Twitter.Then, users were asked to enter the publicly-visible values they share in
their Facebook and Twitter profiles in the designated section. (For example, what
is your first name?). If they had not recorded an attribute in Facebook or Twitter,
or it is not shared publicly, then they were asked to enter the text ’private’. After
asking the level of visibility for the information, the sensitivity of the attributes
was questioned. Five different levels of sensitivity have been assigned, includ-
ing 1 as very low sensitivity, 2 as low sensitivity, 3 as medium sensitivity, 4 as
high sensitivity and 5 as very high sensitivity. Then, participants were asked how
sensitive is the value of each attribute is?
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(a) Attribute Visibility (b) Attribute Sensitivity
Figure A.1: Example of Survey’s Questions
Finally, participants were asked to provide the ten most recent public posts
from Facebook and the ten most recent tweets from Twitter to check the credibil-
ity of the proposed model. Figures A.1a and A.1b show some example questions
that have been asked of the users.
