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Abstract
In this work, we present an optical flow algorithm with a highly reduced set of motion vector candidates that are obtained
by the Phase-Only Correlation function. For each candidate and each pixel, we estimate the cost of assigning the candidate
vector to that pixel using a sophisticated filter that is robust to edges, instead of the most commonly used box filter for
block matching. The proposed filter is based on the minimization of a quadratic energy function using the Gauss-Seidel
optimization method. Preliminary results with images from the Middlebury database show that the proposed method
reduces the angular and end-point errors by up to 25% with respect to the classic block matching method.
© 2012 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Global
Science and Technology Forum Pte Ltd
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1. Introduction
Image processing is one of the most important areas in computer sciences. The goal of image processing is
to extract relevant information from one or more images that may be useful in other areas, such as: geology,
physics, astronomy, chemistry, biomedical sciences and so on. It also has wide applications in movies,
computer animation, architecture, robotics and military purposes.
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In many applications, one of the most common problems is to track objects in movement [1]. Motion can 
be perceived in two ways: 
 
 The object or objects move from frame to frame, or  
 direction. 
 
In both cases, the information to be extracted can be seen as motion fields   corresponding to the apparent 
displacements of the objects in the scene. In image processing, these motion fields are called optical flow. The 
goal of optical flow algorithms is to estimate an approximation of the displacement of each object of interest 
between two consecutive frames. In addition, optical flow can used to measure 3D depth using two or more 
images of the same scene, but observed from different references (stereo vision) [2]. 
 
Thus, we can define optical flow as the apparent movement of the objects in the scene being observed. 
Optical flow can be classified in two types: the first, in which we estimate the motion vector for each pixel in 
the sequence of images (usually called dense optical flow) and the second, in which one estimates the motion 
vector only for regions or objects of our interest (sparse optical flow). Many methods have been proposed to 
compute optical flow [3], [4], [5], [6]. In this study, we are interested in the estimation of dense optical flow. 
 
Most of the state-of-the-art algorithms for dense optical flow estimation are based on the minimization of a 
functional that penalizes the total variation of the estimated field, as proposed originally by Horn and Schunck 
[4]. These functionals are often non-linear and thus require computationally expensive minimization 
techniques. We are interested in realtime and near-realtime applications, where some accurancy may be 
sacrificed in favor of processing speed. A recent proposal [3] takes advantage of the fact that the maxima of 
phase-only correlation function (POC) are related to the true displacements of the objects between two images 
of the same scene, and therefore provide a good, reduced motion vector search space. Using block matching 
approach to select the best motion vector for each pixel permits one to implement real-time optical flow in a 
typical computer, without specialized GPU hardware. 
 
In this paper, we improve the accuracy of the algorithm proposed in [3] by replacing the block-matching 
approach (which can be implemented as a box filter) by a more sophisticated edge-preserving filter. The new 
filter is based on the minimization of a quadratic functional, and therefore can be implemented efficiently by 
solving a linear system, for example, using the Gauss-Seidel method.     
2. Methodology 
A technique commonly used to compute dense motion fields consists in defining a large enough set of 
motion candidate vectors, and assigning one of them to each pixel, as proposed in [3]. In this work, we 
propose an optimal reduced candidate set, which is obtained by means of the Phase-Only Correlation (POC) 
function between two functions  and , which is defined as the inverse Fourier transform of their 
normalized cross-spectrum; that is: 
,          (1) 
 
where   denotes the inverse Fourier transform,  and  are the Fourier transforms of  and , 
respectively, and  denotes the complex conjugate of . It can be easily demonstrated that if 
 then  where   is the Dirac impulse function, this means that one can easily estimate 
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the displacement between  and  as . In practice, the POC function is rarely an impulse 
due to the presence of noise, occlusions, border effects, and periodic textures.  
 
It should be noted that in the case of detection of movement from different objects, the POC function 
generates several maxima on the  function, which correspond to the relative displacements of each object 
in the scene.  The main advantage of the POC function is that it can estimate a reduced set of motion vector 
candidates which can be used to reconstruct the motion field efficiently. 
 
Let  and  be two images from a sequence and  a finite 
rectangular lattice of size , where the images are observed. First, we divide   into small overlapped 
sublattices , so that correspondent pixels between both images belong at least one of the sublattices. 
We suggest using sublattices whose dimensions are powers of two, to apply an FFT algorithm efficiently in 
the POC function. Now, the POC function , between images at each sublattice , is defined by: 
 
,        (2) 
 
From  we can extract the candidate vectors for each sublattice, which we denote by the set , 
chosen as the maxima of . Hence, we can define the full set of vector candidates as   for the full 
image. 
 
The next step is testing each one of these vectors for each pixel  to determine the motion vector 
, and choose the best candidate by some criteria. As an example, we can consider the candidate 
  that minimizes the difference between the pixel  evaluated in , and the pixel  evaluated in .  
This can be expressed by: 
 
        (3) 
 
where  represents the cost of assigning motion vector  to pixel , which in this case is computed as:  
 
        (4) 
 
In order to test this approach, we use the Venus image from Middlebury database[7], which consists of 
three textured planes with different orientations. Figure 1a shows the reference image (frame 10), denoted by 
, and Fig. 1b shows the true motion field (using the color encoding shown in Fig. 1c), using to compare 
our results in the next section. Figure 1d shows the result obtained with the first approach (given by Eqs. 3 
and 4), which clearly gives quite noisy results. In order to overcome this, a box filter may be used to impose 
spatial regularization in the cost image ; this approach is also known as block matching [6]. Let us 
define the box filter kernel as , and  is the convolution operator. Then, one can obtain a regularized 
motion field as: 
 
        (5) 
 
where 
 
          (6) 
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Figure 1e shows the regularized motion field, which has been improved, but, since we allow any candidate 
to be chosen for any pixel, the estimation is not optimal. This is because having a large number of irrelevant 
candidates for a given pixel (i.e., candidates which appear on a different lattice than those which contain the 
pixel), adds more uncertainty to the estimation of the correct candidate. To overcome this problem, we reduce 
the search space for each pixel to a set  which contains only those candidates relevant to the pixel . This is 
obtained from a binary mask image for each candidate, defined as: 
 
      (7) 
 
So that the candidate set for pixel  is defined by: 
 
        (8) 
 
Now, the candidate set is even more reduced, thus the probability to choose a good one increases. 
Therefore, the optimal motion vector at pixel  is obtained as: 
 
        (9) 
 
In order to improve these results (Figure 1f), we suggest replacing the convolution filter with a more 
sophisticated filter based on the minimization of an energy function, whose main characteristic is that it is 
robust to edges [8]; so we expect enhancement of the results. To do this, we first define a cost vector for each 
pixel, which is given by:   
 
          (10) 
 
 
Fig. 1. Venus scene from the Middlebury database: (a) Frame 10 (b) ground truth, (c) color code: the direction of the vector is represented 
by the hue, while the magnitude is represented by the intensity (higher intensities correspond to shorter displacements, (d) optical flow 
estimated without regularization,(e) regularized optical flow using the full candidate set, (f) regularized optical flow using a reduced 
candidate set for each pixel). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(d) (e) (f) 
(a) (c) (b) 
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where  is defined by Eq. 4 and . Then, the energy function to minimize is defined by: 
 
    (11) 
 
where  is the estimated (regularized) field cost vectors. The first term in Eq. 11 ensures that the estimated 
cost will resemble the original (non- regularized) costs. The sum on the second term runs across all nearest  
neighbor pairs, denoted by , and enforces smoothness. However, the distance between neighbors is 
weighted by a factor  which measures the likelihood that pixels  and  belong to the same object. Finally, 
the hyperparameter  controls the tradeoff between the regularization term and the data term, and thus 
controls the smoothness of the results. Since  is quadratic, it can be easily minimized by linear algebra 
methods, such as the Gauss-Seidel. Specifically, the Gauss-Seidel iteration for each candidate is obtained as: 
 
        (12) 
 
The results in [8] suggest that, the best choice for the  parameter is a negative exponential, which is 
obtained by: 
 
         (13) 
 
where  is a constant factor that must be adjusted according to the dynamic range of the data to be filtered. 
Hence, from equation 9 the optimal motion vector is defined by: 
 
        (14) 
 
A block diagram on the proposed methodology us shown in Figure 2. 
 
 
Fig. 2. Block diagram of the proposed algorithm 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Optical Flow Estimation: 
 
Phase-Only Correlation (POC): 
Looking for candidate set : 
Finding the maxima of r(x)  
For each candidate  evaluate: Minimize the energy function 
 by Gauss-Seidel method 
Set  &  
the Input Images  
Fourier Transform  
  &  
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3. Results 
In order to evaluate the results of the proposed method, we apply it to image sequences obtained from the 
Middlebury database [7]. We then compute the end point error (ee, in pixels) and the angular error (ae, in 
degrees), given by the equations 15 and 16, as described in [8]:   
 
        (15) 
 
       (16) 
 
where  is the ground truth motion field. 
 
The proposed algorithm was implemented in C++ using the OpenCV libraries for image processing [9]. 
The parameters for the estimation of the candidate set are: sublattice size , the number of 
candidates per sublattice  . The box filter size   is . And for the robust filter 
implementation, the parameters are:  and 50 Gauss-Seidel iterations. The Figure 3 shows, in 
the first row,  the reference image corresponding to , the second row corresponds to the ground truth, the 
following row show the result obtained with the box filter (third row), and the last row is the result of the 
proposed methodology using the robust filter. 
 
Many experiments were performed in order to calibrate the parameters of the proposed method;  and 
number of Gauss-Seidel iterations. For the first parameter and  were tested, and 
according to those results, the range  gives good results. For the second parameter, the results 
suggest that, when the parameter  is increased from 1 to 500, both measurements of error decrease, but when 
tested with , there does not appear to be a significant improvement, compared with . 
Finally, the last parameter for the robust filter method is the number of Gauss-Seidel iterations; the results in 
Figure 4 show that there is no need of use a large number of iterations (iterations < 50 is recommended). 
The Table 1 shows the numerical results, in most cases we can observe that robust filter offers a significant 
decrease in both errors in comparison with the box filter. This results can be visually reforced (Figure 3), and 
this suggest that correspond an enhancement against the box filter. 
 
Table 1. Error results obtained by applying the different approaches to three images from the Middlebury database 
 
 
  
 Urban3 ( =56 ) Grove3 ( | |=63 ) Venus ( | |=27 ) 
angular end-point angular end-point angular end-point 
First Approach 
Box Filter 
Robust Filter 
23.361 
13.567 
11.951 
2.650 
1.404 
1.257 
17.151 
10.637 
10.239 
1.680 
1.051 
1.001 
32.283 
6.016 
4.558 
1.969 
0.528 
0.457 
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Fig. 3: Results for the three different Middlebury scenes using box filter and the proposed edge-preserving filter. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4. Conclusions 
In this work, a technique using the POC function to obtain a reduced motion candidate set is implemented 
for optical flow estimation. Because this set is reduced at each pixel, this allows an optimal and efficient 
computational process. In addition, the present study demonstrated that the use of an energy function as a 
robust filter promotes good visual and numerical results. 
 
Future work, will focus on the investigation of different likelihood and regularization terms of the energy 
function, in order to improve the results. 
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Fig 4: Results of the proposed algorithm with respect to the number of iterations, (a) Angular error and (b) end-point error 
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