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Abstract
This thesis proposes methodologies to monitor traffic anomalies using micro-
scopic traffic variables measured by equipped vehicles sharing information
with one another and/or localized road-side infrastructure. The proposed
methodologies can identify not only traffic anomalies that lead to traffic
incidents, but also small transient deviations that are usually difficult to
detect.
Firstly, the thesis addresses the issue of anomaly detection where novel
supervised and unsupervised algorithms are proposed. The unsupervised
algorithm uses the change in variability of microscopic traffic variables to
detect traffic anomalies, which is also shown to outperform previous algo-
rithms monitoring ideally placed loop detectors. The supervised algorithm
can identify anomalies under different traffic regimes with 100% detection
rate and low false alarm rate when applied to real-world data, which presents
a significant improvement over the unsupervised algorithm. It is also shown
that the proposed algorithms can detect anomalies even when the micro-
scopic traffic variables are aggregated and missing.
Secondly, three classification algorithms are proposed, which can be in-
tegrated with the previously proposed detection algorithms. The first algo-
rithm identifies a lane-blocking, which is a well-known type of anomaly that
often leads to traffic incidents, and is shown to outperform existing algo-
4
rithms. The second algorithm identifies real-world cases of transient anoma-
lies as well as incident precursors by assessing spatial-temporal changes of
microscopic traffic variables. The third algorithm addresses the problem of
misclassifications under different traffic regimes by employing a certainty-
based decision function, and it is shown to successfully classify all anomaly
cases in the real-world data set.
Finally, the study is extended to the inference of traffic anomalies at a
location where traffic variables could not be measured directly. The key
contributions of the proposed algorithm are the ability to infer both nor-
mal and anomalous traffic conditions at a target location by assessing only
microscopic traffic variables from adjacent locations, and the ability to es-
timate lane-level traffic flow, time occupancy and inter-arrival time. Based
on real-world data, it is shown that the proposed algorithm outperforms a
Kalman filter-based approach.
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1. Introduction
It is well known that road traffic congestion is still the cause of billions of
dollars in extra hours of travel and extra fuel. Traffic congestion that may
have a big impact on delay in travel time is normally related to traffic inci-
dents which are usually non-recurring in nature. Therefore, it is important
to proactively monitor the occurrence of traffic anomaly, defined as a devi-
ation from normal traffic patterns, as an early warning incident precursor
indicator that might prevent or minimize the impact and duration of a traf-
fic incident. In this thesis, methodologies for monitoring vehicular traffic
anomalies are proposed where microscopic traffic variables associated with
individual vehicles are used as principle inputs for detection, classification
and spatial inference of anomalous traffic development.
1.1. Motivation
Recent advances in vehicle-to-vehicle (V2V), vehicle-to-infrastructure (V2I)
wireless communications and road-side infrastructure (e.g. video surveil-
lance cameras) have increased the potential of real-time measuring and
sharing microscopic traffic variables associated with individual vehicles for
monitoring of traffic anomalies, where the decision-making can be performed
locally based on traffic information on the road segment of interest, i.e. there
is no need to send traffic information to some remote entity for information
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processing (e.g. at a traffic management centre). Microscopic traffic vari-
ables have the advantages in term of coverage and sensitivity to support
anomaly monitoring schemes. In order to make use of these microscopic
traffic variables for monitoring of traffic anomalies, four challenges need to
be overcome.
The first challenge is that a traffic anomaly monitoring algorithm needs
to be generic enough to detect and classify different types of traffic anoma-
lies and at the same time, minimize unnecessary cost of responses by not
generating too many false alarms. Furthermore, the time of detection has
to be well in advance (at least 10-15 minutes before incidents) so follow-up
responses are swiftly in place before an incident is imminent. This first
challenge motivates the algorithms in Chapters 3, 4 and 5 to be developed
within a similar framework to assess microscopic traffic variables that reflect
real-world spatial and temporal behaviours of individual vehicles associated
with different types of traffic anomalies. As will be shown, this development
framework enables the proposed algorithms to detect and classify different
types of traffic anomalies with increased accuracy and well before the oc-
currence of incidents.
The second challenge is concerned with limited access to information of
the vehicles on roadway due to, e.g. limited number of vehicles whose mi-
croscopic traffic variables can be extracted, information storage and trans-
mission media. This second challenge motivates the proposed algorithms in
this thesis to be designed to use measures of variability of microscopic traffic
variables as principle inputs, which are shown to provide adequate informa-
tion for assessing the occurrence of traffic anomalies even under aggregated
and missing individual vehicle information [TB10, TB09, TBGT10a, BT09].
The third challenge is the adaptability to different traffic regimes. Previ-
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ously proposed algorithms are derived based on traffic patterns at specific
intervals prior to incidents (e.g. 5 minutes in [OOR05] and 8, 3 and 2
minutes in [LHS03]), where these intervals are chosen particularly to max-
imize the differences between traffic variables under anomalous conditions
and those under normal conditions. It has been found in previous investi-
gations that the degree of changes of traffic variables are highly dependent
on the vehicle density, i.e. longer intervals are needed to capture changes
under low vehicle density and vice versa [TB10, TB09, TBGT10a, BT09].
Therefore, calibration based on traffic patterns at a specific time interval is
likely to cause the performance of an anomaly monitoring algorithm to be
subjective to certain traffic regimes, and consequently, it is likely to experi-
ence missed detections and/or false alarms when employed under different
traffic regimes. This third challenge motivates the proposed algorithms in
Chapters 3, 4 and 5 to be developed and assessed with a common purpose
of being adaptable to different traffic regimes.
The fourth challenge is that, due to cost and geographical limitations, it is
usually not feasible to deploy sensors or equipped vehicles to measure traffic
variables on every road segment. Therefore, it is important to have an algo-
rithm that can also infer traffic regimes on road segments where local traffic
variables cannot be measured directly. This fourth challenge motivates the
development of the algorithm in Chapter 5 with the purpose of using micro-
scopic traffic variables measured at adjacent locations to first infer normal
or anomalous changes in traffic regime and then to estimate traffic variables
at target locations where traffic information cannot be measured locally.
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1.2. Aim of Thesis
The underlying aim of this thesis is to monitor vehicular traffic anomalies
using microscopic traffic variables. Monitoring of road traffic anomalies
in this thesis refers to the processes of detecting possible deviations from
normal traffic patterns, classifying to further assess the impact of anomalies
on the roadway and spatially inferring traffic condition at locations where
traffic variables cannot be obtained directly. In order to achieve this aim,
this thesis addresses the following issues:
1. Detection of traffic anomalies using microscopic traffic vari-
ables
Propose methodologies in which microscopic traffic variables can be used
to detect traffic anomalies and investigate which and how information can
be extracted from each microscopic traffic variable to be used as indicator
of traffic anomalies.
2. Classification of traffic anomalies using microscopic traffic
variables
Propose methodologies to further classify the detected traffic anomalies to
assess their possible impacts on the roadway using both spatial and temporal
characteristics of microscopic traffic variables.
3. Spatial inference of traffic anomalies using microscopic traffic
variables
Develop a method for spatial inference of traffic regime at a target loca-
tion where traffic variables cannot be measured directly using microscopic
traffic variables measured at adjacent locations, and also, for estimating ba-
sic traffic variables at the target location to further anticipate road traffic
condition.
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1.3. Synopsis of Thesis
The rest of this thesis is structured as follows. In Chapter 2, background in-
formation is provided. First, different level-of-details descriptions of traffic
flow are presented. Then, the definition of traffic anomaly used in this the-
sis, its relationship with traffic incident, and the types of traffic anomalies
analyzed in this thesis are discussed. Also, an overview on the use of macro-
scopic and microscopic traffic variables for monitoring of traffic anomalies
is provided where the algorithms proposed in this thesis are distinguished
from the majority of the previously proposed methods.
Chapter 3 addresses the problem of anomaly detection where novel super-
vised and unsupervised algorithms are proposed and assessed according to
whether prior knowledge is available on the road segment of interest. Firstly,
an unsupervised algorithm is proposed based on Bayes theorem which is
designed to rely on minimum prior knowledge and assess the change in vari-
ability of microscopic traffic variables to detect traffic anomalies. Secondly,
a supervised anomaly detection algorithm is proposed which is designed to
utilize prior knowledge to enhance the detection of traffic anomalies under
different traffic regimes. This supervised anomaly detection algorithm con-
sists of wavelet transform, multi-layer feed forward neural network and a
decision function based on bisection method. Performance evaluations are
conducted using both real-world data and simulation environments where
it is shown that the proposed algorithms can still detect traffic anomalies
even with aggregated and missing microscopic traffic information.
Chapter 4 proposes the next step to further classify traffic anomalies.
Three anomaly classification algorithms are proposed and assessed which
can be integrated with the previously proposed anomaly detection algo-
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rithms in Chapter 3 in order to enhance the monitoring of traffic anomalies.
Firstly, a lane-blocking identification algorithm is proposed to particularly
identify a lane-blocking incident by assessing the changes in correlation of
lane trajectories and the variance of relative speed. Secondly, a novel unsu-
pervised anomaly classification algorithm is proposed that explicitly utilizes
the temporal changes in variance and the changes in spatial covariances of
microscopic traffic variables to classify traffic anomalies according to their
potential impacts on the road segment. Thirdly, a supervised anomaly clas-
sification algorithm is proposed which does not rely on any pre-determined
threshold and is designed to utilize prior knowledge to further enhance the
classification performance. Performance evaluations are based on both real-
world data and simulation environments where it is shown that the proposed
algorithms can classify traffic anomalies even with aggregated and missing
microscopic traffic information.
Chapter 5 extends the research framework of this thesis to spatially infer
traffic anomalies under the scenarios where traffic measurements cannot
be obtained directly from the road segment of interest. An algorithm is
proposed consisting of two parts. The first part is an inference rule to infer
changes in traffic regime under both normal and anomalous conditions using
microscopic traffic variables measured at adjacent locations. The second
part is an estimation model that can estimate basic traffic variables at the
target road segment using information from adjacent locations. In this
chapter, performance evaluations are conducted using real-world data and
it is shown that the proposed algorithm can spatially infer both normal
and anomalous changes and estimate well lane-level traffic variables at the
designated target location without using locally measured traffic variables.
Finally, in Chapter 6, the main contributions of this thesis are restated
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and directions for further development based on the work in this thesis are
proposed.
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2. Background on Monitoring of
Traffic Anomalies
In this chapter, essential background of this thesis is provided. First, this
chapter presents fundamental concepts and traffic variables which are used
to describe traffic flow at different levels of details. Then, the definition
of traffic anomaly and the types of traffic anomalies are discussed, which
are used in the analysis through out this thesis. Finally, an overview is
given on monitoring of traffic anomalies using microscopic traffic variables,
which is the focus of this thesis, in respect to previously proposed methods.
Elaborations on how the proposed algorithms in this thesis differ from the
previously proposed methods are provided in subsequent chapters.
2.1. Descriptions of Traffic Flow
Traffic Flow Theory provides model descriptions based on the monitoring
or observation of traffic flow in respect to individual traffic variables and
their relationships. The model descriptions can be categorized according to
their level-of-details presentation of the traffic systems [LW55, HB01, Gre59,
Pap98, KPD+02, Hel98, MRG00, Lec07, Ker04]. Three levels of descriptions
are often used to categorize traffic flow models, which are microscopic, meso-
scopic and macroscopic models. Microscopic models consider each vehicle as
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a single and separate entity where observation is based on traces of individ-
ual vehicles (e.g. position, speed). Mesoscopic models describe traffic flow
as clusters of vehicles where vehicles are described in more aggregated term
using probability distribution functions or gas kinetic models. Macroscopic
models describe traffic flow at high level-of-details using aggregated obser-
vations such as flow and density. In addition to these three conventional
levels of descriptions, sub-microscopic models are also proposed to describe
sub-level characteristics and behaviours of drivers in individual vehicles as
well as the interactions with their surroundings (e.g. driver’s reaction time
and decision in breaking, changing gear and changing lane) [HB01].
2.1.1. Microscopic Level
In microscopic-level description of traffic flow, individual vehicles are de-
scribed as single and separate entities. Vehicles are traced over space and
time where their trajectories are often presented on a space-time diagram
as shown in Figure 2.1. Based on this representation, microscopic traffic
variables are derived to describe individual vehicle’s behaviours as well as
their interactions. Even though microscopic traffic variables are more com-
putationally expensive in terms of calibration and modeling compared to
their macroscopic counterparts, they are known to provide fine-grained in-
formation of individual vehicle characteristics necessary for certain research
areas (e.g. on-ramp and bottlenecks analysis) [Hel98, Lec07]. Examples of
well-known microscopic traffic variables are:
• Position (xi,n): Position of a vehicle i, xi,n, is often measured either
as an absolute position (e.g. x− y or latitude-longitude coordinates)
or as a distance from a reference point (e.g. at xi,n − xorigin meters
from an origin point xorigin).
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Figure 2.1.: Space-Time Diagram adopt from [Hui06]
• Inter-vehicle Spacing (si,n): Inter-vehicle spacing is a relative dis-
tance between two vehicles: si,n = xi−1,n − xi,n. Inter-vehicle spacing
is used for anomaly detection and classification in Chapters 3 and 4
of this thesis.
• Speed (wi,n): Speed can be derived as rate of change of vehicle
position which is calculated as a derivative of a vehicle’s trajectory:
wi,n =
∂xi,n
∂n .
• Relative speed (vi,n): Relative speed is measured as the speed dif-
ference between two vehicles: vi,n = wi−1,n − wi,n, which is also ex-
tensively used for anomaly detection and classification in Chapters 3
and 4 of this thesis.
• Acceleration (acci,n): Acceleration represents rate of change of speed
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and is derived as the first derivative of speed or the second derivatives
of position: acci,n =
∂wi,n
∂n =
∂2xi,n
∂n2
.
• Inter-vehicle time gap: Inter-vehicle time gap is the difference in
arrival times between two vehicles to a fixed position. The term head-
way has often been used in literature to define inter-vehicle time
gap, where its detailed definition varies according to whether the
arrival time is measured at the front or at the rear of a vehicles
[Hel01, Hui06, KSW01]. Therefore, in order not to be confused with
the terminology used in other literature, this thesis instead uses the
term inter-arrival time (denoted by κi,n in Figure 2.1) which refers to
the difference in arrival time between the fronts of two vehicles. Inter-
arrival time is also extensively used for analysis in Chapters 3, 4 and
5 of this thesis.
• Measures of lane changing: Measures of lane changing behaviours
of individual vehicles can be represented based on lane positions and
lane changing frequency [Tol07, She04]. Measures of lane changing are
used primarily for anomaly classification in Chapter 4 of this thesis.
• Time Occupancy: Time occupancy is calculated as the fraction of
time that a designated position is occupied by vehicles. Even though
some researchers define time occupancy as a macroscopic traffic vari-
able, time occupancy in fact contains microscopic-level information
because it measures the duration that a vehicle dwells at a certain
location. Statistics of time occupancy have been extensively used to
assess the change in traffic states, particularly as the principle in-
dicator of the occurrence of traffic incidents [WG07]. Chapter 5 of
this thesis proposes a method to infer time occupancy at the location
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where a designated detection position is not available.
2.1.2. Mesoscopic Level
Mesoscopic models provide intermediate level-of-details descriptions of traf-
fic flow between the fine-grained microscopic models and the coarse-grained
macroscopic models. In mesoscopic models, individual vehicles are not dis-
tinguished which make their descriptions relatively less refined compared
to those in microscopic models. However, mesoscopic models also retain
descriptions of individual vehicles behaviours, using e.g. probability distri-
bution functions, which make them less coarse-grained than macroscopic
models.
Traffic variables that are often used in mesoscopic descriptions are head-
way and speed [HB01]. Unlike in microscopic models where headway and
speed are traced separately from each vehicle, mesoscopic models describe
these traffic variables using probability distribution function and gas ki-
netic model respectively. For the probability distribution functions de-
scribing headway, behaviours of vehicles are not individually distinguished
as it is often assumed that headway is independently and identically dis-
tributed. Examples of probability distribution functions used to describe
inter-vehicle time gap are Poisson models and generalized queueing models
[HB01, KSW01].
Gas kinetic models are used to describe the dynamics of speed in traffic
flow based on the reduced phase-space density (PSD) ρ˜(x,w, n) [HB01]. In
the reduced PSD, ρ˜(x,w, n)dxdw denotes the expected number of vehicles
on an infinitesimal road segment [x, x+ dx] that move at speed [w,w+ dw]
at time n. The reduced PSD retains some fine level-of-details descriptions
as speeds in this infinitesimal road segment [x, x + dx] can change by 1)
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vehicles flowing in and out of [x, x + dx], 2) acceleration toward desired
speed and 3) deceleration due to interaction between vehicles.
2.1.3. Macroscopic Level
Macroscopic models describe traffic flow at high level-of-details using ag-
gregated terms and without distinguishing any constituent entity. The
aggregated characteristics of traffic flow are described using macroscopic
traffic variables, which represent aggregated behaviours of vehicles and are
derived based on an analogy with fluid dynamics [LW55, Hel98, MRG00].
The advantage of macroscopic traffic variables is their coarse-grained rep-
resentations of traffic patterns which enable relatively easy calibration and
modeling of large-scale network with small computational time. Well-known
fundamental macroscopic traffic variables are density, flow and speed which
are discussed in this section. It is noted that uppercases are used to denote
macroscopic traffic variables in this section to distinguish them from those
used in microscopic models (e.g. speed).
• Density (K): density is used to measure the number of vehicles per
unit length of the road segment.
• Flow (Q): flow is measured as the rate of vehicles passing a point
during a given time interval.
• Speed (V ): Speed in macroscopic sense is often calculated as time
mean speed, which is the average of traffic stream passing a fixed point
of a roadway over a time interval. Unlike in microscopic and meso-
scopic models where speeds reflect behaviours of individual vehicles,
speed in macroscopic models represent aggregation behaviours (e.g.
average) of individual vehicle’s speeds.
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Formally, the relationship of density, flow and speed is described based
on a systems of two equations (2.1) and (2.2) where equation (2.1) describes
the fundamental relationship of density, flow and speed (e.g. speed is the
quotient of density and flow) and equation (2.2) describes the conservation
of vehicles [HB01, LW55]. Based on this system of two equations and three
variables, there have been further attempts to propose a third independent
model for the relationship between density and speed to completely describe
the traffic dynamics. Lighthill-Whitham-Richards (LWR) model is the first
and most straightforward approach which describes the speed-density re-
lationship as: V = V e(K), where V e denotes equilibrium speed function
representing a trade-off between the desired speed of individual drivers and
the reduction in speed due to the increase in vehicle density [HB01, LW55].
The model of V e depends on the characteristics of speed and density on the
road segment of interest. More recent models also include other dynamics of
speed to incorporate more realistic descriptions such as convection (change
due to incoming and outgoing flow), relaxation (tendency to change toward
equilibrium speed), anticipation (change due to downstream traffic condi-
tion), and the variance of speed [HB01].
Q = KV. (2.1)
∂tK + ∂xQ = 0. (2.2)
The state transitions of traffic on roadway can also be pictorially de-
scribed using Fundamental Traffic Diagrams characterized by density, flow
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and speed as shown in Figure 2.2 [DG08, Gre59, Hui06]. It is important
to note that Figure 2.2 only presents conceptual descriptions and the real
shape of the curves in the Fundamental Traffic Diagrams can vary depending
on the characteristics of density, flow and speed on the roadway of inter-
est, for example, the shape of speed-density diagram can be described by
the equilibrium V e(K) in LWR model [HB01]. On the Fundamental Traffic
Diagrams, three points are usually used to describe the state transition of
traffic: 1) Free-flow (Qf , Vf ), 2) Capacity (Kc, Qc, Vc) and 3) Jam (Kj).
The transitions of traffic states along the Fundamental Traffic Diagrams
are characterized by traffic demand (incoming flow) and/or the change in
capacity (e.g. due to traffic incidents). First, as shown in Figure 2.2, the
transitions between free-flow (Qf , Vf ) and capacity (Kc, Qc, Vc) are charac-
terized by the increase in density, the increase in flow and the decrease in
speed. However, as the transitions approaches the capacity (Kc, Qc, Vc) of
the roadway, flow increases at a relatively slower rate while speed decreases
at a much faster rate. Once the capacity has been reached, the transitions
from capacity (Kc, Qc, Vc) to jam (Kj) are characterized by the continuing
increase in density but with the decrease of flow and speed.
2.2. Traffic Anomaly
In this thesis, traffic anomaly refers to a deviation from normal traffic
patterns. The characteristics of traffic anomaly can range from transient
changes of traffic patterns to the ones that lead to major traffic conges-
tion. Traffic anomalies can be caused by transient behaviours of individual
vehicles (e.g. anomalous lane changing or acceleration/deceleration) or par-
ticular types of non-recurring events on the road segment such as accidents,
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Figure 2.2.: Fundamental Traffic Diagrams adopt from [DG08, Gre59,
Hui06]
disabled vehicles, debris, weather impact on street surface, and unusual or
special events.
As traffic anomalies in this thesis can also be associated with non-recurring
events, it is important to clearly distinguish traffic anomaly from traffic
incident which is a generic term commonly used in transportation com-
munity and with detailed definition that also varies according to its areas
of applications [HCM00]. Traffic incident in this thesis refers to any non-
recurring occurrence that involves major disruption of traffic flow where
the capacity of the roadway is significantly reduced, which is a similar def-
inition used in transportation research including Advanced Transportation
Management Systems (ATMS) and Advanced Traveler Information Systems
(ATIS) [PX05, SL07, WG07]. Major traffic disruption refers to a significant
impact on macroscopic characteristics of the roadway, i.e. significant in-
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crease in vehicle density, increase in travel delay, and the building up of
queue.
Traffic incidents are usually preceded by traffic anomalies but the traf-
fic anomalies themselves may or may not lead to traffic incidents as non-
recurring events can have different impacts on vehicular traffic on a roadway.
If a non-recurring event corresponds to even transient changes, it is said to
cause traffic anomaly on the road segment. If the same non-recurring event
continues to have adverse impact on traffic flow and leads to major traffic
disruptions (e.g. a lane-blocking that causes traffic congestion), traffic in-
cident is said to take place at the time that major traffic disruption takes
place [PX05]. For example, a disabled vehicle can induce a traffic anomaly
as it causes transient behaviours of individual vehicles (e.g. lane changing
and deceleration). However, this non-recurring event may or may not lead
to traffic incidents which depends also on other factors including the cur-
rent traffic demand on the roadway and the physical condition on the street
surface (e.g. wet or dry).
While the characteristics of traffic anomalies that are associated with par-
ticular traffic incidents have been extensively analyzed [OOR05, OORC05,
BCC+05, LHS03, She04, SR98], monitoring of traffic anomalies as an on-
set of deviation of traffic patterns analyzed in this thesis usually receives
less attention in literature as there is uncertainty if they will lead to traffic
incidents. Nevertheless, monitoring of traffic anomalies still is challenging
and important as they could be the sign of traffic developing into major
traffic congestion. Therefore, it is highly relevant for traffic anomaly moni-
toring systems to automate the process of early warning detection of traffic
anomalies and infer the likelihood of evolving into a traffic incident.
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2.2.1. Types of Traffic Anomalies
It is important that a traffic monitoring system assesses the severity of traffic
anomalies so appropriate response can be initiated. Therefore, an anomaly
monitoring system needs to be able to detect and then classify traffic anoma-
lies according to their potential impacts on the traffic flow [POK+02]. The
analysis in this thesis considers two types of traffic anomalies, 1) Transient
Anomaly and 2) Incident Precursor.
Transient Anomaly: Transient Anomaly is defined as a deviation of
traffic patterns that are followed by minor disruptions of the traffic flow (e.g.
temporarily drop in speed caused by a distraction on a freeway shoulder).
This type of anomaly usually receive less attention in literature as they are
often associated with relatively insignificant changes from a macroscopic
point of view. Nevertheless, monitoring of such deviation can provide an
early warning signal which is vital for both drivers and traffic operators.
Incident Precursor: Incident Precursor is defined as traffic pattern
that leads to a major disruption of traffic flow. This type of anomalies have
received most attention in literature [OORC01, OOR05, OORC05, LSH02,
LHS03, BCC+05, PX05]. However, the majority of previously proposed
methods are derived to detect incident precursors based on measurements
from loop detectors and would only be effective if loop detectors are ideally
placed close to the developing anomaly. It is also important to note that
the framework of this research considers only anomalies associated with
non-recurring traffic disruptions whose occurrence is usually unexpected
and random, as opposed to recurring congestion that routinely takes place,
e.g. daily rush-hours congestion.
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2.3. Monitoring of Traffic Anomalies
Monitoring road traffic anomalies in this thesis refers to the processes of
detecting possible deviations from normal traffic patterns, classifying ac-
cording to the impact on the road segment and inferring traffic condition
at locations where traffic variables cannot be obtained directly. These pro-
cesses are amongst the first crucial steps to provide information for assessing
road traffic conditions and initiating appropriate responses in traffic man-
agement systems [PX05, SL07, WG07]. The majority of traffic anomaly
monitoring systems rely on macroscopic traffic variables as inputs while
relatively fewer number of recently emerging systems use microscopic traf-
fic variables. This section gives an overview of traffic anomaly monitoring
systems that use macroscopic and microscopic traffic variables.
Macroscopic traffic variables have been extensively used for monitoring
of traffic anomalies where the focus ranges from identifying anomalies as-
sociated with particular types of non-recurring events to identifying traffic
patterns once major traffic disruptions take place. Methods derived for iden-
tifying anomalies associated with particular types of non-recurring events
often use measures of speed deviation and they are individually known
according to particular events that follow the deviations, e.g. accidents
[OOR05, OORC05, OORC01], crashes [LSH02, LHS03], and congestion
[BCC+05]. Methods derived for identifying traffic patterns associated with
major traffic disruptions are often known collectively as incident detection
algorithms, where time occupancy, flow rate and speed are often used as
principle inputs [SL07, PX05, WG07, WCQ08, TQ03, AK05].
On the other hand, there have not been many studies that employed mi-
croscopic traffic variables for monitoring of traffic anomalies, mainly due to
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1) difficulties in measuring the microscopic traffic variables themselves and
2) most studies are focused on practical aspects using loop detector data.
The study in [Fer88] is among the first to employ microscopic traffic variables
to analyze road traffic characteristics, where the proposed model of relia-
bility of freeway traffic flow is derived using relative speed and inter-vehicle
spacing. However, the model itself is derived to be used with macroscopic
traffic variables, e.g. flow and density, and the author does not further
propose any algorithm regarding monitoring of traffic anomalies.
The possibility to directly gather and share microscopic traffic variables
for monitoring traffic anomalies has recently increased with advances in
automotive navigation systems, vehicle-to-vehicle (V2V) and vehicle-to-
infrastructure (V2I) communications and road-side infrastructure [ISGM08,
DAS09, VIC09, NDLI04, Fle09, AOW08, PD07, SYGD08, CKC+06, BH02,
TOH08]. The process can be generally described as consisting of 3 sequen-
tial steps: 1) gathering traffic information, 2) monitoring traffic anomalies
based on the received information and 3) disseminate information/warning
to vehicles and/or traffic management centres. Most studies have focused
on the first and third steps, where traffic information gathering is commonly
performed through cellular telephony networks [DAS09], vehicle-based au-
tomotive navigation systems and road-side infrastructure [HBZ+06], and
then disseminated to drivers.
The second step, monitoring of traffic anomalies, which is the focus of
this thesis, is very crucial as the microscopic traffic information need to
be effectively processed to accurately assess if the emergence of anomaly
is imminent, to disseminate up-to-date warnings as well as to prevent false
alarms. However, achieving effective anomaly monitoring using microscopic
traffic variables receives less attention as most of those studies merely men-
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tion how this is accomplished in their proposed architectures. Only a few
studies attempt to be more explicit in their descriptions of monitoring traf-
fic anomalies using microscopic traffic variables [CKC+06, AOW08, She04,
TB10, TBGT10b, TBGT10a, BT09]. Some of these studies rely on local-
ized measurements of an individual vehicle which increase the likelihood of
having too many unnecessary alarms [MKH+10, CKC+06], or assume that
fine-grained information can be obtained through a specialized infrastruc-
ture which may not be applicable with typical traffic monitoring systems
[YCSJ09, AOW08].
The algorithms proposed in [She04, TB10, TB09, TBGT10b, TBGT10a,
BT09] have been designed for using microscopic traffic variables to moni-
tor traffic anomalies in real-world applications. However, the algorithm in
[She04] is based on measurements from loop detectors which is particularly
dependent on the detector location and lacks microscopic-level character-
istics to capture individual vehicle interaction over time, i.e. the spatio-
temporal microscopic characteristics will be lost once the vehicle passes the
detector location. Unlike [She04], the algorithms in this thesis, which have
also been presented in [TB10, TB09, TBGT10b, TBGT10a, BT09], are de-
signed to assess both spatial and temporal characteristics of microscopic
traffic variables for monitoring of traffic anomalies. The remainder of this
thesis discusses these algorithms and the investigations on their effectiveness
in both synthetic and real-world scenarios.
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3. Detection of Traffic Anomalies
using Microscopic Traffic
Variables
3.1. Introduction
The first step to proactively assess the occurrence of traffic anomalies is to
detect a deviation from normal traffic patterns. It is important to note that
the research in this chapter is primarily interested in detecting the onset of
transient deviation of traffic patterns which usually receive less attention
in literature as there is uncertainty if they will lead to traffic incidents.
Nevertheless, detection of traffic anomalies still is challenging and important
as they could be the sign of traffic developing into major traffic congestion
and it is highly relevant to automate the process of early warning detection
of traffic anomalies.
The characteristics of traffic anomalies that lead to traffic incidents have
already been thoroughly studied based on macroscopic traffic variables de-
rived from road-side infrastructure, e.g. loop detectors [OOR05, OORC05,
LHS03, LSH02, WWGO98, BCC+05]. The majority of these studies have
shown that variation of speed is often associated with the deviation of traffic
patterns and hence a signal of a probable anomalous condition. However,
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the effectiveness of these algorithms largely depends on the relative loca-
tion of the anomaly in respect to the loop detectors. If a disruption takes
place far away from the loop detector location, the anomaly may not be de-
tected and/or a long delay may be present before the anomaly is eventually
identified.
Recent advances in vehicle-to-vehicle (V2V) and vehicle-to-infrastructure
(V2I) wireless communications have increased the potential of real-time
measuring of microscopic traffic variables [ISGM08, TB10, She04, SR98,
CKC+06, AOW08]. However, only a few studies have explicitly investi-
gated the potential of using microscopic traffic variables for anomaly detec-
tion. Therefore, this chapter addresses the issue of anomaly detection using
microscopic traffic variables where novel supervised and unsupervised algo-
rithms are proposed and assessed according to whether prior knowledge is
available on the road segment of interest. The detections of vehicular traffic
anomalies are achieved by assessing microscopic traffic variables, namely
relative speed, inter-vehicle spacing and inter-vehicle time gap which can
be typically measured by equipped vehicles sharing information with one
another and/or road-side infrastructure, e.g. video surveillance cameras,
and under different availability of individual vehicle information. The main
contributions of this chapter can be summarized as follows.
First, an unsupervised algorithm is proposed based on Bayes theorem that
assesses the change in variability of the microscopic traffic variables to detect
traffic anomalies. It is shown that when applied to real-world data, the
algorithm can use the variance of statistics of relative speed to detect traffic
anomalies. The algorithm’s performance is also assessed using a microscopic
traffic simulation environment, where it is shown that with minimum prior
knowledge and partial availability of microscopic traffic information from as
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few as 20% of vehicle population, the proposed algorithm can still achieve
100% detection rates and very low false alarm rates which outperforms
previous algorithms in [OOR05, She04] monitoring an ideally placed loop
detector. This algorithm has been presented in [TB10, BT09].
Second, in order to solve the problem of missed detections under different
traffic regimes, a supervised anomaly detection algorithm is proposed con-
sisting of wavelet transform, multi-layer feed forward neural network and a
decision function based on bisection method. When applied to real-world
data, this algorithm can detect traffic anomalies with 100% detection rate
and low false alarm rate which presents a significant improvement over the
previously proposed unsupervised algorithm that could not detect certain
cases of anomalies [TB10]. This supervised anomaly detection algorithm
has also been presented in the detection part of [TBGT10a].
Furthermore, it is important to assess the potential of distributed deploy-
ment in vehicular network where the proposed algorithms are expected to
obtain only limited individual vehicle information through V2V and V2I
communications. In this respect, it is shown that the proposed algorithms
can still detect traffic anomalies even when 1) the microscopic traffic vari-
ables are available from only a fraction of vehicle population and/or 2) some
information are aggregated and missing due to limitations in transmission
medium and delay.
The chapter is organized as follows. Review of related studies is provided
in Section 3.2. Section 3.3 describes the framework of the assessment of
this study. In Section 3.4, the proposed unsupervised detection algorithm
is presented where its effectiveness is assessed using a simulation environ-
ment and real-world data. Then, in Section 3.5, the supervised detection
algorithm is proposed and assessed where the performance evaluations us-
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ing real-world data show that it presents a significant improvement over the
unsupervised detection algorithm. It is also shown in Section 3.5 that the
supervised detection algorithm has a potential of being deployed in wireless
ad-hoc inter-vehicular communication environments where an access to in-
dividual vehicle information is limited. Finally, Section 3.6 summarizes this
chapter.
3.2. Related Work
In respect to the detection of traffic anomalies, a large number of algo-
rithms have been previously proposed where the focus is primarily on the
detection of traffic patterns once major traffic disruptions take place. These
algorithms are commonly known as incident detection algorithms which
are often categorized according to their underlying detection mechanisms,
e.g. comparative algorithms, statistical algorithms, time series algorithm,
smoothing algorithms and artificial intelligence algorithms [PX05]. In these
algorithms, macroscopic traffic variables such as flow and time occupancy
are often used as indicators of traffic incidents because they can be ob-
tained directly from loop detectors. Recent studies have also considered
vehicle density as an indicator of traffic incidents. The study in [CGP07]
employs Principle Component Analysis to reduce information dimension of
spatio-temporal information about traffic density and performs incident de-
tection by comparing a squared prediction error to a pre-defined threshold.
A more recent study in [AOY08] also uses the average and the standard
deviation of number of vehicles measured on a lane in conjunction with the
number of drivers’ reports for detection of traffic incidents.
Another group of recent studies has argued that it is more efficient to de-
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tect anomalies prior to the occurrence of an incident and shifted their focus
to incident prediction, which involves the analysis and detection of traffic
anomalies prior to traffic incidents, commonly known as incident precursors
[OOR05, OORC05, OORC01, BCC+05, LSH02, LHS03, HC00, Hui06]. The
majority of these studies have shown that the measures of speed deviation
are very sensitive to the deviation of traffic patterns and can be used as pre-
cursor signals to an incident. Among the most common measures of speed
deviation are variances and standard deviations of speed [OOR05, OORC05,
OORC01, DJ07], spatial average speed difference [LHS03], normalized speed
variance, and coefficients of variations of speed [BCC+05, LSH02].
Using variation of speeds incorporates more information toward microscopic-
level and subsequently, increases the sensitivity to deviation of traffic pat-
terns compared to conventional macroscopic traffic variables. However,
most of these approaches are not efficient for real-time estimation of the
likelihood of traffic incident [AAP06]. One of the main problems is that
the inference of these incident precursors is usually based on traffic counts
and spot speeds measured from loop detectors. Therefore, the measured
variation of speeds is specific to the detector location and lack microscopic-
level characteristics which capture individual vehicle interaction over time,
i.e. the spatio-temporal microscopic characteristics will be lost once the
vehicle passes the detector location. In this chapter, the performance of
the proposed unsupervised algorithm is assessed and compared to previous
methods monitoring ideally placed loop detectors.
For microscopic-based anomaly detection, relative speed, inter-vehicle
spacing, inter-vehicle time gap and lane change tracking are microscopic
traffic variables that have been used for anomaly detections [TB10, BT09,
She04, CKC+06, AOW08, TPaCM06, PaPT06]. A study in [She04] has
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employed lane changing fractions for incident detection, but the number
of lane changes are estimated from loop detectors making the effectiveness
subjective to the loop detector locations, i.e. their distance from the dis-
ruption location. More recent investigations in [TPaCM06, PaPT06] have
shown the potential of using individual vehicle information to identify traffic
congestions, but there have not been further attempts to use microscopic
traffic variables from individual vehicles for anomaly detection.
In VGrid [CKC+06], each vehicle compares its local information, con-
sisting of 1) its own speed and 2) the distance between itself and another
vehicle or an accident location, to thresholds to determine if it is in a queue
and disseminate information to other vehicles. However, the purpose of us-
ing inter-vehicle spacing in [CKC+06] is primarily for adjustment of vehicle
mobility and smoothing traffic flow. Inter-vehicle spacing is not directly
used as an indicator of traffic anomalies as the authors assume that the
information is provided and hence, did not investigate how the occurrence
of anomalies can be identified correctly with inter-vehicle spacing. In this
aspect, in this chapter, the suitability of relative speed and inter-vehicle
spacing for anomaly detection is assessed.
Recently proposed systems namely VII-SVM, VII-ANN [YCSJ09] and
NOTICE [AOW08] are explicitly designed to use microscopic traffic vari-
ables for anomaly detection; VII-SVM and VII-ANN use speed profile and
lane changing behaviour of individual vehicles, while NOTICE uses the cor-
relation of individual vehicle lane changes in time and space. However,
in order to obtain such fine-grained information, these systems requires a
specific infrastructure that consists of sensors and wireless transceivers in-
stalled uniformly on each road segment [YCSJ09, AOW08] and/or on each
lane [AOW08]. Particularly, NOTICE needs all vehicles to be equipped to
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transfer data between the sensors, i.e. with 100% availability of individual
vehicle information. Such requirements can limit the deployment of VII-
SVM, VII-ANN and NOTICE in the near future as they are not scalable
with typical traffic monitoring systems. In contrast, the proposed algo-
rithms in this chapter do not require microscopic information from every
vehicle, can detect anomalies under partial availability of vehicle informa-
tion and are shown to work well with data from existing traffic monitoring
sensors (e.g. video surveillance cameras).
A more recent system called WILLWARN uses on-board sensors to mea-
sure microscopic information (e.g. wheel speed, reduced friction) to de-
tect possible hazards [MKH+10]. However, the information mainly shared
among vehicles are hazard-warning messages. It is not explicitly shown and
assessed (e.g. with false alarm rates) whether WILLWARN can effectively
use shared microscopic information for anomaly detection.
Based on the research work presented in this chapter, two anomaly de-
tection algorithms have recently been proposed which are designed to be
used with microscopic traffic variables of individual vehicles where the in-
vestigations in [TB10, TBGT10a, BT09] have shown encouraging results
even when the information is available only from a fraction of vehicles on
the road segment. This chapter provides more extensive investigations on
detection of traffic anomalies.
3.3. Analysis Framework for Anomaly Detection
The analysis framework of this research is based on a distributed traffic mon-
itoring system that could rely on locally shared information amongst neigh-
bouring vehicles. The shared information will allow the calculation of micro-
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scopic traffic variables to assess road traffic condition, where the focus is on
anomaly detection based on locally measured microscopic traffic variables
on a small road segment (e.g. 100-200 meters [WER05, YGX08, NDLI04])
within a short interval (5-30 minutes [GBO09, OS84, DC97]). The relevant
information would be measured by vehicles sharing information through au-
tomotive navigation systems and wireless communications. It is assumed
that each vehicle is equipped with a capability to measure its instantaneous
speed and position through automotive navigation systems [Swe96, ZDT95].
Furthermore, vehicles are capable of sharing information with one another
using wireless communications [Tsu02] through their neighbouring vehi-
cles [STKH07, CKC+06], bus ferries [STK+06] or road-side infrastructure
[CKC+06]. Alternatively, when such information measuring and sharing
capability does not exist in individual vehicles, the microscopic traffic infor-
mation could instead be inferred from currently available road-side infras-
tructure, e.g. video surveillance cameras [KS06].
3.3.1. Distributed Deployment of Anomaly Detection
Algorithms
In this framework, the deployment is distributed in a sense that anomaly
detection is performed locally by a vehicle and/or a local road-side infras-
tructure based on the locally collected information, and there is no need
to process information at a remote entity (e.g. a traffic management cen-
tre). An anomaly detection model H is stored and can be activated locally
when vehicles are present on the segment. As shown in equation (3.1), an
anomaly detection model H generally consists of three entities where F de-
notes a feature extraction model, C denotes a feature classification model
and D denotes a decision-making model. The parameters of model H can
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be downloaded by the vehicles on the segment or used by a local road-side
infrastructure itself for anomaly detection. The input to the model are the
microscopic traffic variables that can be calculated and shared amongst in-
dividual vehicle and the closest vehicle(s) downstream whose information is
available at the time of interest.
H = {F,C,D}. (3.1)
Figure 3.1 shows an example of how microscopic traffic information of
individual vehicles can be used by the proposed algorithm to detect traffic
anomalies on a road segment. In this example, the proposed algorithm is
used by vehicle 7 to identify traffic anomalies based on microscopic traffic
information from downstream vehicles 1-6, where each vehicle learns micro-
scopic traffic variables of other vehicles from exchanging information about
itself with those of other vehicles nearby. In the figure, vehicle 6 collects and
sends to vehicle 7 microscopic traffic information (e.g. speeds, positions, ar-
rival and departure times) of other vehicles on the segment. The anomaly
detection model H for the road segment can be downloaded by vehicle 7
from, e.g. a road-side infrastructure or neighbouring vehicles.
3.3.2. Percentage of Availability (PoA)
The statistics of microscopic traffic variables are calculated from I = PoA×
Itotal vehicles, where PoA (Percentage of Availability) denotes the percent-
age of equipped vehicles that have the capability to measure its speed and
position as well as to communicate with one another on the road segment at
the time of interest, and Itotal is the total number of vehicles on the segment.
It is important to note that there are certain similarities and differences
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Figure 3.1.: An Example of Distributed Deployment of the Proposed
Algorithm.
between the definitions of PoA in this framework and probe/market pen-
etration rate which is often used in previous studies [PX05, HF02]. PoA
and probe/market penetration rate are similar in the way that they both
are used to describe traffic variables obtained from a fraction of vehicle
population. However, probe/market penetration rate is sometimes used
particularly with probe vehicles that are purposely injected into the traf-
fic flow to collect certain traffic information (e.g. travel time) where they
need to follow certain instructions. For example, probe vehicles may need
to follow a particular route and to balance between the number of vehicles
that they overtake and those that have overtaken them to be able to obtain
the average characteristics of the traffic flow [TPaCM06, PaPT06]. In this
respect, PoA is different from probe/market penetration rate as it is used
to refer to a fraction of vehicles on the road segment that are equipped with
the traffic measurements and communications capabilities whose drivers are
not restricted by certain instructions and are able to react to change in traf-
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fic condition as ordinary drivers do (e.g. overtake or change lane to increase
speed).
3.3.3. Types of Traffic Anomalies
The analysis in this chapter considers two types of anomalies, 1) Tran-
sient Anomalies and 2) Incident Precursors. As described in Section 2.2
in Chapter 2, transient anomaly is defined as a deviation of traffic pat-
terns that might be followed by minor disruptions of the traffic flow, e.g.
temporarily drop in speed caused by a distraction on a freeway shoulder.
Incident precursor is defined as traffic pattern that might lead to a major
disruption of traffic flow. It is also important to note that incident pre-
cursors in this analysis are associated with non-recurring traffic disruptions
whose occurrence is usually unexpected and random.
In summary, the aim of this research is to develop algorithms that can
use locally measured microscopic traffic variables to detect anomalies un-
der different traffic regimes with high detection rate, low false alarm rate
and with time of detection prior to possible occurrences of traffic incidents.
Developing algorithms that can identify both types of traffic anomalies is
the first step to detect, classify and predict the impact of an incident. The
alarm in this framework is an early warning signal where traffic should be
more closely monitored to decide if response (e.g. dispatching tow trucks)
is needed.
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3.4. Unsupervised Anomaly Detection
3.4.1. Change of Variance for Anomaly Detection
The proposed unsupervised anomaly detection algorithm is based on an ob-
servation that a disruption causes transient behaviors of individual vehicles
(e.g. deceleration and lane change) that affects the variability in microscopic
traffic variables. Therefore, the problem of detecting anomalies using mi-
croscopic traffic variables is formulated as a variance change point detection
where the proposed unsupervised algorithm is developed based on Bayes’
theorem and sliding windows [BS94, TB10].
Let yn denote a microscopic traffic variable of interest at time n, n =
1, 2, .., N , where N is the total number of temporal samples of yn used per
change detection operation. yn is modeled as Gaussian process N(µn, σ2n),
where σ2n denotes the changing variance of yn. In the proposed algorithm,
L denotes a pre-determined sliding window size which is used to determine
the minimum number of temporal samples of yn needed to initiate a change
detection operation. The algorithm compares the variances of yn in two
adjacent sliding windows W1 and W2, where the comparison is initiated
only if there are at least L samples of yn in both windows; W1 ≥ L, W2 = L,
L < N , and W1 +W2 ≤ N .
Let n0 = N − L denote the time where the variance of yn changes. The
proposed algorithm compares the null hypothesis that there is no change of
variance at n0: {H0 : σ21 = σ22 =, ...,= σ2n0−1 = σ2n0 =, ...,= σ2N}, against
the alternative hypothesis that there is a change of variance at n0: {H1 :
σ21 =, ...,= σ
2
n0−1 6= σ2n0 =, ...,= σ2N}. Now, let ΘNq be a vector of variances
associated with hypothesis Hq, i.e. ΘNq =
{
σ21, σ
2
2, ..., σ
2
N
}
. Using Bayes’
theorem, the probability of the change of variance at point n0 is estimated
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by the posterior probabilities associated with the hypotheses:
p (H0|yn) =
p
(
yn|ΘN0
)
p
(
ΘN0
)
p (yn)
and
p (H1|yn) =
p
(
yn|ΘN1
)
p
(
ΘN1
)
p (yn)
, (3.2)
where p
(
yn|ΘNq
)
denotes the likelihood function and p
(
ΘNq
)
denotes the
prior probability. The change point detection is then performed by com-
paring the likelihoods p (H0|yn) and p (H1|yn) where the alarm is raised
when:
log p (H0|yn)
log p (H1|yn) > 1. (3.3)
For a distributed deployment of the proposed unsupervised anomaly de-
tection algorithm, the anomaly detection model H in equation (3.1) would
consist of 1) sliding window sizes L, W1 and W2, and an instruction for
calculation and choice of statistics of microscopic traffic variables in the fea-
ture extraction model F , 2) the model for posterior probabilities in equation
(3.2) in the feature classification model C and 3) the decision function in
equation (3.3) in the decision-making model D.
3.4.2. Performance Evaluation using Simulation
Performance Evaluation Parameters
Let nq,i be the time that the ith alarm is raised for change point nq. The
alarm is considered a true alarm if nq,i ∈ [nq, nq+nb], otherwise it is consid-
ered a false alarm. The detection interval nb is used for evaluation purpose
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only and should not exceed anomaly duration. Given M experiments for
each change point, the performance evaluation parameters are Detection
Rate of Change Point q (DRq), Mean Time to Detection of Change Point
q (MTTDq) and False Alarm Rate (FAR), which are calculated as shown
in equations (3.4), (3.5) and (3.6) respectively. In this chapter, FAR is
calculated by collectively taking into account any alarm that is neither in
[n1, n1 + nb] nor in [n2, n2 + nb]. Therefore, it is possible to have DRq = 0
while FAR > 0.
DRq =
Number of Anomalies Detected that lie with in [nq, nq + nb]
M
. (3.4)
MTTDq =
∑M
i=1(nq,i − nq)
M
, nq,i ∈ [nq, nq + nb]. (3.5)
FAR =
Number of Anomalies Detected that are not in [nq, nq + nb]
Total number of Detections
. (3.6)
Benchmark Anomaly Detection Algorithms
As the framework of this research focuses on detecting both transient anoma-
lies associated with minor disruptions of traffic flow and incident precursors
that lead to major traffic incidents, the algorithms proposed in [OOR05] and
[She04] are employed as benchmark. The reason the algorithm in [OOR05]
is employed is because it is capable of detecting transient changes. Also,
for completeness, the ability of the proposed algorithm to detect anomalies
associated with major disruptions of traffic flow is evaluated by comparing
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to an incident detection algorithm in [She04].
Benchmark-I: Transient Anomaly Detection Algorithm [OOR05]
The first benchmark detection algorithm, referred to as Benchmark-I
[OOR05, OORC05], detects transient changes prior to incidents by exam-
ining if the probability that there is an anomaly on the measured standard
deviation of speed X measured every L seconds P (A|X), exceeds a threshold
δ. P (A|X) is calculated as:
p (A|X = x) = PAf
A
X(x)
PAfAX(x) + PNf
N
X (x)
, where
PA = Number of L-seconds standard deviations of speed associated with anomalyTotal number of L-seconds standard deviations of speed and PN
= 1-PA. Also, fAX(x) is the empirical non-parametric probability density
function of standard deviations of speed associated with traffic anomaly,
and fNX (x) is the empirical non-parametric probability density function of
standard deviations of speed associated with normal traffic.
Based on ten simulated realizations consisting of approximately 11,000
data points, fAX(x) and f
N
X (x) are obtained from a non-parametric esti-
mation of empirical probability density functions of standard deviations of
speed under normal and anomalous conditions. The probability density
functions are estimated using kernel density estimator with Epanechnikov
kernel as in [OOR05, OORC05]. As it is shown in [OOR05, OORC05] that
the selection of threshold is dependent on the data, a range of thresholds is
considered where the most appropriate one that reduces many false alarms
is selected based on the simulated data in this experiment.
Benchmark-II: Incident Detection Algorithm [She04]
The second benchmark algorithm, referred to as Benchmark-II, is a traffic
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incident detection methodology proposed in [She04, SR98] which uses the
lane changing fractions and queue length measured from loop detectors.
Note that since the aim is to assess the effectiveness of anomaly detection,
only the pattern recognition part of the algorithm in [She04] is employed.
For every L seconds on each lane i of the freeway segment of inter-
est, the hypothesis testing is performed through the Modified Sequential
Probability Ratio Test (MSPRT) which calculates the probability ratio
Λi(ZL) = ΠLm=1
Pi(Zm|Zm−1,H1)
Pi(Zm|Zm−1,H0) , where Pi(Zm|Zm−1, H1) is the measured
conditional probability of lane changes from lane i to adjacent lanes at time
step m, and Pi(Zm|Zm−1, H0) is the pre-determined incident-free condi-
tional probability of lane changes from lane i to adjacent lanes at time step
m. In [She04], Pi(Zm|Zm−1, H1) and Pi(Zm|Zm−1, H0) are estimated from
vehicle counts measured by loop detectors. However, as the focus of this
evaluation framework is only on the detection decision part, it is necessary
to minimize the error from the estimation of the lane changing probabili-
ties. Therefore, in this experiment, the lane changing probabilities for the
Benchmark-II is obtained directly from counting the number of vehicle that
change lanes in the simulation, which is an ideal case and should maxi-
mize the performance of Benchmark-II. Pi(Zm|Zm−1, H0) is also obtained
based on ten simulated realizations consisting of approximately 11,000 data
points.
Since a well-known inherent problem of loop detectors is that if a disrup-
tion takes place far from the loop detector positions, traffic anomalies are
likely to go undetected, the loop detector stations are ideally placed at the
position where the disruption is originated. In addition, the window size
L is always chosen to be ideally finer than the commonly used five-minute
interval [OOR05, OORC05, She04] to increase the sensitivity of the bench-
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mark algorithms. These settings should give better performance than the
scenarios in [OOR05, OORC05, She04] and any real-world deployment of
loop detectors.
Experimental Setups
To model vehicle mobility more realistically, Gipps safe-distance car fol-
lowing model with the parameters that were calibrated on a real freeway
segment in [Gip81] is implemented into the microscopic traffic simulation
environment Groovenet [MWR+06]. On the two-lane freeway segment, each
simulated vehicle records its timestamp, speed, position and bearing at ev-
ery second. This experiment considers a low vehicle density scenario where
Itotal is 16 vehicles/mile/lane on average (approximately 10% of the segment
area) and hence, it would be more difficult to detect anomalies using only
stationary loop detectors. Furthermore, the scenario of having congestion
due to the exceeding of the freeway segment capacity is avoided by setting
an average speed to 70mph and the flow to always be well below a break-
down threshold [HCM00]. This ensures that any change is caused by the
simulated disruption only.
The microscopic traffic variables preliminarily investigated are 1) inter-
vehicle spacing : si,n = xi−1,n−xi,n where xi,n is the position of a vehicle i at
time n, and 2) relative speed : vi,n = wi−1,n−wi,n where wi,n is the speed of
a vehicle i at time n. The statistics of microscopic traffic variables for traffic
anomaly detection are the variances of the sample averages and standard de-
viations of inter-vehicle spacing and relative speed. Furthermore, flat prior,
p
(
ΘN0
)
= 1 [AAB01] is used to reflect a real-time application with mini-
mum prior knowledge where performance depends largely on the analyzed
microscopic traffic variables. In addition, for a given PoA, the vehicles that
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possess sensor and communication capability are randomly chosen from the
vehicles on the freeway segment according to a uniform distribution.
Results and Discussions on Transient Anomalies
In this section, the main focus is on the detection of short-term transient
changes (≤ 5 minutes) as such kind of anomalies require methodology with
high sensitivity making them usually difficult to detect and keep low false
alarm rate at the same time. Disruptions of traffic flow on a specific location
on the freeway are generated by having a designated vehicle decelerated
to a low speed of 10 mph between n1 = 690s and n2 = 750s, and then
accelerated back to normal speed of 70 mph. Such anomalous behavior
causes the average traffic speed to slightly drop to approximately 50-60
mph and hence, causing a temporarily disruption to the traffic flow. The
aim is to detect changes at n1 and n2 since they are the points where traffic
patterns start to change.
Figure 3.2 shows the statistics of relative speed of a single simulated
realization. The proposed algorithm utilizes the fact that the short-term
transient anomalies disruption causes changes in individual speeds of the
vehicles and exacerbates variation of the relative speeds. Note that such
changes will be difficult to detect with the variation of speed calculated
from loop detectors at a specific location since the anomaly is caused by
a moving vehicle and the variations of locally measured speed will not be
persistence once the vehicle moves pass the loop detector location.
Table 3.1 shows performance evaluation results from applying the pro-
posed algorithm and the benchmark algorithms [OOR05, She04] to detect
change points n1 and n2, where detection rates (DR), false alarm rates
(FAR) and the mean time to detections (MTTD) are averaged over 10 sim-
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Table 3.1.: Transient Anomaly: Performance Comparisons Results with de-
tection interval nb = 60s, from 10 simulated realizations (AVG
= Average, STD = Standard Deviation, PoA = Percentage of
Availability introduced in Section 3.3.2
Proposed Algorithm DRn1 MTTDn1 DRn2 MTTDn2 FAR
(PoA = 50%, L = 30s) (s) (s)
AVG Relative Speed 1 31.6 1 34.6 0
STD Relative Speed 1 31.7 1 32.6 0
AVG Inter-vehicle Spacing 1 30.2 1 28.9 0.87
STD Inter-vehicle Spacing 1 30.2 1 28.9 0.87
Proposed Algorithm DRn1 MTTDn1 DRn2 MTTDn2 FAR
(PoA = 40%, L = 30s) (s) (s)
AVG Relative Speed 1 34.6 0.9 35.7 0
STD Relative Speed 1 31.7 0.9 33.3 0
AVG Inter-vehicle Spacing 1 26.9 1 28.9 0.87
STD Inter-vehicle Spacing 1 26.9 1 28.9 0.87
Benchmark-I DRn1 MTTDn1 DRn2 MTTDn2 FAR
[OOR05] (s) (s)
L = 30s 1 38.0 0 - 0.33
L = 60s 0.9 27.0 0.3 28.0 0.64
Benchmark-II DRn1 MTTDn1 DRn2 MTTDn2 FAR
[She04] (s) (s)
L = 30s 0 - 0 - -
L = 60s 0 - 0 - -
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Figure 3.2.: Detections of Transient Anomaly on Single Simulated Realiza-
tions of Statistics of Relative Speed for PoA 40%, L = 30s;
Dotted vertical lines denote instances where alarms are raised
by the proposed unsupervised algorithm.
ulated realizations. The proposed algorithm with the statistics of relative
speed detects relatively higher number of change points with smaller num-
ber of false alarms than the benchmark algorithms. However, the proposed
algorithm also misses one change point n2 using the statistics of relative
speed with PoA = 40%. Recall that n2 is the discharge point when the
vehicles start to accelerate back to the normal speed and it is likely that the
speed information in that realization comes from the vehicles that are less
affected causing the change of statistics of relative speed to be more gradual.
Table 3.1 also shows that increasing PoA to 50% improves detection rate
of point n2 to 100%. Increasing PoA increases the probability of obtaining
information from vehicles that are affected by the change and consequently,
increases the number of relative speed samples for the proposed algorithm
to use to detect the change.
As seen in Table 3.1, Benchmark-I detects well the change point n1, but
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misses most of n2 for L ≥ 30s, while Benchmark-II fails to detect both
change points. The loop detector has been ideally placed at the location of
point n1 where the anomaly originates and causes decelerations of individual
vehicle speeds so Benchmark-I can detect n1 by assessing the standard devi-
ation of speed. However, the disruption does not completely block the lane
so the change in lane changing fractions and queue length are not significant
enough for Benchmark-II to detect n1.
Furthermore, both benchmark algorithms fail to detect the discharge
point n2 because the change is caused by the moving vehicle that is spa-
tially farther away from the loop detectors location. It is important to note
that the location where the change points n1 and n2 take place are ran-
dom in real-world scenarios and hence, Table 3.1 highlights a limitation of
loop detectors as the detectors will need to be placed closely to where the
disruption takes place to be able to detect changes effectively.
For completeness only, Table 3.1 also shows that anomaly detection us-
ing the statistics of inter-vehicle spacing can result in very high false alarm
rates. Those false alarms occur because under a low vehicle density sce-
nario considered in this experiment, every vehicle has room to continuously
adjust the distance between itself and its leader which result in periodic de-
tections of variance change points of inter-vehicle spacing. The simulation
results show that inter-vehicle spacing may not be suitable in the scenarios
considered in this section so it is not further assessed and the focus is on us-
ing only relative speed for unsupervised anomaly detection. The usefulness
of inter-vehicle spacing is discussed in the Section 3.5 where a supervised
anomaly detection is proposed.
The impact of PoA and window size L on the false alarm rate is also
assessed. Figure 3.3 shows the false alarm rates as PoA ranges from 20% to
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Figure 3.3.: False Alarm Rates using Statistics of Relative Speed for differ-
ent PoAs, L is the size of the sliding window in seconds
100%. With the average Itotal of 16 vehicles/mile/lane and PoA of 20%, the
relative speed statistics are calculated from only three vehicles on average
which result in certain alarms not associated with the simulated anomalies.
Note that under a low density scenario, the vehicles have large room to
maneuver and there still is a probability of the proposed algorithm obtaining
relative speeds from pairs of vehicles with high variations and raising alarms
that are neither in [n1, n1 + nb] nor in [n2, n2 + nb]. With PoA = 100%,
the proposed algorithm can utilize relative speeds from all vehicles on the
segment to accurately detect the simulated traffic anomalies with zero false
alarm rates.
When PoA is small, the number of false alarms can be further reduced by
increasing the sliding window size to assess temporally more relative speed
samples. As shown in Figure 3.3, increasing the sliding window size from
10s to 30s reduces the false alarm rate as the algorithm can incorporate
more temporal relative speed samples in making a decision.
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Figure 3.4.: Detections of Incident Precursor on Single Simulated Realiza-
tions of Statistics of Relative Speed for PoA 50%, L = 60s, and
under vehicle density 10% of the segment area; Dotted vertical
lines denote instances where alarms are raised by the proposed
unsupervised algorithm.
Results and Discussions on Incident Precursors
For the analysis of anomalies associated with incident precursors, the sim-
ulation environment is used to generate a lane-blocking disruption which is
among the main causes of traffic congestion [She04]. A traffic anomaly is
simulated between n1 = 790 and n2 = 1200 on a specific location on the
freeway by having a designated vehicle decelerate to a complete stop effec-
tively blocking one lane for five minutes, which is a minimum time period
used in analyzing traffic characteristics prior to incidents [BCC+05, OOR05,
OORC05, LHS03], and then accelerate back to normal speed. The aim is
also to detect changes at n1 and n2. Note that, Itotal of 16 vehicles/mile/lane
on average is used.
Figure 3.4 shows the statistics of relative speed of a single simulated re-
alization where the proposed algorithm can also use the variation of the
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Table 3.2.: Incident Precursors: Performance Comparisons Results for de-
tection interval nb = 120s from 10 simulated realizations and
under vehicle density 10% of the segment area (AVG = Average,
STD = Standard Deviation, PoA = Percentage of Availability
introduced in Section 3.3.2)
Proposed Algorithm DRn1 MTTDn1 DRn2 MTTDn2 FAR
(PoA = 50%, L = 60s) (s) (s)
AVG Relative Speed 1 61.5 1 105 0
STD Relative Speed 1 60.3 1 98.8 0
Proposed Algorithm DRn1 MTTDn1 DRn2 MTTDn2 FAR
(PoA = 20%, L = 60s) (s) (s)
AVG Relative Speed 1 63.3 1 106.1 0.09
STD Relative Speed 1 62.2 1 94.1 0.05
Benchmark-I DRn1 MTTDn1 DRn2 MTTDn2 FAR
[OOR05] (s) (s)
L = 30s 1 80 1 83.8 0.44
L = 60s 0.1 80 0.9 104 0.52
Benchmark-II DRn1 MTTDn1 DRn2 MTTDn2 FAR
[She04] (s) (s)
L = 30s 1 52.6 0.1 51.0 0.70
L = 60s 1 49.4 0 - 0.65
relative speeds to detect anomalies. Table 3.2 shows performance eval-
uation results from applying the proposed algorithm and the benchmark
algorithm [OOR05, OORC05] to detect change points n1 and n2, where
detection rates, false alarm rates and the mean time to detections are av-
eraged over ten simulated realizations. With PoA = 20%, the proposed
algorithm with the statistics of relative speed detects all the change points
with much smaller false alarm rates compared to the benchmark algorithm
in [OOR05, OORC05]. Since Itotal of 16 vehicles is used in this experiment,
PoA = 20% means the information is available from only four vehicles,
which makes the proposed algorithm more prone to false alarms. Increasing
PoA to 50% eliminates the false alarms for the statistic of relative speeds
as the proposed algorithm can utilize more individual vehicle information
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to accurately detect anomalies.
In contrast, Benchmark-I [OOR05, OORC05] misses more than 90% of the
change point n1 for L ≥ 1 minute, while the discharge point n2 is detected
well because the location of discharge point n2 is fixed and all the vehicles
discharging from a lane-blocking move pass the loop detectors location.
Benchmark-II [She04] also detects well change point n1 because the lane-
blocking causes significant changes in the number of lane changing fractions
and queue length. However, Benchmark-II misses change point n2 due to
the reduction of the significance of the number of lane changing fractions
and queue length in the discharge period. Both benchmark algorithms have
high false alarm rates because under a low vehicle density scenario where
the vehicles still have large room to maneuver, these algorithms cannot
distinguish well between anomalous and anomaly-free traffic patterns. It is
clear that anomalies which result in major disruptions would be detected by
algorithms like Benchmark-II. However, these algorithms are likely to fail
to identify transient anomalies as shown previously.
The impact of PoA and window size on the performance of the proposed
algorithm is also assessed. Figure 3.5 shows that the number of false alarms
is reduced as PoA and window size increase. Increasing window size elim-
inates the impact from shorter-term changes of variance not associating
with the simulated anomalies, and thus, reduces false alarms. In the low
density scenario considered in this experiment, increasing PoA reduces the
false alarm rates as the algorithm could use more variability of individual
vehicles information to detect the anomalies.
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Figure 3.5.: False Alarm Rates using Statistics of Relative Speed for differ-
ent PoAs, L is the size of the sliding window in seconds, and
under vehicle density 10% of the segment area.
3.4.3. Performance Evaluation using Real-World data
Descriptions of the Data
The objective of this section is to assess the usefulness of the proposed
algorithm when applied to microscopic traffic variables measured in real-
world scenarios. In order to validate and assess the proposed algorithm, a
freeway segment is analyzed in which the microscopic traffic variables can
also be obtained from a video surveillance camera [KS06]. The freeway
segment studied is part of the main route that links Bangkok to the North-
ern provinces of Thailand. As the density of vehicles on the segment can
vary with time and the vehicle density can be very low at certain periods,
PoA = 100% is used to guarantee that there are always enough individual
vehicle information for the analysis. Detailed descriptions of the process of
collection of the real-world data set are provided in Appendix A.
On the image frame of the camera, a virtual entrance and exit lines were
drawn at the beginning and the end of the segment respectively. For a
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vehicle i, {tini , touti , wempi } was record, where tini is the time that the vehicle
crossed the entrance line, tout is the time that the vehicle crossed the exit
line, and wempi =
Segment Length
touti −tini
. A relative speed observed by vehicle i to
its leading vehicle i − 1 is calculated as vempi = wempi−1 − wempi for touti >
touti−1. Then, for a sampling interval of τ seconds, the average v
emp
mτ and
standard deviation σempmτ of relative speeds of the sampling interval mτ can
be calculated as: vempmτ =
∑I
i=1 v
emp
i,n
I and σ
emp
mτ =
√∑I
i=1((v
emp
i,n )
2−(vempmτ )2)2
I for
(m− 1)τ ≤ touti < mτ , where m = 1, 2, 3, ... It is important to note that in
this real-world data set, a different method to calculate relative speed from
the one in the simulation environment is used. The method here employed
allows the calculation of relative speed from the image frame of the camera.
With the availability of video images, it is possible to determine types
of anomalies and the times when traffic anomalies and the following traffic
incidents took place. The real-world data was collected daily from 6am to
6pm for a period of 5 months (August - December 2008). The are totally 22
anomaly cases in the data set here analyzed where the anomaly cases are an-
alyzed according to whether they lead to incident. The anomaly cases that
lead to incident are referred to as incident precursors, while the anomaly
cases that do not lead to incidents are simply referred to as transient anoma-
lies. There are totally 7 transient anomaly cases and 15 incident precursor
cases, which took place under different traffic regimes, e.g. low-flow high-
speed, high-flow high-speed and low-flow low-speed.
Each anomaly case consists of three timestamps: {T as , T is , T ie}, where T as
denotes the time when traffic anomaly was observed, T is denotes the times
when a traffic incident took place and T ie denotes the end time of traffic
incident or when traffic started to recover. It is important to note that for
transient anomaly cases, only T as and T
i
e are recorded as traffic recovered
72
after transient anomalies without any incident occurrence. In performance
evaluations, an anomaly case is considered detected if an alarm that is raised
by the algorithm within [T as , T
i
s ] for incident precursors and [T
a
s , T
i
e ] for
transient anomalies. Then, the mean time to detect (MTTD) is calculated
as the average of the difference between the alarm time and T as .
Results and Discussions
For the purpose of assessing the statistics of relative speed, this section
shows and discusses the performance evaluations of the proposed algorithm
using both the average and standard deviation of relative speed. Further-
more, another possible application of the proposed algorithm using the av-
erage of relative speed to classify different traffic regimes is also shown in
this section.
For real-world applications, the proposed algorithm will need to assess
temporal samples of relative speed in a streaming fashion where the arrival
rate of vehicles can vary at different times of day (e.g. high flow during
morning rush hours and low flow during day time). It is important to select
the time window size that enables the proposed algorithm to assess enough
temporal samples of relative speeds particularly under low incoming vehicle
flow. As traffic anomalies can cause travel delay on roadway, the sliding
window size L should be set to be at least equal to the average travel
delay to enable the proposed algorithm to capture the change in variance of
statistics of relative speed. The sliding window size of 15 minutes is used for
the freeway segment here analyzed because the average delay caused by the
transient anomaly cases is observed to be approximately 15 minutes under
low vehicle density while traffic congestion that followed incident precursors
usually persisted beyond 15 minutes.
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Figure 3.6 shows a detection time of variance change point of relative
speed associated with incident precursors on December 27, 2008, while the
corresponding video snapshot of the freeway segment is shown in Figure 3.7.
The disruption was initially caused by two big trucks which evolved into a
state of congestion.
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Figure 3.6.: Average Relative Speed on December 27, 2008: Dotted verti-
cal line denotes an instance where an alarm is raised by the
proposed unsupervised algorithm.
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Figure 3.7.: Video Snapshot of Incident on December 27 2008.
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Table 3.3.: Evaluation Results of Anomaly Detection using the Proposed
Algorithm with Relative Speed on Real-World Data for L = 15
minutes: AVG = Average, STD = Standard Deviation.
Transient Anomalies Number of Cases Detected Cases (s) MTTD (s)
AVG Relative Speed 7 7 390
STD Relative Speed 7 7 156
Incident Precursors Number of Cases Detected Cases (s) MTTD (s)
AVG Relative Speed 15 12 300
STD Relative Speed 15 14 210
Table 3.3 shows the results from using the proposed algorithm with the
variance of statistics of relative speed to detect anomalies on the real world
data with MTTDs less than seven minutes which is fast enough for some
following actions to be taken. There is one case of incident precursors that
goes undetected by the proposed algorithm using the standard deviation of
relative speed. This incident precursor is a special case which took place
between consecutive incidents. It is found to be associated with a discharge
period (after a prior incident) of approximately 30 minutes before the second
incident unexpectedly took place. Since there had already been a large
number of vehicles on the segment during this discharge period, individual
vehicles could only gradually increase their speed and consequently, there
was not enough variability of relative speed for the proposed algorithm to
detect this second incident precursor.
The missed detections of the other three anomaly cases by the proposed
algorithm (when average relative speed is used) also occurred while there
was already high flow of vehicles (≥ 2000 vehicles/hour) on the segment.
In fact, two cases occurred during the first days of long public holidays
while another case occurred on a Saturday, which were the times that this
route was heavily used by many Bangkok residents to go to the northern
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provinces. With such high flow of vehicles, individual vehicles did not have
much room to maneuver and the variability of relative speed was reduced
causing these incident precursors to be missed by the proposed algorithm.
As the undetected anomaly cases are mainly due to high density of vehi-
cles on the freeway segment that reduces the variability of relative speed,
further improvement could be obtained by employing multi-resolution mod-
els [AAB01, AAB06], to extract and assess variability on different time
scales. Also inter-vehicle spacing statistics could be used for detection of
transient anomalies and incident precursors. All of these aspects will be
addressed in the next section.
Another possible application of the proposed algorithm is in the classifi-
cation of different traffic regimes. Figure 3.8 shows preliminary results in
which transient anomalies are detected at 7:26:00, 10:49:00 and 14:48:00 on
the inbound route. In Figure 3.9, these detection times (7:26:00, 10:49:00
and 14:48:00) are used to cluster the traffic flow and average speed data into
four groups, and it is found that these detection times can approximate the
times when traffic evolves. The first group belongs to the period 6:00:00-
7:26:00 and consists mostly of low flow rate with scattering average speed
as the traffic was light and individual vehicles had freedom to maneuver.
The second and third groups, 7:26:00-10:49:00 and 10:49:00-14:48:00, con-
sist mostly of higher speeds with increasing flow indicating the increasing
number of inbound vehicles. Finally, the fourth group consists of traffic data
from 14:48:00-18:00:00 when more vehicles had arrived and the capacity of
the segment had been reached as the traffic flow and speed start to decline.
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Figure 3.8.: Average Relative Speed on August 12, 2008: Dotted vertical
lines denote instances where alarms are raised by the proposed
unsupervised algorithm.
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Remarks on Unsupervised Anomaly Detection and the Necessity
of Developing a Supervised Anomaly Detection Algorithm
This section reports the investigation on the effectiveness of the proposed
unsupervised anomaly detection algorithm that relies on minimum prior
knowledge and uses the decisions from the temporal changes of the variabil-
ity of relative speed to detect anomalies. Based on the simulation results,
the proposed algorithm can detect both transient anomalies and incident
precursors with 100% detection rates and very low false alarm rates, which
outperforms well-known algorithms [OOR05, She04] running in an ideal
setting. Furthermore, it is shown that the proposed algorithm continues to
achieve low false alarm rates even though microscopic traffic information is
extracted from as few as 20% of the vehicle population.
The application of the proposed unsupervised algorithm to real-world
data shows that both transient anomalies and incident precursors can be
detected using the statistics of relative speed. Subsequent analysis also
shows another possible application of the proposed unsupervised algorithm
to identify different traffic regimes.
However, it is found in the analysis using real-world data that anomalies
are likely to be missed under substantially high vehicle flow scenarios which
indicates that the proposed unsupervised anomaly detection algorithm may
not perform well when there is a change in traffic regime, e.g. from a
low-flow high-speed regime to a high-flow high-speed regime. In the next
section, a practical solution to this problem is proposed where a supervised
anomaly detection algorithm is developed which can be trained to capture
a set of relationships between the microscopic traffic variables and the traf-
fic conditions (normal, transient anomalies and incident precursors) under
different traffic regimes. This supervised anomaly detection algorithm uses
78
multi-resolution and non-linear mapping models to enhance the detection
capability and it is shown that the supervised algorithm can detect traffic
anomalies in the real-world data set that the unsupervised algorithm could
not detect.
3.5. Supervised Anomaly Detection
This section proposes and assesses a supervised anomaly detection algorithm
using microscopic traffic variables, namely relative speed, inter-vehicle spac-
ing, inter-arrival time and inter-departure time, which can be measured by
equipped vehicles sharing information with one another and/or road-side
infrastructure, e.g. a video camera. In particular, it is shown that when
applied to real-world scenarios, this newly proposed algorithm can detect
traffic anomalies with 100% detection rate and low false alarm rate which
present a significant improvement over the unsupervised anomaly detection
algorithm proposed in the previous section that could not detect certain
cases of anomalies [TB10, BT09]. It is also shown that the proposed algo-
rithm can still detect traffic anomalies even when 1) the microscopic traffic
variables are available from only a fraction of vehicle population, 2) some
information are missing due to aggregations and transmission delays of in-
dividual microscopic traffic variables.
3.5.1. Overview of the Proposed Supervised Anomaly
Detection Algorithm
The mechanism in the proposed algorithm is based on the assumption that
a disruption causes transient behaviours of individual vehicles (e.g. decel-
eration and lane change) that affects the variability in microscopic traffic
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variables. According to this, information regarding the presence or absence
of anomalous situations on road segments can be gained by analyzing such
microscopic variables. The proposed anomaly detection scheme can be di-
vided into major blocks or stages as depicted in Figure 3.10.
The process starts with the feature extraction stage which, in general
terms, performs the conversion of the original traffic variables into features
that are a condensed representation of those traffic variables containing
all the essential information for the detection task. In this work, the fea-
ture extraction step is based on the use of a wavelet-based filter. For that
purpose, each variable is initially decomposed into low frequency and high
frequency components, secondly, the small coefficients of the high frequency
components that are less correlated with the original microscopic signals are
removed, and finally the variable signal is reconstructed. In the next block,
referred to as feature classification, the main objective is to assign every new
measurement of the microscopic variables to a specific class according to the
characteristics of the reconstructed time series. To maximize the number of
correctly detected anomalous traffic patterns on a road segment, a Multi-
layer Feed Forward Neural Networks (MLFFNN) is selected for feature clas-
sification model as this type of neural network has often been found to per-
form well once properly trained for a particular site [CR95, SJC04, Hor89].
The reconstructed time series of microscopic statistics are used as inputs
for the MLFFNN. The outputs of MLFFNN represent the degrees of cer-
tainty between 0 and 1 where a threshold is needed to assess these degrees
of certainty to decide whether the microscopic statistics inputs are asso-
ciated with anomalies. Therefore, anomaly detection is performed where
the MLFFNN outputs are compared to a bisection-based decision thresh-
old [Pen08] which is optimized over different traffic regimes to enhance the
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Figure 3.10.: The Proposed Supervised Anomaly Detection Algorithm.
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adaptability of the proposed algorithm. An anomaly alarm is raised if the
MLFFNN outputs exceed the bisection-based decision threshold consecu-
tively for a certain persistency (PT).
For possible deployments of the proposed supervised anomaly detection
algorithm, the anomaly detection model H in equation (3.1) would consist
of 1) wavelet basis, wavelet scales and wavelet threshold in the feature ex-
traction model F , 2) the number of neurons, the number of layers and the
weights in the feature classification model C and 3) persistency (PT), bi-
section detection threshold in the decision-making model D. It is assumed
that all of these parameters have been chosen for the road segment based
on prior training with historical data.
Inputs Description
The microscopic traffic variables used in this study for anomaly detection
are 1) inter-vehicle spacing : si,n = xi−1,n − xi,n where xi,n is the position
of a vehicle i at time n, 2) relative speed : vi,n = wi−1,n − wi,n where wi,n
is the speed of a vehicle i at time n, 3) inter-arrival time κi and 4) inter-
departure time di. The inter-arrival time is defined as the difference between
the arrival time to the beginning of a segment of interest of a vehicle i and
that of the previous vehicle i − 1 that has arrived. Similarly, the inter-
departure time is defined as the difference between the arrival time to the
end of a segment of interested of a vehicle i and that of the previous vehicle
i− 1 that has arrived.
The statistics of microscopic traffic variables considered for traffic anomaly
detection are the average of inter-vehicle spacing and the standard devia-
tions of relative speed, inter-arrival time and inter-departure time. The
choice of statistics is based on an observation that a disruption causes tran-
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sient behaviours of individual vehicles (e.g. deceleration and lane change)
that affects the variability in microscopic traffic variables. Therefore, the
standard deviations of relative speed, inter-arrival time and inter-departure
time are selected to capture the change of variability. Furthermore, to en-
hance the algorithm to learn and then identify anomalies under different
traffic regimes with different vehicle flows, the average of inter-vehicle spac-
ing is selected to capture changes in vehicle density [Lec07].
Feature Extraction
The quality of the anomaly detection techniques as well as their applicability
is first and foremost determined by the representativeness of the features
and the efficiency with which they are extracted and identified [WG03].
The feature extraction of microscopic traffic variables can be a difficult task
because particularly under substantially high vehicle flow, some anomalies
may have weak amplitudes and in some cases the boundary between normal
and anomalous behaviour is not clearly distinguished [TB10, BT09]. Fur-
thermore, as one of the aims is to propose an algorithm that can be deployed
on particular nodes in a distributed manner where information storage and
transmission mediums may be limited, the information representativeness
in the feature extraction model has to be minimal.
In order to overcome these difficulties, in the proposed scheme, the pro-
cess of feature extraction is performed by the use of wavelet transforms,
which is a well-known discipline with the key assumption that anomalies
have a multiscale nature [AAB01, GDV04]. Discrete Wavelet Transform
(DWT) is chosen for feature extraction in the proposed scheme as DWT can
represent information signal with orthogonal wavelet basis which minimize
the number of associated representative coefficients [AK05, TQ03, SMH04].
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Furthermore, DWT can represent the original signal using wavelet details
coefficients (fine-scale information) and approximation coefficients (coarse-
scale information), which would enhance the proposed algorithm to extract
changes in microscopic traffic variables associated with anomalies that could
occur in different time scales.
The main aspects of DWT can be summarized as follow: (1) the original
signal is separated into wavelet details coefficients (fine-scale information)
and approximation coefficients (large-scale information); (2) Such approx-
imation and wavelet coefficients include all the information of the original
signal [BKL02]. Based on DWT framework, a signal y(n) is decomposed
into an approximation and details to form a multiresolution analysis of the
signal as:
y(n) =
∑
k
aJ,kφJ,k(n) +
∑
m≥J
∑
k
dm,kψm,k(n) J,m, k ∈ Z, (3.7)
where aJ,k denote the approximation coefficient at resolution J , dm,k de-
notes the wavelet coefficient at resolution m, φJ,k(n) is a scaling function
and ψm,k(n) is a wavelet function at resolution m. The coefficients aL,k and
dm,k are computed according to:
aJ,k = 〈y(n), φJ,k(n)〉 m, k ∈ Z (3.8)
dm,k = 〈y(n), ψm,k(n)〉 m, k ∈ Z (3.9)
where the operator 〈.〉 denotes the inner product in the space of square
integrable functions J2(R). The dyadic DWT assumes scaling functions φ
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and wavelet functions ψ of the form:
φm,k(n) = 2m/2φ(2mn− k); m, k ∈ Z (3.10)
ψm,k(n) = 2m/2ψ(2mn− k); m, k ∈ Z (3.11)
Particularly, DWT is the process of obtaining the approximation coeffi-
cients aL,k and wavelet coefficients dm,k while the process of reconstructing
the signal given such coefficients is named the Inverse Discrete Wavelet
Transform (IDWT). In practice, the dyadic DWT can be implemented in a
computationally efficient manner via the dyadic filter tree algorithm. The
basic idea behind the fast algorithm is to represent the wavelet basis as a
set of high-pass and low-pass filters in a filter bank [PW00]. In the pro-
posed scheme, DWT is used to filter only relevant components of the four
microscopic traffic variables considered in this work. This filtering process is
performed by reconstructing each of those variables using only the approx-
imation coefficients and the wavelet coefficients that are highly correlated
with the original signal, dυm,k. The reconstructed filtered signal yˆ(n) is then
calculated as:
yˆ(n) =
∑
k
aJ,kφJ,k(n) +
∑
m≥J
∑
k
dυm,kψm,k(n) J,m, k ∈ Z, (3.12)
Feature Classification
Identifying anomalies can be difficult due to possible non-linear relation-
ships between patterns of microscopic traffic variables and classes (normal,
transient anomaly and incident precursors) under different traffic regimes.
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In order to capture such non-linear relationships to maximize the number
of correctly detected anomalies, Multi-layers Feed-Forward Neural Network
(MLFFNN) is selected for feature classification. MLFFNN is also chosen
due to the fact that in vehicular traffic, it is usually not feasible to ob-
tain on-line class labeling to improve the performance of an anomaly de-
tection algorithm and the effectiveness of an anomaly detection algorithm
would depend mainly on prior training. Once properly trained, MLFFNN
has often been found to perform well in classifying traffic patterns on site
[CR95, SJC04, Hor89].
For a classification problem, the primary task of MLFFNN is to learn a
classification function: C : Y → O, where Y = {yin} is a set of input to the
ith node in the input layer of MLFFNN, and O = {okn} is an output vector
from the kth node in the output layer at time n [DR97]. Let wij denote
the weight for the connection from node i in the input layer to node j in
the hidden layer, and vjk denote the weight for the connection from node
j in the hidden layer to node k in the output layer. A sigmoid function,
SIG(x) = 1
1+e−x , is used as a transfer function in the nodes in both the
hidden and output layers, which can be represented as :
zjn = SIG(
∑
i
wijyin). (3.13)
okn = SIG(
∑
j
vjkzjn). (3.14)
The number of hidden layers and the number of neurons in each hidden
layer are chosen based on of the number of microscopic traffic variable in-
puts with the aim of balancing between not having too few hidden layers
and neurons (e.g. the capability to model non-linear mapping) and not
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having too many hidden layers and neurons (e.g. the problems of exces-
sive time-consuming and having too many local minimums). Based on the
real-world data set, MLFFNN with one, two and three hidden layers have
been examined and it is found that it is optimal to use MLFFNN with
two hidden layers. Let m0, m1, m2 and m3 denote the number of neurons
in the input layer, the first hidden layer, the second hidden layer and the
output layer of the proposed algorithm respectively. As there are four mi-
croscopic traffic variables for input, the input layer consists of four neurons,
i.e. m0 = 4. For the hidden layers, the experiments on the real-world data
set show that it is optimal to choose m1 = m2 = 3 ∗m0 + 1 [SJC04, BH00].
Finally, the anomaly detection problem presented in this work is defined as
a three-classes problem (normal, transient anomalies, incident precursors)
so there are two nodes at the output layer, i.e. m3 = 2. The output of
MLFFNN, {o1n, o2n}, is set to be between 0 and 1 which further needs a
decision-making threshold to classify whether an MLFFNN output corre-
sponds to an anomaly.
Bisection-based Decision Threshold for Anomaly Detection
In order for an anomaly detection algorithm to be deployed in a distributed
manner, it has to be able to identify anomalies that take place under differ-
ent traffic regimes at different times of the day. The outputs of MLFFNN
represent the degrees of certainty between 0 and 1 where a threshold is
needed to assess these degrees of certainty to decide whether the micro-
scopic statistics inputs are associated with anomalies. A decision-making
threshold for MLFFNN that is not selected properly during the training pro-
cess can result in missed detections as well as high number of false alarms
when the algorithm is deployed. Certain output values from MLFFNN can
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be interpreted as a normal condition under one traffic regime, while it can
be a signal of anomalous condition under another regime. Therefore, it is
crucial that during the training process, an algorithm can examine a range
of possible thresholds to find a final decision-making threshold for assessing
the outputs of MLFFNN that is optimized through anomalies in several
traffic regimes in the training set.
To enhance the adaptability of the proposed algorithm, we employ a
threshold varying bisection method in [Pen08] which can be summarized
as follows. During a training process, a range of thresholds [α, β], 0 ≤ α ≤
β ≤ 1, is considered where the goal is to find a threshold γ that minimizes
the cost function fγ . At each step, fα, fβ and fα+β
2
are compared. If
fα+β
2
< min{fα, fβ} then the algorithm selects γ = α+β2 and exits, other-
wise it repeats the previous step but with a bisected threshold range [α+β2 , β]
if fα > fβ or [α,
α+β
2 ] if fα ≤ fβ. The bisection process is repeated until
the minimum cost function is reached, i.e. fγ < min{fα, fβ}, or the current
lower bound is at least  less than the current upper bound, i.e. β − α ≤ .
In the latter case, the algorithm selects γ = β −  as its final threshold,
which is used to assess the raw decision output from MLFFNN.
The raw decision output from MLFFNN shown in Figure 3.10 consists
of two separate signals, {o1n, o2n}, whose binary combination determines
whether an anomaly has occurred as well as the type of the detected anomaly.
During the training process, the algorithm is supervised on the types of raw
decision output using different binary combinations at time n, e.g. {0, 0} for
normal traffic patterns, {0, 1} for transient anomalies and {1, 1} for incident
precursors. The algorithm performs anomaly detection where the alarm is
raised if at least one of the two raw decision output, {o1n, o2n}, exceeds γ for
certain persistency (PT).
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3.5.2. Performance Evaluation using Real-world Data
Calculations of Microscopic Statistics from Real-World Data
The objective of this section is to demonstrate that the proposed super-
vised algorithm can be used with microscopic traffic variables measured in
real-world scenarios to detect anomalies. The anomaly cases used for per-
formance evaluation in this section are the same cases analyzed in Section
3.4 plus four additional anomaly cases collected in December 2008. There-
fore, the real-world data set for this experiment consists of 26 anomaly cases
where 9 cases are transient anomalies and 17 are incident precursors, which
took place between August and December 2008. This section describes cal-
culations of the microscopic traffic variables that are used by the proposed
supervised algorithm. Detailed descriptions of the process of collection of
the real-world data set are provided in Appendix A.
For a vehicle i, {tini , touti , wempi } was recorded, where tini is the time that
the vehicle crossed the entrance line, tout is the time that the vehicle crossed
the exit line, and wempi =
Segment Length
touti −tini
. The inter-arrival time is calcu-
lated as κempi = t
in
i − tini−1, while the inter-departure time is calculated
as dempi = t
out
i − touti−1. For a sampling interval of τ seconds, the aver-
ages of inter-arrival time
(
κempmτ
)
and inter-departure time
(
dempmτ
)
and the
standard deviations of inter-arrival time (σempκ,mτ ) and inter-departure time(
σempd,mτ
)
of the sampling interval mτ can be calculated as: κempmτ =
∑I
i=1 κ
emp
i
I ,
σempκ,mτ =
√∑I
i=1((κ
emp
i )
2−(κempmτ )2)2
I for (m−1)τ ≤ tini < mτ , dempmτ =
∑I
i=1 d
emp
i
I ,
σempd,mτ =
√∑I
i=1((d
emp
i )
2−(dempmτ )2)2
I for (m − 1)τ ≤ touti < mτ where m =
1, 2, 3, ...
The average inter-vehicle spacing is calculated from the average inter-
departure time and average speed as: sempmτ = d
emp
mτ × wempmτ , where wempmτ =
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∑I
i=1 w
emp
i
I . A relative speed observed by vehicle i to its leading vehicle i− 1
is calculated as vempi = w
emp
i−1 − wempi for touti > touti−1. Then, for a sampling
interval of τ seconds, the average
(
vempmτ
)
and standard deviation (σempmτ ) of
relative speeds of the sampling interval mτ can be calculated as: vempmτ =∑I
i=1 v
emp
i
I and σ
emp
mτ =
√∑I
i=1((v
emp
i )
2−(vempmτ )2)2
I for (m − 1)τ ≤ touti < mτ ,
where m = 1, 2, 3, ...
Results and Discussions on Supervised Anomaly Detection
This section presents the performance evaluations of the proposed super-
vised and unsupervised algorithms [TB10] in detecting indiscriminately tran-
sient anomalies and incident precursors. Detections of these anomalies re-
quire methodology with high degree of generality as well as high sensitivity
making them usually difficult to achieve high detection rate and low false
alarm rate at the same time.
The experiment is conducted using cross-validation technique. Anomaly
cases in the real-world data set are separated into disjoint training and
testing sets, where the training set consists of 12 anomaly cases and the
testing set consists of 14 anomaly cases. In order to assess both algorithms
when deployed in a distributed manner to detect anomalies where traffic
regimes may change randomly, in each experiment, the anomaly cases in the
training and testing sets are selected randomly from the 26 anomaly cases in
the real-world data set. The training set is used to train the MLFFNN and
to find optimal threshold by the bisection method in the proposed algorithm,
while the testing set is used for performance evaluations.
To enable the decision algorithm to select a threshold γ that maximize
detection rate and minimize false alarm rate, the cost function fγ = ω ×
FARγ + (1 − ω) × (1 − DRγ) is used for the modified bisection method
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described in Section 3.5.1, where FARγ = false alarm rate, DRγ = detection
rate when a threshold γ is used and hence, the term 1−DRγ corresponds to
the number of missed detections. The choice of ω (0 ≤ ω ≤ 1) depends on
whether maximizing detection rate or minimizing false alarm rate is more
important which depends on practical purposes. If the purpose is to avoid
too many false alarms (e.g. to minimize the cost of unnecessary responses to
anomalies), ω should be chosen closer to 1. On the other hand, if the purpose
is solely to detect anomalies (e.g. to disseminate warnings to initiate further
responses), ω should be instead chosen closer to 0. In this experiment, ω of
0.5 is used to balance between maximizing detection rate and minimizing
false alarm rate.
It is also important to choose suitable values for lower bound α and upper
bound β (see Section 3.5.1) to limit the range of thresholds that is assessed
by the bisection method [Pen08]. A large initial interval (e.g. [α,β] =
[0.1,0.9]) could cause the bisection method to select γ that is too close to
either α or β when a training set is dominated by a particular traffic regime.
Consequently, the proposed algorithm may not perform well when applied
to a testing set consisting mostly of a different traffic regime. For the real-
world data set used in this experiment, 0.7 and 0.3 are chosen for α and β
respectively, and based on the randomly selected training sets, the average
value of γ calculated by the bisection method is 0.473.
Table 3.4 shows performance evaluation results from applying the pro-
posed supervised and unsupervised algorithms [TB10] to detect anomaly
cases in the real-world data, where detection rates (DR), false alarm rates
(FAR) and the mean time to detections (MTTD) are averaged over 20 exper-
iments. The performance evaluation parameters of the proposed algorithm
are shown with different persistency (PT), where an alarm is raised only
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Table 3.4.: Performance Comparisons Results from 20 experiments (PT =
Persistency, an anomaly alarm is raised only if anomaly is de-
tected consecutively PT times).
Proposed Supervised Algorithm DR FAR MTTD
(Figure 3.10) (s)
PT = 1 1.00 0.057 469.9
PT = 2 1.00 0.050 516.3
PT = 3 0.95 0.035 516.4
Proposed Unsupervised Algorithm DR FAR MTTD
in Section 3.4 [TB10] (s)
PT = 1 0.88 0.370 370.4
PT = 2 0.73 0.170 139.1
PT = 3 0.69 0.150 373.1
if an anomaly is detected consecutively at least PT times. The detection
bound nb in equations (3.4), (3.5), and (3.6) is the duration of each anomaly
case which ranges between 5 and 45 minutes.
The proposed supervised algorithm detects relatively higher number of
anomalies with much smaller number of false alarms than the unsupervised
algorithm. The high detection rates and low false alarm rates show the
efficiency of the proposed supervised algorithm that utilizes microscopic
traffic variables to detect the anomaly cases.
It is important to note also in Table 3.4 that the proposed algorithm’s
mean time to detections of approximately 8-9 minutes are the average de-
tection delays of anomalies (deviations from normal traffic patterns), not
the average detection delays of traffic incidents (e.g. major disruptions of
traffic flow). All of these anomalies (being transient anomalies or incident
precursors) are detected before either incidents (following incident precur-
sors) or the changes back to free-flow state (following transient anomalies)
took place. In fact, further analysis on this real-world data set shows that
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the alarm times are on average 13 minutes before the occurrence of incidents
which should give enough time to initiate further responses. Also, the mean
time to detections of the unsupervised algorithm are generally lower than
those of the proposed algorithm because the anomaly cases that could not
be detected are not included in the calculations of mean time to detections
of the unsupervised algorithm.
In particular, the proposed supervised algorithm presents a significant
improvement over the unsupervised algorithm as it could detect anomalies
that are missed in [TB10]. The missed anomaly cases took place while there
was already high flow of vehicles (≥ 2000 vehicles/hour) on the segment
where the boundary between the variability of relative speed associated with
normal and anomalous traffic conditions cannot be clearly distinguished.
Figures 3.11 and 3.12 show an example of the standard deviations of rel-
ative speeds from the real-world data set that are associated with transient
anomalies (n ≥ 1080) and incident precursors (n ≥ 975) respectively. Fig-
ures 3.11a and 3.12a show the originally measured standard deviations of
relative speeds while Figures 3.11b and 3.12b show the standard deviations
of relative speeds after DWT has been applied to the original signals where
the patterns associated with normal and anomalous traffic conditions can
be more clearly identified.
As shown in Figures 3.11a and 3.12a, the measured microscopic traffic
variables may consist of short-term transient changes which can cause diffi-
culty in distinguishing microscopic traffic variables associated with anoma-
lies from the normal ones. Some of these short-term abrupt increases/de-
creases in the signal correspond to transient behaviours (e.g. change lane,
acceleration/deceleration) of individual vehicles while the others are just
background noise and interference. Furthermore, these peaks and troughs
93
1030 1040 1050 1060 1070 1080 1090 1100 1110 1120 11300
10
20
30
40
50
60
70
S T
D
 
R
S  
( k m
/ h
r )
(a)
1030 1040 1050 1060 1070 1080 1090 1100 1110 1120 11300
10
20
30
40
50
60
70
S T
D
 
R
S  
( k m
/ h
r )
n (s)
(b)
Figure 3.11.: Standard Deviation of Relative Speed measured from the Real-
world Data Set: Transient Anomaly takes place at n ≥ 1080
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Figure 3.12.: Standard Deviation of Relative Speeds measured from the
Real-world Data Set: Incident Precursor takes at n ≥ 975
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can occur under different time scales as the durations of these transient be-
haviours can vary depending on the current traffic condition on the freeway
segment. In the framework of this research, the signal components associ-
ated with transient behaviours contain necessary information for anomaly
identification and should be retained, while the components associated with
background noise need to be removed. DWT is used to reduce the impact
of short-term changes due to background noise, which would correspond to
the low-amplitude wavelet coefficients in different time scales and can be
removed through wavelet coefficient thresholding.
Also, it can be seen that the relationship between the classes (normal,
transient anomalies and incident precursors) and the microscopic traffic
variables themselves is non-linear. The relationship can be even more com-
plicated when there is a change in traffic regime, because a sample of micro-
scopic traffic variables associated with one class in one traffic regime may
belong to another class in another traffic regime. MLFFNN and the bi-
section method are used to capture these possible non-linear relationships,
which enable the proposed algorithm to assess the certainty of whether the
microscopic traffic signals belong to normal or anomalous traffic conditions.
All of these features enable the proposed algorithm to identify correctly
traffic anomalies that took place under different traffic regimes.
Results and Discussions of Anomaly Detection with Aggregated
and Missing Vehicle Information
The performance evaluations shown in Table 3.4 are based on the assump-
tion that a node that performs anomaly detection always has a full access
to the information of every vehicle on the freeway segment. However, this
may not always be the case in real-world scenarios where not all vehicles are
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Figure 3.13.: Detection Rates and False Alarm Rates under different Per-
centage of Availability (PoA)
equipped with the capability to measure and share their microscopic traffic
information. Furthermore, in real wireless ad-hoc inter-vehicular commu-
nication environments, the microscopic traffic information has to be taken
from direct exchanges between participating vehicles where the amount of
exchanged information may be limited by available wireless bandwidth and
transmission range. The aim of this section is to assess the performance of
the proposed algorithm when 1) microscopic traffic variables are available
from only a fraction of vehicle population, i.e. when PoA is reduced, 2) mi-
croscopic traffic information has to be aggregated according to the available
wireless bandwidth and positions of the vehicles and 3) some of microscopic
traffic variables are missing due to transmission delay.
Anomaly Detection with Different Percentages of Availability
(PoA)
First, the proposed algorithm is assessed when microscopic traffic vari-
ables are available from only a fraction of vehicle population. Figure 3.13
shows detection rates and false alarm rates when the proposed algorithm is
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employed for PoA ranges from 10% to 100%. As the average vehicle density
Itotal was observed to be between 6-20 vehicles/lane, the results in Figure
3.13 show that the proposed algorithm can still detect anomalies with false
alarm rates less than 20% in the real-world data set even when the micro-
scopic traffic variables are obtained from as few as 50% of vehicles on the
segment, e.g. for I as low as 3 vehicles/lane.
As PoA is further reduced (≤ 40%), microscopic traffic variables can only
be obtained from only a few vehicles on the segment (I ≈ 2−3 vehicles/lane)
which are no longer enough to be used to detect all traffic anomalies in
real-world data set while keeping low false alarm rates. It is important
to note that the abrupt drop in detection rate and jump in false alarm
rate when PoA = 10% occur because microscopic information can only be
obtained from a single vehicle most of the time which is not enough for
the proposed algorithm to detect most of the anomaly cases in the real-
world data set. In order to keep the detection rates and false alarm rates
at acceptable levels, the proposed algorithm has to be trained particularly
for low PoA with sufficient number of anomaly cases and there have to be
at least two equipped vehicles on the segment that can provide microscopic
traffic information.
Anomaly Detection with Aggregated Information
Information aggregation is often necessary when microscopic traffic infor-
mation has to be disseminated in vehicular ad-hoc networks so it is impor-
tant to assess the proposed algorithm when aggregated data is used to iden-
tify traffic anomalies. In this respect, a ratio-based aggregation algorithm
from a well-established TrafficView system [NDLI04, Tra09] is employed to
form clusters of vehicles where microscopic traffic variables of individual ve-
hicles are locally aggregated according to the availability of Medium Access
97
Control (MAC) payload size, the amount of microscopic traffic information
and relative distances of vehicles with respect to one another.
Aggregation of Information using Ratio-based Aggregation Algorithm:
The ratio-based aggregation algorithm works as follows. First, a cluster
is formed where every vehicle makes itself known to other vehicles and the
upstream-most vehicle in the cluster is selected as a cluster-head. To prevent
over-aggregation, the cluster-head determines if the remaining payload size
R is enough for dissemination of microscopic traffic information of all the
vehicles individually by calculating an optimum ratio opt = RM×I , where
M is the average payload size needed to store a single microscopic traffic
variable and I is the total number of vehicles in the cluster. If opt ≥ 1,
then there is more than enough payload to transmit all microscopic traffic
variables individually and no aggregation is needed.
However, if opt < 1, then some local aggregations are needed and sub-
clusters are formed according to the relative distance between each vehicle
to the upstream cluster-head. A sub-cluster i is associated with a set of
{pi, pii, bi}, where pi denotes a portion of payload size allocated for sub-
cluster i, pii denotes an aggregation factor of sub-cluster i, and bi denotes
a relative distance of the farthest downstream vehicle in sub-cluster i with
respect to the cluster-head. Each sub-cluster i consists of vehicles whose
relative distances to the upstream cluster-head are within [bi, bi−1]. Given
a payload size of R is allocated to the sub-cluster i, pii is compared to
opt = RM×I to assess if aggregation is needed in the sub-cluster.
If opt ≥ pii, aggregation is needed only for the microscopic traffic informa-
tion of the vehicles in sub-cluster i while the microscopic traffic information
of other vehicles upstream of sub-cluster i can be transmitted individually.
However, if opt < pii, aggregation is needed within both the sub-cluster i
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and at least the next upstream sub-cluster i − 1. Within a sub-cluster i,
to further prevent unnecessary over-aggregation in the sub-cluster, a maxi-
mum distance for aggregation is calculated as bi−bi−1I×opt if opt ≥ pii and bi−bi−1I×pii
if opt < pii. Only the microscopic traffic information of the vehicles whose
inter-vehicle spacings are within this maximum distance are aggregated into
a single record using weighted average.
pi and pii should be chosen according to the importance of the micro-
scopic traffic information from sub-cluster i [NDLI04]. The values of pii
should be chosen inversely proportional to the relative distance between the
sub-cluster i and the upstream cluster-head. This ensures that the micro-
scopic traffic information of the farthest downstream sub-clusters would be
aggregated first as they are less likely to have impacts on vehicles upstream
of the cluster-head. For anomaly detection purpose in the framework of
this chapter, each sub-cluster should be allocated with equal values of pi as
transient changes may originate anywhere on the segment.
Examples and Discussions on Information Aggregation:
Figure 3.14 shows an example of the microscopic traffic information sent
to vehicle 7 after being aggregated by the ratio-based aggregation algorithm,
which is subsequently used by the proposed algorithm in vehicle 7 to detect
anomalies. In this example, vehicle 6 acts as a cluster-head which collects
the aggregated information from the two downstream sub-clusters {1,2,3}
and {4,5}. Let yi denote a microscopic traffic variable measured by vehicle i
and si denote inter-vehicle spacing between vehicle i and the closest vehicle
downstream.
For the simplicity of explanations of this example, it is assumed hypo-
thetically that 0.1R is needed to transmit a microscopic traffic informa-
tion of each individual vehicle and each sub-cluster is allocated 50% of
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Figure 3.14.: An Example of Distributed Deployment of the Proposed Algo-
rithm under TrafficView’s Ratio-based Aggregation [NDLI04,
Tra09].
the available MAC payload size, i.e. p1,2,3 = p4,5 = 0.5. Based on this
assumption, examples are given when 0.5R and 0.3R (50% and 30% of
MAC payload sizes) are available for the information exchange. When
0.5R is available, only p1,2,30.5R = p4,50.5R = 0.25R can be allocated
to each of the sub-clusters {1,2,3} and {4,5}, which can accommodate at
most two records of microscopic traffic variables from each sub-cluster. In
this case, aggregation is only performed in sub-cluster {1,2,3} and micro-
scopic traffic variables of the two farthest vehicles {1,2} are aggregated
as y1,2 =
∑2
i=1 si,6yi∑2
i=1 si,6
, where si,6 =
∑6
j=i sj denotes the cumulative inter-
vehicle spacing with respect to vehicle 6 and is used as weights to retain
some information of microscopic traffic variables of vehicles that are farther
downstream because they are more likely to be aggregated. Then, the mi-
croscopic traffic information sent to vehicle 7 would be {y1,2, y3, y4, y5, y6},
where vehicle 7 would use these information to calculate microscopic statis-
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tics, e.g. if yi denotes speed, relative speed vi would be obtained as:
{v1 = y1,2 − y3, v2 = y3 − y4, v3 = y4 − y5, v4 = y5 − y6}, and the standard
deviation of relative speeds would be calculated as: σv =
√∑4
j=1((vi)
2−(v2)2
4 ,
v =
∑4
j=1 vi
4 .
On the other hand, if the available MAC payload size is reduced to 0.3R,
only p1,2,30.3R = p4,50.3R = 0.15R can be allocated to each of the sub-
clusters {1,2,3} and {4,5} where the bandwidth can accommodate only a
single vehicle information from each sub-cluster. The aggregated micro-
scopic traffic information sent to vehicle 7 would be {y1,2,3, y4,5, y6} where
y1,2,3 =
∑3
i=1 si,6yi∑3
i=1 si,6
, y4,5 =
∑5
i=4 si,6yi∑5
i=4 si,6
, and si,6 =
∑6
j=1 sj . Then, as shown
in Figure 3.14, vehicle 7 would use {y1,2,3, y4,5, y6} to calculate microscopic
statistics, e.g. if yi denotes speed, relative speed vi would be obtained as:
{v1 = y1,2,3 − y4,5, v2 = y4,5 − y6}, and the standard deviation of relative
speeds would be calculated as: σv =
√∑2
j=1((vi)
2−(v2)2
2 , v =
∑2
j=1 vi
2 . Micro-
scopic traffic variables of vehicle 6 are always sent individually because it
has a priority as a cluster-head and also as the closest downstream vehicle
to vehicle 7.
It is important to note that the primary aim is to obtain microscopic traf-
fic variables of vehicles with respect to one another and use them to identify
traffic anomalies locally on a road segment. Under this framework, vehi-
cles are often restricted by road geometry so microscopic traffic variables do
not differ much when measured from vehicles that are particularly close to
one another. Therefore, each weighted sample mean (e.g. y1,2,3,y4,5) calcu-
lated only from a cluster of vehicles that are substantially close enough can
be used to represent microscopic traffic variables (e.g. speed, arrival time,
departure time and position) of individual vehicles in the cluster and to
calculate the statistics of relative speed, inter-arrival time, inter-departure
101
Table 3.5.: Performance Evaluations of the Proposed Algorithm under dif-
ferent PoA and percentages of MAC payload availability R (see
an example in Figure 3.14 for information aggregation when R
is partially available).
PoA
Unlimited R 0.5R 0.3R
DR FAR MTTD DR FAR MTTD DR FAR MTTD
(s) (s) (s)
100 1.000 0.057 469.9 1.000 0.058 525.7 1.000 0.059 456.0
90 1.000 0.058 468.7 1.000 0.059 465.4 1.000 0.064 455.4
80 1.000 0.061 443.1 1.000 0.070 490.7 1.000 0.079 493.6
70 1.000 0.076 502.5 1.000 0.101 492.7 1.000 0.107 507.3
60 1.000 0.104 548.0 1.000 0.104 508.9 1.000 0.161 498.1
50 1.000 0.161 446.2 0.955 0.173 448.2 0.955 0.187 485.4
40 0.937 0.197 537.0 0.937 0.206 477.4 0.921 0.207 457.1
30 0.767 0.197 567.5 0.774 0.206 549.1 0.671 0.228 548.8
20 0.666 0.282 682.5 0.648 0.289 588.3 0.572 0.307 580.4
10 0.108 0.504 487.1 0.109 0.788 537.0 0.060 0.870 462.5
time and inter-vehicle spacing in respect to other clusters of vehicles. Fur-
thermore, even though some information can be lost due to the averaging
process of the ratio-based algorithm, it still suits the particular aim of this
experiment which is to assess the proposed algorithm under circumstances
when the measured microscopic traffic variables are aggregated and missing.
Results and Discussions:
Table 3.5 shows detection rates (DR), false alarm rates (FAR) and mean
time to detections (MTTD) when the proposed algorithm is applied to de-
tect anomalies in the real-world data set with varying PoA and percentage
of MAC payload availability (R). The detection rates (DR), false alarm
rates (FAR) and the mean time to detections (MTTD) are averaged over
10 experiments where in each experiment, the anomaly cases in the training
and testing sets are selected randomly from the 26 anomaly cases in the
real-world data set.
It is important to note that PoA is the fraction of the vehicles on the
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segment that are equipped with capabilities to measure and share micro-
scopic traffic information, while the percentage of MAC payload R restricts
the amount of exchanged microscopic information which depends on the
relative locations of those equipped vehicles to one another as well as the
current wireless bandwidth usage. PoA = 100% and unlimited R repre-
sents an ideal scenario where all vehicles on the segment can measure their
microscopic information which can then be exchanged through unlimited
bandwidth and used by the proposed algorithm to detect anomalies. On
the other hand, lower PoA and lower R reflect unfavorable scenarios where
there are only a few equipped vehicles on the segment and individual mi-
croscopic information has to be further aggregated due to limited amount
of bandwidth available for information exchange.
For a given value of MAC payload size, microscopic information of indi-
vidual vehicles are aggregated using the ratio-based algorithm in [NDLI04].
The MAC payload size R is set to be 2313 bytes for an 802.11b-based wire-
less network and the average size for a single vehicle record is 50 bytes
as in [NDLI04]. The performance evaluation parameters of the proposed
algorithm are shown with different percentages of availability of R. For ex-
ample, 0.3R means only 30% of MAC payload is available for exchanging
microscopic information of individual vehicles, while the other 70% is not
available due to, e.g. high link-layer contentions from other applications.
Table 3.5 shows that even though the percentage of equipped vehicles is
as low as 60% and only 30% and 50% of MAC payload (0.3R and 0.5R)
are available for information exchange, the proposed algorithm can still de-
tect all anomaly cases in the real-world data set with false alarm rates and
mean time to detections comparable to when unlimited MAC payload is
available. It can further be seen that compared to the unlimited R case for
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70% ≤ PoA ≤ 50%, when 30% and 50% of MAC payload (0.3R and 0.5R)
are available, the changes in detection rates and false alarm rates occur at
faster rates. These represent unfavorable scenarios where microscopic traf-
fic information can still be obtained from substantial number of vehicles
but need to be further aggregated due to limited bandwidth. However, for
PoA ≤ 40% (I ≈ 2 − 3 vehicles/lane), the detection rates and false alarm
rates of the 0.3R, 0.5R and unlimited R cases are again comparable. This
is because microscopic traffic information from only a few vehicles are ex-
changed and no longer have to be aggregated even when less amount of
MAC payload size R is available. When PoA = 10%, microscopic informa-
tion can only be obtained from a single vehicle most of the time which is
not enough for the proposed algorithm to detect most of the anomaly cases
in the real-world data set and result in abrupt drop in detection rate and
jump in false alarm rate.
Anomaly Detection with Packet Transmission Delay
For completeness, the limitation of the proposed algorithm is further
assessed when individual microscopic traffic variables are missing due to
packet transmission delay. Large packet transmission delay can sometime
be imminent in vehicular networks because the network can be partially
disconnected for a certain period and packets need to be stored and for-
warded in an opportunistic manner [ARM09]. In this experiment, a packet
transmission delay of microscopic traffic information of each vehicle (e.g.
speed, arrival time) is generated from a probability distribution. If the gen-
erated packet transmission delay exceeds a time window, the microscopic
traffic information of that vehicle is not used by the proposed algorithm for
anomaly detection.
The choice of probability distribution of packet transmission delay in
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vehicular networks is still an open research problem as it is not yet feasible
to obtain a real-world data set that is large enough to empirically derive
a distribution. Exponential distribution has generally been assumed for
packet transmission delays in mobile ad-hoc networks and has also been
used to characterize delays in vehicular networks [ARM09, GK05, GT02].
A recent investigation based on simulation in [ARM09] shows that message
delay may also follow a generalized Pareto distribution under more realistic
mobility models. Therefore in this experiment, exponential and generalized
Pareto distribution are used to generate packet transmission delays.
Table 3.6 shows detection rates, false alarm rates and mean time to de-
tection when the proposed algorithm is applied to detect anomalies in the
real-world data set where the packet transmission delays of individual mi-
croscopic traffic variables are generated according to an exponential dis-
tribution and a generalized Pareto distribution. The shape and scaling
parameters of the generalized Pareto distribution is set to be -0.1875 and
202.67 as found in [ARM09], which would correspond to the mean packet
transmission delays of 202.9 seconds. To assess the proposed algorithm
under the scenario where delays exceed the time window size of 300 sec-
onds, the scaling parameter of 302.67 are also used for Pareto distribution
which would correspond to the mean packet transmission delays of approx-
imately 302.9 seconds. Increasing mean packet transmission delay increases
the probability of more microscopic traffic variables being discarded. The
same means are also used to generate packet transmission delays according
to the exponential distribution. PoA and MAC payload size R are set to
be 50% to assess the proposed algorithm in one of the worst case scenarios
where microscopic traffic information may be lost due to both aggregation
and delay.
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Table 3.6.: Performance Evaluations of the Proposed Algorithm with Packet
Transmission Delays, PoA= 50% and MAC payload size = 0.5R.
Time window size is 300s
Packet Transmission Delay (s) DR FAR MTTD(s)
No Delay 0.955 0.173 448.2
Exponential with mean 202.9s 0.929 0.199 563.6
Exponential with mean 302.9s 0.854 0.257 616.8
Generalized Pareto with mean 202.9s 0.909 0.141 515.3
Generalized Pareto with mean 302.9s 0.854 0.230 620.0
Table 3.6 shows that the proposed algorithm can still perform relatively
well as it can detect traffic anomalies with more than 85% detection rates
even when the availability of microscopic traffic variables is very limited
due to 1) limited number of equipped vehicles that can provide informa-
tion (PoA = 50%), 2) information aggregation (0.5R) and 3) mean packet
transmission delay (302.9s) exceeding time window size. It can also be seen
that when generalized Pareto distribution is used to generate packet trans-
mission delays, the proposed algorithm has lower detection rates compared
to the exponentially distributed case. Generalized Pareto distribution is of-
ten characterized as having a heavier tail than the exponential distribution
which implies that when generalized Pareto distribution is used to describe
a random variable, the probability of the random variable having large sam-
ples is higher than in the exponentially distributed case [ARM09, TP06].
Therefore, using Pareto distribution increases the probability of having large
delays which result in more microscopic traffic variables being discarded.
False alarm rates also increase particularly when mean packet transmis-
sion delays exceed the time window size because there are not enough mi-
croscopic traffic information to distinguish between normal and anomalous
traffic patterns. Therefore, the results in Table 3.6 also show that it is im-
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portant to set the time window size to be at least equal to expected mean
packet transmission delay.
Even though large delays can also undermine the up-to-dateness of infor-
mation, this issue would arise only if the microscopic information need to be
exchanged for particular purposes over a large area (e.g. finding free parking
spaces in a city [LSM10]). The mean packet transmission delays used in this
experiment are much larger than in practice. The framework of this research
focuses on anomaly detection and classification based on locally measured
microscopic traffic variables on a small road segment (e.g. 100-200 meters
[WER05]) within a short interval (5-30 minutes [GBO09, OS84, DC97]).
Furthermore, it is commonly known that traffic information is not very
delay-sensitive as traffic condition doesn’t change a lot within a short time,
e.g. traffic information with delays of tens of seconds can still be used
[YGX08, WER05]. On a short segment considered in the framework of this
research, the average delay due to information aggregation and transmission
would be in the order of seconds [NDLI04, WER05] which is expected to
have minimal impact on the up-to-dateness of the aggregated information
being used for anomaly detection and classification.
It can be seen that on average the reductions of the availability of vehicle
information due to the decrease in the number of equipped vehicles, infor-
mation aggregation and packet transmission delay only have a slight impact
on the performance of the proposed algorithm. Effective identifications of
anomalous traffic patterns can still be achieved because the combination of
the wavelet transform, multi-layer feed forward neural network and bisec-
tion method let the proposed algorithm extract and classify relevant micro-
scopic traffic features even when only a fraction of individual information
is available. The results in this section demonstrate the robustness of the
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proposed algorithm under limited availability of vehicle information as well
as present a potential of deploying the proposed algorithm on board vehi-
cles themselves to detect traffic anomalies in wireless ad-hoc inter-vehicular
communication environments.
3.6. Final Remarks
This chapter investigates the suitability of the proposed anomaly detection
algorithms using microscopic traffic variables and the results are very en-
couraging. First, an unsupervised anomaly detection algorithm is proposed
which relies on minimum prior knowledge and detects anomalies by assessing
temporal changes of the variability of relative speed. Based on the simu-
lation results, the proposed algorithm can detect both transient anomalies
and incident precursors with 100% detection rates and very low false alarm
rates, which outperforms well-known algorithms [OOR05, She04] running
in an ideal setting. Furthermore, it is shown that the proposed algorithm
continues to achieve low false alarm rates even though microscopic traffic
information is extracted from as few as 20% of the vehicle population. The
application of the proposed unsupervised algorithm to real-world data shows
that both transient anomalies and incident precursors can be detected using
the statistics of relative speed. Subsequent analysis also shows another pos-
sible application of the proposed unsupervised algorithm to identify different
traffic regimes.
As a further improvement for anomaly detection under different traf-
fic regimes, a supervised anomaly detection algorithm is proposed which
utilizes the change of variability in relative speed, inter-arrival and inter-
departure times to capture anomalous conditions, while average inter-vehicle
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spacing is included to capture characteristics under different traffic regimes.
The proposed supervised algorithm is composed of wavelet transform, multi-
layer feed-forward neural networks and bisection method to enhance the
adaptability of the proposed algorithm.
Based on performance evaluations using real-world data, the proposed
supervised anomaly detection algorithm can achieve 100% detection rate,
and lower false alarm rates which present a significant improvement over
the previously proposed unsupervised algorithm [TB10]. It can also detect
anomalies on average 13 minutes prior to the occurrence of traffic incidents
which should give enough time for further responses to be initiated. Finally,
the proposed algorithm presents a step toward having a distributed anomaly
detection where it is shown that 1) the proposed algorithm can detect traffic
anomalies under different traffic regimes and 2) it performs well even under
aggregated and missing microscopic traffic information.
The early warning alarms points that the proposed algorithms detect are
not the points where any action/response (e.g. dispatching tow trucks)
should be taken. Instead, these are the time points where the road traffic
should be more closely monitored, running further classification algorithm
and eventually, triggering a more comprehensive set of actions like, e.g.
amongst others, activating automatic incident detection algorithms [PX05,
WG07]. In the next chapter, anomaly classification algorithms are proposed
which can identify types of the detected anomalies and can also be integrated
with the anomaly detection algorithms presented in this chapter.
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4. Classification of Traffic
Anomalies using Microscopic
Traffic Variables
4.1. Introduction
Since traffic anomalies may lead to further incidents that can cause severe
disruptions on roadway, it is important to classify anomalies to assess their
possible impacts on traffic flow. Once traffic anomalies are classified, more
information regarding their potential impacts can be disseminated to indi-
vidual drivers as well as to traffic management centres which can be very
useful for both Advanced Traveler Information System (ATIS) [RBM07] and
Advanced Traffic Management System (ATMS) [AAP06, OK99] in develop-
ing proactive strategies to minimize the response times, clear the roadways,
and recover traffic condition back to normality as soon as possible.
In Chapter 3, the proposed traffic anomaly detection algorithms present
a first step to proactively identify possible occurrence of further traffic in-
cidents. This chapter proposes the next step to classify traffic anomalies.
Three anomaly classification algorithms are proposed and assessed which
can be integrated with the previously proposed anomaly detection algo-
rithms in Chapter 3 in order to enhance the detections and classifications
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of traffic anomalies. The contributions of this chapter can be summarized
as follows.
Firstly, a lane-blocking identification algorithm is proposed for identifi-
cation of a lane-blocking incident by assessing the changes in correlation of
lane trajectories and the variance of relative speed, which can be integrated
with the unsupervised anomaly detection algorithm proposed in Section
3.4 in Chapter 3. Using a microscopic traffic simulation environment, it is
shown that particularly when the sample window size is small, the proposed
algorithm outperforms an existing algorithm proposed in [She04] which uses
lane changing probabilities. Furthermore, the performance of the proposed
algorithm is assessed under different availability of individual vehicles in-
formation where it is shown that unlike perviously proposed methods in
[She04, AOW08], the proposed algorithm does not require information from
the entire population of vehicles. This lane-blocking identification algorithm
has also been presented in [TB09].
Secondly, a novel unsupervised anomaly classification algorithm is pro-
posed that explicitly utilizes the temporal changes in variance and the
changes in spatial covariances of microscopic traffic variables [BT09]. A
novel method is applied which uses the smallest eigenvalue of covariance
matrix to capture changes in microscopic characteristics as well as to as-
sess their severity. This proposed anomaly classification algorithm can be
integrated with the unsupervised anomaly detection algorithm proposed in
Section 3.4 in Chapter 3. The performance of the proposed algorithm is
assessed using simulation and real-world data set where it is shown that the
algorithm can classify cases of anomalies that might lead to traffic incidents.
The effectiveness of this unsupervised anomaly classification algorithm has
also been presented in [BT09].
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Thirdly, a supervised anomaly classification decision function is proposed
to solve the misclassification problem encountered by the proposed unsuper-
vised algorithm. The main component of this proposed supervised algorithm
is the classification function designed to be integrated with the supervised
anomaly detection algorithm proposed in Section 3.5 in Chapter 3, where
the focus is to identify types of traffic anomalies by using the outputs of
the Multi-Layers Feed Forward Neural Network to assess certainties. The
main advantage of this proposed classification decision function is that it
does not rely on any pre-determined threshold which enables the algorithm
to classify traffic anomalies under different traffic regimes. Performance
evaluations are based on real-world data set where it is shown that the
algorithm can classify traffic anomalies even with aggregated and missing
vehicle information. This supervised anomaly classification algorithm has
been proposed in [TBGT10a].
This chapter is organized as follows. Review of related work is provided
in Section 4.2. Section 4.3 describes analysis frameworks for the three al-
gorithms proposed in this chapter. The lane-blocking identification algo-
rithm is proposed and assessed in Section 4.4. Then, Section 4.5 presents
the proposed unsupervised anomaly classification algorithm where perfor-
mance evaluations are conducted using both simulation environment and
a real-world data set. In Section 4.6, a supervised anomaly classification
algorithm is proposed where a significant improvement over the previously
proposed unsupervised algorithm is shown using real-world data. Complex-
ity analysis for implementations is provided in Section 4.7. Finally, Section
4.8 concludes this chapter.
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4.2. Related Work
Traffic anomaly classification is primarily concerned with identification of
types of traffic anomalies. Even though the term anomaly classification is
not generally used in transportation research, a number of previously pro-
posed algorithms can be considered as traffic anomaly classification algo-
rithms as they implicity have to classify traffic anomalies for their own par-
ticular applications (e.g. accident likelihood estimation [OOR05, OORC01],
incident detection [PX05]). These algorithms can be categorized into two
groups according to their primary focus.
The first group focus on classifying traffic anomalies that correspond to
major disruptions of traffic flow, which are generally known as incident de-
tection algorithms [SL07, PX05, WG07, WCQ08]. However, the majority
of these incident detection algorithms are designed to raise an alarm af-
ter major traffic disruptions have occurred which may not be effective for
the purpose of providing timely warning and initiating swift responses to
minimize the impact of traffic incidents. It is more practically useful if inci-
dent precursors can be identified prior to the occurrence of traffic incidents,
which motivates the development of the algorithms in the second group.
The second group focus on identification of particular types of traffic
anomalies associated with non-recurring events on street surface, e.g. lane-
blocking [She04, SR98, ZT06, AOY08, AOW08, CR95, DR97, Wen08], acci-
dents [OOR05, OORC05, OORC01], crashes [LSH02, LHS03], and conges-
tion [BCC+05, Hui06, STKH07]. These algorithms are suitable for partic-
ular applications as they can be used for providing a timely warning signal
for initiating responses that may prevent or minimize the impact of traffic
incidents that follow. However, in respect to anomaly classification, these
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studies can only be used to identify particular types of anomalies, which
can undermine their effectiveness in real-world applications. The studies in
[LSH02, LHS03, BCC+05, Hui06, STKH07] focus on traffic anomalies cor-
responding to significant reduction in overall traffic speeds where they can
miss transient anomalies that are associated only with transient deviations
of speeds of individual vehicles.
The algorithms proposed in [OOR05, OORC05, OORC01] can be cal-
ibrated to be particulary sensitive to transient anomalies based on prior
knowledge on standard deviation of speed which can result in misclassifica-
tions if they encounter cases that have different characteristics from those
in their prior knowledge database. For example, if a transient anomaly case
occurs under the scenarios where vehicle density is relatively lower than
vehicle density in the prior knowledge database used in [OOR05, OORC05,
OORC01], this transient anomaly could be missed as it may be associ-
ated with standard deviations of speed that are below their pre-determined
threshold.
Traffic anomalies associated with lane-blocking incidents have received
particular attention because they are likely to cause significant disrup-
tion of traffic flow which often needs swift and appropriate responses (e.g.
dispatching tow trucks) to prevent further impact on the road segment
[She04, SR98, ZT06, AOY08, AOW08, CR95, DR97, Wen08]. Amongst
these algorithms, the lane-blocking identification algorithm in [She04] has
the highest potential for real-world applications as it is designed to assess
change in spatial and temporal microscopic characteristics of individual ve-
hicles by inferring lane changing frequency and the queue length. However,
this algorithm is designed to be primarily based on measurements from loop
detectors which is particularly dependent on the detector location in respect
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to the location where a lane-blocking originates. Furthermore, this algo-
rithm needs a sampling window size that is large enough to infer the change
in the spatio-temporal microscopic characteristics of individual vehicles as-
sociated with anomalies due to lane-blocking. In this respect, this chapter
proposes a lane-blocking identification algorithm in Section 4.4 which is de-
signed to assess directly spatio-temporal microscopic characteristics and can
be used with relatively small sampling window size (less than one minute).
Furthermore, it can be seen that these previously proposed algorithms
are not explicitly designed for generically classifying traffic anomalies into
transient anomalies and incident precursors which can be used to infer their
potential impact on roadway. Developing a classification algorithm that is
capable of identifying if traffic anomalies are incident precursors is more
suitable in initiating timely responses than the majority of the incident
detection algorithms which are designed to raise an alarm only if major
traffic disruptions have occurred [SL07, PX05, WG07, WCQ08]. Therefore,
in this respect, this chapter proposes two anomaly classification algorithms
in Sections 4.5 and 4.6 which are designed for classifying whether traffic
anomalies may lead to traffic incidents.
4.3. Analysis Framework for Anomaly
Classification
Similarly to the analysis framework presented in Section 3.3 in Chapter
3, the analysis framework in this chapter is based on a distributed traffic
monitoring system that could rely on locally shared information amongst
neighbours vehicles. The relevant information would be measured by vehi-
cles sharing information through automotive navigation systems (e.g. GPS,
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Dead Reckoning) and wireless communications [CKC+06]. Alternative in-
formation could be inferred from currently available road-side infrastructure,
e.g. video surveillance cameras [KS06]. Also, as described in Section 3.3.2 in
Chapter 3, the statistics in this chapter are calculated from I = PoA∗ Itotal
vehicles.
In respect to the classification of anomalies, the research work in this
chapter considers two analysis frameworks: 1) lane-blocking identification
which aims at identifying whether a traffic anomaly is associated with a
lane-blocking traffic incident, and 2) classification according to the potential
occurrence of traffic incidents which aims at identifying whether a traffic
anomaly is a transient anomaly or an incident precursor.
4.3.1. Identification of Lane-blocking Incident
This first analysis framework for classification is used in Section 4.4, where
the aim is to identify anomalies that are associated with lane-blocking inci-
dents using microscopic traffic variables. Identification of a lane-blocking in-
cident is considered as a classification problem in this research work because
traffic patterns associated with a lane-blocking incident can be considered
as a particular type of traffic anomaly. Similar frameworks have also been
used in previous studies where they are often referred to as detection of a
lane-blocking incident [She04, SR98, ZT06, AOY08, AOW08, CR95, DR97,
Wen08]. Therefore, in order to assess the proposed lane-blocking identifica-
tion algorithm in respect to previously proposed methods, the performance
evaluation of lane-blocking identification in this chapter would be based
on conventional performance evaluation parameters as in incident detection
problem [She04, AOY08], i.e. using detection rate and false alarm rate.
It is also assumed that lane-level microscopic traffic variables (e.g. lane
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position of a vehicle) could be calculated and shared amongst I equipped
vehicles whose information are available at the time of interest. Particularly
in the proposed lane-blocking identification framework, the traffic condition
assessments are considered as either local or global. An assessment is consid-
ered local if it is based on information shared between an individual vehicle
and the closest vehicle downstream, while an assessment is considered global
if it is based on information shared amongst I equipped vehicles.
4.3.2. Classification of Anomalies into Transient Anomalies
and Incident Precursors
This section describes the second analysis framework used in Sections 4.5
and 4.6 where traffic anomalies are classified according to their potential
impact on the traffic flow. This second analysis framework of classification
is also important because once an anomaly is detected, it is vital to be able
to classify whether the detected anomalies might lead to traffic incidents.
Compared to the first analysis framework in Section 4.3.1, the aim of the
analysis framework in this section is more generic where anomalies are clas-
sified into 1) Transient Anomalies and 2) Incident Precursors. As described
in Section 2.2 in Chapter 2, transient anomaly is defined as a deviation
of traffic patterns that are associated with minor disruptions of the traffic
flow (e.g. a temporary drop in speed caused by a distraction on a freeway
shoulder), while incident precursor are associated with major disruptions of
traffic flow. Anomalies associated with lane-blocking in the first framework
in Section 4.3.1 can be considered as part of the anomalies considered in
this framework.
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4.4. Identification of Lane-Blocking using Relative
Speed and Lane Changing Trajectory
Lane-blocking incident is amongst the operational problems in road traffic
that has received particular attentions as it can cause severe disruption of
traffic flow [KR98, SR98]. A lane-blocking incident is usually caused by ac-
cidents or disabled vehicles involving a complete disruption on one or more
lanes that reduces the capacity of the road segment. The impact of a lane-
blocking incident on the road segment can vary from creating temporarily
local bottlenecks to severe disruptions of traffic flow causing traffic jam that
could affect adjacent road segments and last for hours. It can also increase
the likelihood of further traffic incidents, e.g. secondary accidents. There-
fore, it is important that a methodology is developed to identify anomalies
associated with lane-blocking incidents so swift and appropriate responses
(e.g. dispatching tow trucks) can be in place to prevent further impact on
the road segment.
Previous studies have proposed algorithms more specifically for lane-
blocking detection [She04, AOW08, CR95, DR97]. A well-established study
in [She04] uses lane changing fractions for detection of a lane-blocking inci-
dent, but the performance is highly dependent on the pre-determined maxi-
mum sample size which determines the number of temporal samples needed
for decision making. As it will be shown in the analysis in this section, the
sample size that is not large enough to capture deviation of lane changing
characteristics will result in missed detection.
Another problem is that the majority of these algorithms are based on
measurements from loop detectors [She04, CR95, DR97]. Consequently, the
effectiveness of these algorithms largely depends on the relative location of
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the lane-blocking in respect to the loop detectors location. If a lane-blocking
takes place far away from the loop detector location, the changes may not
be detected and/or a long delay may be present before the lane-blocking
is eventually identified. Furthermore, the effectiveness of these algorithms
may even be worse if a lane-blocking occurs under a low vehicle density
scenario, which is the scenario particularly considered in this section.
In this section, an algorithm is proposed that can identify lane-blocking
simply by detecting the changes in correlation of lane trajectories and the
variance of relative speed, which can be measured by equipped vehicles shar-
ing information with one another. The aim is to reduce the probability of
missed detection using local detections and also to minimize the number of
false alarms using global detections. Using a microscopic traffic simulation
environment, it is shown that the proposed algorithm has higher detection
rate and lower false alarm rate than the algorithm in [She04] when the
pre-determined window size is small. Furthermore, the performance of the
proposed algorithm is assessed under different availability of individual ve-
hicles’ information. It is important to note that unlike [She04, AOW08],
the proposed approach does not require lane information from the entire
population of vehicles.
4.4.1. Lane-Blocking Identification Algorithm
A. Overview of Lane-blocking Identification Algorithm
The proposed lane-blocking identification algorithm is shown in Figure 4.1.
In the proposed lane-blocking identification framework, it is assumed that a
lane-blocking incident would alter lane changing characteristics and speeds
amongst the vehicles on the road segment. In order to capture these changes,
three change detections are first performed independently. To identify
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changes in lane changing characteristics on the road segment, two change
detections are performed on local (I) and global (II) correlations of lane tra-
jectories using an arithmetic mean and a harmonic mean which are described
in details in Section 4.4.1-B. To identify changes in speeds, the proposed al-
gorithm also integrates the unsupervised anomaly detection proposed in
Chapter 3 (in Section 3.4.1) where a change detection is performed on the
average relative speed (III) which is also described in Section 4.4.1-C. Then,
(IV) the detection times are correlated together to make a final decision as
follows. Let {nRSi } denote the alarm times from using the average relative
speed, {nLTp } denote the alarm times from using the local correlation of
lane trajectories and {nGTq } denote the alarm times from using the global
correlation of lane trajectories. A lane-blocking is identified at time n0 if
all three detection times fall in the same time interval [n− L, n]:
n0 = max{nRSi , nLTp , nGTq }
∀{i, p, q} : {nRSi , nLTp , nGTq } ∈ [n− L, n]. (4.1)
B. Change Detection using Correlation of Lane Trajectories
This section describes the mechanisms used to detect changes in lane chang-
ing trajectories in blocks I and II in Figure 4.1. The proposed methodology
is based on the observation that when there is no disruption on the road
segment, most vehicles that arrive and depart the segment are expected to
maintain their order and keep on their own lanes. Therefore, the lane tra-
jectories of any pair of these vehicles are expected to be highly correlated.
However, when a disruption takes place on at least one lane, some vehicles
120
Global Decision 
using Bayesian 
Detection
(III)
Global Decision 
on Change of 
Correlation
(II)
Harmonic Mean 
Calculation
Statistical
Calculations
Decision 
Fusion
(IV)
{v
i
n}: Relative Speeds , {Y
i
n}: Lane Trajectories
{L, ξ } : Pre-determined Sample Window Size and Threshold
 {c
i 
n,L, i = 1,..,I} : Correlations 
of Lane Trajectories measured 
by all I vehicles 
{hIL} : Harmonic 
Mean of Correlation
{vn}: Average of 
Relative Speed
{n
RS
i}: Alarms Times of 
Global Relative Speed 
Changes
Lane-Blocking identified at
n0 = max{n
RS
i,n
LT
p,n
GT
q}
{n
GT
q}: Alarms Times of 
Global Correlation Chages
{c
i 
n,L } : Correlations of Lane 
Trajectories measured by individual 
vehicle i in interval [n-L,n] 
Arithmetic  Mean 
Calculation
Local Decision 
on Change of 
Correlation
(I)
{a
i
L} : Arithmetic 
Mean of Correlation 
{n
LT
p}: Alarms times of 
Local Correlation Changes
Figure 4.1.: The Proposed Lane-Blocking Identification Algorithm.
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may decide to change lanes while others may have to slow down, and thus,
alter their original order. As a result, the lane trajectories of the vehicles
are expected to be less correlated.
Let L denote window size which determines the number of temporal
sample sizes of individual vehicle information (e.g. lanes, speeds). Let
Y in−L,n = {yin−L, ..., yin}, i = 1, ..., I be a vector of lane trajectory of vehicle
i measured in the interval [n−L, n], where yin denotes the lane that a vehicle
i is on at time n. Then, cin,L, the correlation of lane trajectories between
a vehicle i and the closest downstream vehicle i − 1, is calculated as the
spearman correlation coefficients of Y in−L,n and Y
i−1
n−L,n.
The proposed methodology takes into account the possibility that a lane-
blocking can occur anywhere on the road segment of interest by having each
pair of vehicle locally monitored the change of correlation. The ith vehicle
assesses local changes in the correlation by calculating an arithmetic mean
aiL and an alarm is raised if:
aiL < ξ; 0 < ξ ≤ 1, aiL =
∑L
n=1 |cin,L|
L
. (4.2)
Furthermore, in order to minimize the number of possible false alarms
from local decisions, a method is developed to combine the locally measured
correlation to make a global decision by averaging the local correlation spa-
tially over neighbouring vehicles. As it is observed that a lane-blocking is
usually associated with the reduction of cin,L, the harmonic mean is used to
enhance the impact of small cin,k. The proposed algorithm calculates the
harmonic mean of the correlations hIL and an alarm is raised if:
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hIL < ξ; 0 < ξ ≤ 1, hIL =
I − 1∑I−1
i=1
1
|cin,L|
. (4.3)
C. Change Detection using Relative Speed
In addition to the capture change in speeds due to a lane-blocking incident,
a change detection is performed in block III in Fig 4.1 on relative speed
of individual vehicle i in respect to the closest vehicle downstream i − 1,
defined as: vin = wi−1,n−wi,n, where wi,n is the speed of a vehicle i at time n.
The change detection is based on an observation that a lane-blocking causes
some vehicles to vary their speeds which affects the variability of individual
vin. Average relative speed is used as a change indicator to average out the
impacts from possible transient behaviours of individual vehicles which can
cause false alarms. The average relative speed is calculated as: vn =
∑I
i=1 v
i
n
I .
The change detection of average relative speed is formulated as an anomaly
detection problem where the unsupervised detection algorithm proposed in
Section 3.4.1 in Chapter 3 is integrated into the proposed lane-changing
identification algorithm. The change detection of average relative speed is
briefly summarized in this section as follows.
For {vn, n = 1, 2, .., N} and a given sliding window size L, the algorithm
compares two adjacent sliding windows, W1 andW2, whereW1 ≥ L, W2 = L
and W1 +W2 ≤ N . vn is modeled as Gaussian process N(µn, σ2n), where σ2n
denotes the changing variance of vn. Let n0 = N −L denote the time where
the variance of vn change. The null hypothesis {H0 : σ21 = σ22 =, ...,=
σ2n0−1 = σ
2
n0 =, ...,= σ
2
N} is compared against the alternative hypothesis
{H1 : σ21 =, ...,= σ2n0−1 6= σ2n0 =, ...,= σ2N}.
Now, let ΘNq be a vector of variances associated with hypothesis Hq,
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i.e. ΘNq =
{
σ21, σ
2
2, ..., σ
2
N
}
. Using Bayes’ theorem, the probability of the
change of variance at point n0 is estimated by the posterior probabilities
associated with the hypotheses: p (H0|vn) = p(vn|Θ
N
0 )p(ΘN0 )
p(vn)
and p (H1|vn) =
p(vn|ΘN1 )p(ΘN1 )
p(vn)
, where p
(
vn|ΘNq
)
denotes the likelihood function and p
(
ΘNq
)
denotes the prior probability. The change point detection is then performed
and the alarm is raised when: log p(H0|vn)log p(H1|vn) > 1.
4.4.2. Performance Evaluation Results using Simulation
Performance Evaluation Parameters
In order to assess the proposed lane-blocking identification algorithm in
respect to previously proposed methods in literature, the performance eval-
uation is based on an evaluation framework for a lane-blocking incident de-
tection as in [She04, SR98, ZT06, AOY08, AOW08, CR95, DR97, Wen08].
Therefore, detection rates (DR), false alarm rate (FAR) and mean time to
detection (MTTD) are used as performance evaluation parameters which
are calculated as shown earlier in Section 3.4.2 in Chapter 3.
Benchmark Lane-Blocking Detection Algorithm [She04]
As benchmark, the traffic incident detection methodology proposed in [She04]
is employed which uses the lane changing fractions and queue length esti-
mated from loop detectors to detect a lane-blocking incident. Note that
since the objective of the lane-blocking identification framework in this chap-
ter is to assess the effectiveness of lane-blocking detection, it is necessary
that the errors from the estimation of the lane changing probabilities and
queue length is minimized in this benchmark algorithm. Therefore, only the
change detection part (referred to as pattern recognition part in [She04]) is
employed while the part that estimates lane changing fractions and queue
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length from traffic counts measured by loop detectors (referred to as signal
processing part in [She04]) is not implemented. Instead, the lane chang-
ing probabilities and queue length for the benchmark algorithm is obtained
directly from counting the number of vehicle that change lanes and those
that are in the queue in the simulation, which is an ideal case and should
maximize the performance of the benchmark algorithm.
For each lane i of the road segment of interest, the hypothesis test-
ing is performed through the Modified Sequential Probability Ratio Test
(MSPRT) which calculates the probability ratio Λi(ZL) = ΠLm=1
Pi(Zm|Zm−1,H1)
Pi(Zm|Zm−1,H0) ,
where Pi(Zm|Zm−1, H1) is the measured conditional probability of lane
changes from lane i to adjacent lanes at time step m, and Pi(Zm|Zm−1, H0)
is the pre-determined incident-free conditional probability of lane changes
from lane i to adjacent lanes at time step m.
One of the most important pre-determined parameters in the benchmark
MSPRT-based algorithm is the maximum sample size which is used to con-
trol the mean time to detection. If the maximum sample size is too large,
it will increase the mean time to detection. On the other hand, if the max-
imum sample size is too small, the algorithm will not have enough samples
to assess the change and consequently, cause missed detections. Note that
as the window size L in Section 4.4.1 also determines the number of samples
for lane-blocking decision making, L is used to denote maximum sample size
in the benchmark MSPRT-based algorithm. Furthermore, L is also used as
a common parameter for comparison between the proposed algorithm and
the benchmark MSPRT-based algorithm.
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Experimental Setups
The simulation environment Groovenet [MWR+06] is used to generate a
lane-blocking disruption on a specific location on a freeway segment. Gipps
safe-distance car following model [Gip81] is implemented into the micro-
scopic traffic simulation environment to model vehicle mobility more realis-
tically. On a two-lane freeway segment, each simulated vehicle recorded its
timestamp, speed, position and bearing at every second. This experiment
considers a low vehicle density scenario where Itotal is 16 vehicles/mile/lane
on average (approximately 10% of the segment area) because it is amongst
the most challenging ones where microscopic traffic variables can only be
obtained from a very small number of vehicles. Furthermore, the scenario of
having congestion due to the exceeding of the freeway segment capacity is
avoided by setting an average speed of 70mph and the volume to always be
well below a breakdown threshold [HCM00]. This ensures that any change
is caused by the simulated disruption only.
To generate a lane-blocking, a designated vehicle decelerates to a complete
stop effectively blocking one lane for five minutes, which is a minimum
time period used in analyzing traffic characteristics associated with traffic
incidents [BCC+05, OOR05, OORC05, LHS03], and then accelerate back to
normal speed of 70mph. The aim is to assess the proposed algorithm and
the benchmark algorithm in detecting this simulated lane-blocking.
Results and Discussions
Table 4.1 shows performance evaluation results from applying the proposed
algorithm and the benchmark algorithm [She04] to detect a lane-blocking,
where detection rates (DR), false alarm rates (FAR) and the mean time
to detections (MTTD) are averaged over 10 simulated realizations. The
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Table 4.1.: Performance comparisons with detection bound nb = 5 minutes
and ξ = 0.3, from 10 simulated realizations.
Proposed Algorithm DR FAR MTTD
(PoA = 30%) (s)
L = 10s 1 0 11.3
L = 30s 1 0 30.9
L = 60s 1 0 61.6
L = 180s 1 0 92.0
Proposed Algorithm DR FAR MTTD
(PoA = 50%) (s)
L = 10s 1 0 10.6
L = 30s 1 0 30.9
L = 60s 1 0 61.6
L = 180s 1 0 91.9
Benchmark MSPRT-based Algorithm DR FAR MTTD
[She04] (s)
L = 10s 0 - -
L = 30s 0.9 0.1 100.0
L = 60s 1 0 10.0
L = 180s 1 0 10.0
proposed algorithm detects relatively higher number of change points with
smaller number of false alarms than the benchmark algorithm for L < 1
minute. The missed detection of the benchmark MSPRT-based algorithm
is due to the sample size that is not large enough for the change in lane
changing fractions to be captured, which shows that the detection rate and
false alarm rate of the benchmark MSPRT-based algorithm is more depen-
dent on the values of L compared to the proposed algorithm.
Furthermore, even though Table 4.1 shows that the proposed algorithm
still experiences higher mean time to detections than those of MSPRT-based
algorithm for L ≥ 1 minute, it is important to note that the benchmark
MSPRT-based algorithm has very low mean time to detections because it is
employed in an ideal scenario at the lane-blocking location where the lane
changing is obtained simultaneously. The benchmark MSPRT-based algo-
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Figure 4.2.: Detection Rates and False Alarm Rates under Different PoA,
L = 60s and ξ = 0.3.
rithm may also experience higher mean time to detection when employed
further away from the disruption location.
The experiment further assesses the impact of PoA on the detection rate
and false alarm rate. Figure 4.2 shows the false alarm rates for PoA ranges
from 20% to 100%. With the average Itotal of 16 vehicles/mile/lane and
PoA of 20%, the proposed algorithm relies on the information from only
four vehicles on average but can still perform well. This shows the advantage
of the proposed algorithm that uses both local and global decisions. Using
local decisions based on correlations measured by individual vehicles reduces
the chance that a lane-blocking is missed and thus, maximizes the detection
rate. Possible false alarms due to individual local decisions is further reduced
by global decisions using the harmonic mean of correlation and the variance
of the average relative speed.
L and ξ also have to be chosen appropriately as L and ξ that are too
small can cause missed detections, while L and ξ that are too large can
cause false alarms and increase the mean time to detection. The choices
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of L and ξ will depend on the traffic characteristics of the road segment of
interest as well as the impact of a lane-blocking incident on the segment.
For example, practitioners can determine the impact of lane-blocking by the
increase in travel time and vehicle density on a particular segment. Then,
L should be initially set to be at least equal to incident-free travel time,
but not exceed the historical average travel delay caused by lane-blocking.
Furthermore, as travel time and vehicle density increase, L should also be
increased accordingly to average out short-term changes of correlation of
lane trajectory and relative speed to avoid false alarms.
The threshold ξ captures change of correlation and can also be set adap-
tively according to the vehicle density. Under high density, the vehicles do
not have much room to maneuver to avoid a lane-blocking and ξ should be
increased to increase the sensitivity of the proposed algorithm, while under
low density, ξ should be decreased to reduce the number of false alarms.
4.4.3. Remarks on Lane-blocking Identification
This section investigates the effectiveness of the proposed lane-blocking iden-
tification algorithm using relative speed and the correlation of lane trajecto-
ries and the results are very encouraging. Based on the simulation results,
the proposed algorithm performs well compared to a well-known algorithm
[She04] running in an ideal setting. In particular, when window size is
less than one minute, the proposed algorithm achieves 100% detection rate
and zero false alarm rates which outperforms the benchmark algorithm in
[She04]. The algorithm is also shown to perform well when speed and lane
information are available from only a fraction of the entire vehicle popula-
tion.
The algorithm proposed in this section is very useful in identifying anoma-
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lies associated with lane-blocking as it can point out particularly possible
causes of these anomalies which can be reported to other drivers as well
as to traffic management centres. However, the algorithm developed in this
framework cannot yet perform a generic classification according to potential
impacts the anomalies might have on the traffic flow on the road segment
of interest. Therefore, in the next section, a novel anomaly classification
algorithm is proposed in a more generic framework which is capable of clas-
sifying anomalies into transient anomalies and incident precursors.
4.5. Unsupervised Anomaly Classification
The objective of this section is to propose and assess an anomaly classifica-
tion algorithm that is capable of classifying traffic anomalies whether they
have potentials to develop into traffic incidents. In this respect, the aim
is to classify anomalies into 1) transient anomalies associated with minor
and transient disruptions of traffic flow or 2) incident precursors which are
associated with major disruptions of traffic flow.
This section particularly considers anomaly classification under the sce-
narios where there is only minimum availability of prior knowledge on the
patterns of microscopic traffic variables. An unsupervised anomaly classifi-
cation algorithm is proposed which classifies traffic anomalies by assessing
the temporal changes in variance and the changes in spatial covariances
of microscopic traffic variables [BT09]. A novel method is applied which
uses the smallest eigenvalue of covariance matrix to capture changes in mi-
croscopic characteristics as well as to assess their severity, which can also
be integrated with the unsupervised anomaly detection algorithm proposed
in Section 3.4 in Chapter 3. Performance evaluations are based on both
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simulation and real-world data set where it is shown that the proposed un-
supervised anomaly classification can be used to identify transient anomalies
and incident precursors. An experiment in a simulation environment is also
used to discuss how practitioners can fine-tune the proposed algorithm.
4.5.1. Overview of Unsupervised Anomaly Classification
Algorithm
This section introduces the proposed anomaly classification algorithm shown
in Figure 4.3. First, anomaly detection is performed through the detection
of temporal changes of variance of microscopic traffic variables (I) using the
method described in Section 3.4.1 in Chapter 3. If a change is detected,
anomaly is declared on the road segment. The algorithm then proceeds
with classification of the detected anomaly where temporal changes are in-
corporated with spatial changes obtained from assessing spatial variances of
microscopic traffic characteristics measured at upstream and downstream of
the road segment (II and III). In the framework of this chapter, positions of
equipped vehicles can be measured and shared so it is possible to determine
upstream and downstream microscopic traffic variables.
The classification is performed by first calculating the smallest eigenvalue
of the covariance matrix of upstream and downstream microscopic traffic
variables (II) using the method described in Section 4.5.2. Then, the pro-
posed algorithm detect the changes of the smallest eigenvalue (III) using the
method in Section 3.4.1 in Chapter 3. Finally, the detection decisions on
temporal changes (I) and spatial changes (III) are assessed using a weighted
vote scheme (IV) presented in Section 4.5.3.
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Figure 4.3.: The Proposed Unsupervised Anomaly Classification Algorithm.
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4.5.2. Extraction of Spatial Covariance Changes using
Eigenvalues
This section presents a method to capture changes using the covariance
between the microscopic traffic variables measured at upstream and down-
stream of a disruption. The observation is that in a disruption-free traf-
fic condition, the variances of microscopic traffic characteristics (e.g. lane
changing and time gap) measured at upstream and downstream of a cer-
tain road segment are highly correlated as there is nothing to disrupt the
transfer of variability in microscopic traffic characteristics from upstream to
downstream, i.e. the upstream and downstream microscopic traffic variables
have high covariance.
On the other hand, when a disruption takes place, it will cause different
changes in direction of variations of microscopic characteristics upstream
and downstream of the disruption. For example, a lane-blocking disruption
may cause a build up of a queue upstream which effectively reduces the
space for maneuvering upstream of the disruption compared to the one
downstream. Such phenomenon will reduce the covariance between the
upstream and downstream microscopic characteristics. Furthermore, the
degree of change in covariance will reflect the severity of the disruption
itself which is used to classify transient anomalies and incident precursors.
Based on such observation, it is proposed to capture the degree of changes
in co-variation using the smallest eigenvalue of the spatial covariance ma-
trix. Let Y n = {Y un, Y dn}, where Y un = {yui,k, i = 1, ...,m1; k = n − L, .., n}
and Y dn = {ydi,k, i = 1, ...,m2; k = n − L, .., n} denote the column vec-
tors of upstream and downstream microscopic traffic variables measured at
time n respectively. For convenience of presentation, the time notation n is
dropped. Given that a total of M = m1 + m2 upstream and downstream
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microscopic traffic variables are taken into account, the spatial covariance
matrix Cy is obtained as:
Cy =

c11 c12 . . . c1M
c21 c22 . . . c2M
...
...
. . .
...
cM1 cM2 . . . cMM

(4.4)
where cij = E((Y i−E(Y i))(Y j −E(Y j))T ). Then, a conventional eigen-
value decomposition is employed to find pairs of eigenvalues and eigenvectors
{%i, U i}: (Cy − %iI) U i = 0. In the proposed algorithm, only the smallest
eigenvalue %s of Cy is assessed. For example, for M = 2,
%s =
1
2
[
c11 + c22 −
√
(c11 − c22)2 + 4c212
]
. (4.5)
The smallest eigenvalue has been previously used in image processing to
identify line, corner and circle components of an image [THS99] as it is able
to capture abrupt changes of the distribution in the direction of the small-
est eigenvector. As equation (4.5) demonstrates, reducing the covariance
c12 would increase %s. In this framework, the same principle is applied to
capture an uncorrelated spatial changes in variations of microscopic char-
acteristics using the smallest eigenvalue of the covariance matrix of the
upstream and downstream microscopic traffic variables.
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4.5.3. Weighted Vote Scheme
In block IV in Figure 4.3, a weight vote scheme is used to classify the
detected anomalies using the microscopic traffic variables measured in a
sliding window size L. Let nTi denote the alarm times of temporal changes
of a microscopic traffic variable i (from block I in Figure 4.3), and nSj denote
the alarm times of spatial changes of a microscopic traffic variable j (from
block III in Figure 4.3). Further, let ωTi and ω
S
j be the weights associated
with temporal (from block I in Figure 4.3) and spatial alarms (from block
III in Figure 4.3) respectively. For classification criterion, a critical interval
Lc is introduced which specifies the interval for the alarms times to be
considered as the alarms of the same anomalous event by the weighted vote
scheme. Therefore, for each time interval [n−Lc, n], the proposed algorithm
calculates the total vote ωn by assigning ωTi to ωn if n
T
i ∈ [n − Lc, n], and
ωSj to ωn if n
S
j ∈ [n− Lc, n]: ∀i, j : nTi ∈ [n− Lc, n], nSj ∈ [n− Lc, n],
ωn =
∑
i
ωTi +
∑
j
ωSj . (4.6)
An incident precursor is declared if ωn exceeds a threshold Ω, otherwise
the alarms are determined as signals of transient anomalies. Ω is chosen
proportionally to ωTi and ω
S
j , Ω ∝ ωTi + ωSj , to increase the adaptability to
the scenarios where there might be only a few alarms due to nonsignificant
changes in microscopic variability (e.g. under very low or high vehicle densi-
ties). The choices of ωTi and ω
S
j depend on the microscopic traffic variables
which will be discussed in the following section.
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4.5.4. Performance Evaluation on Unsupervised Anomaly
Classification
Microscopic Traffic Variables for Classification
For anomaly classification, the algorithm in Section 4.5.1 is employed which
incorporates both spatial and temporal anomaly detections. For the de-
tection of spatial changes, the proposed algorithm uses 1) upstream and
downstream number of lane changes and 2) upstream and downstream inter-
vehicle time gaps. This section discusses first upstream and downstream
number of lane changes and then upstream and downstream inter-vehicle
time gaps.
y u1,n
y u2,n
y d1,n
y d2,n
κi,n di,n
Disruption 
Location
Figure 4.4.: Upstream and Downstream Lane Changing and Inter-vehicle
Time Gaps.
Upstream and Downstream Number of Lane Changes:
Figure 4.4 shows the microscopic traffic variables for a road segment con-
sisting of two lanes. In this case, Y un = {yui,k, i = 1, ...,m1; k = n − L, .., n}
and Y dn = {ydi,k, i = 1, ...,m2; k = n − L, .., n} record the number of lane
changes at time step n upstream and downstream of a disruption respec-
tively. For a road segment consisting of ς lanes, there are totally 4(ς − 1)
records on the number of lane changes
(
2(ς − 1) in Y un and 2(ς − 1) in Y dn
)
and the spatial covariance matrix of the number of lane changes has the
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dimension of 4(ς − 1)× 4(ς − 1).
A disruption causes more number of upstream lane changes from a blocked
lane to an adjacent lane. Consequently, there is more room to maneuver
on the blocked lane downstream of the disruption and may cause the in-
crease in the number of downstream lane changes from an adjacent lane to
the blocked lane. The imbalance in the number of lane changes upstream
and downstream will subsequently reduce the covariances and increase its
smallest eigenvalues. If the disruption persists longer, it would even exac-
erbate the difference between maneuverability upstream and downstream
and further increase the smallest eigenvalues. Therefore, the magnitude of
changes of the smallest eigenvalues and its proportionality to the severity
of a traffic anomaly is used to enhance the ability to classify anomalies.
Upstream and Downstream Inter-vehicle Time Gaps:
Inter-arrival time is used to describe upstream inter-vehicle time gap
and inter-departure time is used to describe downstream inter-vehicle time
gap as shown in Figure 4.4. The inter-arrival time, κi,n, is defined as the
difference between the arrival time to the beginning of a road segment of
a vehicle i and that of the previous vehicle i − 1 that has arrived at time
step n. Similarly, the inter-departure time, di,n, is defined as the difference
between the arrival time to the end of a road segment of a vehicle i and
that of the previous vehicle i − 1 that has arrived at time step n. In this
case, there are two vectors: Y un = {κi,k, i = 1, ...,m1; k = n − L, .., n} and
Y dn = {di,k, i = 1, ...,m2; k = n−L, .., n}, and the spatial covariance matrix
of inter-arrival and inter-departure times has the dimension of 2× 2.
When there is no disruption on the road segment, most vehicles that ar-
rive and depart the segment are expected to keep their orders and maintain
their inter-vehicle time gaps. Consequently, the variances of inter-arrival
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and inter-departure times of a road segment are expected to be highly cor-
related, i.e. the inter-arrival and inter-departure time have high covariance.
However, when a disruption takes place, it is expected to change the mi-
croscopic characteristics amongst the vehicles as some vehicles decide to
change lanes while others may have to slow down, and subsequently, change
their order and time gaps when they depart the segment. As a result, the
variances of inter-arrival time and inter-departure time are expected to be
less correlated. Therefore, the smallest eigenvalue of a covariance matrix of
inter-arrival time and inter-departure time can also be used to capture the
change in the covariances.
The proposed method in Section 4.5.2 is employed independently to ex-
tract spatial changes from the number of lane changes and/or inter-vehicle
time gap. Then, the alarms from the number of lane changes and/or inter-
vehicle time gap are assessed together with the alarms from the statistics of
relative speed using a weight vote scheme presented in Section 4.5.3.
Performance Evaluations using Simulation
This experiment uses the same simulation environments to simulate tran-
sient anomalies and incident precursors as described in Section 3.4.2 in
Chapter 3 where anomalies are simulated at time n1. Classification Rate
(CRq) is used to assess the classification performance in this section:
CRq =
Number of Anomalies Correctly Classified
Total Number of Anomalies
. (4.7)
Figure 4.5 shows the classification rates on simulated anomalies. Dia-
monds and triangles denote classifications rates from using the number of
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Figure 4.5.: Classification Rates using 10 Simulated Realizations under vehi-
cle density 10% of the segment area, with Lc = 120s, L = 120s
and equal weights ωRS = ωNL = ωTG = 0.5: RS = Relative
Speed, NL = Number of Lane Changes and TG = Time Gaps
(Inter-arrival and Inter-departure times).
lane changes and inter-vehicle time gap for spatial change detections respec-
tively. The colours black and white denote classification rates for transient
anomalies and incident precursors respectively. For each value of PoA, the
classification rates are averaged from ten simulated realizations. L and Lc
are set to be equal to 120s which is between the average durations of the
simulated transient anomalies of 60s and the durations of the simulated in-
cident precursors of 300s. The weights of the microscopic traffic variables
in equation (4.6) (relative speed, number of lane changes and inter-vehicle
time gap) are set to be equal since this experiment considers low vehicle
density scenario.
When PoA ≤ 20% , the microscopic information is too coarse to iden-
tify traffic anomalies resulting in misclassifications. As PoA increases, the
proposed methodology can utilize more spatio-temporal microscopic char-
acteristics to identify both types of traffic anomalies. Furthermore, as
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Figure 4.6.: Classification Rates using 10 Simulated Realizations under ve-
hicle density 10% of the segment area, with Lc = 120s, L = 60s
and equal weights ωRS = ωNL = ωTG = 0.5: RS = Relative
Speed, NL = Number of Lane Changes and TG = Time Gaps
(Inter-arrival and Inter-departure times).
shown in Figure 4.5, when more, but still partial, information is available
(30% ≤ PoA ≤ 70%), incident precursors are more difficult to classify
compared to transient anomalies. This is due to the fact that this exper-
iment aims at assessing a low vehicle density scenario where the vehicles
still have large rooms to maneuver even though there is a disruption on one
lane. Consequently, the microscopic variability due to incident precursors
and the microscopic variability associated with transient anomalies are not
clearly distinguished.
As more information is available (PoA ≥ 80%), changes due to incident
precursors can be more clearly identified in both spatial and temporal micro-
scopic traffic variables. Therefore, the proposed algorithm can assess more
accurately the difference between the variability of microscopic characteris-
tics due to incident precursors and the variability associated with transient
anomalies, which improves the classification rates.
140
Furthermore, it is shown that in a low vehicle density scenario, the classi-
fication rates of incident precursors can be improved by reducing L. Figure
4.6 shows that for L < Lc, the classification rates for incident precursors
are considerably improved while the classification rates of transient anoma-
lies are reduced. When L < Lc, the proposed algorithm is able to identify
the temporal and spatial changes caused by a disruption, which improves
the classification of incident precursors. However, the classification rates of
transient anomalies are reduced as the temporal and spatial changes are de-
tected more often and interpreted as incident precursors (using the currently
used weighted vote scheme).
Choices of Sliding Window Size L, Critical Interval Lc and
weights
As shown in Figures 4.5 and 4.6, the effectiveness of the proposed algorithm
is dependent on the sliding window size L in respect to the critical interval Lc
in equation (4.6). Small window size (L ≤ Lc) will reduce the classification
rate of transient anomalies as all deviations will be taken into account and
could be interpreted as incident precursors by the weighted vote scheme. On
the other hand, increasing window sizes toward the critical interval (L→ Lc)
will reduce the classification rates of incident precursors as deviations will
be further smoothed out and classified as transient anomalies. For L > Lc,
the deviations are even more likely to be classified as transient anomalies.
The choice of Lc will depend on the impact of transient anomalies and in-
cident precursors on the road segment where the algorithm is implemented.
For example, if the impact of anomalies is determined by the travel delay,
Lc should be chosen to be between the delays caused by transient anomalies
DL and incident precursors DH , i.e. DL ≤ Lc ≤ DH .
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The choice of weights in equation (4.6) will depend on the average inter-
vehicle spacing of the road segment which determine the state of the link
and potential impact of a disruption on each microscopic traffic variable.
For example, when the average inter-vehicle spacing is large, this implies a
low vehicle density scenario where vehicles still have large room to maneuver
(e.g. accelerate/decelerate and change lane) and the disruption will have an
impact on all the microscopic traffic variables. In this case, the weights of
the microscopic traffic variables in equation (4.6) (relative speed, number
of lane changes and inter-vehicle time gap) can be set to be equal. On the
other hand, when the average inter-vehicle spacing is smaller, vehicles have
less space for lane changing while they can still accelerate or decelerate on
a lane. Under such case, the weights of the number of lane change should
be lower than those of relative speed and inter-vehicle time gap.
Performance Evaluations using Real-World Data
This section presents results from applying the proposed unsupervised anomaly
classification algorithm to classify anomaly cases in the real-world data set
described in Section 3.4.3. For anomaly classification on real world data,
the statistics of relative speed are used for temporal anomaly detection.
As the lane changing information is not available in the real-world data
set, only inter-arrival and inter-departure times are used for spatial changes
detection, where Cy has a dimension of 2 × 2. The inter-arrival time is
calculated as κi = tini − tini−1, while the inter-departure time is calculated as
di = touti − touti−1. On the freeway segment, the average delay caused by the
transient anomaly cases is approximately 15 minutes while traffic conges-
tion that followed incident precursors usually persisted beyond 15 minutes.
Therefore, the critical interval Lc is set to be 15 minutes. Furthermore,
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Table 4.2.: Classifications on Real-World Data, Lc = 15 minutes, L = 15
minutes and wRS = wTG = 0.5: CC = Correctly Classified, MC
= Misclassified
Anomaly Types Number of Cases CC Cases MC Cases
Transient Anomalies 9 6 3
Incident Precursors 17 17 0
as vehicle density can be low at certain periods and the simulation results
in Figure 4.5 shows that under low vehicle density and PoA = 100%, the
proposed algorithm works well with L = Lc and the weights of 0.5, the same
setting is also used for classification on real-world data.
This section further analyzes the 9 cases of transient anomalies and 17
cases of incident precursors in the real-world data set. Table 4.2 shows the
classification results on real world data. Anomaly cases are considered as
Correctly Classified (CC) if the proposed algorithm can identify their types
within the logged duration, i.e. [T as , T
i
s ] or [T
a
s , T
i
e ] where T
a
s denotes the
recorded time of a traffic anomaly, T is denotes the recorded time of incidents
following incident precursors and T ie denotes recorded time when traffic
start to recover after transient anomalies (see Section 3.5.2 for detailed
descriptions of the real-world data). The Misclassified Cases (MC) shows
the number of anomalies that are incorrectly identified by the proposed
algorithm, e.g. identifying transient anomalies as incident precursors and
vice versa.
Table 4.2 shows that the proposed unsupervised algorithm is able to clas-
sify most of the anomaly cases in the real-world data set except three cases
of transient anomalies which are misclassified as incident precursors. These
are special cases involving distractions on the shoulder of the freeway due
to unexpected appearance of pedestrians in two cases and disable vehicles
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Figure 4.7.: A Distraction caused by a Pedestrian on the Shoulder of Free-
way Segment.
in another case. Figure 4.7 shows a camera image of a pedestrian on the
shoulder of the freeway that causes the proposed algorithm to misclassify
one of the transient anomaly cases. These three anomaly cases were recorded
as transient anomalies because they were not followed by traffic incident.
However, the distraction on the freeway shoulder caused the drivers to alter
their driving patterns (e.g. reduced speed, changed lane) which increases
the variability of both the relative speed and the covariance between the
inter-arrival and inter-departure time. The increase of the variability of
these microscopic statistics causes the alarms of both temporal and spatial
changes, and causes the weighted combination in equation (4.6) to exceed a
classification threshold. Consequently, these three transient anomaly cases
are misclassified as incident precursors by the proposed unsupervised algo-
rithm [BT09].
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4.5.5. Remarks on Unsupervised Anomaly Classification
This section proposes and assesses an unsupervised anomaly classification
algorithm which uses the temporal changes in standard deviation of relative
speed and the changes in spatial covariances of the number of lane changes,
inter-arrival time and inter-departure times to classify anomalies as transient
anomalies or incident precursors. An experiment in a simulation environ-
ment is used to discuss the main issue of how practitioners can fine-tune
the proposed algorithm to the underlying state of the road segment being
monitored. First, the critical interval has to be chosen according to the
impact of the anomalies on the road segment of interest. The classification
rate depends on the choice of sliding window size in respect to the critical
interval. Then, the weights of each microscopic traffic variables can be cho-
sen according to the average inter-vehicle spacing which reflects the vehicle
density of the road segment. The application of the proposed unsupervised
anomaly classification algorithm to real-world data shows that transient
anomalies and incident precursors can be classified using the statistics of
relative speed, inter-arrival and inter-departure times.
However, certain cases of transient anomalies are misclassified as incident
precursors because unexpected appearances of pedestrians and disabled ve-
hicles caused the change in both temporal and spatial variability of the mea-
sured microscopic traffic variables even though the anomalies they caused
were not followed by traffic incidents. These anomaly cases represent special
cases which could be encountered in real-world scenarios where a limitation
of the proposed unsupervised approach mainly lies with the fact that 1) it
still relies on pre-determined threshold and 2) it uses only minimum prior
knowledge on the patterns of the microscopic traffic variables themselves.
These limitations are addressed in the next section where a supervised ap-
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proach for anomaly classification is proposed.
4.6. Supervised Anomaly Classification
To further enhance the performance of anomaly classification, a decision
function for anomaly classification is proposed which is designed to be inte-
grated with the supervised anomaly detection algorithm proposed in Section
3.5 in Chapter 3. With this newly proposed decision function, this section
proposes a supervised anomaly classification algorithm which can learn dif-
ferent patterns of the microscopic traffic variables associated with transient
anomalies and incident precursors before being deployed. Also, the newly
proposed approach does not rely on any pre-determined threshold to avoid
the problem of being too biased toward a particular training set. The pro-
posed supervised algorithm uses raw decision outputs from the anomaly
detection part to assess the likelihood of transient anomalies and incident
precursors. Performance evaluations based on real-world data set are used
to assess the proposed supervised anomaly classification algorithm where
it is also shown that the algorithm can classify traffic anomalies even with
aggregated and missing vehicle information.
4.6.1. Algorithm for Supervised Anomaly Classification
Supervised anomaly classification in the framework of this research involves
assessing the likelihood of the measured microscopic traffic variables associ-
ated with types of traffic anomalies (transient anomalies and incident pre-
cursors) based on their possible non-linear relationships. This section first
describes observations on the impact of transient anomalies and incident
precursors on the microscopic traffic variables. Then, the decision func-
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tion for classification is proposed to estimate certainties of the measured
microscopic traffic variables being associated with transient anomalies and
incident precursors.
Impact of Traffic Anomalies on Microscopic Traffic Variables
Figures 4.8, 4.9, 4.10, and 4.11 show examples of the impact of transient
anomalies and incident precursors on the standard deviations of relative
speed, average inter-vehicle spacing, and the standard deviations of inter-
arrival time and inter-departure time respectively from the real-world data
described in Section 3.4.3. These microscopic traffic variables are used for
supervised anomaly detection in Chapter 3 so they will also be assessed
for supervised anomaly classification in this chapter. As shown in Figure
4.8, the reduction in the standard deviation of relative speed in Figure 4.8b
due to incident precursors is more profound than the impact of transient
anomalies in Figure 4.8a. This is because incident precursors are more likely
to increase vehicle density (e.g. forming queue), which have much wider
impact on the vehicles on the freeway segment and subsequently reduce the
variation in relative speeds amongst the vehicles.
Similar phenomenon can be used to describe the difference between the
impacts of transient anomalies and incident precursors in respect to average
inter-vehicle spacing. Incident precursors in Figure 4.9b are associated with
more significant reduction in the variability of average inter-vehicle spacing
compared to that of transient anomalies in Figure 4.9a. This is because
incident precursors have a higher potential to increase the vehicle density
on the freeway segment which subsequently reduce the spaces amongst the
vehicles as well as rooms to manoeuver on the segment.
Furthermore, the impact of incident precursors (in Figures 4.10b and
147
4.11b) on the standard deviations of both inter-arrival and inter-departure
times are different from the impact of transient anomalies (in Figures 4.10a
and 4.11a). Figures 4.10a and 4.11a show that transient anomalies have less
spatial impact on the upstream and downstream of the freeway segment as
the standard deviations of inter-arrival and inter-departure times do not
follow any particular pattern. On the other hand, incident precursors are
associated with major disruptions of traffic flow and subsequently have a
much wider impact on the freeway segment. The disruption associated with
incident precursors in Figures 4.10b and 4.11b are found to originate at
the downstream location of the freeway segment which cause the change
in variation of inter-vehicle time gaps to propagate from downstream to
upstream. Such impact subsequently induces the correlation of changes in
the standard deviation of inter-arrival time in Figure 4.10b and the standard
deviation of inter-departure time in Figure 4.11b.
If an incident precursor is associated with the disruption located between
the upstream and downstream of the freeway segment, the change in varia-
tion of inter-vehicle time gaps may propagate upstream which may decrease
the standard deviation of inter-arrival time to the freeway segment. Also,
at the same time, the disruption can alter the inter-vehicle time gaps of
the vehicles passing/discharging from the disruption location which can in-
crease the standard deviation of inter-departure time measured downstream
of the disruption location. These observations on the difference of impacts
on inter-arrival and inter-departure times can also be used to distinguish
incident precursors from transient anomalies in the classification process.
In summary, it can be seen that the relationship between individual mi-
croscopic traffic variables and types of traffic anomalies (transient anomalies
and incident precursors) can be non-linear as one value of these microscopic
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Figure 4.8.: Standard Deviations of Relative Speed measured from the Real-
world Data Set: (a) Transient Anomaly at n ≥ 1080 and (b)
Incident Precursors at n ≥ 975
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Figure 4.9.: Average Inter-vehicle Spacing measured from the Real-world
Data Set: (a) Transient Anomaly at n ≥ 1080 and (b) Incident
Precursors at n ≥ 975
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Figure 4.10.: Standard Deviations of Inter-arrival Time measured from the
Real-world Data Set: (a) Transient Anomaly at n ≥ 1080 and
(b) Incident Precursors at n ≥ 975
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Figure 4.11.: Standard Deviations of Inter-departure Time measured from
the Real-world Data Set: (a) Transient Anomaly at n ≥ 1080
and (b) Incident Precursors at n ≥ 975
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traffic variables may be associated with either transient anomalies or in-
cident precursors. Furthermore, transient anomalies and incident precur-
sors can also be distinguished if the patterns of these microscopic traffic
variables are monitored over time (e.g. reduction in standard deviation of
relative speed in Figure 4.8b or correlation of inter-arrival time in Figure
4.10b and inter-departure time in Figure 4.11b). As the Multi-Layer Feed
Forward Neural Network (MLFFNN) part of the previously proposed su-
pervised anomaly detection algorithm in Section 3.5 is already incorporated
to capture the non-linear relationships, a decision function needs to be de-
veloped to classify traffic anomalies by utilizing the raw decision outputs of
MLFFNN.
Decision Function for Supervised Anomaly Classification
In this section, a classification decision function is proposed based on previ-
ous observations on the impacts of transient anomalies and incident precur-
sors on the microscopic traffic variables as shown in the examples in Figures
4.8, 4.9, 4.10, and 4.11. As shown in Figure 4.12, the proposed classifi-
cation decision function is designed to be integrated with the supervised
anomaly detection algorithm in Section 3.5 in Chapter 3. Once an anomaly
is detected, the anomaly classification process is initiated where the raw
decision outputs of MLFFNN are monitored from the time of detection n0
for a period of η before the classification decision function is applied. As
Multi-Layer Feed Forward Neural Network (MLFFNN) is used to capture
possible non-linear relationships between microscopic traffic variables and
traffic classes, this classification decision function is designed to assess the
difference between the degree of impact of transient anomalies and that of
incident precursors on each microscopic traffic variable using the raw deci-
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sion outputs of the MLFFNN.
In the classification decision function, each raw decision output of the
neural network is modeled as a classifier whose value represents certainty
[MKA04]. The certainty combination techniques in [MKA04] are originally
proposed to combine outputs over space from different neural networks.
Instead, in this chapter, the same concept is applied to combine the raw
decision output over time from the same neural network, i.e. for a given
time n, the raw decision output {o1, o2}n is itself a classifier. For an anomaly
that is detected at time n0 where the temporal raw decision outputs from
MLFFNN for the next time interval η are considered in the classification
process, the classification decision function f(η) can be formalized as follows:
f(η) = arg max
c
n0+η∑
n=n0
ωcnf
c
n, c = 1, 2. (4.8)
The weight ωcn is calculated as the normalization of the certainty f
c
n, i.e.
ωcn =
fcn∑
c=1,2 f
c
n
. The certainty f cn is calculated from the raw decision outputs
{o1n, o2n} depending on the choice of which binary combination is assigned
to each anomaly class. For example, let c = 1, {o1n, o2n} = {0, 1} be a class
indicator of transient anomaly, while c = 2, {o1n, o2n} = {1, 1} be an indicator
of incident precursors. Then, o1n nearer to zero indicates more certainty of
transient anomaly while o1n closer to one indicates more certainty of incident
precursors. Therefore, f cn should be calculated as: f
1
n = (1 − o1n) × o2n and
f2n = o
1
n × o2n. It can be seen that the classification decision function in
equation (4.8) does not use any particular threshold.
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Figure 4.12.: The Proposed Supervised Anomaly Classification Algorithm.
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4.6.2. Results and Discussions on Supervised Anomaly
Classification using Real-World Data
This section assesses the performance of the proposed supervised anomaly
classification algorithm in respect to the previously proposed unsupervised
algorithm in classifying the anomaly cases in the real-world data set de-
scribed in Section 3.4.3. Once an anomaly is detected at time n0, a node
(a vehicle or a road-side infrastructure) corresponding to the freeway seg-
ment would continue to gather more information from the vehicles on the
segment and monitor the raw decision outputs {o1n, o2n} from the MLFFNN
using the classification decision function in equation (4.8) till n0 + η, where
η is the pre-determined time interval for classification. The value of η has
to be chosen according to the importance of classification accuracy and de-
lay, i.e. smaller η will give early but less accurate classifications and vice
versa. If the objective of classification is to disseminate anomaly warning
to other vehicles locally on the segment, timeliness is more important and
small value of η (e.g. order of seconds) should be used. On the other hand,
if the classification of anomaly primarily is for the traffic management centre
to initiate appropriate response, more accuracy is needed and larger value
of η (e.g. order of minutes) should be chosen. In this experiment, η of 5
minutes is found to give enough classification accuracy for the real-world
data set analyzed in this section.
In the real-world data set, there are totally 26 cases, where 9 are transient
anomalies and 17 are incident precursors. Anomaly cases in the real-world
data set are separated into training and testing sets. In order to minimize
the bias of the algorithm toward a particular anomaly case, the training set
is always chosen to have roughly similar number of transient anomalies and
incident precursors. In each experiment, the anomaly cases in the training
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Table 4.3.: Classifications on Real-World Data, CC = Correctly Classified,
MC = Misclassified, η = 5 minutes
Supervised Algorithm Number of Cases CC Cases MC Cases
Transient Anomalies 9 9 0
Incident Precursors 17 17 0
Unsupervised Algorithm Number of Cases CC Cases MC Cases
(Section 4.5)
Transient Anomalies 9 6 3
Incident Precursors 17 17 0
and testing sets are also selected randomly.
Table 4.3 shows the classification results on real world data. Anomaly
cases are considered as Correctly Classified (CC) if the proposed algorithm
can identify their types within the logged duration, i.e. [T as , T
i
s ] or [T
a
s , T
i
e ]
where T as denotes the recorded time of a traffic anomaly, T
i
s denotes the
recorded time of incidents following incident precursors and T ie denotes
recorded time when traffic start to recover after transient anomalies (see
Section 3.5.2 for detailed descriptions of the real-world data). The Miss-
classified Cases (MC) shows the number of anomalies that are incorrectly
identified by the proposed algorithm, e.g. identifying transient anomalies
as incident precursors and vice versa.
The proposed supervised algorithm performs well as it can classify cor-
rectly all anomaly cases including the ones that are misclassified by the
previously proposed unsupervised algorithm, which are special cases on dis-
tractions on the shoulder of the freeway due to unexpected appearance of
pedestrians in two cases and disable vehicles in another case as shown ear-
lier in Figure 4.7. These misclassifications of the unsupervised algorithm is
due to the increase in variability of both temporal and spatial microscopic
traffic statistics which causes the weighted combination in equation (4.6) to
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Table 4.4.: Classifications on Real-World Data with different PoA and per-
centage of MAC payload availability (R), CC = Correctly Clas-
sified, MC = Misclassified, η = 5 minutes
Proposed Algorithm Number of Cases CC Cases MC Cases
(with unlimited R, PoA = 100%)
Transient Anomalies 9 9 0
Incident Precursors 17 17 0
(with unlimited R, PoA = 50%)
Transient Anomalies 9 9 0
Incident Precursors 17 17 0
(with 0.5R, PoA = 100%)
Transient Anomalies 9 9 0
Incident Precursors 17 17 0
(with 0.5R, PoA = 50%)
Transient Anomalies 9 9 0
Incident Precursors 17 17 0
(with 0.3R, PoA = 100%)
Transient Anomalies 9 9 0
Incident Precursors 17 15 2
(with 0.3R, PoA = 50%)
Transient Anomalies 9 9 0
Incident Precursors 17 15 2
exceed a classification threshold [BT09]. On the other hand, the proposed
supervised algorithm is not dependent on any particular threshold as its
classification decision function is based on the comparison of certainty asso-
ciated with each class as shown in equation (4.8). Therefore, the proposed
supervised algorithm could classify correctly these transient anomaly cases.
The performance of the proposed algorithm is further assessed for the
classification of transient anomalies and incident precursors with aggregated
and missing vehicle information, i.e. under different PoA and percentages
of MAC payload availability R as described in the assessment of anomaly
detection in Section 3.5.2. Table 4.4 shows the classification results on real
world data from 30 experiments, where in each experiment, the anomaly
cases in the training and testing sets are selected randomly from the 26
156
anomaly cases in the real-world data set. As the microscopic traffic infor-
mation need to be obtained from at least two vehicles for the classification of
anomalies, the lowest values for PoA and MAC payload availability for as-
sessing the classification performance of the proposed algorithm are chosen
to be 50% and 30% respectively (I ≈ 2− 3 vehicles/lane).
Table 4.4 shows that even when both PoA and MAC payload availability
are reduced, all transient anomalies and most of incident precursors can still
be correctly classified. The misclassified cases are incident precursors that
occurred under moderate vehicle density followed by transitions to traffic
congestion due to non-recurring events. As the vehicle density is moderate,
there is still room for vehicles to maneuver (e.g. change lanes, accelerate/de-
celerate) and subsequently, there are high variations in microscopic traffic
variables prior to the transitions to congestion. Then, as the transitions to
congestion take place, there is less room to maneuver and the microscopic
traffic variability is reduced, which can be captured if the microscopic traffic
variables are obtained from the majority of the vehicles on the segment, i.e.
when PoA and MAC payload availability are high.
However, as PoA reduces, microscopic traffic variables are obtained from
fewer number of vehicles and the reduction in microscopic variability be-
comes less obvious. The reduction of MAC payload availability also causes
further difficulty in capturing the changes in microscopic traffic variability
during the transitions to congestion as more individual microscopic traffic
information are lost due to more aggregations. Consequently, the persis-
tence of variations in microscopic traffic variables and the loss of individual
microscopic traffic information cause the proposed algorithm to misclassify
these incident precursors as transient anomalies.
157
4.7. Complexity Analysis for Implementations of
the Proposed Supervised and Unsupervised
Algorithms
To assess the feasibility for further implementations on board a vehicle or a
local road-side infrastructure, it is important to analyze the computational
complexity of the proposed supervised and unsupervised anomaly detection
and classification algorithms. Since both supervised and unsupervised al-
gorithms are window-based computation, in this section, the computational
complexity is analyzed for both algorithms when anomaly detection and
classification is performed on microscopic traffic variables under the same
window size L, i.e. when anomaly detection and classification is performed
using L microscopic traffic samples.
The main computational complexity of the proposed supervised algorithm
consists of the computations (e.g. additions and multiplications) in the
DWT and MLFFNN blocks, while the computational complexity of decision
functions for anomaly detection and classification blocks are marginal as
they consist mainly of comparisons (see Figure 4.12). The computational
complexity of the DWT depends on the input window size L and the number
of coefficients in the wavelet and scaling filters K, as the DWT process is the
convolution between the microscopic traffic samples in the input window and
the coefficients in the filters. The number of additions and multiplications
is originally found to be 2K(L + K − 1) using a shift-register in the well-
known Pyramid algorithm, but with a more recently proposed method that
reduces the additions and multiplications of redundant coefficients in the
filter, it is possible to reduce the number of additions and multiplications
to K ∗ L [GZWC01].
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For the MLFFNN block, it is assumed that the proposed supervised algo-
rithm has already been properly trained and the computational complexity
is calculated only when the MLFFNN part of the proposed algorithm is
downloaded and implemented on a node. The computational complexity of
MLFFNN is composed mainly of the number of additions, multiplications
and the transfer functions which subsequently depends on the number of
neurons in each layer of the neural network. Let m0, m1, m2 and m3 denote
the number of neurons in the input layer, the first hidden layer, the second
hidden layer and the output layer of the proposed algorithm respectively.
The number of multiplications, additions and the transfer functions as func-
tions of the number of neurons are m0m1 +m1m2 +m2m3, m1 +m2 +m3
and m1 + m2 respectively [AJAK]. In the proposed algorithm, there are
four microscopic traffic variables so the input layer consists of four neurons,
i.e. m0 = 4. The number of neurons in each hidden layer is chosen as a
function of the number of microscopic traffic variable inputs with the aim of
balancing between not having too few neurons (e.g. the capability to model
non-linear mapping) and not having too many neurons (e.g. the problems
of excessive time-consuming and having too many local minimums). The
experiments on the real-world data set show that it is optimized to follow
a rule of thumb by choosing m1 = m2 = 3 ∗m0 + 1 [SJC04, BH00]. Finally,
the output layer consists of m3 = 2 neurons for classification of three traffic
conditions (normal, transient anomaly and incident precursor).
For the unsupervised algorithm, the computational complexity depends
mainly on the eigenvalue decomposition block while the complexity of the
Bayesian change detection and the weighted vote scheme blocks are rela-
tively marginal as they consist mainly of closed-form models and compar-
isons (see Figure 4.3). The eigenvalue decomposition is commonly obtained
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by implementing Singular Value Decomposition (SVD). Each small eigen-
value in the input window size L can be calculated by performing SVD on
a matrix of size m×m, where m is the number of microscopic traffic vari-
able inputs, and it is well-known that the complexity of computing SVD is
O(m3). Therefore, the computation of L small eigenvalues would involve a
complexity of approximately L ∗O(m3).
These complexity calculations show that compared to the unsupervised al-
gorithm, the computational complexity for implementation of the supervised
algorithm is indeed higher due mainly to the computations in MLFFNN
block. Even though the complexity of the supervised algorithm has yet
to be assessed in real-world implementation, a number of experiments in
literature has shown a potential of deploying neural networks in softwares
[CF09, PO08, Dou95, BH96, DC97]. Therefore, based on these studies,
it is likely that the implementation of both unsupervised and supervised
algorithms on board a vehicle or a road-side infrastructure for anomaly de-
tection and classification will be feasible with emerging technologies in the
near future.
4.8. Final Remarks
This chapter proposes three algorithms for identifying types of anomalies.
Under the proposed lane-changing identification framework, the first algo-
rithm is proposed to identify a lane-blocking, which is a well-known type of
anomaly that often leads to further incidents. The proposed lane-blocking
identification algorithm uses relative speed and the correlation of lane trajec-
tories to identify lane-blocking incidents. Based on performance evaluation
conducted under an incident detection evaluation framework using simula-
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tion, the proposed algorithm performs well compared to a well-known algo-
rithm [She04] running in an ideal setting. In particular, when the window
size is less than one minute, the proposed algorithm achieves 100% detection
rates and zero lower false alarm rates which outperforms the benchmark al-
gorithm in [She04]. The algorithm is also shown to perform well when speed
and lane information are available from only a fraction of the entire vehicle
population.
Under the second framework which is proposed for classification of tran-
sient anomalies and incident precursors, two classification algorithms are
proposed based on unsupervised and supervised approaches. The unsuper-
vised anomaly classification algorithm uses the temporal changes in stan-
dard deviation of relative speed and the changes in spatial covariances of
the number of lane changes, inter-arrival time and inter-departure times to
classify anomalies as transient anomalies or incident precursors. The ap-
plication of the proposed unsupervised anomaly classification algorithm to
real-world data shows that transient anomalies and incident precursors can
be classified using the statistics of relative speed, inter-arrival and inter-
departure times. An experiment in a simulation environment is also used
to discuss the main issue of how practitioners can fine-tune the proposed
algorithm to the underlying state of the road segment being monitored.
For the supervised anomaly classification approach, a decision function
is proposed which can be integrated with the supervised anomaly detection
algorithm proposed in Chapter 3. The main advantage of the proposed
decision function is that it does not rely on any pre-determined threshold
which reduce the probability of being bias toward a training set dominated
with particular traffic regimes. The proposed decision function uses the
raw outputs from the multi-layer feed-forward neural network of the super-
161
vised anomaly detection algorithm where the classification decision is based
on comparison of the likelihood of the detected anomalies being transient
anomalies or incident precursors. Based on performance evaluations using
real-world data, the proposed supervised anomaly classification algorithm
can classify transient anomaly cases under traffic regimes where the pre-
viously proposed unsupervised algorithm could not. Finally, the proposed
algorithm presents a step toward having a distributed anomaly classifica-
tion where it is shown to perform well even under aggregated and missing
microscopic traffic information.
It is important to note that even though the proposed anomaly detection
and classification algorithms have been assessed only on straight freeway
segments, it is expected to be adaptable to other road geometries. In road
geometries such as curves or hills, the change in microscopic variability will
be less obvious as vehicles are less likely to change lanes and/or overtake
other vehicles when a disruption occurs. The window size should be set to
be small (e.g. in the order of seconds) to enable the proposed algorithm to
identify changes in variances under these circumstances.
The algorithms that have been proposed so far are based on the same
framework that traffic data can be measured on the road segment of in-
terest. However, in real-world scenarios, this might not always be the case
as equipped vehicles and/or road-side infrastructure may not be present on
the road segment where traffic conditions need to be assessed. Therefore,
it is important that a methodology is developed that is capable of inferring
traffic condition on the road segment where they could not be measured
directly. The next chapter addresses this issue.
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5. Spatial Inference of Traffic
Anomalies using Microscopic
Traffic Variables
5.1. Introduction
Real-time assessment of traffic conditions on roadway, particularly when
traffic anomalies take place, is vital for traffic information dissemination to
assist drivers as well as for traffic management centres to initiate appropriate
responses. However, due to cost and geographical limitations, it is usually
not feasible to deploy sensors to measure traffic variables on every road
segment. Therefore, it is important to have a system that can spatially infer
change in traffic conditions on road segments where local traffic variables
cannot be measured directly.
In addition to the necessity of spatially inferring both normal and anoma-
lous traffic condition, estimating traffic flow, time occupancy and inter-
arrival time on individual lanes of the road segment is also very impor-
tant as they can further provide fine-scale information for other road traffic
monitoring applications, for example, to calculate other traffic variables (e.g
vehicle density [Art07], speed [CLX01]) or to anticipate future traffic con-
dition [VGK04, SWO02]. These traffic variables are amongst basic traffic
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variables which can be measured through the passage and presence of vehi-
cles over a designated detection zone of a conventional traffic sensor (e.g. the
paved roadway over a loop detector or an area on a video image) [KMG06].
Traffic flow is the aggregated number of vehicles that have been detected
passing the detection zone. Time occupancy is calculated as the fraction
of time that the detection zone is occupied by vehicles. Inter-arrival time
is the time difference between consecutive vehicles that pass the detection
zone. Detailed descriptions of these traffic variables are provided in Section
2.1 in Chapter 2.
As both spatially inferring road traffic condition and estimating lane-
level basic traffic variables are vital for road traffic monitoring, this chapter
proposes a novel algorithm where the primary objectives are 1) to spatially
infer both normal and anomalous traffic conditions at the target site where
local traffic measurements cannot be obtained directly and 2) to estimate
traffic flow, time occupancy and inter-arrival time at lane-level to provide
fine-grained information at the same target site.
The main difference between the focus of this chapter and the majority of
previous models is that this chapter aims at inferring traffic condition and
estimating traffic variables where local information cannot be measured di-
rectly, while most of traffic forecast and estimation models are developed
to work where local information is available [VGK04, HS03, SWO02]. Even
though a few of these models have also been proposed for traffic estimation
on road segments without using local information, the capability of these
models to infer traffic conditions, particulary when traffic anomalies take
place, has not been explicitly tested. Some of these models implicitly rely
on the seasonal and cyclic traffic characteristics (e.g. on weekdays which
follow routine patterns), but are likely to suffer high errors under anomalous
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change in traffic conditions (e.g. an onset of incident) [GBO09]. Further-
more, they are not primarily developed for estimation at lane-level as their
focus is on estimating at a more coarse-grained level, e.g. at road-level
[RZPM09a, GBO09], zone-level [BSS04] or even city-level [WK09].
The contributions of this chapter can be summarized as follows. First,
the proposed algorithm is developed for spatially inferring change in differ-
ent traffic regimes, including traffic anomalies, at the location where they
cannot be measured directly. The spatial inference is performed based on an
inference rule that assesses only changes in microscopic traffic variables mea-
sured at adjacent locations. Second, based on the inferred traffic regime, the
proposed algorithm can further estimate traffic flow, time occupancy and
inter-arrival time at lane-level which is in a much finer scale than previous
approaches [GBO09, RZPM09a, WK09, BSS04]. The estimation model can
incorporate spatial-temporal variability between the upstream and down-
stream measurements using Ordinary Kriging [Wac98] and the average of
spatial difference scaled by a weighting factor, which is selected according
to the inferred traffic regime. Performance evaluations are conducted using
real-world data and it is shown that the proposed algorithm outperforms a
Kalman filter-based approach [GBO09] when applied on a non-homogenous
road segment where local traffic measurements are not available.
The effectiveness of the proposed algorithm to infer normal transitions
of traffic regime and to estimate lane-level traffic flow, time occupancy and
inter-arrival time has been presented in [TBGT10b]. This chapter proposes
an enhanced version of the algorithm in [TBGT10b] which is designed for
spatially inferring both normal and anomalous traffic conditions.
The chapter is organized as follows. Review of related work is provided in
Section 5.2. Section 5.3 describes the framework of this study. The proposed
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algorithm is presented in Section 5.4. Then, in Section 5.5, the proposed
algorithm is assessed based on a real-world data set. Finally, Section 5.6
concludes this chapter.
5.2. Related Work
The majority of previously proposed traffic forecast and estimation models,
generally known as short-term traffic forecasting models, have been devel-
oped under a common assumption that traffic variables can be directly
obtained at the location of interest [VGK04, HS03, SWO02]. Based on this
common assumption, the primary focus of these models is to estimate future
traffic variables to anticipate traffic conditions. Common methodologies
used in these short-term forecast and estimation models include average and
smoothing techniques [SD97], a family of auto-regressive integrated moving
average models (ARIMA) [VDW96], state-space model using Kalman fil-
ter [OS84, SK03], Bayesian networks [SZY06], non-parametric regression
[SWO02, SO00] and artificial neural networks [VKG05, DC97].
Relatively much fewer number of studies have been proposed particularly
to infer traffic condition and/or estimate traffic variables on road segments
where local information cannot be measured directly [RZPM09a, RZPM09b,
WK09, BSS04, GBO09], and they are not primarily designed for lane-level
estimation under different traffic regimes, particularly changes due to traffic
anomalies. Kalman filter-based approaches have been shown to have advan-
tages over other methods for on-line estimation of traffic flows. In [GBO09],
a Kalman filter-based Seemingly Unrelated Time-Series (SUTSE) model is
developed to estimate aggregated traffic flow at a target site, where Kalman
filter is used as an underlining tool to capture spatial and temporal evolu-
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tions of traffic flows on adjacent sites. Even though the main advantage of
the SUTSE model is that it does not require spatial relationship amongst
the measurement sites, its capability to cope with traffic anomalies is not
explicitly assessed as the experiment in [GBO09] is conducted only with
aggregated traffic flows on weekdays which follow routine patterns.
In [RZPM09a, RZPM09b], a context awareness model is proposed to in-
fer traffic congestion levels on road segments where basic lane-level traffic
variables are not available. The main focus of this model is not for lane-
level estimation but to infer traffic congestion level on a road segment into
{low,medium,high} by using inference rules to incorporate traffic variables
from sensors with context attributes such as time of day and weather data.
Furthermore, these inference rules may not be practically applicable as the
impact of context attributes can vary according to different traffic regimes,
particulary under traffic anomalies.
A family of geostatistical interpolation techniques called Ordinary Krig-
ing [Wac98] have been extensively used for spatial inference in vehicular
transportation networks where they have been applied only to spatially and
collectively infer zonal traffic conditions over a large area consisting of sev-
eral road segments. In [WK09], the focus is on a long-term inference of
Annual Average Daily Traffic between the cities across the state of Texas
where Ordinary Kriging is applied only for spatial interpolation while the
temporal inference uses ordinary least square regression. Similarly, Ordi-
nary Kriging is employed over a fixed time duration to spatially infer traffic
congested areas consisting of several road segments in [BSS04].
Even though the studies in [WK09, BSS04] are particularly useful for
estimating aggregated traffic characteristics for transportation planning and
policy making at zonal level, their proposed Ordinary Kriging models do
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not take into account lane-level spatial and temporal variability of traffic
variables across the measurement sites themselves and subsequently, cannot
be applied for spatial inference and estimation at lane-level which is in a
much finer scale. Furthermore, it is difficult to assess if the approach in
[BSS04] can be applied with anomalous traffic changes as the experiment is
conducted only with traffic data from rush hours that follow routine patterns
and there is no explicit validation between the inferred and the measured
values. Unlike the Ordinary Kriging models in [WK09, BSS04], the focus
of the development of the algorithm in this chapter is for both the inference
of normal and anomalous changes of traffic condition, and for lane-level
estimation of traffic variables.
In respect to the inputs used to assess traffic condition, the majority
of the previously proposed short-term forecast and estimation models use
macroscopic traffic variables such as traffic flow rate and speed. The ef-
fectiveness of these macroscopic-based models depends primarily on aggre-
gated behaviours of substantial number of vehicles on the road segment
[VGK04, HS03, SWO02]. However, as these macroscopic-based models are
designed to rely on macroscopic traffic variables, they are likely to miss
anomalous traffic conditions associated with individual transient behaviours
of vehicles which can occur under non-recurring circumstances (e.g. ac-
cidents) [TB10, BT09]. Unlike the majority of the previously proposed
short-term forecast and estimation models, the algorithm proposed in this
chapter is designed to infer traffic condition by assessing only statistics of
microscopic traffic variables.
The short-term forecast and estimation models are also characterized by
the horizon and step, where horizon refers to the time extent of forecasting
and step refers to the time interval or resolution upon which the forecast-
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ing and estimation are made [VGK04, SWO02, SD97]. The horizon de-
pends on particular operational purposes which is often set to 15 minutes
[SD97, GBO09], 30 minutes or more [VGK04]. The selection of step for
forecasting and estimation is also very important as shorter steps can ex-
hibit higher variability which can undermine the accuracy of forecasting and
estimation models. Even though the 15-minutes interval is recommended
by the Highway Capacity Manual [HCM00] to avoid strong fluctuation at
shorter intervals, using a step as low as 5-minutes interval is also challenging
as it can provide more fine-grained information. Therefore, in this chapter,
the estimation is performed in a challenging fine-grained step of 5-minutes
interval which is also the shortest forecasting and estimation step used in
practice [VGK04, SR98].
5.3. Analysis Framework
The analysis framework in this chapter is based on a distributed traffic
monitoring system where traffic variables could be locally measured and
shared on certain locations on a road segment by vehicles sharing informa-
tion with one another and/or the currently available road-side infrastruc-
ture, e.g. video surveillance cameras [KS06]. As shown in Figure 5.1, the
problem is formulated over a space-time diagram where the aim is to infer
traffic regime and to estimate a traffic variable yx0,n0 at time n0 and lo-
cation x0 referred to as target site. Only the measurements from adjacent
locations {xi, xj , xk}, referred to as measurement site, would be used for
the inference of traffic regime at x0 and the estimation of yx0,n0 . The traffic
variables used for inference could be measured over space at the time of
inference, e.g. yxi,n0 , and/or at the previous time steps, e.g.yxi,ni , yxj ,nj ,
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Figure 5.1.: Measurement and Target sites over Space-Time Diagram
yxk,nj . It is important to note that in this framework, local measurements
at the target site x0 are not used in either the inference of traffic regime or
the estimation of yx0,n0 .
In respect to the inference of traffic condition at the target site, the
analysis in this chapter considers four traffic regimes namely Regime I,
Regime II, Regime III and Anomaly. As shown in Figure 5.2, the four traf-
fic regimes can be characterized by the fundamental flow-density diagram
[WCG+80, SPW96]. Regimes I, II and III represent the transitions between
the free-flow and traffic jam cases due to temporal increase in traffic demand
(incoming vehicles flow rate to the road segment) while the Anomaly regime
represents the transitions due to temporal reduction in capacity of the road
segment.
Under normal transitions (Regimes I, II and III), only traffic demand
has an impact on the transition where traffic changes between free-flow and
traffic jam as shown in Figure 5.2 [WCG+80, SPW96]. In this analysis
framework, Regime I refers to the cases where traffic demand on the road
170
Flow rate 
(vehicles/hr)
Capacity
Qfree
Transitions due to 
Transient  Anomalies
Normal 
Transitions
Transitions due to 
Incident Precursors
Density (vehicles/km)
Regime I Regime IIIRegime II
Free-flow
Traffic Jam
Figure 5.2.: Fundamental Diagrams and Traffic Regimes considered in this
Analysis Framework [WCG+80, SPW96]
segment is relatively much smaller than the capacity and the increase in
traffic flow correspond to the increase in vehicle density. In this regime,
vehicles can move at free-flow speed until the point Qfree is reached as
shown in Figure 5.2. The point Qfree denotes the beginning of Regime II
where mobility of individual vehicles are restricted by the vehicles in front
and/or vehicles on adjacent lanes. In Regime II, traffic flow would continue
to increase with vehicle density but at a much slower rate than in Regime I.
Once the traffic demand has reached the capacity, the traffic regime changes
toward Regime III where the measured flow rate on the road segment starts
to decrease with the increase of vehicle density till a traffic jam stage is
reached.
As shown in Figure 5.2, traffic anomalies in the Anomaly regime can cause
anomalous deviations from normal transitions in Regimes I, II and III. It is
important to note that the Anomaly regime in this framework corresponds
particularly to the onset of deviation of traffic patterns which can be as-
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sociated with transient anomalies or incident precursors as in Chapters 3
and 4 [TB10, BT09]. Figure 5.2 shows conceptual examples of anomalous
transitions where transient anomalies are associated with temporary minor
disruptions of traffic flow, e.g. transient changes with temporary drop in
speed caused by a distraction on a freeway shoulder. On the other hand,
incident precursors are associated with major disruptions which can cause
relatively more abrupt changes in a shorter period than under normal tran-
sitions (e.g. Regime I to Regime III and traffic jam).
Lastly, it is important to note that change in traffic regime at the target
site x0 can be determined if traffic variables can be measured locally at the
target site. However, in this analysis framework, it is assumed that traffic
data cannot be obtained directly at the target site so traffic regime has to
be inferred using traffic data measured at adjacent measurement sites.
5.4. Proposed Inference Algorithm
This section describes the proposed inference algorithm which consists of 1)
an inference rule to infer traffic regime at the target site based on spatial
variability of lane-level inter-arrival times of the upstream and downstream
measurement sites and 2) an estimation model to estimate a traffic vari-
able at the target site that incorporates temporal and spatial variability of
the traffic variables at upstream and downstream measurement sites. First
an overview of the estimation model is shown. Then, description on Or-
dinary Kriging which is a component of the estimation model is provided.
Finally, the method and the statistics used for deriving an inference rule are
discussed.
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5.4.1. Overview of Estimation Model
To capture the variability according to the change in traffic variables over
both time and space, the estimation model shown in equation (5.1) is pro-
posed which incorporates the spatial and temporal difference between the
upstream and downstream measurement sites. In this model, the first term
yˆkrigx0,l0,n is the estimated value at the target site x0 on lane l0 at time n
obtained from applying Ordinary Kriging to interpolate data from the mea-
surement sites over the space-time plane in Figure 5.1. The mechanism used
in Ordinary Kriging is described in details in Section 5.4.2.
yˆx0,l0,n = yˆ
krig
x0,l0,n
+ al0,n
1
L
n∑
m=n−L
(yxd,l0,m − yxu,l0,m) + βx0,l0,n. (5.1)
The second term in the estimation model consists of yxd,l0,n and yxu,l0,n
which are the traffic variables measured at the downstream and upstream
measurement sites on lane l0 respectively during a time window size L. The
weighting factor al0,n is used to determine how much the time average of the
difference of traffic variables between the upstream and downstream mea-
surement sites (yxd,l0,n−yxu,l0,n) should be incorporated into the estimation
of traffic variables at the target site. In the extreme no-vehicle and traf-
fic jam cases, variations due to transient behaviours of individual vehicles
are expected to be minimal (e.g. vehicles have no room to manoeuver in
traffic jam). Consequently, the traffic variables measured at upstream and
downstream measurement sites are expected be very close to each other
((yxd,l0,n − yxu,l0,n) → 0) and the estimated traffic variable at the target
site is well approximated by the interpolated value from Ordinary Kriging:
yˆx0,l0,n ≈ yˆkrigx0,l0,n. However, in the transition stages (e.g. Regimes I, II,
173
III and Anomaly) between these two extreme cases, the variations between
upstream and downstream measurement sites will have certain impacts on
traffic variables measured at the target site. Therefore, al0,n is selected ac-
cording to the inferred traffic regime at the target site based on the inference
rule. The mechanisms used to derive an inference rule and to select al0,n
are described in details in Section 5.4.3.
The third term βx0,l0,n is a function which is used to incorporate seasonal
and/or cyclic patterns of individual traffic variables at particular times.
The term βx0,l0,n is included to enable the model to be applicable on road
segments which undergoes particular seasonal and/or cyclic patterns, e.g.
high occupancy caused by localized bottleneck or recurring traffic congestion
during morning rush hours.
5.4.2. Ordinary Kriging
As the framework of this research assumes that an unknown traffic variable
at the target site x0 is a function of traffic variables from adjacent measure-
ment sites xi, Ordinary Kriging is selected to interpolate traffic variables
from measurement sites. This section describes a fundamental concept of
Ordinary Kriging.
Ordinary Kriging belongs to a group of geostatistical interpolation tech-
niques where the aim is to estimate unknown values at certain locations
given that the values are known at some other locations [Wac98]. In Krig-
ing framework, a traffic variable yxi at location xi is modelled as a Spatial
Random Field: yxi = µxi + xi , where µxi = E[yxi ] denotes a mean of the
traffic variable yxi also referred to as trend or drift, xi = yxi − µxi denotes
a spatial random error or deviation which has zero mean. For Ordinary
Kriging, it is particularly assumed that µxi is unknown and constant. It
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is important to note that even though Ordinary Kriging assumes that the
mean of a traffic variable is constant across the sites, the traffic variable it-
self can vary from one site to another according to the deviation component
xi .
The estimator yˆkrigx0 at location x is assumed to be a linear combination
of random variables yxi at other locations xi with unknown weights λxi ,
i = 1, 2, .., N , as in equation (5.2).
yˆkrigx0 =
N∑
i=1
λxiyxi . (5.2)
The calculation of λxi is based on minimizing the mean-square estimation
error E[yxo − yˆkrigx0 ]2 by solving a linear optimization problem subjected to
a constraint:
∑N
i=1 λxi = 1. Using Lagrangian with Lagrange parameter ζ,
the constrained linear optimization can be expressed as:
L = E(yxo − N∑
i=1
λxiyxi
)2−ζ( N∑
i=1
λxi − 1
)
. (5.3)
In practice, under the assumption of ergodicity of the spatial random
process, the key in obtaining yˆkrigx0 is to calculate λxi by expressing the
matrix equation as spatial variation structure of the available data yxi :
Cxλ = Cx0 , (5.4)
where
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λ = [λx1 , λx2 , ..., λxN , ζ]
T ,
Cx =

Cy(x1, x1) Cy(x1, x2) . . . Cy(x1, xN ) 1
Cy(x2, x1) Cy(x2, x2) . . . Cy(x2, xN ) 1
...
...
...
. . .
...
Cy(xN , x1) Cy(xN , x2) . . . Cy(xN , xN ) 1
1 1 . . . 1 0

(5.5)
and
Cx0 =

Cy(x0, x1)
Cy(x0, x2)
...
Cy(x0, xN )
1

(5.6)
Cy(xi, xj) in equations (5.5) and (5.6) denotes a spatial covariance of a
traffic variable y on locations xi and xj . In practice, Ordinary Kriging is per-
formed on measured traffic data in each sampling window where Cy(xi, xj)
can also be calculated as a semivariogram of the available data yxi . Based on
the wide-sense stationarity assumption where the spatial variation depends
only on distance between two sites, the experimental semivariogram γˆ(h)
is first constructed by calculating the semi-variance of distance h between
each site in respect to each of the other sites as:
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γˆ(h) =
1
2N(h)
∑
i,j:xi−xj≈h
(yxi − yxj )2, (5.7)
where N(h) is the number of pairs (xi, xj). Then, a semivariogram model
γ(h) is obtained as a mathematical function that best fits the experimental
semivariogram γˆ(h) in a least-squares sense.
Ordinary Kriging interpolation provides an efficient way to estimate traffic
variables as it takes into account the spatial variability according to the
distance of each measurement site in respect to the target site. However,
the model does not incorporate the spatial variability of the traffic variables
amongst the measurement sites themselves, which can vary according to
traffic regimes. Therefore, an inference rule is necessary for inferring traffic
regime at the target site and selecting weighting factor al0,n in equation
(5.1) according to the inferred traffic regime.
5.4.3. Inference Rule
The key to the proposed approach is the inference rule which is used 1)
to infer traffic regime at the target site and 2) to select weighting factor
al0,n according to the change in traffic regimes by assessing only spatial
and temporal variations of inter-arrival time. Two microscopic statistics
are used as indicators of traffic regimes on a particular lane l0: 1) spatial
covariance of inter-arrival time Cl0,l1,n and 2) the difference of lane-level
standard deviations of inter-arrival time ρl0,n which are calculated as in
equations (5.8) and (5.9) respectively, where l1 denotes a lane adjacent
to l0. These two microscopic statistics are employed primarily to capture
spatial variations of inter-arrival time where Cl0,l1,n measures the overall
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covariance and ρl0,n measures difference in lane-level variations between
adjacent lanes. It is important to note that only inter-arrival times from
upstream and downstream measurement sites (yxd,l0,n, yxd,l1,n, yxu,l0,n and
yxu,l1,n) are used in the calculations of Cl0,l1,n and ρl0,n.
Cl0,l1,n = E[(Y l0,n − E[Y l0,n])(Y l1,n − E[Y l1,n])T ]. (5.8)
ρl0,n =
sl1,n − sl0,n
sl0,n
, (5.9)
where
Y l0,n = [yxd,l0,n−L, .., yxd,l0,n, yxu,l0,n−L, .., yxu,l0,n].
Y l1,n = [yxd,l1,n−L, .., yxd,l1,n, yxu,l1,n−L, .., yxu,l1,n].
sl0,n and sl1,n are the standard deviations of Y l0,n and Y l1,n re-
spectively.
This section discusses in general how Cl0,l1,n and ρl0,n can be used to
monitor the changes of traffic conditions and then to select weighting factor
al0,n. The actual derivation of inference rule itself depends on the empirical
values of these two microscopic statistics that are associated with different
traffic conditions on the road segment analyzed. The process of obtaining
inference rule based on real-world data is described in Section 5.5.2.
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Inference of Regimes I, II and III at Target Site using Spatial
Covariance of Inter-Arrival Time Cl0,l1,n
As shown in equation (5.8), Cl0,l1,n is calculated as the covariance of inter-
arrival time between adjacent lanes where the primary aim is to capture
the correlation of variation of inter-arrival time on adjacent lanes as well
as the spatial variations between upstream and downstream inter-arrival
times, which are observed to be associated with different traffic regimes as
follows. Figure 5.3 shows conceptually a typical two-lanes freeway segment
under Regimes I, II and III analyzed in this study. For Regime I shown in
Figure 5.3a, since there are very few numbers of vehicles with large room to
maneuver and vehicles can move at free-flow speed on any lane, the proba-
bility that vehicles are present on one lane is not significantly different from
the probability that vehicles are present on an adjacent lane. In this regime,
Cl0,l1,n can have either negative or highly positive values. The negative val-
ues of Cl0,l1,n correspond to the scenarios where large (higher-than-means)
inter-arrival times on one lane are associated with small (lower-than-means)
inter-arrival times on an adjacent lane. These scenarios can occur where the
arrivals of vehicles on one lane is more frequent than the arrivals on an adja-
cent lane. On the other hand, highly positive values of Cl0,l1,n are associated
with the scenarios where large/small inter-arrival times on one lane are asso-
ciated with large/small inter-arrival times on an adjacent lane. These cases
of highly positive values of Cl0,l1,n are also possible under Regime I when
the frequency of arrivals of vehicles on adjacent lanes are not significantly
different. High positive values of Cl0,l1,n can also occur particularly in this
regime due to large durations between consecutive arrivals of vehicles.
For Regime II shown in Figure 5.3b, the number of vehicles increases
substantially up to the point that inter-arrival time on each lane is more
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Figure 5.3.: A two-lanes freeway segment under (a) Regime I, (b) Regime
II, and (c) Regime III
consistently maintained which reduce the probability that inter-arrival time
will have extremely large or small values. Also, Cl0,l1,n under Regime II is
much less likely to have negative values than in Regime I because the vari-
ation of inter-arrival time on adjacent lanes are more likely to be positively
correlated. It is noted that Cl0,l1,n can still have relatively large positive
values because there is still some room to maneuver which can increase the
probability of some individual inter-arrival times being relatively larger than
the mean and subsequently increase the overall variation of inter-arrival time
on each lane. However, the values of Cl0,l1,n are not as high as those under
Regime I as extremely large inter-arrival times are much less likely to occur.
As traffic condition changes toward Regime III in Figure 5.3c, the number
of vehicles further increases and the room for individual vehicles to maneuver
is further limited. Consequently, inter-arrival times on each lane are even
smaller than those under Regime II and are also much more consistent with
an adjacent lane. In Regime III, even though variation of inter-arrival time
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on adjacent lanes are still highly correlated, Cl0,l1,n is expected to be much
smaller than those under Regimes I and II because individual inter-arrival
times are much closer to the means.
Inference of Traffic Anomalies using Spatial Covariance of
Inter-Arrival Time Cl0,l1,n and Lane-Level Standard Deviation
Difference of Inter-arrival Time ρl0,n
Traffic anomalies due to non-recurring circumstances (e.g. accidents, dis-
able vehicles, distractions, weather’s effects on street surface) are observed
to increase Cl0,l1,n and ρl0,n as the variations of inter-arrival time on adja-
cent lanes are highly correlated [TB10, TB09]. The impact on Cl0,l1,n and
ρl0,n will depend on the impact of traffic anomaly itself. Figure 5.4 shows
examples of the impact of traffic anomalies at the target site on the lane-
level inter-arrival times at the upstream and downstream measurement sites
observed on a typical freeway segment [TB10, TB09]. The impacts of traffic
anomalies at the target site are distinguished into 1) all-lane disruption, 2)
partial-lane disruption and 3) a distraction on the shoulder which are shown
in Figures 5.4a, 5.4b and 5.4c respectively. The all-lane and partial-lane dis-
ruptions are often found to be associated with incident precursors while the
distraction cases are observed to be associated with transient anomalies.
As shown in Figure 5.4a, a local all-lane disruption (e.g. local bottleneck-
/congestion, wet surface) at the target site can cause an upstream queue
build-up which subsequently reduces the inter-arrival time of vehicles up-
stream of the target site. The same local all-lane disruption can also increase
the inter-arrival times of vehicles downstream as relatively fewer number of
vehicles can discharge from the disruption location. Therefore, under sim-
ilar circumstances, inter-arrival times on adjacent lanes are expected to be
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Figure 5.4.: A two-lanes road segment under (a) All-Lane Disruption, (b)
Partial-Lane Disruption, and (c) Distraction
small at the upstream measurement site but large at the downstream mea-
surement site.
Figure 5.4b shows a partial-lane disruption (e.g. accidents, disabled ve-
hicles) where one lane is disrupted causing a queue build-up. This would
motivate vehicles to change to an adjacent lane which subsequently, can
also cause another queue build-up on the adjacent lane. It can be seen that
in respect to inter-arrival times, incident precursors associated with both
all-lane and partial-lane disruptions are likely to cause the values of Cl0,l1,n
calculated under these different impacts to be highly positive due to similar
phenomenons: 1) at downstream measurement site, higher-than-mean inter-
arrival times on one lane are associated with higher-than-mean inter-arrival
times on an adjacent lane and 2) at upstream measurement site, low-than-
mean inter-arrival times on one lane are associated with lower-than-mean
inter-arrival times on an adjacent lane.
Unlike the disruptions that take place on the lanes themselves, the impact
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of transient anomalies associated with minor disruptions (e.g. distractions
on the shoulder of the road segment due to towed disabled vehicles, un-
expected appearance of pedestrian [TB10, BT09]) are less likely to cause
significant differences between the upstream and downstream inter-arrival
times. As shown in Figure 5.4c, a local distraction at the target site can
cause local transient disruption where some vehicles may temporarily decel-
erate and/or change lanes. However, once the vehicles have passed to the
downstream of the distraction location, most vehicles are able to resume
their preferred speeds independently of their lane positions. The values of
the measured inter-arrival times (e.g. large or small) will depend on the
number of vehicles on the road segment. Therefore, the inter-arrival times
on adjacent lanes measured at upstream and downstream due to transient
anomalies are expected to be more varied than in the cases of incident pre-
cursors.
It is important to note further that as the measured Cl0,l1,n under tran-
sient anomalies is not expected to be as highly positive as those under
incident precursors, there is a possibility that the measured Cl0,l1,n under
transient anomalies will have overlapped values with those under three traf-
fic regimes considered in this analysis. For example, under low density
(e.g. in Regime I or II), even though there are some transient behaviours
of vehicles that deviate individually measured inter-arrival times, their sig-
nificance can be reduced when incorporated into the calculation of Cl0,l1,n
if most of the measured inter-arrival time are not co-varied. Consequently,
the measured Cl0,l1,n associated with transient anomalies may overlap with
the normal transitions under Regime I or II, which can cause difficulty in
identifying the occurrence of these transient anomalies.
To enhance the ability of the proposed algorithm to infer changes due to
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transient anomalies, the standard deviation difference ρl0,n is incorporated
as another criterion. As shown in equation (5.9), ρl0,n is calculated as the
difference between the standard deviations of inter-arrival time on adjacent
lanes which is more sensitive to individual deviations of inter-arrival time
due to transient behaviours of vehicles on the lane of interest. It can be
seen in Figure 5.4c that the transient anomaly is associated with temporary
disruption at the target site which can induce the vehicles discharging from
the target site to be more synchronized. This would reduce the difference
in the variation of inter-arrival times on adjacent lane and subsequently,
reduce ρl0,n. On the other hand, ρl0,n calculated under Regimes I and II
would be relatively higher as there is no disruption at the target site and
hence, more room for the vehicles to maneuver.
The standard deviation difference ρl0,n can also be used to identify inci-
dent precursors. As shown in Figures 5.4a and 5.4b, there is a significant
difference between the vehicle densities at the upstream and downstream
measurement sites due to the lane disruptions associated with incident pre-
cursors at the target site. This is likely to increase the difference in inter-
arrival time particularly at downstream measurement site and hence, in-
crease ρl0,n.
In summary, based on this analysis, Cl0,l1,n and ρl0,n can together be used
to assess the occurrences of both types of anomalies where both Cl0,l1,n
and ρl0,n are expected to be high with incident precursors, while transient
anomalies can be distinguished from normal transitions in Regimes I, II and
III by assessing the reduction in ρl0,n. The effectiveness of using Cl0,l1,n and
ρl0,n will be shown in Section 5.5.4.
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Calculation of Weighting Factor al0,n using Lane-Level Standard
Deviation Difference of Inter-arrival Time ρl0,n
Once an inference rule is derived based on the measured Cl0,l1,n and ρl0,n, the
weighting factor al0,n in equation (5.1) is chosen according to the inferred
traffic regime. The weighting factor al0,n is primarily used to determine
how much the variation between upstream and downstream measurement
sites (yxd,l0,n − yxu,l0,n) should be incorporated into the estimation model.
The magnitude of upstream-downstream variation that should be included
depends on the expected correlation between the variations at measurement
sites and the variation at the target site, which depends on the traffic regime
itself. In Regime I, the number of vehicles on the segment are sparse so the
variability at measurement sites are less likely to be correlated with the
variability at the target site. On the other hand, as traffic condition moves
toward Regimes II and III and the number of vehicles increases, changes
at measurement sites are more likely to have an impact at the target site
which increases the correlation of variability between the measurement sites
and the target site. Furthermore, non-recurring circumstances that are
associated with major traffic disruption would also increase the correlation
between the variations at measurement sites and the variation at the target
site.
Even though the spatial covariance of inter-arrival time Cl0,l1,n is the
primary statistic used to determine the change in traffic regime, Cl0,l1,n
itself measures overall variability of inter-arrival time on the road segment
and does not reflect the impact of the change in traffic regime on individual
lanes. As the particular aim of the proposed algorithm is to estimate traffic
variable at lane-level (e.g. l0) and the impact of changes in traffic regime on
individual lanes may vary according to the respective type of each lane (e.g.
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slower/faster lane), ρl0,n is calculated to measure the difference between
lane-level variation of inter-arrival time on adjacent lanes {l0, l1} to assess
the degree of impact of changes in traffic regime on l0 itself.
Furthermore, the sensitivity of ρl0,n can be described based on expected
reactions of individual vehicles to changes in traffic regime as follows. In
Regime I, vehicles are equally likely to be on any lane as they can move at
similar speeds. Under this condition, the difference between the standard
deviations on adjacent lanes can be large, i.e. ρl0,n is expected to have
either highly negative or highly positive values. However, as traffic changes
toward Regime II, drivers would be motivated to change to a faster lane.
Consequently, the faster lane is likely to have more variations in inter-arrival
time than the slower lane, i.e. ρl0,n is expected to still be high but not as
high as in Regime I. The number of vehicles may increase further up to the
point that vehicles on the segment have to move below normal speed where
there is no longer enough room to maneuver and the variation of inter-arrival
times between adjacent lanes again is further reduced. In this case, ρl0,n
would continue to decrease until the standard deviations of inter-arrival
times on adjacent lanes are substantially close to each other (e.g. traffic
congestion). The method for selecting al0,n depends on the characteristics
of individual basic traffic variables on the road segment of interest and is
discussed in Section 5.5.2.
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5.5. Performance Evaluation using Real-World
Data
5.5.1. Descriptions of the Data
In order to assess the proposed algorithm, a real-world data set was mea-
sured on an urban expressway segment shown in Figure 5.5 which is part
of the main and heavily used routes in Bangkok. Traffic flow, time occu-
pancy and inter-arrival time on the shoulder and median lanes are obtained
from a group of video surveillance cameras from NECTEC, Thailand. A
video snapshot from a camera at the target site is shown in Figure 5.6. The
aim is to infer traffic regimes and then to estimate traffic flow, time occu-
pancy and inter-arrival time at a target site using traffic data from adjacent
measurement sites, while traffic variables obtained by cameras at the target
site itself are used for validation. It is also important to note that at the
upstream measurement site, traffic from the main segment is merged with
traffic from a ramp, but only traffic data from the ramp is available while
traffic data on the main segment is unknown.
The traffic data was collected daily for a one-month period in October
2009. On the image frame of each camera, a virtual line was drawn on the
location of interest. For a vehicle i, tin was recorded, where tini is the time
that the vehicle crossed the virtual line. An inter-arrival time observed by
vehicle i to its leading vehicle i − 1 is calculated as tini − tini−1. For a given
time period L, traffic flow is set equal to the number of vehicle arrivals to the
virtual line. Time occupancy is calculated as
∑η
i=1 oi
L × 100, where oi is the
duration that a vehicle i was present on the virtual line. Furthermore, with
the availability of video images and incident records from the Bangkok Ex-
pressway Public Company, it is also possible to determine traffic conditions
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Figure 5.5.: Sketch of Expressway Segment where Real-world Data was
obtained
as well as non-recurring circumstances on the road segment.
In order to use cross-validation technique to assess the proposed algo-
rithm, the real-world data set is separated into training and testing sets.
The training set consists of one week of data, two cases of transient anoma-
lies and two cases of incident precursors, which are used for deriving the
inference rule and for selecting the weighting factor al0,n in the estimation
model. The testing set consists of three weeks of data plus one case of
transient anomaly and five cases of incident precursors which are used for
performance evaluations.
In the training set, traffic regimes are characterized using the observed
traffic flow and vehicle density, the image frames of the cameras from
NECTEC and independent incident records from the Bangkok Expressway
Public Company. Regime I corresponds to low-flow, low-density which often
take place during day times on weekdays (e.g. after 9am) and weekends.
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Figure 5.6.: A video snapshot from a camera at the Target Site
Regime II corresponds to increasing flow with increasing density which often
occur during the transitions from early mornings to morning rush hours (e.g.
6am-7am) and during day times (e.g. 9am-6pm) on weekdays. Regime III
corresponds to decreasing flow, increasing-density which usually takes place
during morning rush hours (e.g. 7am-9am) on weekdays. The Anomaly
regime consisting of transient anomalies and incident precursors that caused
deviation from normal traffic transitions are identified based on the image
frames of the cameras and incident records.
5.5.2. Derivation of Inference Rule based on Real-World
Data
In this section, the derivation of the inference rule and the selection of
weighting factor al0,n in equation (5.1) based on the real-world data set are
discussed. It is also important to note that only the inter-arrival times from
upstream and downstream measurement sites are used to calculate Cl0,l1,n
and ρl0,n. The notation l0 in this section is used to refer to either the
shoulder lane or the median lane, while l1 is used to refer to the respective
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adjacent lane, e.g. if l0 refers to the shoulder lane, then l1 denotes the
median lane and vice versa. The inference rule is used to distinguish traffic
regimes by analyzing Cl0,l1,n and ρl0,n based on the training data set as
follows.
It is observed that in Regime I, Cl0,l1,n has either negative values or ex-
ceeds four, {Cl0,l1,n < 0}
⋃{Cl0,l1,n > 4}. Negative values of Cl0,l1,n corre-
spond to the cases where inter-arrival times on one lane is relatively larger
than those on an adjacent lane, while the values of Cl0,l1,n that exceeds four
correspond to the cases when inter-arrival times on both lanes are similarly
large. Both cases can occur because there are few vehicles on the road
segment. In Regime II, as traffic demand increases, the movement of each
vehicle is restricted by its leader in front and/or vehicles on adjacent lane.
Consequently, inter-arrival times are more consistently maintained on both
lanes and their variations are now only positively correlated corresponding
to {0.5 ≤ Cl0,l1,n ≤ 4}. As traffic changes toward Regime III, the number of
vehicles on the road segment increases up to the point that the spatial vari-
ability of inter-arrival times is no longer significant, which reduces Cl0,l1,n
to below 0.5. Further increase in traffic demand would cause the develop-
ment toward traffic jam where inter-arrival times on both lanes as well as
their covariance are zeros, i.e. no movement, Cl0,l1,n = 0. Therefore, the
criterion {0 ≤ Cl0,l1,n < 0.5} is used for Regime III which also covers the
traffic jam case. It is noted also that traffic can also change back toward
Regimes II and I with increasing Cl0,l1,n if there is instead a reduction in
traffic demand.
Incident precursors are observed to correspond to relatively high spatial
covariance, {Cl0,l1,n > 5}, because non-recurring circumstances increases
the likelihood that 1) higher-than-mean inter-arrival times on one lane are
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associated with higher-than-mean inter-arrival times on an adjacent lane
at the downstream measurement site, and 2) lower-than-mean inter-arrival
times on one lane are associated with lower-than-mean inter-arrival times
on an adjacent lane at the upstream measurement site. This phenomenon
subsequently increases the measured spatial covariance of inter-arrival time.
Furthermore, incident precursors are also found to correspond to {ρl0,n >
2.5} because non-recurring circumstances motivate individual vehicles to
change lane. These behaviours consequently cause the measured standard
deviation of inter-arrival time on one lane to be relatively larger than the
measured standard deviation of inter-arrival time on an adjacent lane which
increase the difference in standard deviation ρl0,n. Therefore, {Cl0,l1,n > 5}
and ρl0,n > 2.5} are used as criteria to distinguish the Anomaly regime.
For transient anomalies, the values of Cl0,l1,n are observed to overlap with
those under Regimes I, II and III because transient anomalies in the real-
world data set correspond to only temporary deviations from transitions
in Regimes I, II and III. Furthermore, it is observed that the likelihood
that a traffic anomaly is a transient anomaly is inversely proportional to
ρl0,n, i.e. lower ρl0,n correspond to lower probability of the emergence of
traffic incident and hence the traffic anomaly is only a transient anomaly.
Based on this observation, the impact of transient anomalies is implicitly
incorporated into the selection of weighting factor al0,n.
Based on these findings, the inference rule for estimation of traffic vari-
ables on lane l0 is derived as follows:
Regime I: if {Cl0,l1,n < 0} or {Cl0,l1,n > 4}
Regime II: if {0.5 ≤ Cl0,l1,n ≤ 4}
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Regime III: if {0 ≤ Cl0,l1,n < 0.5}
Anomaly: if {Cl0,l1,n > 5} and {ρl0,n > 2.5}
The estimation accuracy is subject to how much traffic variables at target
site is expected to vary from those at measurement sites which depends
on traffic regime at the target site. As shown in equation (5.1), al0,n is
used to determine how much the difference of traffic variables between the
upstream and downstream measurement sites (yxd,l0,n − yxu,l0,n) should be
incorporated into the estimation of traffic variables at the target site. Once a
traffic regime is inferred by the inference rule, the values of al0,n are selected
based on the observed impact of the behaviours of individual vehicles in each
regime on the variability of each basic traffic variable at the target site and
the measurement sites, which is explained next.
Selection of al0,n in equation (5.1) for Time Occupancy
In the real-world data set, al0,n for time occupancy in each inferred traffic
regime is chosen according to the following model:
Regime I: al0,n = 0
Regime II: al0,n = min{ρl0,n, 2}
Regime III: al0,n = min{ρl0,n, 2.5}
Anomaly: al0,n = ρl0,n
The weighting factor al0,n for time occupancy is chosen according to the
following observations in the real-world data set. In Regime I, al0,n should
be set to zero because the number of vehicles are very small and the impact
of the difference in time occupancy measured at upstream and downstream
on the time occupancy measured at the target site is very minimal. As the
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number of vehicles increases and traffic condition moves toward Regimes II
and III, time occupancy measured at the target site is more correlated with
time occupancy at upstream and downstream measurement sites. Further-
more, spatial variation due to transient behaviours of individual vehicles
also increases and the interpolated value yˆkrigx0,l0,n from Ordinary Kriging (see
in equation (5.1)) is more likely to underestimate traffic variables at the
target site. Therefore, al0,n is chosen proportionally to ρl0,n to incorporate
more variability of traffic variables in Regimes II and III. For this real-world
data set, upperbounds of 2 and 2.5 are needed for al0,n for Regimes II and
III respectively to prevent the overestimation of time occupancy. Under
the Anomaly regime, al0,n can be set proportionally to ρl0,n itself because
the higher difference in standard deviations of inter-arrival time on adjacent
lanes, the higher probability of the emergence of traffic incident and vehicles
have to dwell longer at the target site (e.g. slowing down/stopping/waiting
to change lane due to traffic congestion), which subsequently increases the
measured time occupancy.
Selection of al0,n in equation (5.1) for Inter-arrival Time
In Regimes I, II and III, since the calculation of ρl0,n already incorporates
variability of inter-arrival times, al0,n can be set proportionally to ρl0,n in
the estimation of inter-arrival time at the target site as shown in equation
(5.10). However, as inter-arrival time is a microscopic traffic variable which
is very sensitive to individual transient behaviours, an upperbound of 1 is
needed for al0,n to prevent overestimation, e.g. due to relatively large values
of inter-arrival times when the number of vehicles is very small in Regime
I.
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Regimes I, II and III: al0,n =
 1 if ρl0,n > 1ρl0,n if ρl0,n ≤ 1 (5.10)
Anomaly: al0,n =
 0 if ρl0,n > 3ρl0,n if ρl0,n ≤ 3 (5.11)
In Anomaly regime, al0,n can also be set proportionally to ρl0,n if ρl0,n
does not exceed three as shown in equation (5.11) because these values of
ρl0,n are observed to be associated with transient anomalies where the de-
gree of variation between inter-arrival times at the target site and those at
the measurement site are proportional to ρl0,n. On the other hand, it is
found that ρl0,n with values greater than three indicate large difference in
variability of inter-arrival times on an adjacent lane in respect to variability
of inter-arrival times on the current lane of interest because vehicles have
more incentive to be on the adjacent lane. This phenomenon increases a
possibility of an incident precursor on the current lane of interest at the
target site. As the traffic incident originates locally at the target site, the
significance of the impact of inter-arrival times at the upstream and down-
stream measurement sites is reduced and al0,n can be set to zero to exclude
the difference in the measured upstream and downstream inter-arrival times.
Selection of al0,n in equation (5.1) for Traffic Flow
For traffic flow, al0,n is chosen according to the models shown in equations
(5.12), (5.13), and (5.14).
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Regime I: al0,n = 1− ρl0,n (5.12)
Regimes II and III: al0,n = min{ρl0,n, 1} (5.13)
Anomaly: al0,n =
 ρl0,n if 4yl0,n > 4yl1,nρl0,n − 1 if 4yl0,n ≤ 4yl1,n, (5.14)
where 4yl0,n = 1L
∑n
m=n−L(yxd,l0,m − yxu,l0,m) and
4yl1,n = 1L
∑n
m=n−L(yxd,l1,m − yxu,l1,m).
In Regime I, as shown in equation (5.12), al0,n needs to be inversely pro-
portional to ρl0,n to scale down the interpolated value yˆ
krig
x0,l0,n
(see equation
(5.1)) from Ordinary Kriging which are often found to overestimate traf-
fic flow at the target site. The overestimation occurs because vehicles can
move at free-flow speeds on any lane and consequently, spatial variation of
traffic flow is much less than spatial variation due to distances estimated by
Ordinary Kriging.
As the number of vehicles increases and traffic condition moves toward
Regimes II and III, traffic flow measured at the target site is more corre-
lated with the difference between traffic flow measured at upstream and
traffic flow measured downstream measurement sites. This correlation also
corresponds to the change in ρl0,n because with the increase (decrease) in the
number of vehicles on the segment, vehicles have more (less) incentives to
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be on a faster lane which subsequently increase (decrease) the difference in
standard deviation of inter-arrival time between adjacent lanes. Therefore,
under both Regimes II and III, ρl0,n can be used to scale the magnitude of
upstream-downstream traffic flow difference incorporated into the estima-
tion model and al0,n can be set proportionally to ρl0,n as shown in equation
(5.13). Also, for this real-world data set, an upperbound of 1 is needed for
al0,n to prevent overestimation of traffic flow.
Under the Anomaly regime, the choice of al0,n depends primarily on
whether traffic disruption is more likely to occur on the current lane of
interest in respect to an adjacent lane. As shown in equation (5.14), the
likelihood of having an onset of traffic disruption can be assessed by compar-
ing the difference in upstream and downstream traffic flows on the current
lane of interest with that of an adjacent lane. Higher difference in upstream
and downstream traffic flows indicates higher probability that the traffic is
disrupted on the lane of interest. If traffic disruption is more likely on the
lane of interest, the estimated traffic flow at the target site should be set
proportionally to the difference in upstream and downstream traffic flow,
i.e. al0,n = ρl0,n. On the other hand, if traffic disruption is more likely on
an adjacent lane, the estimated traffic flow at the target site should still be
proportional, but at a slower rate, to the difference in upstream and down-
stream traffic flow as it is more likely that vehicles have more incentives to
change to the current lane of interest, i.e. al0,n = ρl0,n − 1.
The summary of the derived inference rule and the choice of al0,n is shown
in Figure 5.7.
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Figure 5.7.: The derived Inference Rule and the Choice of al0,n using real-
world data; Cl0,l1,n, ρl0,n and {4yl0,n,4yl1,n} are calculated as
in equations (5.8), (5.9), (5.14) respectively.
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5.5.3. Kalman Filter as Benchmark for Comparisons
As benchmark, Kalman filter with linear state-space models is employed
which was initially proposed in [OS84] and has also been recently proven
in [GBO09] as an underlining model to estimate traffic flows at locations
where they cannot be measured directly. The main reason of employing a
linear Kalman filter is because the framework of this study aims at traffic
estimation by incorporating traffic variables from different locations. The
simplicity of the linear model makes Kalman filter adaptable to dynam-
ics of traffic variables from different locations. Other variants of Kalman
filter (e.g. extended Kalman filter) rely on particular state and measure-
ment models which can work very well on certain location, but may not be
adaptable to the dynamics of traffic variables when they are measured from
different locations.
Kalman filter is a time-domain stochastic estimator which provides an
optimal and efficient recursive least square solution for systems described
in a state variable representation [GA01]. Fundamentally, it is based on the
use of previous a posteriori estimates to perform the prediction of new a
priori estimates. Such prediction is optimal in the sense that it is obtained
by minimizing the square of the expected error between the values of the
actual measurements and the estimated system states.
For comparison purposes, two Kalman filter (KF)-based estimation algo-
rithms, KF-1 and KF-2, are employed under two different scenarios. KF-1
is assessed under the framework in this chapter where local measurements
are missing at the target site and it uses traffic data only from the measure-
ment sites to estimate traffic variables. On the other hand, KF-2 is assessed
under an ideal scenario where local measurements are available at the target
site and it can use previously measured traffic variables from both adjacent
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measurement and target sites to adjust the estimation accuracy. It is im-
portant to note that KF-2 also uses traffic data from the target site, hence
KF-2 should generally have higher accuracy than the proposed algorithm
and KF-1 which do not use traffic data from the target site.
Both KF-1 and KF-2 use same state model and measurement models.
The state equation (5.15), associated with the system model, defines the
way future and past values of the state variables are related where the state
vector at time n+ 1 is computed according to a transition matrix Υn that
defines the transition from states at time n to states at time n + 1. On
the other hand, equation (5.16) is associated with the measurement model
which establishes the link between the measurement vector zn and the states
in vector yn. A system noise vector νn and a measurement noise vector ϕn
are assumed to have white noise components.
Y n+1 = ΥnY n + νn (5.15)
Zn = ΨnYn + ϕn (5.16)
where
Y n and Y n+1 are state vectors at time n and n+1, respectively,
and
Zn= measurement vector at time n;
Υn = state transition matrix at time n;
Ψn= measurement matrix at time n;
νn= system noise/error vector at time n;
ϕ
n
= measurement noise/error vector at time n.
The state vector, state transition matrix and measurement matrix for
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KF-1 are:
Y n =
[ yxu,l0,n
yxd,l0,n
]
;
Υn=
[
1 0
0 1
]
;
Ψn=
[
1 1
]
.
The state vector, state transition matrix and measurement matrix for
KF-2 are:
Y n =
[ yxu,l0,n
yxtarget,l0,n
yxd,l0,n
]
;
Υn=
[
1 0 0
0 1 0
0 0 1
]
;
Ψn=
[
1 1 1
]
.
5.5.4. Results and Discussions on the Inference of Traffic
Regimes
The performance evaluation is conducted by applying the proposed algo-
rithm with the derived inference rule shown in Figure 5.7 to infer traffic
regime and to estimate traffic flow, time occupancy and inter-arrival time
at the target site. In this section, the ability of the proposed algorithm to
infer traffic regime is discussed.
It is important to note that the accuracy in this experiment is generally
lower than in other studies due to the following reasons. First, the algo-
rithms are assessed where traffic regimes are usually not known in advance.
Second, this is a lane-level estimation which are generally more prone to
errors than aggregated estimations [GBO09]. Finally, this experiment is
conducted on non-homogenous road segments where input information is
only partially available. As shown in Figure 5.5, the target site in fact con-
sists of the aggregation between the traffic from the upstream measurement
site on the ramp and the traffic from the main segment. However, only the
measurements from the upstream measurement site are available for the
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Figure 5.8.: Inferring Traffic Regime at Target Site: Dotted vertical lines
denote change to another regime where 1) II-a and II-b denote
changes to Regime II, 2) III denotes change to Regime III and
3) A denotes change due to Transient Anomaly.
estimation of traffic variables at the target site while the measurements on
the main segment are unknown.
Figure 5.8 shows single traces of spatial covariance Cl0,l1,n and the stan-
dard deviation difference ρl0,n of inter-arrival time, which are used by the
proposed algorithm to infer traffic regime at the target site on a weekday.
The covariance Cl0,l1,n and the standard deviation difference ρl0,n are calcu-
lated using only the inter-arrival times from the upstream and downstream
measurement sites. As shown in Figure 5.8a, at approximately 6:15am (at
point II-a), Regime II is first inferred at the target site as traffic demand
continues to increase toward morning rush hour. Then, the change toward
Regime III is inferred by the proposed algorithm as traffic demand exceeds
the capacity of the expressway segment at approximately 7:15am (at point
III) during the morning rush hour, where the increase in vehicle density is
found at both the target and measurement sites. As the morning rush hour
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is over and traffic demand decreases, the proposed algorithm again infers
Regime II at approximately 9:45am (at point II-b).
There is also a transient anomaly at approximately 9:25am (at point A)
associated with the temporary drop of ρl0,n for approximately 30 minutes
as shown in Figure 5.8b. This transient anomaly corresponds to a locally
minor disruption of the movement of vehicles at the target site which occurs
while there are substantial number of vehicles on the expressway segment.
This induces synchronization in the movement of vehicles on shoulder and
median lanes after they discharge to the downstream measurement site,
and temporarily reduces the difference in standard deviation of inter-arrival
times ρl0,n.
The inferred traffic regimes in Figure 5.8 are further used by the proposed
algorithm to estimate traffic flow, time occupancy and inter-arrival time at
the target site which are shown in Figures 5.9, 5.10, and 5.11 respectively.
It can be seen that even though the proposed algorithm does not use traffic
variables at the target site in the estimation model, it can estimate consid-
erably well the developments (e.g. trends) of traffic flow, time occupancy
and inter-arrival time measured at the target site.
Particularly, the proposed algorithm responses well to an abrupt decrease
in traffic flow and a temporary increase in time occupancy due to transient
anomaly from approximately 9:25am to 9:45am as shown in Figures 5.9 and
5.10 respectively. This sensitivity of the proposed algorithm is due to the
fact that 1) the variation of the traffic variables at upstream and down-
stream measurement sites is incorporated into the estimation model (the
term 1L
∑n
m=n−L(yxd,l0,m− yxu,l0,m) in equation (5.1)) and 2) the weighting
factor al0,n is chosen according to the inference rule and the values of ρl0,n
((see Figure 5.7). The inclusion of upstream and downstream variation en-
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Figure 5.9.: Estimation of Traffic Flow on Shoulder Lane at the Target Site
using Real-World Data: yx0,l0,n (dots) denotes the measured
traffic flow at the Target Site and yˆx0,l0,n (line) denotes the
estimated traffic flow using the proposed algorithm.
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Figure 5.10.: Estimation of Time Occupancy on Shoulder Lane at the Target
Site using Real-World Data: yx0,l0,n (dots) denotes the mea-
sured time occupancy averaged over five-minutes intervals at
the Target Site and yˆx0,l0,n (line) denotes the estimated time
occupancy using the proposed algorithm.
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Figure 5.11.: Estimation of Inter-arrival Times on Shoulder Lane at the Tar-
get Site using Real-World Data: yx0,l0,n (dots) denotes the
measured inter-arrival time averaged over five-minutes inter-
vals at the Target Site and yˆx0,l0,n (line) denotes the estimated
inter-arrival time using the proposed algorithm.
ables the proposed algorithm to adjust to the abrupt decrease in traffic flow
and the temporary increase in time occupancy as shown in Figures 5.9 and
5.10 respectively. However, the incorporation of upstream and downstream
variation can also cause overestimation as transient anomaly is only associ-
ated with local disruption at the target site. This overestimation problem
is prevented by using the weighting factor al0,n chosen according to ρl0,n,
which reflects the degree of impact of this transient anomaly (e.g. temporary
drop during 9:25am-9:45am in Figure 5.8b). The use of the weighting factor
al0,n subsequently reduces the magnitude of the difference of upstream and
downstream measurements incorporated into the estimation model.
The proposed algorithm is further assessed under incident precursors in-
volving major traffic disruptions. Figure 5.12 shows single traces of spa-
tial covariance Cl0,l1,n and the standard deviation difference ρl0,n of inter-
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arrival time on 18.10.09 where traffic incidents is recorded at approximately
2:30pm. Figure 5.13 shows the corresponding estimation of time occupancy
while Figure 5.14 shows a corresponding video snapshot of the onset of
traffic incident on 18.10.09 when traffic congestion starts to build up. The
reason the proposed algorithm under incident precursors is assessed primar-
ily on estimating time occupancy is because time occupancy is the principle
traffic variable often used by traffic management centres to detect real-world
traffic incidents [WG07].
It can be seen that the proposed algorithm responses well to this incident
precursor as 1) it can infer an Anomaly regime (at point A) in Figure
5.12 and 2) it can estimate the abrupt increase in time occupancy at the
target site at approximately 2:30pm as shown in Figure 5.13. The proposed
algorithm also estimates well time occupancy prior to 2:30pm in Figure 5.13
while the inferred traffic regime keeps changing between Regimes I and II
(points I-a, I-b, I-c, II-a and II-b) as shown in Figure 5.12.
Furthermore, this particular incident in Figure 5.13 is followed by a sud-
den decrease at 3pm, an increase at 3:20pm and another decrease at 4pm
of time occupancy. These anomalous changes are chronologically shown in
Figures 5.15, 5.16 and 5.17 which correspond to the first discharge at 3pm,
another traffic congestion at 3:20pm and the second discharge at 4pm re-
spectively. It can be seen that even though the proposed algorithm does
not particularly estimate well the time occupancy between 3pm and 3:20pm,
considering that local traffic variables at the target site are not used at all,
the trend of the estimated values in Figure 5.13 still shows the effectiveness
of the proposed algorithm to response to these anomalous changes.
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Figure 5.12.: Inferring Traffic Regime at Target Site: Dotted vertical lines
denote change to another regime where 1) I-a, I-b and I-c
denote changes to Regime I, 2) II-a and II-b denote changes
to Regime II and 3) A denotes Incident Precursors followed by
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Figure 5.13.: Estimation of Time Occupancy under a Traffic Incident at
2:30pm the Target Site using Real-World Data on October 18,
2009.
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Figure 5.14.: A video snapshot of Traffic Incident at 2:30pm at the Target
Site on October 18, 2009; Circle denotes the location where
incident originated.
Figure 5.15.: A video snapshot of the First Discharge at 3pm after Traffic
Incident at the Target Site on October 18, 2009.
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Figure 5.16.: A video snapshot of Congestion at 3:20pm at the Target Site
on October 18, 2009.
Figure 5.17.: A video snapshot of the Second Discharge at 4pm after Traffic
Incident at the Target Site on October 18, 2009.
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Figure 5.18.: Estimation of Time Occupancy under a Traffic Incident at 1pm
at the Target Site using Real-World Data on October 25, 2009.
Figure 5.18 shows another incident precursor where the proposed algo-
rithm estimates well the abrupt increase in time occupancy at 1pm. How-
ever, in this particular case, Figure 5.18 also shows that the estimated time
occupancy is higher than the measured ones prior to traffic incident time of
1pm. This is mainly due to the fact that the proposed algorithm assesses
the change in traffic regime based on spatial and temporal variability of
inter-arrival time, and for this particular case, the change in the variability
of inter-arrival time takes place much sooner than the change in time occu-
pancy. Even though the proposed algorithm may not be very accurate from
the estimation perspective in this particular case, this level of sensitivity
in fact shows the potential of the proposed algorithm being applied for the
incident detection and management [PX05, WG07] as this early increase in
the estimated time occupancy may also be used to anticipate the occurrence
of traffic incident.
209
5.5.5. Results and Discussions on Estimation of Traffic
Variables
In order to further assess the proposed algorithm, the accuracy of the pro-
posed algorithm in estimating traffic flow, time occupancy and inter-arrival
time is compared to those of the benchmark KF-1 and KF-2 (described
in Section 5.5.3). Mean Absolute Percentage Error (MAPE) and Root
Mean Square Error (RMSE) are used as performance evaluation param-
eters, where MAPE is used to assess the relative size of the estimation
errors, while RMSE is used to assess the precision of the estimation in unit
of each traffic variable. The calculation of MAPE and RMSE are shown
in equations (5.17) and (5.18) respectively, where yˆx0,l0,n is the estimated
traffic variable at time n on lane l0 at the target site x0 using the proposed
algorithm, KF-1 or KF-2, and yx0,l0,n is the traffic variable at time n on
lane l0 obtained from the camera at the target site x0. M denotes the total
number of estimated points.
MAPE =
1
M
M∑
n=1
∣∣∣∣ yˆx0,l0,n − yx0,l0,nyx0,l0,n
∣∣∣∣ . (5.17)
RMSE =
√∑M
n=1(yˆx0,l0,n − yx0,l0,n)2
M
. (5.18)
First, to assess the performance of the proposed algorithm for real-time
applications where the change in traffic regimes can occur at anytime of
the day, the proposed algorithm, KF-1 and KF-2 are employed to estimate
traffic flow, time occupancy and inter-arrival time in the real-world data set
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indiscriminately of time of the day and day of the week. The real-world data
set in this experiment is the 3-weeks testing set consisting of all three traffic
regimes, one transient anomaly and five incident precursors. Again, it is im-
portant to note that the accuracy in this experiment is generally lower than
in other studies due to 1) the algorithms are assessed where traffic regimes
are usually not known in advance, 2) this is a lane-level estimation which are
generally more prone to errors than aggregated estimations [GBO09] and
3) this experiment is conducted on non-homogenous road segments where
input information is only partially available.
Tables 5.1 and 5.2 show the mean absolute percentage errors (MAPE) and
root mean square errors (RMSE) from using the proposed algorithm, KF-1
and KF-2 to estimate traffic flow, time occupancy and inter-arrival time
in the real-world data set. As shown in Tables 5.1 and 5.2, the proposed
algorithm outperforms KF-1 as it achieves relatively lower errors under the
same experimental framework where no local measurements are available at
the target site. The difference between MAPEs and RMSEs of the proposed
algorithm and those of KF-1 are much larger on the median lane because the
median lane is usually a faster and a more dynamic lane on the expressway
segment analyzed. It is observed that on the median lane, vehicles usually
have more room to maneuver which subsequently increase the likelihood
that the traffic variables measured at the target site are significantly differ-
ence from measurement sites. KF-1 only uses the measured traffic variables
at the upstream and downstream measurement sites which are not infor-
mative enough to estimate traffic variables at the target site. On the other
hand, the proposed algorithm also incorporates the variation between these
upstream and downstream traffic variables which copes better with changes
at the target site.
211
Table 5.1.: Mean Absolute Percentage Errors (MAPE) from Performance
Comparisons using Real-World Data
Proposed Algorithm MAPE on MAPE on
(no local measurements) Shoulder Lane Median Lane
Inter-arrival Time 0.237 0.197
Traffic Flow 0.213 0.139
Time Occupancy 0.441 0.221
KF-1 MAPE on MAPE on
(no local measurements) Shoulder Lane Median Lane
Inter-arrival Time 0.249 1.708
Traffic Flow 0.307 0.527
Time Occupancy 0.703 0.511
KF-2 MAPE on MAPE on
(with local measurements) Shoulder Lane Median Lane
Inter-arrival Time 0.135 0.081
Traffic Flow 0.122 0.075
Time Occupancy 0.239 0.157
KF-2 has the lowest errors because it is evaluated under an ideal scenario
where it can use the traffic variables measured at the target site for esti-
mation. However, Table 5.1 shows that the proposed algorithm performs
generally well in respect to KF-2 under this ideal scenario as the difference
between the MAPEs of the proposed algorithm and those of KF-2 are ap-
proximately 10% or less, except for the estimation of time occupancy on the
shoulder lane.
The relatively high estimation errors for time occupancy on the shoulder
lane is primarily due to high vehicle density scenarios at the target site. Un-
der such circumstances, the vehicles are more likely to dwell at a particular
location for a relatively longer duration (e.g. stop and go behaviour) on the
shoulder lane, which is a slower lane. These longer dwell times occur locally
at the target site and causes the time occupancy at the target site to signif-
icantly exceed time occupancy measured at the upstream and downstream
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Table 5.2.: Root Mean Square Errors (RMSE) from Performance Compar-
isons using Real-World Data
Proposed Algorithm RMSE on RMSE on
(no local measurements) Shoulder Lane Median Lane
Inter-arrival Time (s) 0.200 0.097
Traffic Flow (vehicles/minute) 6.089 6.326
Time Occupancy (%) 1.755 1.496
KF-1 RMSE on RMSE on
(no local measurements) Shoulder Lane Median Lane
Inter-arrival Time (s) 0.237 0.857
Traffic Flow (vehicles/minute) 5.736 15.060
Time Occupancy (%) 1.900 2.298
KF-2 RMSE on RMSE on
(with local measurements) Shoulder Lane Median Lane
Inter-arrival Time (s) 0.181 0.081
Traffic Flow (vehicles/minute) 3.564 3.381
Time Occupancy (%) 1.114 0.947
measurement sites.
It is important to note also that, as shown in Table 5.2, while the pro-
posed algorithm generally has higher RMSEs than KF-2, the RMSEs from
estimating inter-arrival times are particularly close to those of KF-2. This
shows that even though the proposed algorithm does not use inter-arrival
times from the target site, it has a potential to achieve accuracy level of
KF-2 that uses inter-arrival times from the target site.
The performance evaluation is further conducted when the proposed al-
gorithm is applied to estimate traffic flow, time occupancy and inter-arrival
time as traffic condition changes over different times of day and days of the
week. Table 5.3 shows RMSEs corresponding to different times of the day
that the proposed algorithm is applied to estimate inter-arrival time, traffic
flow and time occupancy over different times of day on the week of 12.10.09
to 16.10.09. RMSE is used as a performance evaluation parameter to assess
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how much the estimated values from the actual measurements in unit of
each traffic variable. In this analysis, the times of day are separated into
1) early morning period at (6am-7:30am) where there are low to moderate
traffic demand, 2) morning rush hours where high traffic demand is observed
and 3) day time (9am-6pm) where moderate traffic demand is observed on
the expressway segment but do not exceed the capacity of the segment.
As shown in Table 5.3, the estimation errors are highest on the median
lane during early morning period (6am-7:30am) because there is large room
to maneuver for the vehicles on the segment which increases the variation of
traffic variables between the measurement and target sites. Also, the RM-
SEs from the estimation of traffic flow are particularly high on the median
lane because traffic flow on this lane at the target site receives more impact
from the unknown upstream traffic flow on the main segment (see Figure
5.5).
The change from early morning period (6am-7:30am) toward morning
rush hours (7:30am-9am) has different impacts on the estimation errors on
traffic flow, time occupancy and inter-arrival time. As shown in Table 5.3,
the estimation errors of inter-arrival time on both median and shoulder lanes
reduce as traffic changes from early morning period toward morning rush
hours. This is because the number of vehicles increases where there are less
room to maneuver on both lanes and the inter-arrival times become more
consistent between the measurement and target sites.
Similar phenomenon can also be used to describe the increase in RMSEs
from estimating traffic flow and time occupancy on the shoulder lane, when
traffic condition changes toward morning rush hours (7:30am-9am). The
number of vehicles increases up to the point that a bottleneck could take
place where the vehicles have to reduce their speed and there are more incen-
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Table 5.3.: Root Mean Square Errors (RMSE) from using the Proposed Al-
gorithm to estimate traffic variables at the target site under Dif-
ferent Times of Day
Estimation of RMSE on RMSE on
Inter-arrival Time Shoulder Lane (s) Median Lane (s)
6am-7:30am 0.515 0.973
7:30am-9am 0.245 0.100
9am-6pm 0.276 0.131
Estimation of RMSE on RMSE on
Traffic flow Shoulder Lane (veh/min) Median Lane (veh/min)
6am-7:30am 3.093 16.205
7:30am-9am 7.253 10.292
9am-6pm 4.383 6.070
Estimation of RMSE on RMSE on
Time Occupancy Shoulder Lane (%) Median Lane (%)
6am-7:30am 0.388 3.473
7:30am-9am 2.390 2.867
9am-6pm 1.008 1.105
tives for individual vehicles to change to the median lane to find more room
to maneuver. This increases the spatial variations of traffic flow and time
occupancy on the shoulder lane between the measurement and target sites,
which subsequently increases the estimation errors. On the other hand, as
vehicles have more incentive to be on the median lane, traffic flow and time
occupancy are more consistently maintained which subsequently reduce the
estimation errors on the median lane when traffic condition changes toward
morning rush hours.
The day time traffic during the period of 9am-6pm also has similar impact
on the estimations of traffic flows and time occupancy on the shoulder and
median lanes. Table 5.3 shows that as traffic changes toward day time period
of 9am-6pm, RMSEs from estimating traffic flow and time occupancy on
both the shoulder lane and median lane are reduced. The reduction of the
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RMSEs from estimating traffic flow and time occupancy is due to the fact
that even though there are substantial number of vehicles on the expressway
segment, they do not exceed the capacity of the segment itself and most
vehicles are observed to be able to move at free-flow speed. Consequently,
traffic flow and time occupancy are consistently maintained on both lanes
between the measurement and target sites.
Tables 5.4, 5.5 and 5.6 show daily RMSEs where the proposed algorithm
is applied on different days of the week to estimate inter-arrival time, traffic
flow and time occupancy respectively on the median and shoulder lanes
of the target site. On the week days of 12.10.09-16.10.09, higher errors are
observed on the median lane because this lane is usually a more dynamic one
where traffic variables are more likely to be influenced by the unknown traffic
characteristics from the main segment (see Figure 5.5). The estimation
errors vary on the weekend days of 17.10.09 and 18.10.09 where the traffic
patterns do not follow a routine pattern. On Saturday of 17.10.09, there
are relatively high number of vehicles on the expressway segment where
inter-arrival time, traffic flow and time occupancy are more consistently
maintained between the measurement sites and the target site. On the other
hand, on Sunday of 18.10.09, most errors are associated with the morning
period (6am-11am) where there are relatively much fewer number of vehicles
and there is high variability of traffic variables between the measurement
sites and target sites.
5.5.6. Extension to Other Road Geometries
As Cl0,l1,n and ρl0,n are designed to capture spatial variability between two
adjacent lanes, on a road segment consisting of more than two lanes, the
calculations of Cl0,l1,n and ρl0,n should still be performed per each pair
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Table 5.4.: Root Mean Square Errors (RMSE) from using the Proposed Al-
gorithm to estimate Inter-arrival Times under Different Days of
Week
Dates RMSE on RMSE on
Shoulder Lane (s) Median Lane (s)
12.10.09 0.383 0.635
13.10.09 0.460 0.696
14.10.09 0.347 0.614
15.10.09 0.450 0.793
16.10.09 0.454 0.713
17.10.09 0.463 0.538
18.10.09 1.077 0.589
Table 5.5.: Root Mean Square Errors (RMSE) from using the Proposed Al-
gorithm to estimate Traffic Flow under Different Days of Week
RMSE on RMSE on
Dates Shoulder Lane Median Lane
(vehicles/minute) (vehicles/minute)
12.10.09 4.746 9.494
13.10.09 4.116 9.691
14.10.09 4.909 11.314
15.10.09 4.355 13.253
16.10.09 4.912 13.330
17.10.09 3.419 7.784
18.10.09 11.022 8.455
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Table 5.6.: Root Mean Square Errors (RMSE) from using the Proposed Al-
gorithm to estimate Time Occupancy under Different Days of
Week
Dates RMSE on RMSE on
Shoulder Lane (%) Median Lane (%)
12.10.09 1.309 2.562
13.10.09 1.769 2.606
14.10.09 1.332 2.642
15.10.09 1.021 2.695
16.10.09 1.522 3.855
17.10.09 1.082 1.110
18.10.09 3.699 3.889
of adjacent lanes. For example, on a 3-lanes road segment consisting of
left lane l0, median lane l1 and right lane l2 shown in Figure 5.19, the
spatial covariance matrix Cl0,l1,l2,n should first be obtained which consists
of spatial covariances of each pair of adjacent lanes as in equation (5.19).
For scalability, the largest eigenvalue of Cl0,l1,l2,n can be used instead of
individual spatial covariances to derive an inference rule to infer the change
in traffic regime. In practice, if the road segment consists of many lanes,
Discriminant Analysis techniques [MK01] can also be employed to extract
only the components that capture the largest variability.
Cl0,l1,l2,n =

Cl0,l0,n Cl0,l1,n Cl0,l2,n
Cl0,l1,n Cl1,l1,n Cl1,l2,n
Cl0,l2,n Cl1,l2,n Cl2,l2,n
 (5.19)
For lane-level statistics, three lane-level standard deviation differences
should be calculated: ρl0,n =
sl1,n−sl0,n
sl0,n
, ρl1,n =
sl1,n−sl0,n
sl1,n
and ρl2,n =
sl2,n−sl1,n
sl2,n
. It is noted that for a median lane (l1), the standard deviation
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Figure 5.19.: Example of a 3-lanes road segment under a disruption
of the relatively slower lane (sl0,n) is always used in the calculation of ρl1,n
because in respect to the median lane, it is more likely that vehicles have
incentives to change to the median lane from the slower lane (l0) than from
the faster lane (l2).
The lane-level standard deviation differences ρl0,n, ρl1,n and ρl2,n can also
be used to assess the impact of traffic anomalies on individual lanes. As
shown in Figure 5.19, an all-lane disruption for the pair of left (l0) and
median (l1) lanes would be considered as partial-lane disruption for the pair
of median (l1) and right (l2) lanes. The impact of traffic anomaly due to this
disruption on each lane would be captured by individual lane-level standard
deviation differences ρl0,n, ρl1,n and ρl2,n, which could then be used to select
weighting factors for the estimation model.
Furthermore, it can be seen that the derivations of the inference rule and
the model for selection of weighting factor al0,n are based mainly on as-
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sessment of changes of microscopic traffic variables which reflect behaviours
of individual vehicles in respect to traffic regime at the target site. It is
expected that this heuristic approach should also be applicable to other ge-
ometries of road segments (e.g. more entrance and exit ramps, curves, hills)
as long as historical traffic data is available for analysis and calibration. In
certain geometries such as curves or hills, change in microscopic variability
will be less obvious as vehicles are less likely to change lanes and/or over-
take other vehicles so the assessment will need to be performed in a much
shorter interval (e.g. less than 5 minutes) to increase the sensitivity of the
proposed algorithm.
5.6. Final Remarks
This chapter proposes a novel inference algorithm where the primary objec-
tives are 1) to spatially infer traffic condition, both normal and anomalous,
at the target site where local traffic measurements cannot be obtained di-
rectly and 2) to estimate traffic flow, time occupancy and inter-arrival time
at lane-level. The proposed algorithm consists of an inference rule and an
estimation model which are designed to estimate traffic variables at the tar-
get site using traffic variables measured at adjacent measurement sites. The
key mechanism in the proposed algorithm is the use of microscopic traffic
statistics in the inference rule to infer traffic regime at the target site and
then to select weighting factor to scale the spatial variation of the traffic
variables incorporated into the estimation model. The estimation model
consists of two main components: 1) Ordinary Kriging which interpolates
traffic variables based on the spatial variability according to the distance
of each measurement site in respect to the target site and 2) the explicit
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inclusion of spatial variability between the upstream and downstream mea-
surement sites themselves scaled by the weighting factor (the second term:
al0,n
1
L
∑n
m=n−L(yxd,l0,m − yxu,l0,m) in equation (5.1))
The performance evaluations are conducted based on a real-world data
set measured from a non-homogenous road segment where the proposed
algorithm is shown to meet well the objectives in this chapter. First, the
derivation of inference rule based on a real-world data set is shown. Second,
it is shown that the proposed algorithm responds well to recurring changes
in traffic regime as well as non-recurring changes due to traffic anomalies.
Investigation on potential impacts of different times of day and different
days of week on individual lanes is also provided. Third, the proposed algo-
rithm is shown to outperform Kalman filter in estimating lane-level traffic
flow, time occupancy and inter-arrival time under the same experimental
set up where local measurements are missing. Furthermore, the proposed
algorithm also performs generally well in respect to Kalman filter in an ideal
scenario where measurements of the target site are available.
.
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6. Conclusions and Future Work
6.1. Contributions and Findings
The aim of this thesis is to propose methodologies in which microscopic
traffic variables are used for monitoring of vehicular traffic anomalies. The
traffic monitoring framework in this thesis is distinguished into 1) detection
of traffic anomalies by assessing change in variability of locally measured
microscopic traffic variables, 2) classification of the detected traffic anoma-
lies to further assess possible impacts on the road segment by monitoring
temporal and spatial variability of microscopic traffic variables and 3) in-
ference of normal and anomalous traffic conditions for lane-level estimation
of traffic variables at the location where local traffic information cannot be
obtained directly. In order to achieve the aim, several algorithms are pro-
posed where their main and common novelty lies with the extensive use of
variability of microscopic traffic variables to assess changes in traffic condi-
tions. The contributions made in this research work can be summarized as
follows.
222
6.1.1. Anomaly Detection using Microscopic Traffic
Variables
In Chapter 3, algorithms are developed that can use locally measured mi-
croscopic traffic variables to detect traffic anomalies which include both
transient anomalies associated with minor traffic disruptions and incident
precursors associated with major traffic disruptions. Two contributions are
made in this chapter:
• An unsupervised anomaly detection algorithm is proposed in Section
3.4, which relies on minimum prior knowledge and detects anomalies
by assessing temporal changes of the variability of relative speed. The
effectiveness of this algorithm is also presented in [TB10].
• A supervised anomaly detection algorithm is proposed in Section 3.5,
which is designed to utilize prior knowledge to enhance anomaly detec-
tion under different traffic regimes. This algorithm assesses the change
of variability in relative speed, inter-arrival and inter-departure times
to capture anomalous conditions, while average inter-vehicle spacing
is included to capture characteristics under different traffic regimes.
Investigations on the effectiveness of the supervised anomaly detection
algorithm is also presented in the detection part of [TBGT10a].
Significant findings on performance evaluations of the proposed algo-
rithms can be summarized as follows:
• Unsupervised anomaly detection algorithm: Based on the simulation
results, the proposed unsupervised algorithm can detect both tran-
sient anomalies and incident precursors with 100% detection rates
and very low false alarm rates, which outperforms well-known algo-
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rithms [OOR05, She04] running in an ideal setting. Furthermore, it
is shown that the proposed algorithm continues to achieve low false
alarm rates even though microscopic traffic information is extracted
from as little as 20% of the vehicle population. Performance eval-
uation based on real-world data shows that the proposed algorithm
can detect both transient anomalies and incident precursors using the
statistics of relative speed.
• Supervised anomaly detection algorithm: Based on performance eval-
uations using real-world data, the proposed supervised algorithm can
achieve 100% detection rate, and lower false alarm rates which present
a significant improvement over the previously proposed unsupervised
algorithm [TB10]. For the cases investigated, it can also detect anoma-
lies on average 13 minutes prior to the occurrence of traffic incidents
which should give enough time for further responses to be initiated.
Furthermore, it is shown that the proposed algorithm can detect traf-
fic anomalies even when microscopic traffic variables are aggregated
and missing.
6.1.2. Anomaly Classification using Microscopic Traffic
Variables
As a continuation from anomaly detection in Chapter 3, the main purpose
of Chapter 4 is to further classify types of the detected traffic anomalies to
assess possible impacts on the road segment. Three contributions are made
in this chapter:
• An algorithm is proposed in Section 4.4 to identify a lane-blocking,
which is a well-known type of anomaly that often leads to further
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incidents. Designed to be integrated with the unsupervised anomaly
detection algorithm in Section 3.4 of Chapter 3, the proposed lane-
blocking identification algorithm uses relative speed and the corre-
lation of lane trajectories to identify lane-blocking incidents. This
proposed lane-blocking identification algorithm is also presented in
[TB09].
• An unsupervised anomaly classification algorithm in Section 4.5, de-
signed to be integrated with the anomaly detection algorithm in Sec-
tion 3.4 of Chapter 3, aims at classifying anomalies as transient anoma-
lies or incident precursors. This algorithm uses the temporal changes
in standard deviation of relative speed and the changes in spatial co-
variances of the number of lane changes, inter-arrival time and inter-
departure times. The proposed unsupervised anomaly classification
algorithm is also presented in [BT09].
• A supervised anomaly classification algorithm in Section 4.6 uses a de-
cision function which can be integrated with the supervised anomaly
detection algorithm in Section 3.5 of Chapter 3. The main advantage
of the proposed decision function is that it does not rely on any pre-
determined threshold to reduce the probability of being biased toward
a training set dominated by particular traffic regimes. The classifica-
tion decision is based on comparison of the likelihood of the detected
anomalies being transient anomalies or incident precursors. The ef-
fectiveness of the supervised anomaly classification algorithm is also
presented in [TBGT10a].
Significant findings on performance evaluations of the proposed algo-
rithms can be summarized as follows:
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• Lane-blocking identification algorithm: For the cases investigated un-
der an incident detection evaluation framework using simulation, it is
shown that with window size less than one minute, the proposed algo-
rithm achieves 100% detection rates and zero false alarm rates which
outperforms the benchmark algorithm in [She04] running in an ideal
setting. The algorithm is also shown to perform well when speed and
lane information are available from only a fraction of the entire vehicle
population.
• Unsupervised anomaly classification algorithm: The application of the
proposed unsupervised anomaly classification algorithm to real-world
data shows that transient anomalies and incident precursors can be
classified using the statistics of relative speed, inter-arrival and inter-
departure times. An experiment in a simulation environment is also
used to discuss the main issue of how practitioners can fine-tune the
proposed algorithm to the underlying state of the road segment being
monitored.
• Supervised anomaly classification algorithm: Based on performance
evaluations using real-world data, the proposed supervised anomaly
classification algorithm can classify anomaly cases under traffic regimes
where the previously proposed unsupervised algorithm in Section 4.5
could not. It is also shown that the proposed algorithm performs well
when microscopic traffic variables are aggregated and missing.
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6.1.3. Spatial Inference of Traffic Anomalies using
Microscopic Traffic Variables
As the algorithms that have been proposed so far in Chapters 3 and 4 are
based on the same framework that traffic data can be measured locally on
the road segment of interest, Chapter 5 extends the research framework of
this thesis to the scenarios where traffic measurements cannot be obtained
directly from the road segment. This chapter proposes a novel inference
algorithm in which two main contributions are made:
• A novel algorithm consisting of inference rule which uses microscopic
traffic variables from adjacent locations to infer normal and anomalous
traffic conditions at the location where traffic measurements cannot be
measured directly, and then to select weighting factor to scale the spa-
tial variation of the traffic variables incorporated into the estimation
model.
• An estimation model for lane-level traffic flow, time occupancy and
inter-arrival time, which consists of two main components: 1) the
spatial variability of the traffic variables amongst the measurement
sites themselves which can vary according to the traffic regime and
2) the interpolation of traffic variables based on the spatial variability
according to the distance of each measurement site in respect to the
target site using Ordinary Kriging.
The effectiveness of the proposed algorithm to infer normal transitions
of traffic regime and to estimate lane-level traffic flow, time occupancy and
inter-arrival time has been presented in [TBGT10b]. The algorithm pro-
posed in Chapter 5 is an enhanced version which is designed to infer both
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normal and anomalous traffic conditions. Performance evaluations are con-
ducted based on a real-world data set measured from a non-homogenous
road segment where it is shown that the proposed algorithm responds well
to recurring changes of traffic regime as well as non-recurring changes due
to anomalous traffic conditions. The proposed algorithm is also shown to
outperform Kalman filter in estimating lane-level traffic flow, time occu-
pancy and inter-arrival time under the same experimental set up where
local measurements are missing. Furthermore, the proposed algorithm per-
forms generally well in respect to Kalman filter in an ideal scenario where
measurements of the target site are available.
6.2. Recommendations for Future Work
6.2.1. Future Directions for Anomaly Detection and
Classification
• Incorporating information on traffic anomalies from different
locations. As the proposed detection and classification algorithms in
Chapters 3 and 4 can also provide information on alarm times and
types of traffic anomalies on a road segment, another practically use-
ful future work is to design a model that can incorporate information
about traffic anomalies (e.g. alarm time, types, locations) from sev-
eral road segments to infer possible impacts on a road network. This
would be very useful for both Advanced Traveler Information System
(ATIS) [RBM07] and Advanced Traffic Management System (ATMS)
[AAP06] in developing proactive strategies.
• Extension to Urban Arterial. It is interesting to extend the pro-
posed algorithms for detection and classification of anomalies in Chap-
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ters 3 and 4 to urban arterial streets consisting of regular interrup-
tions from traffic signals and intersections. The first step is to include
a cyclic component to capture traffic signal cycles and to distinguish
changes due to traffic signals and changes due to traffic anomalies
[DG08]. The next interesting step is to develop an algorithm under a
multi-modal framework where the aim is to have an algorithm that is
adaptable to both freeway and urban arterial streets.
• Implementations on board vehicles. The performance evaluation
framework for supervised anomaly detection and classification algo-
rithms in Chapters 3 and 4 is designed to mimic vehicular ad hoc
network environments with limited availability of microscopic traffic
variables due to limited number of equipped vehicles, aggregation and
delay. The next interesting and useful step is to implement the pro-
posed algorithm on board vehicles to assess its effectiveness under
real vehicular ad hoc network environments. A suitable experimen-
tal setup will be needed where the most challenging part includes
locating a test site where traffic anomalies commonly occur, setting
up an independent monitoring system for cross-validating and design-
ing an extraction feature that is adaptable to different data formats
[LSM10, DDI+08].
• Classification of physical causes of traffic anomalies. The al-
gorithm proposed in Section 4.4 presents a way in which microscopic
traffic variables are used to identify anomalies associated with lane-
blocking. It is interesting to further enhance the algorithm to utilize
more microscopic traffic characteristics of vehicles to identify other
physical causes of traffic anomalies (e.g. distraction on the shoulder,
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wet surface), which will be useful for information dissemination to
upstream drivers as well as for traffic management centres to initiate
appropriate responses. For this purpose, it is particularly useful to
further analyze the measures of lane changing (e.g. correlation of lane
changes [TB09], lane changing frequency [She04]) that are associated
with different physical causes of anomalies.
6.2.2. Future Directions for Spatial Inference of Traffic
Anomalies
• Incorporate macroscopic traffic variables as criteria. The algo-
rithm proposed in Chapter 5 is designed to primarily use microscopic
traffic variables as inputs to assess traffic conditions, which can some-
time be too sensitive for estimating evolution of other traffic variables
as described in Section 5.5.4. In this respect, an interesting future
work is to design a hybrid algorithm which can assess both micro-
scopic and macroscopic criteria. The macroscopic traffic variables can
be incorporated as criteria in the inference rule. The macroscopic
cyclic and seasonal behaviours (e.g. increase in density during rush
hours) can also be included in the cyclic/seasonal components βx0,l0,n
in equation (5.1).
• Classification of traffic anomalies. The criteria used to infer
anomalous traffic condition in the inference rule are designed for indis-
criminately identifying transient anomalies and incident precursors at
the target site (with no local information). A further enhancement is
to develop a way to classify traffic anomalies at the target site which
would provide more information for traffic estimation in Chapter 5
as well as for other applications such as Advanced Traffic Manage-
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ment System (ATMS). An adequate real-world data set that consists
of different types of anomalies is needed where more choices of micro-
scopic traffic variables also need to be further analyzed as criteria for
anomaly classification.
• Traffic forecasting. The algorithm proposed in Chapter 5 provides
a lane-level traffic estimation which can also be further enhanced for
forecasting future traffic conditions both at individual sites and col-
lectively on the road segment of interest. In this respect, a model
needs to be developed for monitoring of spatial relationship amongst
the measurement and target sites, and to assess the impact of traf-
fic condition from one site on the development of traffic conditions
on adjacent sites. As spatial dependency amongst the sites can vary
according to traffic condition, the forecasting may also need to be per-
formed in comparison with a set of historical training examples using,
e.g. k-nearest neighbours approach.
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A. Collection of Real-World Data
This appendix summarizes the process of collection of the real-world data
set used in this thesis, where the aim is to 1) describe in details how the
real-world data is collected and used for performance evaluation of the al-
gorithms proposed in this thesis and 2) describe the characteristics of the
microscopic traffic variables that are used as principle inputs for detection
and classification of traffic anomalies.
A.1. Collection and Pre-processing of Traffic Data
The diagram describing how the real-world data is collected and used for
performance evaluation is presented in Figure A.1. Two processes, namely
Process I and Process II, are performed independently to obtain microscopic
traffic variables and traffic anomaly cases for the assessment of the proposed
algorithms.
A.1.1. Process I: Applying Proposed Algorithms to
Microscopic Traffic Variables
Process I focuses on the calculation of microscopic traffic variables from raw
traffic data which are used as principle inputs to the proposed algorithms to
detect, classify and infer traffic conditions. This process aims at mimicking
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Figure A.1.: Data Collection for Assessment of the Proposed Algorithms
233
real-world deployments where traffic data would continuously be assessed
by the proposed algorithms in a streaming fashion.
For the real-world data set used in this thesis, the data is collected daily
from 6am to 6pm over 5-months period (August - December 2008). The
period of 5-months is used to obtain enough anomaly cases for performance
evaluation which do not regularly occur on the freeway segment here ana-
lyzed. In general, there is no upperbound on the number of anomaly cases
that should be obtained. The number of anomaly cases needed in an exper-
iment depends on how accurate in term of the number of decimal places the
proposed algorithm should be statistically assessed using the performance
evaluation parameters (e.g. detection rate, false alarm rate). For example,
at least ten anomaly cases should be obtained so the performance evaluation
parameters of the proposed algorithm and those of a benchmark algorithm
can be compared at one decimal place.
The video cameras automatically calculate and record microscopic traffic
variables (e.g. speed, arrival time and departure time) associated with each
individual vehicle that is detected passing the freeway segment [KS06]. As
shown in Figure A.2, on the image frame of the camera, virtual entrance and
exit lines are drawn on the freeway segment. For a vehicle i that crossed the
entrance line and then the exit line, {tini , touti , wempi } was recorded, where
tini is the time that the vehicle crossed the entrance line, t
out is the time
that the vehicle crossed the exit line and wempi is the measured time mean
speed of the vehicles, i.e. wempi =
Segment Length
touti −tini
. These microscopic traffic
variables are used to calculate other microscopic traffic variables which will
be described in the next section. It is important to note that for the real-
world data set used in Chapters 3 and 4, lane position of individual vehicles
are not provided and the calculations of microscopic traffic variables are
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Figure A.2.: Calculation of Microscopic Traffic Variables using Video
Camera
based only on the order of departure of vehicles, i.e. in any pair of vehicles,
the vehicle that depart the freeway segment sooner is designated as the
leader.
The average number of vehicles detected passing the freeway segment is
found to be approximately 30,000 vehicles per day. Therefore, there are
approximately 5,000,000 records of microscopic traffic variables during the
5-months period of data collection. These microscopic traffic variables are
stored in text files, which are indexed according to the date they have been
measured. In each text file, the microscopic traffic variables are indexed
according to the time of day they have been collected with an accuracy up
to seconds. The proposed algorithms in Chapters 3, 4 and 5 are applied
to each of these text files to detect, classify and/or infer traffic anomalies.
For each individual text file, the proposed algorithms are used to contin-
uously assess microscopic traffic variables from the beginning to the end
of each day as in real-world deployments where they need to assess traffic
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data in a streaming fashion. The detection, classification and/or inference
operations are performed based on microscopic traffic variables in a sliding
time window (e.g. 5 minutes, 15 minutes). The outcome consists of alarm
times of anomalies and/or their types (transient anomalies or incident pre-
cursors). The performance evaluation is then performed in conjunction with
the record of each anomaly case (e.g. time of occurrence, type) which are
independently obtained from Process II.
A.1.2. Process II: Obtaining Traffic Anomaly Cases
As shown in Figure A.1, the objective of Process II is to independently ob-
tain information of each traffic anomaly case (e.g. time of occurrence, type)
which is then used as benchmark for calculation of performance evaluation
parameters (e.g. detection rates, false alarm rates and mean time to detec-
tion) to statistically assess the proposed algorithms. Video images and/or
incident records from a traffic operation centre are used together to deter-
mine the time of occurrence of traffic anomalies, their causes (e.g. disabled
vehicles, accidents), their types (transient anomalies or incident precursors)
and subsequent traffic incidents. This process is performed independently
by a group of researchers at a traffic operation centre. For the real-world
data set used in this thesis, this process took approximately two months
as there are a large amount of video images collected over 5-months period
that need to be assessed.
The are totally 26 anomaly cases where the anomaly cases are analyzed
according to whether they lead to incident. The anomaly cases that lead to
incident are referred to as incident precursors, while the anomaly cases that
do not lead to incidents are simply referred to as transient anomalies. There
are totally 9 transient anomaly cases and 17 incident precursor cases. Each
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Figure A.3.: Standard Deviations of Relative Speed measured from the
Real-world Data Set: (a) Transient Anomaly at n ≥ 1080 and
(b) Incident Precursors at n ≥ 975. Dotted vertical lines de-
note logged times and/or alarm times where {T as , T is , T ie} are
recorded by traffic operation centre and A denotes the alarm
times raised by the proposed supervised algorithm in Chapter
3.
anomaly case consists of three timestamps: {T as , T is , T ie}, where T as denotes
the time when traffic anomaly is recorded, T is denotes the times when a
traffic incident is recorded to take place and T ie denotes the end time of traffic
incident or when traffic started to recover. Figure A.3 shows examples of
{T as , T is , T ie} recorded by traffic operation centre which are plotted on single
traces of standard deviations of relative speed. It is important to note that
for transient anomaly cases, only T as and T
i
e are recorded as traffic recovered
after transient anomalies without any incident occurrence. In performance
evaluations, an anomaly case is considered detected if an alarm that is raised
by the algorithm within [T as , T
i
s ] for incident precursors and [T
a
s , T
i
e ] for
transient anomalies. Then, the mean time to detect (MTTD) is calculated
as the average of the difference between the alarm time and T as .
For the supervised algorithms proposed in Chapters 3 and 4 and the
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inference algorithm proposed in Chapter 5, the experiments are conducted
using cross-validation technique, where anomaly cases in the real-world data
set are separated into disjoint training and testing sets; the training set
consists of 12 anomaly cases and the testing set consists of 14 anomaly
cases. The anomaly cases in both the training and testing sets are selected
randomly from the 26 anomaly cases in the real-world data set. For the
supervised anomaly detection algorithm in Chapter 3, the the training set
can contain any number of transient anomaly and incident precursor cases.
However, for the supervised anomaly classification algorithm in Chapter
4 and the inference algorithm proposed in Chapter 5, the training set is
chosen to have roughly similar number of transient anomalies and incident
precursors in order to minimize the bias of the algorithm toward a particular
anomaly case.
A.2. Choice of Microscopic Traffic Variables
A.2.1. Relative Speed
Relative speed is selected as one of the principle inputs to increase sensitivity
of the proposed algorithms in identifying traffic anomalies. It is observed
that even a short-term transient disruption can cause transient behaviours
of individual vehicles (e.g. unexpected deceleration of a leading vehicle) that
affects the speed of individual vehicles. Relative speed is used to measure
change in individual vehicle’s speed in respect to its leader.
The calculation of relative speed based on the image frame of the video
camera is performed based on the measured microscopic traffic variables
shown in Figure A.2. A relative speed observed by vehicle i to its leading
vehicle i−1 is calculated as vempi = wempi−1 −wempi for touti > touti−1. Then, for a
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sampling interval of τ seconds with I vehicles passing the freeway segment,
the average
(
vempmτ
)
and standard deviation (σempmτ ) of relative speeds of the
sampling interval mτ can be calculated as: vempmτ =
∑I
i=1 v
emp
i
I and σ
emp
mτ =√∑I
i=1((v
emp
i )
2−(vempmτ )2)2
I for (m− 1)τ ≤ touti < mτ , where m = 1, 2, 3, ...
The characteristics of relative speed can be used to classify transient
anomalies and incident precursors. Examples of the impact of transient
anomalies and incident precursors on the standard deviations of relative
speed in the real-world data set are shown in Figure A.3. It can be seen
that the reduction in the standard deviation of relative speed in Figure A.3b
due to incident precursors is more profound than the impact of transient
anomalies in Figure A.3a. This is because incident precursors are more likely
to increase vehicle density (e.g. forming queue), which have much wider
impact on the vehicles on the freeway segment and subsequently reduce the
variation in relative speeds amongst the vehicles.
A.2.2. Inter-arrival and Inter-departure Times
Inter-arrival and inter-departure times are selected mainly to assess the
spatial impact of traffic anomalies on the road segment. When there is
no disruption on the road segment, most vehicles that arrive and depart
the segment are observed to keep their orders and maintain their inter-
vehicle time gaps. Therefore, inter-arrival and inter-departure times of a
road segment are expected to be consistently maintained. However, when
a disruption takes place, it is observed to change the microscopic charac-
teristics amongst the vehicles as some vehicles decide to change lanes while
others may have to slow down, and subsequently, change their order and
time gaps when they depart the segment. This would change the correlation
of inter-arrival time and inter-departure time. Furthermore, the degree of
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change of inter-departure time in respect to inter-arrival time can be used to
assess the severity of the disruption itself which is used to classify transient
anomalies and incident precursors in the proposed algorithms.
The calculation of inter-arrival and inter-departure time based on the
image frame of the video camera is performed using the measured micro-
scopic traffic variables shown in Figure A.2. The inter-arrival time is cal-
culated as κempi = t
in
i − tini−1, while the inter-departure time is calculated
as dempi = t
out
i − touti−1. For a sampling interval of τ seconds with I vehicles
passing the freeway segment, the averages of inter-arrival time
(
κempmτ
)
and
inter-departure time
(
dempmτ
)
and the standard deviations of inter-arrival
time (σempκ,mτ ) and inter-departure time
(
σempd,mτ
)
of the sampling interval mτ
can be calculated as: κempmτ =
∑I
i=1 κ
emp
i
I , σ
emp
κ,mτ =
√∑I
i=1((κ
emp
i )
2−(κempmτ )2)2
I for
(m− 1)τ ≤ tini < mτ , dempmτ =
∑I
i=1 d
emp
i
I , σ
emp
d,mτ =
√∑I
i=1((d
emp
i )
2−(dempmτ )2)2
I for
(m− 1)τ ≤ touti < mτ where m = 1, 2, 3, ...
Examples of the impact of transient anomalies and incident precursors
on the standard deviations of inter-arrival and inter-departure times are
shown in Figures A.4 and A.5 respectively. It can be seen in Figures A.4a
and A.5a that transient anomalies have less spatial impact on the upstream
and downstream of the freeway segment as the standard deviations of inter-
arrival and inter-departure times do not follow any particular pattern. On
the other hand, incident precursors are associated with major disruptions
of traffic flow and subsequently have a much wider impact on the freeway
segment. The disruption associated with incident precursors in Figures A.4b
and A.5b are found to originate at the downstream location of the freeway
segment which cause the change in variation of inter-vehicle time gaps to
propagate from downstream to upstream.
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Figure A.4.: Standard Deviations of Inter-arrival Time measured from the
Real-world Data Set: (a) Transient Anomaly at n ≥ 1080 and
(b) Incident Precursors at n ≥ 975
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Figure A.5.: Standard Deviations of Inter-departure Time measured from
the Real-world Data Set: (a) Transient Anomaly at n ≥ 1080
and (b) Incident Precursors at n ≥ 975
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Figure A.6.: Average Inter-vehicle Spacing measured from the Real-world
Data Set: (a) Transient Anomaly at n ≥ 1080 and (b) Incident
Precursors at n ≥ 975
A.2.3. Inter-vehicle Spacing
Inter-vehicle spacing is selected to capture changes in vehicle density to en-
able the proposed algorithms to identify anomalies under different traffic
regimes [Lec07]. Due to a limitation of the video camera analyzed, it is not
feasible to measure positions of individual vehicles and inter-vehicle spac-
ing is instead inferred from the average speed and inter-departure time as:
sempmτ = d
emp
mτ × wempmτ , where wempmτ =
∑I
i=1 w
emp
i
I . Figure A.6 shows examples
of the impact of transient anomalies and incident precursors on the average
inter-vehicle spacing in the real-world data set. Incident precursors in Fig-
ure A.6b are associated with more significant reduction in the variability
of average inter-vehicle spacing compared to that of transient anomalies in
Figure A.6a. This is because incident precursors have a higher potential
to increase the vehicle density on the freeway segment which subsequently
reduce the spaces amongst the vehicles as well as rooms to manoeuver on
the segment.
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