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Abstract. In Bayesian statistical inverse problems the a priori probability distributions are often given as stochastic difference equations. We derive a certain class of stochastic partial difference equations by starting from second-order stochastic partial differential equations in one and two dimensions. We discuss discretisation schemes on uniform lattices of these stationary continuous-time stochastic processes and convergence of the discrete-time processes to the continuous-time processes. A special emphasis is given to an analytical calculation of the covariance kernels of the processes. We find a representation for the covariance kernels in a simple parametric form with controllable parameters: correlation length and variance. In the discrete-time processes the discretisation step is also given as a parameter. Therefore, the discrete-time covariances can be considered as discretisation-invariant. In the two-dimensional cases we find rotation-invariant and anisotropic representations of the difference equations and the corresponding continuous-time covariance kernels.
1. Introduction. We consider the problem of computing the covariance kernel of a random object X given by a stochastic partial differential equation (1) HX := (−λ 0 + λ 1 ∆)X = W.
The random object W denotes the (formal) white noise and ∆ is the (formal) Laplacian. These objects remain formal until their domains are given.
Suppose we replace these formal objects H, X and W with corresponding discretised objects H, X and W . The discretised version of equation (1) can then be given as a stochastic matrix equation (2) H X = W .
We note that one suitable discretisation leads to a stochastic difference equation of the type
Other discretisations lead to other types of difference equations. Our objective is to show that we can obtain the solutions of (1) as limits of solutions of the difference equations of type (3) . We analyse the convergence rates and properties of these limiting objects. Furthermore, we seek other discretisations with faster convergence with type (3). The reason for this is that we would like to use these solutions as prior distributions in statistical inverse problems [14, 17, 20, 22] . The compact representations with nearly diagonal sparse matrices H in Eq. (2) make them suitable for efficient computer solvers [24] . The idea of using stochastic difference equations instead of stochastic differential equations is as old as the theory of stochastic integrals. In 1944 Kiyoshi Itō overcame the difficulties and peculiarities in extending integrals with respect to Brownian motion to allow non-deterministic integrands [12] . In particular, Itō's definition allowed expressing stochastic integral equations that are analogous to the integral equation representations of ordinary differential equations, this opened up a way to the theory of stochastic differential equations [11] .
The Itō integral is defined as a certain limit of a Riemann type sums. The all important restriction is that the integrands have to be adapted to the history of the Brownian motion itself. This in particular implies that the integrand in the Riemann sum has to be evaluated at the left-most point in the discretisation interval.
In the difference equation formulation this restriction dictates that the integrand has to be defined as a standard Euler type solution instead of for instance implicit Euler type solution.
This interplay between discrete time equations and continuous time equations has been a central theme in later studies and extensions [4, 5, 6, 28, 29, 30] .
In a recent study [23] in stochastic partial differential equations Lindgren et al. considered the generalisation of the model we use. They considered the generalized Whittle-Matérn correlation family and the weak convergence to the full stochastic partial differential equation solutions.
The main objective of this paper is to study the convergence of the discrete processes to the continuous ones. Within the framework of statistical inverse problems, this kind of studies are called discretisation-invariance studies, i.e. studies of how the discretisation schemes affect the a posteriori distributions and how to make the reconstructions invariant with respect to the discretisation [9, 17, 18, 19, 20, 25] . Positive results for the weak convergence of posterior distributions have been given by Lasanen [17] in the linear Gaussian case, Lassas and Siltanen for the total variation prior [21] , Piiroinen [25] in the framework of statistical experiments and Suslin spaces, Lassas et al. [20] for certain Banach space-valued priors (including the Besov prior) and Helin [9] for certain Hilbert space-valued priors (including an edge-preserving hierarchical prior).
First results of discretisation invariance in the linear Gaussian case were obtained by Lasanen [17] . Lassas and Siltanen showed that the total variation priors do not behave in an intuitive way in the discretisation limit.
Lassas et al. [20] continued the total variation study and considered the problem in suitable Banach spaces. They studied the continuous measurement model Y = AX + W for Banach space-valued random objects and its discretised version Y k,n = A k X n + W k . In this paper the virtual measurement model corresponds to the measurement model in [20] when the prior is assumed to be the flat. We will introduce flat priors and have a short discussion concerning them in Section 2.
Helin [9] considered hierarchical priors in Hilbert spaces and weak convergence in statistical inversion. He constructed non-Gaussian priors by mixing Gaussian distributions. Helin used as the mixing distribution a Gaussian measure with covariance operators of the type Cov(X) = (I − ∆) −1 . This operator can be shown to be the Ornstein-Uhlenbeck operator. This case was also considered by Roininen et al. [26] .
Piiroinen [25] studied the general theory of statistical inverse problems for Suslin space-valued random variables. The techniques used in [25] are more topological and measure-theoretic than in the other papers and do not use the domination techniques. This allows non-linear problems to be analysed with the results. However, the abstract nature makes the straightforward adaptation of those techniques quite an involved task.
In a recent work consisting of two articles [18, 19] , Lasanen has studied the convergence of the a posteriori distributions by assuming that the a priori distributions converge. Lasanen improves the domination techniques used and obtains elegant results that show when the convergence of the a priori distribution guarantees the convergence of the a posteriori distributions.
The rest of the text is organised as follows. In Section 2 we introduce the framework and formulate the main results. Subsequently, in Section 3 we discuss more on the discretisation-invariance. In Section 4 we introduce discrete and finite processes that we build upon the convergence analysis. The convergence in one-dimensional case is studied in Section 5. We analyse the two-dimensional case in Section 6 and the complex processes are dealt in Section 7.
2. Framework and main results. We outline here the methodology we are going to use. On an informal level, we can treat equation (1) as a standard linear equation. If the formal operator H := H(λ 0 , λ 1 ) is invertible with a formal inverse G := H −1 , then
Since the inverse operator of a linear operator is linear, we see that X is a linear function of the formal white noise W . Hence it is formally Gaussian and its covariance operator Cov(X) is simply
where G denotes the formal adjoint operator of the operator G. Proceeding in this informal manner, we can say that a Gaussian random object is white, if its covariance operator is an identity operator. This implies that the covariance operator of the unknown X is
In order to simplify the reasoning and the notations, we switch from the covariance operators to the Fisher information operators. The Fisher information operator Q(X) of a random object X is the formal inverse operator of the covariance Q(X) = Cov(X) −1 . We can hence express the identity (6) in terms of the Fisher information operator as
This is not the final word on this topic. As mentioned briefly before, we are mainly interested in using the distribution of the unknown X in Eq.
(1) as a priori distribution for a statistical inverse problem. Let us consider the linear statistical inverse problem
where we have a noise E and the unknown X. In the framework of statistical inversion theory, we assume that also the measurement Y is a random variable. The measurement Y is linked to the unknown via the linear mapping A. This means that Eq. (8) is really a measurement model and not just a result of a single measurement experiment. This model is typically realised by assuming that the unknown and the noise are statistically independent Gaussian objects on some linear state spaces. Under suitable assumptions on the distributions of the noise E and the prior distribution of the unknown X, we have the additivity of the Fisher informations [26] . This means that we have at least formally the identity
This is the inverse operator of the covariance operator of a random object Z. The Q(X|Y ) stands for the conditional Fisher information operator which is the deterministic Fisher information operator of the random a posteriori distribution of the unknown given the measurement. The a posteriori distribution is the so-called solution of the statistical inverse problem. It is under some regularity assumptions a Gaussian random measure with a deterministic covariance and with a random mean which can, however, be determined pathwise and depends linearly of the realisation of the measurement. In other words, this means that Q(X|Y ) is at least formally well-defined.
These formal statements have been checked to hold under some assumptions from the state spaces, namely in finite-dimensional real state spaces, separable and real Hilbert spaces and on spaces of real tempered distributions.
If we put aside these technical problems, we can now give an interpretation of equation (1) as a virtual realisation of a measurement model
where Y is a virtual placeholder for the measurement which is not actually done, i.e. is virtual in that sense. The realisation of this virtual measurement Y is always assumed to be zero and we can exchange the virtual measurement to an another identically distributed virtual measurement at will. More precisely, we first solve the statistical inverse problem (10) and afterwards just formally plug in the zero mean. Then the solution of this virtual measurement model is a deterministic Gaussian distribution with zero mean and Fisher information given by equation (9) . As already stated informally above, the whiteness of the noise means that its Fisher information operator is the identity operator and so (11) Q(X| Y ) = H H + Q(X).
We note that the right-hand sides of the identities (11) and (7) coincide, if in identity (11) the Fisher information Q(X) of the a priori distribution vanishes. This means that if we take our a priori distribution of the unknown to be an infinitely flat Gaussian which could be defined to mean that Q(X) = 0, then
when X is the solution of Eq. (1). This is of course a bit problematic, since in any standard sense 1 there are no infinitely flat Gaussian random variables. However, approximately flat Gaussians do exist and this infinitely flat one can be understood as some kind of a classical limit object 2 . Then we just need to carry over the properties from the approximations to the limits, which can be done via model theory constructions or Colombeau algebras, for instance. These are, however, outside the scope of this article.
We may therefore interpret the description of the Fisher information operator (7) given by the original equation formulation (1) as a limiting case of the statistical inverse theory formulation given by (9) . A similar formulation was given by Roininen et al. in [26] , where they started from a system of stochastic difference equations and considered the continuum limits of the covariance functions. One of the examples they gave was the so called second order correlation prior given as a system of difference equations
where W j and W j are independent white noises. However, they did not represent the limit objects with the help of stochastic differential equations. In this paper, we consider stochastic differential and difference equations instead of systems of difference equations. In this way, the presentation of the processes is more compact than in [26] . This will be considered in Section 7, where we show that we can represent the system of equations in (13) as a difference equation. This will be done by introducing a complex stochastic differential equation. We shall also consider the generalisation of the method to two dimensions. The main benefit of this kind of equation formulation (1) for the prior distributions is that once the problem is discretised, the prior can be fed efficiently to a computer to gain in memory and speed, since a discrete Laplacian corresponds to a very sparse matrix. The priors can be used for example in deconvolution, spatial interpolation and tomography [23, 26, 27] .
One of the reasons for studying the virtual measurements came from computer solver implementations. For a general linear model
where the covariance operator of the prior X happens to be complicated, the mere act of feeding it to the solver is expensive both in time and space. However, if the prior happens to be expressible as BX = E 2 then one could neglect the prior of X altogether and analyse the corresponding linear model
This method, however, is in a one-to-one correspondence with a virtual measurement model and flat priors, since omitting the prior corresponds to using a flat prior and adding zeros to the left-hand side means that the measurement is virtual.
Let us summarise the results and the main themes. In this paper, we study discretisation schemes of stationary continuous-time stochastic processes on uniform lattices and the convergence of the discretised processes. The continuous-time stochastic processes under study are given as solutions to linear second-order stochastic differential equations. In order to blur the boundary between discrete and continuous time, we introduce the concept of strong-weak convergence of random objects. With the help of this concept, we give a proof of convergence in one dimensional case (Theorem 5.1), in two dimensions (Theorem 6.1) and in the complex case (Theorem 7.1). In addition, we explicitly solve the autocorrelation function of the continuous-time process. Furthermore, in one dimensional case we analyse the rate of convergence for different stencils and compute the optimal rate (Theorem 7.1).
3. Discussion on discretisation-invariance. This paper continues the discretisation-invariance discussion of [9, 17, 18, 19, 20, 25] , using especially the correlation priors as in [26] . However, we feel that the results obtained should not be considered to be limited to statistical inversion only, but can be considered as general results which can be applied in different domains of mathematics, statistics, physics and engineering in the same sense as for example Lindgren et al. [23] .
The right definition of the concept of discretisation independence or invariance is still under debate. The earliest definition was given in Lasanen [17] . The second definition was given by Lassas and Siltanen in [21] .
Piiroinen [25] gave a definition similar to Lasanen's, but did not write it down explicitly. The implicit definition was given inside the text as part of a general description of the discretisation problem. The definition given by Lassas and Siltanen was constructed on top of specific estimators (i.e. conditional means) build from the posterior distributions and furthermore, connected the definition to a specific types of measurement models.
In other words, the definition was tailored to specific measurement models. Furthermore, one is immediately led to considering the limits of doubly indexed functions. The proof of [20, Theorem 2] shows that the limit does not in any way depend on the way one approaches infinity. More precisely, let us consider a doubly indexed family (a nk ; n, k ∈ N) of points in some topological space. Then this independence in approaching the limit can be expressed as follows: (14) ∀n : b n := lim where n ∧ k := min(n, k). It is easy to show that when (14) , (15) (14) and (15) ought to hold were described by Lassas, Saksman and Siltanen [20] and the proofs given via the Dominated Convergence Theorem. We note that in order to make sense, the condition (17) requires (14) and (15) . However, (14) , (15) and (17) do not imply (16) . This is seen by looking at the doubly indexed family (a nk ) of positive real numbers
It is evident that in this case b n = c k = 0 for every n, k. Therefore, the double limits coincide. In order to show that (16) does not hold, let us choose a subfamily
From the definition of φ α (n) we deduce that
This shows that condition (16) does not hold.
Therefore, condition (16) seems a strong candidate for the basis of the definition. The condition (16) does not, however, imply either of the conditions (14) and (15) . This can be seen by considering
the condition (16) is satisfied with A = 0. The limits b n and c k do not exist for any k, n due to oscillation. This supports the need to include the conditions (14) and (15) in the definition as well, as discussed by Lassas, Saksman and Siltanen [20] . This is still debatable. The reason for assuming a condition of the type (14) was that if the limit diverges, denser computational models will give worse reconstructions. However, condition (16) guarantees that the oscillation is the only way a divergence can take place for large values of n. This does not mean that the reconstructions do not become worse, but only may be as bad as they were, which is actually a desirable property since in that case we have nothing to gain by making infinitely accurate computations with an approximate prior model. Therefore, we can be satisfied with the result obtained from a coarser computational model. Moreover, the condition (15) is a dual requirement to the condition (14) and it is also unnecessary. Hence we are left with the condition (16) and have arrived at the same kind of discretisation invariance concept as Piiroinen (cf. [25] ). Definition 3.1. Let (x, m) be a pair of random variables with state space (X × M, X ⊗ M ). We call the pair (x, m) a statistical measurement with state space X × M . We call x the unknown and m the measurement. Suppose the regular conditional distribution of x given m exists. We denote the measure-valued random variable
by Post(x|m) and call it the a posteriori measurement.
Remark 1. For more details on the formalism of statistical measurements and a posteriori measurements see [25] .
Definition 3.2. Let U ⊂ P(N 2 ) be a filter base that is finer than the cofinite filter base. Let {(x kl , m kl ) | k, l ∈ N} be a family of statistical measurements and (x, m) a statistical measurement with the same state space. Let us denote by Φ the random map Φ(k, l) = Post(x kl |m kl )
We say that {(x kl , m kl )} is a discretisation-invariant scheme if with probability one the filterbase Φ(U ) converges weakly to Post(x|m).
Remark 2. Let us recall that in Section 2 we narrowed the scope of this paper to problems of form Y = HX flat − W and the discretisations
Moreover, we assumed that X flat is a flat prior and the measurement Y is a virtual measurement. Therefore, the statistical measurements we study are of type (x flat , m) where m is a virtual measurement and x flat is a flat prior. However, to fully analyse this discretisation-invariance scheme we would need to develop the convergence analysis for the flat and virtual measurements. This is outside the scope of this paper, but we can sketch the idea. It is sufficient to consider the case where the prior is nearly flat namely it is Gaussian with γI as its covariance operator for γ > 0 arbitrarily large. Then the results we prove for the convergence imply that the virtual measurements Y N converge weakly to the virtual measurement Y once we interpret all these as S (R) -valued random variables.
Being virtual, we may replace them by identically distributed random variables Y N ∼ Y N and Y ∼ Y . Therefore, we may apply the generalization of Skorohod representation theorem [2, Theorem 3.1] and we can find Y N ∼ Y N and Y ∼ Y such that Y N → Y almost surely on some refinenement space of the underlying probability space Ω. Therefore, we may assume that the event
is an almost sure event, where U ⊂ S (R) is a countable dense subset, the J(λ) stands for the characteristic functionals of the measure λ on S (R). Moreover, we denote µ N = Post(X N |Y N ) and µ = Post(X|Y ) respectively.
We can argue in the same manner as on the page 625 that the results we obtain for the convergence of the covariance operators together with the almost sure convergence Y N → Y guarantee that there exists an almost sure event Ω ⊂ Ω such the set {µ N (ω)} is relatively weakly compact for every ω ∈ Ω .
Following the argument on the page 625 we can therefore show that for fixed ω ∈ Ω every subnet (λ α ) of (µ N (ω)) there exists a subnet (κ α ) of (λ α ) and a measure κ such that
in the weak topology of measures. However, this implies that
and thus κ = µ(ω) by density. Therefore, with probability one the sequence (µ N ) itself converges weakly to µ and we have the discretisation-invariance in the sense of Definition 3.2. Moreover, we see that the discretisation-invariance reduces to the convergence analysis of the rest of this paper.
Remark 3. Once we have constructed the priors as a posteriori solutions with a flat prior, we may use them as new priors in other measurement models. If the models satisfy the requirements of Lasanen's work [18, 19] , we would again obtain discretisation-invariant schemes for these other measurement models.
4. Discrete and finite processes. After this informal discussion, we start by defining some concepts and operator domains. In this paper, we consider one-and two-dimensional cases with real and complex-valued parameters λ 0 , λ 1 . For the reason of notational compactness we use the Iverson brackets in this paper. As it is an atypical notation in the field, so we introduce it properly. [13, 15] )
Notation (Iverson bracket). The notation [·] is the Iverson bracket (see for example
We also use the Iverson brackets to denote the indicator functions by notation
The benefit of this is that we can then use the standard trick of probability theory to eliminate the elementary events from expectations. For example, we can write EX [ A ] instead of the more cumbersome notations
4.1. Finite stationary processes. In order to show different kinds of convergence results, we need a firm ground for finite processes. Since we only consider Gaussian random variables, we start with finite white noise. Definition 4.1. Let I = ∅ be a set of indices. The Gaussian process X : I → Rv((Ω, F , P), R) is called white noise with the parameter set I, if {X j } j∈I is a family of independent and identically distributed random variables such that X j ∼ N (0, 1).
The notation Rv((Ω, F , P), R) denotes the set of random variables to the measurable space A . It coincides with the set of measurable mappings MFn((Ω, F ), A ). We also denote by Fn(A, B) the mappings from the set A to the set B.
Definition 4.1 makes sense whether I is finite or not. However, we only use it for finite parameter sets I. In this case, we can use the correspondence
and use it to deduce that we actually have
and thus identify white noise with the parameter set I as an element of the set Rv((Ω, F , P), R I ), i.e. as a vector-valued random variable. If I is infinite, then the measurability questions has to be taken into account and the correspondence has to be studied in detail.
It is instructive to consider the simplest possible case I = Z N = {1, 2, . . . , N } ⊂ Z. Then white noise with the parameter set I provides a standard example of a finite stationary process. Definition 4.2. Let (G, +) be a finite Abelian group and let σ h ∈ Aut(G), σ h (g) := g + h and X be a stochastic process on G. We say that the process X h := X • σ h is the h-shifted process of X and we say that X is stationary if X ∼ X h for every h ∈ G.
We only gave this definition for commutative groups, but by considering both left and right shifts it would be trivial to extend the definition to cover arbitrary finite groups. Since we only use it for the extremely simple Abelian groups, we do not do that. When I = {1, 2, . . . , N } the white noise W with parameter set I is stationary on the additive group (Z N , +), since if we make any permutation of the indices we still get white noise with parameter set I. In this case, the other finite Gaussian stationary processes with zero mean are easily described by circulant matrices, since it is evident that the covariance matrix of a corresponding vector-valued random variable is circulant. Actually, every symmetric positive-definite circulant matrix corresponds to a finite Gaussian stationary process.
The circulant matrices are those that are precisely diagonalised by the Discrete Fourier Transform, since their actions are immediately seen to be given by the discrete convolution with respect to the first row. This makes them much simpler objects to study than the symmetric Toeplitz operators, since by the Convolution Theorem the circulant matrices are closed under matrix multiplication. The Toeplitz operators, however, do not share the same property.
The reason for this is that if we think of a finite stationary process as a discretisation of some continuous process on R, we introduce two boundary points. These artificial boundary points cause boundary effects, which can be seen from the nonmultiplicative behaviour of Toeplitz operators. The stationary-process approach we are using glues these artificial boundary points together, eliminating the boundary. This transformation changes the underlying real line to a torus, but in the limit the radius of the torus becomes infinite and it appears flat internally.
4.2.
Relation between finite stationary white noise and continuous white noise. Let us start with the simplest possible version of Eq. (1), a linear equation
The discrete version of this has a finite set of discretisation points J. Since J is finite, it is equipotent with Z N with some N ∈ N and hence we can carry over the Abelian group structure (Z N , +) to the set J via a bijection and can thus consider the set J as a stripped version of the Abelian group (J, ⊕).
Since W denotes white noise, its discretisation W as a random variable has the identity matrix I as its covariance matrix. Hence discrete white noise is always a finite stationary process, implying that also the unknown X is a finite stationary random process.
However, we want to obtain convergence to a continuous problem when we make this discretisation denser and denser. In this simplest possible case, it is evident that the limit should behave like white noise on a continuum. This means that we need to take the topology of the continuum into account and embed the discretisation in a corresponding continuum. In order to do this we have to give a formal description of the concept of white noise. There are at least two traditional ways to do it, as a random measure or as a generalised random variable/random process. All of these lead to the same concept and could be described informally as follows: We next consider a finite discrete white noise embedded in R. In that case the set S is taken to be a discrete set. More precisely, we choose S to be a discrete lattice
and the 'length measure' Note that Len( a . . b ) = |b − a| + Oh, if −hN ≤ a < b < hN . The 'disjointness' can be interpreted as usual disjointness. We now have two related definitions for white noise on the lattice L (N, h). On the one hand, we have white noise with parameter set L (N, h) (Def 4.1) and on the other hand, white noise on L (N, h) embedded in R (Def 4.3).
The following lemma relates these two concepts.
is white noise on L (N, h) embedded in R.
Proof. Since W is white noise with parameter set L (N, h), then for every a, b, the set {W ( x) | x ∈ a . . b } is an independent collection of Gaussian random variables. This implies that X := W ( a . . b ) is Gaussian. Then the mean of the random variable X is clearly zero and by independence, the variance
is by definition Len ( a . . b ). In order to show the independence, we can use the fact that for every a, b the σ-algebras A (a, b) and B(a, b) are independent where The following notation will be used in the rest of this paper.
Notation. We shall denote the points on the lattice L (N, h) by x. Similarly, the functions defined solely on the lattice will be denoted by u( x). We inductively define higher-order functions that live on top of the lattice by H u.
The proof of Lemma 4.4 generalises to other dimensions as well. We take the lattice
and define the 'intervals' as order cubes
when a ≤ b, the 'length measures' as volumes
and the 'disjointness' in the usual way.
Lemma 4.5. If W is white noise with parameter set
We have not yet linked the lattice parameters N and h in any way. However, we would prefer to choose just one parameter so that the limits could be taken along a sequence instead of a net. We want h → 0 as N → ∞, while hN → ∞. Since we want to cover the whole real line R, at least we need N 1/h. It turns out that the 'right' choice is h = π/N or conversely N = π/h 2 . We specify the lattice to be L (N ) := L (N, π/N ) to reflect this link. Now we can easily argue that there has to be some kind of convergence as N → ∞, since if we use the generalised random variable interpretation for white noise on R, we can also reinterpret the discrete 'intervals' a . . b as the same limits of test functions. Actually, we can do better and interpret a . . b as the indicator function of [a, b). We can use the same definition for these intervals and length measures in the discrete and continuous cases, but then we have to reformulate the connection between L (N )-white noise process and white noise on L (N ) embedded in R as
In this way, we have interpreted W (L (N )) as a generalised random variable that represents a random measure, and we have for a fixed interval a . . b
as N → ∞. Actually, we have a stronger convergence
for every d ∈ N + and for every a j , b j where we use the notation
Definition 4.6. Let (W α ; α ∈ Λ) be a net of random objects and W a random object on R d . We say that the net (W α ) converges to W in the strong-weak topology if for every n ∈ N + and every a, b ∈ R dn the net (W α ( a . . b ); α ∈ Λ) of random variables on R n converges weakly to a random variable W ( a . . b ).
Remark 4. When n > 1 in the previous definition, the notation
where a = (a 1 , . . . , a n ) and b = (b 1 , . . . , b n ) and for every j the components
Remark 5. We called this convergence notion a topology even though it was only implicitly given. To see that the convergence notion really is topological, we have to show that if every subnet of a given net (W α ) has a subnet converging in the strong-weak sense to W , then the net (W α ) converges to W in the strong-weak sense. This means that for fixed d ∈ N + and a, b ∈ R dn every subnet of the net (W α ( a . . b ); α ∈ Λ) has a subnet (W α ( a . . b ); α ∈ Λ ) that converges weakly to W ( a . . b ). But since weak convergence of random variables is topological, the net (W α ( a . . b ); α ∈ Λ) converges weakly to W ( a . . b ). By definition, the net (W α ; α ∈ Λ) converges in the strong-weak topology to W and hence the convergence notion is topological.
The convergence notion is not entirely novel. It borrows a lot from the weak convergence and white noise techniques by Hida et al. and Kuo ([10, 16] ). The reason for using this simple notion is that the method we use naturally leads us to consider this topology. There is no apparent need for using more general constructions, since the goal is to do numerical calculations in applications.
However, in order to connect this notion with usual convergence notions, we show that the strong-weak convergence is just the usual weak convergence, at least in some cases. The notion itself is useful, since one does not have to introduce the whole machinery needed for other methods.
Lemma 4.7. Suppose that the net (W α ; α ∈ Λ) converges in the strong-weak topology to W ∞ on R d . Furthermore, suppose that for every β ∈ Λ + the random object W β is representable as a random measure where Λ + := Λ ∪ {∞}. Assuming that for every compact K ⊂ R d the set of random variables
is uniformly integrable then the net of characteristic functionals (J(W α ); α ∈ Λ) converges pointwise to J(W ∞ ).
The characteristic functional is the expectation
where ϕ is a compactly supported smooth test function.
Proof. We show that for every bounded f ∈ C(R) and every ϕ ∈ C
This is equivalent with the weak convergence of Y α to Y ∞ , where
we can uniformly estimate it with finite step functions. Therefore, for every ε > 0 there exists a finite step function p ε such that
We first show that Y 
for every β ∈ Λ + . After that we reduce the weak convergence of (Y α ) to Y to the weak convergence of the approximations. Let us denote Z
We note that g is a continuous function of the random variable (Z 1 , . . . , Z n ) and therefore, we only have to show that
. . , a n . . b n . This, however, follows immediately from the assumptions.
We will next show the weak convergence of the original net Y α . We can express Y β = Y ε β + ξ β where the ξ β is the error we made in the approximation. By construction, ξ β = ερ β , where ρ β ∞ ≤ 1. Therefore, by the uniform integrablity we have for every κ > 0 a constant K = K(κ) > 0 such that P(|ρ β | > K) < κ for every β ∈ Λ + . This implies for every β ∈ Λ + that P(|ξ β | > εK) < κ.
We claim that lim sup (25) for every γ ∈ R, for every ε > 0 and for every given κ > 0 and K = K(κ). Given estimates (25), we get for every continuity point of the distribution function of Y ∞ that
by letting ε → 0. Since this holds for every κ > 0 and every continuity point γ, we deduce that lim
for every continuity point γ which is equivalent to the weak convergence. We will only show the first one of the estimates (25) , since the second one can be shown analogously. Since
, we can estimate the latter from above by κ and we can estimate the former from above as (27) P 
Furthermore, we can estimate
where the last estimate follows the same way as in estimates (26) and (27) . Therefore, the first estimate of (25) follows. Since the second estimate follows in the similar way, the claim of the lemma follows.
The convergence implies that the weak convergence is obtained for every relatively weakly compact nets of random measures. This is so, since any subnet of the relatively weakly compact net is relatively weakly compact and hence has a weakly converging subnet. By the previous lemma, all these subnets converge to the same element and hence the original net also converges.
In order to obtain weak convergence, one needs relative compactness. But this question depends on the spaces in which we try to embed the random measures. Since we will be satisfied with the convergence on the Schwartz space of tempered distributions, we can state that Lemma 4.8. Suppose X is a reflexive nuclear space and suppose M is such a family of Radon probability measures on the dual space X * that the characteristic functionals of the measures are equicontinuous at zero. Then M is relatively weakly compact in the weak topology.
Proof. This is [1, Corollary 8.8.4] on page 211.
We are currently only applying this to Gaussian random measures and thus equicontinuity translates to equicontinuity of the covariance operators. In particular, if the covariance operators are pointwise bounded between two weighted dual Sobolev spaces, then the uniform boundedness principle yields the equicontinuity. Moreover, the uniform integrability condition in Lemma 4.7 translates also to the uniform boundedness properties of the covariance operators.
Let W be continuous white noise on R and L (N ) the lattice as before. We note that whenever x ∈ L (N ), the length measure of the interval (28) Len( x h ) = h where we used the suggestive shorthand notation (29)
Hence W is white noise with the parameter set L (N ) and by Lemma 4.4, yields white noise W on L (N ) embedded in R as given by (24) . By the definition of W we get that
The product hδ x is a discrete approximation of the localised Lebesgue measure
for every test function ϕ.
In the following, we use a simple modification of this discretisation scheme to introduce the discretisation of other random processes as well. We have to make this modification, since the original scheme would destroy the underlying stationarity property unless the process happens to be white. The modification is very simple. We only alter the definitions of x − := −N h and x + := N h by redefining
This does not alter the discretisation scheme for white noise at all, but makes a difference for other processes.
4.3.
Relation between finite stationary processes and continuous stationary processes. Next, we turn to the original operator H used in Eq. (1). The right-hand side of Eq. (1) is formal white noise W , and we already have many descriptions for it. The classical Laplacian is a differential operator and hence lives on a continuum space. We can use the discretisation scheme (30) to discretise the right-hand side. In order to have a nice substitution rule, we define the discretisation of the left-hand side as
where we allow small perturbations to obtain simpler representations. Let us calculate the discretisation H X. Since
Discr(L (N ))(HX) =
x H(X)( x h )hδ x and provided we think these 'intervals' as limits of test functions, we have the standard Schwarz distribution theory at our disposal. If we write the function evaluation inside with the duality brackets and use the symmetricity of the operator H, hH(X)( x h ) = lim α↓0 Hϕ α ( x) , X For simplicity, we only consider the case when x + h = x + . Suppose that the approximant ϕ α ( x) is chosen in such a way that
As α ↓ 0, the function g converges weakly to δ h/2 − δ −h/2 . Its integral function converges to ϕ ∞ (t) := − [ t ∈ x h ]. Let us suppose that the unknown X is at least a C 2 process. This is naturally unrealistic (and even not true), but then we could use these approximants and the Taylor expansion to obtain and the cyclic elementary lattice shift S is
We included the periodic operators since that also covers the boundary point case x + h = x + . We can argue that the proper discretisation of equation (1) at the interior points x or the lattice L (N ) is
If we embed the discretisation step h in the parameters λ 0 and λ 1 , and if we remember that we have one h 1/2 inside the noise term, we can write the discrete equation in the interior points as
where λ 1 = µ 1 h −3/2 and λ 0 = µ 0 h 1/2 . These orders of h were already discovered to be the right choices so that the posterior distributions are independent of the discretisation used (c.f. [26] ). Here we found them again as a side product of using the Discretisation Scheme (30) with the simplest choice of the approximants.
However, there are some problems with the previous treatment. Again, these are barely technical artefacts caused by not using the 'intervals', 'lengths' and 'disjointness' in a more abstract manner.
We note that the 'intervals' the noise processes eat don't have to be approximations of indicator function intervals, but they only need to share some properties of these approximations. We only need that the elementary intervals x h be localised around x and their 'lengths' h + o(h). We used a strict version of locality before (meaning that W ( x h ) and W ( z h ) are independent whenever x = z, but this can be relaxed by just assuming that W ( x h ) and W ( z h ) are independent when | x − z| > Kh for some fixed constant K.
With this more relaxed way of modelling 'intervals' as limits of test functions we can use the following approximant ϕ α ( x)
The function g α converges weakly to h −1 (δ −h − 2δ 0 + δ h ). By repeating the previous argument, we obtain the same representation for the discretisation as in equation (32) but with assuming only that the unknown X is continuous. This can be easily shown to hold with Sobolev space techniques, since white noise lives in the space W −1,2 loc . The differential operator acts as a lift operator on the Sobolev scale and hence we can deduce that X lives locally in the space W 1,2 loc . But this implies that X is continuous and hence equation (32) follows.
We can use the more abstract interpretation of the Discretisation Scheme to obtain higher-order stencil approximations of the Laplacian. The details are omitted, but we use these higher-order approximations while studying the convergence rates. Now we have a good description of (at least some) discretisations of the unknown. We only need to show that these discretised models do converge to a continuum model. For this we have to define stationary random processes in general.
Definition 4.9 (Informal definition of stationary generalised Gaussian processes). A Gaussian random object X on R d is stationary, if it acts on the 'elementary intervals'
x h and z h so that
for every x, y, t ∈ R d and for h > 0.
As before, we mostly carry over the argumentation on the real line. The main benefit of using this definition is that if we accept that these 'elementary intervals' can be infinitesimally short, then we can approach these continuous random processes as if they were finite stationary processes. We note that infinitesimal intervals could be made fully rigorous with ultrafilter arguments or with model theory. However, this is not needed in this paper and we omit the details.
Suppose we are given a sequence of lattices L (N ) and discrete processes X N defined on them. If we define the corresponding random measures by
We may ask when
or even when X N converges to X in the strong-weak topology. The following lemma gives one criterion.
Lemma 4.10. Suppose W is continuous white noise on R. Suppose that for every N , the circulant matrix H N on the lattice L (N, h) = L (N, π/N ) embedded in R is invertible and let the process X N be the solution of the equation
If X is a Gaussian process such that
uniformly on compact sets where x N ∈ x h and y N ∈ y h and k(x) := EX(x)X(0) is continuous, then X is a stationary process and the random variables X N converge in the strong-weak topology to X. 4 Proof. For notational simplicity, we keep N fixed and drop all the subindices referring to N for a while. Since H is invertible, we have
where we have denoted G := H −1 . This implies that
Since H is an invertible circulant matrix, so is G and G . This in particular means
where we reintroduce the omitted subindex N . Since eventually the lattice L (N ) fills the whole real line, the assumption (36) implies for every x, y ∈ R that
EX(x)X(y) = EX(x − y)X(0)
This immediately implies that X is a wide-sense stationary process. 5 Since we also assumed that X is Gaussian, this implies that it is stationary. Furthermore, since
we have
where
k(x − y)dx dy since the limit function k is continuous and the the convergence is uniform on compact sets. Thus,
pointwise. Since X N is Gaussian, we may by the Isserlis' Theorem express the expectation of a product (1, 1) , . . . , B N (j, k), . . . , B N (n, n)) 4 Here we implicitly lift the random variables to random measures so that the convergence is well-defined. 5 The stochastic process X(t) is wide-sense stationary, if it has constant mean and EX(t)X(s) = EX(t − s)X(0) for every s, t. In other words, its two first moments are stationary. F N (a j , b j , a k , b k ) . Note that A does not depend on N directly. Similarly, since X is Gaussian, A(B(1, 1), . . . , B(j, k), . . . , B(n, n)) where B(j, k) : = F (a j , b j , a k , b k ) . We can conclude that if we denote the marginal vectors by (ξ N 1 , . . . , ξ N 
From this it follows that the characteristic functions of X N ( a . . b ) converge pointwise to the characteristic function of X( a . . b ) or equivalently
By Definition 4.6, this means that X is the limit of the sequence X N in the strongweak topology.
Remark 6. We assumed that X is a Gaussian process. If we omit this assumption, we should change the claim to state that there exists a Gaussian process X with the same mean and covariance as X such that X N converge to X in strong-weak topology. If X is not Gaussian, then we see that it cannot be the limit of the sequence ( X N ) in the strong-weak topology.
However, we can make a stronger version of this lemma by omitting the existence assumption for X altogether, which we formulate as the lemma 
uniformly on compact sets and where x N ∈ x h , then there exists a stationary Gaussian process X such that random variables X N converge in the strong-weak topology to X and a is the autocorrelation function of X.
Proof. Since X N is stationary for every N , it follows that k is an autocorrelation function. Thus there exists a Gaussian stationary process with zero mean and autocorrelation function a. This in turn shows that condition (36) is satisfied and the claim follows from Lemma 4.10.
As an example of when these arguments fail is the standard Brownian motion. Brownian motion B is a non-stationary Gaussian random process with independent and stationary increments. It can be informally understood that the time derivative of Brownian motion has independent point values and indeed, it can be shown that the weak time derivative of Brownian motion is white noise. Therefore, we should have
where D stands for the weak time derivative.
The discretisation we have used suggests that if X is the discretisation of the Brownian motion on the lattice L (N ) with the discretisation scheme we have used, then it satisfies the difference equation
in the interior points of the lattice and the corresponding periodic equation on the 'boundary' and where W stands for white noise with the parameter set J. If we write the equations in a matrix form
where the matrix D N representing the discrete periodic derivative operator is
it is not invertible for any N ∈ N. We study the limits (36) in the latter parts of this paper with Fourier transform techniques. We could also study the limits from the semi-discrete case to the continuous one, which can be reduced to the theory we considered here by letting N 1/ √ h.
4.4.
The complex one-dimensional case. Previously we had at our disposal the theory of Gaussian random processes. When we study the formal operator (−iλ 0 + λ 1 ∆) instead of (−λ 0 + λ 1 ∆), we have to study complex-valued Gaussian processes. In order to avoid the non-interesting trivial case, we have to assume that λ 0 = 0. Since we ultimately want to use these solutions X as a priori information for other problems, we have to use the statistical inversion theory formulation first. Since the equation is Y = (−iλ 0 + λ 1 ∆)X + W we can formally take the real and imaginary parts and obtain a pair of equations 
Since the Y is only a placeholder, we do not have any choice on it. However, we have to specify what we mean with noise and unknown in this case. If we prefer to stay in the real cases (meaning that Imag W = Imag X = 0), we can deduce that the only possible solution to the statistical inverse problem is X = 0, which is not interesting at all. If we assume that Imag W = 0, we do get a non-trivial solution, but the solution is not a complex Gaussian random variable but a more general random variable, which seems to have no good name. It might be called a complexified Gaussian random variable or an improper complex Gaussian random variable.
Since we aim for a simple formalism, we have to assume that Imag W = 0. Thus we assume that W is complex white noise. This can be obtained by assuming that Real W ∼ Imag W are both real white noises and that Real W ⊥ ⊥Imag W . Moreover, this means that Q(E) = I and thus, if we assume that Q(X) = 0 (i.e. if we have an infinitely flat prior) then
. This corresponds to the case where we assume that the unknown X has both real and imaginary parts with infinitely flat distributions which are independent 6 . However, if we had assumed that Imag X = 0, then Q(Imag X) is not formally defined and we would have to rewrite the vector linear equation as Y = BX + E, where
Now, if we assume that Q(X) = Q(Real X) = 0, we obtain
We note that we get the same Fisher information for this case as we get for the real and imaginary parts of the unknown in the other case. This means that we can concentrate on the linear vector equation
or, since we are studying the limiting case of an equation formulation of statistical linear inverse problems, we can study the corresponding standard linear vector equation
which could be written as a pair of equations
where W 1 ∼ W 2 are independent real Gaussian white noises. We note that this is a special case of the correlation prior in one dimension, discussed in [26] . The crux of the matter is that we can interpret a pair of real linear equations as a single complex linear equation and vice versa. By considering the correspondence between an n-tuple of real linear equations and a single Clifford algebra-valued linear equation, we could generalise this to Clifford algebra-valued operators as well. This is, however, outside the scope of this paper.
5. Convergence analysis of second-order stochastic processes in one dimension. Let us consider the one-dimensional real Helmholtz equation given in Eq. (3). We use the same discretisation lattice L (N ) as previously. When N 1, the lattice nearly fills the interval (− √ πN , √ πN ) and in the limit, we should cover the whole real line. The 'limits' have infinitesimal gaps, but they are not visible in the classical regime, i.e. after we take the real part of any hyper-finite lattice obtained from this with saturation.
The main result of this part is the following theorem.
Theorem 5.1. Suppose λ 0 λ 1 > 0. Then the discrete stationary processes obtained from the Helmholtz equation converge in the strong-weak topology to a stationary Gaussian process with the autocorrelation function
where α = λ 1 /λ 0 . If the discretisation for the Laplacian is given by three lattice points, we have
with α = 3/8. The rate of convergence is α = 3/5 with the five-point stencil. The optimal α is obtained with stencil length n = 7 and α = 3/4.
Proof of Theorem 5.1. The rest of this part is all about the proof of this fact. We divide the proof into a few lemmata and construct the proof with these auxiliary results.
We start by showing the invertibility of the circular operators H. We only have to show that the discrete operator 7 H is invertible for the given lattice L (N ). Since the corresponding matrix is a 2N × 2N square matrix, it is enough to show that it is injective.
Suppose H u = 0 and u = 0. Since λ 0 λ 1 > 0, we have λ 0 , λ 1 = 0 and therefore, we can divide with λ 1 which leads to
where λ := λ 1 /λ 0 > 0. We have reduced the question to the study of the eigenvalues of ∆, and Lemma 5.2 implies the invertibility. For a fixed N , it follows from Lemmata 5.3 and 5.4 that the autocorrelation function of the discrete stationary processes corresponding to the Helmholtz equation
This together with Lemma 4.11 yields the convergence and existence of the limit object. The convergence rates with higher-order stencil approximations follow from Lemma 5.5. Finally, Lemma 5.6 gives the analytic form of the autocorrelation function of the limit object.
The structure of the proof is the following. We first indicate that if λ 0 λ 1 > 0, then the discretised operators H are always invertible. This means studying of the spectrum of the discrete Laplacian.
Next, we analyse the error terms and the effects of discretisations. Once we have shown that the autocorrelation functions for the discrete processes converge pointwise, Lemma 4.11 yields the convergence and existence of the limit object.
As a last step, we evaluate the integral representation of the autocorrelation function of the limit.
Lemma 5.2. The point spectrum of the 2N × 2N square matrix ∆ is
Proof. We use the factorisation
where S is the cyclic elementary lattice shift. The simplest (but not the most elementary) way to proceed is to use the discrete Fourier transform. By the discrete Fourier transform on the cyclic lattice, we mean the transformation
where ξ = nh ∈ L (N ). This formula reveals the choice between h and N . Since
we can equivalently write the Fourier transform as
where we have again used the relation 1/ √ 2N = h/ √ 2π. The Fourier transform is normalised in such a way that the squared sum norm ( 2 -norm) is preserved, i.e. the Fourier transform is chosen to be unitary. The unitarity of the Fourier transform implies its invertibility and its inverse transform is
The elementary rotation S is the conjugate of a multiplication operator, since
The multiplier e ih 2 n = e iπn/N is clearly L (N )-periodic. This implies that the forward lattice derivative ∇ + is also the conjugate of a the L (N )-periodic multiplication operator
It is instructive to compare this with the Fourier transform of a derivative, which is multiplication with iξ. When h ξ 1, the exponential function can be estimated from the Taylor expansion
Since ξ gets values uniformly in the interval (− √ πN , √ πN ) the estimate h ξ 1 does not hold throughout the lattice. However, the estimate does hold, for instance, on a subinterval (−N 1/3 , N 1/3 ) which also covers the real axis in the limit. In the same way, we can calculate how the Fourier transform conjugates ∆, since we can use the factorisation to have
Suppose now that λ u = ∆ u. By a Fourier transform this leads to
Since h ξ = h 2 n = πn/N , the cosine function has exactly [−π, π) as its base period on the lattice L (N ). Therefore, the equation (44) 2h −2 (cos h ξ − 1) = λ for ξ has exactly two solutions ± ξ 0 only when λ ∈ Z N . When λ / ∈ Z N , the Fourier transform of u vanishes and thus u = 0.
Remark 7.
When N 1 and −N −1/3 < ξ < 0, the distance of ξ from the set Z N is at most 2 ξh 1. Hence the set Z N nearly covers the whole negative real line (−∞, 0) in the limit. There are again gaps where one could invert all the discrete operators, but the limit will become unbounded. These values correspond to the continuous spectrum and will not be treated here. 
Proof. The Fisher information operator of the discrete unknown X is Q( X) = H H = H 2 by the symmetry of the H. We can calculate the covariance operator and hence the autocorrelation function by inverting this operator by Fourier transforms. We first find the multiplication operator that is the conjugate of the Fisher information operator Q( X). This is a simple calculation, since
This implies that Cov( X) is the conjugate of a multiplication operator
The autocorrelation function A( x) = E X( x) X( 0) = δ x , Cov( X) δ 0 can be expressed with the help of duality and discrete Dirac functions as
Since the Fourier transforms of discrete Dirac functions are exponential functions,
we have by Plancherel's Formula
Remark 8. When ξ is small, the right-hand side of the identity (48) can be estimated as
The smallness condition is again that ξ √ N . Since we are in the limit only interested in finite ξ ∈ R, we see that there is no maximal rate of convergence, but any rate slower than 1/N can be used for this approximation of the Laplacian. The convergence can, however, be faster for other kinds of approximations.
Lemma 5.4. The autocorrelation function of the discrete stationary process corresponding the Helmholtz equation H X = W has the asymptotic estimate
Proof. For notational simplicity, we will drop all the widetildes indicating discrete objects for the rest of the proof. We can divide the summation into the main part S of the sum and the tail part R of the sum by writing A(x) = 1 2π (S + R) where
where ρ(N ) √ N is a number that can be freely chosen. The tail part can be estimated with the help of the Taylor expansion since we have
Thus,
and hence R = Oρ(N ) −3 . Even though this estimate is very crude away from zero, it is nevertheless optimal when x = 0. Therefore, the tail sum behaves in a controlled way. In the main part S, we can first approximate the function v(ξ) by
where w(ξ) :
which is valid on the interval |ξ| ≤ ρ(N ) provided we require ρ(N )
Since w is a bounded function, we can divide S into a main and residual part, S = S + R where
The residual term R can be estimated as
The sum S can be approximated with a Riemann-Stieltjes integral by using the Euler-Maclaurin summation formula. In other words, we can write
where (57)
We have thus obtained (58) 2πA(x) = I + R + R + R .
Let us denote the right-hand sides of the estimates (52), (55) and (56) by R U , R U and R U respectively. We solve the optimisation problem for ρ(N ) = N α by minimising the sum R U + R U + R U under the constraints 1 ρ(N ) N 1/4 . We note that whenever ρ(N ) 1 we already have R U R U and hence R U + R U ∼ R U . We have thus reduced the optimisation problem to the problem of optimising R U + R U under the same constraint. Since R U is decreasing and R U increasing in ρ(N ), this may be solved by equating R U = R U . This gives . We have also found that R is negligible with respect to R and R which are both of the order N −3/8 . The integral is still missing its tails. However, this is analogous to the case where we estimated the tails of the sum (see the identities (51) and the estimate (52)), and hence
Lemma 5.5. If the Laplacian is discretised by a higher-order stencil approximation, then the minimum is obtained with the 7-point stencil and the estimate for this approximation is
The five-point stencil gives the estimate
Proof. We note that the discretisation of the Laplacian contributed the residual term R which forced the choice of parameter ρ(N ). We obtain a better estimate by using a different finite-difference approximation for the Laplacian. We could use the five-point stencil representation (see [3] ), denoted by ∆ 5 , which would replace the estimate (49) with the better estimate
This affects the previous chain of estimates so that the estimate (53) is replaced by
This estimate is valid provided ρ(N ) N 1/3 . Hence the estimate (55) for the residual term R can be replaced by
with the relaxed constraint 1 ρ(N ) N 1/3 . In general for the 2k + 1-point stencil, we get
with the constraint 1 ρ(N ) N 1/2−1/(2k+2)) . When we optimise R k,U + R k,U by equating the upper bounds for both, we arrive at
for all k ≥ 1. The residual error R k,U is then of the order
However, as k increases, ρ k (N ) increases and the residual error estimate decreases. At the same time, the approximation error
we can decrease the total error as long as
which is equivalent to 2k + 1 ≤ 6 + 1 = 7.
With the formula (62) when k = 2 we get the error estimate for the five-point stencil and when k = 3 the minimal upper bound. Proof. We still have to evaluate the limit correlation function A( x) = A( x). The integral
can be evaluated in many ways. First, we can use a change of variables η := η(ξ) := λ 1 /λ 0 ξ = αξ. This gives
where a(x) := A(1, 1)(x). The function a can be directly solved by evaluating the integral by the calculus of residues. It can also be solved with differential equation methods. This is so, since a(x) = F −1 a(x), where
When M denotes multiplication with the identity function, we have an identity
, where δ 0 stands for the Dirac unit mass on top of the zero point. Since M F f = iF Df , we see that
and hence a is the fundamental solution of the fourth-order linear differential oper-
which can be seen similarly seen to be the fundamental solution of the second-order
we can easily solve a given that we know the fundamental solution b. We note that b is an even function by a change of variables ξ = −ξ. If we use the ansatz u(x) = e rx , we get the characteristic equation 1 − r 2 = 0 and hence r = ±1. By the Riemann-Lebesgue lemma we see that b has to vanish as |x| → ∞. Hence the fundamental solution must be of form
We have shown that e −|x| is the searched fundamental solution up to a multiplicative constant c, but we get from the integral representation of b that c = b(0) = 
and since a must vanish at infinity, we have shown that
For the unscaled function A this provides the value
If we denote l := α = λ 1 /λ 0 and choose λ 0 = l −1/2 we get λ 1 = l 3/2 and
We note that this is up to a scaling factor the same result as in [31] .
6. The two-dimensional case. We can relate discrete two dimensional secondorder stochastic processes with processes on L 2 (N, h). The Laplacian is the sum of two one-dimensional Laplacians and we can thus apply the discretisation of the one-dimensional case. We interpret that the lattice Laplacian is given by
where ∆ 1 is a one-dimensional lattice Laplacian. We see that to any lattice point we relate a set of neighbours N x that are the only ones that affect the calculation of the discrete Laplacian at the point x. The given representation of the Laplacian is easily treated with the previous methods of one-dimensional finite lattices, since we just replace the neighbours by the periodic neighbours. This essentially means that we are treating the Laplacian on a two-dimensional torus instead of the onedimensional one. We could do the same convergence analysis for the two-dimensional case as we did for the one-dimensional case, but in order to simplify the treatment, we only study the limiting distributions. The vectors in R 2 are now written in normal type except in the claims of the results.
Proceeding exactly as in the one-dimensional case, we see that the discretisation limit is governed by the integral
Theorem 6.1. Suppose λ 0 λ 1 > 0. Then the discrete stationary processes obtained from the Helmholtz equation converge to a stationary Gaussian process with the autocorrelation function
where α = λ 1 /λ 0 and K 1 is the first-order modified Bessel function of the second kind.
Proof. If R stands for some (generic) rotation in the plane, then R −1 is the rotation in the opposite direction. The Jacobian determinant of the rotation is 1, and hence a(r) := A(Rx) = A(x) = A(|x|ε) for any unit vector ε of the plane. This is of course the natural generalisation of the one-dimensional case where radial symmetry is the same as evenness. In the one-dimensional case we reduced the fourth-order equation to a second-order equation by differentiating a. Now we have more directions where we can differentiate, but the same idea works.
Before we reduce the order of the equation, we reduce the claim to the case λ 0 = λ 1 = α = 1. A single-line calculation in polar coordinates yields
It remains to be shown that when
Now we reduce the order by differentiating in the radial direction. For the coordinate directions we have
where some care is needed, since the integrals only converge when x = 0 and only in the sense of improper Riemann integrals. From the integral representation for B(x) = −2∂ j A(x)/x j we can also deduce that B is a radial function b(|x|) := B(x) and it is the fundamental solution of the 1−∆ operator. From the previous identity, we can now deduce that
Since r j a (r) := r j (x)a (r(x)) = ∂ j A(x) when r(x) = |x| and r j (x) := r j = x j /r, we know that r When x = 0, we have r > 0 and since B is the fundamental solution of −1 + ∆ we deduce that
The ordinary second-order linear differential equation
is well-known and called the modified Bessel's equation, since it relates to the usual Bessel's equation by replacing x with ix. It has two linearly independent solutions I 0 and K 0 . Of these, I 0 is bounded at zero and grows exponentially at infinity, whereas K 0 diverges at zero and vanishes exponentially at infinity. We can at least write b = αI 0 + 2βK 0 . However, if α < 0, then −M b grows at least exponentially at infinity and thus Da grows at least exponentially. This is impossible, since a has to vanish at infinity. By symmetry, we must also exclude the case α > 0 and thus α = 0 and hence b = 2βK 0 . This means that the original function a satisfies the equation
, and by the reduction rule DM = 1+M D. This is nice, since now
From Gradshteyn and Ryzhik [8] we find that
and we have a = βM K 1 + γ. Since a vanishes at infinity, we must have γ = 0. We know (see [8] ) that M K 1 (x) = 1 + o(1) for small x, and therefore
and the claim follows 8 .
The covariance function might be called rotation-invariant, which is also manifested by the fact that it does not depend on the polar angle θ. However, in many applications, the objective is to have a covariance ellipse instead of a covariance circle.
Lemma 6.2. If the operator H (resp. H) is replaced by the operator Q(l 1 , l
, then the covariance function of solutions of
The contours of this class of covariance functions are hence ellipses of the form
In order to control the tilt of the covariance ellipse, we need rotation in the plane. We obtain the rotation and Lemma 6.2 as special cases of the following lemma. Suppose R is any invertible linear transformation and S its inverse. Let us define the class of partial differential operators Q(R) := Q(R)(∇) by F Q(R)(ξ) = 1/F A(Rξ). We state Lemma 6.3. Suppose R is any invertible linear transformation and S its inverse and the operator Q(R) defined as above. Then the fundamental solution F (R) corresponding to the covariance function of the solution of the equation Q(R)X = W is F (R)(x) = J SA(S x).
Proof. We make the ansatz F (R)(x) = αA(T −1 x) for the fundamental solution F (R) of Q(R) for some constant α and an invertible transform T . The following calculation
A(x)e iT x·ξ dx = αJ T F A(T ξ) reveals that α = 1/J T and T = R . All in all, the fundamental solution F (R) is hence F (R)(x) = 1 J R A(S x) = J SA(S x). 8 We note that the constants are well-known since 2βK 0 (|x|) = If U (θ) is a rotation by an angle θ and R(θ, l 1 , l 2 ) := R(l 1 , l 2 )U (θ), then the inverse matrix R −1 (θ, l 1 , l 2 ) = U (θ)S(l 1 , l 2 ) and the Jacobian is 1/l 1 l 2 . Hence the fundamental solution corresponding to Q(R(θ, l 1 , l 2 )) is F (R(θ, l 1 , l 2 ) )(x) = A(S(l 1 , l 2 )U (θ)x) l 1 l 2 .
The contours of this function are of the form x
The product A ij B ij is in our case multiplication of a function B ij by a scalar A ij .
7. Complex second-order processes. We consider the case where the real parameter λ 0 is replaced by a purely imaginary parameter iλ 0 . We deduced in Section 4.4 that the complex equation
where W is complex white noise, reduces to a pair of real equations (66)
with two mutually independent real white noises W 1 and W 2 . We also calculated the Fisher information operator and found it to be equal to
We can obtain the autocorrelation function by evaluating the integral Proof. We can make the change of variables ξ = αξ to show that the parameter dependence is 1 λ 2 0 α 2 A(x/α) := 1 λ 2 0 α 2 A(1, 1)(x/α) = A(λ 0 , λ 1 )(x) which is exactly the same parameter dependence as in the real two-dimensional case. Since 1 + |ξ| 4 = (1 + i|ξ| 2 )(1 − i|ξ| 2 ), we have the same factorisation as in the one-dimensional case and thus A(x) = 1 2 (B + (x) + B − (x)) where B ± is the fundamental solution of the operator 1 ∓ i∆. As before, we see that B ± are radial functions. By taking complex conjugates we see that B − = B + . This means that we have A = Real B + .
The same calculation as for the real two-dimensional case yields that the onedimensional function b + : |x| → B + (|x|) satisfies the complex second-order differential equation From this we deduce that c 6 = −(2π) −1 as claimed.
We note that we can also have an anisotropic correlation structure. Then one just replaces D θ = −1 − 2(B θ + C θ ) by D θ = −i − 2(B θ + C θ ) in Eq. (65).
8. Conclusion. We derived a discretisation scheme for a certain class of secondorder stochastic partial differential equations and discussed the convergence of the discrete-time processes to continuous-time processes. An analytical covariance calculation was rigorously made for four different cases; real and complex stochastic processes in dimensions one and two.
Our aim was to establish methods for obtaining a discretisation-invariant representation of a certain class of stochastic a priori distributions with stochastic difference equations. In Bayesian statistical inversion, the difference priors are known to be computationally efficient. In addition to computational efficiency, our difference priors have useful properties: stationarity, discretisation invariance, rotational invariance and isotropy or anisotropy. Most importantly, we can parametrically control the correlation profile. This gives new practical tools for modelling of the unknown and making a computationally efficient inversion.
In most inverse problems, we work in finite bounded domains with some boundaries. The boundary behaviour of the processes was not discussed in this paper. This is an important issue and should be treated in subsequent papers.
