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Abstract
Neural networks have recently been established as a
viable classification method for imaging mass spec-
trometry data for tumor typing. For multi-laboratory
scenarios however, certain confounding factors may
strongly impede their performance. In this work, we
introduce Deep Relevance Regularization, a method
of restricting what the neural network can focus on
during classification, in order to improve the clas-
sification performance. We demonstrate how Deep
Relevance Regularization robustifies neural networks
against confounding factors on a challenging inter-lab
dataset consisting of breast and ovarian carcinoma.
We further show that this makes the relevance map
– a way of visualizing the discriminative parts of the
mass spectrum – sparser, thereby making the classi-
fier easier to interpret.
1 Introduction
1.1 Tumor Typing with IMS data
In recent years, imaging mass spectrometry (IMS)
has seen an increased interest for applications in
pathology [Aichler and Walch, 2015, Kriegsmann
et al., 2015, Alberts et al., 2018]. As its data
is spatially resolved, connections between the
morphological structures of the examined tissue
and its biochemical properties can be uncovered
[Stoeckli et al., 2001]. While immunohistochem-
ical (IHC) stainings can reliably detect certain
a priori known biomarkers, the incorporation of
further biochemical information may be beneficial
for correctly determining the tumor type. One
interesting avenue is the analysis of formalin-fixed,
paraffin-embedded (FFPE) tissue, which is the
standard tissue preparation and storage method
in clinical pathology. Combined with IMS modal-
ities such as MALDI-IMS (matrix-assisted laser
desorption/ionization IMS [Caprioli et al., 1997]),
these allow for high-throughput analysis. With the
rise of machine learning, processing the obtained
mass spectra in an automated fashion has become
feasible. In particular, the classification of these
mass spectra allows for tumor (sub-)typing if suitable
training data is available. Such training data can be
annotated by a pathologist according to the tissue’s
morphological features, IHC stainings, the patient
history and other available information, which may
not even be available at test time.
One complication lies in technical variability of the
mass spectra. These may stem from just small dif-
ferences in the measurements. As each measure-
ment involves several experimental steps (includ-
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ing tissue preparation), each aspect can contribute
to unexpected effects within the data and add up
[Cordero Hernandez et al., 2019, Buck et al., 2018].
These differences can act as confounding factors dur-
ing training and thus cause a classification pipeline
to classify based not only on biologically plausible
features, but also on data artifacts. Any classifica-
tion pipeline thus needs to exhibit robustness to these
kinds of confounding factors.
This is especially relevant in many real-world scenar-
ios, where the training data was obtained under dif-
ferent conditions than the data the model is applied
to. In particular, this includes clinical applications
for tumor typing, where the training data would typ-
ically not be created at the same time or even the
same place as the data derived from the patient’s tu-
mor tissue.
1.2 Classification of IMS data for Tu-
mor Typing
Classically, when constructing a classification
pipeline for IMS data, one has to decide on a com-
bination of a multitude of methods, each of which
may end up having a large impact on the result:
First, the data needs to be preprocessed. This may
include different types of normalization (e.g. TIC
normalization) [Deininger et al., 2011], smoothing or
denoising of the spectra. Then, methods for feature
extraction or feature selection need to be applied,
which ensures that only the most descriptive or
discriminative aspects of the data are passed on to
the classifier. Often, this is accompanied by a dimen-
sionality reduction. This is not only beneficial for
numerical reasons, but may also alleviate the curse of
dimensionality, a phenomenon that impairs the per-
formance of classifiers on data of high dimensionality
(cf. [Friedman et al., 2001]). Methods for feature
extraction and/or selection include supervised peak
picking, non-negative matrix factorization [Lee and
Seung, 1999, Boskamp et al., 2017, Leuschner et al.,
2018], principal component analysis or autoencoders
[Thomas et al., 2016]. These features are then
passed to an appropriate classifier, such as linear
discriminant analysis classifiers (LDA), support
vector machines (SVM), neural networks (NN) or
random forests [Boskamp et al., 2017, Galli et al.,
2016].
Since the number of possible combinations of these
steps is very large, constructing a good classification
pipeline is a very challenging task. This is impeded
by the fact that most methods require some form of
hyperparameter tuning.
Another important aspect lies in the interpretability
of the obtained classification pipeline. In order to be
accepted by doctors and patients alike, a biologically
plausible and interpretable model is desirable, which
allows for further validation besides classification
accuracies. If the mass spectra are e.g. classified
with a simple linear classifier based on a subselection
of peaks (e.g. based on AUC-values), the classifier’s
weights provide information which peaks the classi-
fier takes into account the most. This can then be
checked against a priori known cancer biomarkers.
If on the other hand the feature extraction is
performed with a kernel PCA [Scho¨lkopf et al., 1998]
and the resulting features are then classified using a
perceptron [Rosenblatt, 1958], a verification of the
biological plausibility of this pipeline is much more
difficult, since neither the features nor the classifier
allow for a direct interpretation.
1.3 Tumor Typing using Deep Learn-
ing
Another concept for tumor typing based on IMS
data can be realized through Deep Learning [LeCun
et al., 2015], where a deep NN is trained in an end-
to-end fashion directly on raw (or normalized) mass
spectra without performing any separate feature
extraction. Neural networks consist of a cascade of
parametric transformations (called the layers of the
NN), which are then jointly optimized with a final
logistic regression layer for classification. In a sense,
this means that the neural network may be able to
automatically learn the optimal feature extraction
for the classification task at hand (with respect to
the chosen network architecture). In [Behrmann
et al., 2018], a suitable neural network architecture
named IsotopeNet was introduced, as visualized
in Figure 1. Through convolutional layers [LeCun
et al., 1989], it extracts local structures (such as the
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Figure 1: IsotopeNet applied to a mass spectrum of a
lung tumor, from [Behrmann et al., 2018]. The convo-
lutional and locally-connected layers are only applied
as many times as necessary for the receptive fields to
cover the isotopic patterns of peptides, based on the
’averagine’ model [Senko et al., 1995]. Afterwards, a
fully-connected layer translates these to class mem-
bership scores.
(relative) heights and positions of neighboring ion
abundances, peaks and isotopic patterns), which are
then related to their position on the mass spectrum.
2 Materials and Methods
2.1 Neural Networks for IMS Data
Here, we very briefly review neural networks and their
application to classification for IMS data. For more
in-depth information, interested readers are referred
to [Behrmann et al., 2018, LeCun et al., 2015, Good-
fellow et al., 2016].
For a problem with C classes (which will be set
to C = 2 in the later experiments), a neural net-
work for classification can be described as a function
fθ : Rn → RC , which assigns a score fθ(x) to a mass
spectrum x ∈ Rn. For MALDI-TOF data, typically
n = 105 . . . 106. The classification is performed ac-
cording to the highest score, i.e.
Fθ(x) = arg maxi fθ(x)i.
The function fθ is often a composition of parametric
functions with parameter θ, i.e. fθ = gL ◦· · ·◦g1, but
other network topologies are also common. Each of
these functions is called a layer. A prototypical ex-
ample of such a layer is a convolutional layer defined
by
g : x 7→ ReLU(K ∗ x+ b), (1)
where K ∗ x represents the convolution of x with a
filter kernel K, b is a bias vector and ReLU is a cer-
tain nonlinear function, the rectified linear unit [He
et al., 2015]. K and b are the trainable parameters
of this layer. The trainable parameters of the whole
network are then represented by the vector θ.
In the case of classification networks, the output of
the network is converted to a distribution of class
membership probabilities via the softmax-function
given by
softmax : z 7→ (p1, . . . , pC)T , where pi = ezi∑C
k=1 e
zk
.
We write pθ(x) := softmax(fθ(x)) and call z = fθ(x)
the logit-vector of the spectrum x. The network is
trained by employing the principle of empirical risk
minimization (ERM). This amounts to minimizing
1
N
N∑
i=1
L
(
pθ(x
(i)), y(i)
)
, (2)
w.r.t. θ, where L denotes the negative log-likelihood
loss function and where {(x(i), y(i))}i=1,...,N is the
training set of labelled mass spectra. This loss is
typically minimized with stochastic gradient descent
or modifications thereof, such as Adam [Kingma and
Ba, 2014].
The IsotopeNet-architecture, while optimized for the
specific structure of IMS data, follows the principles
presented here.
2.2 Interpretation of Classification
Results
In order to be accepted as part of the medical di-
agnosis toolbox, an automated classification pipeline
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needs to allow for some degree of interpretability.
While some models, e.g. linear models, exhibit in-
herent interpretability via inspection of their weights,
black-box models such as neural networks do not al-
low for this. Nevertheless, a multitude of attribution
methods for neural networks have been developed,
which allow for a post hoc interpretation by provid-
ing some estimate of feature importance for the clas-
sification. The relevance map ρθ(x, y) ∈ Rn should
exhibit large positive values at the parts of the in-
put x that act as strong evidence for class y, whereas
large negative values should signify strong counterev-
idence against class y. Values close to 0 should play
little to no role in the classification.
Attribution methods roughly fall into one of two
categories: perturbation-based attribution meth-
ods and backpropagation-based attribution meth-
ods. Perturbation-based methods such as Occlu-
sion [Zeiler and Fergus, 2014] and Prediction Dif-
ference Analysis [Zintgraf et al., 2017] observe the
influence on the classification score after perturb-
ing different parts of the input. Backpropagation-
based methods typically calculate their relevance at-
tribution via modifications of gradient backpropa-
gation in the neural network. Among these are
saliency maps [Simonyan et al., 2013] (unmodified
gradients), the misnomered deconvolution [Zeiler and
Fergus, 2014], guided backpropagation [Springenberg
et al., 2014], layer-wise relevance propagation [Bach
et al., 2015] and its generalization deep Taylor de-
composition [Montavon et al., 2017a,b], DeepLIFT
[Shrikumar et al., 2016], forward-backward inter-
pretability [Balu et al., 2017], VisualBackProp [Bo-
jarski et al., 2016], Excitation Backprop [Zhang et al.,
2016], GradCAM [Selvaraju et al., 2016] and Pattern-
Net/PatternAttribution [Kindermans et al., 2017].
In [Behrmann et al., 2018], a first step towards in-
terpretable neural networks for IMS data was taken.
The authors propose to inspect ∇xfyθ (x), the gradi-
ent of the logit prediction score with respect to the
class y. This is the aforementioned saliency map, as
it is often called in the field of computer vision. The
gradient represents the input-output-sensitivity and
thus serves as a simple attribution method, which
parts of the input spectrum influence the classifica-
tion the most. The authors further identify a problem
with this approach: Since
∇xfyθ (x) =
(
∂fyθ (x)
∂x1
, . . . ,
∂fyθ (x)
∂xn
)T
,
each entry represents the change in fyθ (f) per unit of
xi, i.e. per a certain number of measured ions (up
to linearization). A fixed difference in the number of
measured ions may mean a very large relative change
for a rare ion, but a miniscule change for a very abun-
dant ion. The authors thus propose to multiply each
entry by its standard deviation on the training set as
a crude measure of the ’typical’ rate of change of ions
at this m/z-position.
Here, we choose a different approach that is theoret-
ically well-founded and which ends up being concep-
tionally very similar, the above-mentioned layerwise
relevance propagation (LRP). While LRP has a few
varieties, we choose a variant (z-rule) that allows for
easy implementation in order to encourage adoption
by researchers and practitioners. Propagating from
the value of an output neuron back to the input, LRP
uses a conservation law in order to assign a neuron’s
relevance according to its additive contribution to its
output. As [Ancona et al., 2017], [Kindermans et al.,
2016], [Shrikumar et al., 2016] show, for neural net-
works with exlusively ReLU nonlinearities, LRP re-
duces to
ρθ(x, y) = x∇xfyθ (x) (3)
(where  denotes the entry-wise multiplication),
which is the case e.g. for IsotopeNet and many other
neural network architectures.
2.3 Deep Relevance Regularization
For IMS data used in tumor classification tasks, it
can often be assumed that only a small fraction of
each input spectrum is actually relevant in the clas-
sification. Due to artifacts induced during the tissue
preparation or the spectral measurement (such as de-
localization or ion suppression effects [Cole, 2011]),
some region of the mass spectra may, however, cor-
relate with a certain class, despite not actually being
a biomarker. This may e.g. occur, if the test data
was recorded with a different machine or by a differ-
ent operator than training data. A low number of
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training samples aggravates this problem, since this
makes distinguishing noise from signal more difficult.
Ideally, we would like to restrict our model to only
take into account the most relevant m/z-values, while
ignoring the above mentioned data artifacts. One
such restricted model can be regarded as simpler and
may thus be expected to be more robust to overfit-
ting.
In other words, for the classifier to only take into
account the most important parts of x, the vector
ρθ(x, y) should generally be sparse, i.e. have most
entries close to zero. To this end, we modify our
training objective to be
min
θ
1
N
N∑
i=1
[
L(pθ(x(i)), y(i)) +R(λ, ρθ(x(i), y(i)))
]
,
(4)
where the regularization term R(λ, ρθ(x, y)) assumes
low values for sparse relevance maps and high values
for non-sparse (dense) relevance maps. Here, λ con-
trols the regularization strength. The formulation
in (4) ensures that the resulting classifier fθ strikes
a balance between accuracy and relevance sparsity.
We call this proposed approach Deep Relevance
Regularization (DRR). For sufficiently overparame-
terized model families (like most NNs), DRR can be
regarded as a model selection mechanism, in which
case one might hope to find a model which does not
even reduce the accuracy at all compared to the un-
regularized network. This approach is conceptionally
similar to [Ross et al., 2017] and [Rieger et al., 2019].
Generally, a sparser relevance map can be expected
to be easier to interpret, because fewer m/z-values
would need to be tested for their biological relevance.
A natural measure for sparsity is the ’0-norm’
‖ρθ(x, y)‖0, which counts the non-zero entries of
ρθ(x, y). The 0-norm is unsuited for optimization
purposes, however, because it has derivative 0 almost
everywhere and exhibits jump discontinuities. Fur-
thermore, it may be too restrictive for our purposes,
since a very small entry of ρθ(x, y) is given the same
weight as a very large entry. We therefore use the 1-
norm as a proxy measure for sparsity. The sparsity-
promoting property of the 1-norm is well known in
areas such as inverse problems, compressed sensing
and machine learning. One example is the LASSO
for linear regression [Tibshirani, 1996], where the loss
function
‖Y −WX‖F + λ‖W‖1 (5)
is minimized1 with respect to W with data matri-
ces X and Y , which leads to sparse W . However, a
well-known phenomenon that arises in LASSO mod-
els is that out of a group of highly correlated pat-
terns, only one (or few) are selected by W . This can
be explained by the model gaining additional sparsity
through dropping this supposedly ’redundant’ infor-
mation. If this is not desired, the effect can be mit-
igated by adding an additional regularization term
µ‖W‖2F to (4), where µ ≥ 0. The resulting model is
then called the elastic net [Zou and Hastie, 2005]. In
trypsin-digested IMS data, highly correlated patterns
are found on several levels: Each peak is several m/z-
bins wide, isotopic patterns consist of several neigh-
boring peaks and peptide patterns contain correlated
patterns of different peptides. If one wishes to in-
clude this information for DRR, a similar regulariza-
tion term should be employed. This also offers ad-
vantages for interpretability, since this information
is retained. For these reasons, in the following we
choose
R(λ, ρθ(x, y)) = λ1‖ρθ(x, y)‖1 + λ2‖ρθ(x, y)‖22 (6)
to be the DRR term in the objective (4) for
λ1, λ2 ≥ 0.
Whether the ’surviving’ m/z-values are actually bio-
logically relevant or themselves confounding factors,
is to be determined empirically. We however ex-
pect that e.g. differing baselines between the classes
should result in large intervals of the spectrum being
deemed ’relevant’ for the classification, in contrast to
isolated peaks, which can be expected to be the result
of specific measured ions.
2.3.1 Logit or Softmax Scores
It is generally advisable to use logit scores instead of
softmax scores for the calculation of the LRP-term
1Here, ‖·‖1 denotes the entrywise 1-norm, not the operator
1-norm.
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(3). This is because for softmax scores, the gra-
dients (and thus the relevance maps) tend to 0 as
class prediction probabilities tend to either 0 or 1.
This is especially striking in the 2-class case. Let
(p1, p2)
T := pθ(x) and (z1, z2)
T := fθ(x), then
∇xp1 = p1(1− p1) (∇xz1 −∇xz2)
∇xp2 = ∇x(1− p1) = −∇xp1.
When using this as the relevance function for DRR,
this has the adverse effect that the samples with prob-
abilities close to 50% are penalized more strongly
than those that the NN is ’surer’ about. However, for
the already well-classified samples in the training set,
one can ’afford’ a more restrictive model (i.e. with
a higher imposed sparsity on the relevance), whereas
the badly-classified examples require more flexibility.
Note that this logic is reversed for test data: For
badly-classified examples in the test set, a more re-
strictive model (i.e. higher λ1, λ2) can be expected to
yield a better classification for spectra that are diffi-
cult to classify. What are the ’right’ values of λ1 and
λ2 can however not be assessed purely by training on
the training set, because performance on the training
set tends to be highest for the most unrestricted mod-
els. One should therefore select these values based on
a (cross- or hold-out) validation procedure.
2.3.2 DRR and Weight Regularization
One might also consider applying a sparsity penalty
to the weights instead of the relevance map. For mul-
tilayer perceptrons (MLPs, i.e. NNs that consist only
of fully-connected units), this is a sensible approach,
as apprioriately-set zeroes in the first layer will elim-
inate the influence of certain entries of x. In most
common situations, as in the case of e.g. IsotopeNet,
this is however not adequate:
• For high-dimensional data (like IMS data), the
number of weights of deep NNs may increase
drastically. Apart from memory restrictions, this
also increases the likelihood of overfitting. Fur-
thermore, these do not make use of localized
information, for which convolutional layers are
more suited, as explained in [Behrmann et al.,
2018].
• In convolutional layers, parameter sparsity im-
plies neither sparse gradients nor activations:
For example, a very large convolutional kernel
with zeroes everywhere except for the entry 1 in
the middle, while being highly sparse, realizes
exactly the identity function2.
• Residual connections [He et al., 2016] allow for
the training of very deep NNs and are ubiqui-
tous in classification architectures (such as Iso-
topeNet). Here, penalizing the norm of weights
lead to a mapping that is close to the identity
function.
For the last two points, however, certain activation
functions like ReLU may affect the sparsity as well.
Another big advantage of DRR over weight sparsity
is that of higher flexibility: For MLPs, a zero in the
first hidden layer’s weight matrix excludes this m/z-
position for every examined mass spectrum. DRR on
the other hand allows the model to assign a low rele-
vance to a certain position for some mass spectrum,
whereas the model may assign a high relevance to it
for a different spectrum. In other words, the neural
network may individually ’decide’ whether a certain
peak is relevant for the classification of a mass spec-
trum.
2.4 Data Aquisition
2.4.1 Tissue Preparation
Here, we give a brief description of the used dataset,
which is a subset of the data used in [Cordero Hernan-
dez et al., 2019]. Readers interested in the minutiae
of the data acquisition protocols are referred to the
original publication.
FFPE tissue samples from breast carcinoma (N = 99
patients, all human epidermal growth factor (Her2)
positive) and ovarian carcinoma (N = 84 patients,
various kinds) were kindly provided by the University
Hospital Heidelberg in accordance with the regula-
tions of the local ethics committee. The cancer biop-
sies were assembled to four tissue microarray (TMA)
blocks as cylindrical tissue cores with 1 mm diame-
ter. Two of these TMAs consisted solely of breast
2For zero-padded convolutions.
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tissue, while the other two consisted solely of ovar-
ian tissue3. Slices of 5 µm thickness were washed in
an ethanol series and antigen retrieval was performed
in a Tris buffer. Tryptic digestion was performed on-
tissue. CHCA matrix was applied with an ImagePrep
device (Bruker Daltonik, Bremen, Germany).
2.4.2 IMS Measurement
The same TMAs were measured in two different lab-
oratories, one in Bremen (HB) and one in Trier (TR).
In both cases, the measurements were performed
with an autoflex speed MALDI mass spectrometer
(Bruker) in positive-ion mode. Mass spectra were
collected with 100 µm spacing between spot centers.
An external calibration was performed using Peptide
Calibration Standard II (Bruker). Mass resolving
power was approx. R = 11 000. The mass accu-
racy was visually estimated to be approx. 50 – 100
ppm.
Afterwards, the matrix was removed with 100%
methanol, which was followed by an H&E staining.
A pathologist annotated regions of high tumor con-
centration, which were transferred to the recorded
MALDI measurement on the level of single IMS spots
and henceforth used as labels for the data analysis.
Note that this was done separately for each section
measured in the two laboratories, such that their an-
notated regions differ. After this procedure, the HB
measurement consisted of 5230 spectra of breast tu-
mors and 6777 spectra of ovarian tumors. For TR,
3479 points were assigned the label ’breast’ and 4621
were assigned the label ’ovary’.
2.4.3 Preprocessing
A baseline correction of the MALDI IMS data was
performed using SCiLS Lab (version 2017a, SCiLS,
Bremen, Germany) with default settings. Next, the
data was imported into MATLAB (version 2018a,
MathWorks, Natick, MA, USA), and for this study
reduced to the m/z-range 800 Da – 2000 Da. The
3Note that Cordero Hernandez et al. [2019] used 5 TMA
blocks. We discarded one TMA of ovarian tissue samples in
order to take the stark class imbalance out of the equation.
spectra were subsequently normalized by total ion
count.
3 Experiments
In the following, we will describe the experiments
performed on the dataset described in section 2.4.
In order to simulate realistic, real-world clinical
applications, we will never report test scores on the
same patients or the same lab as the data the model
was trained on. Along with the fact that the breast
and ovarian tissue were placed on different TMAs,
this carries the danger of a neural network learning
biologically irrelevant factors.
As a performance measure for this binary clas-
sification problem, we used the (class) balanced
accuracy balAcc = 12
(
TP
TP+FN +
TN
TN+FP
)
, where
TP/(TP+FN) denotes the true positive rate and
TN/(TN+FP) denotes the true negative rate (with
respect to class ’breast’). This measure is not biased
by the proportions of class abundance in the data,
unlike the accuracy (i.e. the fraction of correctly
classified samples).
We first train baseline neural networks without DRR,
which we then compare to DRR-regularized net-
works. The regularization strength for DRR is chosen
based on a cross-validation (CV) procedure within
the same lab. For a fair comparison with other es-
tablished methods, we further train a linear model on
a peak-picking approach, where the number of peaks
is determined according to the same hyperparameter
search strategy as in the case of DRR. This was e.g.
used in [Boskamp et al., 2017, Behrmann et al., 2018,
Leuschner et al., 2018] as well as a baseline.
3.1 Unregularized Networks
In order to obtain the above-mentioned baseline to
compare our model against, we first train a vanilla
IsotopeNet [Behrmann et al., 2018] without DRR.
To this end, we employ an inter-lab cross-validation
procedure, where we divide the patients randomly
into 5 roughly equally-sized groups. For every cross-
validation configuration, we then train on 4 folds of
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one lab and afterwards classify the other lab’s spectra
of the patients not used for training. This is done for
both labs. The procedure is visualized in Figure 3(a).
This 5-fold CV procedure for 2 labs results in a total
of 10 neural networks trained for the unregularized
baseline model. As the predicted labels form disjoint
sets, we can calculate the balanced accuracy for their
disjoint union.
Since our target is a high class-balanced accuracy,
one should take the class proportions into account
in the training procedure, such that members of rare
classes are assigned more weight than members of a
frequent class. For a spectrum-label pair (x, y), we
weigh its loss L(pθ(x), y) in the ERM-term (2) in-
versely proportional to the relative abundance of class
y. We normalize this by the number of classes, such
that the original ERM (2) is recovered for balanced
classes. This resulting class-weighted ERM-term is
thus written as
1
N
N∑
i=1
wy · L
(
pθ(x
(i)), y(i)
)
, (7)
with wy =
1
C · NNy , where Ny denotes the number
of samples of class y in the respective training
set. This is a common approach, for example
utilized as the standard option for class weighting
in scikit-learn, a popular machine learning
library in Python [Pedregosa et al., 2011]. The
calculations were performed in our MATLAB-
library MSClassifyLib, which serves as an API to
Tensorflow 1.12, using an NVIDIA GeForce GTX
1080Ti GPU.
Results
The above-described procedure resulted in a (spot-
wise) balanced accuracy of just 37.3%. When
aggregating over the patients (i.e. when assigning a
single label to each patient according to a majority
vote over the their spots), the balanced accuracy
drops even further to 34.9%. As these results
are worse than guessing on average, they suggest
that the neural networks learn confounding factors
instead of biologically relevant properties.
In order to check this, we make use of layerwise
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Figure 2: Mean relevance maps per class of one of
the five test folds of the HB lab. Large intervals of
seemingly relevant peaks instead of isolated peaks in-
dicate that confounding factors (e.g. baselines) are
being learned.
relevance propagation. In Figure 2, the average
relevance map with respect to the respective correct
class of one of the test sets (on HB) is visualized.
While a few singular peaks appear, the neural
network mostly seems to regard larger intervals as
relevant. This points towards confounding factors
(e.g. differing baselines) being learned instead of
actual biomarkers.
We emphasize that we decided to visualize the rele-
vances with respect to the logit of the correct class.
While the logit of the other class may be larger
(resulting in a misclassification), both relevance
maps may be inspected independently.
We further tried out weight decay as a regularization
strategy with different parameter values, which was
not successful either. This underlines that this is not
a problem of overfitting (induced by using too little
training data), but a true distribution shift between
the training and test data. Furthermore, there may
be spurious correlations between the two classes due
to them being present on separate TMAs.
3.2 Application of DRR
We now repeat the experiment using DRR, with oth-
erwise equal settings. Our goal is to find out whether
a neural network with DRR trained on data from one
lab performs well on another lab’s data. For this rea-
son, a fair hyperparameter selection strategy should
be employed, which only uses information from the
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training lab. We therefore employ a nested inter-lab
cross-validation strategy, which is visualized in Fig-
ure 3. The outer CV corresponds to the same CV as
for the unregularized network. Every training set of
the outer CV is again randomly divided into 5 folds
(based on patients) for the inner CV. There, different
values for the regularization strength are tested on
the respective remaining fold, this time on the same
laboratory as the training data.
Due to the relatively high computational cost of
training many neural networks, we chose the same
value for λ1 and λ2 in (6) for faster training, which
we will call λ. This results in a linear growth in
the number of tried-out parameter values instead
of a quadratic growth, which saves a considerable
amount of computation time. In prior intra-lab
experiments, this was found as a useful heuristic
for TIC-normalized data. The optimal value for
λ was searched for on the logarithmic grid G =
(10−5, 10−4.5, . . . , 10−2), consisting of 7 values in to-
tal. In the prior experiments, this was deemed a sen-
sible range, at the ends of which the performance
started to drop again. After the inner CV is finished,
we do not choose the value for λ with the respective
highest validation score, but the next highest value
in the grid G (if there is one). We chose this ap-
proach, because of the induced overoptimism from
validating on the same laboratory as the training set.
In other words: For the test sets on the outer CV
(which stem from a different lab than the training
data), we expect to require a more robust model (i.e.
a higher value of λ) than for the validation sets. This
approach mirrors strategies like the one-standard er-
ror rule (cf. e.g. [Hastie et al., 2015]), which is an-
other popular heuristic for choosing more robust reg-
ularization parameters. For this cohort, a total of
2 · 5 · 5 · 7 + 2 · 5 = 360 neural networks were thus
trained, taking roughly 25 GPU-days. While this is
a long time, the training of a single model just takes
between 1.5 and 2 hours. By using hyperparameter
choice heuristics such as the one proposed in Figure
4, the computation time can be greatly reduced.
Results
The balanced accuracy for this cohort was 77.4%,
or 80.6% aggregated on patient-level. This stark in-
HB
TR
HB
TR
(a) Outer CV (b) Inner CV
Figure 3: Visualization of the inter-lab nested cross-
validation procedure. For the outer CV, the models
are trained on one lab (shown in red), but tested
on the data from the remaining patients recorded in
the other lab (shown in green). In order to choose
a good hyperparamter for the DRR, an inner CV is
employed, where the model is tested on the same lab
(shown in blue). This is done for both labs.
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Figure 4: Parameter choice for different validation
folds of the inner CV. While on HB, the performance
is a little more consistent than on TR, the drop in
balanced accuracy towards the upper and lower ends
indicate a mostly suitable choice of parameter range.
In practice, one could try to determine this range and
choose the mean on the logarithmic scale as a simple
heuristic.
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Figure 5: The network trained with deep relevance
regularization produces a much sparser mean rele-
vance map on the same test set as the unregularized
network in Figure 2. This may mean that actual
biomarkers are being learned instead of confound-
ing factors. Interestingly, the trained neural net-
work only seems to collect ’pro-ovary’ evidence for
the class ’ovary’, whereas it collects both evidence
and counter-evidence for class ’breast’.
crease in accuracy suggests that instead of confound-
ing factors, relevant information is being learned,
which persists across measurements. We therefore
inspect the mean relevance maps (per class) of the
same fold as in the case of the unregularized network
and visualize them in Figure 5. As desired, these are
much sparser than those of the unregularized neural
network (Figure 2).
3.3 Comparison to Linear Model
We employ the same inter-lab cross-validation pro-
cedure for hyperparameter tuning to a comparison
model. To be precise, we tune a supervised peak-
picking method, whose selected peaks are classified
with a linear discriminant analysis classifier (LDA),
the same baseline method as in [Boskamp et al.,
2017, Behrmann et al., 2018, Leuschner et al., 2018].
For the peak-picking, we select the k m/z-values
with the highest area under the receiver operating
characteristic curve (AUROC) on the respective
training set. Like in the case of DRR, the number
k is chosen based on the performance in the inner
CV. Due to the relatively low computation time, we
chose a grid of 16 numbers for k between 5 and 200.
Analogously to the DRR-experiment, we chose the
next-lowest value on this grid (if possible) compared
Table 1: Balanced accuracies (spot-wise and patient-
wise) for the unregularized NN, the deep relevance
regularized NN and the LDA with AUROC feature
selection.
NN DRR-NN ROC/LDA
Spot-level 37.3% 77.4% 75.5%
Patient-level 34.9% 80.6% 78.8%
to the value that gave the best performance on the
(intra-lab) validation set.
Results
The above setup leads to a spot-wise balanced accu-
racy of 75.5% (78.8% aggregated over patients). Only
taking into account a small subset of m/z-values ap-
parently tends to filter out some of the confounding
factors, mirroring the DRR-network approach. Still,
the performance of the neural network with DRR is
superior to this linear classification model.
3.4 Inspection of Relevance Maps
In the following, we will take a closer look at the
relevance maps induced by both deep relevance reg-
ularized networks and unregularized neural networks.
In Figure 6, we visualize the cosine similarity
cos(u, v) =
uT v
‖u‖2‖v‖2 (8)
between the average relevance map for one lab’s
training folds and the respective test fold of the
other lab. The DRR-NNs’ relevance maps exhibit a
much higher inter-lab cosine similarity between train-
ing and test sets than their unregularized counter-
parts. When using an unregularized neural network,
it seemingly tends to focus on different portions of the
input for unseen data from a different lab. Assum-
ing that relevance maps indeed highlight biologically
relevant features, this explains the much better per-
formance when applying DRR.
While we previously examined only average rele-
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Figure 6: These plots show the cosine similarities be-
tween the mean relevance maps of the training sets
(from one lab) and the respective test set (from the
other lab), using the correct labels. Relevance maps
of DRR-regularized NNs are considerably more con-
sistent between training and test sets from different
labs.
vance maps, we now look at how consistently these
m/z-values are taken into account by the network
when using DRR. As exemplified for a high-relevance
peak from Figure 5, in Figure 7 we observe that the
relevances of the chosen peak are quite consistent
throughout each class throughout the test set and
that they are highly indicative of the ground truth
label.
4 Discussion
In this study, we first identified failures of neural
networks for classifying IMS data in the presence of
confounding factors induced by inter-lab settings.
We did so by employing layerwise relevance prop-
agation, a method for assessing which parts of a
mass spectrum contribute most to the classification
decision.
Based on this assessment, we proposed a regular-
ization strategy called deep relevance regularization,
which enforces the classifier to base its decision
on few m/z-values. In contrast to classical feature
selection approaches, this happens individually for
each sample. While a vanilla neural network without
deep relevance regularization yields a very bad
class-balanced accuracy of 37.3% on a challenging
multi-centric tumor typing task, the thus-regularized
Figure 7: Relevances on the same test fold as in Fig-
ure 5 exemplified for a fixed m/z-value, where the two
colors indicate the ground truth. There is a strong
correlation between the ground truth class label and
the relevance for each class.
version increases this score to 77.4%, beating a linear
comparison method. Both the regularized neural
network and the linear method were tuned using
an extensive hyperparameter search with a nested
inter-lab cross-validation method. The obtained
relevance maps of the regularized networks were
indeed much sparser than those of their unregular-
ized counterparts, explaining the vastly improved
performance.
Still, this work leaves much room for further consid-
erations and possible extensions. Layerwise relevance
propagation is just one of many possible attribution
methods, as outlined in section 2.2. While layerwise
11
relevance propagation is both theoretically justified
and easy to implement for many models, there may
be methods that are more suited to the task of IMS
data classification.
The presented framework of deep relevance regular-
ization also makes the incorporation of prior knowl-
edge about measurable biomarkers possible: If one
expects certain m/z-values (e.g. of specific peptides)
to be of importance for the classification task, these
m/z-values can simply be excluded (or assigned a
lower penalty) than the remaining spectrum. This
may be realized using a vector w of weights (e.g.
consisting of zeros and ones), resulting in a modi-
fied penalty term R(λ,w  ρθ(x, y)).
Apart from classification, other tasks such as rep-
resentation learning can be considered. The layer-
wise relevance propagation of an autoencoder can be
equipped with a penalty term, similarly to contrac-
tive autoencoders [Rifai et al., 2011]. By weighting
a-priori known m/z-values as proposed above, one
would steer the resulting presentation towards a de-
sired task – e.g. for biologically sensible dimension-
ality reduction before clustering.
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