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(ABSTRACT)
The main objective of this work is to design robust, fast, and practical controllers for gantry
and tower cranes. The controllers are designed to transfer the load from point to point as fast
as possible and, at the same time, the load swing is kept small during the transfer process and
completely vanishes at the load destination. Moreover, variations of the system parameters,
such as the cable length and the load weight, are also included. Practical considerations,
such as the control action power, and the maximum acceleration and velocity, are taken into
account. In addition, friction eﬀects are included in the design using a friction-compensation
technique.
The designed controllers are based on two approaches. In the ﬁrst approach, a gain-
scheduling feedback controller is designed to move the load from point to point within one
oscillation cycle without inducing large swings. The settling time of the system is taken to
be equal to the period of oscillation of the load. This criterion enables calculation of the con-
troller feedback gains for varying load weight and cable length. The position references for
this controller are step functions. Moreover, the position and swing controllers are treated
in a uniﬁed way. In the second approach, the transfer process and the swing control are
separated in the controller design. This approach requires designing two controllers inde-
pendently: an anti-swing controller and a tracking controller. The objective of the anti-swing
controller is to reduce the load swing. The tracking controller is responsible for making the
trolley follow a reference position trajectory. We use a PD-controller for tracking, while the
anti-swing controller is designed using three diﬀerent methods: (a) a classical PD controller,
(b) two controllers based on a delayed-feedback technique, and (c) a fuzzy logic controllerthat maps the delayed-feedback controller performance.
To validate the designed controllers, an experimental setup was built. Although the
designed controllers work perfectly in the computer simulations, the experimental results are
unacceptable due to the high friction in the system. This friction deteriorates the system
response by introducing time delay, high steady-state error in the trolley and tower positions,
and high residual load swings. To overcome friction in the tower-crane model, we estimate
the friction, then we apply an opposite control action to cancel it. To estimate the friction
force, we assume a mathematical model and estimate the model coeﬃcients using an oﬀ-line
identiﬁcation technique using the method of least squares.
With friction compensation, the experimental results are in good agreement with the
computer simulations. The gain-scheduling controllers transfer the load smoothly without
inducing an overshoot in the trolley position. Moreover, the load can be transferred in a
time near to the optimal time with small swing angles during the transfer process. With
full-state feedback, the crane can reach any position in the working environment without
exceeding the system power capability by controlling the forward gain in the feedback loop.
For large distances, we have to decrease this gain, which in turn slows the transfer process.
Therefore, this approach is more suitable for short distances. The tracking-anti-swing control
approach is usually associated with overshoots in the translational and rotational motions.
These overshoots increase with an increase in the maximum acceleration of the trajectories .
The transfer time is longer than that obtained with the ﬁrst approach. However, the crane
can follow any trajectory, which makes the controller cope with obstacles in the working
environment. Also, we do not need to recalculate the feedback gains for each transfer distance
as in the gain-scheduling feedback controller.
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Introduction
Cranes are widely used to transport heavy loads and hazardous materials in shipyards,
factories, nuclear installations, and high-building construction. They can be classiﬁed into
two categories based on their conﬁgurations: gantry cranes and rotary cranes.
Gantry cranes are commonly used in factories, Figure 1.1. This type of cranes in-
corporates a trolley, which translates in a horizontal plane. The payload is attached to the
trolley by a cable, whose length can be varied by a hoisting mechanism. The load with the
cable is treated as a one-dimensional pendulum with one-degree-of-freedom sway. There is
another version of these cranes, which can move also horizontally but in two perpendicular
directions. The analysis is almost the same for all of them because the two-direction motions
could be divided into two uncoupled one-direction motions.
Rotary cranes can be divided into two types: boom cranes which are commonly used
in shipyards, and tower cranes which are used in construction, Figure 1.2. In these cranes,
the load-line attachment point undergoes rotation. Another degree of freedom may exist for
this point. For boom cranes, this point moves vertically, whereas it moves horizontally in
tower cranes. Beside these motions, the cable can be lowered or raised. The cable and the
load are treated as a spherical pendulum with two-degree-of-freedom sway.
1Hanafy M. Omar Chapter 1. Introduction 2
Figure 1.1: Gantry crane
In this work, we design our controllers based on a linearized model of tower cranes.
Hence, the nonlinearities, such as Coulomb friction, are not included. Unfortunately, when
the designed controllers were validated on a tower-crane model, we found that the friction is
very high. This friction results in high steady-state error for position control even without
swing control. If the swing control is included, the response is completely unacceptable.
Therefore, controllers designed based on linear models are not applicable to real systems
unless the friction is compensated for. This can be done by estimating the friction, and then
applying an opposite control action to cancel it, which is known as friction compensation,
Figure 1.3. To estimate the friction force, we assume a mathematical model, and then we
estimate the model coeﬃcients using an oﬀ-line identiﬁcation technique, such as the method
of least squares (LS). First, the process of identiﬁcation is applied to a theoretical model
of a DC motor with known friction coeﬃcients. From this example, some guidelines and
rules are deduced for the choice of the LS parameters. Then, the friction coeﬃcients of theHanafy M. Omar Chapter 1. Introduction 3
(a) Boom crane.
(b) Tower crane.
Figure 1.2: Rotary cranes.Hanafy M. Omar Chapter 1. Introduction 4
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Figure 1.3: Friction compensation diagram.
tower-crane model are estimated and validated.
1.1 Crane Control Approaches
Cranes are used to move a load from point to point in the minimum time such that the
load reaches its destination without swinging . Usually a skilful operator is responsible for
this task. During the operation, the load is free to swing in a pendulum-like motion. If the
swing exceeds a proper limit, it must be damped or the operation must be stopped until the
swing dies out. Either option consumes time, which reduces the facility availability. These
problems have motivated many researchers to develop control algorithms to automate crane
operations. However, most of the existing schemes are not suitable for practical implemen-
tation. Therefore, most industrial cranes are not automated and still depend on operators,
who sometimes fail to compensate for the swing. This failure may subject the load and the
environment to danger. Another diﬃculty of crane automation is the nature of the crane
environment, which is often unstructured in shipyards and factory ﬂoors. The control algo-
rithm should be able to cope with these conditions. Abdel-Rahman et al. (2002) presented
a detailed survey of crane control. In the following, we concentrate on reviewing the general
approaches used in this ﬁeld.Hanafy M. Omar Chapter 1. Introduction 5
The operation of cranes can be divided into ﬁve steps: gripping, lifting, moving the
load from point to point, lowering, and ungripping. A full automation of these processes
is possible, and some research has been directed towards that task (Vaha et al., 1988).
Moving the load from point to point is the most time consuming task in the process and
requires a skillful operator to accomplish it. Suitable methods to facilitate moving loads
without inducing large swings are the focus of much current research. We can divide crane
automation into two approaches. In the ﬁrst approach, the operator is kept in the loop and
the dynamics of the load are modiﬁed to make his job easier. One way is to add damping
by feeding back the load swing angle and its rate or by feeding back a delayed version of the
swing angle (Henry et al., 2001; Masoud et al., 2002). This feedback adds an extra trajectory
to that generated by the operator. A second way is to avoid exciting the load near its natural
frequency by adding a ﬁlter to remove this frequency from the input (Robinett et al., 1999).
This introduces time delay between the operator action and the input to the crane. This
delay may confuse the operator. A third way is to add a mechanical absorber to the structure
of the crane (Balachandran et al., 1999). Implementing this method requires a considerable
amount of power, which makes it impractical.
In the second approach, the operator is removed from the loop and the operation is
completely automated. This can be done using various techniques. The ﬁrst technique is
based on generating trajectories to transfer the load to its destination with minimum swing.
These trajectories are obtained by either input shaping or optimal control techniques. The
second technique is based on the feedback of the position and the swing angle. The third
technique is based on dividing the controller design problem into two parts: an anti-swing
controller and a tracking controller. Each one is designed separately and then combined to
ensure the performance and stability of the overall system.
Since the load swing is aﬀected by the acceleration of the motion, many researchers
have concentrated on generating trajectories, which deliver the load in the shortest possible
time and at the same time minimize the swing. These trajectories are obtained generallyHanafy M. Omar Chapter 1. Introduction 6
by using optimization techniques. The objective function can be either the transfer time
(Manson, 1982), or the control action (Karihaloo and Parbery, 1982), or the swing angle
(Sakaw and Shindo, 1981). Another important method of generating trajectories is input
shaping, which consists of a sequence of acceleration and deceleration pulses. These sequences
are generated such that there is no residual swing at the end of the transfer operation
(Karnopp et al., 1992; Teo et al., 1998; Singhose et al., 1997). The resulting controller is
open-loop, which makes it sensitive to external disturbances and to parameter variations.
In addition, the required control action is bang-bang, which is discontinuous. Moreover,
it usually requires a zero-swing angle at the beginning of the process, which can not be
realized practically. To avoid the open-loop disadvantages, many researches (Beeston, 1983;
Ohnishi et al., 1981) have investigated optimal control through feedback. They found out
that the optimal control performs poorly when implemented in a closed-loop form. The
poor performance is attributed to limit cycles resulting from the oscillation of the control
action around the switching surfaces. Zinober (1979) avoided the limit cycles by rotating the
switching surfaces. This approach can be considered as sub-optimal time control. However,
the stability of the system has not been proven. Moreover, the control algorithm is too
complex to be implemented practically.
Feedback control is well-known to be less sensitive to disturbances and parameter
variations. Hence, it is an attractive method for crane control design. Ridout (1989a)
developed a controller, which feeds back the trolley position and speed and the load swing
angle. The feedback gains are calculated by trial and error based on the root-locus technique.
Later, he improved his controller by changing the trolley velocity gain according to the error
signal (Ridout, 1989b). Through this approach, the system damping can be changed during
transfer of the load. Initially, damping is reduced to increase the velocity, and then it is
increased gradually. Consequently, a faster transfer time is achieved. However, the nominal
feedback gains are obtained by trial and error. This makes the process cumbersome for
a wide range of operating conditions. Salminen et al. (1990) employed feedback control
with adaptive gains, which are calculated based on the pole-placement technique. Since theHanafy M. Omar Chapter 1. Introduction 7
gains are ﬁxed during the transfer operation, his control algorithm can be best described
as gain scheduling rather than adaptation. Hazlerigg (1972) developed a compensator with
its zeros designed to cancel the dynamics of the pendulum. This controller was tested on a
physical crane model. It produced good results except that the system was underdamped.
Therefore, the system response was oscillatory, which implies a longer transfer time. Hurteau
and Desantis (1983) developed a linear feedback controller using full-state feedback. The
controller gains are tuned according to the cable length. However, if the cable length changes
in an unqualiﬁed way, degradation of the system performance occurs. In addition, the tuning
algorithm was not tested experimentally.
As mentioned before, the objective of the crane control is to move the load from point
to point and at the same time minimize the load swing. Usually, the controller is designed
to achieve these two tasks simultaneously, as in the aforementioned controllers. However,
in another approach used extensively, the two tasks are treated separately by designing
two feedback controllers. The ﬁrst task is an anti-swing controller. It controls the swing
damping by a proper feedback of the swing angle and its rate. The second task is a tracking
controller designed to make the trolley follow a reference trajectory. The trolley position and
velocity are used for tracking feedback. The position trajectory is generally based on the
classical velocity pattern, which is obtained from open-loop optimal control or input shaping
techniques. The tracking controller can be either a classical Proportional-Derivative (PD)
controller (Henry, 1999; Masoud 2000) or a Fuzzy Logic Controller (FLC) (Yang et al., 1996;
Nalley and Trabia, 1994; Lee et al., 1997; Itho et al., 1994; Al-Moussa, 2000). Similarly,
the anti-swing controller is designed by diﬀerent methods. Henry (1999) and Masoud (2002)
used delayed-position feedback, whereas Nalley and Trabia (1994), Yang et al. (1996), and
Al-Moussa (2000) used FLC. Separation of the control tasks, anti-swing and tracking, enables
the designer to handle diﬀerent trajectories according to the work environment. Generally,
the cable length is considered in the design of the anti-swing controller. However, the eﬀect
of the load mass is neglected in the design of the tracking controller. The system response
is slow compared with that of optimal control or feedback control.Hanafy M. Omar Chapter 1. Introduction 8
Raising the load (hoisting) during the transfer is needed only to avoid obstacles. This
motion is slow, and hence variations in the cable length can be considered as a disturbance
to the system. Then, the eﬀect of variations in the cable length is investigated through
simulation to make sure that the performance does not deteriorate. However, there are few
studies that include hoisting in the design of controllers (e.g., Auernig and Troger, 1987).
The eﬀect of the load weight on the dynamics is usually ignored. However, Lee (1998)
and Omar and Nayfeh (2001) consider it in the design of controllers for gantry and tower
cranes. From these studies, we ﬁnd that, for very heavy loads compared to the trolley weight,
the system performance deteriorates if the load weight is not included in the controller design.
1.2 Friction Compensation
Friction in mechanical systems has nonsymmetric characteristics. It depends on the direction
of the motion as well as the position (Canudas, 1988). There are several methods to overcome
friction eﬀects. The ﬁrst uses high-feedback-gain controllers, which may reduce the eﬀect
of the friction nonlinearities. However, this approach has severe limitations because the
nonlinearities dominate any compensation for small errors. Limit cycles may appear as
a consequence of the dynamic interaction between the friction forces and the controller,
especially when the controller contains integral terms. The second uses high-frequency bias
signal injection. Although it may alleviate friction eﬀects, it may also excite high-frequency
harmonics in the system. The third uses friction compensation, which aims to remove the
eﬀect of friction completely.
The third method has an advantage over the other methods because the system
becomes linear after compensation. So, control algorithms based on the linear model can
be applied directly. The compensation is done by estimating the friction of the system, and
then applying an opposite control action to cancel it. The compensation can be done on-lineHanafy M. Omar Chapter 1. Introduction 9
to track the friction variations, which may occur due to changes in the environment and
mechanical wear. Many researchers developed adaptive friction compensation for various
applications using diﬀerent adaptation techniques and models (Canudas et al., 1986; Li and
Cheng, 1994). However, to obtain a good estimate of friction using the adaptive approach,
one needs to persistently excite the system (Astrom and Wittenmark, 1994). In our system,
the input signals do not have this characteristic. Moreover, friction can be assumed to be
constant during the operation without aﬀecting the system performance. This enables us to
estimate the friction oﬀ-line using an appropriate persistent excitation.
The estimation process requires a model of friction. Friction models have been ex-
tensively discussed in the literature (Armstrong et al., 1994; Canudas, 1995). It is well
established that friction is a function of the velocity; however, there is disagreement about
the relationship between them. Among these models, we choose the one proposed by Canudas
et al. (1986) because of its simplicity and because it represents most of the friction phenom-
ena observed in our experiment, Figure 3.1. This model consists of constant viscous and
Coulomb terms. These constants change with the motion direction.
1.3 Motivations and Objectives
Most of the controllers are designed for gantry cranes and a few are designed for tower cranes.
Furthermore, a considerable proportion of tower-crane controllers are based on open-loop
methods (Golashani and Aplevich, 1995), which are not suitable for practical applications.
Those who considered feedback control (e.g., Robinett et al., 1999) ignored the eﬀect of
parameter variations. The developed controllers are slow and the coupling between the
rotational and translational motions of the tower crane are not well handled. Most of the
previous work is based on the assumption of a frictionless system. In real systems, friction
has a strong impact on the system performance, and it should be included in the controller
design.Hanafy M. Omar Chapter 1. Introduction 10
The main objective of this work is to design robust, fast, and practical controllers
for gantry and tower cranes to transfer loads from point to point in a short time as fast
as possible and, at the same time, keep the load swing small during the transfer process
and completely eliminate it at the load destination. Moreover, variations of the system
parameters, such as the cable length and the load weight, are taken into account. Practical
considerations, such as the control action power, maximum acceleration, and velocity, are
also taken into account. In addition, friction eﬀects are included in the design using a friction
compensation technique.
1.4 Dissertation Organization
This work is organized as follows:
Chapter 1 is an introduction to crane systems with a literature review of crane au-
tomation, followed by motivations and objectives.
In Chapter 2, we develop full nonlinear mathematical models of gantry and tower
cranes. Then, these nonlinear models are simpliﬁed in diﬀerent ways to make them suitable
for controller design.
In Chapter 3, a friction compensation algorithm is introduced followed by a procedure
for estimating the friction coeﬃcients. This chapter also contains the design, analysis, and
simulation of the control algorithms. First, we design a gain scheduling PD controller for
the linear model of gantry cranes. Next, this controller is modiﬁed to handle tower cranes
by considering the coupling between the rotational and translational motions. The gains of
the PD controller are obtained as a function of the cable length and the load weight. Then,
we use another approach in which the transfer process and the swing control are separated
in the controller design. This approach requires designing two controllers independently: an
anti-swing controller and a tracking controller. The objective of the anti-swing controller isHanafy M. Omar Chapter 1. Introduction 11
to reduce the load swing. The tracking controller aims to track the trajectory generated by
the anti-swing controller and the reference trajectory. According to this approach, we design
a classical PD controller and a fuzzy controller for anti-swinging. Two anti-swing controllers
based on a delayed feedback technique are also introduced.
In Chapter 4, a tower crane model is used to test the proposed control algorithms.
The layout of the experimental setup is described. The system parameters are calculated
and then used to estimate the friction coeﬃcients. The results are discussed and the merits
and pitfalls of diﬀerent control approaches are identiﬁed.
Chapter 5 contains the conclusions and suggestions for future work.Chapter 2
Modeling
2.1 Gantry Cranes
We use the Lagrangian approach to derive the equations of motion. It follows from Figure 2.1
that the load and trolley position vectors are given by
~ rL = {x + Lsin(φ), −Lcos(φ)} and ~ rT = {x,0} (2.1)
Then, the kinetic and potential energies of the whole system are given by
T =
1
2
m~ ˙ rL · ~ ˙ rL +
1
2
M ~ ˙ rT · ~ ˙ rT (2.2)
V = −mgLcos(φ) (2.3)
Let the generalized forces corresponding to the generalized displacements ~ q = {x,φ} be
~ F = {Fx,0}. Constructing the Lagrangian L = T − V and using Lagrange’s equations
d
dt
µ
∂L
∂ ˙ qj
¶
−
∂L
∂qj
= Fj, j = 1,2 (2.4)
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Figure 2.1: Gantry-crane model.
we obtain the following equations of motion:
(m + M) ¨ x + mL¨ φcos(φ) + m¨ Lsin(φ) + 2m ˙ L ˙ φcos(φ) − mL ˙ φ
2 sin(φ) = Fx (2.5)
L¨ φ + g sin(φ) + 2 ˙ L ˙ φ + ¨ xcos(φ) = 0 (2.6)
For safe operation, the swing angle should be kept small. In this study, we assume
that changing the cable length is needed only to avoid obstacles in the path of the load. This
change can be considered small also. Using these two assumptions and dividing equation (2.5)
by M, we reduce the equations of motion to
¨ x − mtgφ = ¯ Fx (2.7)
L¨ φ + gφ + ¨ x = 0 (2.8)
where
mt =
m
M
, ¯ Fx =
Fx
M
(2.9)
Because the motor has a small time constant relative to the mechanical system, the force
exerted by it can be considered as a constant gain and expressed as
¯ Fx = KmxVx (2.10)
where Vx is the input voltage to the motor.Hanafy M. Omar Chapter 2. Modeling 14
Figure 2.2: Tower-crane model.
2.2 Tower Cranes
We use the Lagrangian approach to derive the equations of motion of tower cranes. It follows
from Figure 2.2 that the load and trolley position vectors can be written as
~ rL = {x − Lcos(θ)sin(φ), Lsin(θ),−Lcos(θ)cos(φ)}
~ rT = {x,0,0} (2.11)
The velocities of the trolley and the load can be calculated using
~ ˙ r =
d~ r
dt
+ ~ ω ×~ r (2.12)
where ~ ω = {0,0, ˙ γ} is the angular velocity of the tower. The kinetic and potential energies
are given by
T =
1
2
m~ ˙ rL · ~ ˙ rL +
1
2
M ~ ˙ rT · ~ ˙ rT +
1
2
Jo˙ γ
2 (2.13)
V = −mgLcos(θ)cos(φ) (2.14)
where Jo is the moment of inertia of the tower and the jib about the z-axis. The generalized
forces corresponding to the generalized displacement vector ~ q = {x,φ,γ,θ} areHanafy M. Omar Chapter 2. Modeling 15
~ F = {Fx,0,Tγ,0} (2.15)
Constructing the Lagrangian L = T − V and using Lagrange’s equations
d
dt
µ
∂L
∂ ˙ qj
¶
−
∂L
∂qj
= Fj, j = 1,2,3,4 (2.16)
we obtain the equations of motion
(m + M)¨ x + mLcos(θ)sin(φ)˙ γ
2 − (m + M)x˙ γ
2 − 2mLcos(θ)˙ γ ˙ θ + mLcos(θ)sin(φ)˙ θ
2
+ 2mLcos(φ)sin(θ)˙ θ ˙ φ − 2m ˙ L(sin(θ)˙ γ + mLcos(θ)sin(φ) ˙ φ
2 − sin(θ)sin(φ)˙ θ
+ cos(θ)cos(φ) ˙ φ) − mcos(θ)sin(φ)¨ L − mLsin(θ)¨ γ + mLsin(θ)sin(φ)¨ θ
− mLcos(θ)cos(φ)¨ φ = Fx (2.17)
Lcos(θ)
2¨ φ + cos(θ)(g sin(φ) − Lcos(θ)cos(φ)sin(φ)˙ γ
2 + cos(φ)x˙ γ
2 − cos(θ)cos(φ)¨ x
+ 2Lcos(θ)cos(φ)˙ γ ˙ θ − 2Lsin(θ)˙ θ ˙ φ + 2 ˙ L(cos(φ)sin(θ)˙ γ + cos(θ) ˙ φ))
+ Lcos(θ)cos(φ)sin(θ)¨ γ = 0 (2.18)
(Jo + mL
2sin(θ)
2 + mcos(θ)
2L
2sin(φ)
2 − 2mcos(θ)Lsin(φ)x + mx
2 + Mx
2)¨ γ
+ 2mcos(θ)x ˙ L˙ θ − mLsin(θ)x˙ θ
2 − 2mcos(φ)L
2sin(θ)
2 ˙ θ ˙ φ − mcos(θ)L
2 sin(θ)sin(φ) ˙ φ
2
− mL ˙ L(2sin(φ)˙ θ − cos(φ)sin(2θ) ˙ φ) + x(−2mcos(θ)sin(φ) ˙ L + 2(m + M)˙ x)
+ mL
2(cos(φ)
2 sin(2θ)˙ θ + cos(θ)
2 sin(2φ) ˙ φ) + 2mL((sin(θ)
2 + cos(θ)
2sin(φ)
2) ˙ L
− cos(θ)sin(φ)˙ x + sin(θ)sin(φ)x˙ θ − cos(θ)cos(φ)x ˙ φ)) + msin(θ)x¨ L − mLsin(θ)¨ x
+ (−(mcos(θ)
2L
2 sin(φ)) − mL
2sin(θ)
2 sin(φ) + mcos(θ)Lx)¨ θ
+ mcos(θ)cos(φ)L
2 sin(θ)¨ φ = Tγ (2.19)
L¨ θ + g cos(φ)sin(θ) + 2cos(θ)˙ x˙ γ −
1
4
Lsin(2θ)˙ γ
2 −
1
4
Lcos(φ)
2 sin(2θ)˙ γ
2 − xsin(θ)sin(φ)˙ γ
2
+
1
4
Lsin(2θ)sin(φ)
2˙ γ
2 + ˙ L(−2sin(φ)˙ γ + 2˙ θ) − Lcos(φ)˙ γ ˙ φ + Lcos(θ)
2 cos(φ)˙ γ ˙ φ
+ Lcos(φ)sin(θ)
2˙ γ ˙ φ + Lcos(θ)sin(θ) ˙ φ
2 + sin(θ)sin(φ)¨ x + (−Lsin(φ) + xcos(θ))¨ γ = 0
(2.20)Hanafy M. Omar Chapter 2. Modeling 16
Equations (2.17)-(2.20) are nonlinear and complex; they are used in the simulations.
However, for analysis and control design, we need to simplify them. We assume small swing
angles, neglect the cable length variations, and assume that the rates of change of x and γ
are the same order of magnitude as the swing angles and their rates. Dividing equations
(2.17) and (2.18) by M and Jo, respectively, we obtain
¨ x + mtgφ = ¯ Fx (2.21)
L¨ φ + gφ − ¨ x + L¨ γθ = 0 (2.22)
(1 + Mrx
2)¨ γ − mrgxθ = ¯ Tγ (2.23)
L¨ θ + gθ + x¨ γ − L¨ γφ = 0 (2.24)
where
mt =
m
M
, Mr =
M
Jo
, mr =
m
Jo
, ¯ Fx =
Fx
M
, ¯ Tγ =
Tγ
Jo
(2.25)
The two motors are modeled as constant gains; that is,
¯ Fx = KmxVx (2.26)
¯ Tγ = KmγVγ (2.27)
For controller design, we need to simplify these equations further. We neglect the nonlinearHanafy M. Omar Chapter 2. Modeling 17
terms and reduce equations (2.21)-(2.24) to
¨ x + mtgφ = KmxVx (2.28)
L¨ φ + gφ − ¨ x = 0 (2.29)
(1 + Mrx
2)¨ γ − mrgxθ = KmγVγ (2.30)
L¨ θ + gθ + x¨ γ = 0 (2.31)
Equations (2.28) and (2.30) represent the translational motion, and equations (2.30) and
(2.31) represent the rotational motion.Chapter 3
Design of Control Algorithms
In this chapter, we design control algorithms using two approaches. In the ﬁrst approach, a
gain-scheduling feedback controller is designed to move loads from point to point within one
oscillation cycle without inducing large swings. The settling time of the system is taken to
be equal to the period of oscillation of the load. This criterion enables the calculation of the
controller feedback gains for varying load weights and cable lengths. The position references
for this controller are step functions. Moreover, the position and swing control are treated
in a uniﬁed way.
In the second approach, the transfer process and the swing control are separated in
the controller design. This approach requires designing two controllers independently: an
anti-swing controller and a tracking controller. The objective of the anti-swing controller
is to reduce the load swing. The tracking controller aims to follow a reference trajectory.
We use a PD-controller for tracking, while the anti-swing controller is designed using three
diﬀerent methods: (a) a classical PD controller, (b) two controllers based on a delayed-
feedback technique, and (c) a fuzzy logic controller that maps the delayed-feedback controller
performance.
Throughout this work, we design the controllers based on the linear model of the
18Hanafy M. Omar Chapter 3. Design of Control Algorithms 19
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Figure 3.1: Friction model.
gantry crane. Next, these controllers are modiﬁed to handle tower cranes by considering the
coupling between the rotational and translational motions.
3.1 Friction Estimation and Compensation
The friction model in Figure 3.1 can be expressed in the form
Ff = (c+ − b+ ˙ x)η + (−c− − b− ˙ x)ξ + Ffs(1 − η)(1 − ξ) (3.1)
where c and b are the Coulomb and viscous friction coeﬃcients, respectively, the positive
and minus signs refer to the positive and negative directions of the velocity, and Ffs is the
stiction friction at zero-velocity. The stiction friction theoretically appears at zero velocity.
It opposes the motion until the control action exceeds it. It also depends on the direction of
the motion. To cancel it, we need to reverse the control action after it passes zero velocity,
which generates limit cycles. Consequently, the system response becomes oscillatory and the
response is unacceptable. To avoid this problem, we assume the stiction to be a continuousHanafy M. Omar Chapter 3. Design of Control Algorithms 20
function of the control action with a sharp slope in the form
Ffs = fsh + fs tanh(AV ) (3.2)
where fs and A are the magnitude and slope of the friction. A shift fsh is introduced to
account for asymmetric characteristics of the friction. Due to the error resulting from the
numerical computation and diﬀerentiation, the zero velocity should be deﬁned as a region
instead of a crisp value. Therefore, we introduce the parameters ξ and η deﬁned as
ξ = 0, η = 0 |˙ x| < ds
ξ = 0, η = 1 ˙ x > ds
ξ = 1, η = 0 ˙ x < −ds
(3.3)
where ds is the upper limit of the zero-velocity region.
The Coulomb and viscous friction coeﬃcients are determined using the method of
least squares, while the stiction friction parameters are determined experimentally to be
equal to the control action at which the motor starts to move. Then, the estimated friction
force Ff is added to the control action to linearize the model as follows:
¨ x = Km(u − Ff/Km) → ¨ x = KmV (3.4)
where V is the control action determined from the linear model. The actual control action
is
u = V + Ff/Km (3.5)
where Km is the motor constant, which is a known parameter.
The translational and rotational motions outside the zero-velocity region, without
stiction friction, can be represented by
¨ x + b˙ x = Kmu − c+η + c−ξ (3.6)
Without aﬀecting the friction model, we denote the viscous friction coeﬃcient by b for both
directions. Using this notation, we write the linear model of equation (3.6) as
¨ x + b˙ x = Kmu (3.7)Hanafy M. Omar Chapter 3. Design of Control Algorithms 21
The discrete form of this linear system with a sampling period Ts and a zero-order hold is
X(z)
V (z)
=
a1z + a2
(z − 1)(z − a)
(3.8)
where
a1 =
Km
b2 (bTs − 1 + e
−bTs)
a2 =
Km
b2 (1 − e
−bTs − bTse
−bTs) (3.9)
a = e
−bTs
It is diﬃcult to obtain a linear regression form using the above parameters. Assuming bTs
to be small and approximating e−bTs with 1 − bTs, we obtain a1 = 0, a2 = KmT 2, and
a = 1 − bTs. Then, the simpliﬁed discrete form of equation (3.7) can be written as
[x(k) − 2x(k − 1) + x(k − 2)]/T
2
s = −b[x(k − 2) − x(k − 1)]/Ts + Kmu(k − 2) (3.10)
We can put this discrete model in another form by deﬁning the discrete acceleration and
velocity as
¨ xd(k) = [x(k) − 2x(k − 1) + x(k − 2)]/T 2
s
˙ xd(k) = [x(k − 2) − x(k − 1)]/Ts
(3.11)
Then, the discrete form in equation (3.10) becomes
¨ xd(k) = −b˙ xd(k) + Kmu(k − 2) (3.12)
Adding the Coulomb friction to the model and considering the viscous friction in both
directions, we write the discrete model as
¨ xd(k) = −b+ ˙ xd(k)η − b− ˙ xd(k)ξ + Kmu(k − 2) − c+η + c−ξ (3.13)
The regression form in matrix notation is
y(k) = φ(k)Θ (3.14)Hanafy M. Omar Chapter 3. Design of Control Algorithms 22
where
y(k) =
¨ xd(k)
Km
− u(k − 2)
φ(k) =
h
˙ xd(k)η ˙ xd(k)ξ −η ξ
i
Θ =
h
b+
Km
b−
Km
c+
Km
c−
Km
iT
Using the method of least squares, we calculate the unknown parameters vector Θ from
Θ = (Y
TY )
−1Y
TΦ (3.15)
where Y = [y(1) y(2) ...y(n)], Φ = [φ(1) φ(2) ...φ(n)], and n is the number of samples.
To apply the estimation technique, we stabilize the system using a PD controller.
Then, a PE reference is applied. The output is ﬁltered and then used to estimate the
unknown parameters using equation (3.15). First, the procedure is applied to a theoretical
model with known parameter values to understand the eﬀect of friction on the estimation.
From this study, we obtain some guidelines for the real-system estimation. The model used
in this theoretical study is
¨ x = KmV + (c+ − b+ ˙ x)η + (−c− − b− ˙ x)ξ (3.16)
where η and ξ are as described before but with ds = 0. We choose the parameter values to
be Km = 1.7, b+ = 1.8, b− = 5.5, c+ = 1.1, and c− = 1.2. The output of the PD controller
is determined from
V = K(Xref − x − Kd ˙ x) (3.17)
The reference velocity is not used because we found that it overestimates the parameter
values. In this study, we use two sets of gains. The ﬁrst is based on the feedback gains
determined from the gain-scheduling feedback controller: Kp = 4.4 and Kd = 1.33. The
other is based on the tracking controller: K = 100 and Kd = 0.2. For the signal to be
PE, it should contain n sinusoidal components for estimating 2n parameters (Astrom and
Wittenmark, 1994). The reference signal is chosen to be
Xref = 0.3sin(
2π
4
t) − 0.4sin(
2π
3
t) (3.18)Hanafy M. Omar Chapter 3. Design of Control Algorithms 23
Table 3.1: Eﬀect of the zero-band length on the estimation using Kp = 4.4 and Kd = 1.33.
ds b+/Km b−/Km c+/Km c−/Km
exact 2.8 5.5 1 1.2
0 5.341387 8.694841 0.669620 0.855119
0.005 3.640265 6.285023 0.893631 1.119057
0.01 2.899597 5.625552 0.991304 1.189285
0.05 2.832908 5.519729 1.000881 1.201942
0.1 2.823311 5.517687 1.002365 1.202331
For the ﬁrst set of gains, the response is shown in Figure 3.2. It contains a large band
of zero velocity due to friction. The acceleration in this band is very high and oscillatory due
to the discontinuity in friction. The data in this band should be excluded from the estimation
to obtain good results. Table 3.1 shows the estimated parameters with diﬀerent values for the
zero-velocity band ds. Including the zero-band in the estimation gives incorrect results. The
zero-band should be increased to include all oscillatory accelerations, and it should not pass
this limit to have enough data for good estimation. We should mention that the zero-band
is nearly 0.01 m/sec.
The data used in this theoretical study do not contain noise except for that generated
from the numerical diﬀerentiation. So, we do not need to ﬁlter the data before the estimation
process. However, for the real system there is noise, which should be removed by a low-pass
ﬁlter. The critical parameter in the ﬁlter choice is the cut-oﬀ frequency ωc. It should
be chosen so that the system frequencies are kept, and the unwanted high frequencies are
removed. In systems without Coulomb friction, the maximum frequency in the output can be
estimated from the input signal to the system. However, in the presence of Coulomb friction,
high frequencies are generated in the output. These frequencies should not be removed
because they are due to friction. So, we have to ﬁnd out the maximum frequency, whichHanafy M. Omar Chapter 3. Design of Control Algorithms 24
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Figure 3.2: Simulation response with friction using Kp = 4.4 and Kd = 1.33.
should be kept to obtain a good representation of friction in the output signal. Figure 3.3
shows the Fast Fourier Transform FFT of the output in the presence and absence of Coulomb
friction. We note that Coulomb friction introduces high frequencies in the system. Table 3.1
shows the estimated parameters with diﬀerent cut-oﬀ frequencies. The high frequency in the
reference signal is 0.25Hz. The zero-band velocity is chosen to be ds = 0.05. We note that
the ﬁlter used for the oﬀ-line estimation is a Butterworth ﬁlter of order 5 with zero-phase
response (Oppenheim et al., 1989). However, we have to keep in mind that this zero-phase
ﬁlter can not be implemented in real-time control.
To reduce the eﬀect of the zero-band velocity on the estimation, we use the second
set of high PD gains. Figure 3.4 shows the response of the same system when the PD gains
changed to Kp = 100 and Kd = 0.2. We note that the zero-band velocity is very smallHanafy M. Omar Chapter 3. Design of Control Algorithms 25
Table 3.2: Eﬀect of the ﬁlter cut-oﬀ frequency on the estimation which includes Coulomb
friction using Kp = 4.4 and Kd = 1.33.
ωc b+/Km b−/Km c+/Km c−/Km
exact 2.8 5.5 1 1.2
0.5 5.823359 9.735506 0.725377 0.727089
1.0 3.101434 5.687506 0.995972 1.216083
2.0 2.643425 5.408402 1.031581 1.216711
5.0 2.817789 5.524590 1.003190 1.201192
10.0 2.836635 5.520508 1.000291 1.201844
Table 3.3: Eﬀect of the ﬁlter cut-oﬀ frequency on the estimation without Coulomb friction
using Kp = 4.4 and Kd = 1.33.
ωc b+/Km b−/Km c+/Km c−/Km
exact 2.8 5.5 0.0 0.0
0.5 3.281546 4.786741 -0.052189 .090821
1.0 2.545240 5.607126 0.062907 -0.01946
2.0 2.715645 5.537910 0.025070 -0.003621
5.0 2.819954 5.524590 0.000689 0.000550
10.0 2.819037 5.517529 0.001074 0.000335Hanafy M. Omar Chapter 3. Design of Control Algorithms 26
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Figure 3.3: The simulated response and FFT of the output: —– with friction and - - - -
without friction.
compared to that of the ﬁrst set of gains. Table 3.4 shows the values of the estimated
parameters for diﬀerent values of ds, whereas Table 3.5 shows the eﬀect of ωc with ds = 0.02.
From this study, we obtain some guidelines, which can be beneﬁcial in real-system
estimation. These guidelines are summarized as follows:
• Coulomb friction adds high frequencies to the system output. These frequencies should
not be removed by ﬁltering, otherwise the estimated parameters will not be correct,
especially the viscous friction coeﬃcients. Therefore, the ﬁlter cut-oﬀ frequency should
be chosen properly. It should be increased with Coulomb friction. At the same time,
high frequencies resulting from the measurement and numerical diﬀerentiation should
be removed. It was found that a cut-oﬀ frequency of 0.1fs is a reasonable choice, where
fs is the sampling frequency.Hanafy M. Omar Chapter 3. Design of Control Algorithms 27
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Figure 3.4: The simulated response with friction using the tracking gains Kp = 100 and
Kd = 0.2.
Table 3.4: Eﬀect of the zero-band value on the estimation with Coulomb friction using the
tracking gains Kp = 100 and Kd = 0.2.
ds b+/Km b−/Km c+/Km c−/Km
exact 2.8 5.5 1 1.2
0 2.979380 5.642228 0.885693 1.112756
0.01 2.849118 5.542317 0.981689 1.185655
0.02 2.832579 5.530738 0.993986 1.194183
0.05 2.823444 5.521993 1.000868 1.200712Hanafy M. Omar Chapter 3. Design of Control Algorithms 28
Table 3.5: Eﬀect of the ﬁlter cut-oﬀ frequency on the estimation with Coulomb friction using
the tracking gains Kp = 100 and Kd = 0.2.
ωc b+/Km b−/Km c+/Km c−/Km
exact 2.8 5.5 1 1.2
0.5 4.213892 5.877469 0.121192 0.776435
1.0 3.253598 6.169105 0.708620 0.722327
5.0 2.842247 5.576426 0.987037 1.160845
10.0 2.830800 5.536750 0.995481 1.189793
• The acceleration and velocity are obtained by numerical diﬀerentiation, which intro-
duces some errors, especially around zero velocity. Also, due to the discontinuity in
the friction at zero velocity, the acceleration is very high and oscillatory. This results
in bad estimates of the friction coeﬃcients. Therefore, the data in the zero-velocity
region should be excluded to obtain a realistic estimation.
• The estimated friction coeﬃcients are not greatly aﬀected by the change in the motor
constant Km. A small error in determining Km does not aﬀect the estimation process.
3.2 Gain-Scheduling Adaptive Feedback Controller
We use state feedback to control the position of the trolley and at the same time reduce the
load swing. We ﬁrst propose a controller having the form
Vx = K (xr − Kxx − K˙ x ˙ x + Kφφ) (3.19)
Now, the question arises on how to adjust the gains in this controller to obtain the best
performance for a wide range of cable lengths and loads. The main objective is to make the
swing angle as small as possible. The minimum number of load oscillations during which thisHanafy M. Omar Chapter 3. Design of Control Algorithms 29
can be achieved is one cycle. We note that, when the trolley response is critically damped,
the load completes one cycle, which indicates that the settling time for the trolley should be
equal to the period of the load. We use this criterion to choose the location of the closed-loop
poles and hence the feedback gains (Hurteau and Desantis, 1983). The design procedure is
described next.
To make the trolley response critically damped, we choose its poles to be repeated
and equal to −a. Because the load performance should be oscillatory, we choose its poles to
be −ζ ωn ± ωn
p
1 − ζ2j. The ﬁnal closed-loop characteristic equation is
(s + a)
2 ¡
s
2 + 2ζ ωns + ω
2
n
¢
= 0 (3.20)
From simulations, the best damping ratio that can be chosen is ζ = 1 √
2
. Using the above
mentioned settling time criterion, we have
4
a
=
2π
p
g/L
→ a =
4
p
g/L
2π
(3.21)
Comparing the required closed-loop characteristic equation (3.20) with that of the
system, we obtain the following four nonlinear algebraic equations:
πKK˙ xKmx − 8
r
g
L
− 4πξωn = 0 (3.22)
2Lπ ωn (8
r
g
L
ξ + π ωn) − π
2 K Kmx(LKx + Kφ) (3.23)
+8g − gπ
2 (2 + mt) = 0
8π
r
g
L
Lωn
2 − gπ
2 K K˙ x Kmx + 16g ξ ωn = 0 (3.24)
8ω
2
n − π
2KKxKmx = 0 (3.25)
The steady-state error is given by A
³
1 − 1
Kx
´
, where A is the value of the step input to the
system. For zero steady-state error, we let Kx = 1. Because Kmx is known and ﬁxed, weHanafy M. Omar Chapter 3. Design of Control Algorithms 30
end up with four equations in the four unknowns (K,K˙ x,Kφ,ωn), which can be calculated
symbolically as functions of (mt, L). At this stage, there is no control over K, which is the
dominant factor in determining the maximum acceleration of the trolley, especially at the
beginning of the motion.
Because the acceleration increases as the error increases, for long travel distances, the
motor acceleration required at the beginning will be very high, which is not realistic. Also,
this acceleration increases as L decreases because it will be required to move the load to its
target in a short time; this requires a high speed and consequently a large acceleration at
the beginning of the process. To overcome this problem, we predetermine K not to exceed
the maximum acceleration of the motor. Now, we end up with four equations in the four
unknowns (Kx, K˙ x, Kφ,ωn), which can be calculated as before as functions of (mt, L, K).
However, the steady-state error will not be zero. To make it zero, we add another gain. This
leads to the full-state feedback controller
v = K
³
xrm − Kxx − K˙ x ˙ x + Kφφ + K ˙ φ ˙ φ
´
(3.26)
Applying the characteristic equation (3.20) and comparing it with that of the system, we
obtain four nonlinear equations, which are the same as equations (3.22)-(3.25) except that
there is an additional term πKKτK ˙ φ in equation (3.22). By choosing Kx= 1 to obtain a
zero steady-state error and choosing K not to exceed the maximum available control action,
we determine
¡
K˙ x, Kφ,K ˙ φ, ωn
¢
as functions of the remaining parameters (mt,L).
The stability of the system is governed by ωn. For asymptotic stability, it should be
positive, which is guaranteed when the gains are calculated.
3.2.1 Tower Cranes
The translational equations of motion are similar to the equations of motion of gantry cranes.
The same controller can be used for controlling this motion. The rotational equations ofHanafy M. Omar Chapter 3. Design of Control Algorithms 31
motion are coupled with the translational equations by the trolley position x. This coupling
can be relaxed by assuming x to be constant at any instant. This enables the use of the same
control techniques used for gantry cranes. Moreover, the feedback gains are varied with the
trolley position.
3.2.2 Simulations
The full nonlinear equations of motion are used in the simulations with the following numer-
ical values in SI units in meters and kilograms:
Kmx = Kmγ = 1.34, Mr = 0.5
The time is scaled by the oscillation period of the load; that is, ¯ t = t
2π/
p
g/L
= t
T . This
scaling makes the responses similar for all values of L.
Gantry Cranes
Variation of the feedback gains with the cable length for mt = 0 using the partial state-
feedback controller is shown in Figure 3.5. We note that K is inversely proportional to
the cable length because the load natural frequency increases with the cable length, which
decreases the system settling time and consequently increases K. So, it is better to raise the
load as much as possible to transfer it in a short time. However, the speed of the trolley should
not exceed the motor maximum speed. The swing-angle gain is linearly proportional to L.
If the swing distance Lφ was used in the feedback instead of φ, Kφ would be independent of
L.
It follows from Figure 3.6 that the swing-angle gain decreases linearly with mt,
whereas the other gains do not change. Examining equation (2.21), we note that mtgφ
can be considered as an extra force in the trolley equation, which aﬀects the trolley accel-Hanafy M. Omar Chapter 3. Design of Control Algorithms 32
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Figure 3.5: Variation of the gains with the cable length using the partial-state feedback
controller when mt = 0: —– K/10, - - - K˙ x, and -.-.-. Kφ/10.
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Figure 3.6: Variation of the feedback gains with the cable length using the partial-state
feedback controller when L = 1m: —– K, - - - K˙ x, -.-.-. Kφ.Hanafy M. Omar Chapter 3. Design of Control Algorithms 33
eration and consequently the swing angle. Variation of Kφ with mt can be considered a
compensation for this force.
The eﬀect of changing the load mass on the performance of the system is shown
in Figure 3.7. From inspection of the time histories, it is seen that the system response
deteriorates if the gains are not adapted for the change in the load mass. An overshoot
and hence an increase in the number of load oscillations occurs if the gains calculated for
mt = 0 were used when mt = 5 because Kφ is larger than that required. We note a similar
deterioration in the performance when the cable length is changed without adapting the
gains, as shown in Figure 3.8. The deterioration increases with increasing cable length and
load weight. However, the performance is more sensitive to variations in the cable length
than to variations in the load mass. We note that, if the gains corresponding to a long cable
were used to control the system with a shorter cable, there would not be an overshoot or
an increase in the load oscillations. This is so because the used gain slow down the system
more than required. Variations of the feedback gains with cable length for mt = 0 and the
load mass for L = 1m using the full-state feedback controller are the same as those obtained
in the case of partial-state feedback controller. The results of implementing the full-state
feedback controller for diﬀerent values of K are shown in Figure 3.9. The control action and
the maximum swing angle decrease with decreasing K, while the response is slightly slower.
Tower Cranes
In these simulations, we choose mt = 1, and hence mr = Mr ∗ mt = 0.5. Variation of
the feedback gains with the trolley position for the rotational motion controller is shown
in Figure 3.10. The swing-angle gain Kθ is inversely proportional to the trolley position x,
while the gain K increases with increasing x. The derivative gain K˙ γ is nearly independent
of the trolley position. The response for L = 1m is shown in Figure 3.11. It shows the
similarity between tower and gantry cranes, the load is transferred such that it completesHanafy M. Omar Chapter 3. Design of Control Algorithms 34
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(a) Trolley position x
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(b) Load swing φ
Figure 3.7: Eﬀect of changing the load mass on (a) the trolley position x and (b) the load
swing angle φ when mt = 5 and L = 1m: —– using the gains corresponding to mt = 5 and
- - - using the gains corresponding to mt = 0.
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(b) Load swing φ
Figure 3.8: Eﬀect of changing the cable length on (a) the trolley position x and (b) the load
swing angle using full-state feedback: —– L = 1m using the adapted gains, - - - - L = 5m
using the gains corresponding to L = 1m, and -.-.-.- L = 5m using the adapted gains.Hanafy M. Omar Chapter 3. Design of Control Algorithms 35
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Figure 3.9: Eﬀect of changing K on the (a) load swing angle φ and (b) the control action
using full-state feedback when L = 1m and mt = 0: —– K = 2, - - - K = 4, and -.-.-.
K = 12.
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Figure 3.10: Variation of the feedback gains with the trolley position using partial-state
feedback for Mr = mr = 0.5: —– K, - - - - K˙ γ, and -.-.-.- Kθ.Hanafy M. Omar Chapter 3. Design of Control Algorithms 36
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(a) Trolley —— x and tower - - - -γ/45
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(b) Load swing angles: —– φ, - - - - θ
Figure 3.11: Time histories of (a) the trolley and tower positions and (b) the load swing
angles for a tower crane using partial-state feedback when L = 1m and mt = 0.5.
only one oscillation cycle at the end of the motion. In Figure 3.12, the cable length is
changed to L = 5m while the gains are calculated for L = 1m. It is obvious that the
response deteriorates if the gains are not adapted to account for the variation in the cable
length L.
The response using full-state feedback with K = 0.4 and L = 1m is shown in Fig-
ure 3.13. Comparing Figures 3.11 and 3.13, we note that the swing and the control action
decrease with decreasing K. At the same time, the response becomes slower because of the
decrease in the control authority.
3.3 Anti-Swing Tracking Controller
In order to make the designed controller valid for all cable lengths and load weights, we start
by normalizing the equations of motion (2.28)-(2.31) using the cable length L and the loadHanafy M. Omar Chapter 3. Design of Control Algorithms 37
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(a) Trolley —– x and tower - - - - γ/45
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(b) Load swing angles: —– φ, - - - - θ
Figure 3.12: Time histories of the system response for a tower crane with L = 5m using
partial-state feedback with the gains calculated for L = 1m and not for L = 5m.
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(a) Load swing angles: —– φ, - - - - θ
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(b) Control action: —– Vτx, - - - - Vτγ
Figure 3.13: Time histories of the system response for a tower crane using full-state feedback
when L = 1m and K = 0.4Hanafy M. Omar Chapter 3. Design of Control Algorithms 38
oscillation period T. In the following, we denote the derivative with respect to τ by a prime
(i.e., dx
dτ = x0). The normalized equations become
¯ x
00 = ¯ Vx (3.27)
φ
00 + aφ = ¯ x
00 (3.28)
γ
00 = ¯ Vγ (3.29)
θ
00 + aθ = −¯ xγ
00 (3.30)
where
¯ Vx =
T 2
L
(KmxVx − mtgφ) (3.31)
¯ Vγ =
T 2
(1 + Mrx2)
(KmγVγ + mrgxθ) (3.32)
a =
4π2
T 2 (3.33)
To make the rotational equations similar to the translational equations, we replace the
rotation angle γ by a new variable y where
y = −¯ xγ (3.34)
In order to simplify the analysis, we assume ¯ x to be constant. With this assumption, theHanafy M. Omar Chapter 3. Design of Control Algorithms 39
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Figure 3.14: A schematic diagram for the anti-swing tracking controller.
rotational equations become
y
00 = ¯ Vy (3.35)
θ
00 + aθ = y
00 (3.36)
where ¯ Vy = −¯ x¯ Vγ. These equations are similar to the translational equations. Therefore,
we design the controllers for only the translational motion. After determining the control
actions ¯ Vx and ¯ Vy, we determine the actual voltages to be sent to the motors from
Vx =
1
Kmx
·
L
T 2
¯ Vx + mtgφ
¸
(3.37)
Vγ =
1
Kmγ
·
−L(1 + Mrx2)
xT 2
¯ Vy − mrg¯ xθ
¸
(3.38)
The block diagram of the anti-swing controller for the translational motion is shown
in Figure 3.14. The controller consists of two parts: a tracking controller and an anti-
swing controller. The function of the tracking controller is to make the trolley follow a
prescribed trajectory, while the function of the anti-swing controller is to damp the load
swing. The tracking controller gains are ﬁrst chosen to obtain good tracking, then the
anti-swing controller gains are determined to obtain good load-swing damping, which willHanafy M. Omar Chapter 3. Design of Control Algorithms 40
ensure the stability of the system. The system stability is determined from the characteristic
equation
(s
2 + a)(s
2 + Gp(s)) + s
2Gs(s) = 0 (3.39)
The design of the tracking controller is based on the position equation (3.27). We
chose a PD controller for simplicity. The control action determined by this controller is
Vxp = Kpx¯ e + Kdx¯ e
0 =
1
L
(Kpxe + T Kdx˙ e) (3.40)
where e represents the position error, which is determined from ¯ e = ¯ xref − ¯ x. The corre-
sponding transfer function in the normalized time domain is given by
Gxp(s) =
Vxp(s)
¯ e(s)
= Kpx + Kdxs (3.41)
The controller gains Kpx and Kdx are chosen to achieve good tracking of the trajectory
without inducing overshoot (i.e., critically damped system). The tracking accuracy increases
as Kpx increases. In order to achieve a critically damping system, we relate the derivative
gain to the proportional gain by
Kdx = 2
p
Kdx (3.42)
In the following analysis and simulations, we use Kpx = 100 and Kdx = 20.
3.3.1 Trajectory Design
The trajectory can be designed using an input shaping technique, which takes into account
load-swing suppression. However, the resulting trajectory requires longer time (Teo et al.,
1998). We can depend on the anti-swing controller for suppressing the load oscillations and
design the trajectory to achieve optimal time. The optimal-time solution of a rigid-body
motion subjected to acceleration and velocity constrains is a rectangular ”bang-bang” input.
For suﬃciently long motion, such that the maximum velocity can be reached, the acceleration
input and velocity proﬁles are shown in Figure 3.15. The ﬁnal time to travel a distance Z isHanafy M. Omar Chapter 3. Design of Control Algorithms 41
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Figure 3.15: Typical optimal-time trajectory: (a) acceleration proﬁle and (b) velocity proﬁle.
computed as
tf = tw + ∆t =
Z
Vmax
+
Vmax
amax
(3.43)
3.3.2 Anti-Swing Controller
The objective of the anti-swing controller is to damp the load oscillations described by the
swing equation
φ
00 + aφ = x
00 = Vxs (3.44)
This equation has zero damping. A damping term can be added by a proper feedback from
the swing angle and its rate using many techniques, such as classical, fuzzy, and delay control.Hanafy M. Omar Chapter 3. Design of Control Algorithms 42
PD Controller
For the classical PD controller, the contribution of the anti-swing controller to the control
action is given by
Vxs = Kpsφ + Kdsφ
0 = Kpsφ + KdsT ˙ φ (3.45)
The corresponding transfer function of this anti-swing controller in the normalized time
domain is given by
Gxs(s) =
Vxs
φ(s)
= Kps + Kdss (3.46)
The controller gains Kps and Kds are chosen to obtain high damping, fast response, and
global stability. We determine the stability of the system by solving the characteristic equa-
tion (3.39). Figure 3.16 shows the stability map as a function of the PD anti-swing controller
gains. The damping ratio shown is determined from the dominating poles. The maximum
damping obtained from this controller is nearly 0.45, which occurs at Kps = 30 and Kds = −8.
Delayed-Feedback Controller
Instead of using the swing angle and its rate in the feedback, a delayed swing angle alone
can do the same task. In this case, the anti-swing controller is given by
Vxs = Kdelφ(t − τdel) ⇒ Gxs(s) =
Vxs
φ(s)
= Kdele
−τdels (3.47)
In this case, the characteristic equation of the system can be written as
(s
2 + a)(s
2 + Kdxs + Kpx) + Kdels
2e
−τdels = 0 (3.48)Hanafy M. Omar Chapter 3. Design of Control Algorithms 43
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Figure 3.16: The damping map of the anti-swing PD controller.
To calculate the damping in the stability region as a function of the controller pa-
rameters Kdel and τdel, we use the Pade0 approximation to approximate the delay term; that
is,
e
−τdels =
µ
1 − τ
2ls
1 + τ
2ls
¶l
l = 1,2,... (3.49)
The approximation improves as l increases; l = 20 was found to be adequate. The damping
ratio is determined from the dominant complex poles. Figure 3.17 shows the damping ratio
as a function of the delay controller parameters. It is found that the maximum damping
ratio obtained from this controller is nearly 0.45, which occurs at Kdel = −90 and τdel = 0.1.
The delayed-feedback controller can be applied in another conﬁguration as shown in
Figure 3.18 (Masoud, 2000). The output from the anti-swing controller in this case representsHanafy M. Omar Chapter 3. Design of Control Algorithms 44
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Figure 3.17: The damping map of the ﬁrst anti-swing delayed-feedback controller.
a correction to the trajectory. The characteristic equation of this system is given by
¡
s
2 + a
¢¡
s
2 + Kdxs + Kpx
¢
− Kdels
2 (Kdxs + kpx)e
−τdels = 0 (3.50)
Following the same procedure, the damping ratio map for this controller is shown in Fig-
ure 3.19. The maximum damping ratio obtained from this controller is nearly 0.3, which
occurs at Kdel = 0.33 and τdel = 0.31.
We note that the PD controller and the ﬁrst delay controller produce nearly the same
damping ratio, which is higher than that of the second delay controller. We choose the ﬁrst
delay controller rather than the PD controller because we do not need the swing rate to
implement the controller. The swing rate is usually determined by diﬀerentiating the swing
angle, which results in a noisy signal.Hanafy M. Omar Chapter 3. Design of Control Algorithms 45
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Figure 3.18: A schematic diagram for the second anti-swing delayed-feedback controller
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Figure 3.19: The damping map of the second delayed-feedback controller.
Fuzzy Controller
Fuzzy control can also be used to design the anti-swing controller. The fuzzy controller
consists of a set of linguistic rules (Jamshidi et al., 1998). To implement these rules, weHanafy M. Omar Chapter 3. Design of Control Algorithms 46
fuzzify the control inputs (φ, ˙ φ) according to fuzzy membership functions, Figure 3.20. Then,
the output of this process is used by an inference system to determine the control output
according to the fuzzy rules. This process gives a control action in a fuzzy form, which
is then converted to a crisp value suitable for operating the actuator by a process called
defuzziﬁcation. Figure 3.21 shows the conﬁguration of the fuzzy controller. Usually, the
fuzzy variables (φ, ˙ φ,Vs) are normalized using the scaling factors (Kφ,K ˙ φ,KV), respectively.
The question arises now is how to construct the rule set. The rules can be obtained
from an expert operator or by using engineering sense (Wang et. al., 1992). In this work, we
use an alternate approach to determine the rules. We map the performance of the anti-swing
controllers mentioned in the previous sections. We choose to map the ﬁrst delay controller
response, however the same procedure can be used for the PD and second delay controllers.
First, we choose the scaling factors. If we consider φmax = 10o = 0.174rad is the maximum
swing angle, the scaling factors determined from the delay controller are
Kφ =
1
φmax
, K ˙ φ =
1
1.5
, Kv = −90φmax (3.51)
We run the system using the delay controller with the initial swing, say φo = 10o, and obtain
the input and output from the anti-swing controller. These data are normalized using the
scaling factors by multiplying the inputs by Kφ and K ˙ φ and dividing the output by Kv. The
normalized data are denoted by x1, x2, and y respectively.
During this mapping process, we use the membership functions shown in Figure 3.20
with a = 1/3,b = 2/3 for all variables. For each data sample x1(i), x2(i), and y(i), we
determine the degrees of membership in diﬀerent regions. For example, x1 = 0.2 has 0.4
degree in ZO, 0.6 degree in PS, and zero degree in all other regions. Similarly, x2 = −0.6
has 0.8 degree in NM, 0.2 degree in NS, and y = 0.9 has 0.3 degree in PM and 0.7 degree
in PB. For each data pair, we can construct a maximum of four rules as shown in Table 3.6.
Since there are many data pairs and each pair may generate four rules, it is highlyHanafy M. Omar Chapter 3. Design of Control Algorithms 47
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Figure 3.20: Typical membership functions for the fuzzy controller.
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Figure 3.21: Fuzzy logic control (FLC) conﬁguration.
probable that there will be some conﬂicting rules; that is, rules that have the same ’if part’
but a diﬀerent ’then part’. One way to resolve this conﬂict is to assign a degree to every
rule generated from data pairs and accept only the rule from the conﬂicting group that has
maximum degree. The degree D(Rule) of each rule can be determined from the product of
the degrees of membership. For example, the degree of the ﬁrst rule in Table 3.6 is
D(Rule1) = 0.8 ∗ 0.4 ∗ 0.7 = 0.224 (3.52)Hanafy M. Omar Chapter 3. Design of Control Algorithms 48
Table 3.6: Illustration of the generation of the fuzzy rules from given data.
˙ φ
Vs NB NM NS ZO PS PM PB
NB
NM
NS
φ ZO PB (0.224) PB (0.056)
PS PB (0.336) PB(0.084)
PM
PB
The above steps are repeated for diﬀerent initial swing angles and transfer distances,
Zx, to completely ﬁll the fuzzy rule table. The generated fuzzy rules and the corresponding
degree of membership of each rule are shown in Tables 3.7 and 3.8, respectively.
Table 3.7: The generated fuzzy rules.
˙ φ
Vs NB NM NS ZO PS PM PB
NB NS NB NB NB NB NB NB
NM PB PS NS NM NM NB NB
NS PB ZO ZO NS NM NB NB
φ ZO PB PM PS ZO NS NM NB
PS PB PB PM PS ZO ZO NB
PM PB PB PM PM PS NS NB
PB PB PB PB PB PM PB PSHanafy M. Omar Chapter 3. Design of Control Algorithms 49
Table 3.8: The degrees of the generated fuzzy rules.
˙ φ
Vs NB NM NS ZO PS PM PB
NB 0.9902 0.9536 0.9613 0.9505 0.9937 0.9834 1.0000
NM 0.9034 0.5655 0.9199 0.5608 0.7117 0.9290 0.9822
NS 0.9802 0.9437 0.7393 0.7657 0.5910 0.6448 0.9608
φ ZO 0.9894 0.8615 0.8664 1.0000 0.8664 0.8615 0.9894
PS 0.9608 0.6448 0.5910 0.7657 0.7393 0.9437 0.9802
PM 0.9822 0.9290 0.7117 0.5608 0.9199 0.5655 0.9034
PB 1.0000 0.9834 0.9937 0.9505 0.9613 0.9536 0.9902
3.3.3 Simulation
The designed anti-swing controllers are independent of the load cable length and weight due
to the normalization and feedback linearization. To demonstrate the performance of the
controllers, we use the following data in the simulations:
L = 1.0 m, mt = 0.09, mr = 0.28, Mr = 0.27, Kmx = 2.0, Kmγ = 1.14 (3.53)
Three maneuvers are used to examine the anti-swing delay and fuzzy controllers.
First, a gantry crane is considered, where the trolley is commanded to transfer a load to a
certain position without rotating the jib. In the second maneuver, the trolley is placed at
a certain position, while the crane is commanded to rotate to a certain angle. The third
maneuver combines both of the translational and rotational motions. In order to compare
the responses of the anti-swing controllers with that of the gain-scheduling controller, we
choose the ﬁnal times of the trajectories to be equal to one time period of the load swing
(i.e., tf = T).Hanafy M. Omar Chapter 3. Design of Control Algorithms 50
In the ﬁrst maneuver, the trolley is placed at x = 0.25 m, and then it is commanded
to move to x = 1.0 m without rotating the jib; that is, γ is set equal to zero. The data used
to generate this trajectory are
Zx = 0.75 m, ∆tx =
T
4
, tfx = T ⇒ Vmaxx = 0.4982, amaxx = 0.9929 (3.54)
Figure 3.22 shows the response using the anti-swing delay and fuzzy controllers. The re-
sponses of the two controllers are nearly similar. This similarity is expected because the
fuzzy controller is a mapping of the delay controller. In contrast with the delay controller,
the fuzzy controller does not have any delay. Both controllers successfully transfer the load
to its ﬁnal destination without residual oscillations. Although we designed the ﬁnal time
of the trajectory to be equal to only one swing period, the real ﬁnal time approaches three
periods due to the eﬀect of the anti-swing control. For the same reason, the system response
exhibits an overshoot. This overshoot increases with an increase in the trajectory accelera-
tion. We recall that the gain-scheduling controller makes the system reach its destination in
a shorter time without overshoot. On the other hand, the anti-swing controller can handle
any smooth trajectory other than a step input.
In the second maneuver, the crane is rotated by an angle γ = 90 deg, while the trolley
is located at x = 0.9 m. The data used to generate the rotational motion trajectory are
Zγ = 90 deg, ∆tγ =
T
4
, tfγ = T ⇒ Vmaxγ = 1.0435, amaxγ = 2.0796 (3.55)
In the third maneuver, we start with the trolley at x = 0.25 m and command it to move along
the jib to x = 1.0 m. At the same time, the crane is rotated by γ = 90 deg. The trajectories
used in this maneuver are obtained from equations (3.54) and (3.55). The responses of the
second and third maneuvers are shown in Figures 3.23 and 3.24, respectively. The position
overshoot is slightly smaller in the case of the fuzzy controller. However, the load swing
angles are smaller in the case of the delay controller. Both controllers take nearly three
swing periods to transfer the load to its destination without residual oscillations. In the
second maneuver, although we planned to move the system in a rotational motion only, theHanafy M. Omar Chapter 3. Design of Control Algorithms 51
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Figure 3.22: Time histories of the anti-swing controllers for translational motion only: —–
delay, - - - - fuzzy, and -.-.-.- reference trajectory.
translational motion is excited due to the coupling between the translational and rotational
motions. The anti-swing controller, working with the tracking controller, successfully damps
the in-plane swing and brings the trolley back to its initial position on the jib.Hanafy M. Omar Chapter 3. Design of Control Algorithms 52
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Figure 3.23: Time histories of the anti-swing controllers for the rotational motion only: —–
delay, —– fuzzy, and -.-.-.- reference trajectory.Hanafy M. Omar Chapter 3. Design of Control Algorithms 53
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Figure 3.24: Time histories of the anti-swing controllers for the combined motion: —– delay,
- - - - fuzzy, and -.-.-.- reference trajectory.Chapter 4
Experimental Results
4.1 Experimental Setup
To validate the designed controllers, a tower-crane model as shown in Figure 4.1 of an actual
one was built at Virginia Tech. The control algorithms are implemented on a PC using
C++. An interfacing board (IB) is used to link the computer with the tower-crane system,
as shown in the experimental setup diagram in Figure 4.2. The tower crane is composed
of a trolley assembly moving horizontally on a leadscrew, which is driven by a brushless
servomotor. The leadscrew has a pitch p = 0.5 in/rev. The jib assembly rotates on a
rotating table with gear ratio n = 45. A servomotor drives the rotating table. Each motor
has an optical encoder with a resolution of 2000 lines/rev. These encoders measure the
positions of the motors, which in turn are sent to the IB. The motors are equipped with
internal brakes, which are engaged when the power is disabled. These brakes require a 24
voltage for opening. The load-swing angles are measured by two optical encoders with a
resolution of 6000 lines/rev. Five-volt signals are used to feed the swing encoders. These
encoders are connected to digital counters built in the IB; the result is sent to the PC. The
output signals of the encoders are the feedback signals of the system. According to these
54Hanafy M. Omar Chapter 4. Experimental Results 55
(a) Actual crane
(b) Crane model used in the experiment
Figure 4.1: Tower-crane conﬁguration.Hanafy M. Omar Chapter 4. Experimental Results 56
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Figure 4.2: Experimental setup diagram.
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Figure 4.3: Motor brake circuit.
signals, the control algorithm calculates the proper control actions. These actions are sent to
the motors. Because the motors require high power for operating, each motor is connected
to an ampliﬁer. Each ampliﬁer serves as a communication unit between its motor and the
IB. The 24-volt circuit used to open the motor brake is shown in Figure 4.3. It consists of
a voltage regulator with a switch, which is opened using a 10-volt control signal generated
from the PC. The 5-volt circuit, which feeds the swing encoders, is also a voltage-regulating
circuit similar to that used with the brakes.
The interfacing board has 8 channels of encoder input with a 24-bit counter and 8Hanafy M. Omar Chapter 4. Experimental Results 57
channels of analog output with a 13-bit resolution and range between -10 volts to 10 volts.
It also contains 32 bits, which are conﬁgurable in various input and output combinations,
and an interval timer capable of interrupting the PC. The timer interval is programmed to
10 minutes in 25 microsecond increments (Servo-to-Go, 1999).
The ampliﬁer can operate the motor in either the velocity mode or the torque mode.
We choose the torque mode to be consistent with the crane model and the designed con-
trollers.
4.2 Calculation of the Motor Gains and Mass Proper-
ties of the System
We determine the system parameters from the crane conﬁguration and the motor character-
istics. In the following analysis, we use SI units unless otherwise mentioned. From Figure 4.4,
the equation of motion of a motor rotating with an angle ψ, neglecting friction, is
Jeq ¨ ψ =
Ktorque
R
V −
KbemfKtorque
R
˙ ψ (4.1)
where Jeq, Ktorque, Kbemf, and R are the equivalent moment of inertia projected on to the
motor axis, the torque constant of the motor, its back emf constant, and the motor resistance,
respectively. Here, Jeq is the summation of the motor moment of inertia and the equivalent
moments of inertia of the mechanical components attached to the motor. The motors for the
rotational and translational motions are similar. The motor properties are Jmotor = 1.3∗10−5,
Ktorque = 0.2, and R = 1.1.
For the translational motion, the motor rotates a leadscrew, which drives the trolley.
The trolley assembly mass is Mtrolley ≈ 1.97. The equivalent moment of inertia of the
leadscrew and the trolley are Jscrew ≈ 1.54 ∗ 10−4 and Jtrolley ≈ 8 ∗ 10−6, respectively.
Therefore, the equivalent moment of inertia is Jeq = Jscrew +Jtrolley/e+Jmotor ≈ 1.83∗10−4,Hanafy M. Omar Chapter 4. Experimental Results 58
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Figure 4.4: DC motor diagram.
where e is the leadscrew eﬃciency, which has a value of approximately 0.5. The translation
variable x is related to the motor rotation angle ψ by the screw pitch p. The screw pitch is
equal to 0.5 in/rev = 0.00202 m/rad. The relation is x = p ψ. Inserting this relation into
equation (4.1) and neglecting the viscous term, we obtain
M¨ x =
Ktorque
Rp
V → ¨ x = KmxVx (4.2)
where M is the equivalent mass, which is determined from
M =
Jeqe
p2 ≈ 22.46 (4.3)
and
Kmx =
Ktorque
pRM
≈ 2.0 (4.4)
For the rotational motion, the motor rotates the jib assembly through a rotating
table, which has a gear reduction ratio of n = 45. The total equivalent moment of inertia
of the jib assembly is determined to be Jjip = 4.4/n2. Because the trolley moves along the
jib, its contribution to the moment of inertia varies. Hence, the trolley is not included in
Jjip, but rather in the crane modeling in Chapter 2. The total of the moments is Jeq =
Jjip + Jmotor = 0.00354. The rotation of the tower is related to the motor rotation angle byHanafy M. Omar Chapter 4. Experimental Results 59
γ = ψ/n. Inserting this relation into equation (4.1), we ﬁnd that the ﬁnal moment of inertia
is Jo = Jeqn ≈ 0.16. Hence, the motor gain is
Kmγ =
Ktorque
RJo
≈ 1.14 (4.5)
According to our model derived in Chapter 2,
Mr =
Mtrolley
Jon
≈ 0.27 (4.6)
Knowing the load mass m, we have
mt =
m
M
and mr =
m
Jon
(4.7)
This gives us all of the information needed to implement our controllers.
4.3 Diﬀerentiation and Filtering
In order to implement the designed controllers, we need the trolley velocity, the tower angular
rotation, and the swing rates. Because we do not have sensors to measure these quantities,
we calculate them by diﬀerentiation. The diﬀerentiator should be as close as possible to the
ideal one to decrease its deteriorative eﬀect. For this purpose, a comparison between three
diﬀerentiators is conducted. The ﬁrst one is the well-known ﬁrst-order backward diﬀerentia-
tor. The output y from this ﬁlter at instant k for an input x is determined from
y(k) = fs [x(k) − x(k − 1)] (4.8)
The second ﬁlter is also a ﬁrst-order one obtained by taking the inverse of the transfer
function of a ﬁrst-order integrator (Al-Alaoui, 1993). The diﬀerence equation of this ﬁlter is
y(k) = −
1
7
y(k − 1) +
8fs
7
[x(k) − x(k − 1)] (4.9)
The third ﬁlter is based on the previous idea, but the Simpson integration rule is used for
the integrator (Al-Alaoui, 1994). Thus, the ﬁlter is second order and is given by
y(k) = −0.5358y(k − 1) − 0.0718y(k − 2) +
3fs
3.7321
[x(k) − x(k − 1)] (4.10)Hanafy M. Omar Chapter 4. Experimental Results 60
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Figure 4.5: Comparison among three diﬀerentiators: —– ideal, - - - - backward, -.-.-.-
ﬁrst-order diﬀerentiator proposed by Al-Alaoui (1993), and ....... second-order diﬀerentiator
proposed by Al-Alaoui (1994).
Figure 4.5 shows the magnitude and phase of these diﬀerentiators compared with the ideal
one. We note that all of them have a good magnitude response in the low-frequency range
of interest. The Al-Alaoui ﬁrst-order diﬀerentiator gives less phase lag, which is required in
real-time control. However, the phase lag for all diﬀerentiators is almost the same in the
low-frequency range. The Al-Alaoui second-order diﬀerentiator does not magnify the high
frequencies as much the other diﬀerentiators; therefore, we choose this numerical diﬀerentia-
tor.
The measured signals are usually contaminated with noise. This noise should be
removed before diﬀerentiation. A low-pass ﬁlter is used to accomplish this task. In choosing
the ﬁlter, we have to keep in mind that, besides the high-frequencies attenuation, the ﬁlter
should not introduce high-phase distortion to the signal. The ideal ﬁlter should have zero-
phase, which can not be obtained in real-time control. So, to achieve good noise reduction
and to minimize the phase distortion, we choose a second-order Butterworth ﬁlter with aHanafy M. Omar Chapter 4. Experimental Results 61
cut-oﬀ frequency of 0.05fs.
For the sampling frequency, it is well-known that, as the sampling frequency increases,
the discretization eﬀect on the system performance decreases. However, we are limited by
the computer speed and word length and the encoder resolution. Otherwise, the quantiza-
tion error will dominate. Middleton and Goodwin (1990) suggested that using a sampling
frequency 50 times the highest frequency in the system is adequate to make the performance
of the discretized system the same as the analog one. In our experiment, we use fs = 100
Hz because our frequency range does not exceed 2 Hz.
4.4 Friction Coeﬃcients Estimation
4.4.1 Translational Motion
First, we mention some observations about the trolley motion, which is driven by a leadscrew-
nut mechanism.
• The performance of the trolley depends on the motion direction.
• When a ﬁltered velocity is used in the control-action calculation, the motion in the
positive direction becomes oscillatory with high magnitude. However, when unﬁltered
data is used, the motion becomes smoother, even with the noise introduced by the
numerical diﬀerentiation!!. This behavior may be a result of the interaction between
friction and the delay introduced by the ﬁlter. For this reason, the unﬁltered velocity
is used to determine the control action sent to the trolley motor.
To estimate the friction coeﬃcients of the translational motion , we command the trolley to
follow the reference signal
xref = 0.6
·
−0.4sin
µ
2π
3
t
¶
+ 0.3sin
µ
2π
4
t
¶¸
(4.11)Hanafy M. Omar Chapter 4. Experimental Results 62
Table 4.1: Estimated friction coeﬃcients for the translational motion.
Kp Kd b+/Km b−/Km c+/Km c−/Km
100 0.2 1.434 6.409 1.261 0.867
10 0.5 1.578 6.872 1.371 0.914
10 0 1.491 6.004 1.207 0.926
To stabilize the system, we use a PD controller. When we conducted the experiment using the
tracking gains Kp = 100 and Kd = 0.2, we obtained two estimates for the friction coeﬃcients.
Comparing the outputs from several runs, we noted that the position and velocity diﬀerences
are small. However, there is a large diﬀerence in the control actions. This is attributed to
the magniﬁcation of the error caused by the high value of the controller gain Kp. To avoid
this problem, we need to reduce Kp. A new set of gains is used: Kp = 10 and Kd = 0.5.
Moreover, to avoid the problem arising from the velocity ﬁltering, we use another set of
gains: Kd = 0 and Kp = 10. The results of the estimation for diﬀerent sets of gains are
shown in Table 4.1. The system outputs are shown in Figure 4.6. The cut-oﬀ frequency used
is ωc = 5 Hz, whereas ds = 0.1.
Examining these results, we note that the friction coeﬃcients are nearly the same.
These values are used as a starting guess for friction compensation. The ﬁnal values obtained
by ﬁne-tuning are
b+
Km
= 1.5,
b−
Km
= 6,
c+
Km
= 0.9,
c−
Km
= 1.2 (4.12)
To validate these results, we applied a step input to the trolley and the friction
was compensated using the tuned coeﬃcients. The response is compared with that of a
linear frictionless model, equation (3.4). The controller gains are chosen to be Kp = 6
and Kd = 1.33. This comparison is displayed in Figure 4.7, which shows that the friction
compensation is acceptable. To complete the friction estimation, we determine the staticHanafy M. Omar Chapter 4. Experimental Results 63
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Figure 4.6: The translational motion response for xref = 0.6
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friction be
fs+
Km
≈ 1.0,
fs−
Km
≈ 1.2 (4.13)
0 5 10 15
0
10
20
30
40
50
60
70
80
Figure 4.7: The translational motion response to a step input with friction compensation:
—– positive direction ,- - - - negative direction, -.-.-.- linear system.
4.4.2 Rotational Motion
To reduce the eﬀect of the trolley on the rotational motion, we placed it near the rotation
axis of the crane. Then, the crane was commanded to rotate and follow a trajectory given
by
γref = 2
·
−0.4sin
µ
2π
3
t
¶
+ 0.3sin
µ
2π
4
t
¶¸
(4.14)
Following a procedure similar to that used with the translational motion, we stabilized the
system by a PD controller. We note that the rotational motion is smoother than the trans-
lational one. Also, we had to use the ﬁltered velocity in the feedback because the measuredHanafy M. Omar Chapter 4. Experimental Results 65
Table 4.2: Estimated friction coeﬃcients for the rotational motion.
A Kp Kd b+/Km b−/Km c+/Km c−/Km
2.5 7.5 1.33 0.101 0.114 0.926 0.891
1.5 10 0.5 0.180 0.194 0.919 0.908
rotational angle is contaminated with high-frequency noise. The estimated parameters with
diﬀerent sets of controller gains are listed in Table 4.2, while the response is shown in Fig-
ure 4.8. We note that the estimated Coulomb friction is higher than the static friction.
The calculated static frictions are
fs+
Km
≈ 0.7,
fs−
Km
≈ 0.6 (4.15)
After some tuning, we chose the friction coeﬃcients to be
b+
Km
= 1.5,
b−
Km
= 0.05,
c+
Km
= 0.7,
c−
Km
= 0.6 (4.16)
To validate these results, we applied a step input to the crane rotational motion and
the friction was compensated using the tuned coeﬃcients. The response was compared with
that of a linear frictionless model, equation (3.4). The controller gains were chosen to be
Kp = 7.5 and Kd = 1.33. This comparison is displayed in Figure 4.9, which shows that the
friction compensation is also acceptable.
4.5 Gain-Scheduling Feedback Controller
The load mass m used in the experiment is 2.0Kg. Using equation (4.7) yields
mt = 0.09, mr = 0.28 (4.17)
The cable length used is 1m. Now, we have all the information to determine the control
gains. First, we ran the experiment using the partial-feedback controller and then the full-Hanafy M. Omar Chapter 4. Experimental Results 66
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Figure 4.9: The rotational motion response to a step input with friction compensation: —–
positive direction ,- - - - negative direction, and -.-.-.- linear system.
state feedback controller. We note that the experimental results shown here are obtained
using ﬁltered data.
4.5.1 Partial-State Feedback Controller
For Kmx = 2.0, the feedback gains for the translational motion obtained from solving equa-
tions (3.22)-(3.25) are
K =
3.8
L
, K˙ x = 1.33
√
L, Kφ = L(3.9122 − 1.28925mt) (4.18)
The corresponding gains for the rotational motion with Kmγ = 1.14 and Mr = 0.28 were
obtained as functions of mr, L, and x by curve ﬁtting. Because L and mr are considered
constants, we can determine the gains as functions of the trolley position only. The Math-
ematica software was used to solve for the gains and a series expansion is performed toHanafy M. Omar Chapter 4. Experimental Results 68
simplify the results; the results are
K = 6.66 + 1.8x
2, K˙ x = 1.33, Kθ =
3.9122
x
− 0.360989x (4.19)
Three maneuvers were used to examine the control algorithm. First, a gantry crane
was considered, where the trolley was commanded to transfer a load to a certain position
without rotating the jib. In the second maneuver, the trolley was placed at a certain position,
while the crane was commanded to rotate to a certain angle. The third maneuver combined
both of the translational and rotational motions.
In the ﬁrst maneuver, the trolley was placed at x = 0.3 m, and then it was com-
manded to move to x = 0.75 m without rotating the jib; that is, γ is set equal to zero.
Figure 4.10 shows the experimentally obtained response with and without friction compen-
sation. Without friction compensation, the trolley position has a high steady-state error.
Also, the swing is small and damped because of the slowness of the response, which results
from the high frictional forces opposing the motion. With friction compensation, we note
that the swing is suppressed; however, there is a steady-state error in the swing angle. This
error results from an initial oscillation of the load. This error could be completely avoided
if we use an absolute encoder rather than an incremental encoder. This error modiﬁes the
load destination point according to equation (4.20); that is,
Xref = Xref + Kφφss (4.20)
From the response in Figure 4.10, φss ≈ −0.52 deg = 0.00907 rad, resulting in an actual
set point of Xref = 1.014 m instead of Xref = 1.05. From this analysis, we conclude that
the actual steady-state error of the trolley is 0.5 cm. This error is mainly due to friction,
which could not be removed completely by friction compensation. The rotational motion is
not excited by the translational motion. Therefore, we do not show the rotational motion
response.
In the second maneuver, the crane was rotated by an angle γ = 90 deg, while the
trolley was located at x = 0.9m. The responses shown in Figures 4.11 and 4.12 indicateHanafy M. Omar Chapter 4. Experimental Results 69
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(a) Trolley position: —— with friction com-
pensation, - - - - without friction compensa-
tion, and -.-.-.- set point Xref
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(b) In-plane load swing: —— with friction
compensation and - - - - without friction com-
pensation
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(c) Control action using friction compensa-
tion: -.-.-. linear system, , - - - - friction com-
pensation, and —— total
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(d) Control action without friction compen-
sation
Figure 4.10: Time histories of the translational motion when the trolley moves 0.75 m with
and without friction compensation.Hanafy M. Omar Chapter 4. Experimental Results 70
the eﬀectiveness of the controller in transferring the load to its destination without swing.
We note that the translational motion was excited by rotation. This is due to the cou-
pling between the translational and rotational motions. The simpliﬁed equations used in
the controller design do not include this coupling. However, due to the joint working of the
translational and rotational controllers, the performance was not aﬀected by this simpliﬁca-
tion. It is also shown that the response is totally unacceptable when friction compensation
is turned-oﬀ. In this case, the in-plane swing and the trolley steady-state error are high
because the generated action from the controller to correct these errors can not overcome
friction. The rotational motion is smoother; hence, it is less deteriorated.
Finally, in the third maneuver, we started with the trolley at x = 0.30 and com-
manded it to move along the jib to x = 1.05 m. At the same time, the crane was rotated
by γ = 90 deg. The response is shown in Figures 4.13 and 4.14, which demonstrate the
eﬀectiveness of the controller and the friction compensation.
4.5.2 Full-State Feedback Controller
For the full-state feedback controller, we ﬁrst chose the gain K. Then, we solved for the
other feedback gains as functions of the load weight, cable length, and K. Similar to the
partial-state feedback, the gains for the translational motion for K = 2.0 and mt = 0.09
were obtained from solving equations (3.22)-(3.25). The result is
K˙ x = 1.00354 +
0.63662
√
K
(4.21)
Kφ = 1.4674 −
−3.3551
K
+
6.261
√
K
K ˙ φ = −1.00354 +
1.9929
√
K
+
0.93417
√
K
The corresponding gains for the rotational motion with Kmγ = 1.14, Mr = 0.28, and mr =
0.27 are shown in Table 4.3.
To examine the eﬀect of changing the gain K on the system response, we performedHanafy M. Omar Chapter 4. Experimental Results 71
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(a) Trolley position: —— with friction com-
pensation, - - - - without friction compensa-
tion, and -.-.-.- set point Xref
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(b) In-plane load-swing angle —— with fric-
tion compensation and - - - - without friction
compensation
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(c) Control action using friction compensa-
tion: -.-.-. linear system, , - - - - friction com-
pensation, and —— total
0 5 10 15 20 25 30 35 40
−1.5
−1
−0.5
0
0.5
1
1.5
2
time (sec)
V
x
(d) Control action without friction compen-
sation
Figure 4.11: Time histories of the translational motion when the crane rotates 90 deg and
the trolley is positioned at x = 0.9 m with and without friction compensation.Hanafy M. Omar Chapter 4. Experimental Results 72
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(a) Rotation angle; —— with friction com-
pensation, - - - - without friction compensa-
tion, -.-.-.- set point γref
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(b) Out-of-plane load-swing angle: —— with
friction compensation and - - - - without fric-
tion compensation
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(c) Control action using friction compensa-
tion: -.-.-. linear system, , - - - - friction com-
pensation, and —— total
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(d) Control action without friction compen-
sation
Figure 4.12: Time histories of the rotational motion when the crane rotates 90 deg and the
trolley positioned at x = 0.9m with and without friction compensation.Hanafy M. Omar Chapter 4. Experimental Results 73
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(a) Trolley position: —— with friction com-
pensation, - - - - without friction compensa-
tion, and -.-.-.- set point Xref
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(b) In-Plane load-swing angle: —— with fric-
tion compensation and - - - - without friction
compensation
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(c) Control action using friction compensa-
tion: -.-.-. linear system, , - - - - friction com-
pensation, and —— total
0 5 10 15 20 25 30 35 40
0
0.5
1
1.5
2
2.5
3
time (sec)
V
x
(d) Control action without friction compen-
sation
Figure 4.13: Time histories of the translational motion when the crane rotates 90 deg and
the trolley is moved x = 0.75 m with and without friction compensation.Hanafy M. Omar Chapter 4. Experimental Results 74
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(a) Rotation angle: —— with friction com-
pensation, - - - - without friction compensa-
tion, and -.-.-.- set point Xref
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(b) Out-of-plane load-swing angle: —— with
friction compensation and - - - - without fric-
tion compensation
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(c) Control action using friction compensa-
tion: -.-.-. linear system, , - - - - friction com-
pensation, and —— total
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(d) Control action without friction compen-
sation
Figure 4.14: Time histories of the rotational motion when the crane rotates 90 deg and the
trolley is moved x = 0.75 m with and without friction compensation.Hanafy M. Omar Chapter 4. Experimental Results 75
Table 4.3: The feedback gains of the rotational motion using full-state feedback
K = 2 K = 4 K = 8
K˙ x 1.5416 + 0.075326x2 1.384 + 0.05326x2 1.27257 + 0.037663x2
Kφ
4.6674
x − 0.787x 4.1683
x + (0.2324 − 1.75mr)x 3.59278
x + (0.0.2247 − 0.875mr)x
K ˙ φ
01.2095
x + 0.5091x 0.2665
x + (0.157989 − 3.5mr)x −0.2529
x + 0.1549x
the third maneuver. We started with the trolley at x = 0.30 and commanded it to move along
the jib to x = 1.05 m. At the same time, the crane was rotated by γ = 90 deg. During this
maneuver, the friction compensation was turned on. Figure 4.15 shows the time response.
The system slows down and the swing angle decreases with decreasing K. Because friction
may change due to the environmental eﬀects, we need to repeat the estimation process. We
note also that when K is very small, the trolley position has a large steady-state error due
to the error in the friction values. Therefore, we have to increase K as much as possible to
reduce this deterioration eﬀect.
To investigate the eﬀect of disturbances, we started the crane from rest and then
manually gave it a disturbance. Figure 4.16 shows the response of the system due to this
disturbance with and without friction compensations. We note that the controller damped
the load swing eﬀectively and returned the crane to its rest position when friction compen-
sation was used.Hanafy M. Omar Chapter 4. Experimental Results 76
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(a) Trolley position
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(b) Rotation angle:
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(c) In-Plane load-swing angle
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(d) Out-of-plane load-swing angle
Figure 4.15: Time histories of the combined motion with diﬀerent values of the gain K: ——
K = 2, - - - - K = 4, and -.-.-.- K = 8.
4.6 The Anti-Swing-Tracking Controllers
4.6.1 Delayed-feedback controller
First, we ran a case in which the delayed-feedback gain Kdel was set equal to zero to demon-
strate the aﬀectiveness of the anti-swing controllers. Figure 4.17 shows the response of theHanafy M. Omar Chapter 4. Experimental Results 77
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(b) Rotation angle
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(c) In-Plane load-swing angle
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(d) Out-of-plane load-swing angle
Figure 4.16: Time histories of the translational motion when the trolley is subjected to a
disturbance: —— with friction compensation, - - - - without friction compensation, and
-.-.-.- set point.Hanafy M. Omar Chapter 4. Experimental Results 78
system for the third maneuver, which combines the translational and rotational motions.
The trajectories used were obtained from equations (3.54) and (3.55). When the swing angle
feedback was removed from the control loop, the system followed the trajectory without sup-
pressing the swing. In the swing-controlled case, the system reached its destination without
load swing. However, the system did not follow the prescribed trajectory and an overshoot
was introduced. This overshoot increased with an increase in the maximum acceleration
used to generate the motion trajectories.
Figure 4.18 shows the time response when the crane was rotated by 90 deg using two
diﬀerent trajectories. The ﬁnal transfer time of the ﬁrst trajectory had only one time period
as in equation (3.55). On the other hand, the ﬁnal time of second trajectory was chosen
to be equal to two time periods as in equation (4.22). The corresponding acceleration of
this trajectory was one-fourth that of the ﬁrst trajectory. Although the designed ﬁnal times
were diﬀerent, the real transfer times were nearly the same. The case with high acceleration
resulted in a large position overshoot and a large swing angle during the transfer process.
The second trajectory, which gave a low overshoot and a small swing angle, was actually the
optimal trajectory for transferring a load using the gantry crane. This comparison gives us
a guide for choosing the transfer trajectory parameters. They should be near the optimal
parameters, as given by equation (4.22) to yield a good response:
Zγ = 90 deg, ∆tγ =
T
2
, tfγ = 2T ⇒ Vmaxγ = 1.0435/2, amaxγ = 2.0796/4 (4.22)
To validate the anti-swing controllers, we used the aforementioned three maneuvers.
The response in the case of only the translational motion and using the trajectory given by
equation (3.54) with and without friction compensation is shown in Figure 4.19. Without
friction compensation, the steady-state error was large and the load swing was large, which
took long time to damp. When friction compensation was turned on, the system reached
its destination nearly without steady-state error and the load swing was suppressed success-
fully. The oscillations in the control action were mainly due to friction compensation in theHanafy M. Omar Chapter 4. Experimental Results 79
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(b) Rotation angle
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(c) In-plane load-swing angle
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(d) Out-of-plane load-swing angle
Figure 4.17: Time histories of the anti-swing delayed-feedback controller for the combined
motion: -.-.-. with anti-swing controller , - - - - without anti-swing controller Kdel = 0, and
-.-.-.- reference trajectory.
zero-speed range. These oscillations may introduce limit cycles, which make the response
unacceptable. They could be eliminated by a proper choice of the static-friction values and
the zero-speed range. We note that the static-friction and the zero-range parameters wereHanafy M. Omar Chapter 4. Experimental Results 80
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(a) Trolley position
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(b) Rotation angle
0 2 4 6 8 10 12 14 16 18 20
−15
−10
−5
0
5
10
time (sec)
φ
 
i
n
 
d
e
g
 
−
 
I
n
−
P
a
n
e
(c) In-plane load-swing angle
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(d) Out-of-plane load-swing angle
Figure 4.18: Time histories of the anti-swing delayed-feedback controller for the rotational
motion: -.-.-. tf = T, - - - - tf = 2T, and -.-.-.- reference trajectory.
not included in the estimation process. We calculated these parameters by trial. These
calculations need to be repeated to cope with the change in friction due to environmental
eﬀects and mechanical wear.Hanafy M. Omar Chapter 4. Experimental Results 81
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(a) Trolley position: —— with friction com-
pensation, - - - - without friction compensa-
tion, and -.-.-.- reference trajectory Xref
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(b) In-plane load swing: —— with friction
compensation and - - - - without friction com-
pensation
0 2 4 6 8 10 12 14 16 18 20
−3
−2
−1
0
1
2
3
time (sec)
V
x
(c) Control action using friction compensa-
tion: -.-.-. linear system, , - - - - friction com-
pensation, and —— total
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(d) Control action without friction compen-
sation
Figure 4.19: Time histories of the translational motion using the delay controller with and
without friction compensation.Hanafy M. Omar Chapter 4. Experimental Results 82
The response of the system for the second maneuver for a trajectory given by equa-
tion (4.22) is shown in Figures 4.20 and 4.21. The deterioration eﬀect of friction was larger
in the translational motion than in the rotational motion. Oscillations in the control action
existed in both motions. However, friction compensation allowed the system to reach its
ﬁnal destination accurately without load swing.
The response of the system using the third maneuver and trajectories given by equa-
tions (3.54) and (4.22) is shown in Figure 4.22. The delay controller with friction compensa-
tion successfully transferred the load to its ﬁnal destination, while the swing was completely
suppressed.
To investigate the eﬀect of disturbances on the system, we started the crane from rest
and then manually gave the load a kick. Figure 4.23 shows the response with and without
friction compensation. We note that the controller damped the load swing eﬀectively when
friction compensation was used. Without friction compensation, the trolley had large steady-
state error and the load swing was very large, especially the in-plane swing angle.
4.6.2 Fuzzy controller
The eﬀect of friction compensation on the performance of the fuzzy controller is nearly
the same as its eﬀect on the delay controller. Therefore, we only show here a comparison
between the fuzzy and delay controllers using the previous maneuvers. The system response
for the ﬁrst maneuver is shown in Figure 4.24, while the responses for the second and third
maneuvers are shown in Figures 4.25 and 4.26, respectively. The responses using the fuzzy
controller are nearly identical to those obtained with the delay controller except for small
residual oscillations in the load swing angles. These oscillations may have resulted from
the use of the swing-angle rate in determining the fuzzy control action. The swing-angle
rate was obtained by diﬀerentiating the swing angle, which was contaminated with noise.
The numerical diﬀerentiation made the signal noisy. These residual oscillations might beHanafy M. Omar Chapter 4. Experimental Results 83
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(a) Trolley position: —— with friction com-
pensation, - - - - without friction compensa-
tion, and -.-.-.- reference trajectory Xref
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(b) Trolley position: —— with friction com-
pensation, - - - - without friction compensa-
tion, and -.-.-.- reference trajectory γref
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(c) In-plane load-swing angle —— with fric-
tion compensation and - - - - without friction
compensation
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(d) In-plane load-swing angle —— with fric-
tion compensation and - - - - without friction
compensation
Figure 4.20: Time histories of the rotational motion using delayed-feedback controller with
and without friction compensation.Hanafy M. Omar Chapter 4. Experimental Results 84
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(a) Trolley position: —— with friction com-
pensation, - - - - without friction compensa-
tion, and -.-.-.- reference trajectory Xref
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(b) Trolley position: —— with friction com-
pensation, - - - - without friction compensa-
tion, and -.-.-.- reference trajectory γref
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(c) In-plane load-swing angle —— with fric-
tion compensation and - - - - without friction
compensation
0 2 4 6 8 10 12 14 16 18 20
−1
−0.5
0
0.5
1
1.5
time (sec)
V
γ
(d) In-plane load-swing angle —— with fric-
tion compensation and - - - - without friction
compensation
Figure 4.21: Time histories of the rotational motion using delay controller with and without
friction compensation.Hanafy M. Omar Chapter 4. Experimental Results 85
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(a) Trolley position
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(b) Trolley position
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(d) In-plane load-swing angle
Figure 4.22: Time histories of the combined motion using delayed-feedback controller: —
— with friction compensation, - - - - without friction compensation, and -.-.-.- reference
trajectory.
eliminated by using a sensor to measure the swing-angle rate rather than calculating it.
Comparison between the delay and fuzzy controllers due to external disturbances isHanafy M. Omar Chapter 4. Experimental Results 86
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(b) Rotation angle
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(c) In-plane load-swing angle
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(d) Out-of-plane load-swing angle
Figure 4.23: Time histories due to external disturbance using delay controller:—— with
friction compensation, - - - - without friction compensation, and -.-.-.- reference trajectory.
shown in Figure 4.27. Both controllers eﬀectively damp the load swing and bring the system
back to its rest position.Hanafy M. Omar Chapter 4. Experimental Results 87
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Figure 4.24: Time histories of the anti-swing controllers for the translational motion only:
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Figure 4.25: Time histories of the anti-swing controllers for the rotational motion only: ——
fuzzy, - - - - delay, and -.-.-.- reference trajectory.Hanafy M. Omar Chapter 4. Experimental Results 89
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Figure 4.26: Time histories of the anti-swing controllers for the combined motion: ——
fuzzy, - - - - delay, and -.-.-.- reference trajectory.Hanafy M. Omar Chapter 4. Experimental Results 90
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Figure 4.27: Time histories of the anti-swing controllers due to disturbance: —— fuzzy, - -
- - delay, and -.-.-.- reference trajectory.Chapter 5
Conclusions and Future Work
The main objective of this work is to design robust, fast, and practical controllers for gantry
and tower cranes. The controllers are designed to transfer the load from point to point as fast
as possible and, at the same time, the load swing is kept small during the transfer process and
completely vanishes at the load destination. Moreover, variations of the system parameters,
such as the cable length and the load weight, are also included. Practical considerations,
such as the control action power, and the maximum acceleration and velocity, are taken into
account. In addition, friction eﬀects are included in the design using a friction-compensation
technique.
To accomplish this objective, we have developed full nonlinear mathematical models of
gantry and tower cranes. The full nonlinear equations are used in the computer simulations.
Then, we simpliﬁed these equations for control and analysis. Throughout this work, we
designed our controllers based on the linear model of the gantry crane. Next, these controllers
were modiﬁed to handle tower cranes by considering the coupling between the rotational and
translational motions.
The designed controllers are based on two approaches. In the ﬁrst approach, a gain-
scheduling feedback controller is designed to move the load from point to point within one
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oscillation cycle without inducing large swings. The settling time of the system is taken to
be equal to the period of oscillation of the load. This criterion enables calculation of the con-
troller feedback gains for varying load weight and cable length. The position references for
this controller are step functions. Moreover, the position and swing controllers are treated
in a uniﬁed way. In the second approach, the transfer process and the swing control are
separated in the controller design. This approach requires designing two controllers inde-
pendently: an anti-swing controller and a tracking controller. The objective of the anti-swing
controller is to reduce the load swing. The tracking controller is responsible for making the
trolley follows a reference position trajectory. We use a PD-controller for tracking, while the
anti-swing controller is designed using three diﬀerent methods: (a) a classical PD controller,
(b) two controllers based on a delayed-feedback technique, and (c) a fuzzy logic controller
that maps the delayed-feedback controller performance.
The computer simulations show that the controllers designed using both approaches
successfully transfer the load to its ﬁnal destination without residual oscillations. The gain-
scheduling controllers transfer the load smoothly without inducing an overshoot in the trolley
position. Moreover, the load can be transferred in a time near to the optimal time with
small swing angles during the transfer process. With full-state feedback, the crane can reach
any position in the working environment without exceeding the system power capability by
controlling the forward gain K in the feedback loop. For large distances, we have to decrease
this gain, which in turn slows the transfer process. Therefore, this approach is more suitable
for short distances. Another concern about this controller is the large control action at the
beginning of the motion, which may excite the rigid-body motion of the load. The tracking-
anti-swing control approach is usually associated with overshoots in the translational and
rotational motions. These overshoots increase with an increase in the maximum acceleration
of the trajectories. The transfer time is longer than that obtained with the ﬁrst approach.
However, the crane can follow any trajectory, which makes the controller cope with obstacles
in the working environment. Also, we do not need to recalculate the feedback gains for each
transfer distance as in the gain-scheduling feedback controller.Hanafy M. Omar Chapter 5. Conclusions and Future Work 93
To validate the designed controllers, an experimental setup was built. Although the
designed controllers work perfectly in the computer simulations, the experimental results are
unacceptable due to the high friction in the system. This friction deteriorates the system
response by introducing time delay, high steady-state error in the trolley and tower posi-
tions, and high residual load swings. To overcome friction in the tower-crane model, we
estimate the friction, then we apply an opposite control action to cancel it. To estimate the
friction force, we assume a mathematical model and estimate the model coeﬃcients using
an oﬀ-line identiﬁcation technique using the method of least squares (LS). First, the process
of identiﬁcation is applied to a theoretical model of a DC motor with known friction coeﬃ-
cients. From this example, some guidelines and rules are deduced for the choice of the LS
parameters. Then, the friction coeﬃcients of the crane model are estimated and validated.
Unfortunately, the estimation process needs to be repeated from time to time to cope with
changes in friction due to environmental eﬀects and mechanical wear. Improper estimation,
especially in the static-friction parameters, may result in limit cycles.
With friction compensation, the experimental results are in good agreement with the
computer simulations. The same behaviors are observed. The gain-scheduling controllers
transfer the load smoothly without inducing overshoots in the trolley position. The transfer
time is near to the optimal time and the load-swing angles are small during the transfer
process. For long distances, the required control action at the beginning of the motion is
very high and it may exceed the available voltage limit. The full-state feedback overcomes
this problem, but it needs the swing-angle rate for implementation. This signal is not
measured but obtained by diﬀerentiating the swing angle. Diﬀerentiation introduces noise,
especially in the steady-sate swing angle even after its ﬁltering. The resulting noisy signal
interferes with friction compensation. This interference may deteriorate the response of
the system by introducing limit cycles in the trolley motion, which in turn excite the load
swing. The tracking-anti-swing control approach is usually associated with overshoots in the
translational and rotational motions. These overshoots can be minimized by a proper choice
of the trajectory parameters. The delay controller feeds back only the swing angles, while theHanafy M. Omar Chapter 5. Conclusions and Future Work 94
fuzzy controller needs both swing angles and their rates. Due to the use of the load-swing
angle rate, the fuzzy controller performance may deteriorate if the friction-compensation
parameters are not chosen correctly. The fuzzy controller has a smaller transfer time and
an overshoot and higher swing angles. This response can be improved by a proper tuning of
the parameters of the membership functions.
5.1 Future Work
We designed our control algorithms to work with any cable length. Most likely, they will
perform properly if load hoisting is included in the transfer maneuvers. However, further
simulations and experimental tests are needed to investigate the eﬀect of the rate of change
of the cable length on the controller performance.
The swing angle is ﬁrst ﬁltered and then used in implementing the control algorithms.
The ﬁltering process is associated with time delay. A sensitivity analysis is needed to in-
vestigate the eﬀect of the ﬁlter delay on the performance of the anti-swing delayed-feedback
controller.
The anti-swing fuzzy controller performance can be improved by a proper tuning of
the parameters of the membership functions (i.e., a and b). Optimization techniques can be
used to determine the optimum values for these parameters.
The friction estimation can be improved by using a more complicated model. This
model should include the static friction. Moreover, the friction estimation needs to be done
on-line to cope with changes in friction due to environmental changes and mechanical wear.
Beside the friction estimation, the load mass is diﬃcult to measure and it should be included
in the estimation process.Bibliography
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