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Search for the production of four top quarks in proton-proton collisions
at
√
s = 13 TeV in the single and opposite sign dilepton channels with
the ATLAS detector at the LHC using a Monte Carlo correction method
Abstract
The search for the production of tt̄tt̄ in pp collisions at
√
s = 13 TeV is presented in this
thesis for the full Lhc Run II dataset of 139 fb−1 collected by the Atlas experiment at CERN.
With an expected cross-section of σtt̄tt̄ = 11.97
+18%
−21% fb, the process is one of the rarest being
studied at the Lhc. This document focuses on high jet and b-jet multiplicities with one or two
leptons of opposite charge. A Boosted Decision Tree and the sum of the transverse momenta of
several objects are used as discriminant and to constrain uncertainties on the dominant tt̄+jets
background. To obtain a reliable background prediction, scale factors are derived which are
applied to the nominal Monte Carlo prediction in the fitted regions. A profile likelihood fit is






−0.7(syst) with an (expected)
significance of 1.76 (1.08) standard deviations. The result is still in agreement with the Standard
Model prediction. Due to the excess observed in events with multiple leptons and two leptons




−0.3(syst) shows an excess and first
evidence of the tt̄tt̄ process with a significance of 4.71 (2.9) σ.

Suche nach der Produktion von vier Top-Quarks in Proton-Proton Kol-
lisonen mit
√
s = 13 TeV im Kanal mit einem oder zwei Leptonen un-
terschiedlicher Ladung mit dem ATLAS Detektor am LHC beruhend
auf einer Korrekturmethode der Monte Carlo Vorhersage
Zusammenfassung
In dieser Arbeit wird die Suche nach der Produktion von tt̄tt̄ in pp Kollisionen des LHC bei
einer Schwerpunktsenergie von
√
s = 13 TeV vorgestellt. Hierfür wird der Run II Datensatz des
ATLAS Experimentes mit einer integrierten Luminosität von 139 fb−1 verwendet. Momentan ist
der gesuchte Prozess mit einem erwarteten Wirkungsquerschnitt von σtt̄tt̄ = 11.97
+18%
−21% fb einer
der seltensten der am Lhc untersucht wird. Ereignisse mit einem oder zwei Leptonen unterschied-
licher Ladung und einer hohen Jet und b-Jet Multiplizität werden in der Suche verwendet. Das
Ausgangssignal eines Boosted Decision Trees sowie die Summe der transversen Impulse verschie-
dener Objekte werden als Diskriminante und zur Bestimmung der Unsicherheiten des dominie-
renden tt̄+jets Untergrundes verwendet. Um eine zuverlässige Vorhersage dieses Untergrundes in
dem untersuchten Phasenraum zu erhalten, werden zusätzliche Skalenfaktoren berechnet, welche
auf die nominelle Monte Carlo Vorhersage in den Fitregionen angewandt werden. Ein Profile-







einer (erwarteten) Signifikanz von 1.76 (1.08) Standardabweichungen zu ermitteln. Aufgrund der
erhöhten Signalstärke in Ereignissen mit mehreren oder zwei Leptonen mit gleicher Ladung, wird





kombinierten Ergebniss beobachtet. Dies entspricht einer Signifikanz von 4.71 (2.9) Standardab-
weichungen womit ein erster Hinweis auf den tt̄tt̄ Prozess beobachtet wird.
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The discovery of the electron by J.J. Thomson [1] marked the beginning of high energy
and nuclear physics. While in the first half of the 20th century scientists were mostly
focused on the structure of atoms and nuclei, more fundamental structures were studied
in the second half. In parallel to more sophisticated experimental measurements, theo-
retical descriptions progressed as well, ultimately resulting in the Standard Model (SM)
of particle physics as we know it today.
A first hypothesis that elementary particles have quantised properties was already made
by Max Planck in 1900. This idea was further developed by many physicists, such as
Niels Bohr, and resulted in the mathematical description of quantum mechanics which
is the foundation of modern quantum field theories.
On the experimental side, after the famous Rutherford experiment in 1911, it became
clear that atoms were made of a heavy nucleus which is surrounded by electrons. Pro-
tons (1919) and neutrons (1931) were discovered in the following years confirming that
the nuclei themselves are not elementary. At this stage, the atomic structure was under-
stood but more and more experimental observations of new particles were made. Muons
(1938) and charged pions (1947) were discovered in cosmic rays. Higher energies and
therefore particle colliders were needed for further studies. With the new experimen-
tal possibilities, many new particles were discovered in a short time but no underlying
theory could explain the origin and relation between the particles. In search of a mathe-
matical foundation, the SU(3) group was used to bring structure in the so-called particle
zoo, which lead to the prediction of quarks in 1964 by Gell-Mann and Zweig. After
further developments of the theory, such as the introduction of colour charges, Quantum
Chromo Dynamics (QCD) was the accepted theory to describe the strong force.
With the discovery of the Z and W bosons, it was confirmed that the theory of the weak
force, developed after the observation of β-decays, and the theory of the electromagnetic
force are manifestations of the same more fundamental electroweak theory. With the
1
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discovery of the bottom quark (1977) at Fermilab, gluons at Petra (1979) and the
top quark by CDF and DØ (1995), all particles required by QCD had been discovered.
The last missing pieces were the τ -neutrino (2000), to complete the electroweak sector,
and the Higgs boson (2012) [2, 3], to explain the origin of masses in the SM.
While the SM is a well accepted theory, it is known that not all observations can be
described by it, as further discussed in a short overview of the SM in Chapter 2.
In this thesis, the search for the production of four top quarks is presented. With a
very low cross-section of about 12 fb it is one of the rarest SM processes being studied at
the Lhc. A challenging phase-space with many jets and b-jets is the key signature of the
process. By measuring this rare process, which requires separating it from a large back-
ground contribution by top quark pairs, the experimental precision in this phase-space
is probed. The available Monte-Carlo generators do not provide accurate predictions of
the additional jets in the background processes. Therefore, additional correction factors
are derived based on the observed difference between Monte-Carlo and data in back-
ground enriched regions. In addition, a variety of theories beyond the SM could have
detector signatures similar or identical to the one of the four top-quark production. The
measured cross-section provides valuable feedback for theorists regarding the parameters
of these new theories.
A more detailed overview on the current knowledge of top-quarks and the properties
of the four top quark production is given in Chapter 2.1. In order to measure such a
rare process on top of large background contributions, a large amount of data is required.
These days, this is only possible with the Large Hadron Collider (Lhc) at Cern and
modern experiments like the Atlas experiment which are both introduced in Chap-
ter 3. Subsequently, the focus is placed on the analysis itself starting by introducing the
Monte-Carlo samples and object definitions in Chapter 4. Chapter 5 summarises the
key aspects of the analysis technique as well as the setup for the profile likelihood fit.
Finally, the results are presented in Chapter 6 in which also an outlook is given.
2
CHAPTER 2
The Standard Model of Particle Physics
The SM [4,5] describes physics on smallest scales, equivalent to high energies, in a locally
gauge invariant quantum field theory based on the SU(3)C × SU(2)L ×U(1)Y symmetry
group. It describes the dynamics of all elementary particles and their interactions via
three fundamental forces. In the following, it is summarised how the observed objects
and their interactions are connected to the mathematical description.
A graphical representation of the particles in the SM is given in Figure 2.1. For each
particle shown, a corresponding anti-particle with opposite quantum-numbers exists.
The particles can be divided in two groups according to their spin. Fermions carry half-
integer spins in units of ~ and can be further split in leptons (blue) and quarks (green).
Gauge bosons (red and yellow) carry integer spin in units of ~ and are the mediators of
the fundamental forces.
Fermions can be arranged in doublets according to the third component of the weak
isospin (I3W ). The doublets are sorted by increasing mass in so-called generations where
all quantum numbers are identical in each generation. Electron- (e), muon- (µ) and tau-
lepton (τ) carry an integer charge and a weak isospin of I3W = −
1
2 . They are grouped
together with the corresponding neutrinos which carry a weak isospin of I3W = +
1
2 and
are electrically neutral. For quarks, the up-type partners (I3W = +
1
2) carries an electri-




2) have a charge of
q = −13 .
Except for the Higgs boson (spin = 0), all mediators of the fundamental forces are
vector-bosons (spin = 1). The photon (γ) is the massless mediator of the electromag-
netic force and acts on all electrically charged particles. In the SM, it is represented by
the U(1)EM [6,7] symmetry group which conserves the charge Q. The only other mass-
less bosons are the eight gluons (g). They only interact with quarks as other fermions
do not carry a colour charge C. While γ is a neutral particle w.r.t. all forces, each
gluon carries a distinct combination of two colour charges itself and can therefore inter-
3
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Figure 2.1.: Schematic view of the particles in the Standard Model of particle physics.
The particles are grouped in leptons (blue), quarks (green), gauge bosons
(red) and the Higgs boson (yellow).
act with itself. QCD is represented by the SU(3)C [8] symmetry group and conserves C
from which the name quantum-chromo-dynamics is derived.
For the weak force, of which the Z0 and W± boson are the mediators, the flavour of
leptons must be conserved. For quarks, the weak eigenstate do not correspond to the
mass eigenstates which are observed. Therefore, quarks can couple among generations
which is described by the non-diagonal elements of the CKM matrix [9,10]. In general,
flavour changing neutral currents, where a particle keeps the same isospin but changes
generation by the interaction with an electrical neutral particle, are suppressed in the
SM. The weak interaction conserves the weak isospin IW . It is maximally parity vio-
lating and only acts on left-handed particles. The underlying symmetry group is the
SU(2)L [11].
As mentioned, the mathematical representation of the SM is a quantum field theory.
Each particle corresponds to an excitation of a quantum field which satisfies appropri-
ate quantum mechanical field equations: chiral fields describe fermions, vectorial fields
describe bosons and scalar fields describe scalar particles. One possible requirement on
these fields is global gauge invariance under
L(Ψ)→ L(Ψeiθ) (2.1)
of the Lagrangian density for a field Ψ(L(Ψ)) under a transformation eiθ. To intro-
duce interactions among the SM particles, invariance under local transformations eiθ(x),
4
which depend on the space-time coordinates x, is required. Introducing such a local
transformation to the fields breaks the symmetry of the Lagrangian density. To restore
the symmetry, the derivative on a field has to be replaced by the covariant derivate (Dµ)
where the exact form of Dµ depends on the symmetry group. By doing so, additional
terms are introduced corresponding to the interaction terms. In the SM, the derivative
becomes
Dµ = ∂µ + igsGµ︸ ︷︷ ︸
SU(3)
+ igWµ︸ ︷︷ ︸
SU(2)
+ ig tan θWYω/2Bµ︸ ︷︷ ︸
U(1)
(2.2)
with the coupling constants of the three forces gs, g and g tan θW , where θW is the weak
mixing angle, and the generators Gµ, Wµ and Bµ of the respective symmetry group. The
dimensionality of the generators corresponds to the number of bosons of the respective
force. As discussed above, the generators of the SU(3)C group correspond to the strong,
of the SU(2)L group to the weak and of the U(1)Y group to the electromagnetic force.
The Brout-Englert-Higgs mechanism [12–14] introduces mass terms for all massive par-
ticles in the SM by introducing a complex doublet scalar field. Due to spontaneous
symmetry breaking, the vacuum expectation value of this field is non-zero. As a conse-
quence, massive particles interact with the field. The corresponding Yukawa coupling is
proportional to the mass of the particle. The Higgs boson is an excitation of this Higgs
field and carries no colour or electrical charge but a weak isospin and can interact with
itself.
By forming the Lagrange density of all particles and their interactions, the dynamics
of the theory can be obtained by the Lagrange formalism. A generalized form of the
Lagrange density is [15,16]
LSM = LFermion + LGauge + LYukawa + LHiggs + LTechnical (2.3)
where
• LFermion describes kinematics and interactions of fermions with the respective gauge
field
• LGauge describes self interactions of the gauge fields
• LYukawa describes the coupling of fermions to the Higgs field
• LHiggs describes the Higgs field, its self-interaction and the interaction between the
Higgs and gauge bosons
• LTechnical contains additional terms such as gauge fixing terms.
With the Lagrangian, the amplitude of the transition from an initial to a final state
can be calculated. Typically, this is done in a perturbative approach under the condition
of small coupling constants. A typical example of such a process is the interaction of two
particles a and b which, via a certain force, form two new particles c and d. From the
5
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amplitude, the cross-section (σab→cd) can be calculated via Fermi’s Golden Rule. For
non-physical processes, the amplitude and therefore the cross-section vanishes. With the
Feynman rules, a graphical interpretation of the non-vanishing amplitudes can be made.
The order of a diagram is given by the number of closed paths (loops) in it. Leading
Order (LO) refers to diagrams with the minimum number of vertices and no additional
loops. Diagrams with one extra vertex are at Next-to-Leading-Order (NLO) etc..
Although the SM is in very good agreement with current observations from experiments,
it has short-comings. Neutrinos are known to undergo flavour-oscillations [17–19] which
is not allowed in the SM. There is no explanation for dark matter and dark energy, which
make up 95% of the energy density of the universe [20]. Gravitation, which is very weak
compared to the three forces discussed above, is not included in the theory either. For
this reason, many theories beyond the SM exist, and it is important to probe the SM
and its predictions with high precision.
2.1. The Top Quark
The discovery of CP -violation in neutral K-mesons [21] could not be explained with
only two generations of quarks and leptons considered at that time. The idea of a third
generation of quarks [10] could explain the effect and was confirmed by the discovery
of the τ -lepton [22] and the bottom-quark [23] (b) in the 70’s. It took 18 more years
until the top-quark (t) was discovered by CDF [24] and DØ [25] at the Tevatron in pp̄
collisions.
Its mass is a free parameter in the SM which has to be measured. It has a mass of
approximately 172.9±0.4 GeV [26] making it the heaviest particle in the SM. Via loop
corrections, the mass is related to other parameters of the SM such as the W -boson and
Higgs boson masses.
A consequence of the high top quark mass is the large decay width of≈ 1.5 GeV corresponding




≈ 1200 MeV ≈ 3 × 10
−24 s. Therefore, on average, top-quarks decay
before forming jets in the detector and decay as bare quarks, making it a unique option
to study the quark sector.
2.1.1. Top Quark Pairs and Single Top Quarks at Hadron Colliders
At hadron colliders, top quarks are predominantly produced as tt̄-pairs. As shown in
Figure 2.2, several production processes at LO are possible. The probability to find a
parton (quark or gluon) p′ within a proton p that carries the momentum fraction x of
the proton at a certain energy scale Q, is described by parton distribution functions
fp′/p(x,Q
2) (PDFs). The cross-section of a given process initiated by the interaction of




Cp′ ∗ fp′/p(x,Q2), (2.4)
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(a) s-channel (b) u/t-channel
Figure 2.2.: LO production diagrams for tt̄-pairs at hadron colliders via (a) s-channel
and (b) u (up) or t-channel (down).
where Cp′ is the matrix-element and can be calculated from theory. At the Tevatron,
the annihilation of a quark and antiquark was the main production mechanism. At the
Lhc, a pp-collider, the centre of mass energy is higher and a smaller fraction of the proton
energy is required to produce top-quarks. Since no anti-quarks are available as valence
quarks, the PDFs and therefore the production of tt̄-pairs are dominated by gluons. Even
though the strong coupling constant αs becomes smaller at higher energies, resulting in
a decrease of the cross-section, overall the tt̄ cross-section rises due to the increasing
number of gluons. The cross-section has been studied extensively at both colliders and
good agreement with SM predictions is observed as summarised in Figure 2.3. The most
precise measurement of the cross-section
σtt̄(
√
s = 13 TeV) = 826.4± 3.6(stat)± 11.5(syst)± 15.7(lumi)± 1.9(beam) pb
by Atlas was made with the 2015-2016 dataset (36 fb−1) in the dilepton eµ-channel [27].
The most recent result with the full Run II dataset was made in the lepton+jets channel
and σtt̄(
√
s = 13 TeV) = 830.4± 0.4(stat)+38.2−37.0(syst) pb [28] was measured.
Single top quark production has a total cross-section of σt = 350 pb and is another
option to study top quarks at the Lhc. As shown in Figure 2.4, the production pro-
cess involves, depending on the channel, the exchange or radiation of a W boson and
is therefore a weak process. While in the majority of cases the top-quark is produced
in association with one ore two other quarks in the t- (70%) and s-channel (5%), it can




The CKM matrix-element for the coupling of top- to bottom quark is about unity and it
therefore predominantly decays to a W boson and a b−quark. Due to the colour-factor
of the strong interaction, quarks are three times more likely to be produced in the W bo-
son decay compared to leptons. Therefore, the branching ratios of the top-quark-decay
are [26]





from which for the branching ratios of the tt̄-pair decay channels
tt̄ → W+bW−b̄ → bb̄+

qq′q′′q′′′ (45.7%)





Due to a large amount of data delivered by the Lhc, it is possible to study the properties
of the top quark in detail. In particular measurements of top-quarks in association with
W/Z/γ [29, 30] or a Higgs boson [31, 32] were performed to study the couplings of the
top-quark. In addition, the cross-section was measured differentially as function of many
kinematic variables [33–35] and in particular phase spaces [36] providing consistency
checks with theory predictions.
Figure 2.3.: tt̄ cross-section measurements made at the Tevatron and at the Lhc com-
pared to predictions from theory [37].
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2.1. The Top Quark
(a) s-channel (b) t-channel (c) W associated
Figure 2.4.: LO production diagrams for single top quarks at hadron colliders via (a)
s-channel, (b) t-channel and (c) in association with a W-boson.
2.1.2. Four Top Quarks
Similar to the production of tt̄-pairs, the majority of tt̄tt̄ events are initiated by gg
via the processes at LO shown in Figure 2.5 and only about 6% are produced via
qq̄ annihilation. The expected SM cross-section for pp collisons at
√
(s) = 13 TeV is
σtt̄tt̄ = 11.97
+18%
−21% fb @ NLO QCD+EW [38] making it one of the rarest SM processes
being studied at the Lhc. While always four b-quarks from the top-decay are expected,
the decays of the four W bosons give rise to a variety of decay channels which are
summarised in Figure 2.6. The single lepton (1L) and the dilepton channel, where the
leptons have opposite charges (OS), are both dominated by the tt̄+jets background and
are therefore grouped to the 1L+OS channel. Similarly, the dilepton channel, where the
leptons have the same charge (SS), and the multilepton (ML) channel are dominated by
instrumental backgrounds and are therefore grouped in the SS+ML channel.
Not only is the tt̄tt̄ cross-section far lower than any other process involving top-quarks
measured so far, but the final state is also sensitive to many theories beyond the SM
which can be probed simultaneously by measuring the process.
Some production mechanisms of beyond SM (BSM) scenarios are shown in Figure 2.7.
They can be grouped into two cases: 1) additional contributions interfering with the SM
tt̄tt̄ production and therefore altering the cross-section (e.g. Figure 2.7 a)-c)); 2) new
contributions with a similar signature in the detector leading to an excess of measured
tt̄tt̄ events (e.g. Figure 2.7 d)).
Some sources of new particles are listed below:
• Additional electrically neutral heavy Higgs bosons predicted by theories with two
Higgs doublet models (2HDM) where the boson decays to tt̄ (Figure 2.7 a)) [39,40]
• Gluinos or sgluons are supersymmetric partners of the gluon. If required that they
are produced in pairs, each particle decays into tt̄ (Figure 2.7 c)) [41]
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Figure 2.5.: Four of the LO diagrams for the production of four top-quarks at a hadron
collider.
• Additional heavy Kaluza-Klein gluons, similar to SM gluons, as a consequence of
extra-dimensions [42,43]
• Top-philic particles as a consequence of wider symmetry groups leading to an excess
in the tt̄tt̄ phase-space with many jets and b-quarks [44]
• Vector-like quarks (VLQ) which decay into tW resulting in a similar detector-
signature, the missing b-quarks can originate from gluon radiation (Figure 2.7
d)) [45].
Furthermore, in case the top-quark is not a fundamental particle but composed of even
more fundamental ones, the SM would be an effective field theory (EFT). Additional
loops by new heavy particles are also possible and both cases can be described by intro-
ducing contact interactions to the SM tt̄tt̄ production (Figure 2.7 b)) [46]. Measuring
the cross-section of the tt̄tt̄ production therefore not only probes the SM, it also sets
limits on the parameters for theories beyond the SM which can be used by theorists to
develop these theories further [47].
The latest searches of Atlas and Cms looked for a tt̄tt̄ signature to set limits on the
SM cross-section and on BSM signals. In a dataset with 36 fb−1, Atlas analysed the
SS+ML channel [48] as well as the 1L+OS channel [49]. In the combined result, an
observed (expected) upper limit at 95% confidence level (CL) on the cross section was
set at 48.7 (19.3) fb [50]. In a similar search, Cms sets a limit (95% CL) of 33 (20) fb.
Recent results for Atlas and Cms exist for the full Run II datasets, both experiments
aim for a 3.0σ deviation from the background-only hypothesis. Cms (137 fb−1), mea-
sures σtt̄tt̄ = 12.6
+8.8
−5.2fb, with a signal significance of 2.6 (2.7)σ [51] and Atlas measures
σtt̄tt̄ = 24
+7
−5fb, corresponding to 4.4 an excess of (2.4)σ [52]. In this thesis, the Atlas
measurement in the 1L+OS channel with the full Run II dataset as well as the first
combination with the dataset are presented.
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Figure 2.6.: Summary of the decay channels of four top quarks and their branching
ratios. The red-dashed line indicates the channels with similar dominant
background. OS (opposite-sign) and SS (same-sign) stand for opposite or





















Figure 2.7.: Processes beyond the Standard Model with a similar signature in the de-
tector. (a) Decay of a heavy Higgs boson (e.g. from 2HDM) in association
with a tt̄-pair, (b) four-top contact interaction in an effective field theory,
(c) production of four top quarks via supersymmetric gluinos, (d) decay of





The Large Hadron Collider (Lhc) [53] has a circumference of 27 km and is the largest
and most modern proton-proton and heavy-ion collider on earth. It is operated by the
European Organization for Nuclear Research (Cern) in Switzerland. Before the Lhc, a
variety of hadron and lepton colliders were already built. The Intersecting Storage Ring
(ISR, 1971) [54] was the first pp collider at Cern. In order to reach higher-energies in
the search for new processes, new hadron colliders such as Spp̄S (Cern, 1981) [55] and
Tevatron [56] (Fermilab, 1987) were required. They made use of the annihilation of the
valence quarks in proton/anti-proton collisions. Complementary studies were performed
at e+e− colliders such as Lep (Cern, 1987) [57] and Slc (Slac, 1991) [58]. Together,
the experiments located at these colliders increased the knowledge of particle physics
significantly, but it also became clear that a new machine with a higher centre of mass
energy (
√
s) was needed. At the beginning of this century, the Lhc was installed in the
same tunnel that was previously used by Lep. In Section 3.1, more details on the Lhc
are given followed by an overview of the Atlas detector in Section 3.2.
3.1. The Large Hadron Collider
The Lhc started operating in stable conditions in March 2010 with
√
s = 7/8 TeV until
the end of 2012. Within a partial Run I dataset, the Higgs-Boson was discovered in
July 2012. After a longer shutdown (LS1), during which upgrades to the accelerator
and the detectors have been installed allowing for an increase of
√
s to 13 TeV, Run II
started in April 2015 and lasted until December 2018. After another long shutdown,
Lhc presumably starts Run III in 2021.
Before protons are collided in the main ring, their energy successively gets increased
in the Cern accelerator complex as shown in Figure 3.1. The protons originate from
hydrogen gas from which electrons are removed by an electric field. In the linear accel-
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Figure 3.1.: Schematic view of the CERN accelerator complex ©Cern.
erator Linac2 the particles are boosted to an energy of 50 MeV before the Proton Syn-
chrotron Booster (PSB) accelerates them further to 1.4 GeV. After reaching an energy of
25 GeV in the Proton Synchrotron (PS), the Super Proton Synchrotron (SPS) increases
the energy further to 450 GeV. The 2808 proton bunches, consisting of 11.2× 1011 pro-
tons each, are accelerated in the main Lhc ring until they reach the final energy of
6.5 TeV in the two counterrotating beams by 8 radio frequency cavities, oscillating at
400 MHz, per beam. The ring consists of 1232 dipole magnets, bending the particles on
a circular path, and 392 quadrupole magnets which focus the beam and thereby reduce
beam losses. All magnets in the Lhc are cooled to 1.9◦K in order to maintain the su-
perconducting state which is needed to obtain the necessary field strengths.
Prior to each interaction point, at which one of the four main experiments Alice [59],
Atlas [60], Cms [61] and Lhcb [62] are located, dedicated magnets focus the beam to in-
crease the luminosity. Every 25 ns, corresponding to a frequency of 40 MHz, two proton-
bunches are collided and the collisions are observed by the four experiments. While
Alice investigates quark-gluon plasmas and Lhcb focuses on measuring CP-violating
processes in the b-quark sector, Atlas and Cms are general purpose detectors investi-
gating a variety of topologies which are related to the SM and beyond.
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Figure 3.2.: The Atlas detector at Cern ©Cern.
3.2. The ATLAS Detector
The Atlas (A Toroidal Lhc ApparatuS) detector [63], shown in Figure 3.2, with the
size of 44 m× 25 m, is the largest of the four main experiments at Cern. It is located
roughly 100 m below ground to provide shielding from cosmic backgrounds. The physics
goals are similar to that of Cms. While the conceptional designs of the detectors are
similar, they differ substantially in detail such as material choices for each component.
Both detectors need to fulfil a list of requirements like very precise tracking information,
good energy resolution, good spatial resolution and precise particle identification. For
this reason, the detectors consist of multiple layers.
The following coordinate system is used within the thesis. The z-axis points along the
beam-pipe and the origin is placed at the nominal interaction point in the middle of the
detector. The x/y direction defines the transverse plane where y is pointing upwards
and perpendicular to the earth-surface while x points towards the centre of the Lhc
ring. Due to the cylindrical shape of the detector the distance (r) from the z-axis and
the azimuthal angle (φ) can be used.
Furthermore, it is common in high energy physics to define the pseudo-rapidity (η) based
on the polar angle (θ) as










The Inner Detector (ID) is located closest to the beam pipe making the environment
for its components particularly challenging due to the high radiation. It is embedded by a
2 T magnetic field from the central solenoid which bends charged particles for momentum
measurements. Charged particle tracks are reconstructed by combining information
from the different layers of the pixel detector, the Semiconductor Tracker (SCT) and the
Transition Radiation Tracker (TRT).
The pixel detector consists of 4-layers in the central part with a total of 100 million pixels
and three disks arranged in an endcap on each side with 13 million pixels per disk per
side. It covers the range of 0.0< |η| < 2.5. The Insertable B-Layer [64] is the innermost
layer and was added during LS1. It has a reduced pixel size of 50×250 µm2 compared to
50×400 µm2 in other layers resulting in a better resolution along the beam-pipe (75 µm
instead of 115 µm) while the resolution in the transverse plane is similar (10 µm).
The SCT uses eight-layers of silicon microstrips to provide additional information at a
larger radius where the combination of two layers provides one space-point measurement.
It covers the range of 0.0< |η| < 1.4 in the barrel and 1.4< |η| < 2.5 via the end-caps
which are located on each side. The strips in a pair of layers are rotated by 40 mrad with
respect to each other to avoid ghost hits. With readout strips every 8 µm the resolution
is worse than in the pixel detector with 17 µm in the transverse direction and 580 µm
along the beam-pipe.
The TRT consists of 4-mm tubes which are located along the beam-pipe in the central
part and perpendicular to it in the end-caps. The tubes are filled with a gas-mixture
(70% Xe, 27% CO2, 3% O2) allowing for an improved recognition of electrons when
combining TRT information with the calorimeter. It covers the range of 0.7< |η| < 2.5
where the range of It covers the range of 0.7< |η| < 2.5 is covered by the end-caps.
The resolution in the transverse plane is larger than for the previous sub-detectors with
130 µm, but the measured path of the traversing particle is longer due to the larger
volume. In direction of the beam-pipe, no precise tracking information is available by
the TRT.
Due to the curvature of charged particles in the magnetic field the path of the particle can
be reconstructed in each layer. Since the curvature depends on the transverse momentum
(pT), the resolution is pT dependent. Combining the information of all layers results in
a resolution of [65]:
σpT
pT
= 0.04% × pT [GeV]⊕ 2% (3.2)
Tracking information is used to identify the primary vertex of the pp collision in the
beam-pipe which is in particular important when multiple pp collisions in the same
bunch-crossing occur (pile-up). Secondary vertices from b-hadron decays are also recon-
structed with dedicated techniques based on the reconstructed tracks.
The calorimetry system consists of two main parts, the electromagnetic (ECal) [66]
and the hadronic calorimeter [67]. In general, particles are stopped in the calorimeters
and the deposited energy is recorded from which the energy of the particles and the
missing energy in the transverse plane, originating primarily from neutrinos, can be
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reconstructed.
ECal is a sampling calorimeter located outside of the TRT. Similar to the inner detector
it consists of three central layers (|η| < 1.375) and two end-caps which provide a larger
angular coverage (|η| < 3.5). In the passive material (lead), photons and electrons
undergo pair-production and Bremsstrahlung resulting in an electromagnetic shower.
Through ionisation in the active material (liquid argon) an electrical signal proportional
to the initial particles energy is obtained. The thickness of the calorimeter was chosen
to be > 24 radiation lengths to absorb a large fraction of the electromagnetic shower.
The more energy is absorbed, the better the resolution becomes and punch-through in
outer detectors is reduced.
Further outside, the Tile calorimeter, also known as hadronic calorimeter, covers a range
of |η| < 1.0 in the central part and |η| < 2.5 by an extended barrel on each side parallel to
the beam-pipe. It is also a sampling calorimeter in which hadronic showers are initiated
via the strong interaction in the passive material (iron) which are then measured by
scintillators. The scintillators are connected to wavelength shifting fibres which are
connected to the readout electronics. The thickness is > 9.7 interaction lengths. For
both calorimeters, Tile and ECal, the granularity becomes smaller when getting closer













consists of three terms. The constant term dominates at higher energies (> 100 GeV ),
the noise term is dominant at very low energies (< 10 GeV ) and the sampling term
dominates in the intermediate range.










Here, the sampling term is much larger since not the full shower is contained, and
hadronic showers are in itself more complex to reconstruct than electromagnetic ones.
For example, due to the decay of charged and neutral pions, hadronic showers contain
an electromagnetic component which needs to be calibrated.
In the forward and backward regions of the Atlas detector, Hadronic Endcaps (copper
and liquid argon) overlap with the Forward Calorimeter (FCal, copper/tungsten and
liquid argon) to ensure the energy measurements up to |η| < 4.9.
The Muon Spectrometer (MS) [68] is the outermost part of the Atlas detector. Since
muons are not stopped by the calorimeters, it is possible to perform an additional track-
ing measurement and use the information for the muon triggers. In the central region
(|η| < 1.4) the magnetic field varies between 0.5-2 T. It is provided by the central toroid
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and an overlap of the endcap magnets. These provide a 1-2 T field in the outer region
(1.6< |η| < 2.7). Monitored drift tubes (MDTs) cover a range of |η| < 2.0 and consist of
three layers. For larger pseudorapidity regions (2.0 ≤ |η| < 2.7) the occupancy is higher.
Cathode Strip Chambers (CSCs) are used in this part because of the faster response and
better timing resolution. They consist of Multiwire Proportional Chambers (MWPC)
combined with a cathode strip readout. The pT resolution degrades from 2-3% for mo-
menta in the order of GeV down to 10% for 1 TeV muons due to the smaller bending
radius.
To trigger muon events, Resistive Plate Chambers (RPCs) are used in the barrel region
and thin gap chambers (TGCs) in the end-caps. Both provide a well defined pT-threshold
and an additional orthogonal measurement of the muon pT.
Luminosity measurements [69, 70] are important to precisely determine the amount
of data taken as this is an irreducible uncertainty for all cross-section analyses. By
measuring the inelastic pp cross-section in the forward regions, the luminosity can be
calculated. The LUCID [70] detector measures the rate of pp events at ± 17 m along the
beam-pipe by Cherenkov radiation while ALFA uses scintillators inside Roman pots at
± 140 m.
The trigger and data acquisition system (TDAC) [71] is needed to select and store
events. Not all events can be stored due to bandwidth and storage limitations. Therefore,
only events that fulfil certain physics criteria, such as having high pT leptons, are kept.
The system has to be fast as a decision has to be taken for each bunch-crossing at a
frequency of 40 MHz. The trigger-system consists of a hardware (L1) and a software
based high level trigger (HLT).
The L1 trigger uses information from the calorimeters and the muon spectrometer to
define regions of interest (RoI) in the detector. Only data which comes from an RoI is
readout from the on-detector electronics and forwarded to the HLT. Here, information
from L1 and all detector components are processed at a rate of 100 kHz. After the HLT,
events are selected at a manageable frequency of about 1 kHz and are permanently stored
on disks at Cern and are distributed via the world-wide computing grid.
18
CHAPTER 4
Monte Carlo Simulation and Object Definition
In this chapter, the dataset, simulated samples and physics objects which are used in the
analysis are presented. After a summary of the Run II dataset in Chapter 4.1, a brief
overview of Monte Carlo (MC) generators and specific choices in this analysis is given
in Chapter 4.2. Finally, the physics objects and their reconstruction are summarised in
Chapter 4.3.
4.1. Datasets
The full Run II dataset of Atlas was accumulated between 2015 and 2018 with
√
s =
13 TeV and has, summed over all years in units of fb−1, a total integrated luminosity
of 3.2 + 33 + 44 + 59 = 139. The integrated luminosity per year increased, after
commissioning in 2015, from 33 (2016) to 59 (2018) fb−1by improving the data taking
conditions based on the gained knowledge of the previous years. A consequence of this
increase is a higher average pile-up, collisions from other protons in the same bunch
crossing, which complicates the reconstruction of objects.
Several runs of typically 10-15 hours each, consisting of several luminosity blocks which
are around a minute long, were collected each year. Each run has slightly different
data taking conditions, for example caused by the injection into Lhc. Only luminosity
blocks that fulfil certain quality criteria, such as a fully functional detector and at least
one clearly identified vertex to reduce pile-up, are listed in the Good Run List and are
considered in this analysis.
4.2. Monte Carlo Simulation
To interpret the events measured by the detector, they are compared to the SM pre-
diction. Ideally, this is done by an analytical approach taking all effects into account.
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However, due to the complexity o a typical particle collision, this is not possible in par-
ticle physics. Instead, it is typical to use the Monte Carl (MC) technique, a numerical
approach. According to the theorem of large numbers, the average of randomly generated
events, based on the mathematical problem, converges to the expected value of the prob-
lem itself unless it it biased. The difficulty is the exact formulation of the mathematical
problem as certain assumptions, further discussed below, have to be made beyond the
analytical calculation of the matrix element (ME). In addition, computing resources are
often limited which in turn limits the possibilities for further numerical improvements.
As further discussed in Section 5, this approach leads to imprecise predictions in the
phase-space of this analysis.
For most generators, the simulation is split in several levels, following the factorisation
theorem [72], where each level corresponds to a different scale of transferred momenta Q.
For each level, different effects are simulated and, therefore, it is common to interface
different generators for the ME calculation and the shower generation. Even though
the modern generators differ in the exact implementation, they all follow a similar ap-
proach [73].
At the Lhc, protons are collided but the actual interaction, which leads to the final
state of interest, occurs between partons with kinematics given by PDFs which were
introduced in Section 2.1. Besides the main interaction, the proton remnants interact
as well. This resulting underlying event leads to additional final state particles in the
detector in the same event, often with a low transverse momentum (soft), which do not
originate from the process of interest but cannot be separated. Therefore, this has to be
simulated in addition to the main interaction of interest.
The first step of the simulation is the parton level. The amplitude of a given process, as
discussed in Section 2, of the initial states is simulated at a fixed order in perturbation
theory with a ME generator. To avoid ultraviolet divergences from large momentum
loops, a reference point for the strong coupling constant αS at the renormalisation scale
(µR) is chosen. By introducing this scale, the strong coupling constant becomes scale
dependent which takes the running with energy into account. Similarly, to avoid infrared
divergences due to radiation of massless particles by other massless particles, the fac-
torisation scale (µF ) is chosen to make the PDFs dependent on Q
2. Typically, the scales
are related to the masses M of the transferred momenta of the particles being considered
and often µR = µF = Q
2 = M2 is chosen. At infinite order of perturbation theory, the
final result would not depend on the choice of the scales. Since this is computationally
impossible to achieve, uncertainties based on varying the scales have to be taken into
account.
Next, a shower generator is interfaced with the ME generator to model the radiation
of gluons and photons by correspondingly charged particles in the initial and the final
states. Since gluons self-interact, they emit further gluon radiation resulting in a parton-
shower [74]. During this step, the number of particles considered increases while the
energy scale decreases which, according to QCD, further increases the gluon radiation.
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The process continues until perturbation theory is not applicable anymore due to the
growing of the strong coupling constant with decreasing energy. A typical cut-off scale
is in the order of Q2 = 1 GeV2. In principle, a parton-shower corresponds to a higher
order correction via additional loops to the ME. However, due to the complexity and
the missing analytical description, it is not feasible to perform a full calculation of the
process like it is done for the ME. Therefore, in an approximation, only the dominant
contributions from collinear or low-energy (soft) parton splitting are considered. Tech-
nically, this is done by simulating a step-wise Markov chain, based on the cross-section
to obtain one additional parton (σn+1), for n existing partons. The cross-section can be
written as splitting of a parton j from type i into two partons j + k, where k carries
a certain energy fraction z and is radiated with an opening angle (θ), an azimuthal







The preferred choice of the Herwig [75,76] shower generator is to approach Equation 4.1
by evolving in the opening angle θ. This treats the coherent radiation of soft gluons cor-
rectly and is therefore referred to as coherent showering or angular-ordered showering. In
this approach, qq̄-pairs are considered as a colour singlet which only radiates soft gluons
inside a cone of a certain angle. Outside this cone, no significant soft gluon emission
occurs and the emission is generated as direct (hard) gluon emission from the parent
parton.
An alternative, used by Pythia 8 [77] and Sherpa [78] but also available in newer
versions of Herwig [79], is dipole showering. Here, Equation 4.1 is evolved w.r.t. the
transverse momentum pT of the emitted particle relative to the mother particle. As-
suming that each parton is connected uniquely to another parton by its colour, each
parton-pair is considered as an independent dipole which emits further radiation. The
radiation of a gluon corresponds to the splitting of one of these dipoles into two with
given kinematics. Since emissions with large pT are generated first, including the recoil
to the system, this approach is also referred to as transverse-momentum-ordered dipole
shower. Despite technical advantages in implementing ME corrections, momentum con-
servation can be satisfied at all stages of the shower generation while keeping the partons
on mass-shell since the process corresponds to a 2 → 3 rather than a 1 → 2 splitting.
After this step, non-perturbative effects become important as the transferred momenta
become small (Q2 ≈ 1GeV2) and the distance scale rises.
The transition to particle level, known as hadronisation, is the most important non-
perturbative effect. It describes the process in which colour-neutral, often unstable
hadrons are formed from the coloured partons. This process is required by the con-
finement of the strong interaction which, again, is an unsolved theoretical problem and
perturbation theory cannot be applied any more. Therefore, effective models, such as
the string and the cluster [74] model, are used.
The string model, sketched in Figure 4.1 (a), is the hadronisation model of the Pythia
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shower generator. It is most easily described for the e∓e± → qq̄ process. The two final
state quarks move in opposite direction and lose energy in the colour field. The colour
connection of the quarks is described by so-called strings which, effectively, correspond to
gluons. The strings ensure that the colour charge is conserved in each of the subsequent
steps. A string has a uniform energy density per unit length which increases, due to
the increase of the strong coupling with distance and the self-interaction, as the quarks
move apart. A string may be broken and, if the potential energy of the system is high
enough, a new qq̄-pair is produced afterwards. Alternatively, the string reconnects to
another quark or splits into two other strings (self-interaction) which impacts the final
angular distribution. This process repeats until the kinetic energy of the initial quarks
is transformed into qq̄-pairs which are only connected by short strings without sufficient
energy to produce further partons.
The cluster model, sketched in Figure 4.1 (b), is the hadronisation model of the Sherpa
and Herwig shower generators. The partons are directly grouped into colourless clus-
ters and make use of the preconfinement principle. It implies that the mass distribution
of two colour-connected neighbouring partons falls rapidly towards high masses and
is asymptotically independent of the momentum scale Q2. For the same process as
discussed previously, this implies that two neighbouring quarks form a so-called proto-
cluster. By introducing a cut-off energy scale, typically around Q2 = 1 GeV2, the mass
of the cluster is regulated to be in the order of a few GeV which can be interpreted as
superposition of different mesons. The proto-clusters finally decay into hadrons which
ends the hadronisation.
In both models, the final hadrons, shown on the right in Figures 4.1 (a) and (b), decay
in long-lived or stable lighter objects, such as e±, µ±, π±, K0L, γ, p and neutrons. The
exact decays and branching ratios for each hadron are simulated by sophisticated models
based on tables which contain the latest experimental results [26].
In the final step, the interaction of these particles with the detector material and
the detector response are simulated. Geant 4 [80] is the most accurate method used in
Atlas but the method is computing intensive. Therefore, the time needed to produce
a certain number of events increases which cannot always be afforded by an analysis.
Alternatively, AtlFast-II [81, 82] can be used which parametrises the response of the
calorimeters to the showers and is therefore faster but, depending on the phase-space,
not always as accurate and additional uncertainties have to be considered. As a result
of the simulation, MC events and data events have exactly the same format and can be
processed further to identify objects as discussed in the next chapter.
Analysis Specific Choices Several Monte Carlo and Shower Generators exist and dif-
ferent assumptions or parameter settings in the exact implementation of a given process
are made as discussed above. The choices made for this analysis are summarised in
Table 4.1, more details are given in the text below. To estimate the uncertainty of the
choice, for tt̄tt̄ and tt̄+jets, alternative samples by a different generator are compared
to the nominal setup, further discussed in Section 5.5. As the respective cross-sections
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Figure 4.1.: Schematic view of the effective models for hadronisation for the e∓e± → qq̄
process. In the string model (a), the final qq̄ pairs are connected via strings
while in the cluster model (b) closest neighbours are grouped into proto-
clusters [74].
for other samples are small compared to tt̄, the effect of an uncertainty derived by an
alternative samples on the result is expected to be negligible as further discussed in
Chapter 5.
The tt̄tt̄ matrix element is modelled twice, once at NLO and once at LO in QCD,
both with MadGraph5 aMC@NLO 2.6.2 [83] (NNPDF3.1NLO [84]). The LO sam-
ples are used in the training of the BDT as the NLO samples contain a large number
of negative weights which cannot be treated properly in the training of the BDT. The
factorisation and renormalisation scales are set to 0.25 times HallT which is the sum of
transverse momenta of all objects. Pythia 8.230 [77] (NNPDF23LO, A14-tune [85]) is
used for generating showers. For hadronisation, MadSpin [86, 87] takes the spin corre-
lations in top-quark decays into account and heavy-flavour hadron decays are modelled
by Evtgen 1.6.0 [88].
For systematic uncertainties on the shower, the Herwig 7.04 [75,76] (MMHT2014LO [89],
H7UE-tune [76]) was used as replacement for Pythia 8.230. All samples are normalised
to NLO in QCD+QED due to corrections from the large tH coupling [38]. The detector
response is modelled with AtlFast-II.
The tt̄ process is modelled at NLO in QCD with Powheg-Box v2 (NNPDF3.0NLO,
hdamp = 1.5 × mtop), where hdamp is a parameter that regulates the pT of the first
additional jet beyond LO which is needed to cancel a divergence. Uncertaintes on
hdamp are estimated by varying the parameter to hdamp = 3.0 ×mtop. Pythia 8.230
(NNPDF23LO [84], A14-tune) is used for generating showers. For systematic uncer-
tainties on the shower, the Herwig 7.04 (MMHT2014LO, H7UE-tune) was used as
replacement for Pythia 8.230. For systematic uncertainties on the matrix-element,
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Table 4.1.: Basic MC generator settings for signal and background samples.
Sample Generator ME PDFs Shower
tt̄tt̄ MadGraph5 aMC@NLO NNPDF3.1 Pythia 8
tt̄ Powheg-Box v2 +Evtgen NNPDF3.0 Pythia 8
Single-top (tW ) Powheg-Box v2 +Evtgen NNPDF3.0 Pythia 8
Single-top (t-chan.) Powheg-Box v2 +Evtgen NNPDF3.0 Pythia 8
Single-top (s-chan.) Powheg-Box v2 +Evtgen NNPDF3.0 Pythia 8
tt̄ +H Powheg-Box v2 +Evtgen NNPDF3.0 Pythia 8
tt̄ +Z MadGraph5 aMC@NLO NNPDF3.0 Pythia 8
tt̄ +X MadGraph5 aMC@NLO NNPDF3.0 Pythia 8
tt̄ +W Sherpa NNPDF3.0 Sherpa
Diboson Sherpa NNPDF3.0 Sherpa
V+jets Sherpa NNPDF3.0 Sherpa
the MadGraph5 aMC@NLO 2.6.0 (NNPDF23NLO [84]) was used as replacement for
Powheg-Box v2.
To obtain more events in relevant regions and thereby reduce statistical uncertainties,
heavy-flavour - (HF) and HT-filtered samples have been generated. HF-filtered samples
are classified at particle level according to the number of heavy-flavour hadrons, HT-
filtered samples cover different regions in HT. All samples are normalised to NNLO in
QCD cross-section. Soft gluon emission at NNLL [90–93] accuracy is calculated by the
Top++2.0 [94] package. The detector response is modelled with AtlFast-II.
The single-top tW [95] and s-channel [96, 97] processes are modelled at NLO in
QCD with Powheg-Box v2 (NNPDF3.0NLO) with the five-flavour scheme where the
b-quark is part of the PDF. Interference terms with tt̄ are removed via diagram removal.
The single-top t-channel [98] process is modelled at NLO in QCD with Powheg-
Box v2 (NNPDF3.0NLOnf4) with the four-flavour scheme where the b- and the c-
quarks are part of the PDF.
Pythia 8.230 (NNPDF23LO, A14) is used for generating showers of all single-top sam-
ples. All samples are normalised to NNLO cross-section [99,100].
The tt̄ +Z process is modelled at NLO in QCD with MadGraph5 aMC@NLO 2.3.3
(NNPDF3.0NLO). Pythia 8.210 (NNPDF23LO, A14-tune) is used for generating
showers. A NNLO QCD+QED cross-section normalisation is applied [101].
The tt̄+W process is modelled at NLO in QCD with Sherpa 2.2.1 (NNPDF3.0NLO) [78].
NNLO QCD+QED cross-section normalisation is applied [101].
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The tt̄ +H process is modelled at NLO in QCD with Powheg-Box v2 (NNPDF3.0
NLO). Pythia 8.230 (NNPDF23LO, A14-tune) is used for generating showers.
Other tt̄ +X processes (tZ, tWW, ttt) are modelled at LO in QCD with MadGraph5
aMC@NLO 2.6.2 (NNPDF3.0NLO). Pythia 8.210/8.230 (NNPDF23LO, A14-tune) is
used for generating showers for tt̄ +X samples.
Diboson and V+jets processes are modelled with Sherpa 2.2.1/2 (NNPDF3.0NLO)
at NLO (LO) depending on the number of extra jets. Sherpa shower generation is in-
terfaced by the MEPS@NLO prescription [102–105]. Tuned parameters were developed
by the Sherpa authors. V+jets [106] (Diboson [107]) samples are normalised to NNLO
(NLO) in QCD cross-section.
4.3. Object Definitions
As discussed previously, only long-lived or stable particles are observed in the detector.
In general, it is known which signature can be expected in which part of the detector
by a particle, as Atlas is designed to provide a good particle identification. Figure 4.2
shows the different layers of the Atlas detector and the interactions of different particles
in each layer. For example, an electron results in a track in the inner detector which
matches a shower in the electromagnetic calorimeter while a photon only has a shower in
the calorimeter and no associated tracks. However, more information from the detector
can be used for a better separation and resolution. These choices can significantly
impact the result of the analysis and are summarised for the relevant quantities such as
electrons, muons, jets, jets originating from b-quarks (b-jets), missing transverse energy
and overlap removal in the following.
4.3.1. Electrons and Photons
The reconstruction of electrons and photons is similar and is therefore done in the same
way via a discriminant. Due to the expected signature, only information from the ID
and ECal are used [108].
The deposited energy (EcellT ) in a cell of the ECal is compared to the expected noise-




of a measured signal can
be derived. Deposits with εcell ≥ 4 are used as seed cells to build a proto-cluster by
iteratively collecting neighbouring cells with εcell ≥ 2. After a cell is collected, it be-
comes the seed for the next iteration. If a proto-cluster fulfils EclusterT ≥ 400 MeV and
at least 50% of the energy were deposited in the ECal, it is matched with tracks from
the ID [109–111]. Matched proto-clusters within 5× 3 cells around the seed barycentre
are merged to form electron super-clusters. Photons originating from Bremsstrahlung
are either already merged in a proto-cluster or, if it created its own cluster, are merged
in this step.
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Figure 4.2.: Schematic view for different particles and the layers of the Atlas detector
they interact with. The information is used to identify long-lived particles.
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Electrons produced within jets via decays have to be distinguished from final-state elec-
trons. Based on the information of the primary track, the compatibility with the cluster
and the shape of the clusters, a discriminant is formed.
In addition, requirements on the kinematics and the isolation of the track are made to
define working points. The tight working point, used in this analyses, has the strongest
cut on the discriminant, it requires E/p < 10 and one track with pT > 2 GeV .
The isolation of electrons is obtained by summing the energy in ECal cells (Econe20T )
and the pT of tracks (p
varcone20
T ) in a radius of ∆R < 0.2 around the track while
excluding the electron. The FCtight working point requires Econe20T /pT < 0.06 and
pvarcone20T /pT < 0.06 as well as a loose matching of the track with the primary vertex to
suppress pile-up effects. The tight working points are chosen as they provide the best
background rejection and a good robustness against pile-up. Additional scale-factors for
calibration of MC to data are derived in tag-and-probe [108,112] analyses.
In addition to these working points, electrons in this analysis are required to have
pT > 28 GeV and |η| < 1.37 or 1.57 < |η| < 2.47.
4.3.2. Muons
No energy reconstruction for muons is possible as they are not stopped in the calorime-
ters but the momentum can be measured from the track curvature. The reconstruction
is track-based and combines tracking by the MS and the ID. Before combining the in-
formation, tracks are reconstructed in both sub-detectors individually [113]. In this
analysis, only muons that have a matching track between ID and MS, so-called com-
bined muons, are considered. Other types, where only a track from the MS is available
that loosely matches the primary vertex (extrapolated), where the calorimeter is used
for tracking (calorimeter-tagged) or where the track is not fully reconstructed in the
MS (segmented-tagged) are not considered as the background contribution, for example
from hadron decays, is too large.
Based on the χ2 agreement between fitted track and measured points and the agreement
with the ID track, working points are defined. In this analysis the medium working
point and an isolation requirement of pvarcone30T /pT < 0.06 is used to guarantee a high
efficiency (> 98%) and a strong rejection (> 80%) of background events.
The medium working point is the default in Atlas as it minimises the systematic un-
certainties associated with muon reconstruction and calibration [113]. Depending on η,
it requires a minimum number of hits in the MDTs for a solid track reconstruction in
addition to a loose agreement with the ID track. As for electrons, the primary vertex for
muon candidates must be loosely matched to suppress pile-up. Additional scale-factors,
derived in tag-and-probe analyses [113] are applied to simulation to reduce systematic
uncertainties and to improve the MC modelling. In addition to these criteria, muons in
this analysis are required to have pT > 28 GeV and |η| < 2.5.
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4.3.3. Jets and RC-Jets
In general, a jet is defined as a cluster of colour-neutral objects which matches the mo-
mentum of a parton from the matrix-element decay. In practice, an algorithm finds the
energy deposits in the calorimeters which were created by the same object. Similar to
the procedure in Section 4.3.1, topological clusters in the calorimeter are formed by a
nearest neighbour algorithm [114,115]. Next, the FastJet 3.2.2 [116] software package,
which makes use of the anti-kt algorithm [117] with a radius of R = 0.4, merges the
topological clusters to one object.
In the anti-kt algorithm, for an entity i, for example a cluster, with a transverse mo-
mentum kti and a geometrical distance ∆ij = (yi − yj)2 + (φi − φj)2 to another object












where diB is the distance to the beam, are compared. The smallest dij for all i,j combina-
tions is taken. The two objects are merged and the iteration continues, otherwise, if diB
is the smallest distance for all objects, these objects are considered jets. The reason this
algorithm is used by many analyses in Atlas is the circular shape of the final objects
which makes it easier to remove overlaps between jets and calibrations.
Since the properties, in particular the jet energy scale (JES), of a jet depends on the
algorithm and detector effects, many calibrations are required. First, the four-momenta
of jets are calibrated to the energy of particle-level objects using MC events. This
takes several effects, such as energy loss in dead material and energy deposits outside
of the idealized cone into account. Next, the global sequential calibration takes global
jet observables into account to reduce the dependence on the flavour and the type of
object (quark or gluon) [118]. Finally, calibration to data is performed to reduce the
dependence on η due to detector inhomogeneities. Typically, events with well calibrated
objects, such as Z bosons, with additional jets are selected and the recoil of the ad-
ditional jet is measured. From this measurement, scale factors are derived which are
applied to MC to match data. In a similar fashion, the jet energy resolution (JER) is
derived. Jets in this analysis are required to have pT > 25 GeV and |η| < 2.5.
Due to pile-up, additional energy deposits can be merged during the jet reconstruction.
For Run II, a jet-vertex-tagger (JVT) [119] was developed which matches the tracks of
the energy deposits with the primary vertex and provides a likelihood discriminant to
reduce pile-up. In the future, particle-flow [120] jets will be used which includes tracking
information directly in the reconstruction of the jets.
Reclustered Jets (RC-jets) [121] are formed after the regular (small-R) jets are cali-
brated. In this analysis, they are motivated by the fact that quark-decay products, in
particular the ones from the W boson, can have a high pT and are therefore boosted.
The resulting jets can merge to one larger jet with a substructure. Due to the overlap
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removal, the kinematics would not be correctly reconstructed if two small-R jets were
formed. The anti-kt algorithm with R = 1.0 is applied on fully calibrated jets and
inherits uncertainties and calibration from the small-R jets [122]. Furthemore, small-R
jets with a pT < 5% of the total pT are removed from the RC-jet to suppress pile-up
and soft gluon radiation [123]. Finally, pT > 200 GeV and |η| < 2.0 are required in
this analysis to identify RC-jets.
4.3.4. Jets Originating from bottom quarks
While the reconstruction of jets originating from bottom quarks (b-jets) is similar to the
one for other jets, dedicated tagging algorithms exist to identify this type of jet in the
detector. For top-physics and in particular for this analysis, where at least four b-jets are
expected, this is important to define signal enriched and background enriched regions.
B-hadrons have a relatively long mean lifetime of 1.5 ps [26] allowing them to travel up
to millimetres before they decay. This distance is resolvable by the tracking algorithms
and a second displaced vertex can be identified. B-hadron decays contain an electron
or muon in ≈ 20 % of decays. As they are relatively massive compared to e and µ, the
decay products have a high pT with respect to the b-quark direction. In addition, the
high mass often results in a chain of decays which is different from the decays of lighter
jets.
The MV2c10 [124, 125] algorithm is based on the Toolkit for Multi Variate Analysis
(TMVA) [126] in ROOT and combines the outputs of three lower level algorithms
(IP2D/IP3D [124], SV1 [127], JetFitter [128]), which make use of the b-jet signature
discussed above, in a Boosted Decision Tree (BDT). As can be seen from Figure 4.3, a
good separation between light- and b-jets is achieved while the c-jet distribution tends
to be more flat. From this figure, working points can be derived based on cuts on the
MV2c10 output. Only events with a score higher than a cut value are considered for
a given working point. The values for the cut are defined by the fraction of b-jets in
tt̄ events which remain after the cut (60%, 70%, 77%, 85%). A lower fraction corre-
sponds to a better background rejection but also fewer signal events which is why it
is not feasible to always use the tightest working point. For pseudo-continuous (PC)
b-tagging, used in this analyses, bins between the cut values are formed as summarised
in Table 4.2. Each bin contains different information about how b-jet-like a certain jet is.
Related to the definition of b-jets is the additional classification of tt̄ with additional
heavy flavour (HF) jets. In general, jets are classified according to the response of the b-
tagger. However, for MC samples it is possible to apply more detailed matching criteria
based on the available truth level information. Therefore, in this analysis, a matching
criteria of ∆R < 0.4 between truth level objects, for example hadrons before they decay,
and jets is applied. Based on the number of successful matches, different sub-categories
are defined to separate the effects of different radiation sources, for example the radiation
of b-jets via additional gluons:
• tt̄+ b: Exactly one b-hadron from truth level is matched with exactly one particle-
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Figure 4.3.: Output of the MV2c10 BDT for light- c- and b-jets. The MV2c10 score
can be used to derive working points based on the amount of truth b-jets in
tt̄ that pass the selection [125].
Table 4.2.: Cuts on the MV2c10 output to define working points and bins for the pseudo-
continuous (PC) b-tagging. Working points are defined based on the fraction
of truth b-jets that pass the selection. In the regular case, the cut-value
corresponds to a lower value. For PC b-tagging, bins between the cuts,
where 1.00 is the upper limit, are formed and an integer values is assigned.
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Figure 4.4.: Distributions of tt̄+ b sub-categories defined in the text.
level jet.
• tt̄+B: Exactly two b-hadrons are matched to exactly one particle-level jet.
• tt̄+ ≥ 2b: More or equal than two b-hadrons are matched to the same number of
particle-jets.
In a similar way, the non-overlapping sub-categories are defined for c-jets. The cate-
gories are used for all systematic uncertainties where a difference between the categories
is expected as further discussed in Section 5.5. By introducing the additional free pa-
rameters for each sub-category, the final fit is sensitive to shapes and normalisation of
the different tt̄+jets processes without being able to directly measure the processes in
the detector. As example, Figure 4.4 shows the different kinematic distributions of HallT
in the given b-sub-categories.
4.3.5. Missing ET
In e+e−-collisions the longitudinal momentum is exactly known since e± are elementary
particles. In pp-collisons, the momentum fraction of a parton can only be estimated via
PDFs as discussed in Section 2.1. As a consequence, momentum and energy conservation
in the longitudinal direction cannot be used to reconstruct the energy of particles that
do not, or only very weakly, interact with the detector. In the SM, only neutrinos escape
the detector undetected. As the direction of the invisible particles cannot be determined,
only the sum of the transverse momenta, the missing transverse energy (EmissT ) [129],
can be calculated. In the transverse plane, the initial transverse energy (ET) of the
partons can bed assumed to be zero, otherwise energy/momentum conservation would
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EmissT = |EmissT |, (4.5)
where k can be electrons, muons, jets, hadronic taus [130] and soft components. From
Equation 4.4, it becomes clear that all other objects have to be reconstructed and cal-
ibrated first. Then, soft components, well-identified tracks not associated to any other
object which originate from the underlying event or pile-up, can be measured and EmissT
be determined. In addition, any overlap between the object has to be removed as dis-






directional information that can be derived for the missing energy. The calibration of
the detector response to the soft-component makes use of processes like Z → µ+µ−,
where EmissT = 0 is expected, and W → e/µν where the neutrino final state is well-
defined and EmissT can assumed to be the pT of the neutrino.
4.3.6. Overlap Removal
Overlap removal aims to avoid double counting of detector signals. For example, an
energy deposit in the calorimeters should only contribute to one jet and electrons should
not have shared tracks with other electrons or muons. Following an Atlas recommen-
dation, an algorithm is used which follows the BoostedSlidingDRMu option [131]. It
allows to avoid low pT muons from decay chains. Sequentially, it removes
1. lower pT electrons within ∆R ≤ 0.2 of another electron
2. calorimeter-tagged muons that overlap with the ID track of an electron
3. electron tracks that overlap with a muon track
4. the closest jet within a cone of ∆R ≤ 0.2 from an electron
5. electrons within ∆R ≤ 0.4 from a jet
6. jets within ∆R ≤ 0.2 from a muon if the jet has less than three tracks or if the
pT is compatible with the muon





In this Chapter, the strategy to measure the production of four top quarks (tt̄tt̄), intro-
duced in Section 2.1.2, with the full Run II dataset of 139 fb−1 is presented.
Only reconstructed events that fulfil certain detector and physics requirements are of
interest for this analysis. Hence, a selection, as presented in Section 5.1, on all events is
applied before continuing with details about the analysis.
Even though 60% of tt̄tt̄ events decay into one or two charged leptons with opposite
charge, the 1L+OS channel, which is a focus in this document, is not expected to be the
most sensitive [49] part of the combined result due to a large background arising from
production of tt̄ pairs with additional radiated jets (tt̄+jets). While the branching ratio
for events with two leptons of the same charge or more than three leptons is only about
13%, the background contributions are small and a higher significance is expected [48].
As the backgrounds in both channels are very different, each channel is studied indepen-
dently. To make use of the high statistics and the good sensitivity, the analysis combines
both channels in the end. The main background of the all-hadronic channel is multi-jet
production which is considered too difficult to separate from the signal in this document.
Hence, this decay channel is not considered in this analysis.
The quantity to be measured by the Profile Likelihood fit on the output of a Boostes
Decision Tree, while taking into account all uncertainties, is the cross-section of the tt̄tt̄
production. It is extracted as the signal strength µtt̄tt̄, the ratio of the cross-section to
theory prediction. This quantity allows to easily access the consistency of the measured
µtt̄tt̄ with the SM prediction of µtt̄tt̄ = 1. Compared to the background processes, more
jets and in particular more b-jets are expected. Therefore, the fitted regions, further
discussed in Section 5.2, are defined based on (b-)jet multiplicities. Lower multiplicities
are used as control regions (CR) to constraint the tt̄+jets background. Higher multiplic-
ities are used as signal regions (SR) to extract µtt̄tt̄ and to constraint signal uncertainties.
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Besides the information from b-tagging, signal and background differ in many kine-
matic distributions which are combined by a Boosted Decision Tree (BDT). Due to the
high energy threshold of four times the top-mass, the initial partons have, on average,
a similar momentum. With the consequently small boost, the decay products are more
central in the detector and the transverse kinematics of the decay products are expected
to be harder, even though tt̄tt̄ events are less energetic due to the mass threshold. The
corresponding distribution of particular interest is the sum over the transverse momenta
HallT =
∑
k pT where k can be missing transverse energy, leptons (electrons and muons)
and jets. In addition, the angular distributions for (b-)jets differ between signal and
backgrounds. For examples, two b-quarks from gluon splitting are expected to be more
aligned while the b-quarks from the top decays are to first order produced independently.
For the 1L+OS channel, the modelling of the dominant tt̄+jets background is crucial. In
the phase-space of this analysis, the modelling relies on the shower generator. At least
two b-jets on top of the matrix-element calculation are required to reach the (b-)jet mul-
tiplicities of the tt̄tt̄ signal. However, the agreement with data in CR is observed not to
be reliable. For this reason, a reweighting method, discussed in Section 5.3, was devel-
oped which corrects the Monte-Carlo prediction and is therefore referred to as MC-based
reweighting method or MC-based method. The tt̄ Tag Rate Function (ttTRF) method,
which was used in the previous publication [49], is a data-driven approach and is used
for cross-checks as it provides an independent background prediction. Both methods are
applied prior to the training of the BDT, presented in Section 5.4, to provide a reliable
input for the tt̄ background.
The systematic uncertainties for the 1L+OS channel as well as more details of the fit
setup are summarised in Section 5.5 and 5.6. Finally, the setup of the SS+ML channel




The pre-selection is a combination of technical and trigger requirements. In addition,
during the event selection, additional cuts on objects are applied to obtain events that
are enriched in signal. Both selections are applied to data and MC to obtain a consistent
comparison.
Triggers are adjusted to keep a balance between efficiency and rate while keeping the
bandwidth from saturating. Typically, they combine information from multiple sub-
detectors to select events with a signature of interest, for example one or two lepton
events. The exact conditions can change between the years as data-taking conditions
differ. In the 1L+OS channel, single-lepton triggers are applied as they perform well in
both channels. The settings of this analysis, based on the available options [132] by the
Atlas experiment, are summarised in Table 5.1.
The additional requirements of the event selection, listed in Table 5.2, are applied based
on the following considerations. Typically, low pT objects tend to originate from addi-
tional gluon radiation or sub-leading decays into leptons. As the expected transverse
momenta are expected to be softer than for the events of interest, cuts on the object
pT are applied. The requirement on the number of (b-)jets was derived to obtain suf-
ficient tt̄+jets events for a measurement of the background while cutting regions that
do not benefit the analysis. As the final goal is a combination with the SS+ML chan-
nel, sub-leading leptons with less strict selection criteria on pT are vetoed to suppress
multi-lepton backgrounds and a requirement on the invariant mass of the two leptons in
the OS channel is applied to avoid Z → l+l− events. The selection is orthogonal to the
SS+ML channel.
Table 5.1.: Trigger menu for the HLT in the 1L+OS channel per year and channel. The
menu reads as follows: <particle-type> <pT -cut [GeV]> <identification-




e24 lhmedium L1EM20VH e26 lhtight nod0 ovarloose
e60 lhmedium e60 lhmedium no0
e120 lhloose e14 lhloose nod0
Single Muon




Table 5.2.: Pre-selection in the 1L+OS channel applied to data and MC. Loose leptons
are obtained similarly to the tight leptons in Section 4.3.1, but with less strict
criteria.
Single lepton ch. Opposite-sign dilepton ch.
Objects e±+jets, µ±+jets e±e∓, µ±µ∓, e±µ∓
Lepton pT
≥ 28 GeV ≥ 28 GeV (leading)
– ≥ 10 GeV (sub-leading)
Njets ≥ 5 ≥ 2
Nb-jets ≥ 2 (MV2c10 77%)
Jet pT ≥ 25 GeV
Mll
– ≥ 15 GeV
– |Mll − mZ | > 10 GeV
Veto Second loose lepton Third loose lepton
5.2. Region Definition
Figure 5.1 sketches the main backgrounds and signal sorted in multiplicities of (b-)jets.
For all background processes, additional gluons, which cannot be excluded by kinematic
cuts, are required to mimic the tt̄tt̄ signal. For tt̄ decays, at least one additional bb̄-pair
and two additional qq̄-pairs are required in addition to the decays of the top quarks
in both channels. While the exact number of jets changes, this requirement is similar
for all other backgrounds like tt̄ + W/Z/H. Most additional radiation of at least three
additional b-quarks is required by the single-top quark or W boson production in the
1L, and single-top quark production in association with a W boson for the OS channel.
Figure 5.2 compares the b-jet and jet multiplicities (Nb and Nj) for all backgrounds in
both channels after the event selection. It is observed that the flavour composition of
tt̄+jets changes from mainly light-jets at low jet and b-jet multiplicities to almost only
tt̄ +b-jets at higher multiplicities. All other backgrounds remain small and therefore, for
the region definition, it is mostly important to consider the separation between tt̄+jets
and tt̄tt̄.





69000 is expected. This means that, based on the SM cross-section, for 1 tt̄tt̄
event, approximately 69000 tt̄ events are produced. Comparing the tt̄tt̄ signal normalised
to background (red-dashed line) in Figure 5.2, it can be seen that the relative separation
increases for higher jet and b-jet multiplicities. Based on this observation, Figure 5.3
compares the ratio of yields for the tt̄ background and the tt̄tt̄ signal processes for dif-
ferent selection cuts. For this reason, the (b-)jet multiplicities were chosen to define the
36
5.2. Region Definition


































Figure 5.1.: Sketch of (b-)jet multiplicities for selected backgrounds and the tt̄tt̄ signal in
the 1L (a) and OS (b) channel. In the Figure, up to one additional g → qq′
is indicated by the coloured areas.
regions as shown in Figure 5.4. Lower multiplicities, corresponding to a smaller R, are
used to measure the background (blue). This information is then used in higher multi-
plicities, corresponding to a larger value of R, to extract the signal cross-section (red).
In addition, the regions with exactly two b-jets (grey) are used to derive additional MC
Scale Factors (SF) to improve the agreement between data and MC in the fit regions as
discussed in the next section.
The regions with exactly three b-jets are further divided to separate light- and c-
flavoured jets from b-flavoured jets based on the fourth jet in the event. In both cases,
exactly three b-jets are required to pass the 70% WP of the MV2c10 tagger. In the
3b≥4b@85% (3bH) regions, at least four jets are required to pass the looser 85% WP.
The opposite requirement of less than four b-jets passing the 85% WP is applied in the
3b<4b@85% (3bL) regions. By this separation, the 3b<4b@85% regions are enriched in light-
and c- flavoured jets while the 3b≥4b@85% regions are purer in b-jet events as shown in
Figure 5.5 for the HallT for inclusive (≥ 75)) jet multiplicities. Consequently, different
flavour types and the corresponding uncertainties can be accessed separately.
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Figure 5.2.: MC predictions for jet and b-jet multiplicities with more than two b-jets or
more than seven (five) jets in the 1L (OS) channel for all backgrounds.
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3bL: ≤ 3 b-jets @85%
3bH: > 3 b-jets @85%
Figure 5.4.: Definition of background enriched (control, blue) and signal (red) regions.





































*: normalised to total Bkg.
































*: normalised to total Bkg.
(a) 1L



































*: normalised to total Bkg.































*: normalised to total Bkg.
(b) OS
Figure 5.5.: Comparison of the 3b≥4b@85% (up) and the 3b<4b@85% (down) region in an
inclusive jet multiplicity in the 1L (left) and OS (right) channels. The
uncertainties show the statistical component only.
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5.3. The Monte-Carlo Based Reweighting Method
A reliable prediction of the large tt̄+jets background is needed to precisely measure the
small tt̄tt̄ signal. As shown in Figure 5.6 for different (b-)jet multiplicities and HallT
before fitting, this is not the case when using the nominal MC prediction in the given
(b)-jet multiplicities compared to data. A discrepancy in the normalisation in all jet
regions of more than 20%, increasing with higher multiplicities, as well as a shape effect
of 50% from the first to the last bin in the HallT distribution is observed. The differ-
ence in normalisation shows that the overall rate is not modelled correctly while the
kinematic difference shows that the jets from MC are modelled with too high transverse
momenta. The effect is barely covered by the systematic and statistical uncertainties
and can therefore lead to a biased fit with unphysical pulls and constraints. This be-
haviour was already observed in previous analyses, for example in the measurement
of tt̄ production in association with an Higgs boson [133] which operates in a similar
phase-space. As discussed in Section 4.2, the shower generation is based on effective
models. Furthermore, matrix-element calculations are only available to a certain order
in perturbation theory. Therefore, additional jets are based on an approximation which,
overall, works reasonably well if only few are considered. However, each additional jet is
slightly mismodelled and the effect adds up for higher jet multiplicities and the overall
discrepancy increases as observed. Therefore, in the extreme phase space of the tt̄tt̄
analysis the disagreement is no surprise.
The MC-based method derives correction factors for the tt̄+jets background, referred
to as scale factors (SF), in regions with two b-jets (2b) but otherwise similar to the fitted
regions as already shown in Figure 5.4. The SFs can be considered as an additional
experimental calibration of tt̄ events which is applied to the nominal MC prediction and
the systematic uncertainties. Normalisation differences due to different tt̄+jets flavour
compositions in the fit regions are determined by including normalisation uncertainties
in the fit.
Based on the observed disagreement, the MC-method makes the following assumptions
which are further discussed in Section 5.3.1:
1. The disagreement between data and MC in the fit and derivation regions is not
caused by an unknown physics process that interferes with the tt̄tt̄ signal.
2. The SM is the valid theory which is not properly described, in particular by the
shower generator. Therefore, the result can still be interpreted in the context of
the SM.
3. The absolute disagreement in other backgrounds is small compared to the disagree-
ment originating from tt̄ yields.
4. The mismodelling does not depend on the flavour of the additional jet, except for
normalisation effects, and hence not on the b-jet multiplicity. This corresponds to
the exchange of g → qq̄ (q 6= b) with g → bb̄, where one of the b-jets might not
get tagged in the 3b regions, in the parton-shower generation.
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(b) OS
Figure 5.6.: The Nj , Nb and H
all
T distributions of the nominal MC prediction compared
to data in jet inclusive regions for the 1L (left) and OS (right) channel. The
uncertainty band shows the statistical and systematics uncertainties.
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With these assumptions, the scale factor R(x) for a given variable x for the tt̄+jets





By subtracting the MC prediction for smaller backgrounds (MCnon-tt̄), the MC prediction
for tt̄ +jets is compared to tt̄ +jets events in data. With the same definition, a scale
factor is derived for all systematic uncertainties by replacing MCtt̄ with the alternative
prediction MCtt̄,alt. The alternative prediction is obtained by using a different set of
generators or by applying different scales as further discussed in Section 5.5,
What remains is the exact choice of variables x to derive the SFs. As further discussed
in Section 5.4, the analysis uses a BDT for the signal and background separation. The
BDT combines many variables and therefore a good MC modelling is required for each
variable to not introduce a bias in the training. For the MC-method, this has the
consequence that not only one, but three variables are used to extract the SFs. The
following variables have been chosen to sequentially derive the SFs in three steps:
1. Number of jets (Nj): By choosing this variable, the overall normalisation per jet
multiplicity is corrected. Even for only two b-jets, where statistical uncertainties
are relatively small, the regions with > 10 (8) jets for 1L (OS) have only few events
in individual bins of a given kinematic distribution. A larger binning is one possible
solution but limits the description of shape effects. Therefore, these regions are
not considered separately in the reweighting. Instead, higher jet multiplicities, up
to ≥13 (11) jets, are corrected in normalisation only while the shapes are derived
inclusively in the consecutive step.
2. Sum of transverse momenta of jets, MET and leptons: HallT was the variable used
for the fit in the previous analysis. It is correlated to the pT of all objects. Conse-
quently, the SF helps to correct many important kinematic variables for the BDT.
As further presented below and defined in Equation 5.3, Hall,redT , which is closely
related to HallT but independent of the jet multiplicity, is used to derive R(x).
3. The average distance between two jets: ∆RjjAvg is sensitive to the g → bb splitting
and is highly ranked for the BDT as shown in Section 5.4. Furthermore, it contains
η and φ but no pT information and is therefore correlated to other BDT input
variables that are not scaled by the second step.
In principle, the order in which the SFs are derived does not impact the outcome.
However, the chosen order allows to simplify the derivation of the SFs of the second
step as discussed further below. The regions for the derivation are further split in the
number of RC-jets (NRC-jets), introduced in Section 4.3.3, where, limited by the number
of events, 0, 1 or ≥ 2 RC-jets for 1L and 0 or ≥ 1 RC-jets for OS were chosen. As
discussed in Section 4.3.3, RC-jets are motivated in this analysis due to top-decays
where one large jet instead of two small-R jets are formed. As shown in Figure 5.7 by
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Figure 5.7.: Reclustered jet multiplicity in the (a) 1l and (b) OS channel.
the background normalised signal (red-dashed), the RC-jets multiplicity shows a good
signal to background separation. In principle, this motivates to also split the fit region
in multiplicities of RC-jets. However, no significant gain on the expected significance
is obtained by applying this additional splitting while making the setup more complex
and potentially biased due to overfitting. Nevertheless, the splitting is included in the
reweighting as sufficient events are available in the 2b regions. As a dependence of the
SFs is observed, an improvement of the modelling is to be expected.
For Nj and ∆R
jj
Avg, the first and last variable of the sequential scaling, the SFs are
derived per bin. For HallT , a parametrisation f of the ratio R(H
all
T ), with three free
paramaters a, b, and c,




is applied to smooth statistical fluctuations in the HallT bins. As shown in Figure 5.8,
f(HallT ) is derived by fitting the SFs as function of H
all
T . In total 12 (8) parametrisations
would be needed (4 Nj regions and 3 or 2 NRC-jets regions). However, the H
all
T correction
is only a shape effect since the normalisations was already corrected in the first step.
As a consequence, the scale factors for HallT are very similar in each jet multiplicity and
only shifted by a constant d for each additional jet, as shown in Figure 5.8.
To simplify the parametrisation, a reduced variable
Hall,redT = H
all
T − 90 GeV × (Nj −Nmin) (5.3)
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Table 5.3.: Regions and number of scale factors (SF) per channel and step of the three
step sequential derivation of additional SFs.
Variable Single Lepton # SF Dilepton OS # SF
NRC-jets
7≤ Nj ≤12 or ≥ 13
21
5≤ Nj ≤10 or ≥ 11
14






NRC-jets ∈ [0,1,≥ 2] NRC-jets ∈ [0,≥ 1]
∆RjjAvg
7≤ Nj ≤ 9 or ≥ 10
72
5≤ Nj ≤7 or ≥ 8
48NRC-jets ∈ [0,1,≥ 2] NRC-jets ∈ [0,≥ 1]




was defined where Nmin corresponds to the smallest jet multiplicity considered for each
channel (7 for 1L, 5 for OS). The shift of 90 GeV in Equation 5.3 was derived by
parametrising R(HallT − d) while fixing a, b and c in Equation 5.2 to the values of the
lowest jet multiplicity. By using R(Hall,redT ) instead of R(H
all
T ), all regions can be treated
inclusively in Nj ≥ 7(5) in the 1L (OS) channel and consequently only three (two)
parametrisations f(Hall,redT ) are needed. The total number of SFs per channel is sum-
marised in Table 5.3 and the actual SFs are shown in Figure 5.9, 5.10 and 5.11.
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Figure 5.8.: Scale factors in 2b regions for all jet multiplicities with parametrisations for
1l (top) and 2l os (bottom) for HallT (a) and H
all,red
T (b). The uncertainties
are statistical only.
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Figure 5.9.: Scale factors of the first reweighting step in jet and RC-jet multiplicities for
the 1L channel (a) and the OS channel (b). The uncertainties are statistical
only.
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Figure 5.10.: Scale factors and the parametrisation of the second reweighting step in
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jj
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(b) 2l os channel
Figure 5.11.: Scale factors for the third reweighting step in ∆RjjAvg, split in jet and RC-jet
multiplicities. The uncertainties are statistical only.
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5.3.1. Method Validation
In this section, the underlying assumptions of the MC-method are investigated and jus-
tified. In addition, since the reweighting is performed sequentially in three steps, it is
important to verify that each of the latter steps does not introduce additional effects on
already corrected variables which are not taken into account in the final prediction.
For the first and second assumption, that no new physics causes the disagreement and
the SM is still the valid theory, the method relies on other analyses which studied the
phase space of the derivation regions in the past. As no such effect was observed by
neither Atlas or Cms, any new physics unrelated to the tt̄tt̄ production is expected to
be negligible in this analysis.
To confirm that the disagreement originates from the assumptions of the shower gen-
erators, described in Section 4.2, the agreement between data, subtracted by non-tt̄
components, and different tt̄+jets predictions is compared in Figure 5.12. For Sherpa,
no MC samples were available at the time of the analysis for the 2018 data-taking period.
To still allow for a comparison, the available samples (2015-2017) were scaled to match
the overall luminosity. The first observation is that all generators show a different level
of agreement with data, as expected by the different choices of the generators. Secondly,
the disagreement for all generators increases with jet multiplicities (top of Figure 5.12)
which confirms that each individual jet is slightly mismodelled and the effect adds up for
multiple jets. While for Sherpa the ratio decreases, it increases for all other generator
combinations. The increase in the ratio plots with higher b-jet multiplicities (middle)
indicates that it is particularly difficult to model additional heavy-flavour jets correctly.
The best and almost constant agreement is given by Sherpa which uses its own shower-
generator based on the Catani-Seymour [134, 135] dipole formalism. Sherpa is, similar
to aMC@NLO, a so-called multi-leg generator. This means that it merges additional
parton-showers to NLO ME accuracy, while avoiding double counting of the additional
jets. This is of particular importance for many additional jets like in this analysis.
Comparing the generators prediction for the HallT distribution (bottom), one can see that
also the jet kinematics are modelled differently. For values below approximately 1 TeV
the effect is, in an inclusive jet region and mostly a normalisation difference between all
generators. By comparing Sherpa with Powheg, interfaced with Pythia 8 and Her-
wig, this observation stays true for higher values, however, the ratio to data decreases
more steeply in all three cases. For aMC@NLO interfaced with Pythia 8, a divergence
with the corresponding Powheg +Pythia 8 sample is observed for higher values. This
indicates that the choice of the ME and the interference with the shower generator has
an effect on the jet kinematics. From the definition of HallT as sum of object pT it be-
comes clear that events above 1 TeV are mostly populated by events with higher (b-)jet
multiplicities which explains the difference in shape in the spectrum.
In conclusion, none of the major MC generators gives a satisfying agreement in kine-
matics and normalisation with data in the given phase space. Due to the observed
differences, the disagreement must originate from the approximations. The dependence
of the disagreement on the jet multiplicity indicates that in particular the approximations
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of the shower generator are of importance. The best agreement in (b-)jet multiplicities
is given by Sherpa while the effect in HallT is similar to Powheg samples. However, for
technical reasons Sherpa samples were not fully available for this analysis.
The assumption that the total mismodelling is small compared to the tt̄+jets mis-
modelling is shown by Figure 5.6. The total tt̄ yields in the 1L region with exactly 7
(2) jets (b-jets) is around 158× 103 which compares to 188× 103 data events. From the
SFs in Figure 5.9, the additional normalisation factor for tt̄ is around 1.15 which means
that, after correcting tt̄+jets, a remaining normalisation effect of f = EventsDataYieldstt̄,corr
=
188000
158000×1.15 = 1.04 remains. This corresponds to the disagreement arising from non-tt̄
background. A 4% effect on the normalisation is covered by appropriate systematic
uncertainties which are all larger than 10 %, as discussed in Section 5.5. Equally im-
portant is the fact that the total shape effects of the non-tt̄ backgrounds are small as well.
As already shown in Figures 5.2 and 5.6, the b-jet multiplicities only differ in the relative
heavy flavour content. To justify the assumption that the SFs do not depend on the
flavour, except for a normalisation effect which is expected, the SFs have been derived
in a region with at least three b-jets (≥3b). In Figures 5.13 (number of jets), 5.14 (HallT )
and 5.15 (∆RjjAvg), each reweighting step is compared bin-by-bin to the corresponding
SFs of the 2b regions. For HallT , the parametrisation is shown as well. In general, the
bin-by-bin comparison shows a good agreement with unity in all plots. Not all bins have
a perfect agreement but, as deviations mostly occur in bins with lower statistics typically
associated with a higher (RC-) jet multiplicity, the statistical uncertainties are increased
as well. In the parametrisation of the HallT observable, 1L shows a good agreement in all
NRC-jets multiplicities while for OS a deviation between the curves for NRC-jets = 0 (red
and grey) is observed. However, this does not take the uncertainties of the scale factors
themselves, which are larger for OS due to the larger statistical uncertainties, into ac-
count. Furthermore, the binning and the range of the parametrisation were optimised
in the 2b regions. In conclusion, the agreement between the shown b-jet multiplicities is
good.
The validation of each reweighting step is shown in Figure 5.16 for the 10 jet inclusive
region with 2 b-tags. A more complete validation in all b-jet multiplicities for all jet
regions in the derivation variables is shown in Appendix A. As expected, the variables
show very good agreement in the regions where the reweighting was derived. Earlier vari-
ables, such as the HallT distribution, do not change by the second and third reweighting
step which shows that the sequential reweighting works as expected. The remaining dif-
ference, in particular in individual bins, is a consequence of the parametrisation. ∆RAvgjj
exhibits a very good agreement in the bulk region where the scale factors were derived.
For NRC-jets, the only difference is observed in bins with three or ≥ 4 RC-jets since these
bins were treated inclusively with the two RC-jets bin which dominates.
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Figure 5.12.: Jet (top) and b-jet (middle) multiplicities as well as HallT (bottom) for
the 1L (left) and OS (right) channel for different ME and parton-shower
generators. For Sherpa 2.21, no MC samples were available for the 2018
data-taking, therefore, the 2015-2017 Samples have been scaled to match
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(b) 2l os channel
Figure 5.13.: Scale factors in 3b regions compared to the nominal scale factors in 2b
regions for the first reweighting step. The uncertainties are statistical.
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(b) 2l OS channel
Figure 5.14.: Comparison of the scale factors derived in the 2b and in the ≥3b region.
The bin by bin ratio is shown in the upper plots and the parametrisations
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(b) 2l os channel
Figure 5.15.: Scale factors in 3b regions compared to the nominal scale factors in 2b
regions for the third reweighting step. The uncertainties are statistical.
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(d) After ∆RAvgjj
Figure 5.16.: Distributions of reweighting variables in the 10j inclusive regions after each
reweighting step. (a) Unweighted distributions, (b) after NRC-jets,(c) after
Hall,redT and (d) after ∆R
Avg




Selected variables are shown in Figure 5.17 based on their importance for the BDT as
further discussed in Section 5.4. The shown regions correspond to the jet multiplicities of
the fit regions with at least 4 b-jets in the 1L channel. In particular, as further discussed
in Section 5.5 the tt̄+jets cross-section (50%) and modelling uncertainties (typically
larger than 10%) add up to a large overall uncertainty before performing the fit at the
given multiplicities. In addition, the MC statistics decrease with higher multiplicities. A
more complete overview for these variables in both channels is given in Appendix B. In
general, all variables used for training the BDT show a good agreement between data and
the MC prediction after applying the SFs. An offset due to different flavour compositions
is observed in the 3b and≥4b regions. As this offset is assumed to only be a normalisation
effect originating from the additional b-jet, the difference in the shape is expected to
be negligible. For a better visualisation, Figure 5.18 compares the same distributions
after manually fixing the tt̄+jets normalisation to match data before fitting (pre-fit).
This ad-hoc scaling, which is not applied in the actual fit, corrects any normalisation
difference and therefore visualises the shape-only difference. The uncertainties are left
unchanged and therefore slightly overestimated. Comparing Figure 5.17 and Figure 5.18,
it is observed that shape effects got corrected and the only difference in Figure 5.17 was
indeed only a normalisation effect as assumed.
56
5.3. The Monte-Carlo Based Reweighting Method
18 20 22 24 26 28 30






























*: normalised to total Bkg.































*: normalised to total Bkg.


































*: normalised to total Bkg.
(a) 8 jets
18 20 22 24 26 28 30

































*: normalised to total Bkg.
































*: normalised to total Bkg.


































*: normalised to total Bkg.
(b) 9 jets
18 20 22 24 26 28 30

































*: normalised to total Bkg.



































*: normalised to total Bkg.


































*: normalised to total Bkg.
(c) ≥10 jets
Figure 5.17.: The agreement between data and MC of the most important BDT-input
variables in region with at least four b-jets. The uncertainty band includes
statistical and systematical uncertainties.
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(c) ≥10 jets
Figure 5.18.: The shape-only agreement between data and MC of the three most im-
portant BDT-input variables in regions with at least four b-jets in the (a)
8-jet, (b) 9-jet and (c) at least 10 jet regions. The tt̄ normalisation was
fixed such that MC and data agree in overall yields. The uncertainty band
includes statistical and systematical uncertainties.
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5.3.2. Data-driven Tag-Rate-Function Method
The tt̄ tag-rate-function (ttTRF) provides an alternative prediction of the tt̄ background
in the fit regions based on data. It was used in the previous tt̄tt̄ analysis in Atlas in
the 1L+OS channel [49] and is based on the tag-rate-function (TRF) method which has
been used, for example, in the hadronic [136] and the single leptonic channel [133, 137]
of the pp → tt̄H (bb̄) analysis. While the signal and control regions are identical to the
MC-method, the derivation regions for the background prediction are different, as shown
in Figure 5.19, for the following reasons.
The ttTRF method is based on the estimation of the probability that an additional jet,
not originating from the direct tt̄ decay, is classified as a b-jet by the tagging algorithm. It
compares the number of b-tagged jets with the total number of jets to derive a probability





It is parametrised by the jet pT and the minimum distance between two jets times the
jet multiplicity (∆Rminjj × Nj) to take the tagger response for different kinematics into
account. The latter variables were chosen as ∆Rminjj decreases naturally for a higher
jet multiplicity which is compensated by multiplying with Nj to be less dependent of
the jet multiplicity. The regions to extract this value have to be orthogonal to the fit
regions and require a high tt̄ contribution. To allow for validation close to the fit regions
in the 7 (5) jet regions for 1L (OS), the probabilities in this analysis are derived in the
5 (4) jet regions and are applied to the regions with exactly two b-jets for different jet
multiplicities. Non-tt̄ contributions based on MC are subtracted from data to obtain
a pure tt̄ prediction similar to the MC-method. Auxiliary weights wb-jetsTRF are derived




































The index ”incl” refers to the case when all extra jets are included while the index
”≥ 4b” indicates that the third highest b-tagged jet is excluded. From these definitions,
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Figure 5.19.: Region definition for the ttTRF method. The efficiencies are derived in 5
(4) jet regions and are applied to the source regions to obtain a prediction







is derived. To obtain the weight for the 4b inclusive region, a similar procedure is applied





The derived weight w3bttTRF (w
4b
ttTRF ) is applied to regions with exactly 2 (3) b-tags at
higher jet multiplicities. A given event from data gets promoted to the higher b-jet
multiplicity resulting in a tt̄ prediction in the fit regions. Since the weight is applied to
the whole event, and not a single distribution, a prediction for all variables is obtained
simultaneously and the statistical uncertainty corresponds to the uncertainty in the 2b
regions.
This pure data prediction assumes no dependence on the jet multiplicity and no cor-
relation between the b-tags. These assumptions are limited since, for example, events
with an additional g → bb̄ can be assigned to the wrong b-jet multiplicity if one b-jet is
not tagged. To take this kind of effect into account, correction factors fMCi are applied
to the yields y. The factors are derived by comparing the ttTRF prediction with the
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(f)
Figure 5.20.: Data MC agreement for the tt̄ background prediction in Nj , Nb and H
all
T
based on the ttTRF method. (a)-(c) shows the 1L while (d)-(f) shows the
OS channel. All but the tt̄ background are taken from MC prediction. The
uncertainty band shows statistical uncertainties.
nominal MC prediction in each bin i in the extraction region such that




As a result, the method provides a tt̄ prediction, as shown in Figure 5.20, which has a
good agreement between data and MC.
5.4. Signal and Background Separation
The goal of the analysis is to measure the cross-section of the tt̄tt̄ process. If one would
do a counting experiment by only using a single bin, no shape information to separate the
normalisation for background and signal would be available if there is no prior knowledge
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on the background yield. Consequently, the background uncertainty after performing
the fit would be large. To gain separation, regions which differ in signal and background
composition were already introduced in Section 5.2. In the previous analysis, the variable
with the best separation HT was used. In this analysis, many variables are combined to
increase the separation as shown in this Section. In addition, the binning was studied to
be more sensitive to the shapes of signal and background in the fitted variable as briefly
summarised in Section 5.4.2.
5.4.1. Boosted Decision Trees
Figure 5.21 (a) shows the separation between tt̄+jets and tt̄tt̄ in HallT for the 1L channel.
While already a difference is visible that can be used by the fit, more features of the
signature in the detector can be used by combining multiple variables in a BDT.
The BDT aims to classify events in a single score as signal- or background-like based
on the input variables and their correlations. While the output of the BDT does not
correspond to a physical variable that can be measured, it can be interpreted as follows.
Each input variable adds another dimensionality to the BDT. In this N-dimensional
space, correlations or patterns among the variables are identified for signal and back-
ground. The BDT is trained to learn the patterns by implementing cuts on each variable
(node) where multiple cuts on one variable, depending on the previous cuts, are possi-
ble. This results in a tree-like structure. The final step on each node, where no further
cut is applied based on pre-defined criteria, is called a leaf. In this analysis the Toolkit
for Multi Variate Analysis (TMVA) provided by the ROOT software package is used
for training the BDT. After verifying the agreement of all kinematic distributions be-
tween the tt̄tt̄ NLO and LO predictions, the LO prediction is used as signal sample even
though the NLO prediction is theoretically more precise. This choice is motivated by
the 30% of events with negative weights from the NLO samples which statistically limits
the BDT during training. The tt̄ prediction after applying the additional SFs is used as
background sample. The training is done in the ≥3b regions but in each jet multiplicity
of the fit regions separately.
In more detail, training of the BDT means to iteratively optimise the cut-values in each
step in such a way that the overall separation is maximised. In this analysis, a maxi-
mum of two consecutive cuts on a node (depth) is used. To quantify the change of the
separation after adapting a certain cut while training, a loss function is evaluated after





where ps/b are the estimated probabilities for a randomly chosen event i to be classified
as signal or background for a given set of cuts. The iteration stops when the maximum
number of 30 cuts on a single variable, a minimal number of events after a cut in a leaf,
the maximum depth or no further improvement of separation by an additional cut is
reached.
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In this analysis, 600 trees are trained successively on events that have not been correctly
classified in the previous steps. Furthermore, gradient boosting, which makes use of a
loss-function to identify the weaknesses of a single tree before boosting, is applied. For
each tree, the correct classification rate is evaluated and a weight is derived. Events
that are difficult to separate, based on how often they were classified incorrectly, and
trees which correctly classified such events are weighted higher. The final output is the
weighted average of all trees which is transformed to a BDT-score∈[-1,1] where ”1” cor-
responds to a higher probability to be signal. The final separation between the NLO
signal and background in the BDT-score is shown in Figure 5.22.
Besides the optimisation of the cuts, which is done by the training, the hyperparameters
(depth, number of trees, learning rate) were optimised by a grid-scan. During this fine
tuning, the overtraining was kept small while improving the separation. Overtraining
occurs when the tree learns patterns that originate from statistical fluctuations and are
therefore do not correspond to a real separation between signal and background. It is
evaluated by dividing the training set into three subsets, training the BDT on each sub-
set and then evaluating the classification input in the other two (3-fold cross validation).
The full list of variables is given in Table 5.4 sorted by their importance which cor-
responds to the impact of a variable on the separation. In total, 16 (15) variables for the
1L (OS) channel, are combined by the BDT. The three most important variables of this
combination are shown in Figure 5.21 (b)-(d). The corresponding plots for OS can be
found in Appendix B and look quite similar. The separation between tt̄tt̄ and tt̄+jets,
where tt̄+jets is not split in flavours, is given in Table 5.5 for the variables in Figure 5.21













where y is the respective yield, after applying all scale factors, in each of the N bins.
Comparing the importance with the separation shows that the latter is not the only
quantity to consider when choosing an input variable. In the case of HallT , the separation
is highest but the importance is quite low. Most of the information gained in the BDT
by adding HallT is, due to correlations, already available by, for example, considering
plead,jetT which is part of the H
all
T definition. For this reason, the variables were chosen
based on correlations and separation which reflects the different physical signatures of
signal and background in the detector:
• Flavour tagging : For tt̄+jets at least two b-jets originate from additional radiation
while the b-jets from tt̄tt̄ decays are products of the top-decay. This leads to a
different response in the b-taggers where, on average, signal events are more b-
like, for example, due to a higher pT and the corresponding better response of the
tagger.
• Transverse Plane: Due to the higher centre-of-mass energy required to produce
tt̄tt̄, the two initial partons are expected to have similar energy. As a consequence,
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the tt̄tt̄ decay products are more central in the detector and their transverse kine-
matics are harder. In addition, the relative angular distributions between (b)-jets
or leptons are different.
• Jets: Similar to the flavour tagging, the tt̄ decay requires additional jets via radi-
ation while the tt̄tt̄ jets originate from direct decays. As the kinematics for these
jets are different, the invariant masses and distances between the jets differ.
• RC-Jets: Since, on average, most of the parton energy is needed to produce a
tt̄tt̄ event, less energy is available in a collision to boost a top quark and the
corresponding boost is smaller. On the other hand, as the events are more central,
RC-jets from tt̄tt̄ events are more likely to pass the acceptance and the additional
100 GeV mass cut. Therefore, not only the number of RC-jets but also the splitting
scales are considered.
• Missing energy : In the 1L channel, the transverse W mass can be reconstructed for
signal and background and only a small separation is gained. In the OS channel,
the missing energy is sensitive to the production of fake leptons which slightly
differs for tt̄tt̄ and tt̄+jets.
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Table 5.4.: BDT input variables in the 1L+OS channel and their importance, based on
the impact on the separation if dropped. The input variables combine flavour
tagging, (RC) jet related angular as well es missing energy information.
Variable Importance Description Information
1L OS∑6
i=1 PCi 1 2 6 highest Pseudo Continuous (PC) b-tagging Flavour tagging
scores summed
Nj 2 1 Jet multiplicity Transverse Plane
∆RAvgjj 3 3 Average distance between two jets Jets
plead. jetT 4 5 pT of jet with highest pT (leading) Transverse Plane
M
∆Rmin3






∆Rblmin 6 10 Minimum distance between b-jet and lepton Jets




T in 1L events Missing energy
HallT 8 12
∑
pT for leptons and jets Transverse Plane
Mavgbbb 9 8 Average mass of three b-jets Jets
Centrality 10 9 HallT /
∑
E for leptons and jets Transverse Plane
∆Rbbmin 11 11 Minimum distance between two b-jets Jets∑
i∈RC d
i
23 12 7 d
i
23 is a splitting scale indicating the separation of RC-Jets
the second and (if applicable) third substructures in
the kT algorithm. It is summed for al RC-jets.
EmissT 13 15 Missing transverse energy Missing energy
Mminbb 14 13 Minimum mass of two b-jets Jets∑
i∈RC d
i
12 15 6 d
i
12 is a splitting scale indicating the separation of RC-Jets
first and second substructures in the kT algorithm.
It is summed for al RC-jets
NRC-jets 16 14 RC-jet multiplicity with MRC-jet > 100 GeV RC-Jets
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Figure 5.21.: Normalised distributions for tt̄tt̄ and the three tt̄+jets flavours for the most
important BDT input variables and HallT in the 1L channel.
Table 5.5.: The separation of tt̄tt̄ and tt̄+jets inclusive in all jets flavours, based on the
plots in Figure 5.21 and 5.22, compared to the importance.
Variable
Separation Importance
1L OS 1L OS
BDT score 0.27 0.25 – –
HallT 0.14 0.15 8 12
Nj 0.13 0.19 2 1∑6
i=1 PCi 0.11 0.08 1 2
∆RAvgjj 0.03 0.05 3 3
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 3b≥ 6j, ≥2l os, 
tttt +lighttt +ctt +btt
(b) OS
Figure 5.22.: Normalised distributions for tt̄tt̄ and the three tt̄+jets flavours for the BDT-
score in both channels.
5.4.2. Binning Studies
The BDT-score is one of the variables used in the final profile-likelihood fit. Considering
again the example of only a single bin, it becomes clear that the binning of the BDT
score has an impact on the significance to claim the observation of the signal+background
(s+b) hypothesis compared to the background only (b-only) hypothesis. In the regime
of limited data statistics, too many bins would cause the fit to not be sensitive to the
shape differences between signal and background or artificial shapes from statistical
fluctuations might get fitted. In particular this is relevant when alternative samples
are used to derive systematic uncertainties as also the shape of these systematics are
impacted by the binning.
For this reason, the significance was derived for different binnings by comparing s+b and
b-only fits using Asimov datasets. Such a dataset corresponds to the exact SM prediction
based on MC samples and with all corrections applied. To obtain different binnings
without empty bins, an algorithm of the TRexFitter software package [138], which is
also used to perform the fit, was used. The algorithm has two tunable parameters zs













x is the total number of signal and background events and nx =∑b
i=a n
i
x the number of entries in the current bin with boundaries a and b. The algorithm
stops to increase the bin-width when Z > 1 is reached. The significance for a set of
choices on zs and zb are compared in Figure 5.23. For both channels, a rise depending
on the relation between zs and zb in significance is observed up to around 12 bins.
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Figure 5.23.: Significances to measure signal plus background compared to the
background only hypothesis for different binnings calculated by the
TransfoD(zs,zb) algorifthm.
Afterwards, more fluctuations appear because more choices become possible to obtain
a certain amount of bins and the ratio between zs and zb impacts the significance. As
discussed, choosing too many bins can lead to artificial statistical effects. Therefore,
14 bins with zs = zb = 7 have been chosen, corresponding to the highest point of
the black curve. The change of the significance by other effects, such as the smoothing
of systematics to reduce statistical fluctuations of the alternative samples which are
discussed in Section 5.5, is in the same order as the difference between the curves in
Figure 5.23 for a given number of bins. Therefore, the exact choice of zs and zb is not as
important as the total number of bins and even for this choice a certain variation gives
similar results.
5.5. Systematic Uncertainties
The MC modelling relies on certain choices and implementations of the generator, as
discussed in Section 4.2, which leads to modelling uncertainties. In addition, reconstruc-
tion and identification of each object defined in Section 4 is based on measurements with
dedicated uncertainties of the corresponding sub-detector. In this section, the systematic
uncertainties in the 1L+OS channel are summarised.
5.5.1. Signal Uncertainties
The uncertainty of the tt̄tt̄ ME generator is estimated by varying the renormalisation
and factorisations scale simultaneously by a factor of 2 (0.5) to obtain an up (down)
variation of the scale applied in the MadGraph5 aMC@NLO prediction. The parton-
shower uncertainty is estimated by comparing the nominal MadGraph5 aMC@NLO
+Pythia 8 prediction with MadGraph5 aMC@NLO +Herwig 7.
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5.5.2. tt̄ Modelling Uncertainties
The uncertainties of the tt̄ modelling are expected to have the largest impact on the final
result as tt̄+jets itself is the dominating background. For tt̄+jets, the uncertainties are
split by the effect of the different jet-flavours on the b-tagging algorithm leading to a total
of 23 parameters. In addition, there are 102 nuisance parameters (NPs) representing the
uncertainties of the reweighting (RW) in the fit as discussed in Section 5.6.
Matrix-element The uncertainty on the choice of the ME generator is evaluated by
comparing the nominal prediction of Powheg with MadGraph5 aMC@NLO where
both generators are interfaced with Pythia. In addition, the factorisation and renor-
malisation scale in Powheg are varied by 2 (0.5) leading to a total of three parameters
for each tt̄+jets flavour.
Parton-shower The uncertainty on the choice of the parton-shower generator is evalu-
ated by comparing the nominal prediction of Powheg+Pythia 8 with Powheg +Her-
wig 7 leading to one parameter for each tt̄+jets flavour. In addition, the parton-shower
uncertainty for b-jets is split into tt̄+ b, tt̄+ ≥ 2b and tt̄+B.
Additional Radiation The uncertainty on the additional jets is split in uncertainties
for the initial state (ISR), the final state (FSR) and the choice of hdamp. For ISR, αs is
varied at the Z-boson mass scale around the tuned values in Pythia 8. For FSR, the
NPs are obtained by varying the factorisation scale by 2 (0.5) in Pythia 8. For hdamp,
the nominal prediction of hdamp = 1.5 ×mtop is compared with 3.0 ×mtop. In total,
there are three parameters for each tt̄+jets flavour.
Flavour Composition The MC-method does not predict the normalisation of tt̄ +≥1b
and tt̄ +≥1c jets. Therefore, a conservatively flat uncertainty, based on recent measure-
ments [139], of ±50% was chosen for these two flavours essentially making the normali-
sations a free parameter in the fit. In addition, the parton-shower uncertainty for c- and
b-jets is split into tt̄+ b/c, tt̄+ ≥ 2b/c and tt̄+B/C.
Reweighting Factors For each scale factor derived by the MC-method, the statistical
uncertainty is propagated as NP. In addition, for the parametrisation of Hall,redT , the
three fit parameters are decorrelated. In total, there are 102 parameters for the 1L- and
68 parameters for the OS-channel. Most of the statistical uncertainties are relatively
small and are not expected to significantly impact the fit.
5.5.3. Smaller Background Uncertainties
Based on the treatment of the modelling uncertainties, all other backgrounds are grouped




tt̄ + W/Z/H The choice of the simulation is evaluated by comparing the nominal
Sherpa prediction with MadGraph5 aMC@NLO for tt̄+W , the nominal MadGraph5
aMC@NLO prediction with Sherpa for tt̄ + Z and the nominal Powheg prediction
with MadGraph5 aMC@NLO for tt̄ + H. For all three samples, the renormalisation
and factorisation scales are varied by a factor 2 (0.5). A cross-section uncertainty of 15%
is applied on tt̄ + W/Z and of 20% on tt̄ + H. Further normalisation uncertainties for
the production with additional jets are derived based on the mismodelling in 2b regions
before reweighting. They correspond to 10%, 20% and 30% in the 9 (7), 10 (8) and ≥ 11
(≥ 9) for the 1L (OS) channel.
Single top The t-, s- and W -associated channel are treated similarly by comparing the
nominal production of Powheg with MadGraph5 aMC@NLO to obtain a ME uncer-
tainty. For parton-shower, Pythia 8 is compared to Herwig 7. For the W-associated
channel, the interference schemes of diagram removal and subtraction are compared.
Similar to other processes, the renormalisation and factorisation scales are varied by a
factor of 2 (0.5). A 30% cross-section uncertainty is applied as well [140,141].
Minor Processes No dedicated generator comparison is done for the V+jets and Di-
boson backgrounds. Instead, the cross-section uncertainty is conservatively chosen to be
50%.
5.5.4. Reconstruction Uncertainties
Reconstruction uncertainties are based on the uncertainties of the calibration of each
object. Typically, dedicated measurements are performed to extract the calibration and
to determine the uncertainties.
Data Taking Conditions As discussed in Section 3.2, the luminosity in Atlas is mea-
sured by LUCID-2. Since all MC samples are scaled by the measured luminosity, the
uncertainty of 1.7% for the full Run II dataset propagates to all MC samples. Differ-
ences coming from pile-up are taken into account by reweighting MC events to data. The
weights are derived from a dedicated simulation during which events are overlayed to
match the expected luminosity profile in data (minimum-bias) [142]. The uncertainties
for each weight is propagated to all MC samples.
Electrons and Muons The tag-and-probe method is used to derive scale factors in the
calibration of the reconstruction, identification, isolation and trigger performance. They
cover the differences between data and MC for a variety of object dependent effects
such as energy and momentum scales and charge dependencies in the reconstruction for
muons. For each of the 7 (13) scale factors for electrons (muons), the uncertainties are
propagated to MC simulated events.
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Jets Jets are the most complicated objects to reconstruct and hence the total amount
of calibration uncertainties is largest compared to other objects. The calibration, and
therefore the uncertainties, is a mix of in-situ and MC based correction factors. Each
of the 20 jet energy scale (JES) uncertainties has an independent up/down variation
while the nine parameters for the jet energy resolution (JER) are one-sided. The JES
parameters cover detector-, modelling- and statistical-related uncertainties as well as η,
jet-flavour and pile-up dependencies. Furthermore punch-through, single-particle high
pT and non-closure of the fast simulation are taken into account. The JER parameters
were transformed to be uncorrelated and are therefore referred to as effective NPs.
During the reconstruction of jets, the JVT tags a jet to originate from the primary vertex
and a corresponding calibration is applied. An uncertainty of the tagger, mainly coming
from pile-up, is extracted from Z+jets and semileptonic tt̄ events.
Jet Flavour Tagging B-tagged jets were introduced in Section 4.3.4 and are based on
working points of the MV2c10 output. Each working point uses dedicated efficiency
scale factors with different uncertainties depending on the flavour, as miss-tagged jets
need a different calibration. For the pseudo-continuous b-tagging, all five working points
are used and therefore 5 times more uncertainties have to be considered. In total, there
are 45 parameters for b-jets and 20 parameters for c and light jets each. The NPs are
obtained after diagonalising the error matrix and are therefore uncorrelated.
Missing Transverse Energy Since EmissT is reconstructed based on all previous recon-
structed objects, the uncertainties of these objects are propagated. In addition, the soft
component, which is not associated to any other object, is taken into account by three
uncertainties covering the energy scale and the directional resolution.
5.6. Statistical Analysis
The parameter of interest (POI) in this analysis that is used used to extract the cross-
section is µtt̄tt̄ where µtt̄tt̄ = 1 corresponds to the SM prediction. The parameter is
extracted by fitting the SM MC predictions of all backgrounds and the signal to data
after applying all corrections for tt̄+jets. The only fully free parameter without prior
constraints is µtt̄tt̄ itself. The TRexFitter software package is used to perform the
Profile Likelihood Fit. The likelihood to observe n events in a bin b of a region r is given
by the Poisson likelihood for signal S and background B by





Poiss(nbr|νbr = µtt̄tt̄ νSbr + νBbr) (5.16)
for a certain number of ν expected events. NPs that affect all background models λ
equally, referred to as overall uncertainties, are considered by an additional Gaussian
term. One example is the luminosity. Statistical uncertainties on the MC predictions
γ are taken into account by another Poisson term in which the prediction is varied by
the uncertainty. The advantage of a profile likelihood fit is to constrain the systematic
71
5. Analysis Strategy
Table 5.6.: Fitted variables in each of the jet regions (rows) for the different b-jet mul-
tiplicities (columns) and both channels.







≥4b85% HallT HallT HallT BDT-score
≥4b70% HallT HallT BDT-score BDT-score
uncertainties, introduced in the previous section, as additional NPs simultaneously with
µtt̄tt̄. To do so, an additional term f(a|α) is introduced in the likelihood to measure
a values for NPs α, where a and α are vectors of parameters. By combining these
























In this analysis, f(ap|αp) is assumed to be Gaussian for all NPs and each NP only affects
some background models as discussed in the previous section. One example are the NPs
for the additionally derived SFs.
As discussed in Section 5.2, the fit regions r require ≥ 7 jets for 1L and ≥ 5 jets where
= 3 or ≥ 4 jets have to be b-tagged in each jet multiplicity. The 3b regions are fur-
ther split in 3b<4b@85% and 3b≥4b@85% as discussed before. The lower Nj regions are
included to constrain and measure the background and the corresponding uncertainties.
In principle, the BDT-score should be fitted in all regions to obtain the best possible sep-
aration. However, due to the construction of the BDT-score, the modelling uncertainties
are, more or less, flat in the BDT-score. Therefore, they cannot easily be distinguished
by the fit from a normalisation uncertainty, for example the tt̄+ ≥ 1b cross-section
uncertainty, which might cause unwanted behaviour such as a bias in the fitted signal
strength. To constrain the correct shapes for these uncertainties it is beneficial to use
HallT as fit variable in the lower regions where the background contribution is measured
as further discussed in Section 6.1. The higher multiplicities are then used for the actual
signal extraction with the BDT-score. In total, there are 24 regions of which 8 use the
BDT-score as fit variable as summarised in Table 5.6.
The pre-fit distributions of HallT and the BDT-score are shown in Figure 5.24 for 1L and
in Figure 5.25 for OS. Prior to the final fit, the fit model and the background prediction
was validated in blinded regions, based on a signal to background ratio of < 5%, as
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Table 5.7.: Blinding strategy in the 1L-OS channel.
1L OS Blinding Condition
8j*b 6j*b unblinded
9j*b 7j*b BDT-score> 0.7
≥10j*b - BDT-score> 0.5
– ≥10j*b BDT-score> 0.2
summarised in Table 5.7 where the naming convention X jY b stands for an event with
X -jets and Y -bjets. During this validation, the binning in the 6j≥4b region was changed
to only two bins, without loss of significance, due to statistical fluctuations in the MC
to data agreement. This was observed by the ttTRF and the MC-method and lead
to an unsatisfying post-fit agreement in this particular region. If not stated otherwise,
unblinded distributions are shown in this document. As introduced in Section 4.3.4, the
parton-shower and cross-section uncertainties for tt̄+b-jets are further split into tt̄ + b,
tt̄ + B and tt̄+ ≥ 2b sub-categories. All other uncertainties are applied to the three
tt̄+jets flavours or inclusively to all smaller backgrounds.
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*: normalised to total Bkg.
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*: normalised to total Bkg.
Figure 5.24.: BDT score in the 1L channel for 3b regions (up) and ≥4b regions (down)
before fitting for the jet multiplicities indicated in the plots. The uncer-
tainty band includes statistical and systematic uncertainties.
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*: normalised to total Bkg.
Figure 5.25.: BDT score in the OS channel for 3b regions (up) and ≥4b regions (down)




5.7. Dilepton Same-Sign and Trilepton Channel
While the focus of this document is the 1L+OS channel, the SS+ML channel is the
most sensitive channel since only very few processes exist in the SM to give rise to the
required leptons. Therefore, despite the small branching ratio, the signal to background
ratio is quite high. This part of the analysis is summarised briefly based on the most
recent public result [52].
The dominant physics background originates from tt̄ +X where X is an additional bo-
son. Similarly to 1L+OS, the (b)-jet multiplicities are important for signal and back-
ground separation. The main difference in the background contributions compared to
the 1L+OS channel is the non-negligible instrumental background which, for example,
gives rise to additional leptons via conversion of other objects. Since leptons from a
direct decay are associated by a corresponding neutrino, the missing transverse energy
is more distinct and therefore more important in the SS+ML channel. Due to the dif-
ferent backgrounds, the fit strategy of the profile likelihood fit differs quite substantially
as these backgrounds have to be measured in dedicated regions. Still, a BDT is trained
to separate signal from the total background and the results of the SS+ML and 1L+OS
channel will be combined.
5.7.1. Event Selection
The event selection uses dilepton triggers which, similar to the 1L+OS channel, differ
per data taking period as summarised in Table 5.8. Afterwards, an additional event
selection, as summarised in Table 5.9, is applied to define dilepton same-charge and
multilepton regions.
Table 5.8.: Trigger menu for the HLT in the SSML channel per year and channel. The
menu reads as follows: <particle-type> <pT -cut [GeV]> <identification-
criteria> <isolation-criteria> <data-stream of L1>. More details can be
found in [132].
2015 2016-2018
Di-electron 2e12 lhloose L12EM10VH
2e17 lhloose nod0 (2016)
2e24 lhloose nod0
Electron muon
e17 lhloose mu14 e7 lhloose nod0 mu14
e7 lhmedium mu24 e7 lhmedium nod0 mu24
Di-muon
2mu10 2mu14
mu18 mu8noL1 mu22 mu8noL1
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Table 5.9.: Pre-selection in the SS+ML channel applied to data and MC. Tight lep-
tons pass the tight cut on the discriminant for the tracking quality and the
FCTight cut for isolation as discussed in Section 4.3.1.
Dilepton Multilepton
Objects e±e±, µ±µ±, e±µ± Ne +Nµ ≥ 3
Lepton pT ≥ 28 GeV ≥ 28 GeV
Quality
≥ 3 loose leptons
= 2 tight leptons ≥ 3 tight leptons
Njets ≥ 1
Nb-jets ≥ 1 (MV2c10 77%)
Jet pT ≥ 25 GeV
Mll
≥ 15 GeV
|Mll − mZ | > 10 GeV
5.7.2. Signal and Background Separation
A BDT is used to separate signal and the total background. The signal region, defined
by having more than 6 (2) (b)-jets and HT > 500 GeV, was used for training. The LO
tt̄tt̄ sample was used while the NLO sample is used in the fit. Via a grid scan, the
optimal hyperparameters were determined, for example to use 600 trees for boosting,
to increase the separation while keeping the overtraining small. The 12 input variables
were chosen based on a good modelling and to increase the separation. The actual
variables are mostly different from the 1L+OS channel as summarised in Table 5.10. In
particular, EmissT is more relevant, as for tt̄tt̄ it mainly arises from real neutrinos while
for the instrumental backgrounds, which give rise to fake or misidentified leptons, no
missing energy is expected.
5.7.3. Background Estimation
The analysis uses the 77% working point to identify b-jets. The fit regions are defined
based on the main backgrounds which can be grouped into three categories.
• Contributions from the production of tt̄ with an additional boson (W , Z, H) or
the production of multiple bosons. This type of background requires the bosons to
decay leptonically and is evaluated based on MC predictions. The normalisation
of the tt̄W process is left as a free parameter while appropriate normalisation
uncertainties are applied for the others.
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Table 5.10.: Input variables for the BDT in the SSML channel with the importance
obtained by the change of separation when not including a given variable.
Variable Importance Description
Jet activity
p1,jetT 9 leading jet pT
p2,jetT 12 second leading jet pT
p6,jetT 5 6th leading jet pT
Hno−leadingT 7 pT sum of all objects but the leading jet
b-tagging information∑
wMV2C10 1 sum of the PC b-tagging score over all jets
p1,MV 2C10T 11 pT of the highest b-tagged jet (77%WP)
Angular Variables
∆Rminll 4 closest distance between any lepton pair
∆Rmaxlb 6 maximum distance between a lepton and b-tagged jets (77%WP)
∆Rminjb 10 minimum distance between jets and b-tagged jets (77%WP)∑
∆RAvgll 8
sum of distances between leading and sub-leading
leptons including 3rd leading leptons for the multilepton channel
Lepton and event variables
EmissT 3 Missing transverse energy
p0,lT 2 pT of leading lepton
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• Events from the OS channel can be observed in the SS channel if the charge of
one of the leptons is not reconstructed correctly. In addition, due to the radiation
of photons from electrons via bremsstrahlung where the photon can decay into
an e+e−-pair, the wrong electron can be selected. The corresponding charge mis-
identification (QmisID) is estimated by a data-driven approach and is only relevant
for the SS channel. The probability is estimated by using a sample of dielectron
events with an invariant mass close to the Z-mass. The same selection as for the
actual analysis is applied but inverting the requirement of the lepton charges to
be opposite. Comparing this number to the total number of events gives the mis-
identification rate. An event weight is then derived which is used to predict the
total mis-identification background. For muons, the rate for bremsstrahlung and
therefore charge mis-identification is negligible.
• Due to heavy-flavour (HF) decays or the conversion from photons in the detector
material (Mat CO and γ*), leptons can be produced in the decay-chain. Addi-
tionally, quark and gluon jets can under certain conditions be reconstructed as
lepton which is referred to as fakes. This background is estimated by the so-called
template fit method. It uses pre-defined templates with a fixed shape but a free-
floating normalisation parameter for each of the background categories.
Due to the different background sources, in addition to the BDT-score which is only
fitted in one region, four more regions, each of them sensitive to one of the background
contributions, are used in the fit. While for the electron and muon fake regions, only
the total number of events is fit, the tt̄ +W and the conversion control regions use the
distributions of the sum of the lepton pT and the invariant mass Mll of two leptons at the
primary vertex, respectively. Furthermore, a region to monitor the tt̄ +Z background
was defined. The exact region definitions are based on cuts on HT, (b-)jet multiplici-
ties, lepton flavours and pseudo-rapidty. They are summarised in Table 5.11 and the
corresponding distributions are shown in Figure 5.26.
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Table 5.11.: Definition of the fit regions in the SSML channel. The SR was defined to
measure the tt̄tt̄ signal strength. Regions with CR in the name were defined
to measure one particular background. The VR tt̄ + Z region is used to
check the validity of the fit outcome for the tt̄ + Z background. HF refers
to the electron/muon originating from a heavy flavour jet. MPVll is the
invariant mass of two leptons at the primary vertex.
Region Motivation Fit Variable Channel
Selection
Nb Nj other




±e± || e±µ± ≥ 1
≥ 4 200 GeV < HT < 500 GeV
material conv. & ≤ 6 0< MPVee < 0.1
CR1b3Le HF electrons Yield eee || eeµ = 1 – 100 GeV < HT < 250 GeV
CR1b3Lm HF muons Yield eµµ ||µµµ = 1 – 100 GeV < HT < 250 GeV
CRtt̄ W2L tt̄ +W
∑
leptons pT e
±µ± ||µ±µ± ≥ 2 ≥ 4
Mee < 0 or Mee >0.1
|η| <1.5
for Nb =2:HT > 500 GeV
or Nj <6
for Nb ≥ 3:HT < 500 GeV
VR tt̄ +Z tt̄ +Z N/A SSML ≥ 2 ≥ 6 HT > 500 GeV, BDT<0.0
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Figure 5.26.: Fit regions in the SS+ML channel before performing the fit. Besides the
BDT-score (bottom right) four more regions are used to constraint certain





The systematic uncertainties for the luminosity, charged leptons, jets, pile-up, flavour
tagging and the missing transverse energy, discussed in Section 5.5, are similar in both
channels. The additional uncertainties are listed below.
tt̄ + X Modelling Renormalisation and factorisation scale are varied in the nominal
predictions for tt̄ +Z/W/H by 2 (0.5) to obtain an up (down) variation, similar to
the 1L+OS channel. For tt̄ +W/Z, an alternative simulation with Sherpa 2.2.5 at
QCD NLO is compared to the nominal prediction. For tt̄ +H, Powheg is compared
to MadGraph5 aMC@NLO while using the same PDF set, parton-shower and tuning
parameters. A 50% uncertainty is applied to events with three or at least four b-jets on
truth level. An additional 125% (300%) uncertainty has been added for tt̄+W in regions
with 7 (more than 8) jets to take the observed difference in validation regions between
data and MC into account. In addition, the tt̄+W normalisation is a free parameter in
the fit. For tt̄+ Z/H, a 1% uncertainty for the PDFs is applied.
Cross-Section Cross-section uncertainties for processes that also occur in the 1L+OS
channel are similar. Furthermore, a 30% uncertainty for regions with exactly three or
more than four b-jets to estimate the g → bb splitting is added [139]. The production
of three top quarks (ttt) has a cross-section uncertainty of 100% as it is an unmea-
sured process and an uncertainty for ttt events with four b-jets of 50% is added as one
additional NP. A 20% theory uncertainty for the tt̄tt̄ process is included which does
affect the measured cross-section but the expected significance. For tt̄+Z/H, a 15/20%
uncertainty is applied.
Charge Mis-Identification The charge mis-identification rate is estimated from data in
this analysis. The corresponding uncertainties arise from the measured rates. In total,
three NPs are used to estimate the statistical uncertainty of the likelihood fit to extract
the rate, the difference between the fit and the true rate from MC and the selection of
the Z-mass window.
Photon Conversion For each of the sources of photon conversion (material and virtual),
a free normalisation factor is included. The template fit method is used which only
predicts the shape. Z → µµ + jets + photon events predicted by Powheg+Pythia
are used to derive the normalisation by matching the shape to data. The extra jets
are required to be closer to the expected tt̄tt̄ signature in which at least two b-jets
are expected. An uncertainty on the shape is estimated by extracting the remaining
difference between data and MC in control regions.
Non-prompt Leptons and Heavy-Flavour Hadron Decays Similarly to photon conver-
sion, two normalisation factors, one for non-prompt leptons and one for heavy-flavour
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decays, are included in the fit. The shapes are accessed by comparing the MC pre-
diction with data events, where the events are obtained by subtracting all other MC
contributions from data. The shape is derived for electrons and muons separately in all
regions where the requirements for lepton isolation and identification have been loosened
to increase statistics.
Light-jets Fake Leptons Fakes can originate not only from non-prompt leptons or
heavy-flavour decays but can also come from decays in flight in light jets. However,






In this Chapter, the results of the profile likelihood fit with the MC based method are
presented. Prior to the final results, fits to pseudodata with a partial fit model are
performed to study the fit-setup in detail and to check the robustness of the fit with
respect to a particular model. Next, the results of the SS+ML channel are summarised
and a combination of the results is performed. Finally, the results are compared to the
corresponding Cms measurements before concluding and giving an outlook in the next
Chapter.
6.1. Results from Fits to Pseudodata in the 1L+OS Channel
Using pseudodatasets has the advantage that the sample composition and therefore the
ideal fit outcome is exactly known. This allows to study a possible bias of the fit.
In a fit to data, the exact distributions and uncertainties have to be extracted and
unknown effects can be present. Therefore, pseudodatasets allow for a better judgement
of the fit-setup and help to understand the pulls, constraints and correlations between
uncertainties. Furthermore, no blinding cut needs to be applied and the fit-setup can
be validated in the full phase-space. This is advantageous since the blinded regions with
real data, by definition, do not contain many signal events as they are designed to study
the background in the control regions only.
In total, three pseudodatasets have been generated by replacing the nominal tt̄ prediction
from Powheg +Pythia with the alternative prediction (MCtt̄,alt) of
• Powheg +Herwig (parton-shower uncertainty)
• MadGraph5 aMC@NLO +Pythia (matrix-element uncertainty)
• ttTRF (alternative data prediction).
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Each dataset is generated according to
Datapseudo = MC
non-tt̄ + MCtt̄,alt (6.1)
where MCnon-tt̄ contains the smaller backgrounds and the SM prediction of the tt̄tt̄
signal. As discussed in Section 5.5, modelling uncertainties, in particular the parton-
shower, are expected to have the largest impact on the final result which motivates the
first two pseudodatasets. By using the ttTRF prediction after fitting it to data in blinded
regions (post-fit), the full unblinded phase-space is studied with an alternative dataset
while assuring a consistent behaviour to the blinded regions.
As mentioned in Section 5.6, HallT is chosen in regions with three b-jets as discriminant.
This choice is motivated by the fit to Powheg +Herwig pseudodata as presented in
Section 6.1.1.
Finally, each pseudodataset is varied within the uncertainties of the MC prediction per
bin to generate additional toy experiments. This allows for estimating how large the
uncertainty of the prediction itself on the signal strength is and if a bias occurs in the
fit.
6.1.1. Fit to Powheg + Herwig Pseudodata
In this setup, the parton-shower (PS) uncertainty and its correlations to other uncer-
tainties are studied in detail. To better understand the output of the fit, the difference
between the value that was estimated by the fit (Θ̂) and the input value (Θ), normal-
ized to the uncertainty (∆Θ) of the input value, is compared as shown for example
in Figure 6.1 for three sets of uncertainties that were used in three different fits. The
uncertainty of the estimated value is given by the black line around each data point.
In the scenario when only the parton-shower uncertainty is included, by definition, the
difference between the nominal prediction and the pseudodataset corresponds exactly to
the PS uncertainty. Therefore, as shown in the upper plot in Figure 6.1 (a), the pulls
on the PS uncertainties are close to 1σ (green area) away from the nominal prediction
which is centred around 0. Furthermore, the uncertainties are constrained to less than
1 σ (black error bars) since the fit is able to determine the uncertainty more precisely
than the uncertainty that is provided by the comparison of the nominal and the alterna-
tive samples. From the difference in the constraints it is concluded that the fit is most
sensitive to the tt̄+ ≥ 2b component of the PS uncertainty.
In the lower part of Figure 6.1 (a), the PS uncertainties have been decorrelated by
splitting each uncertainty in migration (Mig), corresponding to the difference in yields
between different regions, and shape effects, corresponding to the slope of each uncer-
tainty for a given variable, in each region. This allows to alter the normalisation while
keeping the shape constant and vice versa for each component and hence adds more de-
grees of freedom to the fit. However, too many degrees of freedom can lead to overfitting
which means that smaller parameters get adjusted to describe statistical fluctuations
which can lead to a bias of the parameter of interest (POI) in the final fit to data. By
studying this behaviour, it is found that the decorrelation in migration and shape is only
86
6.1. Results from Fits to Pseudodata in the 1L+OS Channel
required for the PS uncertainty. In general, the pulls are compatible to the upper case
where shape and migration are correlated. The differences in the constraints indicate
that the fit is more sensitive to the normalisation than to shape effects. For tt̄+ ≥ 1c, the
difference between migration and shape indicates that mostly the migration is relevant
for this component.
In the next setup, shown in Figure 6.1 (b), all other modelling systematics have been
included in the fit. It is observed that the constraints slightly decrease while the pulls
stay similar but not identical. This is explained by the correlations among the system-
atics which are given in the correlation matrix in Figure 6.2. For example, as indicated
by the red-dashed line, by increasing the tt̄+ ≥ 1c cross section a similar effect, corre-
sponding to a correlation of 45%, can be achieved as by altering the tt̄+ ≥ 2b migration.
What is not shown in Figure 6.1 are the absolute values of the pulls which have to be
taken from the corresponding configuration. For example, the pull on the tt̄+ ≥ 1c cross
section corresponds to 0.13. However, the initial value of the cross-section uncertainty is
approximately 40% (50% before applying additional SFs). Therefore, the absolute pull
is 0.13×0.4=5% of the nominal prediction. However, the absolute values are typically
not as relevant as the relative pulls and constraints to judge the stability and outcome
of the fit.
In conclusion, the PS systematic uncertainties cover the difference to the pseudodataset
as expected. However, due to correlations they are not observed as 1σ pull when system-
atic uncertainties are decorrelated or more uncertainties are added to the fit. Therefore,
correlations among systematics are monitored in detail while studying the setup as these
might hide or introduce additional pulls and constraints that alter the fit outcome.
An important information that is gained from the correlations is that the fit is, if at
all, only slightly biased towards larger values of the signal strength. Since exactly the
SM prediction is used in the fit, ideally a signal strength of µtt̄tt̄ = 1 is obtained. How-
ever, due to statistical uncertainties, certain values around unity are acceptable. The
measured signal strengths for the three scenarios in Figure 6.1 are shown in Table 6.1.
While all values are reasonably close to unity within uncertainties, the absolute value
of µtt̄tt̄ increases by 0.3 when more modelling uncertainties are included. This indicates
that, due to the correlations to the systematic uncertainties, the signal strength is in-
creased to compensate effects that occur only by adding more uncertainties to the fit.
To further study the bias, 500 toy experiments (TE) are performed in the setup with
all modelling uncertainties. For each TE, the Powheg +Herwig pseudodata is varied
within its uncertainties. The obtained distributions for the signal strength (left) and its
uncertainty (right) are shown in Figure 6.3. They are parametrized by a Gaussian to
extract the mean value and the width. The mean of µtt̄tt̄ = 1.08 is 1σ away from an
unbiased result when only the statistical uncertainties of the pseudodataset are consid-
ered. However, considering the full uncertainties of about ∆µtt̄tt̄ = 0.77σ, which is in
good approximation constant for all TEs, the bias is considered small in this setup.
From these studies the following conclusions are drawn for the fit to data. It is impor-
tant to measure the background distributions and related uncertainties independent of
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Figure 6.1.: The estimated (θ̂) value for the fit to the Powheg +Herwig pseudodataset
compared to the input value (θ) for each nuisance parameter. The green
(yellow) area corresponds to a 1 (2) σ deviation from θ. Figure (a) compares
the pulls and constraints when only the parton-shower (PS) uncertainties
are used in the fit while in the fit for figure (b) other modelling uncertainties
have been included as well.
the signal strength to reduce correlations and hence a possible bias. This is achieved
by decorrelating the shape and migration of the PS uncertainty and by splitting the tt̄
+≥ 1b jet component into sub-categories. By choosing fit regions with only few signal
events to measure background contributions and their uncertainties, the signal can be
extracted in parallel in regions with a better separation. Furthermore, it is motivated
to use HallT as fit variable in the lower (b-)jet multiplicities: the PS uncertainties appear
rather flat in the BDT-score while they show a trend in HallT as representatively shown
in Figure 6.4 where the difference in event yields (y-axis) for the BDT-score and HallT are
compared. The range of the variables (x-axis) has been normalized in both cases to allow
for a better comparison. By treating the PS uncertainties correlated among all regions,
assuming that there is no additional underlying effect related to the jet multiplicity, the
shape effect in HallT is measured in lower jet multiplicities and is then propagated to the
signal enriched regions allowing for a better estimate of the shape of the parton-shower
uncertainty.
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Figure 6.2.: Correlation matrix for the fit to the Powheg +Herwig pseudodataset with
all modelling systematics. The red-dashed line indicates one of the highest
correlations between the tt̄+ ≥ 1c cross section and the tt̄+ ≥ 2b migration.
Table 6.1.: Signal strength µ and the total fit uncertainty for three fits to Powheg
+Herwig.
Systematics µtt̄tt̄ ∆µtt̄tt̄
PS corr. 0.87 0.53






































Figure 6.3.: Distribution of the mean (left) and uncertainty (right) of 500 toy-
experiments for the PS+modelling setup. The uncertainties are statistical.























Figure 6.4.: Comparison of the Yields (Y) for the PS systematic (syst) with the nominal
(nom) sample for the distribution of the BDT-score and the HallT variable.
Both variables are normalised to the range [0,1] to allow for a better com-
parison where the origin value of the BDT-score (HallT ) was [-1,1] ([0-2000]).
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6.1.2. Fit to MadGraph5 aMC@NLO + Pythia Pseudodata
In this setup, the matrix element uncertainty and the correlations to other uncertainties
are studied in detail. The pseudodataset reflects the difference between the nominal pre-
diction and the the matrix element uncertainty as the nominal tt̄ prediction was replaced
by the MadGraph5 aMC@NLO +Pythia prediction. In general, similar conclusions
as for the fit to the Powheg +Herwig pseudodataset can be made for the fit setup
as shown in Figure 6.5 which again shows the difference Θ̂ and Θ with the respective
uncertainties. Figure 6.5 (a) shows the fit when only the ME uncertainties are used. The
pulls in the upper plots correspond to a 1σ deviation, as expected. No clear tendency
between shape and migration effects, shown in the lower plot, is observed. The largest
difference occurs for the tt̄+light component. When adding more uncertainties, shown
in Figure 6.5 (b), correlations among the systematics reduce the pulls and constraints.
A more complete overview of the correlations is given in Figure D.1. The largest corre-
lations occur between the cross-section, parton-shower and the signal strength, similar
to the correlations shown before in Figure 6.2. While other systematics are not pulled
significantly, some of the PS and cross-section uncertainties are constrained. The tt̄
+light/c/b cross-section uncertainties were introduced to cover the normalisation dif-
ference which is not treated by the MC-method. Therefore, it is expected that the fit
setup is sensitive to the difference in flavour normalisation and the overall uncertainty
of approximately 40% is reduced. Another point worth mentioning is the constraint of
the tt̄ ≥ 2b PS uncertainty. It exhibits high correlations to the signal strength (40%)
and the shape effect of the tt̄+ ≥ 1b ME uncertainty (29%). This is in agreement with
the fit to the Powheg +Herwig pseudodataset. However, no significant effect of the
parton-shower uncertainty is expected as the matrix-element uncertainty should cover
all effects. This underlines the importance of the PS uncertainty compared to the ME
uncertainty.
The measured signal strengths for the three scenarios are shown in Table 6.2. Similar to
the previous fit, 500 TEs are performed where for each TE the MadGraph5 aMC@NLO
+Pythia pseudodataset is varied within its uncertainties. The obtained distributions
and the Gaussian parametrisations are shown in Figure 6.6. Similar to the Powheg
+Herwig TEs, the mean value of 1.09 is in agreement with an unbiased result when
considering the width of the distribution which is interpreted as uncertainty of the pre-
diction on the measured signal strength. The full uncertainties, shown on the right in
Figure 6.6, are slightly larger than for the previous setup. During the studies, it be-
came clear that the matrix element uncertainty is less important for the fit than the
parton-shower uncertainty which is, for example, confirmed by the high correlations of
the tt̄ ≥ 2b PS uncertainty of the signal strength. No clear effect when decorrelating
the ME uncertainties has been observed. Therefore, to reduce the chance of overfitting,
the matrix element uncertainty is not decorrelated in shape and migration nor tt̄+ ≥ 1b
sub-components for the final fit to data.
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Figure 6.5.: The estimated (θ̂) value for the fit to the MadGraph5 aMC@NLO
+Pythia pseudodataset compared to the input value (θ) for each nuisance
parameter. The green (yellow) area corresponds to a 1 (2)σ deviation from
θ. Figure (a) compares the pulls and constraints when only the matrix el-
ement uncertainties are used in the fit while in the fit for figure (b) other
modelling uncertainties have been included as well.
































Figure 6.6.: Distribution of the mean (left) and uncertainty (right) of 500 pseudo-
experiments for the ME+modelling setup. The uncertainties are statistical.
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Table 6.2.: Signal strength µtt̄tt̄ and its uncertainty for three fits to Mad-
Graph5 aMC@NLO +Pythia.
Systematics µtt̄tt̄ ∆µtt̄tt̄
ME corr. 1.08 0.50
ME decorr. 1.12 0.50
ME+modelling 1.09 0.81
6.1.3. Fit to Pseudodata Generated by ttTRF
The ttTRF method provides an alternative and independent prediction of the tt̄+jets
background based on data. As presented in Section 5.3.2, the agreement with data is
reasonable in all regions before performing the fit. To study the fit setup and a possible
bias, the ttTRF data-prediction is fitted to data, including all systematics, as shown in
Appendix C, while applying the blinding cuts presented in Table 5.7. While the regions
were chosen to be the same, the systematic uncertainties do not exactly correspond to
the ones presented for the MC-based method as before because the ttTRF method does
not predict individual jet flavours. Hence, the tt̄+jets background is not split in flavours
and consequently the PS uncertainty is not split in sub-categories. Nevertheless, the
setup corresponds to a valid approach to measure the tt̄tt̄ signal and was studied inten-
sively. The fitted values of the NPs in the blinded regions are applied to the unblinded
distributions to obtain a prediction in the full phase-space. From this prediction, the
tt̄ component is summed with the non-tt̄ backgrounds to obtain the pseudodataset. In
contrary to the PS and the ME uncertainties, a fit to this pseudodataset is performed
including all uncertainties of the MC-based method. By using the tt̄ post-fit prediction,
the agreement with data is improved, as shown in Figure 6.7 and in Appendix C.
The advantage, compared to the previous pseudodatasets, is that the outcome is ex-
pected to be closer to real data and therefore this test is more realistic. However, the
exact pulls are a priori not clear which makes it more difficult to judge if a discrepancy
originates from the fit itself or from the ttTRF prediction.
Figure 6.8 (black) shows the NPs for the generator uncertainties. The highest correlation
occur between the tt̄ +b and tt̄ +B cross-section (64%) and between the signal strength
an the tt̄ +≥ 2b parton-shower shape (40%), the full correlation is given in Figure D.2.
In general, the pulls are within 1σ which confirms that the fit gives a reliable result. As
before, the strongest constraints of around 25% occur for the tt̄ ≥ 2b component for the
cross-section and parton-shower uncertainties. A single deviation is observed for the tt̄
+Z generator systematic which is pulled to 1.6σ of its original prediction, it is correlated
to the signal strength by -27.5%. The fitted signal strength is
µtt̄tt̄ = 1.70± 1.10 (6.2)
which, within the overall uncertainties, corresponds to an unbiased result. To estimate
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Figure 6.7.: Agreement between the ttTRF pseudodataset, based on the tt̄ post-fit pre-
diction, and real data in the highest (b-)jet multiplicities for the 1L and OS
channel
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in a separate fit to 1.5 times of the predicted value corresponding to a 50% pull. The
measured signal strength is µtt̄tt̄ = 1.75± 1.06, the corresponding pulls for the generator
systematics are compared in Figure 6.8 (red). In general, they are very similar and agree
within a few percent. For this particular study, the large pull is therefore considered
negligible but has to be monitored in the fit to data as it is unexpectedly large.
A better judgement of a possible bias is given by comparing the distribution of µtt̄tt̄
when fluctuating the pseudodataset within the statistical uncertainties, corresponding
to a fluctuation in each bin within the Poissonian error, as shown in Figure 6.9 on the
left. The width of the distribution of 0.99 around a mean of 0.91 indicates that the
measured signal strength is just within the statistical error of an unbiased result. Fur-
thermore, the measured value of µtt̄tt̄ = 1.70 does not correspond to the central value of
the distribution and might therefore be an outlier. Fluctuating the distribution within
the statistical uncertainties corresponds to the treatment that would be applied to real
data. However, this fluctuation is overestimating the actual effect since the statistical
fluctuation does not correspond to the uncertainty of the actual ttTRF pseudodataset.
A more realistic estimate is obtained by varying the pseudodataset within the uncer-
tainties of the ttTRF prediction as shown in Figure 6.9 on the right. A central value of
µtt̄tt̄ = 1.71, corresponding to the measured value of the measured signal, and a width
of 0.18 indicate that a bias of around 0.5 in the signal strength exists. This is explained
by the generation of the ttTRF pseudodatase.
Even though the fit to generate the post-fit distributions was performed in blinded re-
gions with a signal to background ratio of less than 5%, based on the MC prediction,
some signal events are still expected. In this fit, µtt̄tt̄ is fixed to unity as the goal is to
extract the SM background prediction. However, since the fit to generate the post-fit
prediction is done to real data, the real signal to background ratio is unknown and it
is possible that more events than predicted by the SM are present. This assumption
is confirmed by repeating the fit to generate the ttTRF post-fit prediction but without
fixing the signal strength µtt̄tt̄ = 1. Furthermore, the signal strength is measured per
channel (1L and OS) in a combined fit to judge if the effect might originate from the
combination itself. The obtained values are
µttTRFtt̄tt̄, 1L = 1.48± 2.8 (6.3)
µttTRFtt̄tt̄, OS = 1.77± 3.6 (6.4)
from which it is concluded that the effect is similar in both channels. This confirms the
hypothesis that, when fixing the signal strength, the ttTRF post-fit prediction for the
tt̄ background contains a certain amount of signal events, roughly corresponding to the
measured bias of approximately 0.5.
To further check this hypothesis, the linearity of the fit is studied by injecting a scaled
SM tt̄tt̄ signal and repeating the measurement of µtt̄tt̄ in the modified ttTRF pseudo-
dataset. Figure 6.10 shows the measured signal strength for five different injections. As
reference, the ideal unbiased result with uncertainties corresponding to the width of the
distributions in Figure 6.9 are shown. For all cases, the result is unbiased within the to-
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tal uncertainties of the measurements itself. Within the statistically fluctuated dataset,
no bias is observed and an almost constant bias between approximately 0.5 and 0.7 is
seen when only considering the variation of the ttTRF prediction itself. It is concluded
that the response of the fit scales linearly with the signal. Of particular interest is the
point when no signal is injected (injected µ=0). In principle, this should correspond
to a background only fit and no shape or normalisation effect of the signal should be
present. However, a small signal of tt̄tt̄ = 0.53± 0.80 is fitted which is in agreement with
µttTRFtt̄tt̄, 1L and µ
ttTRF
tt̄tt̄, OS indicating that the ttTRF pseudodataset itself is biased and not
the fit response.
In summary, the fits to pseudodatasets show that the measured signal strength tends
to be slightly higher than expected but, in the fits to Powheg +Herwig and Mad-
Graph5 aMC@NLO +Pythia, is within uncertainties of an unbiased result. In the fit
to the alternative ttTRF prediction, a small bias is observed when fluctuating the dataset
within the uncertainties of the ttTRF prediction. However, it cannot be concluded that
this solely originates from the fit setup as the ttTRF prediction contains more signal
than predicted by the SM and therefore µtt̄tt̄ ≈ 1.5 is expected. Furthermore, the sta-
tistical uncertainties, based on Poissonian fluctuations, are much larger. Consequently,
when varying the prediction within these uncertainties, no bias of the fit is observed.
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Figure 6.8.: Pulls and constraints for systematic uncertainties affecting the theory pre-
diction in the fit to the ttTRF pseudodataset (black). They are compared
to the scenario where the tt̄ +Z generator systematic is fixed to a 0.5σ pull.
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Figure 6.9.: Distribution of the measured signal strength for pseudo experiments gener-
ated by fluctuating each bin within the statistical uncertainties (Poissonian)
(left) and by fluctuating the tt̄ prediction of the pseudodataset within the
uncertainties of the ttTRF prediction (right) 500 times each. The uncer-
tainties are statistical only.















 0.18±ttTRF uncert. 
 0.99±stat uncert. 
Figure 6.10.: Linearity test for the measured signal strength in a fit to pseudodata gener-
ated by the ttTRF method. For the exact same fit setup, the signal strength
is measured for different injected signal strengths where 1 corresponds to
the SM prediction.
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6.2. Cross-Section Measurement in the Single Lepton and
Opposite-Sign Dilepton Channel
In the previous chapter it was shown that in three scenarios with different pseudodata
no clear bias of the fit is observed while the pulls and constraints of the profile likelihood
fit are reasonable and within the assumptions. Furthermore, large correlations between
signal strength and parton-shower uncertainties are observed. In this chapter, the final
results of the fit to data in the 1L+OS channel are presented for which the exact same
setup as for the fit to ttTRF pseudodata is used including all systematic uncertainties.
In a fit to the blinded regions
µblindtt̄tt̄ = 4.03± 2.23 (6.5)
is measured which, on a first glance, does not agree well with the expected SM predic-
tion or the results from fits to pseudodatasets. The problem in this setup is that in the
blinded regions not enough signal events are available to make use of the difference in
shapes between signal and background. As consequence, the signal strength, as a single
free parameter, is increased to cover background effects which are a combination of many
other NPs. In particular, the tt̄ + c/b normalisations have to be measured in parallel to
the signal strength while for the corresponding ttTRF setup, in which a signal strength
of approximately 1.5 was measured, the normalisations are predicted more precisely.
A similar effect in blinded regions was observed by the SS+ML channel and is reflected
by the large uncertainty of ±2.23 which makes the result only unbiased within approx-
imately 1.5σ. To check the dependence of the signal strength on the blinding-cut, and
therefore on the signal to background ratio, the regions with exactly three b-jets are
fully unblinded while the regions with more than four b-jets remained blinded according
to the signal to background ratio of less than 5%. Here, µtt̄tt̄ = 3.42 ± 1.9 is measured
indicating that the possible bias decreases when more signal is included. This behaviour
is confirmed by fitting only the regions with exactly three b-jets using the ttTRF pseu-
dodata. By observing an increase of the measured signal strength µtt̄tt̄ = 2.2 ± 1.58 it
is reassured that the signal strength decreases when higher b-jet multiplicities are un-
blinded.
Next, all regions are fully unblinded. First, a fit to each channel (1L and OS) is per-
formed individually. The measured signal strengths are
µ1Ltt̄tt̄ = 2.27± 1.39 (6.6)
µOStt̄tt̄ = 1.32± 1.45, (6.7)
the pulls and constraints are shown in Appendix D. The observed (expected) signifi-
cances are 1.79/0.97 (0.82/0.78)σ for the 1L/OS channel. Both channels agree within
the total uncertainty but more signal is fitted in the 1L channel. This is also reflected by
the increased significance and the dependence of the likelihood on the measured signal
strength as shown in Figure 6.11 (a) and (b). For the 1L channel, the tail towards higher




Next, both channels (1L and OS) are combined. As introduced in the previous Sec-
tion, Figure 6.12 (a) shows the pulls and constraints for each systematic uncertainties
by comparing Θ̂ and Θ while respecting the uncertainty ∆Θ for each uncertainty before
fitting. All other NPs together with the correlation matrix are shown in Appendix D.
Figure 6.12 (b) shows the most important systematic uncertainties based on their impact
on the measured signal strength. The ranking is extracted by repeating the fit while
leaving out each uncertainty at a time and measuring the change of the obtained µtt̄tt̄.
In general, modelling uncertainties are highly ranked, as already observed in the fits to
pseudodata. Detector and b-tagging uncertainties only appear in the lower half of the
figure. Besides the uncertainties of the scale factors (RW) for the HallT component, the
tt̄tt̄ scale and parton-shower uncertainties are ranked high. In addition, the tt̄ +≥ 2b
parton-shower and cross-section uncertainties as part of the dominant background must
be measured precisely as they are not predicted by the MC-based method. The highest
correlations of the signal strength is given by the tt̄ +≥ 2b cross-section uncertainty
(40.0%) as also observed by the fit to ttTRF pseudodata. Other high correlations exist
between the tt̄ +B and tt̄ +b cross-sections (64%) as well as the tt̄ +≥ 1c cross-section
and the normalisation effect of the tt̄ +≥ 2b parton-shower uncertainty (42%). Similar
to the individual fits, a likelihood scan is performed to verify the convergence of the fit.
The result is shown in Figure 6.11 (c). It is observed that no second minima or plateaus
in the likelihood occur showing that the fit converged well. Furthermore, the observed
curve is symmetric close to the minimum and, similar to the 1L fit, a larger tail towards
larger signal strengths is observed as expected by the curves from the fits to the indi-
vidual channels. The kinematic distributions after fitting are shown in Figure 6.13 and
Figure 6.14 for the 1L channel and in Figure D.5 and Figure D.6 for the OS channel. The
agreement between data and MC is good but some statistical fluctuation in the highest
multiplicities could have been reduced by rebinning. The final result for the measured
signal strength is







with a (expected) significance to observe the signal plus background hypothesis com-
pared to the background only hypothesis of 1.76 (1.08)σ.
In summary, as already observed in the fit to blinded data by the ttTRF method and con-
sequently in the fit to the ttTRF post-fit prediction, more signal events than predicted
by the SM are observed. The slight increase in the measured signal strength (1.72) and
the significance (1.76), compared to the nominal SM prediction (1), originates mostly
from the 1L channel. As expected by the previous studies, in particular the tt̄ +≥ 2b
cross-section and parton-shower uncertainties have the largest impact on the measured
signal and are therefore the most constrained NPs in the fit.
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(c) 1L and OS
Figure 6.11.: Change of the fitted likelihood as function of the fitted signal strength for
fits in each channel and their combination.
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Figure 6.12.: Pulls and constraints for systematic uncertainties affecting the theory pre-
diction in the fit to data for the 1L+OS channel (left) and the ranking
of systematic uncertainties, based on the impact to the measured signal
strength, for all NPs (right). The plot on the right shows the pre- and
post-fit uncertainties (coloured boxes) as well as the fitted NPs (black dots)
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6.2.1. Studies on the Fit-setup with the Monte-Carlo Based Reweighting
Method
While the result in the previous chapter is the final result of this thesis, further studies
are done to understand the origin of the measured signal strength and to allow for a
better interpretation. Furthermore, the studies in this chapter aim to provide possible
improvements for future analyses.
First, the signal strengths for the 1L and OS channel are measured separately while
combining both channels in the fit. While there is no explicit physics motivation in this
analysis, as both channels are treated to have the same backgrounds and possible new
physics scenarios, this setup provides feedback on the fit behaviour in each channel. The
measured signal strengths in the combined fit are
µcomb,1L
tt̄tt̄
= 1.88± 1.26 (6.9)
µcomb,OS
tt̄tt̄
= 1.48± 1.37. (6.10)
They agree better with each other than the individually measured signal strengths in
separate fits as all other NPs are still fully correlated. Still, a higher signal is fitted in
the 1L channel and it is more sensitive, as shown by the smaller uncertainties. One of
the possible reasons is the lower statistics in the OS channel which might require a more
dedicated binning in the future.
For the same fit setup, the signal strengths in each b-jet multiplicity are decorrelated
and measured to be
µcomb,3b
tt̄tt̄
= 1.60± 1.47 (6.11)
µcomb,≥4b
tt̄tt̄
= 1.77± 1.18. (6.12)
As expected and confirmed by the smaller uncertainty, the signal is measured most pre-
cisely in the ≥ 4b regions. Including the regions with three b-jets further reduced the
uncertainty by 0.09 compared to the final result form in the previous chapter while not
altering the central value significantly. Therefore, the splitting in b-jet multiplicities
should be adapted in future analyses. In addition, the study shows that the splitting
into 3bL and 3bH regions still allows for measuring the tt̄tt̄ signal in the 3b regions and
therefore justifies that the splitting can be applied to be more sensitive to the tt̄ +≥ 1b
sub-components.
Similarly, the signal strengths are measured for each jet multiplicity. The results of
a combined fit when decorrelating µtt̄tt̄ per region are summarised in Table 6.3. While
negative values have no physical interpretation, they show that in these regions the
overall background prediction might be overestimated and has been compensated by a
decreased signal. The smaller uncertainties show that the higher jet multiplicities are
more sensitive to the signal strength, as expected. The measured signal strength in the
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lowest multiplicities (7j and 5j) have very large uncertainties (±11.95/18.61) and it is
therefore possible that they are not required by the fit or might even disturb the final
result by introducing a bias. To study this hypothesis, the fit is repeated but without




= 1.96± 1.16 (6.13)
corresponding to an increased uncertainty of 0.07 compared to the final result. In ad-
dition, a shift of the central value by +0.25 is observed. Figure 6.15 shows again the
comparison of Θ̂ and Θ but this time for the two cases when the lowest jet/multiplicities
have been included (black) in the fit. The largest change is the absence of the tt̄ +B
normalisation effect of the parton-shower when excluding the lower n-jet multiplicities.
After investigating, this is explained by the pruning of the nuisance paramaters which
excludes small uncertainties (below 1%) to improve fit stability. While no final conclu-
sion can be made if the low jet multiplicities are required, the observations suggest that
the increased signal-strength covers effects on the background prediction that are not
sufficiently derived in the control regions. As the setup was optimised and studied when
all regions have been included, future analyses should investigate the impact of these
regions prior to unblinding. In particular the absence of the tt̄ +B normalisation pa-
rameter indicates that the missing normalisation effect might be covered by an increased
signal contribution. However, the effect should be small as the pruning threshold is only
1%. By applying pruning, uncertainties with an effect on the normalisation or the shape
of less then the chosen threshold are excluded. Typically this cut is required for numer-
ical stability as otherwise too manz degrees of freedom are allowed in the fit. Therefore,
the change in the signal strength is most likely a cumulative effect as other NPs change
slightly as well.
Another possibility to alter the fit setup is to reconsider the correlation scheme. By
default, only the parton-shower uncertainty, as most important uncertainty, is decor-
related in normalisation and shape effects to introduce additional degrees of freedom.
Besides the decorrelation in normalisation and shape effects, assumed to be mostly in-
dependently for a given systematic, other correlation schemes are possible but have to
be motivated first.
While not in agreement with the general strategy of this analysis to use the lower jet
multiplicities to predict the background distributions in higher multiplicities, it is feasi-
ble that each jet multiplicity could be treated as uncorrelated. The physics motivation
to do so is that each additional jet, to first order, is produced independently of the
previously produced jets. This is not the default in this analysis as, on the contrary,
all additional jets are produced by the same mechanism which, in MC samples, corre-
sponds to a certain set of choices in the given generator and, in data, to the properties
of the strong force. For example, the parton-shower uncertainty is derived by comparing
different sets of generators which differ in the way additional radiation is produced. As
the choice of the generator is independent of the jet multiplicity, they are treated as
correlated in all regions. Nevertheless, the alternative correlation scheme is studied by
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Table 6.3.: Signal strength µtt̄tt̄ and its uncertainty ∆ after combined fit to data in the
1L+OS channels. The signal strength is measured separately in each indi-
vidual jet region while all other NPs remained correlated among the regions.
1L OS
Region µtt̄tt̄ ∆µtt̄tt̄ Region µtt̄tt̄ ∆µtt̄tt̄
7j 1.26 11.95 5j -10.00 18.61
8j -2.62 5.14 6j -2.76 6.95
9j 1.02 2.11 7j 5.14 3.15
≥ 10j 1.91 1.33 ≥ 8j 1.09 1.27
decorrelating the parton-shower uncertainties among regions. In parallel, they are kept
correlated in shape and normalisation to not introduce too many degrees of freedom at
the same time. As a result
µcomb,alt.
tt̄tt̄
= 1.38± 0.95, (6.14)
with a (expected) significance of 1.63 (1.27)σ is obtained. This is in a better agreement
with the nominal SM prediction but might also hint that the increased signal that is
measured in data is not fit correctly. While the decision should not be made on the fitted
result, this shows that it is worth to reconsider the correlation schemes in the future.
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Figure 6.13.: Post-fit distribution for the seven and eight jet regions of the 1L channel
after a combined fit to the 1L+OS channels.
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Figure 6.14.: Post-fit distribution for the nine and more than ten jet regions of the OS
channel after a combined fit to the 1L+OS channels.
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Figure 6.15.: Comparison of the nuisance parameters when including the 7j and 5j mul-
tiplicities (black) and when excluding them (red).
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6.3. Combination with the Same-Sign Dilepton and
Multilepton Channel
After summarising the latest results from the SS+ML channel [52], the combination with
the final result from the previous section is presented in this section.
6.3.1. Results in the Same-Sign Dilepton and Multilepton Channel
The fit setup for the SS+ML channel was introduced in Section 5.7. In total, five
regions are fit of which four are used to constrain the backgrounds. The remaining
region uses the BDT-score to measure the tt̄tt̄ signal strength. The post-fit distributions
are shown in Figure 6.16, the fit results are included in Appendix D. The good agreement
between data and simulation for regions in which the BDT-score is not fit shows that the
background contributions are measured accurately. The measured normalisation factors
for background and signal are shown in Figure 6.17 (a) and the ranking of the NPs
in Figure 6.17 (b). It is observed that the tt̄ + W background is the most important
uncertainty but the tt̄tt̄ cross-section ranks even higher. The uncertainty on material
conversion has a similar impact on the normalisation and the uncertainty on the cross-
section of three top-quarks, which has a very similar signature to the tt̄tt̄ signal, is ranked








is in agreement with the 1L+OS results of this thesis but the (expected) significance of













































































































































































Figure 6.16.: Fitted distributions after a simultaneous fit in the SS+ML channel. The
uncertainty band includes statistical and systematic uncertainties.
110
6.3. Combination with the Same-Sign Dilepton and Multilepton Channel




















2− 1.5− 1− 0.5− 0 0.5 1 1.5 2
θ∆)/0θ-θ(
ttZ truth 3b



















0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8
µ∆:µPre-fit impact on 
θ∆+θ= θ θ∆-θ= θ
:µPost-fit impact on 
θ∆+θ= θ θ∆-θ= θ
Nuis. Param. Pull
-1= 13 TeV, 139 fbs
(b) Ranking
Figure 6.17.: Normalisation factors of the backgrounds and signal and the ranking of the
NPs for the fit in the SS+ML channel. The ranking shows the pre- and
post-fit uncertainties as well as the measured NPs.
6.3.2. Combined Results
The combination of the results in both channels is done as follows: The NPs are combined
according to their definition in Section 5.5 such that common detector and modelling
systematics are fully correlated among all channels. Channel specific uncertainties, such
as the uncertainties of the scale factors or additional normalisation factors for photon and
material conversion, are excluded in the complementary channel. Afterwards, a profile
likelihood fit with a single free parameter to measure the signal strength is performed in
all regions simultaneously. As result,
µ1L+OS+SS+ML
tt̄tt̄





is measured, with a signal significance of 4.71σ (3.14σ). One caveat worth mentioning
is that some NPs are under-constrained in the default setup. This means that the pre-fit
uncertainties had to be increased to allow the fit to converge. While there are many
possible and often technical reasons, such as an unidentified mistake in the correlation
scheme or an inconsistency in the exact implementation of the systematic uncertain-
ties, it usually indicates an unsatisfying convergence of the fit. To check how the result
changes, the under-constraints are reduced by increasing the pruning threshold to 9%,
which is rather large compared to the nominal value of 1%. This approach suppresses
many small uncertainties that exhibited the unwanted behaviour and thereby reduces
the degrees of freedom in the fit. By studying the excluded systematics it could not be
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Table 6.4.: Observed and expected significances as well as measured signal strengths for
two different pruning thresholds. In the combination marked with * under-
constraints are observed indicating that the fit did not converge properly.
Channel/Pruning
1% 9%
obs. exp. µtt̄tt̄ µtt̄tt̄
1L+OS 1.76 1.08 1.72 ± 1.09 1.87 ± 0.85
SS+ML 4.3 2.4 2.02 ± 0.60 2.00 ± 0.39
Comb 4.71* 3.14 1.98 ± 0.46* 1.98 ± 0.45
confirmed that a single systematic uncertainty causes problems in the fit. Since the fit
was performed based on the configurations of the individual fits, technical difficulties
can be excluded. The pulls and constraints for theory NPs are shown in Figure 6.18, the
full list is included in Figures D.8 and D.9. In general, no tension between the channels
or the combination is observed except for the tt̄ +≥ 2b parton-shower normalisation
which is pulled by more than 1σ in the combination. The measured signal strength
is µtt̄tt̄ = 1.98 ± 0.45 when increasing the pruning threshold. To not overestimate the
significance, a 10% uncertainty, roughly corresponding to the pruning threshold, on all
samples is introduced and a observed (expected) signal significance of 5.03σ (3.25σ) is
obtained. The results are summarised in Table 6.4 including a comparison of the mea-
sured signal strength for both pruning thresholds. The central values of the measured
signal strength agree but, as expected, the uncertainties are reduced in all channels.
Even after including an additional uncertainty, the observed (expected) significance is
increased compared to the default pruning by approximately 0.32 (0.11) in this setup.
Therefore, as final result of the combination Equation 6.16 is quoted and the result with
an increased pruning is seen as confirmation.
While the caveat of under-constrained uncertainties does not provide a fully satisfying
conclusion, this result is the first full combination with the full Run-2 dataset by Atlas
or Cms. The measured signal strength is consistent in two pruning setups and the sig-
nificance is well above 3σ. Therefore, evidence of the process is obtained.
Furthermore, the combined result shows that the SS+ML channel is dominating the
sensitivity and the excess over the expected significance is driven by this channel. De-
pending on the pruning, the 1L+OS channel improves the significance by around 0.3
(0.7)σ and, given the larger uncertainty of ∆µ1L+OS
tt̄tt̄
= ± 1.1 (0.8), only slightly im-
proves the precision on the measured signal strength from ∆µSS+ML
tt̄tt̄
= ±0.6 to approxi-
mately ∆µCombtt̄tt̄ = ±0.5. The 1L+OS channel is therefore at this stage mostly important
to study MC modelling in a new and challenging phase space while the search for the
process is driven by the SS+ML channel.
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Figure 6.18.: Comparison of the modelling and theory NPs when fitting the 1L+OS
and the SS+ML channel separated and combined. To obtain a better fit
stability, the pruning threshold is increased to 9% for the combination.
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6.4. Comparison with latest CMS Results
No 1L+OS result of the Cms experiment and therefore no combined result in both
channels with the full Run II dataset is available at the moment. Therefore, the 1L+OS
result with a dataset of 36fb−1 is used for the comparison. As the significance of the
measured results in the SS+ML is quite different, a short comparison is presented as
well even though this is not the focus of this thesis.
6.4.1. Comparison in the 1L+OS Channel




corresponding to s signal strength of µtt̄tt̄ = 1.09
+0.92
−0.75, with a significance of 1.4σ in
a combination with the SS+ML channel. For the same dataset, the signal strength in
the 1L+OS channels was measured (expected) to be µtt̄tt̄ = 0.0
+2.2
−0.0 (0.4). Cms used a
multivariate discriminant to exploit the difference between tt̄tt̄ and tt̄ [144]. First, a BDT
is used to reconstruct top-quarks and a second BDT, similar to the analysis presented
here, is used to generate a discriminant. The exact choice of input variables differs. In
particular angular and mass distributions are more exploited in this analysis while in the
case of Cms the focus is mostly on the kinematics of jets and leptons. In the dilepton
channel, the region definition differs as the 4-5 and 6-7 jet multiplicities are merged and
only ≥3b events, not split = 3 and ≥ 4b, are considered due to the lower data statistics.
The choice of the Powheg at NLO generator for the tt̄+jets background is similar while
for smaller backgrounds MadGraph5 aMC@NLO is used instead of Sherpa. In both
cases, the tt̄tt̄ signal is simulated by MadGraph5 aMC@NLO but in this analysis a
newer version (2.6.2 instead of 2.2.2) is used. Due to the different detectors, the event
selection and the trigger criteria are necessarily different. Cms benefits from a particle-
flow algorithm for the jet reconstruction which is not yet available in Atlas.
Despite the technical differences discussed above, the general strategy of this analysis
is based on correcting the MC prediction while the Cms analysis relies on the nominal
MC prediction which, in particular, contains uncorrected shape effects. The splitting of
tt̄+jets into flavour components of the nominal sample is similar but the flavour sub-
categories (tt̄ + b/B/ ≥ 2b) are used for the uncertainties of the parton-shower and
cross-sections in this analysis. Furthermore, shape and migration effects of modelling
uncertainties are considered while Cms focuses mostly on normalisation differences. In
summary, it is not feasible to compare the two analyses in detail as the datasets differ
substantially and, due to the difference in time, other techniques and results are available
at the time of this analysis. However, in the overall picture, this analysis introduces a new
technique which can be compared to the results of Cms as, for example, generator choices
and therefore the underlying background modells are similar. While Cms observed no
signal, this analysis measured an increase over the nominal SM prediction.
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6.4.2. Comparison in the SS+ML Channel
Cms performed two independent measurements of the SM cross-section [51]. The first
one is based on kinematic cuts while the second one uses a BDT. The cut-based analysis
uses 15 regions, based on lepton and (b-)jet multiplicities, for the signal extraction and
one region which is enriched in the tt̄ + W background. The BDT analysis divides the
phase space into 17 regions based on the BDT-score to separate the tt̄tt̄ signal from the
SM background. In addition, one additional region to control the tt̄ + Z background








which is compared to an expected SM cross-section of 12.0+2.2−2.5. This corresponds to a
signal strength of µtt̄tt̄ = 1.05 (0.78) for the BDT (cut-based) analysis. The observed
(expected) significance is 2.6 (2.7) for the BDT and 1.7 (2.5) for the cut-based analysis.
While the expected significance is compatible to the expected significance by Atlas
(2.4), the observed significance is considerably lower by 1.7 (2.6)σ compared to the
Atlas result of 4.3σ. Despite smaller differences in the event and trigger selection, the
first striking difference are the choices of the generators.
For Cms, most samples are generated by the MadGraph5 aMC@NLO 2.2.2 generator
at NLO with a varying number of additional partons in the ME calculation. Only the
WZ, ZZ and tt̄ +H samples are generated using Powheg. For Atlas, the tt̄ +W, tW,
diboson and triboson samples are generated by Sherpa, tt̄ samples are generated by
Powheg and only the nominal signal tt̄tt̄ sample is generated by the newer version of
MadGraph5 aMC@NLO 2.6.2. Since each generator gives a slightly different prediction
the different choices in each generator lead to a different prediction of the SM background.
Next, the procedure to generate the fit regions differs substantially. Both analyses use
a BDT to separate signal and background which is split into 17 bins or regions. Atlas
uses four control regions to consider different backgrounds while Cms only uses the
BDT-score. For Cms, the tt̄+W background is measured in the lower part of the BDT-
score where it is enriched. Other backgrounds, which are assigned dedicated regions to
be measured in the Atlas measurement, are treated by corresponding uncertainties in
the signal regions. Another difference, originating from the fit itself, is the measured
normalisation factor of tt̄+W/Z which, for Atlas, was measured to be 1.6+0.3−0.3 and 1.3
+0.2
−0.2
for Cms. On a first glance, a smaller normalisation factor could correspond to a higher
signal strength as, when assuming the same data, part of the background normalisation
could be covered by the signal. However, Cms does not provide the normalisation factors
for HF leptons and conversions separately and therefore other backgrounds could be
increased as well, effectively reducing the signal strength.
In summary, Atlas measures an increased signal which is still compatible with the SM
signal while the result from Cms is good agreement with the nominal SM prediction.
The analyses differ in the choice of the generators and Atlas focuses more on the
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measurement of each background by including more control regions which could explain




In this thesis, the tt̄tt̄ signal strength was measured in the 1L+OS channel with the
13 TeV dataset of the Atlas collaboration. Due to assumptions and limitations in the
theoretical modelling, the default background prediction by MC generators is not reliable
in the phase-space of high jet and b-jet multiplicities of this analysis. The mismodelling
is addressed by dedicated scale factors which have been derived sequentially in the dis-
tributions of jet-multiplicity, a variable related to HallT and the average distance between
two jets. In particular the treatment of parton-shower systematics was studied in detail
leading to a dedicated correlation scheme in the profile likelihood fit. For this systematic
uncertainty and the cross-section uncertainty, the tt̄ +≥ 1b component is split into three
sub-categories as well as migration and shape effects. Together with the additional scale
factors, this setup provides a reliable measurement of the tt̄+jets background. In control
regions, HallT is used as discriminant to constrain the background modelling. For higher
(b-)jet multiplicities, a BDT is trained to separate tt̄tt̄ events from tt̄+jets events to
measure µtt̄tt̄.

















and an (expected) upper limit of 3.86 (1.97) times the SM cross-section @ 95% CL. This
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with an upper limit of 5.3 times the SM cross-section (63 fb) in this channel. No Cms
result in the 1L+OS channel with the full Run-2 is available for a direct comparison.
However, the result is an improvement to the latest result with a dataset of 36fb−1 where
σtt̄tt̄ = 0.0
+26.3 (7.4)
was measured with an upper limit of 4.01 times the SM cross-section (48 fb) at 95%CL.








which, for Atlas, corresponds to an upper limit of σtt̄tt̄ = 37.1 fb. Furthermore, the
first combined result with the full Run-2 dataset of
σ1L+OS+SS+ML
tt̄tt̄
= 23.7+5.6−5.2 fb (7.7)
and a signal significance of 4.71 σ was presented. This shows that evidence for the
production of tt̄tt̄ is found by Atlas with a consistent result among all channels. The
corresponding limit at 95% is 2.76 times the SM cross-section (33.0 fb).
While this analysis aimed at a measurement of the SM tt̄tt̄ signal, the excess over the
nominal SM prediction motivates the interpretation of the result in scenarios beyond
the SM. Within Atlas, a follow up analysis with interpretations in the context of the
scenarios introduced in Section 2.1.2, in particular to study effective field theories, is
planned. However, for such a study dedicated MC samples are required as shapes and
behaviour in different regions might change. These samples are not available at this
stage and therefore the interpretation is limited. Figure 7.1a shows the projected limits,
obtained by scaling the statistical component of the uncertainty by the square-root of
the multiple of the Run II luminosity, as a function multiples of the Run II luminosity.
Furthermore, two theories beyond the standard model for specific parameter setting are
compared.
The first theory (Top compositeness) describes the scenario when the SM is a manifes-
tation at the currently available energy scales of a more fundamental theory that cannot
be yet observed. In such a theory, the top quark is not an elementary particle but rather
a composition of the fundamental fields. Hence, the production of four top quarks can
be described by an effective field theory with additional coefficients that reflect new
physics. In the given case, an additional parameter c4t is introduced which gives the
interaction strength of the tt̄tt̄ production in the underlying theory [46]. For example,
c4t = −0.5 corresponds to the scenario where the four top interaction originates from a
singlet resonance but other parameter dependent interpretations are possible.
The second theory (Heavy Higgs) predicts the existence of a second but heavier Higgs
boson (H/A) in the Two Higgs Doublet Model [40] (2HDM) at low tanβ, where tanβ
is the ratio between the vacuum expectation values of the doublets. In the 2HDM, due
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Table 7.1.: Estimated limits and previously set limits on selected BSM theories based on
previous Atlas results [48]. The limits are estimated by comparing the mea-
sured cross-section limits in the 1L+OS (combined) result with theory predic-
tions. The limits are estimated for masses of vector-like quarks (mB/T/T5/3),
the lightest resonance of a Kaluza-Klein tower (mKK) and additional neutral
Higgs bosons (mH) depending on the ratio between the vacuum expectation
values of the two Higgs doublets tanβ.
Theory Theory parameter Previous limit Estim. limit 1L+OS (comb)
Vector-like quarks
mB/mT >1 TeV />0.98 TeV >900 GeV (>1.1 TeV )
mT5/3 >1.19 TeV >900 GeV (>1.0 TeV )
Extra dimensions mKK >1.45 TeV >1.25 TeV (>1.31 TeV )
2HDM
mH (tanβ = 0.3) >700 GeV >700 GeV (>800 GeV )
mH (tanβ = 0.5) >400 GeV >500 GeV (>650 GeV )
to the large Yukawa coupling with the top quark, one of the preferred decay modes is,
for mH > 2 × mt, H → tt̄. A direct resonance search is often not feasible due to the
large tt̄ background, similar to the 1L+OS channel in this analysis. Therefore, the tt̄tt̄
production is a good opportunity to search for such a new particle, in particular in the
SS+ML channel due to the smaller background. By comparing the observed limit with
the mass-dependent cross-section, a limit on the mass itself can be set. However, in an
actual search, more differences in the angular and kinematic distributions between the
SM tt̄tt̄ signal and the tt̄ + H/A production can be exploited.
Similar to the mass of the new boson in the previous case, the cross-section of other BSM
theories depend on a variety of exact parameter settings. Therefore, the obtained limits
on the cross-section for 139.0fb−1 are compared to selected scenarios that were discussed
in a previous SS+ML analysis with 36.1 fb−1 [48]. By comparing the cross-section lim-
its with theory predictions, provided in the analysis as function of several parameters,
limits on the theory parameters can be estimated. This estimation assumes that the
response of the final fit is identical for all scenarios and the only difference occurs from
the difference in the cross-section. The estimated limits are summarised in Table 7.1.
In general, the obtained values agree with the previous limits which were derived more
sophisticated, and can therefore be confirmed. For future analyses, improved limits can
be expected as already shown in Figure 7.1a.
In a similar fashion, Figure 7.1b shows the expected significance as function of lumi-
nosity which is normalised to the Run II dataset of 139 fb−1. In addition, the observed
results are projected by assuming that the relative behaviour between observed and ex-
pected significance is unchanged. In this idealized approach, the projected significances
reflect the scenario when only the statistical uncertainties are reduced by acquiring more
data and all other aspects stay unchanged. As reference, an estimate of the luminosity
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(b) Expected and projected significances as
function of luminosity normalised to the
collected Run-2 luminosity (139 fb−1) of
Atlas. The projected significance is ob-
tained by scaling the expected significances
by the ratio of observed to expected signif-
icances for the current dataset.
that is expected in Run III (green area) and for the high luminosity Lhc (HL-LHC) are
given. For Run III a significant improvement of the result of approximately 2σ can be
expected. However, in both figures the curves flatten towards higher luminosities which
shows that more advanced techniques are required to reduce systematic effects as the
analysis becomes more limited by systematic uncertainties.
For Atlas in general, one of these improvements will be the implementation of particle-
flow jets to improve the precision of jet related measurements and a corresponding re-
duction of jet related uncertainties. Some possible improvements to the fit setup were
already discussed in Section 6.2.1. However, more fundamental changes to the fit setup
are possible such as new developments from theorists to improve the modelling of the tt̄
background and their systematic uncertainties. This would be reflected by an improved
modelling of the MC generators making it, ideally, unnecessary to derive additional scale
factors. However, typically these developments take time to be implemented and are not
expected for Run III. Therefore, in the near future, it will likely be still necessary for
analysers to derive a reliable background modelling, for example, by deriving additional
scale factors as presented here.
One disadvantage of the method presented is the complexity and the amount of ad-
ditional scale factors with the corresponding uncertainties. This adds many parameters
to the fit and makes the setup slow, and therefore more difficult to study, when all
uncertainties are included. As shown in the combination, it is difficult to combine the
approach reliably without dedicated additional studies with the SS+ML channel. While
this issue is possibly of technical nature, a possibility to simplify the setup is exploited
by Atlas in a search for heavy Higgs-bosons. The analysis studies the usage of a neural
network to derive the additional scale factors. This approach uses the same but po-
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tentially even more input variables while reducing the output to a single event-weight
instead of three sequential weights. Furthermore, the uncertainty is obtained as single
variation of the event weight instead of 102 parameters. However, no results are available
at the moment as the heavy Higgs analysis is in an early stage.
As discussed, HallT has been used in lower (b)-jet multiplicities to exploit shape dif-
ferences that are not as visible in the BDT even though the separation is slightly worse.
This approach can be developed further by, for example, considering the invariant masses
of the three leading b-jets in these regions. This variable shows a different behaviour for
the tt̄ +≥ 1b sub-components and could therefore help to reduce the large constraints
and the high correlation with the signal strength of the tt̄ +≥ 2b component which
shows up in all pseudodata and data fits. This idea can further be exploited by adjust-
ing the splitting of the regions with exactly three b-jets into 3bL and 3bH. For example,
more working-points of the b-tagger can be used to define more control regions. On the
contrary, at some point, the splitting into regions is limited by statistics. Therefore,
in parallel, the binning of these distributions has to be evaluated. At the moment, all
regions use the same binning which, due to the difference in statistics, can be improved
further.
Another difficulty regarding b-jets is that the analysis has to deal with b-jets from
hard-processes and from soft-radiation. The modelling of these processes is based on
different steps during the generation of the MC samples but cannot easily be further
distinguished by the detector. In this analysis, the five flavour scheme in which only the
top-quark is treated as massive quark, is used as this simplifies theoretical calculations
and is the default in many Monte-Carlo generators. On the contrary, the four flavour
scheme includes the b-quark in the PDFs and is often better suited in resolved events.
Figure 7.2 (a) shows a comparison of the two schemes in the Powheg +Pythia sample
in the BDT-score in the tt̄ +≥ 2b sub-categories for more than ten jets and more than
four b-jets. While a clear difference is observed it should be noted that both distribu-
tions use the scale factors that have been derived in the five flavour scheme which might
not be the correct ones to apply to the four flavour scheme. It is currently investigated
how to included this observation in the analysis. Possible solutions are to include an
additional uncertainty to cover this effect or to re-train the BDT for the four flavour
scheme to have a dedicated distribution to include in the fit. Furthermore, it is possible
to define a control region to measure the effect which seems to mostly originate from
tt̄ +3b events as shown in Figure 7.2(b) where the different sub-categories are shown
in the highest (b-)jet multiplicity. In a longer perspective, a combination of the four
and five flavour scheme would be advantageous to provide good modelling for resolved
and collinear events. While recent developments show promising results it will take time
until these approaches are available by default in MC generators.
The result shows that it is possible to study the tt̄tt̄ process at the Lhc. Due to limi-
tations of the MC generators new techniques have to be developed to obtain a reliable
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(a) (b)
Figure 7.2.: Comparison of the four (4FS) and five flavour scheme (5FS) in the BDT-
score (a) and in normalisation for tt̄ +≥ 1b sub-categories in the highest
(b-)jet multiplicity for the 1LOS channel. The uncertainty band includes
the statistical component.
MC prediction. The MC-based presented in this theses is one possible approach to do so
and can be adapted to other analyses that work in a similar phase-space. The increased
signal in the combined result motivates to study the process with more data and future
versions of MC generators to limit possible scenarios of physics beyond the SM.
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In this appendix, additional plots for the validation of the reweighting factors are shown.
A.1. Validation Sequential Reweighting
Selected variables after each reweighting step to verify that later steps do not significantly
impact already corrected variables.
2 b-jet regions
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Figure A.1.: Distributions of reweighting variables in the in the 1L channel for 8j ex-
clusive regions after each reweighting step. (a) Unweighted distributions,
(b) after NRC-jets reweighting, (c) after H
all,red
T reweighting and (d) after
applying ∆RAvgjj SFs. The uncertainties are statistical.
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Figure A.2.: Distributions of reweighting variables in the 1L channel for 9j exclusive
regions after each reweighting step. (a) Unweighted distributions, (b) after
NRC-jets reweighting, (c) after H
all,red
T reweighting and (d) after applying
∆RAvgjj SFs. The uncertainties are statistical.
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Figure A.3.: Distributions of reweighting variables in the OS channel for 6j exclusive
regions after each reweighting step. (a) Unweighted distributions, (b) after
NRC-jets reweighting, (c) after H
all,red
T reweighting and (d) after applying
∆RAvgjj SFs. The uncertainties are statistical.
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(d)
Figure A.4.: Distributions of reweighting variables in the OS channel for 7j exclusive
regions after each reweighting step. (a) Unweighted distributions, (b) after
NRC-jets reweighting, (c) after H
all,red
T reweighting and (d) after applying
∆RAvgjj SFs. The uncertainties are statistical.
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Figure A.5.: Distributions of reweighting variables in the OS channel for ge8j exclusive
regions after each reweighting step. (a) Unweighted distributions, (b) after
NRC-jets reweighting, (c) after H
all,red
T reweighting and (d) after applying
∆RAvgjj SFs. The uncertainties are statistical.
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3 b-jet regions
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Figure A.6.: Distributions of reweighting variables in the in the 1L channel for 8j ex-
clusive regions after each reweighting step. (a) Unweighted distributions,
(b) after NRC-jets reweighting, (c) after H
all,red
T reweighting and (d) after
applying ∆RAvgjj SFs. The uncertainties are statistical.
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Figure A.7.: Distributions of reweighting variables in the 1L channel for 9j exclusive
regions after each reweighting step. (a) Unweighted distributions, (b) after
NRC-jets reweighting, (c) after H
all,red
T reweighting and (d) after applying
∆RAvgjj SFs. The uncertainties are statistical.
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Figure A.8.: Distributions of reweighting variables in the 10j inclusive regions after each
reweighting step. (a) Unweighted distributions, (b) after NRC-jets reweight-
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Figure A.9.: Distributions of reweighting variables in the OS channel for 6j exclusive
regions after each reweighting step. (a) Unweighted distributions, (b) after
NRC-jets reweighting, (c) after H
all,red
T reweighting and (d) after applying
∆RAvgjj SFs. The uncertainties are statistical.
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Figure A.10.: Distributions of reweighting variables in the OS channel for 7j exclusive
regions after each reweighting step. (a) Unweighted distributions, (b) after
NRC-jets reweighting, (c) after H
all,red
T reweighting and (d) after applying
∆RAvgjj SFs. The uncertainties are statistical.
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Figure A.11.: Distributions of reweighting variables in the OS channel for ge8j exclusive
regions after each reweighting step. (a) Unweighted distributions, (b) after
NRC-jets reweighting, (c) after H
all,red
T reweighting and (d) after applying
∆RAvgjj SFs. The uncertainties are statistical.
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More than 4b regions
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Figure A.12.: Distributions of reweighting variables in the in the 1L channel for 8j ex-
clusive regions after each reweighting step. (a) Unweighted distributions,
(b) after NRC-jets reweighting, (c) after H
all,red
T reweighting and (d) after
applying ∆RAvgjj SFs. The uncertainties are statistical.
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Figure A.13.: Distributions of reweighting variables in the 1L channel for 9j exclusive
regions after each reweighting step. (a) Unweighted distributions, (b) after
NRC-jets reweighting, (c) after H
all,red
T reweighting and (d) after applying
∆RAvgjj SFs. The uncertainties are statistical.
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(d)
Figure A.14.: Distributions of reweighting variables in the 10j inclusive regions after
each reweighting step. (a) Unweighted distributions, (b) after NRC-jets
reweighting, (c) after Hall,redT reweighting and (d) after applying ∆R
Avg
jj
SFs. The uncertainties are statistical.
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Figure A.15.: Distributions of reweighting variables in the OS channel for 6j exclusive
regions after each reweighting step. (a) Unweighted distributions, (b) after
NRC-jets reweighting, (c) after H
all,red
T reweighting and (d) after applying
∆RAvgjj SFs. The uncertainties are statistical.
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Figure A.16.: Distributions of reweighting variables in the OS channel for 7j exclusive
regions after each reweighting step. (a) Unweighted distributions, (b) after
NRC-jets reweighting, (c) after H
all,red
T reweighting and (d) after applying
∆RAvgjj SFs. The uncertainties are statistical.
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(d)
Figure A.17.: Distributions of reweighting variables in the OS channel for ge8j exclusive
regions after each reweighting step. (a) Unweighted distributions, (b) after
NRC-jets reweighting, (c) after H
all,red
T reweighting and (d) after applying




This appendix shows additional plots relevant for the BDT. Section B.1 shows the sep-
aration for variables highly ranked in the BDT training for the OS channel. Section B.2
shows further plots of the data MC agreement after applying the derived scale factors.
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B.1. Separation of BDT Input Variables
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Figure B.1.: Separation of highest ranked BDT input variables in the OS channel.
B.2. Data-MC Agreement
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(c)
Figure B.2.: The agreement between data and MC of the most important BDT-input
variables in the 1L channel in region with exactly 3 b-jets in the (a) 8-jet,
(b) 9-jet and (c) at least 10 jet regions. The uncertainty band includes
statistical uncertainties.
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(c)
Figure B.3.: The agreement between data and MC of the most important BDT-input
variables in the OS channel in region with exactly 3 b-jets in the (a) 6-
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(c)
Figure B.4.: The agreement between data and MC of the most important BDT-input
variables in the OS channel in region with at least 4 b-jets in the (a) 6-





Fit to Control Regions with ttTRF
This chapter show additional plots from the fit to data in blinded regions using the ttTRF
method. The fit-result is used to generate a pseudo-data set in the full phase-space.
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C. Fit to Control Regions with ttTRF
Figure C.1.: Pulls and constraints of the fit to data in blinded regions with the ttTRF
method.
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Figure C.2.: Pre- and post-fit comparison of MC to data in the 1L channel of the fit
(1L+OS) to data in blinded regions with the ttTRF method. The H (L)
stands for 3b≥4b@85% (3b<4b@85%). The uncertainty band includes statistical
and systematical uncertainties.
163
C. Fit to Control Regions with ttTRF



























































































































































































































































Figure C.3.: Pre- and post-fit comparison of MC to data in the 1L channel of the fit
(1L+OS) to data in blinded regions with the ttTRF method. The H (L)
stands for 3b≥4b@85% (3b<4b@85%). The uncertainty band includes statistical
and systematical uncertainties.
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Figure C.4.: Pre- and post-fit comparison of MC to data in the 1L channel of the fit
(1L+OS) to data in blinded regions with the ttTRF method. The H (L)
stands for 3b≥4b@85% (3b<4b@85%). The uncertainty band includes statistical
and systematical uncertainties.
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C. Fit to Control Regions with ttTRF
































































































































































































































































Figure C.5.: Pre- and post-fit comparison of MC to data in the 1L channel of the fit
(1L+OS) to data in blinded regions with the ttTRF method. The H (L)





This Appendix includes additional plots for the fits to pseudo data in Section D.1 and
for the final results in Section D.2.
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D. Additional Fit Results
D.1. Fit to Pseudodata with the MC-based Method
D.1.1. Fit to Fit to MadGraph5 aMC@NLO +Pythia
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Figure D.1.: Correlation matrix for the fit to the MadGraph5 aMC@NLO +Pythia
pseudo-dataset with all modelling systematics.
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D.1. Fit to Pseudodata with the MC-based Method
D.1.2. Fit to ttTRF Post-fit Prediction
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 1c ME choice≥+tt
 1c cross section≥+tt
TTC_PhHerwig Mig





 1b ME choice≥+tt









FTAG MV2c10 Light0 TTL
FTAG MV2c10 Light0 TTC
FTAG MV2c10 Light0 TTB
FTAG MV2c10 C0 TTL
FTAG MV2c10 C0 TTC
Figure D.2.: Correlation matrix for the fit to ttTRF generated pseudo-data.
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D. Additional Fit Results
D.2. Fit to Data with the MC-based Method
Figure D.3.: Pulls and constraints of the fit to data in unblinded regions with the MC-
based method in the 1L channel.
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D.2. Fit to Data with the MC-based Method
Figure D.4.: Pulls and constraints of the fit to data in unblinded regions with the MC-
based method method in the OS channel.
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D. Additional Fit Results

































*: normalised to total Bkg.































*: normalised to total Bkg.

































*: normalised to total Bkg.

































*: normalised to total Bkg.































*: normalised to total Bkg.




































*: normalised to total Bkg.
Figure D.5.: Post-fit distribution for the five and six jet regions of the OS channel after
a combined fit to the 1L+OS channels. The uncertainty band includes
statistical and systematical uncertainties.
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D.2. Fit to Data with the MC-based Method





































*: normalised to total Bkg.
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*: normalised to total Bkg.
Figure D.6.: Post-fit distribution for the seven and more than eight jet regions of the OS
channel after a combined fit to the 1L+OS channels. The uncertainty band
includes statistical and systematical uncertainties.
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-4.5 10.7 -2.7 4.3 0.3 -0.9 -3.6 -3.5 2.9 1.8 6.3 -1.8 7.6 7.2 -11.3 -12.2 -2.0 -1.2 23.3 2.5 -6.4 -3.5 -11.4 100.0 -7.4 -8.5 -6.2 0.8 -1.9 -0.4 -1.0 4.6
-5.3 6.0 -0.4 -0.7 -1.3 -3.6 -2.9 12.5 1.1 18.3 -8.0 -1.3 19.0 5.7 3.1 6.0 -12.8 -20.2 0.7 -0.0 -9.7 -1.9 100.0 -11.4 -3.8 -11.0 3.4 -5.8 -5.8 2.3 4.8 -40.0
-5.3 -3.5 -6.9 3.4 -0.0 -12.1 -0.2 -3.4 -3.2 -18.6 0.1 6.2 -8.9 2.8 5.7 -21.4 -17.1 7.2 8.9 -25.7 -8.0 100.0 -1.9 -3.5 11.5 -41.8 6.7 9.6 6.5 -1.4 -5.0 9.6
6.4 -6.6 -0.3 -3.0 -1.5 2.8 -0.5 -7.2 -1.5 5.2 -5.8 0.1 4.3 21.4 -15.0 -3.4 10.0 -0.8 2.1 1.3 100.0 -8.0 -9.7 -6.4 -0.3 4.0 -3.9 -6.1 -9.8 1.3 0.1 -8.0
2.1 -0.0 -12.3 -8.4 -19.4 4.2 2.4 10.7 -1.7 2.5 -0.3 0.2 -3.5 4.2 -8.7 9.0 -2.5 14.6 -1.7 100.0 1.3 -25.7 -0.0 2.5 -8.0 -3.0 -18.0 -0.4 6.5 -0.1 0.6 0.3
1.5 -10.3 8.9 -5.3 -8.8 -0.3 1.6 5.3 -2.8 2.2 6.1 0.7 -0.1 4.1 -19.6 1.2 -6.9 8.7 100.0 -1.7 2.1 8.9 0.7 23.3 -4.8 -10.1 -2.4 -0.1 2.5 -0.1 -0.0 -3.9
-5.9 5.4 -2.2 2.5 -2.7 -3.3 -2.8 2.4 8.4 4.8 1.5 10.4 -20.2 -0.0 -5.2 17.1 -21.6 100.0 8.7 14.6 -0.8 7.2 -20.2 -1.2 8.1 0.8 -22.4 6.1 4.4 -1.6 2.4 -7.3
4.0 8.5 -6.5 -7.5 -14.5 2.6 -4.3 13.7 -6.0 19.1 2.5 11.5 -6.1 -0.6 -6.6 -26.0 100.0 -21.6 -6.9 -2.5 10.0 -17.1 -12.8 -2.0 -4.1 -5.3 12.8 -3.4 0.3 -1.7 -4.1 13.9
-5.8 -2.8 18.5 7.7 19.9 -5.8 2.4 49.0 -27.1 11.2 1.8 22.6 -2.2 -1.4 -14.9 100.0 -26.0 17.1 1.2 9.0 -3.4 -21.4 6.0 -12.2 6.0 63.3 -8.2 3.6 2.8 0.7 4.1 -11.5
-5.3 -9.7 -17.6 -4.6 27.2 6.2 -5.4 -11.9 0.7 29.4 1.3 28.6 25.7 -64.2 100.0 -14.9 -6.6 -5.2 -19.6 -8.7 -15.0 5.7 3.1 -11.3 -19.6 -24.3 -6.8 -4.4 -10.5 1.5 2.7 -6.3
-0.2 -8.4 -22.5 0.4 8.8 -5.9 -1.3 3.8 13.7 -27.9 4.5 -9.5 -21.8 100.0 -64.2 -1.4 -0.6 -0.0 4.1 4.2 21.4 2.8 5.7 7.2 16.8 5.8 8.0 8.1 16.0 1.0 -0.1 -2.8
1.2 2.5 -2.1 1.2 6.0 4.1 0.3 -9.6 -2.7 14.1 -2.8 10.7 100.0 -21.8 25.7 -2.2 -6.1 -20.2 -0.1 -3.5 4.3 -8.9 19.0 7.6 -8.5 -4.4 -0.8 -12.7 -7.8 3.9 9.2 -29.0
-0.5 0.1 -2.1 1.2 5.5 -19.7 -2.5 -3.1 -9.8 47.3 11.4 100.0 10.7 -9.5 28.6 22.6 11.5 10.4 0.7 0.2 0.1 6.2 -1.3 -1.8 13.6 10.1 3.9 14.5 5.3 -0.3 -0.5 1.0
-1.3 -1.5 1.2 1.2 -1.1 -3.4 -5.0 2.7 3.6 20.9 100.0 11.4 -2.8 4.5 1.3 1.8 2.5 1.5 6.1 -0.3 -5.8 0.1 -8.0 6.3 -6.1 -2.8 10.2 -9.8 -17.8 1.2 1.7 -3.3
10.3 45.7 20.4 -0.9 -17.1 4.3 -5.2 -7.8 1.0 100.0 20.9 47.3 14.1 -27.9 29.4 11.2 19.1 4.8 2.2 2.5 5.2 -18.6 18.3 1.8 -26.1 5.3 -1.3 -2.8 -3.8 2.2 5.2 -17.2
5.6 6.7 -3.0 -5.7 -8.3 1.9 -1.3 6.3 100.0 1.0 3.6 -9.8 -2.7 13.7 0.7 -27.1 -6.0 8.4 -2.8 -1.7 -1.5 -3.2 1.1 2.9 -13.8 2.3 3.1 -0.8 1.9 -0.3 -1.1 7.1
5.2 -9.3 -5.3 -1.2 -2.3 -2.5 1.0 100.0 6.3 -7.8 2.7 -3.1 -9.6 3.8 -11.9 49.0 13.7 2.4 5.3 10.7 -7.2 -3.4 12.5 -3.5 0.9 8.3 -6.0 2.2 -0.7 0.5 1.8 -8.1
4.3 -1.2 2.8 -1.7 -4.0 -20.2 100.0 1.0 -1.3 -5.2 -5.0 -2.5 0.3 -1.3 -5.4 2.4 -4.3 -2.8 1.6 2.4 -0.5 -0.2 -2.9 -3.6 -4.4 3.1 6.9 -1.3 1.6 0.7 0.4 -5.3
1.0 -7.5 4.2 -0.6 -14.3 100.0 -20.2 -2.5 1.9 4.3 -3.4 -19.7 4.1 -5.9 6.2 -5.8 2.6 -3.3 -0.3 4.2 2.8 -12.1 -3.6 -0.9 4.2 -1.6 -0.6 3.9 5.0 0.7 1.7 -11.3
28.7 -10.5 -15.4 -17.9 100.0 -14.3 -4.0 -2.3 -8.3 -17.1 -1.1 5.5 6.0 8.8 27.2 19.9 -14.5 -2.7 -8.8 -19.4 -1.5 -0.0 -1.3 0.3 25.5 26.2 -8.8 -1.9 -7.2 0.4 -0.8 1.4
4.0 -1.4 -27.4 100.0 -17.9 -0.6 -1.7 -1.2 -5.7 -0.9 1.2 1.2 1.2 0.4 -4.6 7.7 -7.5 2.5 -5.3 -8.4 -3.0 3.4 -0.7 4.3 -17.1 -4.6 3.3 -0.1 2.5 -0.2 -0.1 -0.7
15.0 -3.6 100.0 -27.4 -15.4 4.2 2.8 -5.3 -3.0 20.4 1.2 -2.1 -2.1 -22.5 -17.6 18.5 -6.5 -2.2 8.9 -12.3 -0.3 -6.9 -0.4 -2.7 -14.8 35.2 7.8 3.9 5.3 -2.0 -0.9 4.8
2.2 100.0 -3.6 -1.4 -10.5 -7.5 -1.2 -9.3 6.7 45.7 -1.5 0.1 2.5 -8.4 -9.7 -2.8 8.5 5.4 -10.3 -0.0 -6.6 -3.5 6.0 10.7 7.9 -7.5 -3.8 4.6 2.5 0.7 1.9 -4.4
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JES Flavor Composition bkg
JER EffectiveNP 3
JER EffectiveNP 2
FTAG MV2c10 Light0 TTL
FTAG MV2c10 Light0 TTC
FTAG MV2c10 Light0 TTB
FTAG MV2c10 C0 TTL
FTAG MV2c10 C0 TTC
Figure D.7.: Correlation matrix of all NPs with at least 20% correlation for the fit to




All nuisance parameters for the combined fit are compared with the individual pulls and
constraints of the 1L+OS and SS+ML channels.
Figure D.8.: Pulls and constraints of the fit to data in unblinded regions in the 1L+OS
and SS+ML channel.
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D. Additional Fit Results
Figure D.9.: Pulls and constraints of the fit to data in unblinded regions in the 1L+OS
and SS+ML channel.
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