In this study we examine factors that impact on website visit duration, including user demographics, text and graphics content, type of site, presence of functionality features, advertising content and the number of previous visits. A random effects model is used to determine the impact of these factors on site duration and the number of pages viewed. The proposed model accounts for three distinct sources of heterogeneity arising from differences among individuals, websites and visit-occasions to the same website by the same person. Our model is fit using one month of user-centric panel data and encompasses the 50 most popular sites in a market. The results show that of the demographic variables, only user age and gender are significant, with older people and women visiting a site for longer. Entertainment and auction sites have significantly longer duration than all other site types, while sites with too much advertising have shorter durations.
INTRODUCTION
Having a large number of visitors is crucial for many websites, as a major part of their revenue derives from advertising (East 2003, p.85 ). An almost equally important performance measure, unique to websites, is user retention -sometimes referred to as 'stickiness' (Bhat et al 2002) . It is defined as the time a user is on a website or a particular page within the site (Demers and Lev 2001) and is routinely reported by internet audience measurement agencies such as comScore/Media Metrix, Hitwise and Nielsen/Netratings. A related website measure is the depth of visit, measured by the number of pages viewed (Dreze and Zufryden 1997) .
Website visit duration is important for several reasons. First, even though click through rates for banner ads have declined in the last five years, there is still value derived from mere exposure to the ads (Briggs and Hollis 1997; Flores 2002) . Bucklin and Sismeiro (2003) and Danaher and Mullarkey (2003) find that exposure to web advertising is more likely for longer page durations, as happens analogously for longer exposure times to television ads (Rossiter et al. 2001) . For example, Danaher and Mullarkey (2003) report that in going from 20 to 40 to 60 seconds in page exposure duration the unaided recall for a banner ad increases from 26 to 43 to 50 percent of visitors, respectively. Second, longer page duration also helps to maintain user interest in a site (Bucklin and Sismeiro 2003; Hanson 2000) and gives users more time to consider and complete purchase transactions (Bucklin and Sismeiro 2003) . Moe and Fader (2004b) show that enhanced user interest helps generate repeat visits followed by greater long-term sales. Third, from a business investment point of view, Demers and Lev (2001) show that sites with longer visit duration also have higher monthly stock returns. While visit duration may not drive stock prices in a causal sense, some investors use website duration as an indicator of future earnings. This finding persisted even after the internet stock market crash in the spring of 2000 (Demers and Lev 2001) .
Given the enduring and well-justified importance of website visit duration, the purpose of this study is to examine factors that affect visit duration and the number of pages viewed. These factors include demographic characteristics of visitors, the type of site, such as entertainment or news, and the site content, such as text, graphics and navigation features, as well as the number of previous visits. Ours is the first study to examine the characteristics of users and sites and how they impact on visit behavior. Moreover, rather than restricting ourselves to just one or two sites, we broaden the scope to the 50 major websites in a market.
We develop a random effects linear model for visit duration and depth that takes into account individual-level, product (i.e., website) and visit-occasion heterogeneity by generalizing a model developed by Ansari, Essegaier and Kohli (2000) for movie ratings.
Our data come from a Nielsen/Netratings panel of over 3000 web-enabled people, all of whom provide personal demographic information. The Nielsen software measures the time panelists spend on a website and the number of pages viewed. Measures of website characteristics are obtained from a separate group of judges who assess each of the top 50 sites in terms of their text, graphics and advertising content as well as site features, such a the ability to customize pages, feedback provision, navigation aids and availability of chat rooms.
RELEVANT LITERATURE
Previous research into website browsing behavior is limited. To date, studies have investigated repeat visits (Chatterjee et al 2003; Moe and Fader 2004b ) and purchase conversion rates (Moe and Fader 2004) , while others have looked at the depth of search (Johnson et al 2000) . Some interesting findings have emerged from these studies, such as web users engaging in only a limited amount of search across sites (Johnson et al 2000; Zauberman 2003) , despite the ease with which a wide search is possible on the internet. Moe and Fader (2004b) find that even though aggregate figures for customer loyalty (as measured by visits per visitor) show an increase over time for Amazon.com and CDNow.com, the individual-level data reveal that someone making more frequent visits to these sites does so at a decreasing rate. This finding has an impact on downstream sales as Moe and Fader (2004b) subsequently show that more frequent shoppers have a higher probability of eventual purchase.
While the above studies look at internet browsing, banner ad exposure and purchasing behavior, only one prior study has direct relevance to ours, being that of Bucklin and Sismeiro (2003) . They develop a model for analyzing internet clickstream data for visitors to an automotive website. Their study jointly takes into account a user's decision to select another page within a site or to exit the site and also models page duration, when another page is selected. Their page visit duration covariates are largely technical measures of the site. For example, their results show that longer page duration is associated with higher bytes transferred, greater cumulative pages viewed prior to the current page (i.e., visit depth), a reload request for a page, an error in a page transfer and longer server response time. Shorter page views are associated with having dynamic content (e.g., requiring a call to a site's database). While these measures are of technical interest to a webmaster, they are somewhat inaccessible to everyday web designers, web advertisers and e-commerce investors. For this reason we use website characteristics that are more user-friendly, such as graphics, text and advertising content. Our model of website duration differs from that of Bucklin and Sismeiro (2003) in several additional ways. As they have the browsing behavior for just one site collected by that site's server, there is no demographic information on their visitors. Indeed one of the frustrations for webmasters is that they often know very little about their visitors, with data being limited to just the browsing behavior for their own site. Potential demographic factors that affect website duration include gender, age, education and occupation (Dreze and Hussherr 2003) . By contrast our data come from a panel of webenabled people monitored unobtrusively for a month, with demographic data collected at recruitment. Moreover, we have the site duration and number of pages viewed for all sites visited that month, not just detailed clickstream data for a single site. This allows us to broaden our study to the top 50 websites in a market and develop a cross-website analysis, in contrast to previous studies that examine only one or two sites in detail.
THE MODEL
In this section we develop a class of models suitable for modeling website visit duration. As this class of models belongs to the broader class of generalized linear models, with a suitable change of dependent variable and link function, the same model structure can also be used for the number of pages viewed. To motivate our model we firstly discuss the data, as this illustrates the complexity and challenges of the modeling problem.
Data Preview
Our data come from a panel of homes recruited and maintained by ACNielsen's Netratings service 1 . The panel comprises over 3000 people and is based on a user-centric methodology, very much like that also used by ComScore Media Metrix (Coffey 2001) . More details on the data are given later. Although Nielsen's user-centric method monitors a panelist's entire browsing behavior, several quality control checks and aggregations are applied prior to the data being provided to us. The key aggregation is that all URLs visited within the same domain are aggregated up to the domain name 2 . The time period for our data is just the month of November 2000.
Our initial inspection of the data revealed several features that must be accounted for in a model of website duration. These include An additional modeling consideration that is not evident from the data is that websites may not look the same at each visit, due to dynamically created pages, or a different path being tracked by a visitor. This gives rise to product heterogeneity, something not often considered in the marketing literature, but recently identified by Ansari et al (2000) as an important issue when modeling a person's evaluation of a movie and by Ansari and Mela (2003) as germane to email marketing. Like movies and email, websites have a number of intangible features over and beyond observed attributes.
Since our measured variable is duration time, it is natural to initially consider a survival model, which has previously been applied in the marketing literature (e.g., Jain and Vilcassim 1991). Cox's (1972) proportional hazard model seems like a reasonable starting model as it incorporates covariates. However, to accommodate the anticipated individuallevel heterogeneity noted in point (iv) above, Cox's model must be stratified by each person, which then precludes the estimation of demographic effects as they are constant within a person-based stratum (Allison 1995) . This makes Cox's model unsuitable for our application.
An alternative method for handling individual-level heterogeneity is a random effects survival model known as the gamma frailty model (Hougaard 2001) . While this model is suitable for person-level heterogeneity, it cannot be extended to incorporate product-level heterogeneity, a requirement identified above as potentially important in this application.
Rather than restricting ourselves to survival models, simply because the dependent variable is time, a much more flexible class of models becomes available if we instead model the log of duration. Since we are working with duration data that is right skewed it is natural to log transform the duration time (Mosteller and Tukey 1977) . Indeed, a plot of log(duration)
for the 23,264 website visits in our database looks very much like a normal distribution.
Using the log transform on duration enables us to employ a log-normal model (Allison 1995) that accommodates the heterogeneity, unequal personal website repertoires and multiple visits by the same person to the same website that characterize our data. A log-normal formulation for page duration was also used by Bucklin and Sismeiro (2003) in their model.
Notation
Let be the log of the time that person i spends on website j for the kth visit. Since person i does not visit each website, we denote the index set of the sites they visit as W , with 
Model Development
As mentioned above, and similar to the case of movies and music, websites cannot be completely described in terms of a few observable attributes. Visit duration at a website is shaped by a multitude of complex site attributes that impact its attractiveness, but unfortunately these attributes are often difficult to observe and measure. A website's unobserved attributes contribute to its "feel and touch" and lead to differences in appeal across domains. In our modeling approach we therefore not only account for individual-level heterogeneity, but also account for website-level heterogeneity to allow for differences in website appeal and the downstream effect on website visit duration. In doing so, we build upon the methodology first proposed by Ansari, Essegaier and Kohli (2000) .
Our model has three components. In the first component, the dependent variable (logduration) is modeled as a function of observed website attributes (denoted , being a 
Unlike the Ansari et al (2000) case, where respondents rated each movie at most once, websites in our dataset are often visited multiple times by the same person. In fact about 47% of initial visits to one the top 50 websites in our data are followed by another visit to the same site later in the month, with an average of 2.2 return visits in a month. As a result, in our application, we need to capture not only the unobserved person and website heterogeneity, but also the observed and unobserved differences across multiple visit occasions to the same website by the same person. 
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where ijk ε is a random error being i.i.d. normal with mean zero and variance , intended to capture any remaining unexplained variation.
σ
In the spirit of the hierarchical Bayes method, the random effect regression coefficients in equation (1) can be decomposed into fixed and random parts as follows, (2) ). , 0 ( ,
Substituting equation (2) into equation (1) gives
For the three random effect terms in equation (3) we can write (4) ). , 0 (
should be written as to reflect that the kth visit is nested within the (ij)th person-website pair, but we use the notation for simplicity. (4) can be rewritten as
where , and are, respectively, the demographic profile for person i , the vector of descriptors for website j and the vector of "visit occasion" descriptors for the k-th visit of person i to website j (each vector excluding the intercept term). Now denote the left hand side of the respective terms in equation (5) as
Hence, an alternative way to write equation (3) is 4 (6) ,
where , and , noting that the three variances are functions of , and , respectively. Notice that if the demographic, website and visit-occasion information is ignored in the variances of these random effects distributions (that is, only the first term in the variances of equation (5) is taken into account) then we simply have
, which results in a standard mixed effects model with homoscedastic variances (Laird and Ware 1982) . 
and additionally in our case), whereas the usual mixed effects model has homoscedastic random effects. Indeed a further generalization of the Ansari et al (2000) model is to have , and , where the variances are not constrained to be functions of observed variables. Later we shall empirically examine the fit of model (6) under these alternative variance specifications in the random effect terms.
Under the model in equation (6) we can derive the correlation in website duration within people and within websites. Knowing these correlations helps us gauge the way our model handles the anticipated person and website heterogeneity. Firstly, consider the correlation in duration for person i across two different websites j and , which is 5 , ' j
This correlation results from individual-level heterogeneity and indicates the degree to which duration times are similar as a result of unobserved personal characteristics.
The second correlation is that between duration times for the same website, but for two different people. Here, equation (6) gives (8) '. ,
It is apparent that duration times for the same website may be correlated even for different people. Such a scenario is reasonable in our application, since website duration will often be 5 Note in equation (7) that we are using the homoscedastic form of the variance for , and . The correlation can easily be generalized to the situation where the variance of is different for each person and the variance of differs by website, but it is slightly more complicated. 
It is reasonable to expect that duration times for visits to the same site by the same person are correlated, perhaps highly correlated. Notice that this third correlation is higher than either of the previous two, as would be expected, since, for example, two visits by the same person to aol.com are more likely to have similar duration than one visit to aol.com and another to amazon.com by that person.
Returning to our list of model requirements above, we see that the model proposed in equation (6) has all the necessary features for this application to website visit duration. These features include the ability to test for the impact of observed characteristics of web-users, websites and visit occasions. Moreover, the model captures heterogeneity across individuals and websites and allows for the possibility of multiple visits to a site by the same person. The downstream implied correlation structure from these sources of heterogeneity also seems reasonable. Lastly, there is no requirement in our model that each person visits the same subset of websites over the observation period.
Estimation Method
While equation (6) can be thought of as a mixed effects model, a number of data issues make its estimation by standard maximum likelihood rather challenging. Gelfand et al (1995) show that a typical requirement for estimability by maximum likelihood in mixed effect models is that ∑ , i.e., there are more observations than parameters for each person. However, there are many instances in our dataset where a person visits one or two Estimation of models with challenging data requirements has been made possible by recent developments in Bayesian estimation (Allenby and Rossi 1999; Gelfand and Smith 1990) , principally Gibbs sampling, an iterative method for parameter estimation which pools information across respondents. This permits parameter estimation even in situations where data may be sparse at the individual level. We use the versatile WinBUGS software (Spiegelhalter et al 2003) to implement the Bayesian estimation. In our application we use 10,000 burn-in iterations and 20,000 estimation iterations, with three chains. Convergence of the parameter estimates is assessed via the Gelman and Rubin (1992) statistic.
Model for Pages Viewed
Earlier we stated that we want to model the number of pages viewed as well as the site duration. A histogram of the distribution of pages viewed immediately shows the Poisson distribution to be appropriate, as also found by Dreze and Zufryden (1997) . However, the observed number of pages always starts at 1 rather than 0, since at least 1 page must be viewed by a website visitor. Thus we modify equation (6) so that the dependent variable is now the number of pages viewed less 1 and this dependent variable has a Poisson rather than a normal distribution. In the spirit of generalized linear models (McCullagh and Nelder 1989), we now apply the log link function to the right hand side of equation (6). Congdon (2003, p.93) shows that this can also be estimated by Gibbs sampling.
EMPIRICAL ANALYSIS

Data in Detail
As mentioned above, the data used to fit our models come from Nielsen's Netratings service in New Zealand, which has a user centric methodology. Nielsen's service is available in many countries, including the U.S. (www.netratings.com). Johnson et al (1999) , Park and Fader (2004) and Moe and Fader (2004a; 2004b) also use user-centric data to fit their ecommerce models, but their data are supplied by comScore Media Metrix (www.comscore.com). Coffey (2001) Table 1 shows the demographic profile of the panel. Compared with the general population, this panel of internet users tends to be slightly younger and is better educated, with a corresponding skew towards students and professional employment.
Such 'upscale' demographic skews have also been observed for internet users in the U.S.
(Degeratu, Rangaswamy and Wu 2000) and the U.K (Emmanouilides and Hammond 2000).
The Nielsen software captures each URL and visit duration for that URL as the panelist proceeds through their internet session. However, as mentioned above, the data supplied to us are aggregated to the domain level, and report the total domain visit duration and the total number of pages visited 7 . In addition, if several internet browsing sessions occurred on the same day, data are aggregated across that day. Park and Fader (2004) and Moe and Fader (2004a; 2004b) and 2 pages viewed, whereas many of the entertainment sites average over 10 pages viewed.
Content Analysis of the Top 50 Websites
In addition to characteristics of internet users, we also study website features to see if they have any impact on visit duration. Understanding the effect of website design and 7 Our data also have the number of hits, which is distinct from the number of pages viewed. 8 These 50 sites had the highest total count of the number of pages viewed over the month. (Kent 1993 ) that lowers visit duration, then the webmaster can attempt to reduce the clutter without markedly sacrificing advertising revenue.
The assessment of each of the top 50 websites was made by three judges, who were instructed to visit each domain and examine the site for five minutes by clicking across pages.
During this surfing period, judges rated the site's textual, graphics and background complexity, advertising content as well as the functionality items. This made the content analysis more detailed than merely using the homepage (as done by Ha and James 1998), but not so time consuming as to make the evaluation too arduous.
The coding instructions and coding forms are based on the work of Grenfell (1998).
The instructions specified how the analyses were to be conducted, as well as defining all of the technical terms used in the coding sheet. Text and graphics content, as well as background complexity, are measured on a five point scale, where 1 denotes 'simple' and 5 denotes 'complex'. Advertising content is coded so that codes 1 through 5 denote 1, 2-3, 4-5, 6-7 and 8 or more ads, respectively, on a typical page 9 . Functionality is measured via 19 items based largely on the measures used by Grenfell (1998) and Ghose and Dou (1998) including features such as online help, search functions, site maps, user registration, email contact availability, chat rooms and message boards. Table 3 gives the complete list. Each of these items is coded on a two point scale (yes=1/no=0). An overall functionality score between 0 and 1 is obtained for each website by averaging the 19 items.
Inter-judge reliability is assessed by using Rust and Cooil's (1994) Proportional
Reduction in Loss (PRL) index, which is a generalization of Cronbach's alpha that takes into account the number of judges and the number of scale categories for each item. Rust and Cooil (1994) The middle columns of Table 2 display the ratings for each of the sites on the text, graphics, background and advertising attributes, as well as the average functionality score, while Table 3 shows the percentage of sites that were rated as a 4 or 5 (i.e., high) on these attributes. We see that over 40% of the sites are judged to have high text content, while very few have high background complexity and advertising content. The overall average functionality score is 49%.
Model Variables
Our model for website duration in equation (6) contains three broad groups of variables: demographic characteristics of users; website characteristics; and variables related to visit occasions. We now give more details on the actual variables used in our empirical application of the model in equation (6).
Demographic Descriptors. Table 1 gives the four demographic variables that are measured on each panelist. In the model, gender is binary coded with a 1 for males and 2 for females. We use the exact panelist age (ranging from 2 to 83 years) rather than code age into categories. Table 1 lists three education categories, which we code as two dummy variables, with the baseline being 'grammar school or some high school' (low education), medium education is those with 'high school or some college' and the second dummy variable is those with a college degree (high education). The occupation categories listed in Table 1 are similarly dummy variable coded, with 'retired/unemployed' as the baseline.
Website Descriptors. The observed website characteristics are listed in Table 3 . Site type is dummy variable coded, with portals being the baseline. The site attribute scores for text, graphics, background complexity and advertising content given in Table 2 are used directly in the model. As some of the 19 functionality items are either highly correlated among themselves (e.g., items 2-4 and 17-19) or correlated with particular site types, we use just the average functionality score for each website, as reported in Table 2 . November, then CVisit has a value of 0 on 2 November, but increments to 1, 2 then 3, respectively, on 7, 11 and 20 November 11 . Average values of CVisit, for just the final visit in November to a site by a person, are given for each website in the last column of Table 2 . It can be seen that entertainment and games sites, for example, generally have more multiple visits within a month.
RESULTS
Model Comparison
Several alternative models were discussed above, which we now compare. The first is a model with fixed effects only (equation (6) The remaining two models are based on equation (6), one where the random effects are homoscedastic and the other where they are heteroscedastic.
We compare models via their log-likelihood and Bayes information criterion, which takes into account the number of estimated parameters. When using Gibbs sampling for
Bayesian estimation (as we do), Spiegelhalter et al (2003) recommend their DIC criterion, which is similar to BIC, and also does not require alternative models to be nested within each other. The model with the lowest BIC and DIC values is deemed to be the best.
As an additional model comparison, we also split our data into calibration and validation data sets. In our case we use the first 1000 people (corresponding to 13544 site visits) for calibration, leaving 665 people (with 9720 visits) in the validation dataset. We compare across the four models for both datasets using three criteria: relative absolute deviation (RAD), being the average of the absolute value of the difference between the estimated and actual log duration divided by the estimated log duration; the mean absolute 11 Since CVisit ranges from 0 to 30, and is heavily skewed to the right, we follow Bucklin and Sismeiro (2003) by taking a log transformation and using log(1+CVisit) in the model. 12 Note that Ansari et al's (2000) model does not have the term in equation (1).
, being the absolute value of the difference between the estimated and actual log duration; and the root mean squared error (RMSE), being the square root of the averaged squared differences between the estimated and actual log duration. Table 4 shows that the highest log-likelihood occurs for the mixed effects model with heteroscedastic random effects 13 . However, this model also has the most parameters. When the number of parameters is taken into account the BIC and DIC criteria both show that the mixed effects model with homoscedastic random effects is the best model. Notice that both mixed effects models are an improvement over Ansari et al's (2000) model, showing the benefit of including fixed and random effects for visit occasions to the same site by the same person.
The RAD, MAD and RMSE criteria for the calibration show that the mixed effects model with homoscedastic random effects performs as well as the model with heteroscedastic random effects and is better than the other two models. For the validation data all the models do worse than for the calibration data, but perform similarly. Hence, on balance, the mixed effects model with homoscedastic random effects performs as well or better than the alternative models. This demonstrates that a relatively simple random effects model that incorporates personal and product heterogeneity can perform just as well as a more complex ones in this class of models. Therefore, from now on we report results for just this model. Table 5 gives the parameter estimates for the mixed effects model with homoscedastic random effects. This time we use the entire sample of 1665 people. Only two demographic variables are statistically significant, gender and age. The positive estimated coefficients for these two variables shows that in general women visit websites for longer and that visit 13 Due to convergence problems we had to constrain the number of variance parameters for ij η to be 1, i.e., just , rather than the 7189 variance parameters permissible under full heterogeneity. Similarly for duration increases with age. Education and occupation do not have a significant impact on the length of a site visit. This finding on the age of web users is supported by a previous study by Dreze and Hussherr (2003) where eye fixation times on web pages are longer for older people. However, they did not find a significant gender effect.
Parameter Estimates for the Visit Duration Model
Not surprisingly, entertainment sites have significantly longer visit durations than portals (the baseline site type) at the .1% level of significance. Additionally, at the 5% level of significance, auction sites also have longer visit durations than portals.
Of the website characteristics, graphics content is significant at the 10% level and advertising content is statistically significant at the 5% level. The longer duration for sites with high graphics content is likely due to the combined effect of many entertainment sites having high graphics content and the longer download times for graphics via a phone modem.
The negative coefficient for advertising shows that higher levels of advertising on the site is associated with shorter site visits. Dreze and Hussherr (2003) find that many web users actively avoid banner ads (even though they may be peripherally exposed to the ad).
Moreover, Schlosser et al (1999) find that web ads are disliked more than ads in conventional media. This is consistent with our finding, where sites with too much advertising may be driving away visitors 14 .
The estimates of the variance components in equation (6) are also given in Table 5 .
The largest component corresponds to the visit occasion effects by the same person to the same website, followed by website effects and then individual-specific effects. The estimated correlations obtained via equations (7) through (9) Table 5 also gives the parameter estimates for the model of the number of pages viewed. As explained above, our model for pages visited is easily adapted from equation (6) as a generalized linear model with a Poisson-distributed dependent variable and a log link function. This model is also fit using WinBUGS. Table 5 shows that none of the demographic variables are statistically significant.
Furthermore, only entertainment sites have significantly more pages viewed than all other website types. Of the site attributes, graphics, advertising content and functionality are significant at the 5% level. As with visit duration, the significance of graphics content may not be so much owing to the graphics themselves, but more because of the high graphics content of most entertainment sites. The negative coefficient for advertising is consistent with the website duration model and demonstrates that too much advertising is an impediment to further depth of a site visit, probably for the same reason it might be an impediment to a longer visit.
The reason for the negative coefficient for functionality is less obvious. However, it is noteworthy from (2003) and Johnson et al (2003) found learning effects across repeat website visits, as we mentioned before, due to the left-censoring of our observational data, it is difficult to use the CVisit variable to make inferences about potential learning effects across multiple website visits.
CONCLUSION
The purpose of this research is to examine factors that might impact on website visit duration and depth. This is of interest to both advertisers and webmasters. Advertisers are keen to know the demographic profile of the audience for their chosen media and some broad comparisons of website types, while webmasters want to know how to redesign their website to attract visitors for longer. Regarding demographics, only gender and age of a visitor have any impact on visit duration, with women and older users staying for longer. As Danaher and Mullarkey (2003) show that longer visits result in higher banner advertising recall, the implication is that web advertising in general is more suited to women rather than men and older rather than younger people. This might come as a surprise to web advertisers, who generally target younger males due to their high internet use (Gershberg 2004 ). Education and occupation have no affect on visit duration or the number of pages viewed.
Of the website types, entertainment sites have significantly longer visit duration and more pages viewed than other websites. Auction sites have significantly longer duration (but not pages viewed) than other websites (except entertainment sites of course). Of the website attributes, too much advertising results in significantly shorter visit duration and fewer pages viewed. User intolerance of website advertising has also been found by Dreze and Hussherr (2003) and Schlosser et al (1999) . As many websites are supported primarily by advertising (East 2003) , this presents a challenge to webmasters. That is, how to attract advertising revenue without simultaneously driving away visitors.
Sites with higher graphics content also have longer visit duration and more pages viewed. However, the likely reason for this is that entertainment sites tend to have higher levels of graphics and we have already seen that entertainment sites have significantly greater visit duration and depth.
We also demonstrate some insights into how to simultaneously model individual-level and product-specific heterogeneity. Previous models by Ansari et al (2000) and Ansari and Mela (2003) for movies and email, respectively, have used linear combinations of random and fixed effects. We show that these models are members of a larger class of random effects models with heteroscedastic variances. However, our empirical findings illustrate that this additional complexity might be unnecessary and a simpler homoscedastic random effects model may suffice. Nonetheless, the importance of incorporating heterogeneity for products as well people is corroborated.
Finally, we also highlight the importance of capturing visit-occasion heterogeneity.
This third source of heterogeneity arises whenever customers have multiple interactions with the product. In such situations, we demonstrate how a triple-heterogeneity model can be developed to simultaneously incorporate person-specific and product-specific heterogeneity, as well as heterogeneity that is specific to person-product combinations.
One area for future work is the use of individual-specific parameter estimates to help customize a site for a particular person, with an aim to maximize visit duration. This is analogous to Ansari and Mela (2003) who customize email content to maximize click through rates. 
