The search for continuous gravitational waves in a wide parameter space at fixed computing cost is most efficiently done with semicoherent methods, e.g. StackSlide, due to the prohibitive computing cost of the fully coherent search strategies. Prix&Shaltev [1] have developed a semi-analytic method for finding optimal StackSlide parameters at fixed computing cost under ideal data conditions, i.e. gap-less data and constant noise floor. In this work we consider more realistic conditions by allowing for gaps in the data and changes in noise level. We show how the sensitivity optimization can be decoupled from the data selection problem. To find optimal semicoherent search parameters we apply a numerical optimization using as example the semicoherent StackSlide search. We also describe three different data selection algorithms. Thus the outcome of the numerical optimization consists of the optimal search parameters and the selected dataset. We first test the numerical optimization procedure under ideal conditions and show that we can reproduce the results of the analytical method. Then we gradually relax the conditions on the data and find that a compact data selection algorithm yields higher sensitivity compared to a greedy data selection procedure.
I. INTRODUCTION
The enormous computational requirement of the wide parameter-space searches for continuous gravitational waves impose a cautious use of the available computing resources, as we always aim at maximal sensitivity 1 . In this respect to maximize the sensitivity of a semicoherent search, for example StackSlide [3, 4] , means that we need to choose the optimal search parameters, namely number of segments, segment duration and optimal maximal mismatch on the coarse and fine grid. How to do this at fixed computing cost for a single astrophysical target and under the ideal conditions of constant noise floor and data without gaps has been studied in [1] , where analytical expressions have been derived to determine the optimal search parameters. In Ref. [5] , while still assuming ideal conditions on the data, a framework to distribute the total available computing cost between different possible targets based on astrophysical priors has been developed. However under realistic conditions the available data, as collected for example from the Laser Interferometer Gravitational-Wave Observatory (LIGO) [6, 7] , can be fragmented, e.g., due to down-time of the detectors, and there might be variations in the noise floor. The fragmentation of the data can significantly affect the computing cost function and thus the optimal search parameters. On the other hand, the noise fluctuations suggest the use of a data selection procedure in order to spend the available computing cycles searching data of higher quality. 1 Given unlimited computing power and / or a targeted search, i.e., when the sky position and frequency evolution of the source are known, we would prefer coherent matched-filtering technique, see [2] . In all other cases however, semicoherent searches may yield better results in terms of sensitivity, see [1, 3, 4] .
In this work we extend Ref. [1] to these more realistic conditions by taking into account possible gaps in the data and noise level changes. First we show, how the real conditions manifest in the sensitivity function. Then we reformulate the problem, such that a numerical optimization procedure can be applied to find optimal semicoherent search parameters. We also describe a suitable data selection algorithm. The outcome of the proposed numerical optimization are the optimal search parameters and the selected data, so that the search can be performed in practice. We first test the numerical optimization procedure under ideal conditions and obtain the results of the analytical method proposed in Ref. [1] . Then we give examples of practical application. This paper is organized as follows. In Sec. II we introduce the ingredients of the search-optimization method, i.e., the threshold signal-to-noise ratio (SNR), the sensitivity function, and the computing cost function. The numerical optimization of the search parameters and in particular the data selection method are described in Sec. III. In Sec. IV we give examples of practical application and discuss in Sec. V.
Notation
We use tilde when referring to fully coherent quantities, Q, and overhat when referring to semicoherent quantities, Q.
II. THRESHOLD SNR, SENSITIVITY FUNCTION AND COMPUTING COST
In this section we introduce the main ingredients needed to define the optimization problem, i.e., to find the number of segments N with segment duration ∆T and coarse and fine grid mismatch, m resp. m, which maximize the sensitivity of the search at fixed computing cost C 0 . These ingredients are the threshold SNR required for detection, the sensitivity function, which we want to maximize, and the computing cost function.
A. Threshold SNR
A claim for detection when searching for a signal, in particular a weak signal, in the presence of noise is sensible only in the context of two well defined quantities. The first one, called false-alarm probability, is the probability to falsely claim a detection when the signal is not present in the data. The second quantity, called false-dismissal probability, is the probability to miss the signal even if the signal is indeed present in the data.
When a signal is present in the data the semicoherent StackSlide statistic follows a non-central χ 2 distribution with 4N degrees of freedom. Using the definitions of [1] , we denote this by χ 2 4N (F,ρ 2 ), whereρ 2 is the noncentrality parameter, i.e., the sum of the squared SNR of the individual segmentsρ
We can integrate the false-alarm probability
and by inversion for a given false-alarm p * fA obtain the thresholdF th . For a pre-defined false-dismissal p * fD probability
usingF th we aim to obtain the critical non-centralitŷ
and thus the threshold SNR. The computation of the critical non-centralityρ * 2 is complicated by the fact that for wide parameter-space searches the right-hand side of Eq. (2) requires averaging over sky position and polarization parameters of the signal carried out at fixed intrinsic amplitude h 0 . In Ref.
[1] for example, a signal population of constant SNR has been assumed. Therefore by application of the central limit theorem and approximation of the χ 2 distribution by a Gaussian distribution, Eq. (2) has been analytically integrated and inverted to obtain (3) . For weak signals and large number of segments (see Fig. 2 in Ref. [1] ) this results in the "weak-signal Gauss (WSG) approximation" for the critical non-centrality parameter
With this we define the per-segment threshold SNR
Recently a new semi-analytical method has been developed to estimate the sensitivity of a search [8] . In this method the assumption of signal distribution of constant SNR has been relaxed, where a semi-analytical approximation for the computation of an isotropic threshold SNR has been introduced. We refer to this method as the KWS approximation. In the KWS approximation the averaged over segments threshold ρ * is obtained recursively. At iteration i the value of ρ * is
where
For the details required to implement the method in practice see [8] . The accuracy of this technique is within the calibration error of the gravitational-wave detector with results similar to the sensitivity estimates performed with Monte-Carlo methods, thus we adopt it in the following numerical optimization scheme [8, 9] .
B. Sensitivity function
The signal strength h rms in the detector, depends on the intrinsic amplitude h 0 , the sky-position of the source, the polarization angles and the detector orientation. Averaging isotropically over the sky-position and polarization yields 
Under ideal conditions of data without gaps with duration T and constant noise floor S n the accumulated squared SNR in a semicoherent search is [1] :
where ξ ∈ (0, 1) is the geometrical factor used to estimate the average mismatch of the template bank, m is the mismatch on the coarse grid, m is the mismatch on the fine grid and N det is the number of detectors. Typically, the data is made available in the form of N SFT number of Short Fourier Transforms (SFTs) of duration T SFT . To take into account possible noise floor fluctuations, the noise floor can be written as [10]
where S n is the per SFT noise Power Spectral Density (PSD) estimated at frequency f 0 . To account for the possible gaps in the data we define the actual amount of available data
Using Eqs. (8), (10) and (11) we can rewrite Eq. (9) to obtain the accumulated squared SNR in a semicoherent search under realistic conditions, namely ρ 2 sky,pol
To estimate the minimal detectable intrinsic amplitude h 0 at fixed false-alarm p * fA and false-dismissal p * fD probability we use the per-segment threshold SNR ρ * . With ρ 2 sky,pol ≡ N ρ * 2 substitution in Eq. (12) and rearrangement yields
is the goodness of the data. Eq. (13) is the function that we need to minimize under the constraint of fixed computing cost C 0 in order to maximize the sensitivity of the search.
C. Computing cost
The total computing cost C tot ( m, m, N, ∆T, N SFT ) of the StackSlide method is composed by the cost C( m, ∆T, N SFT ) to compute the F-statistic [11, 12] on the coarse grid and the cost C( m, N, ∆T ) to sum these F-statistic values across all segments on the fine grid, thus
The computing cost of the coherent step using the SFT method is
where N ( m, ∆T ) is the number of coarse-grid templates and c
SF T 0
is an implementation-and hardware-dependent fundamental computing cost. Similarly, the incoherent computing cost is
where N ( m, ∆T, N ) is the number of fine-grid templates and c 0 is the fundamental cost of adding F-statistic values.
D. Templates counting
The general expression for the number of templates required to cover some parameter space P is
where θ n is the normalized thickness of the search grid, m is the maximal-mismatch, det g is the determinant of the parameter-space metric g ij and V n is the metric volume of the n-dimensional space of the template bank. For hyper-cubic lattice the normalized thickness is θ Zn = n n/2 2 −n , while for an A * lattice it is
n/2 [13] . The choice of the dimensionality of the template bank is subject to the maximization of the number of templates, namely
In Ref. [1] we used the factorization of the semicoherent metric volume
to derive the general power-law computing-cost model, as in the gap-less data case, the refinement factor γ n (N ) is only a function of the number of segments N . However using real data introduces an additional dependency on the time span of the search through the actual position of the segments in time. For details see, e.g., [14] . We aim to model the real conditions as closely as possible, therefore in the numerical optimization we directly compute the semicoherent metric
is the coherent metric of segment i at fixed reference time t ref .
To compute the coherent metric g i (t i , ∆T, t ref ) in this work we use the analytical expressions found in Ref. [14] .
E. The choice of spindown parameter space
The choice of the dimensionality of the template bank through Eqs. (19) is possible only for a simple rectangular geometry of the parameter space.
Using the spindown age of a potential source [3] :
the spindown search band in dimension k is
This however means that the spindown band is frequency dependent, which may be impractical. Therefore if we keep the number of templates in the spindown space constant by fixing a minimal detectable spindown age τ 0 at some frequency f 0 , the detectable spindown age at frequency f yields
This would define the simplest possible parameter-space volume for optimization, namely a "box". A more complicated triangular parameter-space shape has been discussed in Ref. [15] and used in the search for gravitational waves from the supernova remnant Cassiopeia-A [16] . The parameters of a search over such space are difficult to optimize as the spindown order may vary even in infinitesimally small slices of a frequency band. In the present work we neglect this fact in order to compare the outcome of the optimization with previously obtained results.
III. NUMERICAL OPTIMIZATION PROCEDURE FOR A SEMICOHERENT STACKSLIDE SEARCH WITH A FIXED FREQUENCY BAND
In this section we consider the practical implementation of a numerical optimization procedure to find optimal search parameters for a semicoherent StackSlide search.
A. Definition of the optimization problem
To maximize the sensitivity of the search, i.e., to minimize the measurable intrinsic amplitude, we need to minimize the function given in Eq. (13), namely:
under the constraints
where C 0 is a given maximal available computing cost. Note that in practice the cost constraint is difficult to be fulfilled as an equality, however a reasonable algorithm should find a solution for which C tot becomes approximately C 0 . In order to minimize h 0 we need a data selection procedure which maximizes the goodness of the data G. Through the data selection procedure we can transform the implicit dependency of Eq. (25) on the segment duration ∆T into an explicit dependency and minimize the 4D optimization problem h 0 ( m, m, N, ∆T ).
B. Data selection
For a given amount of data and requested number of segments of some duration, we need an algorithm to select the data which maximizes the goodness G, i.e., pick as much data T data as possible of lowest noise level S as possible 2 . This would require computation of all possible segment combinations, their ranking by the goodness G and selection of the first segment realization which satisfies the computing cost constraint. For the simple case of picking k non-overlapping segments out of n possible, without replacement and ordering, the number of combinations is given by the well known binomial coefficient formula
For example, having 200 days of available data, choosing 100 segments of 1 day duration, yields roughly 9 × 10 58 possible combinations. Clearly such data selection procedure is not well suited for practical implementation 3 . Therefore we consider three different suboptimal, but computationally feasible, alternative methods for data selection. Namely the two extremes, a greedy method and a compact method, and a third procedure greedycompact, which is placed somewhere in between, in terms of the total observation time.
A greedy method
For requested N number of segments with duration ∆T and given set of SFTs with duration T SFT , which are ordered in time by increasing timestamps t j , within a greedy data selection we always pick the segments with the maximal goodness. The steps of the algorithm are (pseudo code is given in Alg. 1)
1. For each timestamp t j find all SFTs in the time interval [t j , t j + ∆T ] and compute G j .
2. Select the segment starting from t j such that G j is maximal and remove the timestamps of the SFTs, which belong to the selected segment.
3. Repeat steps 1. and 2. until N segments are selected or there is no more data left.
An example of data selection is schematically presented in Fig. 1(a) , where we select N = 10 segments of duration ∆T = 3 time units out of data set with N SFT = 33 SFTs of unit time distributed in T = 37 time units. Three of the selected segments overlap in time with their neighbors, however these overlapping segments do not share data. Such partial segments suggest grid construction based on the actual length of the segments instead of the maximal length ∆T , which would reduce the coherent part of the total computing cost in these cases. However this would complicate the combination of the F-statistic values in the semicoherent step of the StackSlide search, thus the overall effect remains unclear. Therefore we stick to a constant grid for every segment. While the above criticism also holds for the other two data selection methods proposed in this subsection, we should note a specific weak point of the greedy algorithm. Namely, depending on the quality of the data this method tends to maximize the total observation time of the generated segment list, for example when the data is of low noise level at the beginning and at the end, but contains disturbences or gaps in the middle. In such cases an alternative method yielding more compact segment list may lead to higher search sensitivity. Before proceeding with the explanation of the compact data selection, we note, that an equivalent procedure of the greedy method has been used to select data for the recent all-sky Einstein@Home searches for continuous gravitational waves in LIGO S6 data [18] .
A compact method
For requested N number of segments with duration ∆T and given set of SFTs with duration T SFT , which are ordered in time by increasing timestamps t j , the compact data selection aims to maximize the goodness while keeping the total timespan of the data close to the minimum N ∆T . The algorithm consist in the following steps (pseudo code is given in Alg. 2) 1. Set the start time of the first segment to t s = t j .
2. Find all SFTs in the time interval [t s , t s + ∆T ].
3. Update t s with the first t j ≥ t s + ∆T .
4. Repeat steps 2. and 3. until N segments are selected or there is no more data left.
5. Compute G j .
6. Repeat steps 1. to 5. for all timestamps t j .
7. Sort all found combinations by decreasing G.
Using the compact method of data selection, we obtain a list of possible segment combinations. Then we use the first combination, which satisfies the computing cost constraint. An example of compact data selection is schematically presented in Fig. 1(b) , where we select N = 2 segments of duration ∆T = 3 time units out of data set with N SFT = 33 SFTs of unit time distributed in T = 37 time units. For comparison with the greedy method we also show the outcome of the greedy procedure. This example is specially constructed to stress the difference between the compact and the greedy method in terms of the time spanned by the data. Due to the complexity of the compact method, but also to fill the gap to the greedy data selection algorithm, we also consider a third method, namely a greedy-compact algorithm.
A greedy-compact method
This method lies between the greedy and the compact methods in terms of the total span of the selected data. We achieve that by maximization of the sensitivity per cost ratio h , where C j is the computing cost resulting from using this particular segment list and C 1 = 1.
2. Select the segment starting from t j such that G j /C 2 j is maximal and remove the timestamps of the SFTs, which belong to the selected segment.
In the next section we compare the results of the optimization procedure using the three different data selection methods.
IV. EXAMPLES OF PRACTICAL APPLICATION
In the absence of direct detection limits on the intrinsic gravitational-wave amplitude have been set for example, in Refs. [19] [20] [21] [22] [23] [24] The intrinsic gravitational-wave amplitude and with this the probability of detection depends on unknown priors, in particular on the population and ellipticity of the continuous waves emitters. Thorough population studies and prospects for detection with the initial and Advanced LIGO [25] detectors can be found in Refs. [26] [27] [28] . In this work it is convenient to use as a figure of merit the sensitivity depth
a quantity introduced in Ref. [17] . With this we use for comparison the analytical solution found in the "Directed search for Cassiopeia-A" example in Ref. [1] , therefore we use the same search volume enclosed in the frequency band f ∈ [100, 300] Hz with spindown ranges corresponding to a spindown age τ min = 300 y. The computing cost constraint is C 0 ≈ 472 days on a single computing core, where the fundamental computing constants are
In the following we assume an A * search grid, for which ξ ≈ 0.5. We fix the false-alarm p fA = 1 × 10 −10 and falsedismissal probability p fD = 0.1. The weakest detectable signal, as estimated for T data = 0.7 × 2 × 12 days, ξ = 0.5 and m = 0.2 yields sensitivity depth of
which in the KWS approximation yields
We perform the numerical optimization with the NO-MAD [29] implementation of a Mesh Adaptive Direct Search (MADS) [30] [31] [32] algorithm for constrained derivative-free optimization. For each of the following examples we run the procedure 50 times from a common initial starting point:
while we use different mesh coarsening and mesh update basis parameters 4 . We use these multiple runs of the optimization effectively to escape local extremes. Note that in Figures 2 to 6 we plot the best solution from each of these 50 runs, however on average approximately 17 × 10 3 points have been evaluated per data selection algorithm for each of the studied cases.
In all cases we use the three different data selection algorithms.
A. Directed search using simulated data

Gapless data with constant noise floor
We first consider optimization using simulated data from 2 detectors spanning 365 days, without gaps, and with a constant noise floor √ S n = 1 Hz −1/2 . Using the analytical optimization method discussed in [1] and the WSG approximation to obtain optimal parameters, the sensitivity depth of the search expressed in the KWS approximation is
The optimal maximal mismatch on the coarse and fine grid is
and the optimal number of segments N opt , segment duration ∆T opt and total observation time T opt are N opt = 76.5 , ∆T opt ≈ 2.0 days , T opt ≈ 155.5 days .
The results of the numerical optimization performed with the three different data selection algorithms are plotted in Fig. 2 . In Table I we summarize the found optimal solutions. The three data selection methods in this case lead to equal sensitivity, which is expected, given that the data is ideal, i.e., of constant noise floor and without gaps. The small deviation in the optimal found parameters is due to the usage of the numerical optimization method.
Using the more accurate KWS method, the gain in sensitivity of this toy semicoherent search compared to the original fully coherent search is approximately 2.2 .
Data with gaps and constant noise floor
We consider now data with gaps allowing a duty cycle (fraction of actually available data T data in a given time span T span , ≡ T data /T span ) of 70 % per detector, while the noise floor is still constant √ S n = 1 Hz −1/2 . The results of the numerical optimization are plotted in Fig. 3 , whereas the optimal solutions are summarized in Table  II. greedy compact greedy-compact 
Data with gaps and noise floor fluctuations
In this example we further relax the requirements on the data by allowing noise floor fluctuations, while keeping the duty cycle of 70 % per detector. For each SFT the PSD has been drawn from a Gaussian distribution with mean E[ √ S n ] = 1 Hz −1/2 and standard deviation
The outcome of the optimization is plotted in Fig. 4 . The optimal parameters are summarized in Table III. greedy compact greedy-compact 
B. Directed search using real data
In this subsection we apply the optimization procedure to real data collected by the Hanford (H1) and Livingston (L1) LIGO detectors during the S5 run [6] . The most sensitive data is found around 169.875 Hz, thus the optimization will be done at this frequency. The details about the data are summarized in Table IV 
Keeping the cost constraint
We first keep the cost constraint equal to the computing cost used in the examples with simulated data, namely C 0 ≈ 472 days. The result of the optimization procedure is plotted in Fig. 5 . We summarize the optimal parameters in Table V . In this case usage of the compact data selection algorithm yields approximately 10% increase of the search depth compared to the other two methods. The gain of search depth compared to the fully-coherent solution is approximately 1.5 . 
Using Einstein@Home
Finally we consider using the Einstein@Home distributed computing environment to increase the computing cost constraint to C 0 = 360 × 10 3 days on a single computing core. Such computing power corresponds to approximately 30 days on 12000 24x7 single core CPUs.
The results of the numerical optimization procedure approximation are plotted in Fig. 6 . The optimal parameters are given in Table VI .
Note, that by the enormous increase of the computing power, the three different data selection methods yield practically equal sensitivity and the gain in sensitivity compared to the fully coherent solution is approximately 2.65 .
V. DISCUSSION
In this paper we studied the optimization of semicoherent searches for continuous gravitational waves, in particular the StackSlide search, at constrained computing cost under more realistic conditions by taking into account possible gaps in the data and noise level changes. The presented method to obtain optimal search parameters is based on numerical optimization combined with a data selection algorithm. The outcome of the optimization procedure is the set of the optimal search parameters { m , m, N, ∆T } as well as the selected data and an estimate of the expected sensitivity depth.
We showed that under ideal conditions, our numerical optimization method recovers, in terms of sensitivity, the optimal solution found by using the analytical method discussed in Ref. [1] . Based on the examples of practical application, we conclude that the compact data selection yields higher sensitivity depth compared to the greedy data selection. However the superiority of the compact method over the greedy method depends on the data quality and on the computing cost constraint. It diminishes namely for data without large differences in the noise level from epoch to epoch and equally distributed gaps or for large allowed computing cost, where we can use nearly all the data.
The optimization procedure is immediately applicable to searches over simple (nearly) "box" parameter-space shape. While the proposed optimization method can be easily adapted to other types of searches, by modification of the computing cost function, further work is required to extend the applicability of the optimization procedure to an arbitrary parameter-space shape. The proposed optimization method assumed a fixed frequency band. Further work is required to relax this condition, in order to answer the question, what is the optimal trade-off between the size of the searched parameter space (width of the search) and its coverage (depth of the search). For a promising approach see [5] . In the example section of this paper we considered directed searches. For further work on all-sky searches one should take into account recent research on the semicoherent metric [33] , as it suggests increase of the semicoherent number of templates with yet unknown implications.
VI. ACKNOWLEDGMENTS
MS would like to acknowledge the numerous comments and suggestions of Reinhard Prix. The author is also thankful for the discussions with Karl Wette, Badri Krishnan, Sinead Walsh and Maria Alessandra Papa. MS gratefully acknowledges the support of Bruce Allen and the IMPRS on Gravitational Wave Astronomy of the Max-Planck-Society. The numerical optimizations in this work have been performed on the ATLAS computing cluster of the Max-Planck-Institut für Gravitationsphysik. This paper has been assigned LIGO document number LIGO-P1500178-v3. In the following we describe the data selection algorithms proposed in Sec. III in pseudo code. RemoveUsedSFTs(Lj) end while a We compute G j /C 2 j , where C j is the computing cost resulting from using this particular segment list, C 1 = 1.
