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THE SPERNER PROPERTY FOR 132-AVOIDING INTERVALS IN
THE WEAK ORDER
CHRISTIAN GAETZ AND KATHERINE TUNG
Abstract. A well-known result of Stanley [15] implies that the weak order on a
maximal parabolic quotient of the symmetric group Sn has the Sperner property;
this same property was recently established for the weak order on all of Sn by
Gaetz and Gao [4], resolving a long-open problem. In this paper we interpolate
between these results by showing that the weak order on any parabolic quotient
of Sn (and more generally on any 132-avoiding interval) has the Sperner property.
This result is proven by exhibiting an action of sl2 respecting the weak order
on these intervals. As a corollary we obtain a new formula for principal specializa-
tions of Schubert polynomials. Our formula can be seen as a strong Bruhat order
analogue of Macdonald’s reduced word formula. This proof technique and for-
mula generalize work of Hamaker–Pechenik–Speyer-Weigandt [6] and Gaetz–Gao
[3].
1. Introduction
A ranked poset P with rank decomposition P = P0 ⊔ · · · ⊔ Pr is k-Sperner if
no union of k antichains of P is larger than the union of the k largest Pi’s, and is
strongly Sperner if it is k-Sperner for k = 1, 2, . . .. The 1-Sperner property is often
simply called the Sperner property.
The reader is referred to Section 2 for background and definitions. The following
well-known result of Stanley [15] was used to resolve an open problem of Erdo˝s:
Theorem 1.1 (Stanley [15]). The strong Bruhat order on any parabolic quotient
SJn of the symmetric group is strongly Sperner.
The weak (Bruhat) order is a natural coarsening of the strong Bruhat order which
has the same rank decomposition. Establishing the Sperner property for the weak
order on a parabolic quotient would thus be a strengthening of Theorem 1.1. Bjo¨rner
[1] asked whether the weak order on the whole symmetric group Sn = S
∅
n had the
(strong) Sperner property; it was conjectured by Stanley [16] that it does, and
this was proven in [4] by establishing a certain action of the Lie algebra sl2 which
respects the weak order. This technique was developed further in [3, 5, 6] in order
to establish new formulas for principal evaluations of Schubert polynomials. In this
paper we generalize this sl2 action (Theorem 1.2) in order to establish the strong
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Sperner property (Corollary 1.3) for all 132-avoiding intervals (i.e., intervals in the
weak order below 132-avoiding permutations), and in particular on all parabolic
quotients SJn of the symmetric group. This approach yields new, more general,
formulas for principal evaluations of Schubert polynomials (Theorem 1.5).
1.1. A generalized sl2-action. Given a set X we let CX denote the vector space of
formal linear combinations of elements of X. Let ℓ(σ) denote the Coxeter length of
a permutation σ. Let ≤ denote the right weak order on Sn and  the strong Bruhat
order. For π ∈ Sn a 132-avoiding permutation, we define operators E,F,H ∈
End(C[e, π]R) by
Eσ =
∑
σ≺·σtij≤π
wtπ (σ, σtij) σtij,
Fσ =
∑
σsi⋖σ≤π
i σsi,
Hσ = (2ℓ(π) − ℓ(σ)) σ,
where
wtπ(σ, σtij) := 1 + |{k > j | σi < σk < σj}|(1)
+ |{k > j | π−1(σj) < π
−1(σk) < π
−1(σi)}|,
and where [e, π]R denotes the interval below π in the right weak order. The operator
F is the restriction of an operator suggested by Stanley [16] and E is a significant
generalization of the operator used in [4]. Let e, f, h denote the standard generators
for the Lie algebra sl2(C) (see Section 2).
Theorem 1.2. Let π be a 132-avoiding permutation, then the map sending e 7→
E, f 7→ F, h 7→ H defines a representation of sl2(C) on C[e, π]R.
By observations of Stanley [15] and Proctor [14], Theorem 1.2 implies the following
corollary:
Corollary 1.3. The weak order interval [e, π]R is strongly Sperner whenever π
avoids the pattern 132. In particular, the weak order on any parabolic quotient SJn
is strongly Sperner.
Remark 1.4. When SJn is a maximal parabolic quotient, the weak order and strong
order agree, so that Theorem 1.1 implies the weak order result in this case. As
[4] established the Sperner property for the minimal parabolic quotient Sn = S
∅
n,
Corollary 1.3 can also be seen as interpolating between these two results.
1.2. Principal specializations of Schubert polynomials. See Section 2.2 for
the definition of the Schubert polynomials Sσ(x1, . . . , xn−1). These polynomials
are a central object of study in algebraic combinatorics and combinatorial algebraic
geometry, and their principal specializations Sσ(1, . . . , 1) have received considerable
study [9, 11, 12].
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Given a saturated chain C : x1 ⋖ · · ·⋖ xk in a poset P and a weight function wt
on the covering relations of P , we extend the weight function to C multiplicatively:
wt(C) =
k−1∏
i=1
wt(xi ⋖ xi+1).
We establish the following formula for Sσ(1, . . . , 1), generalizing the main result
of [3]:
Theorem 1.5. Let σ ∈ Sn, and choose any 132-avoiding permutation π which is
greater than σ in the right weak order (such a π always exists, since w0 is 132-
avoiding). Then
Sσ(1, . . . , 1) =
1
(ℓ(π)− ℓ(σ))!
∑
C:σ→π
wtπ(C),
where the sum is over all saturated chains from σ to π in the strong Bruhat order
on [e, π]R, and where wt
π is defined by (1).
The freedom to choose π in Theorem 1.5 is a unique feature of our result. This is
an advantage over previously known formulas for Sσ(1, . . . , 1) such as Macdonald’s
reduced word formula (Theorem 4.2) and its various strong order analogues (studied
in [3, 5]) in which one must always count weighted chains from e to σ or from σ
to w0. For example, Theorem 1.5 makes it clear that Sσ(1, . . . , 1) = 1 when σ is
132-avoiding, as we may choose π = σ; this fact is not apparent from the other
formulas.
1.3. Outline. The remainder of the paper is organized as follows: Section 2 con-
tains background, notation, and conventions for the weak and strong Bruhat orders,
Schubert polynomials, and sl2-representations. Section 3 proves Theorem 1.2 and
Corollary 1.3. Finally, Section 4 derives Theorem 1.5.
2. Background and conventions
2.1. The weak and strong Bruhat orders. The material in this section may be
found, for example, in [2].
For i = 1, . . . , n − 1 we write si for the simple transposition (i i + 1) in the
symmetric group Sn. Given any element σ ∈ Sn, the length ℓ(σ) of σ is the smallest
number ℓ such that σ = si1 · · · siℓ for some indices ij ∈ [n − 1] := {1, 2, . . . , n − 1}.
Such an expression of minimal length is called a reduced word for σ. The (right)
weak (Bruhat) order is the partial order (Sn,≤) having a cover relation σ ⋖ σsi
whenever ℓ(σsi) = ℓ(σ)+1. We write [x, y]R for the interval {z |x ≤ z ≤ y} in right
weak order.
The inversion set Inv(σ) of a permutation σ ∈ Sn is defined by:
Inv(σ) = {(σi, σj) | 1 ≤ i < j ≤ n, σi > σj},
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where σ1 . . . σn is the one-line notation for σ. It is well-known that ℓ(σ) = | Inv(σ)|
and that the weak order is characterized by containment of inversion sets:
Proposition 2.1. For u, v ∈ Sn we have u ≤ v if and only if Inv(u) ⊆ Inv(v).
We sometimes write tij for the transposition (i j). The strong (Bruhat) order
(often referred to in the literature just as the Bruhat order) is the partial order
(Sn,) having a cover relation σ ≺· σtij whenever ℓ(σtij) = ℓ(σ) + 1. Equivalently,
σ ≺· σtij whenever σi < σj and there is no index k with i < k < j such that
σi < σk < σj. Thus  is a refinement of ≤ and the two partial orders share the
same rank structure, with rank function ℓ. Both the weak order and the strong
order have unique minimal element e = 12 . . . n, the identity permutation, and
unique maximal element w0 = n(n − 1) . . . 1, called the longest element, which has
length
(
n
2
)
.
For J ⊆ {s1, . . . , sn−1}, the corresponding parabolic quotient is
SJn = {σ ∈ Sn | si ∈ J =⇒ σi < σi+1}.
Each parabolic quotient has a unique element wJ0 of maximum length, and the set
SJn coincides with the interval [e, w
J
0 ]L in the left weak order. This interval is easily
seen to be isomorphic as a poset to the interval [e, wJ0 ]R in right weak order, so for
the purposes of investigating the Sperner property it suffices to deal only with the
right weak order throughout the paper. The elements wJ0 are all 132-avoiding (see
Section 2.2 for the definition of pattern avoidance), so Corollary 1.3 applies to the
weak order on any parabolic quotient. There are, however, many more 132-avoiding
permutations to which Theorem 1.3 applies that are not of the form wJ0 .
2.2. Schubert polynomials and pattern avoidance. See [9] or [10] for back-
ground on Schubert polynomials.
The symmetric group Sn acts on the polynomial algebra C[x1, . . . , xn] by per-
mutation of variables. For each i = 1, . . . , n − 1 the i-th Newton divided difference
operator Ni acts on polynomials by
Nif =
f − sif
xi − xi+1
.
Given an n-tuple α, we write xα for the monomial xα11 · · · x
αn
n ; we write α ≤ β if
αi ≤ βi for all i and let ρn denote the staircase (n− 1, n − 2, . . . , 2, 1, 0).
The Schubert polynomials Sσ are indexed by permutations σ ∈ Sn and may be
defined recursively as follows:
• Sw0 = x
ρn , and
• Ssiσ = NiSσ if ℓ(siσ) = ℓ(σ)− 1.
The polynomial Sσ is homogeneous of degree ℓ(σ) and these polynomials form a
basis for the space
Un = spanC{x
α | α ≤ ρn}
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as σ ranges over the symmetric group Sn. Schubert polynomials are of great interest
because they represent cohomology classes of Schubert varieties in the cohomology
H∗(G/B) of the complete flag variety, but this perspective will not be important
here.
Remark 2.2. Our convention for the indexing of Schubert polynomials differs from
that often used in the literature by an inverse in the subscript. However, our con-
vention agrees with that used in [3, 5, 6].
We say a permutation σ ∈ Sn contains the pattern π ∈ Sk if there are indices
1 ≤ i1 < · · · < ik ≤ n such that σi1 , . . . , σik are in the same relative order as
π1, . . . , πk. If σ does not contain the pattern π, it is said to avoid π. The following
proposition is well known:
Proposition 2.3 (See [9]). The Schubert polynomial Sσ consists of a single mono-
mial if and only if σ avoids 132.
2.3. Facts about sl2-representations. See [8] for definitions and basic facts re-
garding Lie algebras and their representations.
The Lie algebra sl2 = sl2(C) has standard generators
e =
(
0 1
0 0
)
, f =
(
0 0
1 0
)
, h =
(
1 0
0 −1
)
,
which satisfy the defining relations
[e, f ] = h, [h, e] = 2e, [h, f ] = −2f.
We write b− for the subalgebra of sl2 generated by h and f . If V is an sl2-
representation (assumed throughout to be complex and finite-dimensional), we let
V [k] = {v ∈ V | hv = kv}
denote the k-weight space. It is well-known that V [k] 6= 0 only if k ∈ Z and
that eV [k] ⊆ V [k + 2] and fV [k] ⊆ V [k − 2]. There is a unique irreducible sl2-
representation Vd of each dimension d = 1, 2, . . .. The representation Vd has weights
d− 1, d− 3, . . . ,−(d− 1), with each weight space 1-dimensional, a basis for Vd being
given by v, fv, . . . , fd−1v where v ∈ Vd[d− 1] is any nonzero vector.
The following theorem follows from the Jacobson–Morozov Theorem [7, 13] and
was shown explicitly by Proctor [14]:
Theorem 2.4 (Jacobson [7], Morozov [13], Proctor [14]). Let V be a finite-dimensional
complex vector space. Given E,H (resp. F,H) in End(V ), there is at most one
element F (resp. E) in End(V ) such that (e, f, h) 7→ (E,F,H) determines an sl2-
representation.
For an sl2-representation V and V
′ ⊆ V a subspace (not necessarily a subrepre-
sentation) we say V ′ is weight symmetric if
dim(V ′ ∩ V [k]) = dim(V ′ ∩ V [−k])
for all weights k. The following elementary proposition will be useful in Section 4:
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Proposition 2.5. Let V be an sl2-representation and V
′ ⊆ V a subspace, closed
under the action of b−, which is weight symmetric. Then V ′ is closed under the
action sl2 (that is, V
′ is an sl2-subrepresentation of V ).
Proof. Write V ′[k] for V ′∩V [k]. Let kmax be the largest weight such that V
′[kmax] 6=
0 and let v1, ..., vr be a basis for V
′[kmax]. It is a standard fact about sl2-representations
that the linear map fk : V [k] → V [−k] is an isomorphism; thus {fpv1, . . . , f
pvr} is
linearly independent for each p = 0, 1, . . . , kmax. By the weight symmetry of V
′ and
the maximality of kmax we see that V
′[k] = 0 for k < −kmax, so f
kmax+1vi = 0 for
all i.
Suppose that evi 6= 0, and let ℓ be the largest number so that e
ℓvi 6= 0. Then e
ℓvi
is a highest weight vector of weight kmax + 2ℓ, so f
kmax+2ℓeℓvi 6= 0. But repeated
applications of the relation [e, f ] = h show that f ℓeℓvi is a scalar multiple of vi and
the previous paragraph then implies that fkmax+1+ℓeℓvi = 0, a contradiction, thus
evi = 0. It now follows that
V ′′ = spanC{f
jvi | i = 1, . . . , r, j = 0, . . . , kmax} ⊆ V
′
is closed under the action of sl2. Repeating this argument with V
′/V ′′ ⊆ V/V ′′
rather than V ′ ⊆ V completes the proof (this process clearly terminates since V is
finite-dimensional). 
3. An sl2-action for weak order intervals
Throughout this section we let π ∈ Sn be a 132-avoiding permutation and let
E,F,H ∈ End(C[e, π]R) denote the associated linear operators defined in Section 1.
In order to prove Theorem 1.2 we need to verify the following the relations:
[H,E] = 2E,
[H,F ] = −2F,
[E,F ] = H,
where [X,Y ] = XY − Y X denotes the commutator. The first two of these are
automatic, since E,F raise and lower length by one, respectively. We now focus on
proving that [E,F ] = H. We view [E,F ] = EF − FE as a matrix with rows and
columns indexed by the elements of [e, π]R. Propositions 3.1 and 3.2 below together
imply the desired relation and thus Theorem 1.2; the proofs of these propositions
appear in Sections 3.1 and 3.2.
Proposition 3.1. For any σ ∈ [e, π]R we have (EF − FE)σ,σ = 2ℓ(π)− ℓ(σ).
Proposition 3.2. For σ, τ ∈ [e, π]R with σ 6= τ , (EF − FE)σ,τ = 0.
Assuming these propositions, and thus Theorem 1.2, have been established, we
now obtain Corollary 1.3, which states that [e, π]R is strongly Sperner:
Proof of Corollary 1.3. One of the fundamental observations in [15] is that the
strong Sperner property of a ranked poset P = P0 ⊔ · · · ⊔ Pr is implied by the
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existence of a linear operator ϕ ∈ End(CP ) sending elements x ∈ P to linear combi-
nations of elements covered by x, such that ϕr−2i : CPr−i → CPi is an isomorphism
for each i.
It is a standard fact (see, e.g. [8]) that for any sl2-representation V the linear
map fk : V [k] → V [−k] is an isomorphism for all k. Thus by Theorem 1.2 the
operator F has the desired properties with respect to the poset ([e, π]R,≤). 
3.1. Proof of Proposition 3.1.
Proof of Proposition 3.1. We will proceed by comparing the general case to the case
π = w0, which was established in [4]. We write E for the raising operator associated
to our fixed 132-avoiding permutation π and write Ew0 when we mean to refer to
the operator from [4], where π = w0. The operator F does not depend on π, except
in determining its domain C[e, π]R; since C[e, π]R is naturally a subspace of CSn,
this should cause no ambiguity, and we do not distinguish notationally between the
operators on C[e, π]R and on C[e, w0]R = CSn.
Gaetz and Gao [4] showed:
(Ew0F − FEw0)σ,σ = 2ℓ(σ) − ℓ(w0) = 2ℓ(σ) −
(
n
2
)
.
Subtracting, the desired equality in Proposition 3.1 is equivalent to the following:
(EF − FE)σ,σ − (Ew0F − FEw0)σ,σ = 2 · ℓ(σ)− ℓ(π)−
(
2 · ℓ(σ)−
(
n
2
))
(2)
=
(
n
2
)
− ℓ(π).
Note that the right-hand side does not depend on σ. Fix for the remainder of this
section a permutation σ ∈ [e, π]R and let D denote the difference
(EF − FE)σ,σ − (Ew0F − FEw0)σ,σ
on the left-hand side. We now show D =
(
n
2
)
−ℓ(π) using a combinatorial argument.
For permutations ρ, τ with ρ ≺· τ in the strong order, we say the up weight of
the edge between ρ and τ is the coefficient of τ in Eρ, namely wtπ(ρ, τ). The down
weight of the edge between ρ and τ is the coefficient of ρ in Fτ , namely i if τ = ρsi
and 0 if τ cannot be expressed in this form.
For 1 ≤ i ≤ n−1, we say the swap si is forbidden if σsi 6∈ [e, π]R, and otherwise is
allowed. Although E respects the strong order, not the weak order, we only need to
consider the weak order edges incident to σ in order to compute (EF )σ,σ or (FE)σ,σ ,
since the up weights on other edges are multiplied by the down weight of 0.
Define the following sets used in computing the up weights:
Ai(σ) = Ai = {σk | k > i+ 1,min (σi, σi+1) < σk < max (σi, σi+1)}
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Bi(σ, π) = Bi = {σk | k > i+ 1,min (π
−1σi, π
−1σi+1) <π
−1σk
<max (π−1σi, π
−1σi+1)}.
Note that Ai(σ) = Ai(σsi) and Bi(σ, π) = Bi(σsi, π).
Lemma 3.3. Let σ ∈ [e, π]R and suppose si is forbidden. Then ℓ(σsi) = ℓ(σ) + 1
and Ai = Bi = ∅.
Proof. Since σ ≤ π, if σsi < σ we would have σsi ∈ [e, π]R; but by assumption, si
is forbidden, so we must have σ < σsi and therefore ℓ(σsi) = ℓ(σ) + 1. We have
σi < σi+1 so σ does not have (σi, σi+1) as an inversion; by Proposition 2.1 and the
fact that si is forbidden, (σi+1, σi) is not an inversion of π.
We want to show that Ai is empty. Suppose by way of contradiction that the
value σk is between σi and σi+1 for some k > i+ 1. Then σ inverts the values σi+1
and σk, and π > σ so π must also invert the values σi+1 and σk by Proposition 2.1.
But this implies that the values σi, σi+1, σk form an occurrence of the pattern 132
in π, a contradiction, since π is assumed to avoid 132. Thus Ai = ∅.
To show Bi is empty, suppose by way of contradiction for some k > i + 1 that
π−1σk is between π
−1σi and π
−1σi+1. Since σk appears after σi+1 in σ but before it
in π > σ, it must be that σi+1 < σk. Then the values σi, σk, σi+1 form a 132 pattern
in π, a contradiction, so Bi = ∅. 
If the swap si is allowed for σ ≤ π, then either σ ⋖ σsi, so si corresponds to
an upward edge from σ and this edge contributes to (−FE)σ,σ and (−FEw0)σ,σ , or
else σsi ⋖ σ and si is a downward edge contributing to (EF )σ,σ and (Ew0F )σ,σ).
Regardless of the direction, the down weight of this edge is i. The up weight in Ew0
is 1 + 2|Ai| and 1 + |Ai|+ |Bi| in E. Therefore
(3) D =
n−1∑
i=1
εi,
where
εi =

i, si forbidden,
i(|Ai| − |Bi|), si allowed and σ ⋖ σsi,
i(|Bi| − |Ai|), si allowed and σsi ⋖ σ.
We illustrate this information in a structure called a sign grid with rows labeled
1, 2..., n − 1 and columns labeled 0, 1, ..., n (see Figure 3.1). We write Sij for the
entry in the i-th row and j-th column, these are +1, −1, or 0 (empty) as follows:
• The cell Si0 is +1 if swap si is forbidden, and 0 if si is allowed.
• For 1 ≤ j ≤ n, Sij = λiµj , where
λi =
{
+1, if σ ⋖ σsi
−1, if σsi ⋖ σ
µj =
{
+1, if j ∈ Ai(σ) \Bi(σ)
−1, if j ∈ Bi(σ) \ Ai(σ)
• All other entries are 0.
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0 1 2 3 4 5 6 7 8
1
2 +1 -1 -1
3 +1
4 +1
5
6
7 +1
Figure 1. Sign grid for π = 56732418, σ = 32564178.
The formula (3) can now be rewritten as
(4) D =
∑
i,j
iSij .
To compute D, we will first sum by columns. The desired value
(
n
2
)
− ℓ(π) for D
is the number of non-inverted pairs in π. These pairs can be grouped based on the
larger number in each pair. We claim that for each positive j, the sum of the j-th
column
∑
i iSij is the number of non-inverted pairs with j the larger number in each
pair, minus a correction term coming from the entries in column 0.
To prove these claims, we consider a permutation path within [n] × [n] for each
column j, constructed as follows: Let k = σ−1j and for 1 ≤ i ≤ k− 1, draw a vector
from point (σi, π
−1σi) to (σi+1, π
−1σi+1). We also consider the lines x = σk and
y = π−1σk, dividing the plane into four quadrants numbered counterclockwise from
the top right (see Figure 2).
We prove a few properties of the permutation path relating to these quadrants,
helping us explain some patterns in the sign grid.
Lemma 3.4. Let the permutation path and quadrants be constructed as above, with
respect to k = σ−1j.
(a) Steps in the permutation path are left-to-right if the corresponding swap
is length-increasing, and right-to-left if the corresponding swap is length-
decreasing. The edge (σi, π
−1σi) → (σi+1, π
−1σi+1) crosses the line x = σk
when k ∈ Ai, and it crosses y = π
−1σk when k ∈ Bi.
(b) No point in the permutation path is in the interior of Quadrant I.
(c) No vector in the permutation path points down and to the left.
(d) A vector points up and to the right if and only if it corresponds to a forbidden
swap. If a vector corresponds to a forbidden swap, the vector does not change
quadrants.
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0 1 2 3 4 5 6 7 8
0
1
2
3
4
5
6
7
8
III
III IV
y
x
Figure 2. Permutation path for π = 56732418, σ = 32564178, and
c = 7 = σ7. Dotted lines x = σ7, y = π
−1σ7 are shown, dividing the
region into Quadrants I-IV.
(e) A vector (σi, π
−1σi) → (σi+1, π
−1σi+1) crossing from Quadrant II to III
must point down-right and Sij = −1. Likewise, a vector (σi, π
−1σi) →
(σi+1, π
−1σi+1) crossing from Quadrant III to II must point up-left and Sij =
1.
(f) A vector (σi, π
−1σi) → (σi+1, π
−1σi+1) crossing from Quadrant IV to III
must point up-left and Sij = −1. Likewise, a vector (σi, π
−1σi)→ (σi+1, π
−1σi+1)
crossing from Quadrant III to IV must point down-right and Sij = 1.
(g) If a vector starts and ends in the same quadrant, or goes between even quad-
rants, the corresponding sign grid entry Sij is 0.
Proof.
(a) The x-coordinate increases if σi < σi+1, in which case σ < σsi. The edge
crosses x = σk when σk is between σi and σi+1, which means k ∈ Ai.
Similarly, the edge crosses y = π−1σk when π
−1σk is between π
−1σi and
π−1σi+1.
(b) Suppose there exists some (σi, π
−1σi) in Quadrant I. Then i < k and σk < σi,
so σ inverts the values σi and σk. On the other hand, π
−1σi > π
−1σk, so
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π does not invert the values σi and σk, but this contradicts the fact that
σ ≤ π.
(c) Suppose there exist some points (σi, π
−1σi) and (σi+1, π
−1σi+1) with σi+1 <
σi and π
−1σi+1 < π
−1σi. Proceed with the argument in part (b), but replace
i+ 1 with k.
(d) In the “only-if” direction: If σi < σi+1 and π
−1σi < π
−1σi+1 then both σ
and π do not invert the values σi and σi+1, so the swap si is forbidden.
Conversely, if the swap si is forbidden, then the values σi, σi+1 are inverted
neither in σ nor in π, so σi < σi+1 and π
−1σi < π
−1σi+1, and the vector
(σi, π
−1σi) → (σi+1, π
−1σi+1) points up-right. If a swap si is forbidden,
then Ai = Bi = ∅ by Lemma 3.3, so the vector can cross neither x = σk nor
y = π−1σk by part (a).
(e) Consider (σi, π
−1σi) in Quadrant II and (σi+1, π
−1σi+1) in Quadrant III.
The vector between these two points must point down, and cannot point
down-left, so must point down-right. Thus, σi < σi+1 < σk and π
−1σi+1 <
π−1σk < π
−1σi. So σ ⋖ σsi, and σk ∈ Bi \ Ai. Thus, σk decreases the sum
D and Siσk = −1.
Likewise, consider (σi, π
−1σi) in Quadrant III and (σi+1, π
−1σi+1) in Quad-
rant II. The vector between these two points must point up, and cannot
point up-right since it crosses quadrants, so must point up-left. Thus,
σi+1 < σi < σk and π
−1σi < π
−1σk < π
−1σi+1. So σsi⋖σ, and σk ∈ Bi \Ai.
Thus, σk increases the sum D and Siσk = +1.
(f) This is analogous to part (e).
(g) Consider the vector for the swap si in column σk. If this vector has endpoints
in the same quadrant, then σk is in neither Ai nor Bi so Siσk = 0. If the
vector moves between Quadrants II and IV, then the vector crosses both
x = σk and y = π
−1σk, so σk is in both Ai and Bi so Siσk = 0.

Lemma 3.5.
(a) The sum
∑
i iSiσk for column σk is the number of points in Quadrant III
plus a correction term, −(k − 1)S(k−1)0.
(b) For a permutation path corresponding to column j = σk, the number of
points in Quadrant III is the number of elements in π that are less than σk
and not inverted with σk.
Proof. As we move along the permutation path for column σk, the signs of nonzero
elements of the sequence {Siσk}i alternate, with a +1 every time we leave Quadrant
III, and a −1 every time we enter, by parts (e) and (f) of Lemma 3.4. Pair these
with −1 followed by +1. Each time we leave Quadrant III, the sum of the previous
two terms i(−1)+ i′(+1) (or just the previous term, if the path started in Quadrant
III and this is the first exit) counts the length of that visit to Quadrant III, i′ − i.
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Suppose (σk−1, π
−1σk−1) is not in Quadrant III. Then every point in Quadrant
III is followed by an exit, so all are counted by the sum of consecutive −1,+1 pairs
in nonzero entries of {Siσk}i. So,
∑
i iSiσk is the number of points in Quadrant III.
Because (σk−1, π
−1σk−1) is not in Quadrant III, (σk, π
−1σk) is not to the upper
right of it, so sk−1 is not forbidden by part (d) of Lemma 3.4 and S(k−1)0 = 0.
Thus the correction term is 0. The number of points in Quadrant III is
∑
i iSiσk =∑
i iSiσk + (k − 1)S(k−1)0.
Suppose (σk−1, π
−1σk−1) is in Quadrant III. Then the last entrance to Quadrant
III (if any) is an unpaired −1. If we append a +1 at the end with weight (k− 1) to
complete the pair, then every point in Quadrant III is counted.
Since (σk−1, π
−1σk−1) is in Quadrant III, (σk, π
−1σk) is up and to the right, so
sk−1 is a forbidden swap and S(k−1)0 = +1 by part (d) of Lemma 3.4. Thus the
number of points in Quadrant III is
∑
i iSiσk + (k − 1) =
∑
i iSiσk + (k − 1)S(k−1)0,
proving (a).
Quadrant III contains points (σi, π
−1σi) such that σi < σk, π
−1σi < π
−1σk, and
i < k. We show this third condition is redundant given the first two.
Suppose that (σi, π
−1σi) such that σi < σk, π
−1σi < π
−1σk, and i > k. Then, the
values σi and σk are inverted in σ but not in π, but π ≥ σ, a contradiction. So the
points in Quadrant III are all (σi, π
−1σi) such that σi < σk, π
−1σi < π
−1σk, proving
(b). 
Now we can evaluate D and prove the proposition. Writing k = σ−1j, we have:
D =
n−1∑
i=1
n∑
j=0
iSij
=
n∑
j=1
(
(k − 1)S(k−1)0 +
n−1∑
i=1
iSij
)
=
n∑
j=1
∣∣{i | i < j, π−1i < π−1j}∣∣
=
(
n
2
)
− |Inv(π)|
=
(
n
2
)
− ℓ(π).
where the first three equalities follow from (4) and Lemma 3.5 (a) and (b), respec-
tively. Since
(EF − FE)σ,σ − (Ew0F − FEw0)σ,σ = D =
(
n
2
)
− ℓ(π),
we have computed that (EF − FE)σ,σ = 2ℓ(σ)− ℓ(π) as desired. 
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τ σ
α = σsm
τsm = β = σtij
tijsm
sm
Figure 3. The elements σ, τ, α, β used in the proofs of Lemma 3.6
and Proposition 3.2. The dashed edges indicate cover relations in
the strong order and the solid edges cover relations in the weak order.
3.2. Proof of Proposition 3.2. Throughout this section, let σ 6= τ be distinct
elements of [e, π]R.
Proof of Proposition 3.2. It suffices to check cases where (EF )σ,τ 6= 0 or where
(FE)σ,τ 6= 0. We will see that in either case the two are equal, and thus that
(EF − FE)σ,τ = 0.
Lemma 3.6. There is an element α ∈ [e, π]R such that τ ≺· α ⋗ σ if and only if
there is an element β ∈ [e, π]R such that τ ⋗ β ≺· σ; the elements α, β are unique if
they exist (see Figure 3).
Proof. If τ ≺· α ⋗ σ, the existence and uniqueness of β follows from Lemma 2.2 of
[4]. So suppose that τ ⋗ β = τsm ≺· βtij = σ. Lemma 2.2 of [4] again implies that
α = σsm satisfies τ ≺· α ⋗ σ and is the unique permutation with this property; it
remains to verify that α ∈ [e, π]R.
We will show that Inv(α) ⊆ Inv(π). Since α covers σ in the weak order, Inv(α) =
Inv(σ)∪{(αm, αm+1)}, and we know Inv(σ) ⊆ Inv(π) so we only need to check that
(αm, αm+1) ∈ Inv(π). We consider the possible overlaps of {i, j} with {m,m + 1}
(the two sets cannot be equal since τ 6= σ):
• If {i, j} is disjoint from {m,m + 1} then τ inverts αm and αm+1 so π > τ
must as well.
• If i = m or j = m+ 1 then β inverts αm and αm+1, so π > β must as well.
• If j = m then in positions i < m < m+ 1, σ has the values (αi, αm+1, αm).
The values of β and τ are also determined, (αm+1, αi, αm) and (αm+1, αm, αi),
respectively. None of the other permutations invert (αm, αm+1). However,
it must be that αm+1 < αi < αm, and τ inverts (αm, αi) while σ inverts
(αi, αm+1). So, π must invert both of those pairs, hence by transitivity, π
inverts (αm, αm+1).
• The case i = m+ 1 is similar to the previous case.

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Using the same definitions of α = σsm and β = σtij as above, we note that the
down weights for edges τ → β = τsm and α → σ = αsm are both m. To verify
that (EF )σ,τ = (FE)σ,τ , we need to check that the up weights for edges β → σ and
τ → α agree. We consider the same five cases of possible overlaps of {m,m + 1}
and {i, j} as above:
Case 1: {m,m + 1} is disjoint from {i, j}. Since disjoint transpositions
commute, α = τsmtijsm = τtij . We have that
wtπ(τ, α) = 1+|{k > j | min(τi, τj) < τk < max(τi, τj)}|
+|{k > j | min (π−1τi, π
−1τj) < π
−1τk < max(π
−1τi, π
−1τj)}|
= 1+|{τk | k > j, τi < τk < τj}|
+|{τk | k > j, π
−1τj < π
−1τk < π
−1τi}|.
Also,
wtπ(β, σ) = 1+|{k > j | min(βi, βj) < βk < max(βi, βj)}|
+|{k > j | min(π−1βi, π
−1βj) < π
−1βk < max(π
−1βi, π
−1βj)}|
= 1+|{βk | k > j, βi < βk < βj}|
+|{βk | k > j, π
−1βj < π
−1βk < π
−1βi}|.
For all k 6∈ {m,m + 1}, τk = βk. In particular, τi = βi and τj = βj . Since m and
m + 1 are adjacent and unequal to i, j, {τm, τm+1} = {βm, βm+1} and either both
m,m + 1 > j or neither is. So, the second expressions for wtπ(τ, α) and wtπ(β, σ)
count the same sets, so they are equal.
Case 2: i = m. In this case, tij = (mj), sm = (mm+1), and smtijsm = (m+1j).
Thus
wtπ(τ, α) = 1+|{τk | k > j, τm+1 < τk < τj}|
+|{τk | k > j, π
−1τj < π
−1τk < π
−1τm+1}|
wtπ(β, σ) = 1+|{βk | k > j, βm < βk < βj}|
+|{βk | k > j, π
−1βj < π
−1βk < π
−1βm}|.
The permutations agree except on the set {m,m+1, j}. We have τm+1 = βm = αj
and τj = βj = αm+1. Since for all k > j, βk = τk, the sets in the expressions for
wtπ(τ, α) and wtπ(β, σ) are identical.
Case 3: i = m + 1. In this case, tij = (m + 1 j), sm = (m m + 1), and
smtijsm = (m j). Thus
wtπ(τ, α) = 1+|{τk | k > j, τm < τk < τj}|
+|{τk | k > j, π
−1τj < π
−1τk < π
−1τm}|
wtπ(β, σ) = 1+|{βk | k > j, βm+1 < βk < βj}|
+|{βk | k > j, π
−1βj < π
−1βk < π
−1βm+1}|.
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Again, the numbers moved by the transpositions tij acting on β and smtijsm
acting on τ are the same: τm = βm+1 = αj and τj = βj = αm. Since for all k > j,
τk = βk, the sets counted in wt
π(τ, α) and wtπ(β, σ) are identical.
Case 4: j = m. In this case, tij = (i m), sm = (mm+ 1), smtijsm = (i m+ 1).
Thus
wtπ(τ, α) = 1+|{τk | k > m+ 1, τi < τk < τm+1}|
+|{τk | k > m+ 1, π
−1τm+1 < π
−1τk < π
−1τi}|
wtπ(β, σ) = 1+|{βk | k > m, βi < βk < βm}|
+|{βk | k > m, π
−1βm < π
−1βk < π
−1βi}|.
While τi = βi = αm+1 and τm+1 = βm = αi, the conditions on k are different. In
wtπ(τ, α), we count where k > m + 1 but in wtπ(β, σ), we count where k > m. To
show that these are equal, we have to show that βm+1 6∈ (βi, βm) and π
−1βm+1 6∈
(π−1βm, π
−1βi). Other than that possibility, the sets are identical.
The permutations τ, α, σ, β agree everywhere except for {i,m,m + 1}. In those
positions, τ has the values (αm+1, αm, αi), β has (αm+1, αi, αm), and σ has the values
(αi, αm+1, αm). Since τ > β in the weak order, αm > αi = βm, thus βm+1 = αm
does not contribute to the first set. Now, αm is inverted with αi in τ so since π > τ ,
π inverts βm+1 = αm and βm = αi, so π
−1βm+1 = π
−1αm. Thus the sets defining
wtπ(τ, α) and wtπ(β, σ) are identical.
Case 5: j = m+1. In this case, tij = (im+1), sm = (mm+1),smtijsm = (im).
Thus
wtπ(τ, α) = 1+|{τk | k > m, τi < τk < τm}|
+|{τk | k > m, π
−1τm < π
−1τk < π
−1τi}|
wtπ(β, σ) = 1+|{βk | k > m+ 1, βi < βk < βm+1}|
+|{βk | k > m+ 1, π
−1βm+1 < π
−1βk < π
−1βi}|.
In this case τi = βi = αm and τm = βm+1 = αi. Like the previous case, the sets of
possible k values differ by one, so we must verify that τm+1 is not in (τi, τm) nor is
π−1τm+1 in (π
−1τm, π
−1τi). Other than the possible inclusion of τm+1 and π
−1τm+1,
the sets are identical.
The permutations agree except at the locations i, m, and m+1. In τ , the values
at those locations are (αm, αi, αm+1). In β, (αm, αm+1, αi). In σ, (αi, αm+1, αm).
Since σ < α in the weak order, τm+1 = αm+1 < αm. So, τm+1 is not in the interval
(τi, τm) = (αm, αi). To see that π
−1τm+1 is to the right of (π
−1τm, π
−1τi), it is
already inverted with αi in τ . So, π > τ implies that π
−1τm < π
−1τm+1, and τm+1
is not included in the sets determining wtπ(τ, α). 
4. Strong order Macdonald identities for Schubert polynomials
In this section we generalize techniques from [3, 6] to prove Theorem 1.5.
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4.1. Macdonald’s reduced word identity. Proposition 4.1 below indicates a
connection between Schubert polynomials and the weak order weights appearing in
Section 3. Let ∇ =
∑n
i=1 ∂/∂xi; the following proposition was the key observation
of [6]:
Proposition 4.1 (Hamaker, Pechenik, Speyer, and Weigandt [6]). Let σ ∈ Sn, then
∇Sσ =
∑
σsi⋖σ
iSσsi .
Hamaker, Pechenik, Speyer, and Weigandt [6] used this result to give a simple
new proof of Macdonald’s celebrated reduced word formula for the principal spe-
cialization of Schubert polynomials; we adapt this proof technique in the proof of
Theorem 1.5 in Section 4.2.
Theorem 4.2 (Macdonald [9]). Let σ ∈ Sn. Then
Sσ(1, . . . , 1) =
1
ℓ(σ)!
∑
si1 ···siℓ(σ)=σ
i1 · · · iℓ(σ).
4.2. π-padded Schubert polynomials and strong order Macdonald identi-
ties. Given a 132-avoiding permutation π ∈ Sn, Proposition 2.3 says that Sσ = x
β
for some composition β = (β1, . . . , βn) with
∑
i βi = ℓ(σ) (in fact, this composition
is given by the inversion table of π, but we will not need this fact). We introduce a
new set of variables y1, . . . , yn and define the π-padded Schubert polynomials S
π
σ for
σ ≤ π as the images of the usual Schubert polynomials Sσ under the map sending
xα 7→ xαyβ−α for each monomial xα. That is, we add homogenizing variables yi to
Sσ so that it has degree βi in the variables xi, yi for each i = 1, . . . , n. Note that,
by Proposition 4.1, any monomial xα appearing in Sσ has α ≤ β, so S
π
σ is indeed
a polynomial. In the case π = w0, this construction recovers the padded Schubert
polynomials of [3]. We write
Uπn = spanC{S
π
σ | σ ≤ π}.
As noticed in [3], it now makes sense to define another differential operator
∆ =
n∑
i=1
xi
∂
∂yi
,
and to adapt ∇ so that it acts on Uπn :
∇ =
n∑
i=1
yi
∂
∂xi
.
It is immediate that the statement of Proposition 4.1 holds with this modified∇ and
π-padded Schubert polynomials. Interestingly, ∆ applied to a π-padded Schubert
polynomial Sπσ may be expanded as a sum over the strong order covers of σ, rather
than the weak order appearing in Proposition 4.1.
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Proposition 4.3. For σ, π ∈ Sn with σ ≤ π and π 132-avoiding, we have
∆Sπσ =
∑
σtij∈[e,π]R
σ≺·σtij
wtπ(σ, σtij)S
π
σtij
,
where wtπ(σ, σtij) is the weight function appearing in Section 3.
Proof. Let π ∈ Sn be 132-avoiding, with Sπ = x
β. Let V be the vector space
spanned by all monomials xα with α ≤ β. Define a linear operator H˜ on V that
multiplies each monomial xαyβ−α by the scalar ℓ(π) − 2|α|. It is elementary to
verify that the operators ∆,∇, H˜ acting on V satisfy the relations defining sl2.
By Proposition 4.1, the subspace Uπn ⊆ V is closed under the actions of ∇ and
H˜. Furthermore, since the number of elements in [e, π]R of length r is equal to
the number of length ℓ(π) − r for all r (see [17]), Uπn is weight symmetric. Thus
Proposition 2.5 implies that Uπn is in fact an sl2-subrepresentation of V .
Let E,F,H ∈ End(C[e, π]R) be the transformations by which e, f, h act in the
sl2-representation given in Section 3 and let ϕ : C[e, π]R → U
π
n denote the invertible
linear transformation sending σ 7→ Sπσ for all σ ∈ [e, π]R. Then Proposition 4.1
implies that ϕ identifies F with ∇ and the fact that Sσ(x) is homogeneous of
degree ℓ(σ) implies that ϕ identifies H with H˜. Now, Theorem 2.4 implies that E
must be identified with ∆; by the definition of E this gives the desired formula. 
We are now ready to complete the proof of Theorem 1.5, which can be seen as
a strong order analogue of Macdonald’s weak order formula (Theorem 4.2). This
theorem generalizes the main result of [3], which is the case π = w0.
Proof of Theorem 1.5. Let π ∈ Sn be a 132-avoiding permutation, and let σ ≤ π.
Then it is easy to see that
∆ℓ(π)−ℓ(σ)Sπσ = (ℓ(π) − ℓ(σ))!S
π
σ(1, . . . , 1; 1, . . . , 1)x
β .
Indeed this fact holds for any polynomial from Uπn which is homogeneous in the x-
variables of degree ℓ(σ). On the other hand, repeated application of Proposition 4.3
yields
∆ℓ(π)−ℓ(σ)Sπσ =
( ∑
C:σ→π
wtπ(C)
)
xβ,
the sum being over all saturated chains from σ to π in ([e, π]R,). Since
S
π
σ(1, . . . , 1; 1, . . . , 1) = Sσ(1, . . . , 1),
this completes the proof. 
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