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Abstract
We study the limit law of a vector made up of normalized sums of functions of long-range depen-
dent stationary Gaussian series. Depending on the memory parameter of the Gaussian series and on the
Hermite ranks of the functions, the resulting limit law may be (a) a multivariate Gaussian process involv-
ing dependent Brownian motion marginals, or (b) a multivariate process involving dependent Hermite
processes as marginals, or (c) a combination. We treat cases (a), (b) in general and case (c) when the
Hermite components involve ranks 1 and 2. We include a conjecture about case (c) when the Hermite
ranks are arbitrary.
1 Introduction
A stationary time series displays long-range dependence if its auto-covariance decays slowly or if its spectral
density diverges around the zero frequency. When there is long-range dependence, the asymptotic limits
of various estimators are often either Brownian Motion or a Hermite process. The most common Hermite
processes are fractional Brownian motion (Hermite process of order 1) and the Rosenblatt process (Hermite
process of order 2), but there are Hermite processes of any order. Fractional Brownian motion is the only
Gaussian Hermite process.
Most existing limit theorems involve univariate convergence, that is, convergence to a single limit process,
for example, Brownian motion or a Hermite process ([3, 5, 24]). In time series analysis, however, one often
needs joint convergence, that is, convergence to a vector of processes. This is because one often needs to
consider different statistics of the process jointly. See, for example, [11, 22]. We establish a number of results
involving joint convergence, and conclude with a conjecture.
Our setup is as follows. Suppose {Xn} is a stationary Gaussian series with mean 0, variance 1 and
regularly varying auto-covariance
γ(n) = L(n)n2d−1 (1)
where 0 < d < 1/2, and L is a slowly varying function at infinity. This is often referred to “long-range
dependence”(LRD) or “long memory” in the literature, and d is called the memory parameter. The higher
d, the stronger the dependence. The slow decay (1) of γ(n) yields
∞∑
n=−∞
|γ(n)| =∞.
Key words Long-range dependence; Gaussian process; Central limit theorems; Non-central limit theorems; Asymptotic
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The case where
∞∑
n=−∞
|γ(n)| <∞,
is often referred to “short-range dependence” (SRD) or “short memory”. See [1, 6, 8] for more details about
these notions.
We are interested in the limit behavior of the finite-dimensional distributions (f.d.d.) of the following
vector as N →∞:
VN (t) =

 1
Aj(N)
[Nt]∑
n=1
(
Gj(Xn)− EGj(Xn)
)
j=1,...,J
, (2)
where Gj , j = 1, . . . , J are nonlinear functions, t > 0 is the time variable, and Aj(N)’s are appropriate
normalizations which make the variance of each component at t = 1 tend to 1. Observe that the same
sequence {Xn} is involved in each component of VN , in contrast to [9] who consider the case J = 2 and
{(Xn, Yn)} is a bivariate Gaussian vector series.
Note also that convergence in f.d.d. implies that our results continue to hold if one replaces the single
time variable t in (2) with a vector (t1, . . . , tJ) which would make VN (t1, . . . , tJ) a random field.
Depending on the memory parameter of the Gaussian series and on the Hermite ranks of the functions
(Hermite ranks are defined in Section 2), the resulting limit law for (2) may be:
(a) a multivariate Gaussian process with dependent Brownian motion marginals,
(b) or a multivariate process with dependent Hermite processes as marginals,
(c) or a combination.
We treat cases (a), (b) in general and case (c) when the Hermite components involve ranks 1 and 2 only. To
address case (c), we apply a recent asymptotic independence theorem of Nourdin and Rosinski [16] of Wiener-
Itoˆ integral vectors. We include a conjecture about case (c) when the Hermite ranks are arbitrary. We also
prove that the Hermite processes in the limit are dependent on each other. Thus, in particular, fractional
Brownian motion and the Rosenblatt process in the limit are dependent processes even though they are
uncorrelated. Although our results are formulated in terms of convergence of f.d.d. , under some additional
assumption, they extend to weak convergence in D[0, 1]J(J-dimensional product space where D[0, 1] is the
space of Ca`dla`g functions on [0, 1] with the uniform metric), as noted in Theorem 3.11 at the end of Section
3.
The paper is structured as follows. We review the univariate results in Section 2. In Section 3, we state the
corresponding multivariate results. Section 4 contains the proofs of the theorems in Section 3. Appendix A
shows that the different representations of the Hermite processes are also equivalent in a multivariate setting.
Appendix B refers to the results of [16] and concerns asymptotic independence of Wiener-Itoˆ integral vectors.
2 Review of the univariate results
We review first results involving (2) when J = 1 in (2). Assume that G belongs to L2(φ), the set of
square-integrable functions with respect to the standard Gaussian measure φ. This Hilbert space L2(φ) has
a complete orthogonal basis {Hm(x)}m≥0, where Hm is the Hermite polynomial defined as
Hm(x) = (−1)m exp
(
x2
2
)
dm
dxm
exp
(−x2
2
)
,
([14], Chapter 1.4). Therefore, every function G ∈ L2(φ) admits the following type of expansion:
G =
∑
m≥0
gmHm, (3)
2
where gm = (m!)
−1
∫
R
G(x)Hm(x)dφ(x).
Since H0(x) = 1 and since we always center the series {G(Xn)} by subtracting its mean in (2), we may
always assume g0 = EG(Xn) = 0. The smallest index k ≥ 1 for which gk 6= 0 in the expansion (3) is called
the Hermite rank of G.
Since {Xn} is a stationary Gaussian series, it has the following spectral representation
Xn =
∫
R
einxdW (x), (4)
whereW is the complex Hermitian (W (A) =W (−A)) Gaussian randommeasure specified by EW (A)W (B) =
F (A ∩ B). The measure F is called the spectral distribution of {Xn}, is also called the control measure of
W , and is defined by γ(n) = EXnX0 =
∫
R
einxdF (x) (See [12], Chapter 3.2).
Multiple Wiener-Itoˆ integrals ([13])
Im(K) =
∫ ′′
Rm
K(x1, . . . , xm)dW (x1) . . . dW (xm) (5)
where
∫
Rm
|K(x1, . . . , xm)|2dF (x1) . . . dF (xm) <∞, play an important role because of the following connec-
tion between Hermite polynomials and multiple Wiener-Itoˆ integrals ([14] Theorem 2.7.7):
Hm(Xn) =
∫ ′′
Rm
ein(x1+...+xm)dW (x1) . . . dW (xm), (6)
where the double prime ′′ indicates that one doesn’t integrate on the hyper-diagonals xj = ±xk, j 6= k.
Throughout this paper, Im(.) denotes a m-tuple Wiener-Itoˆ integral of the type in (5).
We now recall some well-known univariate results:
Theorem 2.1. (SRD Case.) Suppose the memory parameter d and the Hermite rank k ≥ 1 of G satisfy
0 < d <
1
2
(1− 1
k
).
Then
1
A(N)
[Nt]∑
n=1
G(Xn)
f.d.d.−→ B(t),
where B(t) is a standard Brownian Motion, “
f.d.d.−→ ” denotes convergence in finite-dimensional distributions
along the time variable t > 0, A(N) ∝ N1/2 is a normalization factor such that
lim
N→∞
Var
(
1
A(N)
N∑
n=1
G(Xn)
)
= 1.
Remark 2.2. It can indeed be shown that in the setting of Theorem 2.1,
Var
(
N∑
n=1
G(Xn)
)
∼ σ2N, (7)
where
σ2 =
∞∑
m=k
g2mm!
∞∑
n=−∞
γ(n)m. (8)
Recall that the gm’s are the coefficients of the Hermite expansion of G, and γ is the auto-covariance function
of {Xn}.
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Remark 2.3. The condition 0 < d < 12 (1− 1k ) can be replaced with a weaker condition
∑∞
n=−∞ |γ(n)|k <∞
or equivalently
∑∞
n=−∞ |γG(n)| <∞, where γG(n) is the auto-covariance function of {G(Xn)}. See Theorem
4.6.1 in [8]. If d = 12 (1 − 1k ) but as N → ∞,
∑N
n=−N |γ(n)|k =
∑N
−N n
−1|L(n)|k =: L∗(N) → ∞ is slowly
varying, then one still gets convergence to Brownian motion (Theorem 1’ of [3]), but with the normalization
A(N) ∝ (NL∗(N))1/2. For example, if the slowly varying function in (1) is L(n) ∼ c > 0, then A(N) ∝
(N lnN)1/2.
The original proof of Theorem 2.1 ([3]) was done by a method of moments using the so-called diagram
formulas ([18]), which provide explicit ways to compute the cumulants of Hermite polynomials of Gaussian
random variable. Recently, a remarkable technique for establishing central limit theorems of multiple Wiener-
Itoˆ integral was found by [17, 19], whereby in the multiple Wiener-Itoˆ integral setting, convergence of
the fourth moment, or some equivalent easier-to-check condition, implies directly the Gaussian limit. See
Theorem 7.2.4 in [14] for a proof in the case t = 1.
Theorem 2.4. (LRD Case.) Suppose that the memory parameter d and the Hermite rank k ≥ 1 of G
satisfy
1
2
(1− 1
k
) < d <
1
2
.
Then
1
A(N)
[Nt]∑
n=1
G(Xn)
f.d.d.−→ Z(k)d (t) := Ik(f (t)k,d),
where the control measure of Ik(.) is Lebesgue, A(N) ∝ N1+(d−1/2)kL(N)k/2 is a normalization such that
lim
N→∞
Var
(
1
A(N)
N∑
n=1
G(Xn)
)
= 1,
and
f
(t)
k,d(x1, . . . , xk) = bk,d
eit(x1+...+xk) − 1
i(x1 + . . .+ xk)
|x1|−d . . . |xk|−d,
where
bk,d =
(
(k(d− 1/2) + 1) (2k(d− 1/2) + 1)
k! (2Γ(1− 2d) sin(dπ))k
)1/2
is the normalization constant to guarantee unit variance for Z(k)(1).
For a proof, see [5] and [21]. The process Z
(k)
d (t) appearing in the limit is called a Hermite process.
Remark 2.5. It can indeed be shown that in the setting of Theorem 2.4,
Var
(
N∑
n=1
G(Xn)
)
= LG(N)N
2dG+1 (9)
for some slowly varying function LG(N) ∝ L(N)k and dG = (d− 1/2)k + 1/2 (see e.g. (3.3.8) in [8]). Since
d < 1/2, increasing the Hermite rank k decreases the memory parameter dG, hence decreases the dependence.
Note that if k ≥ 2, then the variance growth of {G(Xn)} in (9) is slower than the variance growth of {Xn},
Var(
∑N
n=1Xn) = L0(N)N
2d+1 for some slowly varying function L0, but is always faster than the variance
growth σ2N in the SRD case in (7).
The process Z
(1)
d (t), t ≥ 0 is a Gaussian process called fractional Brownian motion, and Z(2)d (t), t ≥ 0 is
a non-Gaussian process called Rosenblatt process. The Hermite processes Z
(k)
d (t) are all so-called self-similar
processes ([7]).
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3 Multivariate convergence results
Our aim is to study the limit of (2), and in particular, to extend Theorem 2.1 (SRD) and Theorem 2.4
(LRD) to a multivariate setting.
Suppose that for each j = 1, . . . , J , the function the functions Gj in (2) belongs to L
2(φ), has Hermite
rank kj and admits Hermite expansion
∑∞
m=kj
gm,jHm (see (3)).
We start with the pure SRD case where every component {Gj(Xn)} of VN (t) in (2) is SRD.
Theorem 3.1. (Pure SRD Case.) If the memory parameter d is small enough so that all {Gj(Xn)}, j =
1, . . . , J are SRD, that is,
d <
1
2
(1− 1
kj
), j = 1, . . . , J,
then in (2)
VN (t)
f.d.d.−→ B(t)
as N →∞, where the normalization Aj(N) ∝ N1/2 is such that for j = 1, . . . , J ,
lim
N→∞
Var
(
1
Aj(N)
N∑
n=1
Gj(Xn)
)
= 1. (10)
Here B(t) = (B1(t), . . . , BJ(t)) is a multivariate Gaussian process with standard Brownian motions as
marginals, and where the cross-covariance between two components is
Cov (Bj1(t1), Bj2(t2)) = lim
N→∞
Cov(VN,j1(t1), VN,j2(t2))
= (t1 ∧ t2)

 1
σj1σj2
∞∑
m=kj1∨kj2
gm,j1gm,j2m!
∞∑
n=−∞
γ(n)m

 (11)
where
σ2j =
∞∑
m=kj
g2m,jm!
∞∑
n=−∞
γ(n)m. (12)
This theorem is proved in Section 4.1.
Example 3.2. Assume that the auto-covariance function γ(n) ∼ n2d−1 as n → ∞. Let J = 2, G1(x) =
aH2(x) + bH3(x) = bx
3 + ax2 − 3bx − a, G2(x) = cH3(x) = cx3 − 3cx and 0 < d < 1/4. Then in (12),
σ21 = 2a
2
∑∞
n=−∞ γ(n)
2 + 6b2
∑∞
n=−∞ γ(n)
3, σ22 = 6c
2
∑∞
n=−∞ γ(n)
3, and
 1
N1/2
[Nt]∑
n=1
(X2n − 1),
1
N1/2
[Nt]∑
n=1
(X3n − 3Xn)

 f.d.d.−→ (σ1B1(t), σ2B2(t)) ,
where the Brownian motions B1 and B2 have the covariance structure:
Cov (B1(t1), B2(t2)) = 6b
t1 ∧ t2
σ1σ2
∞∑
n=−∞
γ(n)3.
B1 and B2 are independent when b = 0.
Next we consider the case where every component {Gj(Xn)} of VN (t) in (2) is LRD.
Theorem 3.3. (Pure LRD Case.) If the memory parameter d is large enough so that all Gj(Xn), j =
1, . . . , J are LRD, that is,
d >
1
2
(1− 1
kj
), j = 1, . . . , J,
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then in (2),
VN (t)
f.d.d.−→ Zkd(t) :=
(
Ik1(f
(t)
k1,d
), . . . , IkJ (f
(t)
kJ ,d
)
)
, (13)
where the normalization Aj(N) ∝ N1+(d−1/2)kjL(N)kj/2 is such that for j = 1, . . . , J ,
lim
N→∞
Var
(
1
Aj(N)
N∑
n=1
Gj(Xn)
)
= 1. (14)
Each component of Zkd (t) :=
(
Z
(k1)
d (t), . . . , Z
(kJ )
d (t)
)
is a standard Hermite process, and Ik(.) denotes k-
tuple Wiener-Itoˆ integral with respect to a common complex Hermitian Gaussian random measure W with
Lebesgue control measure, and
f
(t)
k,d(x1, . . . , xk) = bk,d
eit(x1+...+xk) − 1
i(x1 + . . .+ xk)
|x1|−d . . . |xk|−d, (15)
where bk,d’s are the same normalization constants as in Theorem 2.4.
This theorem is proved in Section 4.2.
Example 3.4. Assume that auto-covariance function γ(n) ∼ n2d−1 as n→∞. Let J = 2, G1(x) = H1(x) =
x, G2(x) = H2(x) = x
2 − 1, 1/4 < d < 1/2, then
 1
N1/2+d
[Nt]∑
n=1
Xn,
1
N2d
[Nt]∑
n=1
(X2n − 1)

 f.d.d.−→ ( 1
d(2d+ 1)
Z
(1)
d (t),
1
d(4d− 1)Z
(2)
d (t)
)
,
where the standard fractional Brownian motion Z
(1)
d (t) and standard Rosenblatt process Z
(2)
d (t) share the
same random measure in the Wiener-Itoˆ integral representation. The components Z
(1)
d and Z
(2)
d are uncor-
related but dependent as stated below.
In Theorem 3.3, the marginal Hermite processes Z
(k1)
d (t) = Ik1(f
(t)
k1,d
), . . . , Z
(kJ )
d (t) = IkJ (f
(t)
kJ ,d
) are
dependent on each other. To prove this, we use a different representation of the Hermite process, namely,
the positive half-axis representation given in (43).
Proposition 3.5. The marginal Hermite processes Z
(k1)
d , . . . , Z
(kJ )
d involved in Theorem 3.3 are dependent.
Proof. From [25], we have the following criterion for the independence of multiple Wiener-Itoˆ integrals:
suppose that symmetric g1 ∈ L2(Rp+) and g2 ∈ L2(Rq+). Then Ip(g1) and Iq(g2) (p, q ≥ 1) are independent
if and only if
g1 ⊗1 g2 :=
∫
R+
g1(x1, . . . , xp−1, u)g2(xp, . . . , xp+q−2, u)du = 0 in L
2(Rp+q−2+ ).
We shall apply this criterion to the positive half-axis integral representation (43) of Hermite processes (see
also [21]):
Z
(k)
d (t) = ck,dIk
(
g
(t)
k,d(x1, . . . , xk)
)
:= ck,d
∫ ′
R
k
+

∫ t
0
k∏
j=1
x−dj (1− sxj)d−1+ ds

 dB(x1) . . . dB(xk),
where B is Brownian motion, the prime ′ indicates the exclusion of diagonal xj = xk, j 6= k and ck,d is
some normalization constant. In fact, for a vector made up of Hermite processes sharing the same random
measure in their Wiener-Itoˆ integral representation, the joint distribution does not change when switching
from one representation of Hermite process to another. See Appendix A.
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One can then see (let t = 1 and thus gk,d := g
(1)
k,d for simplicity) that for all (x1, . . . , xp+q−2) ∈ Rp+q−2+ :
(gp,d ⊗1 gq,d)(x1, . . . , xp+q−2)
=
∫
R+

∫ 1
0
p−1∏
j=1
x−dj (1− sxj)d−1+ u−d(1− su)d−1+ ds
∫ 1
0
p+q−2∏
j=p
x−dj (1− sxj)d−1+ u−d(1− su)d−1+ ds

 du > 0
because every term involved in the integrand is positive.
Theorem 3.1 and Theorem 3.3 describe the convergence of VN (t) in (2) when the {Gj(Xn)}, j = 1, . . . , J
are all purely SRD or purely LRD. However, when the components in VN (t) are mixed, that is, some of
them are SRD and some of them are LRD, it is not immediately clear what the limit behavior is and also
what the inter-dependence structure between the SRD and LRD limit components is. We show that the
SRD part and LRD part are asymptotically independent so that one could join the limits of Theorem 3.1
and Theorem 3.3 together, in the case when the Gj ’s in the LRD part only involve the 2 lowest Hermite
ranks, namely, k = 1 or k = 2. This is stated in the next theorem where the letter “S” refers to the SRD
part and “L” to the LRD part.
Theorem 3.6. (Special SRD and LRD Mixed Case.) Separate the SRD and LRD parts of VN (t) in
(2), that is, let VN (t) = (SN (t),LN (t)), where
SN (t) =

 1
A1,S(N)
[Nt]∑
n=1
G1,S(Xn), . . . ,
1
AJS ,S(N)
[Nt]∑
n=1
GJS,S(Xn)

 , (16)
LN (t) =

 1
A1,L(N)
[Nt]∑
n=1
G1,L(Xn), . . . ,
1
AJL,L(N)
[Nt]∑
n=1
GJL,L(Xn)

 , (17)
where Gj,S has Hermite rank kj,S, and Gj,L has Hermite rank kj,L, Aj,S ∝ N1/2 and
Aj,L ∝ N1+(d−1/2)kj,LL(N)kj,L/2 are the correct normalization factors such that for j = 1, . . . , JS and
j = 1, . . . , JL respectively,
lim
N→∞
Var
(
1
Aj,S(N)
N∑
n=1
Gj,S(Xn)
)
= 1, lim
N→∞
Var
(
1
Aj,L(N)
N∑
n=1
Gj,L(Xn)
)
= 1. (18)
In addition,
1
2
(1 − 1
kjL,L
) < d <
1
2
(1− 1
kjS ,S
) for all jS = 1, . . . , JS , jL = 1, . . . , JL, (19)
where we allow arbitrary values for kj,S but only kj,L = 1 or 2. (Condition (19) makes all {Gj,S(Xn)} SRD
and all {Gj,L(Xn)} LRD.)
Then we have
(SN (t),LN (t))
f.d.d.−→ (B(t),Z(kL)d (t)), (20)
where the multivariate Gaussian process B(t) is given in (3.1) and the multivariate standard Hermite process
Z
(kL)
d (t) is given in (3.3). Moreover, the vectors B(t) and Z
(kL)
d (t) are independent.
This theorem is proved in Section 4.3. Observe that while B(t) is made up of correlated Brownian
motions, it follows from Theorem 3.6 that if Z
(k)
d (t) contains fractional Brownian motion as a component,
then the fractional Brownian motion will be independent of any Brownian motion component of B(t).
We conjecture the following:
Conjecture 3.7. Theorem 3.6 holds without the restriction that kj,L be 1 or 2.
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Example 3.8. Assume that the auto-covariance function γ(n) ∼ n2d−1 as n → ∞. Let J = 2, G1(x) =
H2(x) = x
2 − 1, G2(x) = H3(x) = x3 − 3x, 1/4 < d < 1/3, then σ2 = 6
∑∞
n=−∞ γ(n)
3 and
 1
N2d
[Nt]∑
n=1
(X2n − 1),
1
N1/2
[Nt]∑
n=1
(X3n − 3Xn)

 f.d.d.−→ ( 1
d(4d− 1)Z
(2)
d (t), σB(t)
)
.
where the standard Rosenblatt process Z
(2)
d (t) and the standard Brownian motion B(t) are independent.
The proof of Theorem 3.6 is based a recent result in [16] which characterizes the asymptotic moment-
independence of series of multiple Wiener-Itoˆ integral vectors. We also note that in Proposition 5.3 (2) of
[16] , a special case of Theorem 3.6 with JS = JL = 1 and LRD part involving Hermite rank k1,L = 2
is treated. To go from moment-independence to independence, however, requires moment-determinancy of
the limit, which we know holds when the Hermite rank k = 1, 2, that is, in the Gaussian and Rosenblatt
cases. If some other Hermite distribution (marginal distribution of Hermite process) Z
(k)
d (k ≥ 3) is moment-
determinate, then we will allow kj,L = k in Theorem 3.6. So to this end, the moment-problem of general
Hermite distributions is of great interest.
Remark 3.9. As mentioned in Remark 2.3, the border case dj =
1
2 (1 − 1kj ) often leads to convergence to
Brownian motion as well. In fact, Theorem 3.1 and Theorem 3.6 continue to hold if we extend the definition
of SRD to the case whenever the limit is Brownian motion regardless of the normalization.
In Theorem 3.1, Theorem 3.3 and Theorem 3.6 we stated the results only in terms of convergence in
finite-dimensional distributions, but in fact they hold under weak convergence in D[0, 1]J (J-dimensional
product space where D[0, 1] is the space of Ca`dla`g functions on [0, 1] with the uniform metric). If one can
check that every component of VN (t) is tight, then the vector VN (t) is tight:
Lemma 3.10. Univariate tightness in D[0, 1] implies multivariate tightness in D[0, 1]J .
Proof. Suppose every component Xj,N (a random element in S = D[0, 1] with uniform metric d) of the
J-dimensional random element XN is tight, that is, given any ǫ > 0, there exists a compact set Kj in D[0, 1],
so that for all N large enough:
P (Xj,N ∈ Kc) < ǫ
where Kcj denotes the complement of Kj . If K = K1 × . . . ×KJ , then K is compact in the product space
SJ . We can associate SJ with any compatible metric, e.g., for X,Y ∈ SJ ,
dm(X,Y) := max
1≤j≤J
(d(X1, Y1), . . . , d(XJ , YJ )).
The sequence XN is tight on D[0, 1]
J since
P (XN ∈ Kc) = P (∪Jj=1{Xj,N ∈ Kcj}) ≤
J∑
j=1
P (Xj,N ∈ Kcj ) < Jǫ.
The univariate tightness is shown in [24] for the LRD case. The tightness for the SRD case was considered
in [4] p. 328 and holds under the following additional assumption, that {G(Xn)} is SRD, with
∞∑
k=1
3k/2(k!)1/2|gk| <∞, (21)
where gk is the k-th coefficient of Hermite expansion (3) of G. Observe that (21) is a strengthening of the
basic condition: E[G(X0)
2] =
∑
k=1 k!g
2
k <∞. Hence we have:
Theorem 3.11. Suppose that condition (21) holds for the short-range dependent components. Then the
convergence in Theorem 3.1, Theorem 3.3 and Theorem 3.6 holds as weak convergence in D[0, 1]J .
Condition (21) is satisfied in the important special case where G is a polynomial of finite order.
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4 Proofs of the multivariate convergence results
4.1 Proof of Theorem 3.1
We start with a number of lemmas. The first yields the limit covariance structure in (11).
Lemma 4.1. Assume that
∑
n |γ(n)|m <∞, then as N →∞:
1
N
[Nt1]∑
n1=1
[Nt2]∑
n2=1
γ(n1 − n2)m → (t1 ∧ t2)
∞∑
n=−∞
γ(n)m. (22)
Proof. Denote the left-hand side of (22) by SN . Let a = t1 ∧ t2, and b = t1 ∨ t2, and
SN,1 =
1
N
[Na]∑
n1=1
[Na]∑
n2=1
γ(n1 − n2)m, SN,2 = 1
N
[Na]∑
n1=1
[Nb]∑
n2=[Na]+1
γ(n1 − n2)m,
so SN = SN,1 + SN,2. We have as N →∞,
SN,1 = a
[Na]−1∑
n1=−[Na]+1
[Na]− |n|
Na
γ(n)m → a
∞∑
n=−∞
γ(n)m.
We hence need to show that SN,2 → 0. Let c(n) = γ(n)m, then
SN,2 ≤ 1
N
[Na]∑
n1=1
[Nb]∑
n2=[Na]+1
|c(n2 − n1)| = 1
N
[Na]∑
n1=1
cN,n1 =
∫ a
0
fN (u)du,
where
cN,n1 :=
[Nb]∑
n2=[Na]+1
|c(n2 − n1)| =
[Nb]−[Na]∑
n2=1
|c([Na] + n2 − n1)|,
and for u ∈ (0, a),
fN(u) : =
[Na]∑
n1=1
cN,n11[n1−1
N
,
n1
N
)
(u)
=
[Nb]−[Na]∑
n2=1
[Na]∑
n1=1
|c([Na] + n2 − n1)|1[n1−1
N
,
n1
N
)
(u)
=
[Nb−Na]∑
n2=1
|c([Na]− [Nu]− 1 + n2)|.
Now observe that fN (u) ≤
∑∞
n=−∞ |c(n)| =
∑∞
n=−∞ |γ(n)|m <∞ and that [Na]− [Nu]→∞ as N → ∞ .
Applying the Dominated Convergence Theorem, we deduce fN (u) → 0 on (0, a). Applying the Dominated
Convergence Theorem again, we conclude that SN,2 → 0.
Now we introduce some notations, setting for G ∈ L2(φ),
SN,t(G) :=
1√
N
[Nt]∑
n=1
G(Xn). (23)
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The Hermite expansion of each Gj is
Gj =
∞∑
m=kj
gm,jHm (24)
if Gj has Hermite rank kj . Since we are in the pure SRD case, we have as in Remark 2.3, that the auto-
covariance function γ(n) of {Xn}
∞∑
n=−∞
|γ(n)|kj <∞, for j = 1, . . . , J.
The following lemma states that it suffices to replace a general Gj with a finite linear combination of
Hermite polynomials:
Lemma 4.2. If Theorem 3.1 holds with a finite linear combination of Hermite polynomials Gj =
∑M
m=kj
am,jHm
for any M ≥ maxj(kj) and any am,j, then it also holds for any Gj ∈ L2(φ).
Proof. First we obtain an L2 bound for SN,t(Hm). By EHm(X)Hm(Y ) = m!E(XY )
m (Proposition 2.2.1 in
[14]), for m ≥ 1,
E(SN,t(Hm))
2 =
1
N
[Nt]∑
n1,n2=1
EHm(Xn1)Hm(Xn2) =
m!
N
[Nt]∑
n1,n2=1
γ(n1 − n2)m
= tm!
[Nt]−1∑
n=1−[Nt]
[Nt]− |n|
Nt
γ(n)m ≤ tm!
∞∑
n=−∞
|γ(n)|m. (25)
Next, fix any ǫ > 0. By (25) and ‖G‖2L2(φ) =
∑∞
m=0 g
2
mm!, for M large enough, one has
E|SN,t(Gj)− SN,t(
M∑
m=kj
gm,jHm)|2 = E|SN,t(
∞∑
m=M+1
gm,jHm)|2
=
∞∑
m=M+1
g2m,jE(SN,t(Hm))
2 ≤ t
∞∑
n=−∞
|γ(n)|kj
∞∑
m=M+1
g2m,jm! ≤ ǫt.
Therefore, the J-vector
VN,M(t) =
(
SN,t(
M∑
m=k1
gm,1Hm), . . . , SN,t(
M∑
m=kJ
gm,jHm)
)
satisfies lim supN E||VN,M (t)−VN (t)|2 ≤ Jǫt, and thus
lim
M
lim sup
N
E|VN,M (t)−VN (t)|2 = 0.
By assumption, we have as N → ∞ VN,M (t) f.d.d.−→ BM (t) = (BM,1, . . . , BM,J), where the multivariate
Gaussian BM (t) has (scaled) Brownian motions as marginals with a covariance structure computed using
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Lemma 4.1 as follows:
E(BM,j1(t1)BM,j2(t2)) = lim
N→∞
E

SN,t1( M∑
m=kj1
gm,j1Hm)SN,t2(
M∑
m=kj2
gm,j2Hm)


= lim
N→∞
M∑
m=kj1∨kj2
gm,j1gm,j2m!
[Nt1]∑
n1=1
[Nt2]∑
n2=1
γ(n1 − n2)m
= (t1 ∧ t2)
M∑
m=kj1∨kj2
gm,j1gm,j2m!
∞∑
n=−∞
γ(n)m.
Furthermore, as M → ∞, BM (t) tends in f.d.d. to B(t), which is a multivariate Gaussian process with
the following covariance structure:
E(Bj1(t1)Bj2(t2)) = (t1 ∧ t2)
∞∑
m=kj1∨kj2
gm,j1gm,j2m!
∞∑
n=−∞
γ(n)m.
Therefore, applying the triangular argument in [2] Theorem 3.2, we have
VN (t)
f.d.d.−→ B(t).
The proof of Theorem 3.1 about the pure SRD case relies on [14] Theorem 6.2.3, which says that for
multiple Wiener-Itoˆ integrals, univariate convergence to normal random variables implies joint convergence
to a multivariate normal. We state it as follows:
Lemma 4.3. Let J ≥ 2 and k1, . . . , kj be some fixed positive integers. Consider vectors
VN = (VN,1, . . . , VN,J) := (Ik1(fN,1), . . . , IkJ (fN,J))
with fN,j in L
2(Rkj ). Let C be a symmetric non-negative definite matrix such that
E(VN,iVN,j)→ C(i, j).
Then the univariate convergence as N →∞
VN,j
d→ N(0, C(j, j)) j = 1, . . . , J
implies the joint convergence
VN
d→ N(0, C).
We now prove Theorem 3.1.
Proof. Take time points t1, . . . , tI , let VN (t) be the vector in (2) in the context of Theorem 3.1, with Gj
replaced by a finite linear combination of Hermite polynomials (Lemma 4.2). Thus
VN (ti) =
(
M∑
m=k1
gm,1
A1(N)
SN,ti(Hm), . . . ,
M∑
m=kJ
gm,J
AJ(N)
SN,ti(Hm)
)
. (26)
We want to show the joint convergence(
VN (t1), . . . ,VN (tI)
)
d→
(
B(t1), . . . ,B(tI)
)
(27)
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with B(t) being the J-dimensional Gaussian process with covariance structure given by (11).
By (6), and because the term
gm,j
Aj(N)
SN,ti(Hm) involves the m-th order Hermite polynomial only, we can
represent it as an m-tuple Wiener-Itoˆ integral:
gm,j
Aj(N)
SN,ti(Hm) =: Im(fN,m,i,j)
for some square-integrable function fN,m,i,j. Now
VN (ti) =
(
M∑
m=k1
Im(fN,m,i,1), . . . ,
M∑
m=kJ
Im(fN,m,i,J)
)
(28)
To show (27), one only needs to show that as N → ∞, (Im(fN,m,i,j))m,i,j converges jointly to a multi-
variate normal with the correct covariance structure.
Note by the univariate SRD result, namely, Theorem 2.1, each Im(fN,m,i,j) =
gm,j
Aj(N)
SN,ti(Hm) con-
verges to a univariate normal. Therefore, by Lemma 4.3, it’s sufficient to show the covariance structure of(
Im(fN,m,i,j)
)
m,i,j
is consistent with the covariance structure of (Bj(ti))i,j as N →∞.
Note that Aj(N) = σjN
1/2 where σj is found in (12). If m1 6= m2,
EIm1(fN,m,i1,j1)Im2(fN,m,i2,j2) =
gm1,j1 , gm2,j2
σj1σj2N
E
(
SN,ti1 (Hm1)SN,ti2 (Hm2)
)
= 0.
If m1 = m2 = m,
EIm(fN,m,i1,j1)Im(fN,m,i2,j2)
=
gm,j1 , gm,j2
σj1σj2
1
N
[Nti1 ]∑
n1=1
[Nti2 ]∑
n2=1
E
(
Hm(Xn1)Hm(Xn2)
)
=
m!gm,j1 , gm,j2
σj1σj2
1
N
[Nti1 ]∑
n1=1
[Nti2 ]∑
n2=1
γ(n1 − n2)
→ ti1 ∧ ti2
σj1σj2
gm,j1 , gm,j2m!
∞∑
n=−∞
γ(n)m as N →∞
by Lemma 4.1.
Since every component of VN in (26) is the sum of multiple Wiener-Itoˆ integrals, it follows that
EVN,j1(ti1)VN,j2(ti2)→
ti1 ∧ ti2
σj1σj2
M∑
m=kj1∨kj2
gm,j1gm,j2m!
∞∑
n=−∞
γ(n)m,
which is the covariance in (11), where here M is finite due to Lemma 4.2.
4.2 Proof of Theorem 3.3
The pure LRD case is proved by extending the proof in [5] to the multivariate case. Set
SN,t(G) =
[Nt]∑
n=1
G(Xn).
The normalization factor which makes the variance at t = 1 tend to 1 is
Aj(N) = ajL(N)
kj/2N1+kj(d−1/2), (29)
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where the slowly varying function L(N) stems from the auto-covariance function: γ(n) = L(n)n2d−1 and
where aj is a normalization constant.
The Hermite expansion of each Gj is given in 24 The following reduction lemma shows that it suffices to
replace Gj ’s with corresponding Hermite polynomials.
Lemma 4.4. If the convergence in (13) holds with gkj ,jHkj replacing Gj, then it also holds for Gj, j =
1, . . . , J .
Proof. By the Crame´r-Wold device, we want to show for every (w1, . . . , wJ ) ∈ RJ , the following convergence:
J∑
j=1
wj
SN,t(Gj)
Aj(N)
f.d.d.−→
J∑
j=1
wjZ
(kj)
d (t).
Let G∗j = gkj+1,jHkj+1 + gkj+2,jHkj+2 + . . ., then
J∑
j=1
wj
SN,t(Gj)
Aj(N)
=
J∑
j=1
wj
SN,t(gkj ,jHkj )
Aj(N)
+
J∑
j=1
wj
SN,t(G
∗
j )
Aj(N)
.
By the assumption of this lemma and by the Crame´r-Wold device,
J∑
j=1
wj
SN,t(gkj ,jHkj )
Aj(N)
f.d.d.−→
J∑
j=1
wjZ
(kj)
d (t).
Hence it suffices to show that for any t > 0,
E

 J∑
j=1
wj
SN,t(G
∗
j )
Aj(N)


2
→ 0.
By the elementary inequality: (
∑J
j=1 xj)
2 ≤ J∑Jj=1 x2j , it suffices to show that for each j,
E
(
SN,t(G
∗
j )
Aj(N)
)2
→ 0.
This is because the variance growth of G∗j (see (7) and (9)) is at most L
∗
j([Nt])[Nt]
(kj+1)(2d−1)+2 for some
slowly varying function L∗j , while the normalization Aj(N)
2 = a2jLj(N)
kjNkj(2d−1)+2 tends more rapidly
to infinity.
The following lemma extends Lemma 3 of [5] to the multivariate case. It states that if Lemma 3 of [5]
holds in the univariate case in each component, then it holds in the multivariate joint case.
Lemma 4.5. Let F0 and FN be symmetric locally finite Borel measures without atoms on R so that FN → F
weakly. Let WFN and WF0 be complex Hermitian Gaussian measures with control measures FN and F0
respectively.
Let KN,j be a series of Hermitian(K(−x) = K(x)) measurable functions of kj variables tending to a
continuous function K0,j uniformly in any compact set in R
kj as N →∞.
Moreover, suppose the following uniform integrability type condition holds for every j = 1, . . . , J :
lim
A→∞
sup
N
∫
R
kj \[−A,A]kj
|KN,j(x)|2FN (dx1), . . . , FN (dxkj ) = 0. (30)
Then we have the joint convergence:(
I
(N)
k1
(KN,1), . . . , I
(N)
kJ
(KN,J)
)
d→
(
I
(0)
k1
(K0,1), . . . , I
(0)
kJ
(K0,J)
)
. (31)
where I
(N)
k (.) denotes a k-tuple Wiener-Itoˆ integral with respect to complex Gaussian random measure WFN ,
N = 0, 1, 2, . . .
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Proof. By the Crame´r-Wold device, we need to show that for every (w1, . . . , wJ ) ∈ RJ as N →∞,
XN :=
J∑
j=1
wjI
(N)
kj
(KN,j)
d→ X0,0 :=
J∑
j=1
wjI
(0)
kj
(K0,j). (32)
We show first that (32) holds when replacing all kernels with simple Hermitian functions gj of the form:
gj(u1, . . . , ukj ) =
n∑
i1,...,ik=1
ai1,...,ikj 1Ai1,j×...×Aikj ,j
(u1, . . . , ukj ),
where Ai,j ’s are bounded Borel sets in R satisfying F0(∂Ai,j) = 0, ai1,...,ikj = 0 if any two of i1, . . . , ikj are
equal, and g(u) = g(−u). We claim that
s∑
j=1
wjI
(N)
kj
(gj)
d→
s∑
j=1
wjI
(0)
kj
(gj). (33)
Indeed, since FN → F0 weakly and F0(∂Ai,j) = 0, we have as N →∞:
EWFN (Ai,j)WFN (Ak,l) = FN (Ai,j ∩ Ak,l)→ F0(Ai,j ∩ Ak,l) = EWF0 (Ai,j)WFN (Ak,l),
thus
(
WFN (Ai,j)
)
i,j
d→ (WF0(Ai,j))i,j jointly . Since ∑sj=1 wjI(N)kj (gj) is a polynomial of WFN (Ai,j) and by
Continuous Mapping Theorem, (33) holds.
Next, due to the atomlessness of FN , the uniform convergence of KN,j to K0,j on any compact set, (30)
and the continuity of K0,j , for any ǫ > 0, there exist simple Hermitian gj ’s j = 1, . . . , J as above, such that
for N = 0 and N > N(ǫ) (large enough),∫
R
kj
|KN,j(x1, . . . , xkj )− gj(x1, . . . , xkj )|2FN (dx1) . . . FN (dxkj ) < ǫ. (34)
By (34) for every j = 1, . . . , J , we can find a sequence gM,j such that
‖I(0)kj (K0,j)− I
(0)
kj
(gM,j)‖L2 < 1/M, (35)
‖INkj (KN,j)− INkj (gj)‖L2 < 1/M for N > N(M) (large enough), (36)
hence by (35)
X0,M :=
J∑
j=1
wjI
(0)
kj
(gM,j)
d→ X0,0 :=
J∑
j=1
wjI
(0)
kj
(K0) as M →∞. (37)
and by (36),
lim
M
lim sup
N
E|XN −XN,M |2
:= lim
M
lim sup
N
E
∣∣∣∣∣∣
J∑
j=1
wjI
(N)
kj
(KN,j)−
J∑
j=1
wjI
(N)
kj
(gM,j)
∣∣∣∣∣∣
2
= 0. (38)
Finally, replacing gj by gM,j in (33), we have
XN,M
d→ X0,M . (39)
Thus (32), namely, XN
d→ X0,0, follows now from (37), (38) and (39) and Theorem 3.2 of [2].
We can now prove Theorem 3.3:
Proof. Since Lemma 4.5 involves only univariate assumptions and concludes with the desired multivariate
convergence (31), one needs to treat only the univariate case. This is done in [5].
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4.3 Proof of Theorem 3.6
The following result from [16] will be used:
Theorem 4.6. (Theorem 4.7 in [16].) Consider
SN =
(
Ik1,S (f1,S,N), . . . , IkJS,S (fJS ,S,N)
)
,
LN =
(
Ik1,L(f1,L,N), . . . , IkJL,L(fJL,L,N)
)
,
where kjS ,S > kjL,L for all jS = 1, . . . , JS and jL = 1, . . . , JL.
Suppose that as N → ∞, SN converges in distribution to a multivariate normal law, and LN converges
in distribution to a multivariate law which has moment-determinate components, then there are independent
random vectors Z and H, such that
(SN ,LN )
d→ (Z,H).
A proof of Theorem 4.6 can be found in Appendix B (see Theorem B.3).
Proof of Theorem 3.6. Using the reduction arguments of Lemma 4.2 and Lemma 4.4, we can replace Gj,S in
(16) with
∑M
m=kj,S
gm,j,SHm, and we can replace Gj,L in (17) with gkL,j,LHkL , where kj,S > kj,L = 1 or 2
are the corresponding Hermite ranks and gm,j,S , gkL,j,L are the corresponding coefficients of their Hermite
expansions.
Fix finite time points ti, i = 1 . . . , I, we need to consider the joint convergence of the following vector:
(Si,jS ,N , Li,jL,N )i,jS ,jL :=

 1
AjS ,S
M∑
m=kjS ,S
gm,jS ,SSN,ti(Hm),
1
AjL,L
gkL,jL,LSN,ti(HkL)


i,jS ,jL
, (40)
where i = 1, . . . , I, jS = 1, . . . , JS , jL = 1, . . . , JL.
As in the proof of Theorem 3.1, using (6), we express Hermite polynomials as multiple Wiener-Itoˆ
integrals:
Si,jS ,N =
M∑
m=kjS,S
Im(fm,i,jS ,N), Li,jL,N =
M∑
m=kjL,L
Im(fm,i,jL,N),
where fm,i,jS ,N , fi,jL,N are some symmetric square-integrable functions.
Express the vector in (40) as (SN ,LN ), where SN := (Si,jS ,N )i,jS , LN := (Li,jL,N)i,jL .
By Theorem 3.1, SN converges in distribution to some multivariate normal distribution, and by The-
orem 3.3, LN converges to a multivariate distribution with moment-determinate marginals, because by
assumption the limits only involve Hermite rank k = 1 (normal distribution) and k = 2 (Rosenblatt dis-
tribution). The normal distribution is moment-determinate. The Rosenblatt distribution is also moment-
determinate because it has analytic characteristic function ([23] p.301).
We can now use Theorem 4.6 to conclude the proof.
A Invariance of joint distribution among different representations
of Hermite process
The Hermite process admits four different representations ([21]):
Let B(.) be the real Gaussian random measure and W (.) be the complex Gaussian random measure, as
defined in Section 6 of [24]. H0 ∈ (1− 1/(2k), 1).
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1. Time domain representation:
Z
(k)
H0
(t) = ak,H0 =
∫ ′
Rk

∫ t
0
k∏
j=1
(s− xj)H0−3/2+ ds

B(dx1) . . . B(dxk) (41)
2. Spectral domain representation:
Z
(k)
H0
(t) = bk,H0
∫ ′′
Rk
ei(x1+...+xk)t − 1
i(x1 + . . .+ xk)
k∏
j=1
|xj |1/2−H0W (dx1) . . .W (dxk) (42)
3. Positive half-axis representation:
Z
(k)
H0
(t) = ck,H0
∫ ′
[0,∞)k

∫ t
0
k∏
j=1
x
1/2−H0
j (1− sxj)H0−3/2+ ds

B(dx1) . . . B(dxk) (43)
4. Finite interval representation:
Z
(k)
H0
(t) = dk,H0
∫ ′
[0,t]k

 k∏
j=1
x
1/2−H0
j
∫ t
0
xk(H0−1/2)
k∏
j=1
(s− xj)H0−3/2+ ds

B(dx1) . . . B(dxk) (44)
where ak,H0 , bk,H0 , ck,H0 , dk,H0 are constant coefficients to guarantee that Var(Z
(k)
H0
(t)) = 1, given in (1.17)
and (1.18) of [21].
Keep H0 fixed throughout. We will prove the following:
Theorem A.1. The joint distribution of a vector made up of Hermite processes of possibly different orders
k, but sharing the same random measure B(.) or W (.) in their Wiener-Itoˆ integral representations, remains
the same when switching from one of the above representations to another.
The following notations are used to denote Wiener-Itoˆ integrals with respect to B(.) andW (.) respectively:
I(f) :=
∫ ′
Rk
f(x1, . . . , xk)dB(x1) . . . dB(xk),
I˜(g) :=
∫ ′′
Rk
g(ω1, . . . , ωk)dW (ω1) . . . dW (ωk).
where ′ indicates that we don’t integrate on xi = xj , i 6= j, ′′ indicates that we don’t integrate on ωi = ±ωj,
i 6= j, f is a symmetric function and g is an Hermitian function (g(ω) = g(−ω)).
The next lemma establishes the equality in joint distribution between time domain representation (41)
and spectral domain representation (42), which is a multivariate extension of Lemma 6.1 in [24].
Lemma A.2. Suppose that Aj(x1, . . . , xkj ) is a symmetric function in L
2(Rkj ), j = 1, . . . , J . Let A˜(x1, . . . , xkj )
be its L2-Fourier transform:
A˜j(ω1, . . . , ωkj ) =
1
(2π)kj/2
∫
Rm
exp(i
kj∑
n=1
xnωn)Aj(x1, . . . , xkj )dx1 . . . dxkj .
Then
(Ik1 (A1), . . . , IkJ (AJ ))
d
=
(
I˜k1 (A˜1), . . . , I˜kJ (A˜J )
)
.
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Proof. The proof is a slight extension of the proof of Lemma 6.1 of [24]. The idea is to use a complete
orthonormal set {ψi, i ≥ 0} in L2(R) to represent each Aj as an infinite polynomial form of order kj with
respect to ψi’s, as is done in (6.3) of [24]. Each Ikj (Aj) can be then written in the form of (6.4) of [24],
which is essentially a function of Xi :=
∫
ψi(x)dB(x), i ≥ 0, denoted
Ikj (Aj) = Kj(X),
where X = (X0, X1, . . .). Thus
(Ik1 (A1), . . . , IkJ (AJ )) = K(X), (45)
where the vector function K = (K1, . . . ,KJ).
Now, A˜j can also be written as an infinite polynomial form of order kj with respect to ψ˜i, i ≥ 0,
where ψ˜i(ω) = (2π)
−1/2
∫
eixωψi(x)dx is the L
2-Fourier transform of ψi, as is done in (6.5) of [24]. Set
Yj :=
∫
ψ˜i(ω)dW (ω), i ≥ 0. Then, as in (6.6) of [24], we have
I˜kj (A˜j) = Kj(Y),
where Kj ’s are the same as above, Y = (Y0, Y1, . . .), and thus(
I˜k1(A˜1), . . . , I˜kJ (A˜J )
)
= K(Y). (46)
By (45) and (46), it suffices to show that X
d
= Y. This is true because by Parseval’s identity, X and Y
both consist of i.i.d. normal random variables with mean 0 and identical variance, . For details, see [24].
We now complete the proof of Theorem A.1. We still need to justify the equality in joint distribu-
tion between time domain representation (41) and positive half-axis representation (43) or finite interval
representation (44).
First let’s summarize the arguments of [21] for going from (41) to (43) or (44). The heuristic idea is that
by changing the integration order in (41), one would have
Z
(k)
H0
=
∫ t
0

∫ ′
Rk
k∏
j=1
(s− xj)H0−3/2B(dx1) . . . B(dxk)

 ds
=
∫ t
0
Hk
(∫
R
(s− x)H0−3/2+ B(dx)
)
ds, (47)
where Hk is k-th Hermite polynomial. But in fact g(x) := (s − x)H0−3/2+ /∈ L2(R), and consequently
G(s) :=
∫
R
(s− x)H0−3/2+ B(dx) is not well-defined.
The way to get around this is to do a regularization, that is, to truncate g(x) as gǫ(x) := g(x)1s−x>ǫ(x)
for ǫ > 0. Now the Gaussian process Gǫ(t) :=
∫
R
gǫ(x)B(dx) is well-defined. Next, after some change
of variables, one gets the new desired representation of Gǫ(t), say G
∗
ǫ (t), where G
∗
ǫ (t)
d
= Gǫ(t). Setting
Z
(k)
ǫ,H0
(t) =
∫ t
0
Hk(Gǫ(t))dt and Z
(k)∗
ǫ,H0
(t) =
∫ t
0
Hk(G
∗
ǫ (t))dt, yields
Z
(k)
ǫ,H0
(t)
d
= Z
(k)∗
ǫ,H0
(t). (48)
Finally by letting ǫ→ 0, one can show that Z(k)ǫ,H0(t) converges in L2(Ω) to the Hermite process Z
(k)
H0
(t), while
Z
(k)∗
ǫ,H0
(t) converges in L2(Ω) to some Z
(k)∗
H0
(t), which is the desired alternative representation of Z
(k)
H0
(t).
The above argument relies on the stochastic Fubini theorem (Theorem 2.1 of [21]) which legitimates the
change of integration order, that is, for f(s,x) defined on R× Rk, if ∫
R
‖f(s, .)‖L2(Rk)ds <∞ (which is the
case after regularization), then∫ ′
Rk
∫
R
f(s, x1, . . . , xk)dsB(dx1) . . . B(dxk) =
∫
R
∫ ′
Rk
f(s, x1, . . . , xk)B(dx1) . . . B(dxk)ds a.s.
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Now, consider the multivariate case. Note that we still have equality of the the joint distributions as in
(48) and the equality is preserved in the L2(Ω) limit as ǫ → 0. Moreover, the stochastic Fubini theorem
(Theorem 2.1 of [21]) extends naturally to the multivariate setting since the change of integration holds as
an almost sure equality. Therefore one gets equality in joint distribution when switching from (41) to (43)
or (44). 
B Asymptotic independence of Wiener-Itoˆ integral vectors
We prove here Theorem 4.1 by extending a combinatorial proof of Nourdin and Rosinski [15] 1.
First, some background. In the papers [25] and [10], a criterion for independence between two random
variables belonging to Wiener Chaos, say, Ip(f) and Ip(g), is given as
f⊗1g = 0 a.s. (49)
where ⊗1 means contraction of order 1 and is defined below.
The result of [16] involves the following problem: if one has sequences {fn}, {gn}, when will asymptotic
independence hold between Ip(fn) and Iq(gn) as n→∞? Motivated by (49), one may guess that the criterion
is fn⊗1gn → 0 as n → ∞. This is, however, shown to be false by a counterexample in [16]: set p = q = 2,
fn = gn and assume that I2(fn)
d→ Z ∼ N(0, 1). One can then show that fn ⊗1 fn → 0, while obviously
(I2(fn), I2(fn))
d→ (Z,Z). Let ‖.‖ denote the L2 norm in the appropriate dimension and let < ., . > denote
the corresponding inner product.
We now define contractions. The contraction ⊗r between two symmetric square integrable functions f
and g is defined as
(f ⊗r g)(x1, . . . , xp−r , y1, . . . , yq−r) :=∫
Rr
f(x1, . . . , xp−r , s1, . . . , sr)g(y1, . . . , yq−s, s1, . . . , sr)ds1 . . . dsr
If r = 0, the contraction is just the tensor product:
f ⊗0 g = f ⊗ g := f(x1, . . . , xp)g(y1, . . . , yq). (50)
The symmetrized contraction ⊗˜r involves one more step, namely, the symmetrization of the function
obtained from the contraction. This is done by summing over all permutations of the variables and di-
viding by the number of permutations. Note that as the contraction is only defined for symmetric func-
tions, replacing ⊗r with ⊗˜r enables one to consider a sequence of symmetrized contractions of the form(
. . .
(
(f1⊗˜r1f2)⊗˜r2f3
)
. . .
)
⊗˜rn−1fn .
We will use the following product formula (Proposition 6.4.1 of [18]) for multiple Wiener-Itoˆ integrals
Ip(f)Iq(g) =
p∧q∑
r=0
r!
(
p
r
)(
q
r
)
Ip+q−2r(f⊗rg) p, q ≥ 0. (51)
Because the symmetrization of the integrand doesn’t change the multiple Wiener-Itoˆ integral, ⊗r could be
replaced with ⊗˜r in the product formula.
For a vector q = (q1, . . . , qk), we denote |q| := q1 + . . .+ qk. By a suitable iteration of (51), we have the
following multiple product formula:
k∏
i=1
Iqi(fi) =
∑
r∈C(q,k)
a(q, k, r)I|q|−2|r|
(
. . . (f1⊗˜r1f2) . . . ⊗˜rk−1fk
)
, (52)
1The proof in Theorem B.1 below is an extension to Wiener-Itoˆ integral vectors of the original combinatorial proof of
Theorem 3.1 of [15] given for Wiener-Itoˆ integral scalars. The result also follows from Theorem 3.4 in [16] which includes
Wiener-Itoˆ integral vectors, but with a proof based on Malliavin Calculus.
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where q ∈ Nn, the index set C(q, k) = {r ∈ ∏k−1i=1 {0, 1, . . . , qi+1} : r1 ≤ q1, ri ≤ (q1 + . . .+ qi)− 2(r1 + . . .+
ri−1), i = 2, . . . k − 1}, and a(q, k, r) is some integer factor.
Theorem B.1. (Asymptotic Independence of Multiple Wiener-Itoˆ Integral Vectors.) Suppose we
have the joint convergence
(U1,N , . . . ,UJ,N )
d→ (U1, . . . ,UJ),
where
Uj,N =
(
Iq1,j (f1,j,N ), . . . , IqIj ,j (fIj ,j,N )
)
.
Assume
lim
N→∞
‖fi1,j1,N ⊗r fi1,j2,N‖ = 0 (53)
for all i1, i2, j1 6= j2, and r = 1, . . . , qi1,j1 ∧ qi2,j2 .
Then using the notation uk = uk11 . . . u
km
m , we have
E[Uk11 . . .U
kJ
J ] = E[U
k1
1 ] . . .E[U
kJ
J ] (54)
for all kj ∈ NIj
Moreover, if every component of every Uj is moment-determinate, then U1, . . . ,UJ are independent.
Proof. This is an extension of a proof in [15].
The index i = 1, . . . , Ij refers to the components within the vector Uj,N , j = 1, . . . , J . For notational
simplicity, we let Ij = I, that is, each Uj,N has the same number of components.
Let |k| denote the sum of its components k1 + . . .+ km. First to show (54), it suffices to show
lim
N→∞
E
J∏
j=1
(U
kj
j,N − E[Ukjj,N ]) = 0
for any |k1| > 0, . . . , |kJ| > 0. Note that Ukjj,N = Uk1,j1,j,N . . . UkI,jI,j,k is a scalar.
By (52), one gets
Iq(f)
k =
∑
r∈Cq,k
a(q, k, r)Ikq−2|r|
(
. . . (f⊗˜r1f) . . . ⊗˜rk−1f
)
where a(q, k, r)’s are integer factors which don’t play an important role, and Cq,k is some index set. If
U
kj
j,N =
∏I
i=1 Iqi,j (fi,j,N )
ki,j , then
U
kj
j,N =
I∏
i=1
∑
r∈Cqi,j ,ki,j
a(qi,j , ki,j , r)Iki,jqi,j−2|r|
(
. . . (fi,j,N ⊗˜r1fi,j,N) . . . ⊗˜rki,j−1fi,j,N
)
=
∑
r1∈Cq1,j ,k1,j
. . .
∑
rI∈CqI,j ,kI,j
I∏
i=1
a(qi,j , ki,j , r
i)Iki,jqi,j−2|ri|(hi,j,N ) (55)
where
hi,j,N =
(
. . . (fi,j,N ⊗˜ri
1
fi,j,N ) . . . ⊗˜ri
ki,j−1
fi,j,N
)
.
If one applies the product formula (52) to the product in (55), one gets that U
kj
j,N involves terms of the
form I|pj |−2|sj|(Hj,N ) (pj and sj run through some suitable index sets), where
Hj,N =
(
. . . (h1,j,N ⊗˜s1h2,j,N) . . . ⊗˜sI−1hI,j,N
)
.
Since the expectation of a Wiener-Itoˆ integral of positive order is 0 while a Wiener-Itoˆ integral of zero order
is a constant, U
kj
j,N − E[Ukjj,N ] involves I|pj |−2|sj|(Hj,N ) with |pj | − 2|sj| > 0 only. Therefore, every Hj,N
involved in the expression of U
kj
j,N − E[Ukjj,N ] has nj = |pj | − 2|sj| > 0 variables.
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Note that there are no products left at this point in the expression of U
kj
j,N − E[Ukjj,N ], only sums. But
to compute E
∏J
j=1(U
kj
j,N −E[Ukjj,N ]), one needs to apply the product formula (52) again and then compute
the expectation. Since Wiener-Itoˆ integrals of positive order have mean 0, taking the expectation involves
focusing on the terms of zero order which are constants. Since f ⊗p g =< f, g >= EIp(f)Ip(g) for functions
f and g both having p variables, E
∏J
j=1(U
kj
j,N − E[Ukjj,N ]) involves only terms of the form:
GN =
(
. . . (H1,N ⊗˜t1H2,N) . . . ⊗˜tJ−2HJ−1,N
) ⊗˜tJ−1HJ,N (56)
=
∫
R
nJ
(
H1,N⊗˜t1H2,N) . . . ⊗˜tJ−2HJ−1,N
)
HJ,N dx (57)
where the contraction size vector t = (t1, . . . , tJ−1) runs through some index set. Since these contractions
must yield a constant, we have
|t| = 1
2
(n1 + . . .+ nJ ) > 0, (58)
where nj is the number of variables of Hj,N . There is therefore at least one component (call it t) of t which
is strictly positive and thus there is a pair j1, j2 with j1 6= j2, such that HJ1 and Hj2 that have at least one
common argument.
One now needs to show that GN in (57) tends to 0. This is done by applying the generalized Cauchy-
Schwartz inequalities in Lemma 2.3 of [16] successively, through the following steps:
for any j1 6= j2, i1, i2 and r > 0, lim
N→∞
‖fi1,j1,N ⊗r fi2,j2,N‖ = 0
=⇒ for any j1 6= j2, i1, i2 and s > 0, lim
N→∞
‖hi1,j1,N ⊗s hi2,j2,N‖ = 0
=⇒ for any j1 6= j2 and t > 0, lim
N→∞
‖Hj1,N ⊗t Hj2,N‖ = 0 (59)
=⇒ lim
N→∞
GN = 0, (60)
proving (54). Here we illustrate some details for going from (59) to (60), and omit the first two steps which
use a similar argument.
Let C = {1, 2, . . . , (n1 + . . . nJ)/2}. Suppose c is a subset of C, then we use the notation zc to denote
{zj1 , . . . , zj|c|} where {j1, . . . , j|c|} = c and |c| is the cardinality of c. When c = ∅, zc = ∅.
Observe that (57) is a sum (due to symmetrization) of terms of the form:∫
R|C|
H1,N (zc1) . . . HJ,N (zcJ )dzC , (61)
where every cj , j = 1, . . . , J , is a subset of C. Note that since |t| = t1+ . . .+ tJ > 0 in (58), there must exist
j1 6= j2 ∈ {1, . . . , J}, such that c0 := cj1 ∩ cj2 6= ∅. By the generalized Cauchy Schwartz inequality (Lemma
2.3 in [16]), one gets a bound for (61) as:∣∣∣∣
∫
R|C|
H1,N (zc1) . . . HJ,N (zcJ )dzC
∣∣∣∣ ≤ ‖Hj1,N ⊗|c0| Hj2,N‖ ∏
j 6=j1,j2
‖Hj,N‖,
where ‖Hj1,N ⊗|c0| Hj2,N‖ → 0 as N → ∞ by (59). In addition, ‖fi,j,N‖, N ≥ 1 are uniformly bounded
due to the tightness of the distribution of Iki,j (fi,j,N ), N ≥ 1 (Lemma 2.1 of [16]). This, by the generalized
Cauchy-Schwartz inequality (Lemma 2.3 of in [16]), implies that ‖hi,j,N‖, N ≥ 1 are uniformly bounded,
which further implies the uniform boundedness of ‖Hj,N‖, N ≥ 1. Hence (61) goes to 0 as N →∞ and thus
(60) holds.
Finally, if every component of every Uj is moment-determinate, then by Theorem 3 of [20], the distribu-
tion of U := (U1, . . . ,UJ ) is determined by its joint moments. But by (54), the joint moments of U are the
same as if the Uj ’s were independent. Then the joint moment-determinancy implies independence.
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Corollary B.2. With the notation of Theorem B.1, suppose that condition (53) is satisfied and that as
N → ∞, each Uj,N converges in distribution to some multivariate law which has moment-determinate
components. Then there are independent random vectors U1, . . . ,UJ such that
(U1,N , . . . ,UJ,N )
d→ (U1, . . . ,UJ). (62)
Proof. Since each Uj,N converges in distribution, the vector of vectors (U1,N , . . . ,UJ,N ) is tight in distribu-
tion, so any of its subsequence has a further subsequence converging in distribution to a vector (U1, . . .UJ ).
But by Theorem B.1, the Uj ’s are independent, and the convergence in distribution of each Uj,N implies
that Uj,N
d→ Uj , and hence (62) holds.
Now we are in the position to state the result used in Theorem 3.6 in the proof of the SRD and LRD
mixed case.
Theorem B.3. Consider
SN =
(
Ik1,S (f1,S,N), . . . , IkJS,S (fJS ,S,N)
)
,
LN =
(
Ik1,L(f1,L,N), . . . , IkJL,L(fJL,L,N)
)
,
where kjS ,S > kjL,L for all jS = 1, . . . , JS and jL = 1, . . . , JL.
Suppose that as N → ∞, SN converges in distribution to a multivariate normal law, and LN converges
in distribution to a multivariate law which has moment-determinate components, then there are independent
random vectors Z and H, such that
(SN ,LN )
d→ (Z,H).
Proof. By Corollary B.2, we only need to check the contraction condition (53). This is done as in the proof
of Theorem 4.7 of [16]. For the convenience of the reader, we present the argument here.
Using the identity ‖f ⊗r g‖2 =< f ⊗p−r f, g ⊗q−r g > where r = 1, . . . , p ∧ q, f and g have respectively
p and q variables, we get for r = 1, . . . , ki,L,
‖fi,S,N ⊗r fj,L,N‖2 =< fi,S,N ⊗ki,S−r fj,S,N , fj,L,N ⊗kj,L−r fj,L,N >
≤ ‖fi,S,N ⊗ki,S−r fj,S,N‖‖fj,L,N ⊗kj,L−r fj,L,N‖ → 0
because ‖fi,S,N ⊗ki,S−r fj,S,N‖ → 0 by the Nualart-Peccati Central Limit Theorem [17], and for the second
term, one has by Cauchy-Schwartz inequality, ‖fj,L,N ⊗kj,L−r fj,L,N‖ ≤ ‖fj,L,N‖2 (generalized Cauchy-
Schwartz inequality in [16] Lemma 2.3), which is bounded due to the tightness of the distribution of
Ikj,L(fj,L,N) (Lemma 2.1 of [16]). Therefore (53) holds and the conclusion follows from Corollary B.2.
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