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ELEMENTARY EQUIVARIANT MODULES
MIKHAIL GUDIM
Abstract. We study equivariant modules over GL(V ) over the polynomial ring R = SymV . We introduce
for every partition λ the elementary equivariant module Mλ. Then we prove that any finitely generated
equivariant module admits a filtration with associated graded being the direct sum of modules of only two
kinds: either Mλ or truncations of Mλ. We show that each Mλ has a linear resolution and describe also the
resolution of its truncations.
1. Introduction 1
Notation and Conventions 2
2. Technical Results 2
2.1. Coassociativity of the Exterior Algebra 2
2.2. Representations of GL(V ) 2
2.3. Pieri Inclusions 3
2.4. Embeddings into V ⊗Sλ⊗
∧k
V 4
3. Category of Equivariant Modules Over GL(V ) 6
4. Projectives 7
5. Elementary Equivariant Module Associated with a Partition λ. 8
6. Filtration of an Equivariant Module 11
7. Resolution of Mλ 14
7.1. Using the Geometric Method 18
8. Resolutions of Truncations of Mλ 18
9. Simple Objects 19
References 20
1. Introduction
We will work in the category of finitely generated GL(V )-equivariant modules over the polynomial ring
(see Section 3 for definitions). This and related categories are the subject of [Sam-Snowd12] where a much
more elaborate treatment is given. In our paper we concentrate on studying the resolutions of what we
will call (see Section 5) ”elementary equivariant modules associated with partition λ” and denote by Mλ.
To our knowledge, these modules first appeared in Section 2.2 of [Sam-Snowd12] where their properties are
discussed. One thing that makes Mλ’s remarkable is that every equivariant GL(V )-module has a filtration
with the associated graded being the direct sum of eitherMλ’s or their truncations. This is our Theorem 6.6,
but this was already known (see Corollary 2.2.7 of [Sam-Snowd12]). It turns out that the resolutions ofMλ’s
are linear and their terms are described in Theorem 7.3. As Steven Sam explained to me, this result can be
obtained (see Section 7.1) using the so-called geometric technique of Weyman (see Theorem 5.1.2 of [Wey03]).
However, our method is completely algebraic and it also allows to study the resolutions of truncations of
Mλ which we do in Section 8. Our approach is to analyze the complex which computes Tor
R
• (Mλ, k) in
explicit way. The main difficulty in this analysis is to establish bijection between irreducible summands of
tensor product of three representations induced by associativity. In general, this is a pretty hard problem (see
Section 5 of [Knu-Tao-Wood04]), but we only need a very special case of it. This is done in Section 2.4.
I would like to thank Steve Sam, who pointed out Lemma 2.9 to me and read a draft of this paper. Also I
thank Ragnar-Olaf Buchweitz for helpful suggestions.
Date: July 5, 2018.
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Notation and Conventions. Let k be an algebraically closed field of characteristic zero and V be a vector
space over k of dimension n with basis x1, · · ·xn. We will think of elements of V as having degree 1 and
elements of k have degree 0 of course. We will only work with finitelly generated graded modules and graded
maps. Such category will be denoted by S −mod where any graded ring can take place of S.
Let λ = (λ1, λ2, · · ·λm) be some partition. By
∧λ V we will mean the tensor product∧λ1 V ⊗∧λ2 V ⊗ · · ·∧λm V
and similarly for the symmetric powers. We will denote the Schur functor corresponding to λ by SλV and
most often we will abbreviate it to simply Sλ.
2. Technical Results
2.1. Coassociativity of the Exterior Algebra. See Section I of [Ak-Buch-Wey82] for details of this
section. The exterior algebra
∧
V is a graded-commutative Hopf algebra. Let l := (l1, · · · lt), a := (a1, · · · at)
and b := (b1, · · · bt) be vectors with all integer components. Consider the map
Φ(l, a) :
∧l
V =
∧l1
V ⊗ · · ·
∧lt
V → (
∧l1−a1
V ⊗ · · ·
∧lt−at
V )⊗(
∧a1
V ⊗ · · ·
∧at
V ) =
∧l−a
V ⊗
∧a
V
The map Φ(l, a) is a tensor product of the appropriate components of comultiplications followed by a per-
mutation of factors.
As a consequence of coassociativity of
∧
V the following diagram commutes:
∧l
V
∧l−b
V ⊗
∧b
V
∧l−b−a
V ⊗
∧a
V ⊗
∧b
V
∧l−a
V ⊗
∧a
V
∧l−a−b
V ⊗
∧b
V ⊗
∧a
V
Φ(l, b)
Φ(l − a, b)⊗ 1∧a V
Φ(l, a)
Φ(l − b, a)⊗ 1∧b V
σ∼=
Figure 1.
The map σ is a permutation of factors.
2.2. Representations of GL(V ). Every finite-dimensional polynomial (more generally, rational) repre-
sentation of G := GL(V ) decomposes into direct sum of irreducible ones. Every irreducible polynomial
representation of G is isomorphic to a Schur Functor. See Section 8.2 of [Fult97] for a reference.
Let λ := (λ1, · · ·λn) be a partition. By D(λ) we will mean the Young diagram of λ which we draw as a set
of boxes in the plane. For example, the Young diagram of the partition (3, 2, 2, 1) is
The conjugate partition of λ is the partition λ˜ = (λ˜1, · · · λ˜t) where λ˜i is the number of boxes in the i-th
column of D(λ). For example, the conjugate partition of (3, 2, 2, 1) is the partition (4, 3, 1.0) and its Young
diagram is:
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Let us recall:
Theorem 2.1. There is only one representation occurring in both Symλ V and
∧λ˜ V . This common repre-
sentation is the Schur functor Sλ and can be realized as
(1) As an image of the (unique) map Symλ V →
⊗
(i,j)∈D(λ)
V (i, j) →
∧λ˜
V and thus as a quotient of
Symλ V , or
(2) as an image of the (unique) map
∧λ˜
V →
⊗
(i,j)∈D(λ)
V (i, j)→ Symλ V and thus as a quotient of
∧λ˜
V
Here V (i, j) means the copy of V indexed by the box (i, j) of D(λ). The first map in (1) is the tensor product
of components of comultiplications in the symmetric algebra: Symλi V →
⊗
1≤j≤λi
V (i, j) and the second map
is the tensor product of projections
⊗
1≤i≤λ˜j
V (i, j)→
∧λ˜j V
For each semistandard tableaux T one can write down an element vT of
∧λ˜
V which is a tensor product of
wedge products of elements, the i-th factor being the wedge product of elements (in order) occuring in the
i-th column of T . These elements are linearly independent and span the subspace of
∧λ˜
V isomorphic to Sλ.
Moreover, the images of those elements under the composite map in (2) above form a basis for the subspace
of Symλ V isomorphic to Sλ.
According to our grading conventions, Sλ is a graded vector space concentrated in the degree |λ|- the number
of boxes in D(λ). For example, both S(3,2,2,1) and S(4,3,1.0) are of degree 3+2+2+1 = 4+3+1+0 = 8.
2.3. Pieri Inclusions. For a partition λ define V S(λ, k) (here ”V S” stands for ”vertical strip”) to be the
set of all partitions obtained from λ by adjoining k boxes, no two in the same row. Similarly let HS(λ, k)
(here ”HS” stands for ”horizontal strip”) to be the set of all partitions obtained from λ by adjoining
k boxes with no two in the same column. Let us recall the well-known Pieri Formulas (see Section 6.1
of [Fult-Harr91]):
Sλ⊗Symk V
∼=
⊕
η∈HS(λ,k)
Sη
and
Sλ⊗
∧k
V ∼=
⊕
η∈V S(λ,k)
Sη
For a fixed λ and k let us take η ∈ V S(λ, k). Suppose aj boxes were added to the j-th column of λ to get
η (in particular, the aj’s add up to k) Let a := (a1, · · · aj). The inclusion Sη֌Sλ⊗
∧k V is the composition
(see proof of Theorem IV.2.1 in [Ak-Buch-Wey82])
Sη֌
∧η˜
V →
∧λ˜
V ⊗(
∧a
V )→
∧λ˜
V ⊗
∧k
V → Sλ⊗
∧k
V
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Example 2.2. The formula for the Pieri inclusion S(2,2)V֌Sym2 V ⊗Sym2 V is:
a b
c d
7→
a
∧
c
⊗
b
∧
d
7→ (
a
⊗
c
−
c
⊗
a
)⊗(
b
⊗
d
−
d
⊗
b
) 7→
a
⊗
c
⊗
b
⊗
d
−
a
⊗
c
⊗
d
⊗
b
−
c
⊗
a
⊗
b
⊗
d
+
c
⊗
a
⊗
d
⊗
b
7→
ab⊗ cd− ad⊗ cb− cb⊗ad+ cd⊗ ab
Example 2.3. The formula for the Pieri inclusion S(2,1)V֌V ⊗Sym2 V is:
a b
c
7→
a
∧
c
⊗ b 7→
a
⊗
c
⊗ b−
c
⊗
a
⊗ b 7→ c⊗ ab− a⊗ cb
2.4. Embeddings into V ⊗Sλ⊗
∧k
V . We will need a technical result which describes the embeddings of
irreducible representations into V ⊗ Sλ⊗
∧k
V . First let us think about this tensor product with brackets
placed as follows: V ⊗(Sλ⊗
∧k
V ). With this placement of brackets we will think about each irreducible
summand η as being obtained from the diagram of λ by first adding k boxes according to Pieri rule (i.e. first
tensor with
∧k
V ) and then adding one more box (tensor with V ). Moreover, we will mark the k boxes that
were added first with the symbol ”
∧
” and the box which was added last will be marked with the symbol
”V ”.
Example 2.4. Suppose the dimension of V is 3. Consider the tensor product V ⊗ S(2,1,0)⊗
∧2
V . The
irreducible summands of S(2,1,0)⊗
∧2
V are obtained from the diagram of λ by adding two boxes according
to the Pieri rule. Let us mark these boxes with the symbol ’
∧
’. Thus the summands of S(2,1,0)⊗
∧2
V are:
∧
∧
,
∧
∧
,
∧
∧
Now to get all the summands of V ⊗(S(2,1,0)⊗
∧2
V ) we add one more box to all the summands above. Let
us mark this box with the symbol ”V ”. We get:
∧
V∧
,
∧
∧
V ,
∧
∧
V ,
∧
V
∧
,
∧
V∧
,
∧
∧
V ,
V∧
∧
,
∧
∧
V ,
∧
∧
V .
Note that with this bracket placement no ”
∧
”’s will be to the right or below the ”V ”. Each such (labeled)
diagram η defines an embedding Sη֌V ⊗(Sλ⊗
∧k
V ) in the following way: suppose η has aj
∧
’s in the
column j and the V is in the column s Let a := (a1, · · · at) and b be the vector all of whose components are
zero, except 1 in the position s.
Sη֌
∧η˜
V
Φ(η˜,b)
−−−−→ V ⊗
∧η˜−b
V
1V ⊗Φ(η˜−b,a)
−−−−−−−−−→ V ⊗(
∧η˜−b−a
V ⊗
∧a
V )→ V ⊗(Sλ⊗
∧k
V )
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In other words this labeling of η tells us to first separate off the box labeled ”V ” by applying appropriate
component of comultiplication on exterior algebra. Then we separate off all the ”
∧
”’s. Precomposing with
the inclusion Sη֌
∧η˜
V and postcomposing with the projection gives us the desired embedding.
Now let us think about this tensor product with brackets placed in a different way: (V ⊗Sλ)⊗
∧k
V . With
this placement of the brackets we will think about each irreducible summand η′ as being obtained from the
diagram of λ by first adding one box (i.e. first tensor with V ) and then adding k more boxes (tensor with∧k
V ). Again, we will mark the box that was added first with the symbol ”V ” and the k boxes which were
added later will be marked with the symbol ”
∧
”.
Example 2.5. Now we think about the tensor product V ⊗S(2,1,0)⊗
∧2
V with brackets placed as (V ⊗ S(2,1,0))⊗
∧2
V .
The summands of V ⊗ S(2,1,0) are:
V
, V , V
Now we add two ”
∧
”’s according to the Pieri rule:
V
∧
∧
,
V
∧
∧
,
V∧
∧
,
∧
V
∧
,
∧
V∧
,
∧
∧
V ,
∧
V∧
,
∧
V
∧
,
∧
V∧
Note that this time ”V ” is ”inside” of ”
∧
”’s, i.e. all the ”
∧
” occur to the right and below the ”V ”. Each
such (labeled) diagram η′ defines an embedding Sη′֌(V ⊗Sλ)⊗
∧k
V in the following way: suppose η has
a′j
∧
’s in the column j and the V is in the column s′. Let a′ := (a′1, · · · a
′
t) and b
′ be the vector all of whose
components are zero, except 1 in the position s′.
Sη′֌
∧η˜′
V
Φ(η˜′,a′)
−−−−−→
∧η˜′−a′
V ⊗
∧a′
V
Φ(η˜′−a′,b′)⊗ 1∧a′ V
−−−−−−−−−−−−−→ (V ⊗
∧η˜′−a′−b′
V )⊗
∧a′
V → V ⊗(Sλ⊗
∧k
V )
We will need to know ”how to move ”V ” from outside to inside”. More precisely, suppose we have a labeled
diagram η which comes from the bracket placement V ⊗(Sλ⊗
∧k
V ). This labeled diagram defines the
embedding Sη֌V ⊗(Sλ⊗
∧k
V ). The question is: which labbeled diagram η′ which comes from bracket
placement (V ⊗Sλ)⊗
∧k
V defines the same embedding as η? We will write η ∼ η′ when η and η′ define the
same embedding into V ⊗Sλ⊗
∧k
V .
The skew shape η − λ has at most one row with two boxes. Suppose η − λ has a row with two boxes, then
multiplicity of such η in V ⊗ Sλ⊗
∧k
V is equal to 1, so there is only one labeled diagram ν coming from
bracket placement (V ⊗ Sλ)⊗
∧k
V that has the same shape as η.
Example 2.6. In the above example we have the following equivalences:
∧
V∧
∼
V
∧
∧
,
∧
∧
V ∼
∧
V
∧
,
∧
V
∧
∼
V
∧
∧
,
∧
∧
V ∼
∧
V
∧
.
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Suppose now that the skew-shape η − λ has no row with two boxes. If there is no column that has both
”
∧
”’s and ”V ” then this η appears in both bracket placements and no moving is necessary.
Example 2.7. In our example we see that the labeled diagrams
∧
∧
V ,
∧
V∧
,
∧
∧
V .
appear in both bracket placements.
Finally, suppose that the skew shape η−λ has no row with two boxes and some column has both ”
∧
”’s and
”V ”. Then we need to ”slide the ”V ” up”. This does not change the embedding. One can easily see it by
writing down the corresponding embeddings and using coassotiativity of
∧
V (see Figure 1).
Example 2.8.
∧
∧
V ∼
∧
V∧
,
∧
∧
V ∼
∧
∧
V .
We will also need the Lemma 2.1 from [Sam-Wey12] :
Lemma 2.9. Let ν be a partition and take µ ∈ HS(ν), i.e. the skew shape µ − ν has no two boxes in the
same comlumn. This means that there exist (unique) Pieri inclusion Sµ֌R⊗Sν , which induces the map of
R-modules R⊗ Sµ → R⊗ Sν . Suppose now we take η to be any partition such that Sη occurs in both R⊗Sµ
and R⊗Sν . Then the composition Sη֌R⊗Sµ → R⊗Sν is not zero.
3. Category of Equivariant Modules Over GL(V )
Set G := GL(V ), R := SymV . Then G acts on R by ring automorphisms in the usual way. Let A := R⋊G
denote the twisted group algebra. The multiplication is given by the rule (r1, g1)(r2, g2) = (r1g1(r2), g1g2).
The grading on A comes from the usual grading of R.
Let N ∈ A−mod be a graded left A-module all whose components are finite dimensional vector spaces, then
it is also a graded R-module via the inclusion R֌A and a representation of G, moreover the multiplication
map µ : R⊗N → N is a map of representations. Conversely, a representationN of G with graded R−module
structure such that the multiplication map R⊗N →M is a map of representations defines a graded module
over the twisted group algebra.
Definition 3.1. We will call such a finitely generated module over A an equivariant module.
We will display the structure of an equivariant module N by drawing a lattice. The vertices of the lattice
are the representations that occur in N . An arrow going from a representation Sη to a representation Sν
means that Sν lies in the image of the map V ⊗Sη֌V ⊗N → N .
Example 3.2. Consider the equivariant module R⊗
∧3
V . It’s lattice is the following:
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...
...
Figure 2. R⊗
∧3
V
We see that whenever there is a posibility of an arrow we do have an arrow. This follows from the Lemma 2.9.
Example 3.3. In fact all the modules of the form R⊗ Sλ have this kind of lattice (see next section for
precise statement). Here is another example:
...
...
...
Figure 3. R⊗Sym2 V
4. Projectives
We are working in the category of graded equivariant modules. In each degree such a module N is just a
finite-dimensional representation of G, so in each degree it decomposes into irreducible representations (see
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Section 2.2). Let ( )G ∼= HomG(k, ) : A −mod → k −mod denote the functor which takes each A-module
to the (graded!) vector space of its G-invariants. The functor N 7→ NG picks out the copies of trivial
representation k from N in each degree, thus it is exact.
The morphisms in A−mod are also easy to describe:
HomA(M,N) ∼= HomR(M,N)
G
Also, P ∈ A −mod is projective if and only if P is projective as an R-module, i.e. is free R-module. Let λ
be a partition and Sλ the corresponding irreducible representation of G. Then the A-module Pλ := R⊗
k
Sλ is
projective and indecomposable because its ring of A-endomorphisms is just k. Moreover, for any A-module
N there is a surjection
⊕
λ∈I
Pλ ։ N where λ varies over some finite set I. For example, this set can be taken
to be the set of all representations in N which contain generators.
The structure of Pλ is quite easy to understand, thanks to Lemma 2.9. Let us pick some representation
Sη֌Pλ which occurs in Pλ. We would like to know what is the next-to-lowest degree of the submod-
ule generated by Sη in Pλ. In other words we would like to know what is the image of the composition
V ⊗Sη֌V ⊗Pλ → Pλ where the first map is the given inclusion Sη֌Pλ tensored with V and the second
map is the multiplication on Pλ. The answer is that it consists of all the representations in Pλ which can be
obtained from Sη by the Pieri rule.
5. Elementary Equivariant Module Associated with a Partition λ.
Let M = Mλ be the (graded) R- module defined in the following way. As a vector space M =
⊕
µ∈Rλ
Sµ
where Rλ := {µ| µ is obtained from λ by adding boxes to the first row}. The multiplication map just adds
another box to the first row of each µ. Let us describe the multiplication map more rigorously: first we want
to define the map of vector spaces V⊗
k
Mλ → Mλ. When restricted to the summand V ⊗Sµ of V ⊗Mλ we
define it to be the projection V ⊗ Sµ → Sµ+(1,0,··· ) where µ+ (1, 0, · · · ) is the partition obtained from µ by
adding one box to the first row. Now it is clear that applying the map twice V ⊗(V ⊗Mλ)→ V ⊗Mλ →Mλ
factors through Sym2 V ⊗Mλ →Mλ, so the multiplication map so defined indeed gives Mλ the structure of
an equivariant module over R.
There is also a less direct way to see that this indeed defines an R-module structure. In Section 6 we will
see that each Mλ can be realized as a submodule of Pλ where λ is obtained from λ be removing a box from
each non-empty column. Also see Subsection 7.1.
Definition 5.1. We will call the module Mλ defined above the elementary equivariant module associated
with partition λ.
It follows from the definition that Mλ is generated in its lowest degree and in each degree it has one
representation.
Example 5.2. Consider the module of Ka¨hler differentials. It is often defined as the kernel of the canonical
map R⊗V → R. The lattice of R⊗V is shown below:
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...
...
Figure 4. R⊗V
Clearly, the kernel of the canonical map R⊗V → R consists of all the representations in the right column,
thus the module of Ka¨hler differentials is just M(1,1,0,··· ).
Definition 5.3. From the lattice ofMλ it is clear that the only equivariant submodules ofMλ are isomorphic
to Mλ+(l,0,··· ). We will denote the l-th power of the maximal ideal generated by V in R by V
l and so the
submodule generated by Sλ+(l,0,··· ) inMλ will be denoted by V
lMλ. This also means that the only equivariant
quotients of Mλ are Mλ/V
lMλ. We will call such module a l-truncation of Mλ.
The importance of the modules Mλ and their truncations is explained in Theorem 6.6 below.
Now we consider an interesting phenomenon to which we will refer to as ”splicing”. Let us illustrate it with
an example:
Example 5.4. Take two elementary modules, say M(2,1) and M(3,1). Note that M(3,1) can be imbedded as
a submodule of M(2,1). Let us draw the lattice of the direct sum M(3,1)⊕M(2,1):
9
...
...
Figure 5. M(3,1)⊕M(2,1)
Now let us embed S(5,1) intoM(3,1)⊕M(2,1) by diagonal embedding: we define the map ι : S(5,1) → S(5,1)⊕ S(5,1)
to be identity on both components. Now the submodule generated by the image ι is clearly isomorphic to
M(5,1), but in each degree this submodule embeds into the direct sum diagonally. Now let us take the
quotient. We get a an interesting equivariant module! (it’s lattice is on the right)
...
...
...
...
Figure 6. The module on the right is obtained by splicing M(3,1) with M(2,1) in degree 6
We will say that the module on the right is obtained by splicing M(3,1) with M(2,1) in degree 6. One can
now see how more than two Mλ’s could be spliced.
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Example 5.5. Suppose now we have a submodule K֌
⊕
λ∈J
Mλ and we want to take the quotient. K is
generated by a finite number of representations Sλ1 , Sλ2 , · · ·Sλm each of which occurs in
⊕
λ∈J
Mλ. Let us
order Sλ1 , Sλ2 , · · ·Sλm by the degree (which is the number of boxes), say Sλ1 · · ·Sλp are all the generators
of K which have lowest degree. We will take the quotient by first dividing out < Sλ1 > - the submodule
generated by Sλ1 in
⊕
λ∈Jk
Mλ, then dividing out the submodule generated by Sλ2 in
⊕
λ∈Jk
Mλ/ < Sλ1 > and
so on.
The lattice of
⊕
λ∈Jk
Mλ looks like several vertical branches, each starting in some degree. Looking back at
Example 5.4 we see that dividing out by < Sλ1 > has the effect that some branches are spliced together at
some degree and possibly truncated to get the lattice of
⊕
λ∈Jk
Mλ/ < Sλ1 >. Now dividing out by < Sλ2 >
just splices or truncates more branches at the same degree, so once we are done with all of Sλ1 · · ·Sλp the
lattice has some branches spliced or truncated at the same degree. Similar things will happen when we go
on with generators in the higher degrees.
6. Filtration of an Equivariant Module
We will need the following definitions.
Definition 6.1. Let λ be a partition of d and let t be the number of columns of λ. The saturation of λ
denoted by λ is the partition of d+ t obtained from λ by putting one box in each column.
For 0 ≤ i ≤ t and define S(λ, i) to be the set of partitions β (of d+ t− i) such that:
(1) The skew-shape β − λ has at most one box in each column, and
(2) The skew shape β − λ needs i boxes to be added to it to get the skew shape λ − λ. Note that
S(λ, t) = {λ} and S(λ, 0) = {λ}
Define S(λ, i) to be the empty set if i is not in the range 0 ≤ i ≤ t.
Example 6.2. Let λ = Then λ = , so S(λ, 0) = { }, S(λ, 1) = { , } and S(λ, 2) = { }.
Now consider the module Pλ = R⊗
k
Sλ. The submodule < Sλ > generated by Sλ in Pλ is isomorphic to Mλ
because by Pieri rule the only possibility to add new boxes to λ is to put them all in the first row, thus
creating new columns.
Example 6.3. Suppose dimension of V is 3 and consider P(2,0,0) := R⊗Sym2 V . The saturation of λ =
(2, 0, 0) is the partition (2, 2, 0). The representation S(2,2,0) has dimemsion 6 with the basis consisting of
1 1
2 2
, 1 1
2 3
, 1 1
3 3
, 1 2
2 3
, 1 2
3 3
, 2 2
3 3
The images of these elements in R⊗ Sym2 V are:
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1 1
2 2
7→ x21⊗x
2
2 − x1x2⊗x2x1 − x2x1⊗ x1x2 + x
2
2⊗x
2
1
1 1
2 3
7→ x21⊗x2x3 − x1x3⊗ x2x1 − x2x1⊗x1x3 + x2x3⊗ x
2
1
1 1
3 3
7→ x21⊗x
2
3 − x1x3⊗x3x1 − x3x1⊗ x1x3 + x
2
3⊗x
2
1
1 2
2 3
7→ x1x2⊗x2x3 − x1x3⊗x
2
2 − x
2
2⊗ x1x3 + x2x3⊗x1x2
1 2
3 3
7→ x1x2⊗x
2
3 − x1x3⊗ x3x2 − x3x2⊗x1x3 + x
2
3⊗x1x2
2 2
3 3
7→ x22⊗x
2
3 − x2x3⊗x3x2 − x3x2⊗ x2x3 + x
2
3⊗x
2
2
The submodule generated by these elements in R⊗Sym2 V is isomorphic to M(2,2,0).
Consider the quotient Pλ/ < Sλ > and take some β from S(λ, 1), say the skew shape β − λ needs one box
to be added to column j to get λ− λ. Let us look at the submodule generated by such β in Pλ/ < Sλ >. It
consists of representations which occur in Pλ obtained from β by adding new boxes by the Pieri rule. If one
of the boxes gets added to the column j (this makes λ from β) all the other boxes have to go to the first row
and the representation obtained in this way lies in < Sλ >, so it is zero in Pλ/ < Sλ >. Thus the submodule
generated by such β in Pλ/ < Sλ > is isomorphic to Mβ .
Example 6.4. Let us look at the quotient (R⊗ Sym2 V )/ < S(2,2,0) >. Its lattice looks like so:
...
...
Figure 7. (R⊗Sym2 V )/ < S(2,2,0) >
When dimension of V is 3 the represenation S(2,1,0) has dimension 8 and the standard basis is:
1 1
2
, 1 1
3
, 1 2
2
, 1 2
3
, 1 3
2
, 1 3
3
, 2 2
3
, 2 3
3
The images of these elements in R⊗ Sym2 V are:
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1 1
2
7→ x2⊗ x
2
1 − x1⊗ x2x1
1 1
3
7→ x3⊗ x
2
1 − x1⊗ x1x3
1 2
2
7→ x2⊗ x1x2 − x1⊗ x
2
2
1 2
3
7→ x3⊗ x1x2 − x1⊗ x2x3
1 3
2
7→ x2⊗ x1x3 − x1⊗ x2x3
1 3
3
7→ x3⊗ x1x3 − x1⊗ x
2
3
2 2
3
7→ x3⊗ x2x3 − x2⊗ x
2
3
2 3
3
7→ x3⊗ x2x3 − x2⊗ x
2
3
Thus the images of these elements in the quotient (R⊗Sym2 V )/ < S(2,2,0) > generate a submodule isomor-
phic to M(2,1,0).
Now the proof of the following lemma should be clear:
Lemma 6.5. The module Pλ has a filtration:
F •λ : 0֌F
0
λ֌F
1
λ֌ · · ·֌F
t−1
λ ֌F
t
λ = Pλ
with the associated graded
⊕
i∈Z
F iλ/F
i−1
λ
∼=
⊕
i∈Z
⊕
β∈S(λ,i)
Mβ
In fact, F iλ =<
⊕
β∈S(λ,i)
Sβ > - the submodule generated by all representations Sβ where β ∈ S(λ, i).
Now let N be any finitely generated equivariant module. Then there exists a surjection pi :
⊕
λ∈I
Pλ ։ N
where I is some finite set of partitions (possibly with some elements occuring more than once). Let F •λ to
be the filtration of the summand Pλ from the above lemma. Now define the filtration F
• of
⊕
λ∈I
Pλ to be
F i :=
⊕
λ∈I
F iλ. Now push this filtration forward to N to get a filtration F
•
N : F
i
N := im pi|Fi . Let us illustrate
this with a diagram:
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0 0
F i/F i−1 F iN/F
i−1
N
F i F iN 0
F i−1 F i−1N 0
0 0
pi
pi
After chasing the diagram, we see that the induced map F i/F i−1 → F iN/F
i−1
N is a surjection. Now let us
prove the following:
Theorem 6.6. Any finitely generated equivariant module N has a filtration with the associated graded being
the direct sum of modules of only two kinds: either Mλ or truncations of Mλ.
Proof. Filter each F i/F i−1 so that the associated graded has just one Mλ in each piece. Lift this to get a
refinement of filtration F • of
⊕
λ∈I
Pλ. Pushing this to N gives the desired filtration.

7. Resolution of Mλ
Consider now the module Mλ⊗
∧k
V . It is generated in its lowest degree. Let us take the summand Sα of
Sµ⊗
∧k
V . We would like to know what is the image of V ⊗Sα under the multiplication. More precisely,
let Sη be a summand of V ⊗ Sα. We would like to know the image of the following map:
Sη֌V ⊗ Sα֌V ⊗(Sµ⊗
∧k
V )
∼=
−→ (V ⊗Sµ)⊗
∧k
V → Sµ+(1,0,··· )⊗
∧k
V
We know the labeled diagram of η coming from the bracket placement V ⊗(Sµ⊗
∧k
V ). By the definition
of multiplication on Mλ, the image of Sη is equal to 0 if η is not equivalent to an embedding with ”V ” in
the first row. Otherwise, the image is just Sη.
Example 7.1. Let the dimension of V be equal to 2. Let us work out the lattice of M(1,1)⊗
∧1
V . The
lowest degree is 3 where we find just one representation
∧
. Now,
∧
⊗ V ∼=
∧
V ⊕
∧
V
But both of these diagrams are equivalent to a diagram with ”V ” in the first row:
∧
V
∼
V
∧
and
∧
V
∼
V∧
. Thus in degrees 3 and 4 the lattice looks like:
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∧∧
∧
Figure 8. Degrees 3 and 4 of M(1,1)⊗
∧1
V
Starting with degree 4 things stabilize in the sence that each representation α generates a submodule iso-
morphic to Mα:
∧
∧
∧
∧
∧
...
...
Figure 9. M(1,1)⊗
∧1
V
In general, the structure of Mλ⊗
∧k
V is described by the following
Lemma 7.2. Suppose first (j + 1), j ≥ 1 rows of λ have the same length. Then all the summands Sα
of Sλ⊗
∧k V which have at most j and at least one ”∧”’s in the right-most column will generate two
representations in the next degree. All the other summands will generate just one representation. Starting
with degree |λ|+ k + 1 each representation ν generates a submodule isomorphic to Mν .
If the first row of λ is strictly longer than the second one, then Mλ⊗
∧k
V ∼=
⊕
α∈V S(λ,k)
Mα.
Proof. Let Sα֌Sµ⊗
∧k
V be a direct summand and mark the extra boxes of α that were added to µ with
”
∧
”’s. If the right-most column of α consists of s ”
∧
”’s and the (s+ 1)-st row of α is one box shorter then
the row s of α then Sα will generate two representations in the next degree: one obtained by adding ”V ” to
the first row and then switching it with the ”
∧
” and the other one by adding ”V ” to the row (s + 1) and
then sliding it up to the first row. Otherwise, Sα will only generate one representation in the next degree -
the one obtained from adjoining ”V ” to the first row (and possibly switching it with ”
∧
” if there is one in
the first row). But recall that µ itself was obtained from λ by adjoining boxes to the first row, so nothing
starting from the next-to-lowest degree can generate more than one representation. 
Now we are ready to calculate TorR• (Mλ, k). This is our main result. In particular, it implies that the
resolution of Mλ is linear.
Theorem 7.3.
TorRi (Mλ, k)
∼=
⊕
η∈B
Sη
where the set B is the set of all representations η obtained from λ by adding i boxes according to the Pieri
rule (for exterior powers), but no box is added to the first row.
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Proof. The tautological Koszul complex is a projective resolution of k:
K• : 0 R⊗
k
∧n
V
−n
R⊗
k
∧n−1
V · · · R⊗
k
∧2
V R⊗
k
V R
0
0
After tensoring (over R) with Mλ we get the complex:
Mλ⊗
R
K• : 0 Mλ⊗
k
∧n V
−n
Mλ⊗
k
∧n−1 V · · · Mλ⊗
k
∧2 V Mλ⊗
k
V Mλ
0
0
The differential d−i : Mλ⊗
∧i
V →Mλ⊗
∧i−1
V is determined where the lowest degree piece of Mλ⊗
∧i
V
(namely Sλ⊗
∧i
V ) goes. Its image has to be in Sλ+(1,0,··· )⊗
∧i−1
V because the differential is a map of
graded modules.
Consider the direct summand Sα of Sλ⊗
∧i
V where α was obtained from λ by adding i boxes according
to the Pieri rule and one of the boxes is added to the first row. Such a representation also occurs in
Sλ+(1,0,··· )⊗
∧i−1
V and nowhere else. Let us for now assume the following claim:
Claim 7.4. The differential has to be nonzero when restricted to such representation.
The image of the entire submodule generated by Sα inMλ⊗
∧i
V has to be the submodule generated by Sα in
Mλ⊗
∧i−1 V , which is isomorphic to Mα because d−i puts Sα in the next-to-lowest degree of Mλ⊗∧i−1 V .
Moreover, all the representations in Mλ⊗
∧i
V that also appear in < Sα >⊂Mλ⊗
∧i−1
V are generated by
Sα in Mλ⊗
∧i
V .
Now we want to show that nothing from degree |λ| + i + 1 (next-to-lowest degree of Mλ⊗
∧i
V ) or higher
can contribute to the cohomology H−i(Mλ⊗
R
K•). From the structure of the modules Mλ⊗
∧k
V it is clear
that it is enough to prove that nothing from degree |λ|+ i+ 1 contributes to cohomology.
So, consider next-to-lowest degree of Mλ⊗
∧i V which is Sλ+(1,0,··· )⊗∧i V . All the representations in this
degree have either one or two more boxes than λ in the first row. If there is two more boxes, it means
that this summand Sν was obtained from adding one box to the first row to a summand Sη of Sλ⊗
∧i
V
which had a box added to the first row of λ. By the claim Sη has to map to something nonzero under
the differential and because the image of the submodule generated by Sη in Mλ⊗
∧i V has to map to a
submodule isomorphic to Mη we see that differential restricted to Sν is non-zero, so Sν will not contribute
to cohomology.
If we take a summand Sν of Sλ+(1,0,··· )⊗
∧i
V such that first row of ν is longer than the first row of λ only
by one box then it means that there are representations in the lowest degree of the previous term of the
complex which have to map to it, so summands of this kind also contribute nothing to cohomology.
Thus only representations in the lowest degree of Mλ⊗
∧i V will contribute to cohomology, and it will be
those which are in the kernel of the differential d−i - the ones obtained from λ by adding boxes by the Pieri
rule with no box added to the first row.
It remains to prove the claim. Assume the contrary. Let us recall a standard argument: given a partition α
consider the function which takes finite complex of A-modules:
C• : · · · → Ci−1 → Ci → Ci+1 → · · ·
to Σi(−1)
i dimkHomk[G](Sα, C
i) - the alternating sum of numbers of copies of Sα in the terms of the complex.
One can calculate this function either from a complex C• or from its cohomology HC•. When we calculate
this function from the complex Mλ⊗
R
K• itself, we get zero. This means we should also get zero when we
calculate it from H(Mλ⊗
R
K•). Clearly there is one copy of Sα in H
−i(Mλ⊗
R
K•), because it is not in the image
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of a differential d−i−1 by degree considerations, and we assumed that it is in the kernel of the differential
d−i : Mλ⊗
∧i
V →Mλ⊗
∧i−1
V . So to cancell this, it must be that Sα contributes to the cohomology group
H−i+1(Mλ⊗
R
K•). In particular, the whole submodule generated by Sα in Mλ⊗
∧i−1
V is in the kernel of
d−i+1.
The entire submodule generated by Sα in Mλ⊗
∧i
V has to go to zero under the differential d−i, but this
means that nothing hits the submodule generated by Sα in Mλ⊗
∧i−1 V (which is isomorphic to Mα).
We see that the entire submodule generated by Sα in Mλ⊗
∧i−1
V has to contribute to the cohomology
H−i+1(Mλ⊗
R
K•). This is a contradiction because this group has to be finite-dimensional over k, because all
our modules are finetely generated.

Example 7.5. We illustrate the above proof with the complex M(1,1,0)⊗
R
K•
...
M(1,1,0)
∧
...
∧
∧
...
∧
∧
...
M(1,1,0)⊗ V
∧
∧
...
∧
∧
∧
∧
...
∧
∧
∧
∧
...
M(1,1,0)⊗
∧
2 V
∧
∧
∧
...
M(1,1,0)⊗
∧
3 V
Figure 10. M(1,1,0)⊗K
•
As we see from the diagram the there are only two cohomology groups, namely H0(M(1,1,0)⊗
R
K•) = and
H1(M(1,1,0)⊗
R
K•) = as it should be by the above theorem.
Example 7.6. The tautological Koszul complex and its cut-offs which resolve the modules of cycles is a
familiar example of resolutions for Mλ where λ is a partition corresponding to an exterior power.
Example 7.7. Note that our results agree with the known resolutions of powers of the maximal ideal
generated by V in R. See Remark 2.2 in [Guard-van-Tuyl05].
Example 7.8. Let us continue with R⊗ Sym2 V , where dimension of V is 3. We saw that < S(2,2,0) >
∼=
M(2,2,0). The resolution of this module should look as follows:
0 R⊗
−1
R⊗
0
0
and indeed this is the answer produced by Macaulay 2.
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Example 7.9. Now let us look at (R⊗ Sym2 V )/ < S(2,2,0) > (dimension of V is still 3). We saw that the
submodule generated by S(2,1,0) in this quotient is isomorphic to M(2,1,0). So the resolution is
0 R⊗
−2
R⊗(
⊕
) R⊗
0
0
and indeed this is the answer produced by Macaulay 2.
7.1. Using the Geometric Method. One can use the geometric method (Theorem 5.1.2 of [Wey03]) to
prove our Theorem 7.3. Consider the projective space P := ProjR = Proj SymV . We have the (exact)
tautological sequence of vector bundles:
0→R→ V ∗ × P→ Q→ 0
Where R is the tautological rank 1 subbundle of the trivial bundle R := {(v, [L]) ∈ V ∗ × P|v ∈ L}.
Given a partition λ = (λ1, λ2, · · ·λn), let γ be the partition γ = (λ2, λ3, · · ·λn). Define the vector bundle
V := (Symλ1 R
∗)⊗ SγQ
∗. Now Theorem 5.1.2 of [Wey03] tells us how to construct the complex F (V)• which
in our case will be the minimal free resolution of the graded R-module H0(P, Sym(R∗)⊗V). In degree d
of H0(P, SymR∗⊗V) we have H0(P, SymdR
∗⊗Symλ1 R
∗⊗SγQ
∗) ∼= H0(P, Symλ1+dR
∗⊗SγQ
∗) because
R∗ is locally free of rank 1. Using Corollary 4.1.9. of [Wey03] this cohomology is just Sλ+(d,0,··· )V . So the
complex F (V)• will resolve Mλ.
The terms of the complex F (V)• are
F (V)i = R⊗
⊕
j≥0
Hj(P,
∧i+j
Q∗⊗V) = R⊗
⊕
j≥0
Hj(P, Symλ1 R
∗⊗(
∧i+j
Q∗⊗SγQ
∗))
Again, using Corollary 4.1.9 and Bott’s Algorithm 4.1.5 of [Wey03] we see that we get the same answer as
in our Theorem 7.3.
8. Resolutions of Truncations of Mλ
By examining the proof of Theorem 7.3 we see that it should also work for truncations ofMλ’s, but some care
needs to be taken for what happens at the top of each term in the complex. There will be two contributions
to cohomology: one from the top and one from the bottom. Hopefully this explains the choice of letters ”T ”
and ”B” below.
Theorem 8.1. Suppose l ≥ 2, then
TorRi (Mλ/V
lMλ, k) ∼= (
⊕
η∈B
Sη)⊕(
⊕
η∈T
Sη)
where the set B is the set of all representations η obtained from λ by adding i boxes according to the Pieri
rule (for exterior powers), but no box is added to the first row. The set T is the set of all representations
obtained from λ+ (l − 1, 0, · · · ) by adding i boxes according to Pieri rule (for exterior powers) and one box
is added to the first row. Equivalently, the set T consists of all representations obtained from λ + (l, 0, · · · )
by adding i− 1 boxes according to Pieri rule for exterior powers, but no box is added to the first row.
When l = 1:
TorRi (Mλ/VMλ, k)
∼=
⊕
η∈V S(λ,i)
Sη
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We will find the resolution of Mλ/VMλ in a different way in the next section.
Proof. We will use the complex (Mλ/V
lMλ)⊗
R
K• to compute the Tor.
First, the case l = 1. By degree reasons the differentials in the complex are all 0 and the result follows
immediately.
Now let l ≥ 2. Let us find H−i(Mλ/V
lMλ⊗
R
K•) All the arguments from the proof of Theorem 7.3 remain
valid, so the contribution
⊕
η∈B
Sη is definitely there.
The top of the term Mλ/V
lMλ⊗
∧i V has nowhere to go under the differential for degree reasons, so now it
remains to see which of the summands of the top of this term are in the image of the differential. In fact, this
is determined by what happens in the next-to-lowest degree ofMλ/V
lMλ⊗
∧i
V . Each representation at the
top of Mλ/V
lMλ⊗
∧i
is obtained from some representation in the next-to-the lowest degree by adjoining
l − 2 boxes to the first row. From the proof of Theorem 7.3 we know that each representation in the next-
to-lowest degree which has the first row longer than the first row of λ just by one box are in the image. It
means that all the representations at the top which were generated by these are also in the image, thus they
do not contribute to cohomology. Thus the only representations at the top that do contribute to cohomology
are the ones generated by a representation in next-to-lowest degree whose first row is longer than the first
row of λ by two boxes. These are exactly the representations from T .

9. Simple Objects
The simple objects in A−mod are the irreducible representations Sλ where all the variables act by zero.
Consider (again!) the tautological Koszul complex K•, which is the projective resolution of k = S∅:
K• : 0 R⊗
k
∧n
V
−n
R⊗
k
∧n−1
V · · · R⊗
k
∧2
V R⊗
k
V R
0
0
If we now apply the exact functor ⊗
k
Sλ we will get a projective resolution of the simple module Sλ:
K•⊗
k
Sλ : 0 R⊗
k
(
∧n V⊗
k
Sλ)
−n
R⊗
k
(
∧n−1 V⊗
k
Sλ) · · · R⊗
k
(
∧2 V⊗
k
Sλ) R⊗
k
(V⊗
k
Sλ) R⊗
k
(Sλ
0
) 0
Note that the terms in this resolution are the same as predicted by Theorem 8.1. By degree considerations,
when we apply HomA( , Sη) to the above resolution, all the differentials become 0. Now we can calculate
Ext•A(Sλ, Sη):
ExtiA(Sλ, Sη) = HomA(R⊗
k
(
∧i
V⊗
k
Sλ), Sη) ∼= HomR(R⊗
k
(
∧i
V⊗
k
Sλ), Sη)
G ∼=
Homk(
∧i
V⊗
k
Sλ, Sη)
G ∼=
{
k if Sη occurs in
∧i
V⊗
k
Sλ
0 otherwise
One can imagine the 1-extension which corresponds to the nonzero element of Ext1A(Sλ, Sη). For example,
when η = and λ = (η has one box added to the second row of λ) the 1-extension is the
complex:
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00
where in the middle we have the lattice of a small equivariant module which only has two representations in
it, the map on the left is the inclusion and map on the right is the projection.
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