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ABSTRACT
A brief review of problems, arising in the study of the beta-deformation, also known as ”refinement”, which appears as a central
difficult element in a number of related modern subjects: β 6= 1 is responsible for deviation from free fermions in 2d conformal theories,
from symmetric omega-backgrounds with ǫ2 = −ǫ1 in instanton sums in 4d SYM theories, from eigenvalue matrix models to beta-
ensembles, from HOMFLY to super-polynomials in Chern-Simons theory, from quantum groups to elliptic and hyperbolic algebras etc.
The main attention is paid to the context of AGT relation and its possible generalizations.
1 β-deformation
This paper is a brief summary of fresh results, concerning the new role of β-deformation – an old subject in the
theory of matrix models and symmetric functions. Today β-deformation is attracting increasing attention because
of its role in modern topics of theoretical physics, including AGT relation [1], AMM/EO topological recursion
[2, 3], knot (Chern-Simons) theory [4]-[11] and matrix models [12]. In what follows only direct references to recent
statements are given, all basic citations can be found in those papers.
The simplest example, explaining why β-deformation should naturally appear, comes from elementary combi-
natorics. Dedekind function counts Young diagrams with a given number of boxes: if 2#k is a number of integer
partitions of the number k, then∑
k=0
2#k q
k = 1 + q + 2q2 + 3q3 + 5q4 + 7q5 + 11q6 + . . . =
∏
k=1
(1− qk)−1 (1)
Similarly McMahon formula counts the number of 3d Young diagrams:∑
k=0
3#k q
k = 1 + q + 3q2 + . . . =
∏
k=1
(1− qk)−k (2)
However, this formula does not look like describing a decomposition into elementary constituents, and it should be
refined to ∏
i,j
(1− qitj)−1 (3)
Then McMahon formula arises at the special point t = q. Thus conversion to elementary constituents often requires
introduction of an extra parameter in partition function – transition from single to double expansions, and in too
many cases this happens in one-and-the-same group-theory-related manner, allowing one to speak about ”double
quantization”. This class of similar looking examples, coming from a priori different subjects calls for development
of a general theory of this peculiar ”β-deformation. Parameter β appears in (q, t) parametrization through t = qβ ,
and undeformed situation corresponds to β = 1. The limits β = 0 and β = ∞, as well as q → 0 with β fixed are
non-trivial and always interesting.
In what follows we present various examples of how and where the β-deformation appears in modern studies
and try to emphasize the common features of these examples and their intimate interrelations.
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1.1 Group theory
The most effective is still the description of β-deformation in terms of symmetric functions. In this context
one simply substitutes the Shur functions SR{pk}, which are characters of the GL(∞) algebra by MacDonald
polynomials MR{pk} [13].
Shur functions are eigenfunctions of cut-and-join operators Wˆ (∆),
Wˆ (∆)SR = ϕR(∆)SR (4)
where ∆ = {δ1 ≥ δ2 ≥ . . . ≥ 0} are integer partitions or Young diagrams. If infinitely many time variables {pk} are
expressed through the N × N matrix X by Miwa transformation pk = trXk = ktk, then Shur functions become
GL(N) characters SR[X ] = sR{pk = trXk}, and
Wˆ (∆) = :
∏
i
tr
(
X
∂
∂X
)δi
: (5)
(normal ordering implies that all X-derivatives are standing to the right of all X ’s.
Likewise, MacDonald polynomials are eigenfunctions of the Ruijsenaars Hamiltonians [14].
1.2 Reductions
Ruijsenaars integrable system is a generalization of Calogero one, thus MacDonald polynomials are generalizations
of the ordinary Shur functions, which are the eigenfunctions of Calogero Hamiltonians. On the way there are
two important intermediate cases: Hall-Littlewood and Jack polynomials, arising from MacDonald for q = 0 and
q = t = 0 with t = qβ respectively:
algebra Calogero
(Shur fns)
տ β=1
quantum algebra ↑ t=q β − ensemble
(Hall− Littlewood pols) (Jack pols)
q=0 տ ր t,q−→1
MacDonald pols
Ruijsenaars q, t = qβ
↓ t=q
elem.symmetric pols mR
1.3 Orthogonal polynomials
In matrix-model language this hierarchy of polynomials are associated with the hierarchy of measures:
Shur :
∮ ∏
i<j(xi − xj)2
∏
i
dxi
xi
−→
Jack :
∮ ∏
i<j(xi − xj)2β
∏
i
dxi
xi
−→
MacDonald :
∮ ∏
i6=j
∏β−1
k=0 (xi − qkxj)
∏
i
dxi
xi
(6)
Concrete role of these measures can be different, depending on the choice of integration contours: for some
choices the polynomials are orthogonal, in more general case the linear and quadratic averages of polynomials are
fully-factorized Selberg-like integrals [15].
1.4 Examples
The simplest MacDonald polynomials are:
M1 = p1 = Tr X =
∑
i
xi, M11 =
1
2
(
− p 2 + p21
)
=
∑
i<j
xixj
M2 =
1
2
(
(q − q−1)(t+ t−1)
qt− (qt)−1 p 2 +
(q + q−1)(t− t−1)
qt− (qt)−1 p
2
1
)
. . .
2
Of special importance are MacDonald dimensions, M∗R =MR{p = p∗} the β-deformations of quantum dimensions:
p∗k =
Ak −A−k
tk − t−k =
{Ak}
{tk} , A = t
N
M∗1 =
A− 1/A
t− 1/t
t=q−→ [N ]q q=1−→ N
M∗11 =
{A/t}{A}
{t}{t2}
t=q−→ [N − 1]q[N ]q
[2]q
q=1−→ (N − 1)N
2
M∗2 =
{A}{Aq}
{t}{qt}
t=q−→ [N ]q[N + 1]q
[2]q
q=1−→ N(N + 1)
2
. . .
They are given by the hook formula:
M∗R =
∏
(i,j)∈R
{Aqi−1/tj−1}
{qktl+1}
i
j X
k
l
where {z} = z − z−1. They should look familiar for those, who know Nekrasov functions [16] or topological vertex
formulas [17, 18]. At β 6= 1 only M∗11...1 are polynomials for A = tN .
1.5 The role of β-deformation
Today β-deformation is finally in the mainstream: it is no longer a game of mind, it appears naturally in our
theories. Just two examples:
• AGT [1, 19]
The starting point is a 6d conformal field theory compactified on a Riemann surface: and it relates something 2d,
what lives on the Riemann surface, with something in 4d, which lives in uncompactified dimensions. For example,
conformal blocks [20] = LMNS integrals [21]
c = (N − 1)
{
1−N(N + 1)
(√
β − 1√
β
)2}
(7)
gs =
√−ǫ1ǫ2
β = −ǫ2/ǫ1 = b2
LMNS integral =
∑
R1,...,RN
Nekrasov functions. Nekrasov functions have typical hook-product form, similar
to MacDonald dimensions
• 3d AGT
This is still a hypothetical relation, looked for in different directions [22]. The most interesting version involves
3d Chern-Simons theory, and relates, for example, the S-duality (modular) transformations with knot invariants.
Wilson average in CS theory = HOMFLY polynomial of two variables: q = e2πi/(k+N) and a = qN
In Hikami representation through quantum dilogarithms [23] HOMFLY polynomials resemble Teshner’s formulas
for modular transforms [24], but exact matching is somewhat problematic [25]
After β-deformation HOMFLY(a|q) β 6=1−→ superpolynomial P (A|q|t)
PR[K](A|q|t) =
∑
Q⊢b[K]
cQR[K]M
∗
Q (8)
where K is a knot, t = qβ and only the β-quantum (MacDonald) dimensions M∗Q depend on A = t
N
In general expansion (8) is ambiguous, ambiguity is fixed by the quantum-R-matrix representation [26, 27]
After that (8) can be used to extend (super)polynomials to entire space of time-variables, by substituting
M∗Q −→MQ{p} [28]
Coefficients cQR[K] depend on the knot, they are rational functions of q, t, and for toric knots are described by
a simple W -representation.
1.6 What survives after β-deformation?
Everything, related to character calculus:
• Seiberg-Witten (SW) equations 

ai =
∮
Ai
Ω
∂ logZ
∂ai
=
∮
Bi
Ω
(9)
(=⇒ quasiclassical integrability and WDVV equations)
• Virasoro constraints −→ AMM/EO topological recursion
• W-representations
• AGT relations
• knot invariants
1.7 What is lost (modified) after β-deformation?
Everything, related to KP-integrability:
• Z = τ -function
• determinantal representations
• Harer-Zagier recursion
• Kontsevich matrix models
• Turaev-Reshetikhin construction
In all cases β-deformed modifications are supposed to exist, but are not yet available.
1.8 Are there nice and natural decompositions?
One of the puzzles with β-deformation is that for β 6= 1 the natural quantities are no longer the ones with the most
simple algebraic properties:
• AGT could be a Hubbard-Stratanovich (HS) duality, but Nekrasov functions are not the HS-duals of conformal
blocks, moreover, they have extra poles [29].
• Naive link invariants for non-fundamental representations R 6= [1|R|] are not the colored superpolynomials
[11].
natural quantities factorizable constituents
Dotsenko− Fateev integral Selberg correlators Nekrasov functions
link invariants superpolynomials MacDonald dimensions
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2 Matrix Models
Matrix model τ -functions play especially important role on string theory, making them the most prominent candi-
dates for the next generation of special functions [2].
Eigenvalue matrix models possess a number of different definitions [30]:
2.1 Multiple integrals (over eigenvalues)
Z =
(
N∏
i=1
∫
eV (xi)/gsdxi
)
∆2{x} (10)
Exact evaluation of such integrals will one day be possible in the context of non-linear algebra [31]. The simplest
available examples are integral discriminants [32]:∫ ∫
dxdy eax
2+bxy+dy2 ∼ 1√
4ad− b2 = D
−1/2
2|2
∫ ∫
dxdy eax
3+bx2y+cxy2+dy3 ∼ D−1/62|3
D2|3 = 27a2d2 − b2c2 − 18abcd+ 4ac3 + 4b3d
In general ordinary discriminants only control singularities of integral discriminants, but the answers are more
involved.
While exact formulas of this type are not yet available in general, there are many other approaches, which
reveal a lot of hidden structures.
2.2 Ward identities
They are also known as loop equations or Virasoro constraints [33]-[35]. These are recursion relations for correlators(∑
k
ktk
∂
∂tk+n
+
∑
a+b=n
∂2
∂ta ∂tb
)
Z = 0 (11)
They are preserved by β-deformation, only slightly modified [36].
2.3 Integrable structure
As a function of tk in V (x) =
∑
k tkx
k, the partition function Z{t} is a KP/Toda τ -function [37]
∂2
∂t21
logZN =
ZN+1ZN−1
Z2N
(12)
It is broken (at least essentially modified) by the β-deformation.
2.4 Genus expansion
∆{x} =
∏
i6=j
(xi − xj)β
log∆ +
∑
i
1
gs
V (xi) ∼ N2 ⊕N/gs
F = g2s logZ =
∞∑
p=0
g2ps Fp(a) (13)
where a is the t’Hooft coupling constant a = Ngs. If there are many different integration contours over different
eigenvalues, then there are many parameters aI instead of a single a.
In perturbation theory F0 is a sum of planar diagrams and so on.
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• Spectral curve Σ is defined at the genus-zero level, i.e. is hidden in F0. It plays a prominent role in two
places: resolvents and SW equations.
Resolvents are peculiar generating functions of correlators
ρ(p|m)(z1, . . . , zm) =
〈
m∏
i=1
Tr
dzi
zi −X
〉
p
=
∑
{ki}
1
zk+1i
〈∏
i
TrXki
〉
p
(14)
Advantages of this definition are:
• Resolvents are meromorphic poly-differentials on Σ
• As a consequence of Virasoro constraints, they can be recursively reconstructed for a given Σ with a
Seiberg-Witten differential Ω(0) = ρ(0|1) ∼ y(z)dz and Bergmann kernel ρ(2|0) by the AMM/EO recursion [2, 3].
However, it also has a drawback:
• sum over genera diverges, in particular
Ω(z) = ρ(·|1)(z) =
∑
p
g2ps ρ
(p|1)(z) (15)
can not be restored from the AMM/EO recursion.
At the same time Ω(z) is really important: it is the SW differential for the free energy F (a) =
∑
p g
2p
s Fp(a),
i.e. it enters the SW equations.
2.5 SW equations
This is a consistent system of equations 

ai =
∮
Ai
Ω
∂ logZ
∂ai
=
∮
Bi
Ω
(16)
which seems to be true both in matrix models and β-ensembles (this is generally believed, but not proved).
The simplest is the Gaussian example with β = 1 and the spectral curve Σ : y(z)2 = z2 − 4gsN [?]
ZN =
1
N !
∫
(xi − xj)2e−x2i/2gsdxi ∼ gN2/2s
N−1∏
k=1
k!
∂
∂N
N−1∑
k=0
f(k) =
∑
k
Bk
k!
∂kf(N)
∂
∂N
logZN = N(log gsN − 1) +
∑
k
B2k
k
1
N2k−1
Ω(z) = −y(z)
2
+
g2s
y(z)5
+
21g4s(z
2 + gsN)
y(z)11
+ . . .
∮
A
Ω(z) = N,
∮
B
Ω(z) =
∂
∂N
logZN
In Gaussian case with β = 1 these SW equations can be proved from integrability [1011.5629]. However, SW
equations remain true for β 6= 1, while integrability is broken or at least modified.
Generalization to non-Gaussian case is provided by the theory of Dijkgraaf-Vafa phases [38] in matrix models.
6
2.6 How to define ρ(·|1)?
A possible key here is the Harer-Zagier recursion. In variance with AMM/EO recursion [2, 3], implied by the
Virasoro constraints [35], this one rather follows from integrability [40] – and thus behave much worse under the
β-deformation.
Gaussian model (V (x) = x2/2):
ρ(z) =
∑
k
1
z2k+1
〈
TrX2k
〉
φ(t) =
∑
k
t2k
(2k − 1)!!
〈
TrX2k
〉
e(s) =
∑
k
s2k
(2k)!
〈
TrX2k
〉
〈
TrX2k
〉N=1
∼ (2k − 1)!! −→
〈
TrX2k
〉
0
∼
(2k − 1)!!
(k + 1)!
(Catalan numbers)
φ(t|N) = 1
2t2
((
1 + t2
1− t2
)N
− 1
)
• N −→ λ:
φˆ(t|λ) =
∞∑
N=0
φ(t|N)λN = λ
λ− 1 ·
1
1− λ− (1 + λ)t2
• multi-point correlators:
φˆodd(t1, t2|λ) = λ
(1 − λ)3/2
arctan t1t2
√
1−λ√
1−λ+(1+λ)(t2
1
+t2
2
)√
1− λ+ (1 + λ)(t21 + t22)
• other generating functions:
eˆ(s|λ) = λ
(1− λ)2 e
1+λ
1−λ
s2
ρˆ(z|λ) = iλ
(1 − λ)√1− λ2 erf
(
iz
√
1− λ
1 + λ
)
=
=
∞∑
k=0
λ(1 + λ)k
(1− λ)k+2
(2k − 1)!!
z2k+1
=⇒ ρ(z) = z − y(z)
2
+
N
y5(z)
+
21N(z2 +N)
y11(z)
+ . . .
• β-deformation:
for β = 2, 1/2 – 1-point functions are still expressed through arctan
for β = 3 – a differential equation can be written for the 1-point function.
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2.7 W-representations [41]
Partition functions can be considered as a result of ”evolution”, driven by cut-and-join (W) operators from very
simple ”initial conditions”
Z{p} = egWˆ τ0{p} (17)
If W ∈ UGL(∞), then KP/Toda-integrability is preserved
Wˆn =
1
2
∑
a,b
(
(a+ b+ n)papb
∂
∂pa+b+n
+ abpa+b−n
∂2
∂pa∂pb
)
(18)
• Hermitian matrix model ZN =
∫
dXe
∑
k
pk
k
TrXk
ZN = e
Wˆ−2eNp0 (19)
• Kontsevich model [42] Z = ∫ dXeTr( 13X3−L2X), pk = TrL−k
Z = eWˆ
K
−1 · 1 (20)
where WˆK−1 =
2
3
∑(
k +
1
2
)
τkL
K
k−1
• Hurwitz model [43]
Z = etWˆ0ep1 (21)
• Toric knots and links [44, 11]
Z = q
n
m
Wˆ0
∏
link comps
χ˜R (22)
These formulas might imply a striking relation between Hurwitz and torus-knot theories.
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3 AGT relations [1, 19]
The main subjects in this story are:
• Dotsenko-Fateev matrix model [45]
• Hubbard-Stratanovich duality [29]
• Relation to integrable systems [46, 47]
• Bohr-Sommerfeld integrals [48]
The main fact is that certain non-trivial quantities in four different classes of theories are currently known to be
the same:
N = 2 SYM models AGT←→ 2d CFT conformalblocks
l dictionary [1995− 97] l
1d integrable systems
?←→ DF/Penner matrix model
Each of the entries can be used to label universality classes. Each type of theories implies certain ”natural”
deformations and generalizations, and the question is what it corresponds to in the other corners of the table.
3.1 Quantization of integrable systems
The left vertical arrow is well known in the original Seiberg-Witten context [49]: the SW equations for the non-
perturbative (instanton-induced) prepotential in N = 2 SYM theories are expressed through the action variables
for classical 1d integrable systems [46].
When SYM theory is deformed by the Ω-background [21], with two parameters ǫ1 and ǫ2, integrable system is
deformed.
The first natural guess is that the deformation is just the quantization of integrable system. The Shroedinger-
like equations arise as Fourier transforms of the Baxter equations, and they are AGT-related to the equations for
conformal correlators with insertions of degenerate states.
SW description appears through the Bohr-Sommerfeld integrals [48]: if the wave function Ψ(z) = exp
∫ z
Ω,
where Ω = Pdz with a quantum-corrected momentum P (z), then ∂F∂a =
∮
B
Ω, a =
∮
A
Ω.
But in fact this quantization of integrable system is associated with Nekrasov-Shatashvili (NS) limit ǫ1 → 0,
β →∞.
3.2 Matrix-model representation of conformal blocks [45]
Conformal block is parameterized by the following data (the 4-point example):
❍❍
❍
✟✟✟
✟✟
✟
❍❍❍Vα1(0)
Vα2 (q) Vα3(1)
Vα4(∞)
α
It is actually equal to 〈
eα1φ(0)eα2φ(q)eα3φ(1)eα4φ(∞)
N1∏
i=1
∫ q
0
ebφ(xi)
N2∏
j=1
∫ 1
0
ebφ(yj)
〉
= (23)
α1 + α2 + bN1 = α
α+ α3 + α4 + bN2 = 0
=
∫
dxi
∫
dyj (xi − xi′ )2β(yj − yj′)2β(xi − yj)2β(xiyj)2α1b
(
(q − xi)(q − yj)
)2α2b(
(1− xi)(1 − yj)
)2α3b
=
=
∫
dµ(x)
∫
dµ(y)
(
Mixing term(x|y)
)2
(24)
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For β = 1
dµ(x) =
∏
i<i′
(xi − xi′ )2
∏
i
xai (1− xi)cdxi (25)
is Selberg measure. Natural are Selberg averages of Shur functions, they are nicely factorized – and they are exactly
the Nekrasov functions.
β deformation implies that the measure is changed for MacDonald one:
∫
Jackson
β−1∏
k=0
∏
i6=i′
(xi − qkxi′) (26)
qβ = t
However, with this measure the averages of Jack and MacDonald polynomials are often not factorized, instead they
linearly decompose into factorizable quantities (Nekrasov functions)
3.3 Pure gauge limit and BGW model
This limit – natural from the perspective of the SYM models – corresponds to breakdown of conformal invariance.
In this ”pure gauge” limit the logarithmic β-ensemble turns into the BGW model (for β = 1 in involves unitary
rather than Hermitian matrices!) [50].
Elliptic case, associated with the toric conformal blocks is supposedly related to double-cut BGW [51].
BGW model is an important building block in M-theory of matrix models [52].
3.4 Conformal block as average of characters
Continuing from (24), conformal block is equal to [53]
≈
∫
dµ(x)
∫
dµ(y)
exp

2β∑
i,j
log(1 − xiyj)

 =
=
∫
dµ(x)
∫
dµ(y)
exp
(
2β
∑
k
pkp¯k
k
)
=
=
∫
dµ(x)
∫
dµ(y)
(∑
A
χA(X)χA(Y )
)(∑
B
χB(X)χB(Y )
)
=
=
∑
A,B
(∫
dµ(x)
χA(X)χB(X)
)(∫
dµ(y)
χA(Y )χB(Y )
)
(27)
Here
pk = TrX
k, p¯k = TrY
k
and for arbitrary β the role of characters is played by MacDonald polynomials, arising from
exp
∑
k
[β]qkpkp¯k
k
=
∑
A
CA
CA′
MA(X)MA(Y ) (28)
3.5 AGT as Hubbard-Stratanovich duality [29]
❍❍✟✟
✟✟❍❍
❍❍
✟✟
✟✟
❍❍
=
χA(X)
χA(Y )
χB(X)
χB(Y )
χA(X)
χA(Y )
χB(X)
χB(Y )
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∑
X,Y
(∑
A
χA(X)χA(Y )
)(∑
B
χB(X)χB(Y )
)
=
∑
A,B
(∑
X
χA(X)χB(X)
)(∑
Y
χA(Y )χB(Y )
)
(29)
Conformal block =
∑
A,B
NA,B (30)
∫
dµ(X)
χA(X)χB(X)
∫
dµ(Y )
χA(Y )χB(Y )
?
= NA,B (31)
This relation is true for β = 1.
3.6 The extra poles problem for β 6= 1 [29]
However, things are not so simple for β 6= 1. Already in the simplest example,
< χ[1] χ• >< χ[1] χ• > + < χ• χ[1] >< χ• χ[1] > =
=
1
(z − ǫ)
1
(z + ǫ)
+
1
(z + ǫ)
1
(z − ǫ) =
=
2
z2 − ǫ2 =
1
z(z − ǫ) +
1
z(z + ǫ)
= N[1],• +N•,[1]
particular Nekrasov functions for ǫ 6= 0 (β 6= 1) have extra zeroes (at z = 0), not present in Kac determinant, i.e.
not present in conformal blocks.
Instead Nekrasov functions are nicely factorized, while Selberg correlators for β 6= 1 are not:
< χ[3] χ• >BGW ∼ z2 − (5ǫ1 + 8ǫ2)z + 6ǫ21 + 23ǫ1ǫ2 + 19ǫ22
ǫ2=−ǫ1−→ z2 + 3ǫ1z + 2ǫ21 = (z + ǫ1)(z + 2ǫ1)
The natural quantities, e.g. the Selberg correlators (involved into duality relations) are non-trivial linear
combinations of the nicely factorized functions (Nekrasov functions), which possess extra singularities
Similar is the situation with knot invariants: superpolynomials for unknots (the natural quantities) are linear
combinations of MacDonald dimensions (the nicely factorized quantities).
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4 Knots
The story is not so much about knots – rather again about the averages of characters. Usually we are interested
in the following chain of objects and quantities [28]:
knot −→ Wilson average K = 〈Pexp ∮knotA〉CS −→ K{p¯ | knot} =∑RKR(knot)χR{p¯} ←→ τ{p¯ |G}
Wilson averageK is a polynomial of q and A = qN (called HOMFLY polynomial), and τ at the end should be some
kind of generalized τ -function and G – a point of the universal moduli space (universal Grassmannian). Situation
should be similar to matrix models, where different models are labeled by different G. Likewise here different
knots could also be labeled by different G. However, for this to work some still unknown modification of KP/Toda
τ -function is needed.
4.1 ”Special” polynomials [11]
At q = 1 HOMFLY polynomials are reduced to
SR(A) =
(
S[1](A)
)|R|
DR (32)
Coefficients of these ”special” polynomials S(A) are Catalan-like numbers, counting the numbers of certain paths
on 2d lattices. They satisfy Plu¨cker relations and thus provide KP τ -functions
τ{p} =
∑
R
SR(A)χR{p} (33)
However, for q 6= 0 this is no longer true and τ -function should be deformed away from KP (free-fermion) locus.
4.2 β-deformation of HOMFLY polynomials
For a given knot K and representation (Young diagram) R
Superpolynomial PR(A|q|t)
ւ t ≈ q ց A ≈ 1
CS −→ HOMFLY HR(A|q) Heegard− Floer HFR(q|t)
q = 1ւ N = 2ց N = 0 ւ t ≈ q
Special SR(A) Jones JR(q) Alexander AR(q)
Here
A = tN = qβN
q = exp 2πik+N , and A ∼ exp(t′Hooft coupling) remains finite in the loop expansion.
4.3 Some objects, presumably associated with knots
Ideally one can look for at least the following mappings:
knot −→


point of the universal Grassmannian (a dream?)
vector in the Hilbert space,
where modular operators S and T are acting
vector in the space of characters
(quantum or Macdonald dimensions)
However, all of them still need to be accurately defined.
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4.4 R-matrix representation of HOMFLY polynomials [26, 27]
In the gauge A0 = 0 knot invariants are described in terms of knot diagrams, so that:
• knot is substituted by as a braid
• Element of a braid group is a product of quantum R-matrices (somehow generalized after the β-deformation)
• K = ”trace” of an element a braid group
4.5 Torus knots T [m.n]
Torus knots and links are made from a special braid element Rm:
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
☞
☞
☞
☞
☞
☞
☞
☞
☞
R5 :
H
[m,n ]
R = Tr (Rm)n
where trace is defined so that
TrQ I
⊗m = trQ qρ =
∑
~α∈Q
q~ρ~α = χ∗Q = quantum dimension of representation Q (34)
Original representation is decomposed into irreducible ones:
R1 ⊗ . . .⊗Rm = ⊕Q ⊢ (|R1|+...+|Rm|) cQR ·Q (35)
The crucial fact is that Q are eigenspaces of the product Rm with certain eigenvalues λQ. Therefore [44]
H
[m,n ]
R (A|q) =
∑
Q
cQRλ
n
m
Q χ
∗
Q = e
n
m
Wˆ0
∑
Q
cQRχQ{p}
∣∣∣∣∣∣
p=p∗
(36)
4.6 MacDonald dimensions
MacDonald dimensions (β-deformations of the usual quantum ones) are defined as M∗R =MR{p = p∗} with
p∗k =
Ak −A−k
tk − t−k =
{Ak}
{tk} , A = t
N {z} = z − 1/z
M∗1 =
A− 1/A
t− t/t
t=q−→ [N ]q q=1−→ N
M∗11 =
{A/t}{A}
{t}{t2}
t=q−→ [N − 1]q[N ]q
[2]q
q=1−→ (N − 1)N
2
M∗2 =
{A}{Aq}
{t}{qt}
t=q−→ [N ]q[N + 1]q
[2]q
q=1−→ N(N + 1)
2
. . .
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4.7 W -representation of HOMFLY polynomials for torus knots
The relevant W -operator appears to be the simplest non-trivial cut-and-join operator
Wˆ0 = Wˆ [2] =
∑
a,b≥1
(
(a+ b)papb
∂
∂pa+b
+ abpa+b
∂2
∂pa∂pb
)
(37)
for which Shur functions
s1{p} = p1, s2{p} = 1
2
(p2 + p
2
1), s11{p} =
1
2
(−p2 + p21), . . .
are the common eigenfunctions:
Wˆ [2]sQ{p} = κQsQ{p}, λQ = qκQ (38)
Eigenvalues of Wˆ [2] are especially simple
κQ =
∑
i
qi(qi − 2i+ 1) = νQ − νQT
νQ =
∑
i
(i− 1)qi (39)
For general theory of cut-and-join operators see [54]. In general eigenvalues depend on a pair of Young diagrams
and are essentially the generic characters of symmetric group S(∞).
4.8 Initial conditions for the n-evolution
These ”initial conditions” are very simple, e.g.
H
[m,n]
1 = q
n
m
Wˆ [2] pm
∣∣∣
p=p∗
H
[m,n]
R = q
n
m
Wˆ [2] sR{pmk}
∣∣∣
p=p∗
(40)
for mutually prime n and m, and
H
[m,mk]
R1...Rm
= qkWˆ [2] sR1{pmk} . . . sRm{pmk}
∣∣∣
p=p∗
(41)
In the latter case (fully disconnected link) they simply follow from the fact that T [m,n] for n = 0 is a set of m
unknots.
In the former case (connected knot) for n = 1 there is a single unknot, i.e. H
[m,1]
R ∼ s∗R.
H
[m,n ]
R (A|q) = e
n
m
Wˆ
∑
Q
cQRχQ{p}
∣∣∣∣∣∣
p=p∗
=
∑
Q
cQRq
n
m
κQχ∗Q (42)
4.9 Reformulation in terms of Frobenius algebra
Frobenius algebra is a set of data: {linear space + multiplication + linear form}, and
H
[m,n ]
R (A = q
N |q) =
〈
sR[U
m]
〉
=
∑
Q
cQR
〈
sQ[U ]
〉
(43)
〈
sQ[U ]
〉
∼ q nmκQs∗Q (44)
Matrix-model realization of this linear form (q = e~) is [55]
〈
F [U ]
〉
=
∫
duie
u2i/~ sinh
√
n
m
ui − uj
2
sinh
√
m
n
ui − uj
2
F
[
exp
(√
n
m
ui
)]
(45)
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4.10 Split W-representation for toric superpolynomials [11]
It is basically provided by straightforward deformation from Shur to MacDonald functions:
H
[m,n ]
R (A|q) =
∑
Q
cQRq
− n
m
(νQ−νQ′ )s∗Q −→ P [m,n ]R (A|q|t) =
∑
Q
cQR q
− n
m
νQ t
n
m
νQ′ M∗Q (46)
and have a form of a split (refined) W-representation
4.11 How to choose the coefficients cQR [11]?
• They depend on the series T [m,mk + p], p = 0, 1, . . . ,m− 1.
• They satisfy ”initial conditions” at k = 0: T [m, p] = T [p,m], p < m.
• They are such, that P [m,mk+p]R (A|q|t) is a polynomial in all its variables with positive coefficients for all k at
once.
Initial condition would be sufficient, if imposed for all values of time-variables pk. Actually it is imposed only
on the subspace pk = p
∗
k =
Ak−A−k
tk−t−k , and this is not sufficient for |Q| ≥ 4. The third condition should be used. It
is tedious, but it works:
pm =
∑
Q⊢m
c¯Q[1]MQ{p}
cQ[1] = c¯
Q
[1] · γQ[1]
γ[2] =
1 + q2
1 + q2
= 1, γ[11] =
1+ t2
1 + q2
γ[3] =
1+ q2 + q2q2
1 + q2 + q2q2
= 1, γ[21] =
1 + q2 + q2t2
1 + q2 + q2q2
, γ[111] =
1 + t2 + t2t2
1 + q2 + q2q2
General formulas can be also worked out for other series, but they look better after additional structures are
revealed, see the second paper in ref.[11].
4.12 Evidence in favor of the answer (46) for torus superpolynomials
• It is consistent with all known superpolynomials in all fundamental representations R = [1|R|]
• Consistent with HOMFLY – Jones (N = 2) – Alexander (N = 0) reductions (by definition)
• Consistent with Heegard-Floer polynomials HFR(q|t) [7]
• Consistent with superpolynomials, evaluated by the sums of paths on 2d lattices (q, t-Catalan numbers) [9]
• Reproduces P [2,3][2] of [10], but does not reproduce Hopf link superpols P [2,2][2],[1s] of [6] and [8] (because of the
different choice of unknot superpolynomial)
4.13 Generalizations [11]
• Higher non-fundamental representations R 6= [1|R|].
The basic issue here is the choice of unknots:
if one takes MacDonald dimension M∗R as the answer, then already its simplest building block
Aq−(Aq)−1
tq−(tq)−1 is not a
polynomial, even if A = tN .
• Link invariants:
Do superpolynomials exist at all for toric links?
There are still different opinions on what can be sacrificed:
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the best is to release the polynomiality condition,
alternatively there are attempts to release the positivity condition [8].
Split W -evolution for torus links,
breaks both these conditions,
does not reproduce the answers from [6],
still it seems to be the right prescription.
Even if evolution originates from the modified unknots,
which are forced to be polynomial,
the positivity condition is broken.
• Non-toric knots:
The main approach is outlined in sec.3.8 of [11] and [28], again one can use series of knots.
Potentially successful example of this approach is provided by the lifting 52 −→ 10139.
Breakdown of positivity for evolution of 41 implies that the superpolynomials for the composite knots [28]
do not possess the positivity property.
5 Conclusion
To conclude, β-deformation brings us into a completely new world, where familiar structures are non-trivially
deformed, but final answers have absolutely straightforward generalizations: one can easily write them down and
validate, without knowing the reasons for them to be true. This combination makes the subject so interesting and
important for development of string theory methods. This development can prove to be rather technical at the
algebraic (group-theory) side of the story, but it definitely looks conceptual at the geometric side.
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