Abstract: The determination of the right resolution parameter when estimating frequency functions for linear systems is a trade-off between bias and variance. Traditional approaches, like "window-closing" employ a global resolution parameter -the window width -that is tuned by ad hoc methods, usually visual inspection of the results. Here we suggest an adaptive method that tunes such parameters by an automatic procedure. A further benefit is that the tuning can be done locally, i.e., different resolutions can be used in different frequency bands. The ideas are based on local polynomial regression and the "just-in-time"-model concept. The advantages of the method are illustrated in numerical examples.
INTRODUCTION
Estimating the frequency function G(e iω ) of a linear system is a classical problem, see, e.g., Brillinger (1981) , Jenkins and Watts (1968) , Bendat and Piersol (1980) , and Ljung (1987) . The methods can be divided into parametric ones, which estimate the parameters of an ARX, AR-MAX or similar model, and compute the model's frequency function, and non-parametric ones, that essentially smooth the ratio of the output's and input's Fourier functions -one way or another.
The procedures all involve some parameters that govern the resolution of the estimate. For parametric methods, the chosen model orders serve as such parameters. For non-parametric methods, the width of some kind of smoothing window has to be chosen. The selection of such parameters of course reflects a bias/variance trade-off. With better resolution, (i.e., smaller bias), fewer data points can be involved in the estimate which lead to higher variance. There are many ways to strike this balance, but most methods rely on some subjective method, like visual inspection of the estimate, for the final choice.
Here we shall describe a method that has two potential advantages in the choice of resolution parameters:
• We shall use local resolution parameters, so that the resolution is allowed to be frequencydependent.
• We suggest a procedure, based on crossvalidation, that gives an automatic choice of the optimal value.
The ideas are based on local polynomial regression (Stone, 1977; Cleveland, 1979; Katkovnik, 1979) . We have developed such methods for regression and dynamical systems, using terms like JustIn-Time models and Models-On-Demand; see Stenman (1997) , Stenman et al. (1996) and Sten-man et al. (1997) . In this paper we apply the techniques to frequency function estimation.
The paper is organized as follows: Section 2 describes the general set-up, while Section 3 gives the general background of local regression. The application of adaptive frequency function estimation is treated in Section 4. Section 5 illustrates the proposed method with a numerical example, and Section 6, finally, provides some concluding remarks.
FREQUENCY RESPONSE ESTIMATION
A traditional application of nonparametric methods in system identification occurs in the frequency domain when estimating the frequency response function of a system. If the system considered is linear, i.e., it can be modeled by the input-output relation
an estimate of the frequency function G(e iω ) can be formed as the ratio between the (discrete) Fourier transforms of the output and input signals, i.e.,Ĝ
This estimate is often called the empirical transfer function estimate, ETFE, since it is formed with no other assumptions than linearity of the system (Ljung, 1987) .
It is well-known that the ETFE is a very crude estimate of the true transfer function. This is due to both the fact that the observed outputs are corrupted by measurement noise e(t) which propagates to the ETFE through the Fourier transform, and leakage effects. In particular, for sufficiently large N (see Ljung (1987, Lemma 6 .1)), it can be shown that the ETFE satisfies
where
and Φ e (ω) is the spectrum of the noise. That is, the ETFE is an asymptotically unbiased estimate of G(e iω ). However, the variance does not decay as N increases. Instead it approaches the noiseto-input-signal ratio at the frequency in question.
One way to improve the poor variance properties of the ETFE is to assume that the values of the true frequency function at neighboring frequencies are related. Hence the frequency function value at the frequency ω can be estimated in a nonparametric fashion
where the weights w k are selected such as a good trade-off between bias and variance is achieved. In traditional treatments of the problem, see for example Brillinger (1981) and Ljung (1987) , the weights have been selected according to a frequency window function
where γ is a parameter that controls the (inverse) width of the window. A commonly used window function in this context is so-called Hamming window. A problem with these methods however, is that the resolution parameter γ in practical situations has to be chosen manually by the user, and that it in general is fixed over the whole frequency axis. The reason for this is that the methods typically are implemented in the time domain using the Blackman-Tukey procedure (Blackman and Tukey, 1958) , or as averaging of periodograms (Welch, 1967) . This automatically involves a global choice of resolution parameter. Better performance can be expected using a frequency window with variable width, which adapts to the local properties of the ETFE. In the following sections, we will see how the concept of local polynomial regression can be used for this purpose.
LOCAL POLYNOMIAL REGRESSION
Local polynomial regression is a special class of nonparametric methods which has its origins in kernel methods for density estimation (Rosenblatt, 1956; Parzen, 1962) and kernel regression (Nadaraya, 1964; Watson, 1964) . It enjoyed a reincarnation in a more general setting in the late 1970's with the work of Stone (1977) , Cleveland (1979) and Katkovnik (1979) . Its current popularity is largely due to software packages such as Lowess (Cleveland, 1979) and Loess (Cleveland and Devlin, 1988) .
Basic Concepts and Theory
The underlying model for local regression is
where m(·) is an unknown function, and e k is an error term modeled as i.i.d. random variables with zero means and variances σ 2 k . The function m(·) is assumed to be smooth and is estimated by fitting a pth degree polynomial to the data within a sliding window. That is, for each point x, an estimate is obtained by the weighted regression problem; minimize
where (·) is a scalar-valued, positive norm function, h is a bandwidth parameter controlling the size of the local neighborhood, and W (·) is a window function (usually referred to as the kernel ) assigning weights to each remote data point according to its distance from x. Ifβ j , j = 0, . . . , p, denote the minimizers of (7), an estimate of
Note that each local regression problem produceŝ m (ν) (x) for a single point x; to obtain estimates at other locations, the local weights change and new regression problems have to be solved.
The norm (·) is usually taken as a quadratic function, which is convenient both for computation and analysis since simple and powerful least squares methods can be used. However, demands for robustness against outliers may sometimes warrant other choices.
It is clear that the valueβ 0 obtained in (8) can be used by itself as an estimate of m(x). However, it is also possible to enhance the estimate by plugging in the derivative estimates into an additional optimization step. See Stenman (1997) for more details around this.
Adaptive Bandwidth Selection
The bandwidth h has a critical impact on the resulting estimate since it governs a trade-off between bias and variance. Methods that use the available data to produce a bandwidth are usually referred to as bandwidth selectors, and have been extensively studied within the statistical literature, see, for instance, Fan and Gijbels (1996) . They can roughly be divided into "classical" methods which are based on crossvalidation ideas, and "plug-in" methods which rely on asymptotic MSE expressions (Loader, 1995) . The majority of the bandwidth selectors proposed so far, though, have been of global type, i.e., they produce a single global bandwidth. However, adaptive methods, which select local bandwidths for each fitting point, have gained a significant interest in recent years, and the development of them still seems to be an open and active research area.
In this contribution we consider an adaptive, cross-validation type approach. Letm
denote the estimated local polynomial within the window. To assess the quality of this fitted polynomial, we use the risk function
where (w 1 (x), . . . , w N (x) ). An estimator for this quantity, which measures the estimation error, is given by (see Cleveland and Loader (1996) );
and X is a Vandermonde type matrix of size N × (p + 1) with rows
This has the interpretation as a localized version of Mallows C p statistics (Mallows, 1973; Cleveland and Loader, 1996) . By also allowing an arbritrary penalty on the variance part in (11) in order to prevent the criterion to find spurious features at small bandwidths, we obtain the local generalized C p with variance penalty α (Loader, 1997);
Thus, for each fitting point x, a local bandwidth h = h(x) can be obtained by minimizing C(x, h) subject to h.
ADAPTIVE SMOOTHING OF THE ETFE
The adaptive smoothing technique described in Section 3 can easily be extended to the ETFE smoothing case. From (3) and (4) it follows that the ETFE, at least asymptotically, can be modeled as in (6) with
and with a complex zero mean noise term e k with variance given by
For simplicity we assume a quadratic norm, (ε) = |ε| 2 , which yields that the local regression problems can be solved explicitly using ordinary weighted least squares.
In order to use the localized C p criterion and to enhance the quality of the estimate, it is crucial to have a good estimate of the variance (13). This can be achieved in the following way. An estimate of the residual spectrum Φ e (ω k ) can be obtained as a nonparametric estimate of
whereĜ 0 (e iω k ) denotes an initial smooth of the ETFE using a global bandwidth. Plugging in this in (13) results in the variance estimatê
It is of course also possible to obtain local variance estimates directly from the raw ETFE data, using a non-adaptive smooth with a small bandwidth.
Computational Aspects
The adaptive smoothing procedure described in Section 3 seems very attractive when computing pointwise estimates. However, estimating the ETFE on a large grid of frequencies may be a very time consuming task, since we at each grid point have to solve a number of regression problems for different bandwidths in order to minimize the localized C p criterion. Considerable speedups can be obtained by considering recursive splitting ideas similar to those of Locfit (Loader, 1997) ; Start initially by computing estimates at the boundary points ω i and ω j of the grid, which yields the corresponding bandwidths h i and h j . If
recursively split the interval into two equally sized pieces, and apply the same procedure on the two halves. This greatly reduces the number of computations. Estimates at intermediate frequency points can be obtained using cubic spline interpolation between the fitted points. Empirical studies have shown that ζ ≈ 0.7 seems to be a reasonable choice.
AN EXAMPLE
The following example, taken from Bodin (1995) , illustrates the impact different window widths have on the resulting estimate. Consider the linear, discrete time system
where r = 0.95, φ= 1.3π/4, ∆φ = 0.03π/4, k = 0.5, C = 0.5.
A data set was generated according to
where N = 2 12 , u(t) is a unit PRBS signal, and {e(t)} is a Gaussian random sequence with zero mean and standard deviation σ e = 0.03. The amplitude and phase curves of the true transfer function are shown in Figure 1 (a) . The system has a damped peak at ω = 1. The corresponding ETFE plots are shown in Figure 1 (b) .
Using the Blackman-Tukey Procedure
In Figure 2 (a)-(c) , the ETFE has been windowed with a Hamming window of different widths. In Figure 2 (a) a wide window with γ = 32 is used. The plot is smooth, but the resolution at the peak is quite poor. In Figure 2 (b) a narrower window with γ = 256 is used. The resolution at the peak is now better, but at other frequencies the plot is noisier. Figure 2 This clearly shows the trade-off between resolution (narrow window) and variance reduction (wide window) which has to be taken into account when using a frequency window with fixed resolution.
Using an Adaptive Smoother
The problem with the fixed window approach in the preceeding section is that an acceptable noise reduction in one part of the frequency interval is achieved to the price of a too low resolution in another part of the interval. Considerable improvements could therefore be obtained by allowing a smoothing window with variable width, which adapts to the local properties of the ETFE. We will therefore apply the methods described in Section 3 and Section 4.
Figure 3 (a) shows the result after applying an adaptive, local quadratic smoother (p = 2) using the tricube window
The smoothing has been carried out using the recursive, interval splitting approach described in Section 4.1. The selected fitting points and associated bandwidths are shown in Figure 3 (b). As shown the splitting approach results in more fitting points where smaller bandwidths are needed, i.e., around the peak. The actual fits are computed at only 30 frequencies (compared to the original 2048 frequency points), which drastically decreases the computation time.
CONCLUSIONS
Based on local modeling, we have described a method that estimates frequency functions of linear systems using an automatic, adaptive, and frequency-dependent choice of frequency resolution. This gives several advantages over traditional spectral analysis techniques. Many frequency functions exhibit fine details to different degrees in different frequency bands. Our approach thus gives a useful alternative to multiresolution techniques, based, e.g., on wavelets. We have also demonstrated how the automated procedure based on a cross-validation type approach leads to good choice of bandwidths. 
