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Abstract
We propose a Markov chain Monte Carlo (MCMC) algorithm based on third-order
Langevin dynamics for sampling from distributions with log-concave and smooth densities.
The higher-order dynamics allow for more flexible discretization schemes, and we develop
a specific method that combines splitting with more accurate integration. For a broad
class of d-dimensional distributions arising from generalized linear models, we prove that
the resulting third-order algorithm produces samples from a distribution that is at most
ε > 0 in Wasserstein distance from the target distribution in O
(
d
1/4
ε1/2
)
steps. This result
requires only Lipschitz conditions on the gradient. For general strongly convex potentials
with α-th order smoothness, we prove that the mixing time scales as O
(
d
1/4
ε1/2
+ d
1/2
ε1/(α−1)
)
.
1 Introduction
Recent years have seen substantial progress in the theoretical analysis of algorithms for large-
scale statistical inference. For both the optimization algorithms used to compute frequentist
point estimates and the sampling algorithms that underpin Bayesian inference, nonasymptotic
rates of convergence have been obtained and, increasingly, those rates include dimension de-
pendence [see, e.g., 10, 13, 11, 9, 7, 14, 20, 5]. In particular, for the gradient-based algorithms
that have become the state-of-the-art in many large-scale applications, the dimension depen-
dence is generally linear or sublinear, providing strong theoretical support for the deployment
of these algorithms in large-scale problems.
Although progress has been made in both optimization and sampling, the latter has lagged
the former, arguably because of the inherent stochasticity of the sampling paradigm. Indeed,
much of the recent progress in both paradigms has involved taking a continuous-time point of
view, whereby algorithms are obtained as discretizations of underlying continuous dynamical
systems, and this line of attack is more challenging for sampling methods. For optimiza-
tion algorithms the continuous dynamics can be represented as ordinary differential equations
(ODEs) [3, 31, 33, 28], whereas the underlying dynamics are characterized as stochastic dif-
ferential equations (SDEs) in the case of sampling algorithms [26, 10, 13]. The non-smooth
⋆ Wenlong Mou and Yi-An Ma contributed equally to this work.
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nature of the Brownian motion underlying these SDEs raises fundamental challenges in car-
rying out the discretization that is needed to transfer the continuous-time results to discrete
time.
We focus on densities that can written in the form p∗(θ) ∝ exp(−U(θ)), where the potential
function U : Rd → R is strongly convex and Lipschitz smooth. There is a substantial body
of past work on sampling problems of this type; among other results, it has been shown [9,
8, 12, 18] that a discretization of the second-order Langevin diffusion has mixing time that
scales as O(
√
d), which compares favorably to the best known O(d) scaling of the first-order
Langevin diffusion [10, 13, 11]. The results were further improved by Shen and Lee [27], who
used a uniform random time to construct the low-bias estimator for an integral, leading to an
improved discretization scheme with O(d1/3/ε2/3) mixing time. Furthermore, Cao et al. [4]
show for second-order Langevin diffusions, this rate cannot be further improved to achieve ε
discretization error.
However, if additional and relatively strong assumptions are imposed on the density, then
even faster rates of convergence can be obtained [22, 23, 16]. Here we ask whether it is pos-
sible to accelerate convergence of sampling algorithms beyond the O(d1/3) barrier in the gen-
eral setting without imposing additional assumptions beyond strong convexity and Lipschitz
smoothness. The main contribution of our paper is an affirmative answer to this question.
Let us provide some context for our line of attack and our contributions. As is well
known from past work [10, 2], the continuous-time Langevin dynamics converge to the target
distribution at an exponential rate, with no dependence on dimension. However, to be imple-
mented with digital computation, the continuous-time dynamics must be approximated with
a discrete-time scheme, leading to numerical error that does scale with the dimension and
the conditioning of the problem. Direct application of higher-order schemes to the Langevin
diffusion is hindered by the non-smoothness of the Brownian motion. One way to circum-
vent this problem is to augment the traditional Langevin diffusion by moving to higher-order
continuous dynamics. In particular, recent work has studied the the second-order (or under-
damped) Langevin algorithm, which lifts the original d-dimensional space to a 2d-dimensional
space consisting of vectors of the form x = (θ, r) ∈ Rd × Rd, and considers a 2d-dimensional
collection of SDEs in these variables [9, 8, 12, 18].
There is a natural hierarchy of such lifted schemes, and this paper is based on proposing
and analyzing a carefully designed third-order lifting, to be described in Section 2.4. We
provide a careful analysis of a particular discretization of this third-order scheme, establishing
non-asymptotic bounds on mixing time for particular classes of potential functions.
Our presentation begins with an analysis of potential functions that have the following
ridge-separable form:
U(θ) =
n∑
i=1
ui
(
aTi θ
)
, (1)
where {ui}ni=1 are a collection of univariate functions, and {ai}ni=1 are a given collection
of vectors in Rd. Many log-concave sampling problems that arise in statistics and machine
learning involve potential functions of this form. In particular, posterior sampling in Bayesian
generalized linear models, including Bayesian logistic regression and one-layer neural networks,
can be written in the form (1). It is worth noticing that we do not impose any additional
assumptions on the vectors {ai}ni=1. The ridge-separable form is needed only to make sure a
one-dimensional integral to have close-form solution.
Given a distribution of the form (1), with U strongly convex and smooth, we prove that
2
O(d
1
4/ε
1
2 ) steps suffice to make the Wasserstein distance between the sample and target distri-
butions less than ε. This is the first time that the O(d1/3) barrier for the log-concave sampling
problem has been overcome without additional structural assumptions on the data, even for
the special case of Bayesian logistic regression. The dependency on ε is also improved relative
to the current state of the art. It is worth noticing that our analysis allows for arbitrary
vectors {ai}ni=1 and functions {ui}ni=1, as long as the smoothness and strong convexity of U
are guaranteed. This is in sharp contrast to previous work [22, 23, 16] that requires incoher-
ence conditions on the data vectors {ai}ni=1 and/or high-order smoothness conditions on the
component functions {ui}ni=1.
We then tackle the more general setting in which the function U need not be ridge-
separable as in equation (1). Assuming only that we are given access to gradients from a
black-box gradient oracle, we show that the dimension dependency of our algorithm is O(
√
d),
but the dependency on final accuracy ε associated with this term can be adaptive to the
smoothness assumptions satisfied by U . In particular, we establish an upper bound on the
mixing time of O
(
d
1
4 /ε
1
2 + d
1
2 /ε
1
α−1
)
, under α-th order smoothness of U . Thus, when the
potential function U satisfies high-order smoothness conditions and a high-accuracy solution
is needed, this bound is favorable compared to existing O(
√
d/ε) rates.
The remainder of the paper is organized as follows. Section 2 is devoted to background on
the Langevin diffusion, and various higher-order variants. In Section 3, we describe the third-
order Langevin scheme analyzed in this paper, and state our two main results: Theorem 1
for the special case of ridge-separable functions, and Theorem 2 for general functions under
black-box gradient access with additional smoothness. Section 4 is devoted to the proofs of
our main results, with more technical aspects of the arguments deferred to the appendices.
We conclude with a discussion in Section 5.
2 Background and problem formulation
In this section, we first introduce the class of sampling problems that are our focus, before
turning to specific sampling algorithms that are based on discretizations of diffusion processes.
We begin with the classical first-order discretization of Langevin diffusion, and then introduce
the higher-order discretization that is the principal object of study of our work.
2.1 A class of sampling problems
We consider the problem of drawing samples from a distribution with density written in the
form p∗(θ) ∝ exp(−U(θ)). The potential function U : Rd → R is assumed to be strongly
convex and smooth in the following sense:
Assumption 1 (Strong convexity and smoothness). The function U is differentiable, and
m-strongly convex and L-smooth:
m
2
‖|θ′ − θ‖22 ≤ U(θ′)− U(θ)− 〈∇U(θ), θ′ − θ〉 ≤
L
2
‖θ′ − θ‖22 for all θ, θ′ ∈ Rd, (2)
where m and L are positive constants.
We say that the potential is (m,L)-convex-smooth when this sandwich relation holds. The
condition number of the problem is given by the ratio κ := Lm ∈ [1,∞).
Given an iterative algorithm that generates a random vector θ(k) at each step k, we use
π(k) to denote the law of θ(k). We are interested in the convergence π(k) to the measure π∗
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defined by the target density p∗. In order to quantify closeness of the measures π(k) and
π∗, we use the Wasserstein-2 distance (see the book [32] for background). Given a pair of
distributions p and q on Rd, a coupling γ is a joint distribution over the product space Rd×Rd
that has p and q as its marginal distributions. We let Γ(p, q) denote the space of all possible
couplings of p and q. With this notation, the Wasserstein-2 distance is given by
W22 (p, q) := inf
γ∈Γ(p,q)
∫
Rd×Rd
‖x− y‖22 dγ(x, y). (3)
Given this definition, we obtain the notion of the ε-mixing time—it is the minimum number
of steps the algorithm takes to converge to within ε-close of the target measure π∗ in W22
distance:
Tmix(ε) := min
{
k :W2(π(k), π∗) ≤ ε
}
. (4)
2.2 First-order Langevin algorithm
We refer to the stochastic process represented by the following stochastic differential equation
as continuous-time Langevin dynamics:
dθt = − 1
L
∇U(θt) dt+
√
2/L dBt. (5)
Here the reader should recall that L is the smoothness parameter from Assumption 1.
It is well known that continuous-time Langevin dynamics converges to the target distri-
bution p∗ exponentially quickly; moreover, under Assumption 1, it is known [15] that the
convergence rate is independent of the dimension d. However, after discretization using the
Euler scheme, the resulting algorithm—a discrete-time stochastic process—has a mixing rate
that scales as O(d) [10]. As this result makes clear, the principal difficulty in high-dimensional
sampling problems based on Langevin diffusion is the numerical error that arises from the
integration of the continuous-time dynamics. A classical response to this problem is to intro-
duce higher-order discretizations, but in the setting of Langevin diffusion a major challenge
arises—the non-smoothness of the Brownian motion makes it difficult to control high-order
numerical errors.
2.3 Underdamped (second-order) Langevin dynamics
One way to proceed is to augment the dynamics to yield smoother trajectories that are more
readily discretized. For example, the second-order Langevin algorithm, also known as the
underdamped Langevin algorithm, lifts the original d-dimensional space to a 2d-dimensional
space consisting of vectors of the form x = (θ, r) ∈ Rd × Rd, and defines the following 2d-dimensional
collection of SDEs: {
dθt = rt dt
drt = − 1L∇U(θt) dt− ξrt dt+
√
2ξ/L dBrt ,
(6)
where ξ > 0 is an algorithmic parameter.
In the second-order Langevin dynamics determined by the system (6), the trajectory
θt has one additional order of smoothness compared to the Brownian motion B
r
t . As a
result, it is possible to introduce higher-order discretizations for the augmented dynamics.
Examples of such discretizations include Hamiltonian Monte Carlo [24, 6] and underdamped
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Langevin algorithms [9], both of which are derived from equation (6). These methods can
provably accelerate convergence; in particular, the underdamped Langevin algorithm provides
a convergence rate of O(√d) when the objective function U is strongly convex and Lipschitz
smooth.
2.4 A third-order scheme
It is natural to ask whether one can further accelerate the convergence of Langevin algorithms
via higher-order dynamics, where we expand the ambient space and drive the variable of
interest via higher-order integration of an SDE. In order to pursue this question, let us recall
a generic recipe for constructing Markov dynamics with a desired stationary distribution.
Consider the family of SDEs of the form
dxt = (D +Q)∇H(xt) dt+
√
2D dBt, (7)
where D is a constant positive semidefinite matrix, and Q is a constant skew-symmetric matrix.
It can be shown [19, 21] that for any choice of the matrices (D,Q) respecting these constraints,
the SDE in equation (7) has p∗(x) ∝ exp(−H(x)) as its invariant distribution.
Within this general framework, note that the second-order Langevin dynamics (6) are
obtained by setting xt = (θt, rt), and choosing
H(xt) = H(θt, rt) = U(θt) +
L
2
‖rt‖2 , D = 1
L
[
0 0
0 ξI
]
, and Q =
1
L
[
0 I
−I 0
]
.
Note that the positive semidefinite matrix D has a zero top-left block matrix (corresponding
to the θ coordinates), which means that θt is not directly coupled with the Brownian motion.
This observation motivates us to choose an even more singular D matrix. Beginning from
the general equation (7), let xt = (θt, pt, rt), and define the functionH(xt) = U(θt) +
L
2 ‖pt‖2 + L2 ‖rt‖2,
along with the matrices
D =
1
L

0 0 00 0 0
0 0 ξI

 , and Q = 1
L

 0 I 0−I 0 γI
0 −γI 0

 .
Given these definitions, we set up a third-order form of Langevin dynamics as follows:

dθt = pt dt
dpt = − 1L∇U(θt) dt+ γrt dt
drt = −γpt dt− ξrt dt+
√
2ξ/L dBrt
. (8)
The trajectory of θt under these third-order dynamics is substantially smoother than the
corresponding trajectory under the underdamped Langevin dynamics; this higher degree of
smoothness provides more control over discretization errors. In particular, in our numerical
analysis of equation (8), we exploit the fact that the Brownian motion and ∇U are passed
into the time derivative of two different variables, rt and pt, respectively. This allows us to
adopt a splitting scheme that takes advantage of the structure of U and thereby provides an
improvement in convergence rate relative to past work. Indeed, in Section 3 we prove that
faster convergence is achieved with a proper choice of integration scheme.
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3 Main results
In this section, we describe our higher-order Langevin algorithm, and state two theorems that
characterize its convergence rate.
3.1 Discretized third-order algorithm
We propose an algorithm, akin to the Langevin or underdamped Langevin algorithm, that at
every iteration generates a normal random variable centered according to the previous iterate
(see Algorithm 1). The algorithm is constructed via a three-stage discretization scheme of
the continuous-time Markov dynamics (8). See Section 3.4 for a detailed discussion of the
discretization scheme.
Recalling the (m,L)-strong-convexity-smoothness condition given in Assumption 1, we see
that the potential function U has a unique global minimizer θ∗ ∈ Rd such that ∇U(θ∗) = 0.
We initialize our algorithm at a point θ0 satisfying ‖θ∗ − θ0‖2 ≤ 1L . Such a point can be
found in O(
√
κ log(dκ)) gradient evaluations using accelerated gradient methods [25]. Our
algorithm generates a sequence of vector triples x(k) = (θ(k), p(k), r(k)) for k = 1, 2, . . . in a
recursive manner. Any instance of the algorithm is specified by a stepsize parameter η > 0,
two positive auxiliary parameters γ and ξ, and a function ∆U : Rd × Rd → R. We provide
specific choices of these parameters and the function ∆U in the theory to follow.
Algorithm 1: Discretized Third-Order Langevin Algorithm
Let x(0) = (θ(0), p(0), r(0)) = (θ∗, 0, 0).
for k = 0, · · · , N − 1 do
Sample x(k+1) ∼ N (µ (x(k)) ,Σ), where µ and Σ are defined in equation (9a) and (9b).
end for
Given the iterate x(k) at step k, the next iterate x(k+1) is obtained by drawing from a
multivariate Gaussian distribution with mean µ(x(k)), where
µ (x) :=

 θ − η2∆U (θ, p) + µ12p+ µ13r−∆U (θ, p) + µ22p+ µ23r
µ31∆U (θ, p) + µ32p+ µ33r

 , (9a)
and covariance
Σ :=
1
L

 σ11 · Id×d σ12 · Id×d σ13 · Id×dσ12 · Id×d σ22 · Id×d σ23 · Id×d
σ13 · Id×d σ23 · Id×d σ33 · Id×d

 . (9b)
The constants µ12–µ33, as well as σ11–σ33 above are entirely determined by the triple (γ, ξ, η);
see Appendix C for their explicit definitions.
We make a few remarks about the algorithm:
• The vector ∆U(θ, p) is chosen to be either an exact or approximate value of the integral∫ η
0 ∇U(θ + tp)dt. As we discuss in the two versions of the main theorem, different choices
of ∆U(θ, p) are available depending on the starting assumptions, and each such choice
leads to a different mixing time bound.
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• In each iteration, we only need to compute ∆U(θ, p) once. Below we provide choices of
the function ∆U for which this step has equivalent computational cost with a gradient
evaluation.
• When the stepsize η is small, the leading terms in (µ(x(k)),Σ) are the same as the
dynamics in equation (8). However, the high-order correction terms are essential for
achieving accelerated rates. This high-order scheme allows us to separate ∇U , the only
nonlinear part of the equation, and carry out a direct integration on a deterministic
path.
• While our description allows for different choices of the parameters γ and ξ, in our
analysis, we adopt the choices γ = κ and ξ = 2κ.
3.2 Guarantees for ridge-separable potentials
We begin by describing and analyzing a version of our algorithm applicable when the potential
function U is of ridge-separable form (1). In this case, the integral
∫ η
0 ∇U(θ + tp)dt can be
computed exactly using the Newton-Leibniz formula. This fact allows us to run Algorithm 1
with the choice
∆U(θ, p) :=
1
L
∫ η
0
(
n∑
i=1
u′i(a
T
i (θ + tp))ai
)
dt =
1
L
∑
i
(
ui
(
aTi (θ + ηp)
)− ui (aTi θ)) aiaTi p.
(10)
We claim that an O(d
1
3 ) mixing time can be achieved in this way. More precisely, we have:
Theorem 1. Let U be an (m,L)-convex-smooth potential of the form (1). Given a de-
sired Wasserstein accuracy ε ∈ (0, 1), suppose that we run Algorithm 1 with stepsize η =
cκ−
11
4 d−
1
4L
1
4 ε
1
2 , using the function ∆U(θ, p) defined in equation (10). Then there is a univer-
sal constant C such that the mixing time is bounded as
Tmix(ε) ≤ C · κ
19
4 (d/L)
1
4
( 1√
ε
)
log
(dκ
ε
)
.
Note that the result holds true for any potential function of the form equation (1), re-
gardless of the distribution of the data points. In particular, we do not assume any form
of incoherence assumptions as in [16, 22]; nor do we assume any conditions on the norm of
vectors ai. Furthermore, only the strong convexity and smoothness assumptions are used,
without requiring high-order smoothness assumptions. Many log-concave sampling problems
of practical interest in statistical applications arise from a Gibbs measure defined by general-
ized linear potential functions. Under this setup, our result significantly improves the previous
best known O(d1/3/ε2/3) rate [27] in the dependency on both ε and d. Finally, it is also worth
noticing that the ridge-separable form is needed only to ensure the close-form expression (10).
For a function that does not satisfy Eq (1) but allows the close-form integration of ∆U(θ, p),
Theorem 1 also applies.
As a caveat, we note that the stepsize used in running Algorithm 1 depends on knowledge
of κ and L, which might not be unavailable in practice. An important direction for future
work is to provide an automated mechanism for stepsize selection with similar guarantees.
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3.3 Guarantees under black-box gradient access
We now turn to the more general setting, in which the potential function U is no longer ridge
separable (1). Suppose moreover that we have access to U only via a black-box gradient
oracle, meaning that we can compute the gradient ∇U(θ) at any point θ of our choice. Under
these assumptions, the closed form integrator described in Algorithm 1 is no longer available.
However, by using Lagrange interpolation as an approximation, we can still derive a practical
high-order algorithm that yields a faster mixing time. In particular, while the mixing time
scales as O(
√
d), as with lower-order methods, we show that the ε-dependency term can be
adaptive to the degree of smoothness of the function U .
Lagrange interpolation: When the objective U does not take the form of a generalized
linear function, we use Lagrange interpolating polynomials with Chebyshev nodes [30] to
approximate the function:
s 7→ ∇U
(
s− kη
η
θˆ(k+1)η +
(k + 1)η − s
η
θ˜(k)
)
over the interval s ∈ [kη, (k + 1)η].
In particular, for a given smoothness parameter α ∈ N+, the Chebyshev nodes are given by:
si = kη +
η
2
(
1 + cos
2i− 1
2α
π
)
for i = 1, 2, . . . , α.
The Chebyshev polynomial interpolation operator Φ takes as inputs a scalar t, and a function
z : [0, η]→ Rd, and returns the scalar Φ(t; z) :=∑αi=1 z(si)∏j 6=i t−sisj−si . Note that the integral
of this function over t can be computed in closed form.
For each pair (θ, p) define the mapping ψθ,p(s) = ∇U(θ+ sp) from R to Rd. Applying the
interpolation polynomial to this mapping, we define
∆U(θ, p) :=
∫ η
0
Φ(t;ψθ,p)dt. (11)
Note that t 7→ Φ(t;ψθ,p) is a polynomial function, and hence the integral over t can be
computed exactly. Computing this integral requires α gradient evaluations in total, along with
O(d) additional computational cost. Thus, when the smoothness α is viewed as a constant,
the computational complexity is order-equivalent to a gradient evaluation.
As is well known from the numerical analysis literature, higher-order polynomial approxi-
mations are suitable to approximate functions that satisfy higher-order smoothness condition.
In our analysis, we impose a higher-order smoothness condition on U in the following way.
Note that the gradient ∇U(θ) at any given θ is simply a vector, or equivalently a first-order
tensor. For a first-order tensor T , its tensor norm is given by |||T |||(1)tsr = ‖T‖2, corresponding to
the ordinary Euclidean norm. For a k-th order tensor T , we recursively define its tensor norm
as |||T |||(k)tsr := supv∈Sd−1 |||Tv|||(k−1)tsr , where Sd−1 denotes the Euclidean sphere in d-dimensions.
With this definition, the second-order tensor ||| · |||(2)tsr norm for a matrix is equivalent to its
ℓ2-operator norm.
Assumption 2 (High-order smoothness). For some α ≥ 3, the potential function U is α-th
order differentiable, and the associated tensor of derivatives satisfies the bound
|||∇αU(x)|||(α)tsr ≤ Lα−1α ,
for some Lα > 0.
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Note that in the special case α = 3, Assumption 2 corresponds to a Lipschitz condition on
the Hessian function, as has been used in past analysis of sampling algorithms.
In general, under a smoothness assumption of order α ≥ 2, we have the following guarantee:
Theorem 2. Consider a potential U satisfying Assumptions 1 and and 2 for some α ≥ 2.
Given a desired Wasserstein accuracy ε ∈ (0, 1), suppose that we run Algorithm 1 with stepsize
η = c ·min
(
κ−
11
4 d−
1
4L
1
4 ε−
1
2 , L−1α L
1
2κ−4d−
1
2 ε
1
α−1
)
, (12a)
using ∆U(θ, p) =
∫ η
0 Φ(t;ψθ,p)dt where ψθ,p(s) = ∇U(θ + sp). Then there is a universal
constant C such that
Tmix(ε) ≤ C ·max
(
Lακ
6
√
d/Lε−
1
α−1 , κ
19
4 (d/L)
1
4 ε−
1
2
)
. (12b)
We observe that the dimension dependence becomes d1/2, but the corresponding ǫ dependence
is reduced to ǫ−1/(α−1), where higher-order smoothness leads to better accuracy dependence.
3.4 Derivation of the discretization
In this section we provide a detailed derivation of Algorithm 1 as a discretization scheme
for the continuous-time process (8). Our overall approach involves a combination of a split-
ting method and a high-order integration scheme. More precisely, we reduce the problem of
one-step simulation of equation (8) to (approximately) computing the integral of ∇U along a
straight line, using a three-stage discretization scheme. Specifically, letting gˆs be an approxi-
mation for ∇U
(
θ(k) + s−kηη p
(k)
)
and letting ∆U(θ(k), p(k)) :=
∫ (k+1)η
kη gˆsds, the discretization
error bound depends on the accuracy with which gˆs approximates ∇U . Depending on the
assumptions imposed on the target distribution, various choices of gˆ can be used, the exact
integration of which leads to different choices of ∆U . Theorems 1 and 2 correspond to two
instances of this general approach.
Our three-stage discretization scheme is similar to classical splitting schemes for Langevin
dynamics [1, 17]. We construct two continuous-time processes: (a) an interpolation process
(θ˜, p˜, r˜); and (b) an auxiliary process (θˆ, pˆ, rˆ) defined over the time interval [kη, (k + 1)η).
At time kη, both processes are started from point (θ(k), p(k), r(k)), and after one step of
Algorithm 1, we have (θ(k+1), p(k+1), r(k+1)) = (θ˜(k+1)η , p˜(k+1)η, r˜(k+1)η). It is worth noting
that we only need to calculate the process (θ˜, p˜, r˜) at time points that are integer multiples of
η in an algorithmic manner.
First stage: We begin by constructing estimators θˆ(k+1)η and rˆ(k+1)η following the Ornstein-
Uhlenbeck process:{
dθˆt = p˜kηdt,
drˆt = −γp˜kηdt− ξrˆtdt+
√
2ξ/LdBrt ,
for all t ∈ [kη, (k + 1)η]. (13)
The values (θˆ(k+1)η, rˆ(k+1)η) are then used to calculate a high-accuracy result by adding a
correction term. We use the function gˆs as an approximation of the gradient
∇U(θˆs) = ∇U
(
θ(k) + (t− kη)p˜kη
)
.
It is worth noting that gˆt approximates a function along a fixed curve determined by xkη,
and has no interaction with other variables nor the noise. This makes it possible to obtain
high-accuracy solutions to the equation by integration of a deterministic and known function.
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Second stage: In the second stage, we solve the system of differential equations

dp˜t = − 1L gˆtdt+ γrˆtdt,
dpˆt = − 1Lη
(∫ (k+1)η
kη
gˆsds
)
dt+ γrˆtdt,
∀t ∈ [kη, (k + 1)η]. (14)
Solving these equations amounts to integrating gˆt and rˆt, whereas the quantity pˆt corresponds
to a linear approximation of the integral component of p˜t. This choice ensures that calculations
for θ˜ in our third stage are straightforward. From equation (14), we always have p˜(k+1)η =
pˆ(k+1)η, which can be used as the value of p
(k+1) in Algorithm 1.
Third stage: In the third stage, we use the estimator p˜t constructed from equation (14) in
order to construct approximate solutions to the following systems of SDEs:{
dθ˜t = pˆtdt
dr˜t = −γpˆtdt− ξr˜tdt+
√
2ξ/L dBrt ,
t ∈ [kη, (k + 1)η]. (15)
Note that the Brownian motion (Brt : t ≥ 0) used in process (15) must be the same as that used
in process (13), so that the two processes must be solved jointly. As shown in Appendix C, we
can carry out the integrations in closed form, so as to obtain the explicit quantities required
to implement Algorithm 1.
Choices of approximator gˆt: The three-stage discretization scheme that we have described
is a general framework, where we are free to choose different values of ∆(θ, p) =
∫ η
0 gˆkη+sds.
The choice of gˆt is constrained by the need to make the integration exactly solvable, and it has
to serve as a good approximation for ∇U(θˆt). If the potential function is of the form defined
in equation (1), we can simply take gˆt = ∇U(θ + tp), and the integration can be carried out
in closed form by the Newton-Leibniz formula. Alternatively, if U is given by a black-box
gradient oracle and satisfies appropriate higher-order smoothness conditions, we can use the
Chebyshev node-interpolation method, and approximate ∇U(θ + tp) using a polynomial in t.
In such a case, the time integral of gˆt is also exactly solvable.
4 Proofs
In this section, we provide the proofs of our main results. We begin in Section 4.1 by stating
and proving a result (Proposition 1) on the exponential convergence of the third-order dynam-
ics in continuous time. Section 4.2 is devoted to our proofs of Theorems 1 and Theorem 2 on
the behavior of the discrete-time algorithm. In all cases, we defer the proofs of more technical
results to the appendices.
4.1 Exponential convergence in continuous time
We begin by studying the process {xt}t≥0 defined by the continuous-time third-order dynamics
in equation (8), with the particular goal of showing convergence in the Wasserstein-2 distance.
In all of our analysis—in this section as well as others—we make the choices γ = κ and ξ = 2κ
in defining the dynamics.
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It is known [19, 21] that the limiting stationary distribution of the process xt = (θt, pt)
has a product form:
p∗(x) ∝ e−H(x) = e−U(θ)−L2 ‖p‖2−L2 ‖r‖2 .
Our goal is to show that the distribution of xt = (θt, pt) converges at an exponential rate
in the Wasserstein-2 distance, as previously defined in equation (3), to this expanded target
distribution.
In order to do so, we consider two processes following the third-order dynamics (8), where
the process {xt}t≥0 and {x∗t }t≥0 are started, respectively, from the initial distributions p0 and
p∗. We then couple these two processes in a synchronous coupling. In order to establish a
convergence rate, we make use of the following Lyapunov function:
t 7→ Lt = inf
ζt∈Γ(pt,p∗)
E(xt,x∗)∼ζt
[
(xt − x∗)TS(xt − x∗)
]
, (16a)
where the symmetric matrix S is given by
S :=


κ7+3κ4+5κ3+κ+1
4κ5
I κ2 I
1
4
(
1− 1
κ3
− 1
κ4
)
κI
κ
2 I
4κ4+6κ3+κ+1
4κ4 I
κ+1
2κ I
1
4
(
1− 1
κ3
− 1
κ4
)
κI κ+12κ I
κ+2
4κ I

 . (16b)
With this setup, our main result on the continuous-time dynamics is the following:
Proposition 1. Let x0 and x
∗
0 follow the laws of p0 and p
∗, respectively. Then the process
{xt}t≥0 defined by the dynamics (8) satisfies the bound
inf
ζt∈Γ(pt,p∗)
E(xt,x∗)∼ζt
[
(xt − x∗)TS(xt − x∗)
] ≤ e− t5κ2+50 inf
ζ0∈Γ(p0,p∗)
E(x0,x∗)∼ζ0
[
(x0 − x∗)TS(x0 − x∗)
]
.
As shown in Lemma 3, to be stated in the next section, the eigenvalues of S lie in the interval
[1/(5κ), κ2 + 10]. Thus, Proposition 1 implies convergence in the Wasserstein-2 distance at
an exponential rate.
The remainder of this section is devoted to the proof of Proposition 1. The first step in
the proof involves establishing a differential inequality for the Lyapunov function Lt via the
coupling technique.
Lemma 1. Let the processes {xt} and {x∗t } follow the third-order dynamics (8) with initial
conditions x0 and x
∗
0 ∈ R3d. Then there exists a coupling ζ¯ ∈ Γ (pt(xt|x0), p∗t (x∗t |x∗0)) of the
laws of xt and x
∗
t such that
d
dt
(xt − x∗t )TS(xt − x∗t ) ≤ −
1
5κ2 + 50
(xt − x∗t )TS(xt − x∗t ) for all (xt, x∗t ) ∼ ζ¯. (17)
The proof of Lemma 1, given in Section 4.1.1, is based on the synchronous coupling technique,
in which two processes are coupled based on the same underlying Brownian motion.
Taking Lemma 1 as given, we can now complete the proof of Proposition 1. Applying
Gro¨nwall’s lemma to equation (17) yields
(xt − x∗t )TS(xt − x∗t ) ≤ e−t/(5κ
2+50)
(
(x0 − x∗0)TS(x0 − x∗0)
)
.
11
Noting that ζˆt(xt, x
∗
t ) = E(x0,x∗0)∼ζ∗0
[
ζ¯(xt, x
∗
t |x0, x∗0)
]
is a coupling, we find that
inf
ζt∈Γ(pt,p∗t )
E(xt,x∗t )∼ζt
[
(xt − x∗t )TS(xt − x∗t )
]
≤ E(xt,x∗)∼ζˆt
[
(xt − x∗t )TS(xt − x∗t )
]
= E(x0,x∗0)∼ζ∗0
[
E(xt,x∗)∼ζ¯(xt,x∗t |x0,x
∗
0)
[
(xt − x∗t )TS(xt − x∗t )
]]
≤ E(x0,x∗0)∼ζ∗0
[
e−t/(5κ
2+50)
(
(x0 − x∗0)TS(x0 − x∗0)
)]
= e−t/(5κ
2+50) inf
ζ0∈Γ(p0,p∗)
E(x0,x∗)∼ζ0
[
(x0 − x∗)TS(x0 − x∗)
]
,
which establishes the bound in Proposition 1.
4.1.1 Proof of Lemma 1
We prove Lemma 1 by choosing a synchronous coupling ζ¯ ∈ Γ (pt(xt|x0), p∗t (x∗t |x∗0)) for the
laws of xt and x
∗
t . (A synchronous coupling simply means that we use the same Brownian
motion Brt in defining both xt and x
∗
t .) We then obtain that for any pair (xt, x
∗
t ) ∼ ζ¯,
 d(θt − θ∗t )d(pt − p∗t )
d(rt − r∗t )

 = (D +Q)

 ∇U(θt)−∇U(θ∗t )L(pt − p∗t )
L(rt − r∗t )

 dt. (18)
Since U is a Lipschitz-smooth function defined on Rd, an open convex domain, we can use the
mean-value theorem for vector-valued functions and write ∇U(θt) − ∇U(θ∗t ) = Ht(θt − θ∗t ),
where
Ht =
∫ 1
0
∇2U (θ∗t + λ (θt − θ∗t )) dλ. (19)
We obtain that d(xt − x∗t ) = Mt(xt − x∗t )dt, where the matrix Mt takes the form
Mt :=

 0 I 0−HtL I 0 γI
0 −γI −ξI

 .
Consequently, the derivative of the function t 7→ (xt − x∗t )TS(xt − x∗t ) is given by
d
dt
(xt − x∗t )TS(xt − x∗t ) = 2(xt − x∗t )TSMt(xt − x∗t )
= (xt − x∗t )T(SMt +MTt S)(xt − x∗t ).
In order to proceed, we need to relate the eigenvalues of the matrix SMt +M
T
t S to those of
S. The following lemmas allow us to carry out this conversion:
Lemma 2. For any κ = L/m ≥ 1 and matrix Ht of the form (19) such that mI  Ht  LI,
the eigenvalues of SMt +M
T
t S are smaller than −1/5.
Lemma 3. For any κ = L/m ≥ 1 and mI  Ht  LI, the eigenvalues of the matrix S lie in
the interval [ 15κ , κ
2 + 10].
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Using these two lemmas, it follows that for any pair of random variables (xt, x
∗
t ) ∼ ζ¯, we have
d
dt
(xt − x∗t )TS(xt − x∗t ) = (xt − x∗t )T(SMt +MTt S)(xt − x∗t )
(i)
≤ −1
5
‖xt − x∗t ‖2
(ii)
≤ − 1
5κ2 + 50
(xt − x∗t )TS(xt − x∗t ),
where inequality (i) follows from Lemma 2 and inequality (ii) follows from the upper bound
on the eigenvalues of S in Lemma 3. This completes the proof of Lemma 1.
Finally, we turn to the proofs of Lemmas 2 and 3.
4.1.2 Proof of Lemma 2
In order to simplify notation, we first define {lk | k = 1, · · · d} as the eigenvalues ofHt/L. Since
Ht is the Hessian of the potential function U (which is m-strongly convex and L-Lipschitz
smooth), its eigenvalues are always bounded above and below: 1/κ ≤ lk ≤ 1.
Next we calculate the eigenvalues {λk} of SMt +MTt S: λ0 = −1 and
λ±k = −
2(lk + 1/κ) ± (lk − 1/κ)
√
g1(κ)
4/κ
,
where we define g1(κ) in Appendix B.1 to simplify the notation.
We first upper bound λ+k . Since (lk − 1/κ)
√
g1(κ) ≥ 0, we find that
λ+k ≤ −
2(lk + 1/κ)
4/κ
≤ −1.
Turning to the bound on λ−k , we can rewrite it as:
λ−k = −
κ
4
((
2−
√
g1(κ)
)
lk + 2/κ+ 1/κ
√
g1(κ)
)
.
Since
(
2−√g1(κ)) ≤ 0 (proven in Lemma 4) and lk ≤ 1, we can upper bound λ−k with an
expression independent of lk:
λ−k ≤ −
κ
4
((
2−
√
g1(κ)
)
+ 2/κ + 1/κ
√
g1(κ)
)
.
We state one final auxiliary lemma:
Lemma 4. The function g1 given in equation (27a) has the following properties:
2−
√
g1(κ) ≤ 0 for all κ ≥ 1, and (20a)
−κ
4
((
2−
√
g1(κ)
)
+ 2/κ + 1/κ
√
g1(κ)
)
≤ −1/5. (20b)
See Appendix B.2 for the proof of this claim. Applying the bound (20b) from Lemma 4, we
conclude that eigi(SMt +M
T
t S) ≤ −1/5 for all i = 1, · · · , 3d, which completes the proof of
Lemma 2.
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4.1.3 Proof of Lemma 3
We show that the eigenvalues eigi(S) satisfy a certain third-order equation. For each i = 1, . . . , 3d,
we claim that the variable x = 4
κ5
· eigi(S), satisfies the following cubic equation:
f(x) = x3 − g2(κ) · x2 + 1/κ9g3(κ) · x− 1/κ15g3(κ) = 0, (21)
where the coefficients g2(κ) and g3(κ) are defined in Appendix B.1. Since S is a symmetric
matrix, all the roots of equation (21) are real.
In order for the eigenvalues eigi(S) to lie in the interval [
1
5κ , κ
2 + 10], it suffices to show
that the roots of the function f from equation (21) all lie in the interval [ 4
5κ6
, 4
κ3
+ 40
κ5
].
Lemma 5. For any κ ≥ 1, f(x) defined in equation (21) satisfy that ∀x ≤ 4
5κ6
, f(x) < 0,
and that ∀x ≥ 4
κ3
+ 40
κ5
, f(x) > 0.
We defer the proof of this lemma to Appendix B.3. Note that Lemma 5 implies that all real
roots of equation (21) lie in the range of
[
4
5κ6
, 4
κ3
+ 40
κ5
]
, which completes the proof.
4.2 Proofs of discrete-time results
We now turn to the proofs of our two main results—namely, Theorems 1 and Theorem 2—that
establish the behavior of the discrete-time algorithm. We begin with a general roadmap for
the proofs, along with a key auxiliary result (Proposition 2) common to both arguments.
4.2.1 Roadmap and a key auxiliary result
Let (x˜t = (θ˜t, p˜t, r˜t) : t ≥ 0) be the process defined in Section 3.4. For K ∈ N, x˜kη has the same
distribution as x(k) defined by Algorithm 1. We construct a coupling between the process x˜
and the stationary diffusion process (xt : t ≥ 0) with x0 ∼ e−U(θ)−L2 ‖p‖
2
2−
L
2
‖r‖22 . (It is obvious
that xt is also following the stationary distribution for any t > 0). Given a d-dimensional
Brownian motion, (Bt : t ≥ 0), we use it to drive both processes. For any N ∈ N, we have:
W2(π(N), π) ≤
(
E ‖x˜Nη − xNη‖22
)
≤ |||S−1|||op
(
E ‖x˜Nη − xNη‖2S
)
.
In the last step we transform the ‖·‖2 norm into the ‖·‖S norm, which is possible because the
process (xt : t ≥ 0) is contractive under the ‖·‖S norm.
To analyze the one-step discretization error, we have the following key lemma, which holds
in general for any approximator of ∇U . Note that Proposition 2 is used in the proof of both
theorems.
Proposition 2. Given an (m,L)-convex-smooth potential, let the process x˜t = (θ˜t, p˜tr˜t) be
defined by equations (13)–(15), and let xt = (θt, pt, rt) be generated from the continuous-
time dynamics equation (8) initialized with the stationary distribution. Suppose that we
use the same Brownian motion for both processes, and assume that gˆt(θ1, θ2) belongs to
conv ({∇U(λθ1 + (1 − λ)θ2) : λ ∈ [0, 1]}). Under these conditions, there is a universal con-
stant C such that
E
∥∥x˜(k+1)η − x(k+1)η∥∥2S ≤
(
1− η
20κ2 + 200
)
E ‖x˜kη − xkη‖2S + C
κ8η5d
L
+ C
κ5ηE∆k(g)
2
L2
+ Cκ6
η5
L2
E sup
kη≤s≤(k+1)η
∥∥∥∥ ddsgˆs
(
θ˜kη, θˆ(k+1)η
)∥∥∥∥2
2
, (22a)
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where
∆k(g) := sup
kη≤t≤(k+1)η
∥∥∥∥gˆt (θ˜kη, θˆ(k+1)η)−∇U
(
t− kη
η
θˆ(k+1)η +
(k + 1)η − t
η
θ˜kη
)∥∥∥∥
2
. (22b)
Note that the process x˜t also satisfies a system of SDEs, with drift terms defined by gˆ, pˆ
and rˆ. Those drift terms are dependent on the future moves of the Brownian motion, so the
equation for the interpolation of discrete-time process is not a Markov diffusion. Nevertheless,
we can still compare it with the process (8) using a synchronous coupling, and compute the
evolution of ‖x˜t − xt‖2S along the path:
‖x˜t − xt‖2S ≤‖x˜kη − xkη‖2S −
1
20κ2 + 200
∫ t
kη
‖x˜s − xs‖2S ds
+ (20κ2 + 200)|||S|||op
∫ t
kη
(∥∥∥gˆs −∇U(θ˜s)∥∥∥2
2
− ‖rˆs − r˜s‖22 + (1 + γ2) ‖pˆs − p˜s‖22
)
ds.
Comparing the constructions in equations (13)–(15), we note that:
θˆt − θ˜t =
∫ t
kη
∫ s
kη
(−gˆℓ/L− γrˆℓ)dℓds,
rˆt − r˜t =γ
∫ t
kη
∫ s
kη
(−gˆℓ/L− γrˆℓ)dℓds− ξ
∫ t
kη
(rˆs − r˜s)ds,
where the O(
√
d) difference, caused by the difference between drifts taken at discrete-
time and continuous-time points, is integrated twice. The term pˆt− p˜t is actually the error for
approximation of the path using a linear function. Since pˆt is an integral by itself, we gain one
more order of smoothness: the process of interest has a third-order time derivative bounded
by O(
√
d), which is then integrated twice in the final bound. This leads to an O(
√
η3d) bound
on the bias, making it possible for the rate to go below O(
√
d).
4.2.2 Proof of Theorem 1
We now turn to the proof of Theorem 1. Let gˆt(θ1, θ2) = ∇U
(
(k+1)η−t
η θ1 +
t−kη
η θ2
)
. Since
the function U is in the form of equation (1), by Section 3.4, the one-step update can be
explicitly solved in closed form. We thus have ∆k(g) = 0 for any k ∈ N+.
By Proposition 2, for the synchronous coupling between the process x˜t defined by the
algorithm and the process (8), we have
E
∥∥x˜(k+1)η − x(k+1)η∥∥2S ≤
(
1− η
20κ2 + 200
)
E ‖x˜kη − xkη‖2S + Cκ8η5d/L
+ Cκ5ηE∆k(g)
2/L2 + Cκ6
η5
L2
E sup
kη≤s≤(k+1)η
∥∥∥∥ ddsgˆs
(
θ˜kη, θˆ(k+1)η
)∥∥∥∥2
2
≤
(
1− η
20κ2 + 200
)
E ‖x˜kη − xkη‖2S + Cκ8η5d/L
+ Cκ6
η5
L2
E sup
kη≤s≤(k+1)η
∥∥∥∥ dds∇U
(
θ˜kη + (s− kη)p˜kη
)∥∥∥∥2
2
.
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Note that by the L-smoothness condition (Assumption 1), we have∥∥∥∥ dds∇U
(
θ˜kη + (s− kη)p˜kη
)∥∥∥∥
2
=
∥∥∥∇2U (θ˜kη + (s− kη)p˜kη) p˜kη∥∥∥
2
≤ |||∇2U
(
θ˜kη + (s− kη)p˜kη
)
|||op · ‖p˜kη‖2 ≤ L ‖p˜kη‖2 .
The moments can further be controlled as:
E ‖p˜kη‖22 ≤ 2E ‖pkη‖22 + 2E ‖pkη − p˜kη‖22 ≤
2d
L
+ 2|||S−1|||opE ‖xkη − x˜kη‖2S .
Therefore, with η < cκ−11/4, we have 2Cκ6η5|||S−1|||op ≤ η40κ2+400 , and consequently:
E
∥∥x˜(k+1)η − x(k+1)η∥∥2S ≤
(
1− η
20κ2 + 200
)
E ‖x˜kη − xkη‖2S +Cκ8η5d/L.
+ Cκ6η5E ‖p˜kη‖22
≤
(
1− η
40κ2 + 400
)
E ‖x˜kη − xkη‖2S +Cκ8η5d/L.
Solving the recursion, we obtain:
E
∥∥x˜(k+1)η − x(k+1)η∥∥2S ≤
(
1− η
20κ2 + 200
)k
E ‖x˜0 − x0‖2S +C ′κ10η4d/L. (23)
Starting the algorithm from x˜0 := (θ0, 0, 0), we have E ‖x0 − x˜0‖22 ≤ 8dL .
For a given ε > 0, to make the desired bound hold, we use the synchronous coupling we
constructed, and needing E ‖x˜Nη − xNη‖22 ≤ ε2, we let both terms in equation (23) scale as
at most 12 |||S−1|||−1op ε2, which leads to:{
η < cκ−
11
4 d−
1
4 ε
1
2 ,
N ≥ C · κ2η log 3dLε .
Choosing the parameters accordingly completes the proof.
4.2.3 Proof of Theorem 2
Now we describe the proof of Theorem 2, a general result for functions with high-order smooth-
ness. The proof is also based on synchronous coupling. In addition to exploiting Proposition 2,
we also use the following standard result for Chebyshev node interpolation [29]:
Lemma 6. For a curve (xt : 0 ≤ t ≤ ℓ) in Rd, let (Φ(t;x) | 0 ≤ t ≤ ℓ) be the (α − 1)-order
Lagrange polynomial defined at the α-th order Chebyshev nodes. Then the interpolation error
is bounded as
sup
0≤t≤ℓ
‖xt −Φ(t;x)‖2 ≤
1
2α−1α!
ℓα sup
0≤t≤ℓ
∥∥∥∥ dαdtαxt
∥∥∥∥
2
. (24)
Now suppose that we use (α−1)-th order Chebyshev nodes in order to construct a polynomial
gˆt that approximates ∇U(θ˜kη + (t − kη)p˜kη). By Lemma 6, the approximation error can be
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controlled by:
∆k(g) = sup
kη≤t≤(k+1)η
∥∥∥gˆt −∇U(θ˜kη + (t− kη)p˜kη)∥∥∥
2
≤ ηα−1 sup
kη≤t≤(k+1)η
∥∥∥∥ dα−1dsα−1∇U(θ˜kη + (s− kη)p˜kη
∥∥∥∥
2
≤ ηα−1 sup
kη≤t≤(k+1)η
|||∇αU(θ˜kη + (t− kη)p˜kη|||(α)tsr · ‖p˜kη‖α−12
≤ ηα−1Lα−1α · ‖p˜kη‖α−12 .
So by Lemma 9, we have:
E∆k(g)
2 ≤
(
CηLακ
3
√
d+ 2α
L
)2(α−1)
.
For Lagrange interpolating polynomials, the time derivative is the finite difference between
interpolation points. These differences can be further bounded by the time derivative of the
original process ∇U(θ + tp)—viz.
sup
0≤s≤η
∥∥∥∥ ddsgˆkη+s
∥∥∥∥
2
≤ L ‖p˜kη‖2 .
Similar to the proof of Theorem 1, since the weights in Lagrangian interpolation at Cheby-
shev nodes are non-negative, using Proposition 2, we obtain the bound:
∥∥x˜(k+1)η − x(k+1)η∥∥22 ≤
(
1− η
40κ2 + 400
)
E ‖x˜kη − xkη‖2S + Cκ8η5d/L+ η
(
CηLακ
3
√
d+ 2α
L
)2(α−1)
.
In order to ensure that E ‖x˜Nη − xNη‖22 ≤ ε2, we need each of the three error terms to be
bounded by ε3 . Solving the resulting equations leads to{
η < c ·min
(
κ−
11
4 d−
1
4L−
1
4 ε−
1
2 , L−1α κ
−3− 1
α−1L
1
2d−
1
2 ε−
1
α−1
)
N ≥ C · κ2η log 3dLε ,
which completes the proof.
5 Discussion
In this paper, we focus on accelerating the convergence of gradient-based MCMC algorithms
in high-dimensional spaces. We break the problem into two parts: a splitting scheme that
reduces the problem of SDE discretization to that of integration along a fixed straight line; a
third-order Langevin dynamics in continuous time which allows this fine-grained discretization
analysis while satisfying exponentially fast convergence.
For the second problem, we construct a third-order Langevin dynamics so that the trajec-
tories are smoother and the integration of ∇U is separated from the Brownian motion part.
We then apply utilize this dynamics to design MCMC algorithms adaptive to underlying struc-
tures of the problem. A mixing time of order O (d1/4/ε1/2) is achieved for ridge-separable
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potentials, which cover a large class of machine learning models. Under black-box oracle
model, a rate of order O(d1/4/ε1/2+d1/2/ε1/(α−1)) is achieved for k-th order smooth objective
functions U .
An important future direction is to further investigate higher-order splitting scheme with
the use of higher-order dyanmics, to further reduce the dimension dependency for the mixing
time of MCMC. We conjecture that the exponent on d can be further reduced, with a trade-off
between the dependency on the dimension and condition number.
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A Proof of Proposition 2
In this appendix, we prove Proposition 2, as previously stated in Section 4.2.1. Recall that
this result provides a bound on the discretization error with certain choice of gˆt used in
equation (14). Our proof of this bound is based on direct coupling estimates.
A.1 A decomposition into three terms
Comparing the two processes along the path, we obtain:
d

θs − θ˜sps − p˜s
rs − r˜s

 = (D +Q)

∇U(θs)−∇U(θ˜s)L(ps − p˜s)
L(rs − r˜s)

 ds+ 1
L

 0∇U(θ˜s)− gˆs (θ˜kη, θˆ(k+1)η)
0

 ds
+

 0rˆs − r˜s
0

 ds+

 p˜s − pˆs0
γ(pˆs − p˜s)

 ds
20
Introducing the function J(u) = uTSu, for the one-step analysis with t ∈ [kη, (k + 1)η], we
have:
J(x˜t − xt) = J(x˜kη − xkη) +
∫ t
kη

θs − θ˜sps − p˜s
rs − r˜s


T
S(D +Q)

∇U(θs)−∇U(θ˜s)L(ps − p˜s)
L(rs − r˜s)

 ds
+
1
L
∫ t
kη
(x˜s − xs)TS

 0∇U(θ˜s)− gˆs
0

 ds+ ∫ t
kη
(x˜s − xs)TS

 0rˆt − r˜t
0

ds.
Consequently, we have
J(x˜t − xt) ≤ ‖x˜kη − xkη‖2S −
1
5κ2 + 50
∫ t
kη
‖x˜s − xs‖2S ds+
3
20κ2 + 200
∫ t
kη
‖x˜s − xs‖2S ds
+ (20κ2 + 200)|||S|||op
∫ t
kη

 1L2
∥∥∥∇U(θ˜s)− gˆs∥∥∥2
2︸ ︷︷ ︸
I1(s)
+ ‖rˆt − r˜t‖22︸ ︷︷ ︸
I2(s)
+(1 + γ2) ‖pˆs − p˜s‖22︸ ︷︷ ︸
I3(s)

ds.
Simplifying further, we have shown that
J(x˜t − xt) ≤ ‖x˜kη − xkη‖2S −
1
20κ2 + 200
∫ t
kη
‖x˜s − xs‖2S ds
+ (20κ2 + 200)|||S|||op
∫ t
kη
(I1(s)/L
2 + I2(s) + (1 + γ
2)I3(s))ds. (25)
The remainder of the proof is devoted to bounding the terms {Ij}3j=1.
A.2 Some auxiliary results
In order to bound the terms {Ij}3j=1, we require a number of auxiliary results, stated here. Our
first result bounds the error in using the line
((
1− tℓ
)
x0 +
t
ℓxℓ : t ∈ [0, ℓ]
)
to approximate a
curve (xt : t ∈ [0, ℓ]) in Rd.
Lemma 7. The straight-line approximation error of the curve is uniformly bounded as
sup
0≤t≤ℓ
∥∥∥∥
(
1− t
ℓ
)
x0 +
t
ℓ
xℓ − xt
∥∥∥∥
2
≤ ℓ2 ‖x¨t‖2 .
Our second auxiliary lemma relates the squared Euclidean norm of the interpolation process
(cf. equations (13)–(15)) with the squared norm at discrete time steps.
Lemma 8. For the process (p˜t, r˜t, θ˜t) defined by equations (13)–(15), we have
sup
kη≤s≤(k+1)η
E
(
‖r˜s‖22 + ‖p˜s‖22
)
≤ C
(
E
∥∥∥θ˜kη − θ∗∥∥∥2
2
+ E ‖p˜kη‖22 + E ‖r˜kη‖22 + d/L
)
,
for some universal constant C > 0.
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Our third auxiliary lemma upper bounds the higher order moments of the stochastic pro-
cess generated by Algorithm 1. These bounds are useful for controlling certain higher order
derivatives along the path.
Lemma 9. Assuming that gˆ satisfies gˆt(θ1, θ2) ∈ conv ({∇U(λθ1 + (1− λ)θ2) : λ ∈ [0, 1]}) for
any θ1, θ2, consider the process x
(k) = (θ(k), p(k), r(k)) defined by Algorithm 1, for any α ∈ N+,
we have (
E
∥∥∥x(k) − (θ∗, 0, 0)∥∥∥2α
2
) 1
2α
≤ Cκ3
√
d+ 2α
L
,
for some universal constant C > 0.
We return to prove all of these claims in Section A.5.
A.3 Bounding the three terms
Taking the auxiliary lemmas as given for now, we now bound each of the terms {Ij}3j=1 in
succession.
A.3.1 Upper bound for I1
Note that:
EI1(s) ≤ 2E
∥∥∥∥∇U(θ˜t)−∇U
(
t− kη
η
θˆ(k+1)η +
(k + 1)η − t
η
θ˜kη
)∥∥∥∥2
2
+ 2E∆k(g)
2
≤ 2L2E
∥∥∥∥θ˜t − t− kηη θˆ(k+1)η − (k + 1)η − tη θ˜kη
∥∥∥∥2
2
+ 2E∆k(g)
2.
For the first term, note that:∥∥∥∥θ˜t −
(
t− kη
η
θˆη +
(k + 1)η − t
η
θ˜kη
)∥∥∥∥
2
=
∥∥∥∥∥
∫ t
kη
p˜sds−
∫ t
kη
θˆ(k+1)η − θ˜kη
η
dt
∥∥∥∥∥
2
=
∥∥∥∥∥
∫ t
kη
p˜sds−
∫ t
kη
1
η
∫ (k+1)η
kη
p˜kηdℓds
∥∥∥∥∥
2
≤
∫ t
kη
‖p˜s − p˜kη‖2 ds.
Moreover, by definition, we have p˜s − p˜kη =
∫ s
kη(−gˆℓ/L − γrˆℓ)dℓ. Applying the Cauchy-
Schwartz inequality, we obtain:
E ‖p˜s − p˜kη‖22 ≤ 2η
∫ s
kη
(
E ‖gˆℓ‖22 /L2 + γ2E ‖rˆℓ‖22
)
dℓ
≤ 2η
2
L2
E sup
kη≤s≤(k+1)η
∥∥∥∇U(θˆs)∥∥∥2
2
+ 2η2γ2 sup
kη≤ℓ≤(k+1)η
E ‖rˆℓ‖22 .
Therefore, applying Cauchy-Schwartz to the integral, we arrive at:
EI1(t) ≤ 2L2(t− kη)
∫ t
kη
E ‖p˜s − p˜kη‖22 ds+ 2E∆k(g)2
≤ 2η4E sup
kη≤s≤(k+1)η
∥∥∥∇U(θˆs)∥∥∥2
2
+ 2η4γ2L2 sup
kη≤ℓ≤(k+1)η
E ‖rˆℓ‖22 + 2E∆k(g)2.
22
The second term is easy to control by the properties of OU processes:
E ‖rˆt‖22 ≤ 3E ‖r˜kη‖22 + 3η2E ‖p˜kη‖22 +
6ξηd
L
.
For the gradient norm term, by Assumption 1, we can relate them to moments of θ˜ and p˜:
E sup
kη≤s≤(k+1)η
∥∥∥∇U(θˆs)∥∥∥2
2
≤ L2E sup
kη≤s≤(k+1)η
∥∥∥θˆs − θ∗∥∥∥2
2
≤ 2L2
(
E
∥∥∥θ˜kη − θ∗∥∥∥2
2
+ η2E ‖p˜kη‖22
)
.
The bound on E∆k(g)
2 depends on specific choice of the gradient approximator g, which
will be discussed in the main proof of Theorem 1 and Theorem 2.
A.3.2 Upper bound for I2
Recalling the dynamics of r˜ and rˆ, we have
rˆt − r˜t = −γ
∫ t
kη
(p˜kη − p˜s)ds− ξ
∫ t
kη
(rˆs − r˜s)ds.
Solving it as an ODE for rˆt − r˜t within time interval [kη, (k + 1)η], we obtain:
rˆt − r˜t = −γ
∫ t
kη
(p˜kη − p˜s)e−ξ(t−s)ds.
By Eq (14), we have:
p˜s − p˜kη = −
∫ s
kη
gˆℓ/Ldℓ+ γ
∫ s
kη
rˆℓdℓ.
Note that we have:
E ‖−gˆℓ/L− γrˆℓ‖22 ≤ 2E sup
kη≤s≤(k+1)η
∥∥∥∇U(θˆs)∥∥∥2
2
/L2 + 2γ2 sup
kη≤ℓ≤(k+1η)
E ‖rˆℓ‖22 .
Using Cauchy-Schwartz twice, we obtain:
EI2(t) = E ‖rˆt − r˜t‖22 = γ2E
∥∥∥∥
∫ t
kη
(p˜kη − p˜s)e−ξ(t−s)ds
∥∥∥∥2
2
≤ γ2η
∫ t
kη
E ‖p˜kη − p˜s‖22 ds
≤ γ2η
∫ t
kη
∥∥∥∥−
∫ s
kη
gˆℓ/Ldℓ+ γ
∫ s
kη
rˆℓdℓ
∥∥∥∥2
2
ds ≤ γ2η2
∫ t
kη
∫ s
kη
E ‖−gˆℓ/L− γrˆℓ‖22 dℓds
≤ 2γ2η4
(
E sup
kη≤s≤(k+1)η
∥∥∥∇U(θˆs)∥∥∥2
2
/L2 + γ2 sup
kη≤ℓ≤(k+1)η
E ‖rˆℓ‖22
)
.
The upper bound involve the expected supremum of squared gradient norm along the path of
θˆs, which is already obtained in Section A.3.1:
E sup
kη≤s≤(k+1)η
∥∥∥∇U(θˆs)∥∥∥2
2
≤ 2L2
(
E
∥∥∥θ˜kη − θ∗∥∥∥2
2
+ η2E ‖p˜kη‖22
)
.
Putting them together, for t ∈ [kη, (k + 1)η] we have:
EI2(t) ≤ 4γ2η4
(
E
∥∥∥θ˜kη − θ∗∥∥∥2
2
+ η2E ‖p˜kη‖22 + γ2 sup
kη≤ℓ≤(k+1)η
E ‖rˆℓ‖22
)
.
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A.3.3 Upper Bound for I3
Note that both the process p˜s and the process pˆs can be directly written as integration:
p˜t = p˜kη −
∫ t
kη
1
L
gˆsds+
∫ t
kη
γrˆsds,
pˆt = p˜kη − t− kη
Lη
(∫ (k+1)η
kη
gˆsds
)
ds+
∫ t
kη
γrˆsds.
By Lemma 7, for the process ι(s) :=
∫ kη+s
kη gˆℓdℓ, there is:
sup
0≤s≤η
∥∥∥∥
(
1− s
η
)
ι(0) +
s
η
ι(η) − ι(s)
∥∥∥∥
2
≤ η2 sup
0≤s≤η
‖ι¨s‖2 = η2 sup
kη≤s≤(k+1)η
∥∥∥∥ ddsgˆkη+s
(
θ˜kη, θˆ(k+1)η
)∥∥∥∥
2
.
So we have:
‖p˜t − pˆt‖2 =
1
L
∥∥∥∥
(
1− s
η
)
ι(0) +
s
η
ι(η)− ι(s)
∥∥∥∥
2
≤ η
2
L
sup
0≤s≤η
∥∥∥∥ ddsgˆs
(
θ˜kη, θˆ(k+1)η
)∥∥∥∥
2
,
which is the upper bound for I3.
A.4 Obtaining the final bound
If we have
∥∥∥θ˜t − θ∗∥∥∥
2
, ‖p˜t‖2 , ‖r˜t‖2 = O(
√
d), the above upper bound for I1(t) is of order
O(η4d) and the upper bound for I2(t) is of order O(η
4d), making it possible to achieve a final
discretization error of order O(η2d1/2).
To make this intuition precise, we use Lemma 8, which shows that the supremum of second
moments of r˜ and p˜ along the path can be related to the second moment at time kη:
sup
kη≤s≤(k+1)η
E
(
‖r˜s‖22 + ‖p˜s‖22
)
≤ C
(
E
∥∥∥θ˜kη − θ∗∥∥∥2
2
+ E ‖p˜kη‖22 + E ‖r˜kη‖22 + d/L
)
. (26)
Plugging the moment upper bounds in equation (26) to the estimates for I1, I2 and I3, for
η < min (1/γ, 1/ξ), we obtain:
EI1(s) ≤ Cκ2η4L2
(
E
∥∥∥θ˜kη − θ∗∥∥∥2
2
+ E ‖p˜kη‖22 + E ‖r˜kη‖22 + d/L
)
+ 2E∆k(g)
2,
EI2(s) ≤ Cκ4η4
(
E
∥∥∥θ˜kη − θ∗∥∥∥2
2
+ E ‖p˜kη‖22 + E ‖r˜kη‖22 + d/L
)
,
EI3(s) ≤ η
4
L2
E sup
kη≤s≤(k+1)η
∥∥∥∥ dds gˆs
(
θ˜kη, θˆ(k+1)η
)∥∥∥∥2
2
.
So we have:
E(I1(s)/L
2 + I2(s))
≤ Cκ4η4
(
E
∥∥∥θ˜kη − θ∗∥∥∥2
2
+ E ‖p˜kη‖22 + E ‖r˜kη‖22 + d/L2
)
+ 2E∆k(g)
2/L2
≤ 2Cκ4η4
(
E ‖θkη − θ∗‖22 + E ‖pkη‖22 + E ‖rkη‖22 + E ‖xkη − x˜kη‖22 + d/L
)
+
2E∆k(g)
2
L2
≤ 2Cκ4η4E ‖xkη − x˜kη‖22 + 2Cκ4η4d/L+ 2E∆k(g)2/L2.
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For η < cκ−
11
4 with sufficiently small c > 0, there is 2(15κ2 + 150)C|||S|||op|||S−1|||opκ4η4 <
1
10κ2+100
. Plugging back to the upper bound for ‖x˜t − xt‖2S along the path, for t ∈ [kη, (k+1)η],
we obtain:
E ‖x˜t − xt‖2S ≤ E ‖x˜kη − xkη‖2S −
1
20κ2 + 200
∫ t
kη
‖x˜s − xs‖2S ds
+ Cκ4(t− kη) (κ4η4d/L+ E∆k(g)2/L2)
+ C
η5
L2
κ6E sup
kη≤s≤(k+1)η
∥∥∥∥ ddsgˆs
(
θ˜kη, θˆ(k+1)η
)∥∥∥∥2
2
.
Applying Gro¨nwall’s inequality yields
E
∥∥x˜(k+1)η − x(k+1)η∥∥2S ≤
(
1− η
10κ2 + 100
)
E ‖x˜kη − xkη‖2S
+ C
(
κ8η5d
L
+
κ4η
L2
E∆k(g)
2 +
κ6η5
L2
E sup
kη≤s≤(k+1)η
∥∥∥∥ ddsgˆs
(
θ˜kη, θˆ(k+1)η
)∥∥∥∥2
2
)
.
A.5 Proof of auxiliary lemmas
We now return to prove the auxiliary results that were stated and used in the previous
sections—namely, Lemmas 7, 8 and 9.
A.5.1 Proof of Lemma 7
Introducing the shorthand λ := t/ℓ, a direct calculation with the mean value theorem yields:
(1− λ)x0 + λxℓ − xλℓ = (1− λ)ℓ
∫ λ
0
x˙(τℓ)dτ − λℓ
∫ 1−λ
0
x˙((1 − τ)ℓ)dτ
= (1− λ)ℓλ
(
1
λ
∫ λ
0
x˙(τℓ)dτ − 1
1− λ
∫ 1−λ
0
x˙((1− τ)ℓ)dτ
)
= λ(1− λ)ℓ
∫ 1
0
(x˙(τℓλ)− x˙((1− (1− λ)τ)ℓ)) dτ.
Taking the Euclidean norm yields
‖(1− λ)x0 + λxℓ − xλℓ‖2 ≤ ℓ2λ(1− λ) sup
0≤t≤ℓ
‖x¨t‖2 .
A.5.2 Proof of Lemma 8
For p˜t, note that:
E ‖p˜t‖22 ≤ 3E ‖p˜kη‖22 + 3η
∫ t
kη
E ‖gˆs‖22 /L2ds+ 3γ2η
∫ t
kη
E ‖rˆs‖22 ds.
The two terms appearing in the above upper bound are both easy to control:
E ‖gˆs‖22 ≤ E sup
kη≤s≤(k+1)η
∥∥∥∇U(θˆs)∥∥∥2
2
≤ 2L2
(
E
∥∥∥θ˜kη − θ∗∥∥∥2
2
+ η2E ‖p˜kη‖22
)
.
E ‖rˆs‖22 ≤ 3E ‖rˆkη‖22 + 3γ2η
∫ t
kη
E ‖p˜kη‖22 dt+ 3E
∥∥∥∥
∫ t
kη
√
2ξ/LdBrt
∥∥∥∥2
2
≤ 3E ‖rˆkη‖22 + 3γ2η2E ‖p˜kη‖22 + 3ηξd/L.
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Putting them together, with η < min (1/γ, 1/ξ), we have:
sup
kη≤t≤(k+1)η
E ‖p˜t‖22 ≤ 3E ‖p˜kη‖22 + 6η2
(
E
∥∥∥θ˜kη − θ∗∥∥∥2
2
+ η2E ‖p˜kη‖22
)
+ 3γ2η2
(
η2E ‖p˜kη‖22 + 4ηξd/L
)
≤ 12
(
E
∥∥∥θ˜kη − θ∗∥∥∥2
2
+ E ‖p˜kη‖22 + E ‖r˜kη‖22 + d/L
)
.
For r˜t, the argument is a bit more involved, since we need to relate back to the integral of
its own moments along the path. But since the time interval is short, we can control it easily.
E ‖r˜s − r˜kη‖22 =
∫ s
kη
(−E〈r˜ℓ − r˜kη, p˜ℓ〉 − E〈r˜ℓ − r˜kη, r˜ℓ〉+ 2ξd/L) dℓ
≤ 1
2
∫ s
kη
(
E ‖r˜ℓ − r˜kη‖22 + E ‖p˜ℓ‖22
)
dℓ+
1
2
∫ s
kη
(
3E ‖r˜ℓ − r˜kη‖22 + E ‖r˜kη‖22
)
dℓ
+ 2(s − kη)ξd/L.
Applying Gro¨nwall’s inequality yields
E ‖r˜s − r˜kη‖22 ≤ (e2(s−kη) − 1)
(
sup
kη≤ℓ≤(k+1)η
E ‖p˜ℓ‖22 + E ‖r˜kη‖22 + 2ξd/L
)
≤ 14
(
E
∥∥∥θ˜kη − θ∗∥∥∥2
2
+ E ‖p˜kη‖22 + E ‖r˜kη‖22 + d/L
)
.
In the second inequality, we plug in the bound for E ‖p˜ℓ‖22. Consequently,
sup
kη≤s≤(k+1)η
E ‖r˜s‖22 ≤ 30
(
E
∥∥∥θ˜kη − θ∗∥∥∥2
2
+ E ‖p˜kη‖22 + E ‖r˜kη‖22 + d/L
)
,
which completes the proof.
A.5.3 Proof of Lemma 9
For notational convenience, we assume θ∗ = 0 in the proof of this lemma. This assumption
can be made without loss of generality. Conditional on x(k), we have by the definition in
Algorithm 1: (we omit the superscripts and denote (θ(k), p(k), r(k)) by (θ, p, r).)
µ(x(k))− x(k) =


− η2L
∫ η
0
gˆt+kη (θ, θ + ηp) dt+ µ12p+ µ13r
− 1L
∫ η
0
gˆt+kη (θ, θ + ηp) dt+ (µ22 − 1)p + µ23r
µ31
L
∫ η
0
gˆt+kη (θ, θ + ηp) dt+ µ32p+ (µ33 − 1)r,


Since gˆ belongs to the convex hull of the curve ∇U(θ + tp), as assumed in the statement
of the lemma, we have:∥∥∥∥1η
∫ η
0
gˆt+kη (θ, θ + ηp) dt−∇U(θ)
∥∥∥∥
2
≤ sup
t∈[0,η]
‖∇U(θ + tp)−∇U(θ)‖2 ≤ Lη ‖p‖2 ,
26
and using the smoothness of U , we can easily see that
‖∇U(θ)‖2 ≤ L ‖θ − θ∗‖2 ,∀θ ∈ Rd.
Collecting the main terms and bound the rest of terms directly using the norm of x(k), we
obtain:
µ(x(k))− x(k) = η

 p(k)− 1L∇U(θ(k)) + γr(k)
−γp(k) − ξr(k)

+ ζk
= η

 0 I 0−∇2U(x(k))L I 0 γI
0 −γI −ξI

x(k) + ζk = ηMkx(k) + ζk.
By Appendix C, it is easy to see that ‖ζk‖2 ≤ Cη2κ2
∥∥x(k)∥∥
2
.
Therefore, we have:∥∥∥µ(x(k))∥∥∥2
S
=
(
(I + ηMk)x
(k) + ζk
)T
S
(
(I + ηMk)x
(k) + ζk
)
≤
∥∥∥x(k)∥∥∥2
S
+ 2η(x(k))TMkSx
(k) + η2|||Mk|||2op|||S|||op
∥∥∥x(k)∥∥∥2
2
+ 2 ‖ζk‖2 (1 + η|||Mk|||op)
∥∥∥x(k)∥∥∥
2
+ ‖ζk‖22
≤
(
1− η
5κ2 + 50
)∥∥∥x(k)∥∥∥2
S
+ 6η2κ5
∥∥∥x(k)∥∥∥2
S
.
For η < cκ−7 with some universal constant c > 0, we have:∥∥∥µ(x(k))∥∥∥2
S
≤
(
1− η
10κ2 + 100
)∥∥∥x(k)∥∥∥2
S
.
Now we turn to deal with the stochastic part. By our construction, it is easy to verify that
|||Σ|||op ≤ Cκ2η for some universal constant C > 0.
Letting ξk ∼ N (0, 1LI) be independent from x(k), we have:
E
∥∥∥x(k+1)∥∥∥2α
S
= E
∥∥∥S 12µ(x(k)) + (SΣ) 12 ξk∥∥∥2α
2
≤
2α∑
j=0
(
2α
j
)
E
∥∥∥S 12µ(x(k))∥∥∥j
2
E
∥∥∥(SΣ) 12 ξk∥∥∥2α−j
2
≤
2α∑
j=0
(
2α
j
)(
E
∥∥∥S 12µ(x(k))∥∥∥2α
2
) j
2α
(
E
∥∥∥(SΣ) 12 ξk∥∥∥2α
2
)1− j
2α
=
((
E
∥∥∥µ(x(k))∥∥∥2α
S
) 1
2α
+
(
E
∥∥∥(SΣ) 12 ξk∥∥∥2α
2
) 1
2α
)2α
.
So we obtain:(
E
∥∥∥x(k+1)∥∥∥2α
S
) 1
2α
≤
(
E
∥∥∥µ(x(k))∥∥∥2α
S
) 1
2α
+
(
E
∥∥∥(SΣ) 12 ξk∥∥∥2α
2
) 1
2α
≤
(
1− η
10κ2 + 100
)(
E
∥∥∥x(k)∥∥∥2α
S
) 1
2α
+ Cκ
√
η
L
(d+ 2α).
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Noting that
∥∥x(0)∥∥
2
≤ 1L , by solving the recursion inequalities, we obtain:(
E
∥∥∥x(k)∥∥∥2α
2
) 1
2α
≤ Cκ3
√
d+ 2α
L
.
B Auxiliary results for Lemmas 2 and 3
This appendix is dedicated to proofs of two auxiliary results—namely, Lemmas 4 and 5—that
underlie the proofs of Lemmas 2 and 3.
B.1 Definitions of the functions g1, g2 and g3
The functions g1, g2 and g3 are given by:
g1(κ) = 4 +
20
κ2
+ 56
κ3
+ 40
κ4
+ 8
κ5
+ 20
κ6
+ 12
κ7
+ 1
κ8
+ 2
κ9
+ 1
κ10
(27a)
g2(κ) =
1
κ3
+ 5
κ5
+ 11
κ6
+ 5
κ7
+ 1
κ8
+ 2
κ9
+ 1
κ10
, and (27b)
g3(κ) = 8 +
24
κ2
+ 60
κ3
+ 41
κ4
+ 10
κ5
+ 21
κ6
+ 12
κ7
+ 1
κ8
+ 2
κ9
+ 1
κ10
. (27c)
B.2 Proof of Lemma 4
By inspecting the definition of g1 in equation (27a), we see that ∀κ ≥ 1, g1(κ) always lies in
the interval [4,+∞), which implies the inequality 2−√g1(κ) ≤ 0.
As for the second inequality, we first group the
√
g1(κ) term and rewrite inequality (20b)
into the following equivalent form:
2κ+
6
5
≥ (κ− 1)
√
g1(κ).
Since both the left and right sides are non-negative, we can square both sides, thereby obtain-
ing (
2κ+ 65
)2 − (κ− 1)2g1(κ) ≥ 0.
Expanding the left hand side, we obtain the equivalent form of equation (20b):
64
5 κ− 56425 − 16κ + 52κ2 + 16κ3 − 44κ4 + 20κ5 + 3κ6 − 12κ7 + 2κ8 − 1κ10 ≥ 0.
Since κ ≥ 1, we can divide by κ on both sides and obtain an equivalent inequality with a
polynomial function of 1/κ:
g6(1/κ) =
64
5 − 56425κ − 16κ2 + 52κ3 + 16κ4 − 44κ5 + 20κ6 + 3κ7 − 12κ8 + 2κ9 − 1κ11 ≥ 0.
We can rewrite g6(1/κ) as a polynomial of
(
1
κ − 12
)
:
g6(1/κ) =
201599
51200 − 4921125600
(
1
κ − 12
)
+ 24025512
(
1
κ − 12
)2
+ 2955256
(
1
κ − 12
)3
− 339764
(
1
κ − 12
)4 − 139932 ( 1κ − 12)5 − 75116 ( 1κ − 12)6 − 3818 ( 1κ − 12)7
− 1898
(
1
κ − 12
)8 − 474 ( 1κ − 12)9 − 112 ( 1κ − 12)10 − ( 1κ − 12)11 .
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For all κ such that 1/κ ∈ (0, 1], we have
g6(1/κ) ≥ 20159951200 − 4921125600 12 +
(
1
κ − 12
)2 ( 24025
512 − 2955256 12 − 339764
(
1
2
)2 − 139932 (12)3 − 75116 (12)4
− 3818
(
1
2
)5 − 1898 (12)6 − 474 (12)7 − 112 (12)8 − (12)9
)
= 3809712800 +
(
1
κ − 12
)2 (5523
128
)
,
which is strictly positive. This completes the proof of Lemma 4.
B.3 Proof of Lemma 5
In order to prove the bounds in this lemma, we first examine the monotonicity properties of
the cubic function
f(x) := x3 − g2(κ) · x2 + 1
κ9
g3(κ) · x− 1
κ15
g3(κ). (28)
Lemma 10. For any κ ≥ 1, the function f from equation (28) has the following properties:
(a) It is monotonically increasing over the interval ( 4
κ3
+ 40
κ5
,∞).
(b) It is monotonically increasing over the interval (−∞, 45κ6 ).
Therefore, max
x≤ 4
5κ6
f(x) = f
(
4
5κ6
)
and min
x≥ 4
κ3
+ 40
κ5
f(x) = f
(
4
κ3
+ 40
κ5
)
. Then we simply need
to prove that f
(
4
5κ6
)
< 0 and f
(
4
κ3
+ 40
κ5
)
> 0 to obtain the result.
Now observe that
f
(
4
κ3
+ 40
κ5
)
= 48
κ9
+ 1520
κ11
− 144
κ12
+ 15920
κ13
− 3120
κ14
+ 54600
κ15
− 16812
κ16
− 6224
κ17
− 256
κ18
− 2793
κ19
− 766
κ20
+ 467
κ21
+ 32
κ22
+ 79
κ23
+ 38
κ24
− 1
κ25
,
from which we can see that
f
(
4
κ3
+ 40
κ5
) ≥ 48
κ9
+ 1376
κ11
+ 12800
κ13
+ 27749
κ15
+ 467
κ21
> 0,
using the fact that 1/κ ∈ (0, 1]. Moreover, we also have
f
(
4
5κ6
)
= − 56
25κ15
− 8
κ17
− 2316
125κ18
− 57
5κ19
− 66
25κ20
− 137
25κ21
− 76
25κ22
− 1
5κ23
− 2
5κ24
− 1
5κ25
,
which is negative. Therefore, we conclude that for any κ > 1, the cubic function f satisfies
the inequalities
f(x) < 0 if x ≤ 4
5κ6
, and f(x) > 0 if x ≥ 4
κ3
+ 40
κ5
.
B.3.1 Proof of Lemma 10
We divide our proof into separate parts, corresponding to claims (a) and (b) in the lemma
statement. For both parts, we establish monotonicity of the function f from equation (28) by
studying its derivative
f ′(x) = 3x2 − 2g2(κ) · x+ 1
κ9
g3(κ). (29)
29
Proof of part (a): By inspection, for large enough x, the quadratic function f ′ is positive,
and hence the function f is monotonically increasing in this range. Concretely, we claim that
f ′ remains positive for all x > 4
κ3
+ 40
κ5
.
Our strategy is to compute the solutions x∗± to the quadratic equation f
′(x) = 0, and
prove that the larger one x∗+ satisfies the lower bound
x∗+ ≤
4
κ3
+
40
κ5
for any κ ≥ 1. (30)
In detail, the two solutions to the quadratic equation f ′(x) = 0 are given by the pair x∗± =
1
3
(
g4(κ)±
√
g5(κ)
)
, where we define
g4(κ) =
1
κ3
+ 5
κ5
+ 11
κ6
+ 5
κ7
+ 1
κ8
+ 2
κ9
+ 1
κ10
(31a)
and
g5(κ) =
1
κ6 +
10
κ8 − 2κ9 + 35κ10 + 40κ11 − 5κ12 − 1κ13 + 37κ14 + 1κ15 + 7κ16 + 11κ17 + 1κ19 + 1κ20 . (31b)
From the fact that 1κ ∈ (0, 1], it follows that
g4(κ) ≤ 1
κ3
+
25
κ5
, and g5(κ) ≤ 11
κ6
+
125
κ10
. (32a)
Hence
√
g5(κ) ≤
√
11
κ6
+
√
125
κ10
≤ 4
κ3
+
12
κ5
. (32b)
Combining equations (32a) and (32b) yields the bound (30), and hence completes the proof
of part (a).
Proof of part (b): Recall the solutions to the quadratic equation f ′(x) = 0 that we
computed in the previous section. For this part, it suffices to show that the smaller solution
x∗− =
1
3
(
g4(κ)−
√
g5(κ)
)
satisfies the bound
x∗− ≥
4
5κ6
for any κ ≥ 1. (33)
We begin by noting that
1
3
(
g4(κ)−
√
g5(κ)
)
=
1
3
g4(κ)
2 − g5(κ)
g4(κ) +
√
g5(κ)
=
1
κ9
(
8 + 24
κ2
+ 60
κ3
+ 41
κ4
+ 10
κ5
+ 21
κ6
+ 12
κ7
+ 1
κ8
+ 2
κ9
+ 1
κ10
)
g4(κ) +
√
g5(κ)
. (34)
Equation (32b) states that
√
g5(κ) ≤ 4κ3 + 12κ5 , and hence for any 1/κ ∈ (0, 1],
g4(κ) +
√
g5(κ) ≤ 5κ3 + 17κ5 + 11κ6 + 5κ7 + 1κ8 + 2κ9 + 1κ10
≤ 5
κ3
+ 17
κ5
+ 20
κ6
≤ 8 +
24
κ2
+ 60
κ3
+ 41
κ4
+ 10
κ5
+ 21
κ6
+ 12
κ7
+ 1
κ8
+ 2
κ9
+ 1
κ10
κ3
. (35)
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Since g4(κ)+
√
g5(κ) is positive for κ ≥ 1, we can substitute the bound (35) into equation (34),
thereby finding that
x∗− =
1
3
(
g4(κ)−
√
g5(κ)
)
=
1
κ9
8 + 24
κ2
+ 60
κ3
+ 41
κ4
+ 10
κ5
+ 21
κ6
+ 12
κ7
+ 1
κ8
+ 2
κ9
+ 1
κ10
g4(κ) +
√
g5(κ)
≥ 1
κ6
≥ 4
5κ6
,
which completes the proof of the bound (33).
C Details of Algorithm 1
This section is devoted to explicit definition of all constants involved in Algorithm 1, as well
as a derivation of how the algorithm’s updates follows from integrating equations (13)–(15).
We begin by defining the constants precisely:
µ12 =
(
1 +
γ2
ξ2
)
η − γ
2
2ξ
η2 − γ
2
ξ3
(
1− e−ξη
)
µ13 =
γ
ξ
η +
γ
ξ2
(
e−ξη − 1
)
µ22 = 1 +
γ2
ξ2
(
1− ξη − e−ξη
)
µ23 =
γ
ξ
(
1− e−ξη
)
µ31 =
γ
ξ
− γ
ξ2
1− e−ξη
η
µ32 =
γ3
ξ2
η +
γ3
ξ2
ηe−ξη −
(
2γ3
ξ3
+
γ
ξ
)(
1− e−ξη
)
µ33 = e
−ξη +
γ2
ξ
ηe−ξη − γ
2
ξ2
(
1− e−ξη
)
,
as well as
σ11 =
2γ2
ξ3
η − 2γ
2
ξ2
η2 +
2γ2
3ξ
η3 − 4γ
2
ξ3
ηe−ηξ +
γ2
ξ4
(
1− e−2ξη
)
σ12 =
γ2
ξ3L
(
ξη −
(
1− e−ξη
))2
σ22 =
2γ2
ξ
η − 4γ
2
ξ2
(
1− e−ξη
)
+
γ2
ξ2
(
1− e−2ξη
)
σ13 = −γ
3
ξ2
η2
(
2e−ξη + 1
)
+
(
2γ3
ξ3
− γ
3
ξ3
e−2ξη − 4γ
3
ξ3
e−ηξ − 2γ
ξ
e−ηξ
)
η +
(
3γ3
2ξ4
+
γ
ξ2
)(
1− e−2ξη
)
σ23 =
γ3
ξ2
(
e−2ξη − 2e−ξη − 2
)
η +
3γ3
2ξ3
(
e−2ξη − 4e−ξη + 3
)
+
γ
ξ
(
1− e−ξη
)2
σ33 = −γ
4
ξ2
η2e−2ξη +
(
−2γ
2
ξ
e−2ξη +
γ4
ξ3
(
−3e−2ξη + 4e−ξη + 2
))
η
+
γ4
2ξ4
(
−5e−2ηξ + 16e−ηξ − 11
)
+
γ2
ξ2
(
−3e−2ηξ + 4e−ηξ − 1
)
+
(
1− e−2ηξ
)
.
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Given these definitions, we now demonstrate how to obtain Algorithm 1 via integrating equa-
tions (13) through to (15).
First step: The first step involving the Ornstein-Uhlenbeck process can be explicitly solved
as (let B0 = 0):


θˆt = θ˜kη + (t− kη)p˜kη,
rˆt = e
−ξ(t−kη)r˜kη − γξ
(
1− e−ξ(t−kη)) p˜kη +√2ξL
∫ t
kη
e−ξ(t−s)dBrs .
(36)
It is worth noting that we have set at the beginning of every step θˆkη = θ˜kη and rˆkη = r˜kη.
Second step: Next we integrate the right hand side of equation (14) to obtain p˜:
pˆt = p˜kη − 1
Lη
∫ t
kη
(∫ (k+1)η
kη
gˆsds
)
dς + γ
∫ t
kη
rˆsds (37)
If function U takes the form of U(θ) =
∑
i ui(y
T
i θ), then we directly take gˆs = ∇U(θˆs) and
calculate the integral:
∫ (k+1)η
kη
gˆsds =
∫ (k+1)η
kη
∑
i
u′i
(
yTi
(
θ˜kη + (s − kη)p˜kη
))
yi ds
=
∑
i
∫ (k+1)η
kη
u′i
(
yTi
(
θ˜kη + (s − kη)p˜kη
))
ds yi.
Using the Newton-Leibniz formula, we obtain that
∫ (k+1)η
kη
gˆsds =
∑
i
(
ui
(
yTi (θ˜kη + ηp˜kη)
)
− ui
(
yTi θ˜kη
)) yi
yTi p˜kη
.
Hence
∫ t
kη
(∫ (k+1)η
kη
gˆsds
)
dς = (t− kη)
∫ (k+1)η
kη
gˆsds
= (t− kη)
∑
i
(
ui
(
yTi (θ˜kη + ηp˜kη)
)
− ui
(
yTi θ˜kη
)) yi
yTi p˜kη
.
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For
∫ t
kη
rˆsds, we use Fubini’s theorem and obtain that
∫ t
kη
rˆsds =
∫ t
kη
(
e−ξ(s−kη)r˜kη − γ
ξ
(
1− e−ξ(s−kη)
)
p˜kη +
√
2ξ
L
∫ s
kη
e−ξ(s−sˆ)dBrsˆ
)
ds
=
1
ξ
(
1− e−ξ(t−kη)
)
r˜kη +
γ
ξ2
(
1− ξ (t− kη)− e−ξ(t−kη)
)
p˜kη
+
√
2ξ
L
∫ t
kη
(∫ s
kη
e−ξ(s−sˆ)dBrsˆ
)
ds
=
γ
ξ2
(
1− ξ (t− kη)− e−ξ(t−kη)
)
p˜kη +
1
ξ
(
1− e−ξ(t−kη)
)
r˜kη
+
√
2ξ
L
∫ t
kη
(∫ t
sˆ
e−ξ(s−sˆ)ds
)
dBrsˆ
=
γ
ξ2
(
1− ξ (t− kη)− e−ξ(t−kη)
)
p˜kη +
1
ξ
(
1− e−ξ(t−kη)
)
r˜kη
+
√
2
ξL
∫ t
kη
(
1− e−ξ(t−sˆ)
)
dBrsˆ .
Therefore, we obtain pˆt from explicit integration:
pˆt = − t− kη
Lη
∑
i
(
ui
(
yTi (θ˜kη + ηp˜kη)
)
− ui
(
yTi θ˜kη
)) yi
yTi p˜kη︸ ︷︷ ︸
T1(t)
+
(
1 +
γ2
ξ2
(
1− ξ (t− kη)− e−ξ(t−kη)
))
p˜kη +
γ
ξ
(
1− e−ξ(t−kη)
)
r˜kη︸ ︷︷ ︸
T2(t)
+
√
2γ2
ξL
∫ t
kη
(
1− e−ξ(t−sˆ)
)
dBrsˆ︸ ︷︷ ︸
T3(t)
. (38)
Third step: Next observe that
θ˜(k+1)η = θ˜kη +
∫ (k+1)η
kη
pˆtdt = θ˜kη +
∫ (k+1)η
kη
(T1(t) + T2(t) + T3(t)) dt,
where ∫ (k+1)η
kη
T1(t)dt = − 1
Lη
∫ (k+1)η
kη
(t− kη)dt ·
∫ (k+1)η
kη
gˆsds
= − η
2L
∑
i
(
ui
(
yTi (θ˜kη + ηp˜kη)
)
− ui
(
yTi θ˜kη
)) yi
yTi p˜kη
,
∫ (k+1)η
kη
T2(t)dt =
((
1 +
γ2
ξ2
)
η − γ
2
2ξ
η2 − γ
2
ξ3
(
1− e−ξη
))
p˜kη +
(
γ
ξ
η +
γ
ξ2
(
e−ξη − 1
))
r˜kη,
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and ∫ (k+1)η
kη
T3(t)dt =
√
2γ2
ξL
∫ (k+1)η
kη
(∫ t
kη
(
1− e−ξ(t−s)
)
dBrs
)
dt
=
√
2γ2
ξL
∫ (k+1)η
kη
(∫ (k+1)η
s
(
1− e−ξ(t−s)
)
dt
)
dBrs
=
√
2γ2
ξL
∫ (k+1)η
kη
(
((k + 1)η − s) + 1
ξ
(
e−ξ((k+1)η−s) − 1
))
dBrs .
Putting together the pieces, we find that
θ˜(k+1)η = θ˜kη −
η
2L
∑
i
(
ui
(
yTi (θ˜kη + ηp˜kη)
)
− ui
(
yTi θ˜kη
)) yi
yTi p˜kη
+
((
1 +
γ2
ξ2
)
η − γ
2
2ξ
η2 − γ
2
ξ3
(
1− e−ξη
))
p˜kη +
(
γ
ξ
η +
γ
ξ2
(
e−ξη − 1
))
r˜kη
+
√
2γ2
ξL
∫ (k+1)η
kη
(
((k + 1)η − s) + 1
ξ
(
e−ξ((k+1)η−s) − 1
))
dBrs .
We then calculate r˜(k+1)η:
eξη r˜(k+1)η − r˜kη =
∫ (k+1)η
kη
d
(
eξ(t−kη)r˜t
)
=
∫ (k+1)η
kη
eξ(t−kη)
(
−γpˆtdt+
√
2ξ/L dBrt
)
= −γ
∫ (k+1)η
kη
eξ(t−kη)pˆtdt+
√
2ξ
L
∫ (k+1)η
kη
eξ(t−kη) dBrt
= −γ
∫ (k+1)η
kη
eξ(t−kη) (T1(t) + T2(t) + T3(t)) dt+
√
2ξ
L
∫ (k+1)η
kη
eξ(t−kη) dBrt .
Term −γ ∫ (k+1)ηkη eξ(t−kη)T1(t)dt equals to:
−γ
∫ (k+1)η
kη
eξ(t−kη)T1(t)dt
=
γ
Lη
∫ (k+1)η
kη
(t− kη)eξ(t−kη)dt ·
∫ (k+1)η
kη
gˆsds
= eξη
(
γ
Lξ
− γ
Lξ2
1− e−ξη
η
)
·
∑
i
(
ui
(
yTi (θ˜kη + ηp˜kη)
)
− ui
(
yTi θ˜kη
)) yi
yTi p˜kη
.
Term −γ ∫ (k+1)ηkη eξ(t−kη)T2(t)dt equals to:
−γ
∫ (k+1)η
kη
eξ(t−kη)T2(t)dt
= eξη
(
γ3
ξ2
η +
γ3
ξ2
ηe−ξη −
(
2γ3
ξ3
+
γ
ξ
)(
1− e−ξη
))
p˜kη
+ eξη
(
γ2
ξ
ηe−ξη − γ
2
ξ2
(
1− e−ξη
))
r˜kη.
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Term −γ ∫ (k+1)ηkη eξ(t−kη)T3(t)dt can be calculated to be:
−γ
∫ (k+1)η
kη
eξ(t−kη)T3(t)dt
= −
√
2γ4
ξL
∫ (k+1)η
kη
(∫ t
kη
eξ(t−kη)
(
1− e−ξ(t−s)
)
dBrs
)
dt
= −
√
2γ4
ξL
∫ (k+1)η
kη
(∫ (k+1)η
s
(
eξ(t−kη) − eξ(s−kη)
)
dt
)
dBrs
=
√
2γ4
ξL
∫ (k+1)η
kη
(
eξ(s−kη) ((k + 1)η − s)− 1
ξ
(
eξη − eξ(s−kη)
))
dBrs .
Summing the terms together, we obtain that
r˜(k+1)η = e
−ξη r˜kη
+
(
γ
Lξ
− γ
Lξ2
1− e−ξη
η
)
·
∑
i
(
ui
(
yTi (θ˜kη + ηp˜kη)
)
− ui
(
yTi θ˜kη
)) yi
yTi p˜kη
+
(
γ3
ξ2
η +
γ3
ξ2
ηe−ξη −
(
2γ3
ξ3
+
γ
ξ
)(
1− e−ξη
))
p˜kη +
(
γ2
ξ
ηe−ξη − γ
2
ξ2
(
1− e−ξη
))
r˜kη
+
√
2ξ
L
∫ (k+1)η
kη
(
γ2
ξ
((k + 1)η − s) e−ξ((k+1)η−s) +
(
1 +
γ2
ξ2
)
e−ξ((k+1)η−s) − γ
2
ξ2
)
dBrs .
For p˜(k+1)η, we directly know from equation (38) that
p˜(k+1)η = −
1
L
∑
i
(
ui
(
yTi (θ˜kη + ηp˜kη)
)
− ui
(
yTi θ˜kη
)) yi
yTi p˜kη
+
(
1 +
γ2
ξ2
(
1− ξη − e−ξη
))
p˜kη +
γ
ξ
(
1− e−ξη
)
r˜kη
+
√
2γ2
ξL
∫ (k+1)η
kη
(
1− e−ξ((k+1)η−s)
)
dBrs .
Therefore, x˜(k+1) = (θ˜(k+1), p˜(k+1), r˜(k+1)) conditioning on x˜(k) follows a normal distribu-
tion. We calculate its mean and covariance below. We first find E
[
x˜(k+1)
]
using the property
of Itoˆ integral:
E
[
θ˜(k+1)η
]
= θ˜kη − η
2L
∑
i
(
ui
(
yTi (θ˜kη + ηp˜kη)
)
− ui
(
yTi θ˜kη
)) yi
yTi p˜kη
+
((
1 +
γ2
ξ2
)
η − γ
2
2ξ
η2 − γ
2
ξ3
(
1− e−ξη
))
p˜kη +
(
γ
ξ
η +
γ
ξ2
(
e−ξη − 1
))
r˜kη,
E
[
p˜(k+1)η
]
= − 1
L
∑
i
(
ui
(
yTi (θ˜kη + ηp˜kη)
)
− ui
(
yTi θ˜kη
)) yi
yTi p˜kη
+
(
1 +
γ2
ξ2
(
1− ξη − e−ξη
))
p˜kη +
γ
ξ
(
1− e−ξη
)
r˜kη.
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E
[
r˜(k+1)η
]
=
(
γ
Lξ
− γ
Lξ2
1− e−ξη
η
)
·
∑
i
(
ui
(
yTi (θ˜kη + ηp˜kη)
)
− ui
(
yTi θ˜kη
)) yi
yTi p˜kη
+
(
γ3
ξ2
η +
γ3
ξ2
ηe−ξη −
(
2γ3
ξ3
+
γ
ξ
)(
1− e−ξη
))
p˜kη +
(
e−ξη +
γ2
ξ
ηe−ξη − γ
2
ξ2
(
1− e−ξη
))
r˜kη.
Since processes θ˜, p˜ and r˜ share the same Brownian motion, we use Itoˆ isometry to calculate
their covariance. For example, we can obtain that
E
[(
θ˜(k+1)η − E
[
θ˜(k+1)η
]) (
p˜(k+1)η − E
[
p˜(k+1)η
])T]
=
2γ2
ξL
E

(∫ (k+1)η
kη
(
((k + 1)η − s) + 1
ξ
(
e−ξ((k+1)η−s) − 1
))
dBrs
)(∫ (k+1)η
kη
(
1− e−ξ((k+1)η−s)
)
dBrs
)T
=
2γ2
ξL
∫ (k+1)η
kη
(
((k + 1)η − s) + 1
ξ
(
e−ξ((k+1)η−s) − 1
))(
1− e−ξ((k+1)η−s)
)
ds · Id×d
=
γ2
ξ3L
(
ξη −
(
1− e−ξη
))2 · Id×d.
Similarly, we obtain the entire covariance matrix for the tuple x˜(k+1) = (θ˜(k+1), p˜(k+1), r˜(k+1)):
E
[(
x˜(k+1)η − E
[
x˜(k+1)η
]) (
x˜(k+1)η − E
[
x˜(k+1)η
])T]
=
1
L

 σ11 · Id×d σ12 · Id×d σ13 · Id×dσ12 · Id×d σ22 · Id×d σ23 · Id×d
σ13 · Id×d σ23 · Id×d σ33 · Id×d

 . (39)
where
σ11 =
2γ2
ξ3
η − 2γ
2
ξ2
η2 +
2γ2
3ξ
η3 − 4γ
2
ξ3
ηe−ηξ +
γ2
ξ4
(
1− e−2ξη
)
,
σ12 =
γ2
ξ3L
(
ξη −
(
1− e−ξη
))2
,
σ22 =
2γ2
ξ
η − 4γ
2
ξ2
(
1− e−ξη
)
+
γ2
ξ2
(
1− e−2ξη
)
,
σ13 = −γ
3
ξ2
η2
(
2e−ξη + 1
)
+
(
2γ3
ξ3
− γ
3
ξ3
e−2ξη − 4γ
3
ξ3
e−ηξ − 2γ
ξ
e−ηξ
)
η +
(
3γ3
2ξ4
+
γ
ξ2
)(
1− e−2ξη
)
,
σ23 =
γ3
ξ2
(
e−2ξη − 2e−ξη − 2
)
η +
3γ3
2ξ3
(
e−2ξη − 4e−ξη + 3
)
+
γ
ξ
(
1− e−ξη
)2
, and
σ33 = −γ
4
ξ2
η2e−2ξη +
(
−2γ
2
ξ
e−2ξη +
γ4
ξ3
(
−3e−2ξη + 4e−ξη + 2
))
η
+
γ4
2ξ4
(
−5e−2ηξ + 16e−ηξ − 11
)
+
γ2
ξ2
(
−3e−2ηξ + 4e−ηξ − 1
)
+
(
1− e−2ηξ
)
.
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