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It is proposed to improve the quality of a variational description of a closed quantum system
by adding ficticious dissipation that reduces the entanglement. The proposal is implemented for a
small Bose-Hubbard chain, which shows chaotic behavior and associated fast growth of quantum
fluctuations. For appropriately chosen dissipation, good agreement with the truncated Wigner
approximation (which is very accurate for the chosen system parameters) is found.
I. INTRODUCTION
Much progress in our understanding of many body
quantum systems has come from the construction
of variational wave functions, such the Hartree-Fock-
Bogoliubov, Bardeen-Cooper-Schrieffer [1], Laughlin [2]
and matrix product states [3]. For the description of
ground states of a wide variety of physical systems, ex-
cellent variational wave functions are now available. The
modelling of dynamics, however, is still challenging for
various many body systems. For example, MPS ap-
proaches often break down, because quick entanglement
growth requires exponentially large computational re-
sources [4]. Through the eigenstate thermalization hy-
pothesis [5], it is now well understood that closed nonin-
tegrable quantum systems are at late times well described
by a Boltzmann-Gibbs state
|ψ(t)〉 ∼ ρBG ∝ e−βH , for t→∞ (1)
where the ‘∼’-sign means that the states are (approxi-
mately) equivalent for what concerns the local observ-
ables. Even though the true eigenstates are highly en-
tangled, the density matrix can be well approximated by
a mixture of states with low entanglement [6].
At intermediate times, the situation is the most dif-
ficult, because entanglement has already grown signifi-
cantly, while the Gibbs state has not yet been reached. In
order to describe the system in the intermediate regime,
inspiration can be taken from the equilibrium state. If
one would describe the latter as a pure state, it would
also be highly entangled. It then seems a reasonable as-
sumption that also the large entanglement states at in-
termediate times can be approximately represented by a
classical mixture of low-entanglement states |φj(t)〉:
|ψ(t)〉 ∼
∑
j
pj|φj(t)〉〈φj(t)|. (2)
While the time evolution of a state in terms of a single
wave variational wave function can be computed with
the time-dependent variational principle (TDVP), to the
best of my knowledge no such powerful principle exists
for the approximate representation (2). In the context of
open quantum systems, the evolution from a pure to a
mixed state of the form (2) is obtained in the quantum
trajectory approach [7, 8]. The increasing mixedness of
the state is then due to the uncertainty in the outcome of
the measurements that are performed on the system. Due
to the interaction of the system with the environment, the
entanglement can be greatly reduced [9–11, 14, 15] and
the trajectory wave functions are more easily described
by a variational wave function.
I will argue here that for the dynamics of closed sys-
tems, the range of applicability of variational wave func-
tions can be improved by adding jump operators to the
dynamics. In other words, the variational description
of the closed system with added jump operators can be
closer to the real system dynamics than the variational
description of the system itself. The intuition is that
the coherence between macroscopically different states
(Schro¨dinger cats) cannot be physically important (i.e.
very hard to measure and therefore in macroscopic sys-
tems actually ‘unphysical’). Opening the system by in-
cluding suitably chosen jump operators then explicitly
eliminates these unphysical coherences without disturb-
ing the system much. Not disturbing the system at all is
impossible, but at the same time, it is also impossible to
exactly represent the state by the variational ansatz. My
claim is that the disturbance due to the measurement can
be less than its resulting improvement of the variational
description.
A complementary way to see the that the effect of addi-
tional jump operators can be negligible is from the classi-
cal chaos in the TDVP equations of motion. The growth
of entanglement is directly related to chaos, both in a
Gaussian [16] and MPS [17] variational description. In
the chaotic case, the exponential growth of the fluctu-
ations and bond dimension respectively make it better
to describe the state as a mixture of variational states,
which can be achieved through the quantum trajectory
approach. The price to be paid is a deviation from the
the exact dynamics, but in the case of chaotic dynamics,
the resulting deviation is swamped by the exponential
growth of fluctuations due to the nonlinear dynamics.
This proposal is related to the purification of density
matrices with matrix product states in a Hilbert space
enlarged with an ancilla [12, 13], where the ancilla plays
the role of environment. In the present approach, no
ancilla is included, but the environment is introduced
through Lindblad jump operators.
2II. EXAMPLE: BOSE-HUBBARD CHAIN
As a toy system to gain more insight in the above
claim, I will consider a small Bose-Hubbard chain, de-
scribed by the Hamiltonian
H =
N∑
j=1
(
−Jaˆ†j+1aˆj − Ja†jaˆj+1 +
U
2
aˆ†j aˆ
†
j aˆj aˆj
)
. (3)
The variational description will be made in terms of
Gaussian wave functions, which becomes accurate in the
mean field limit. It corresponds to a Wick decoupling
of the equations of motion for the first and second or-
der correlation functions (see appendix A), yielding the
so-called Hartree-Fock-Bogoliubov (HFB) description.
The coupling to the bath will be taken in the form of
heterodyne detection of single particle losses [8]. Physi-
cally, this is done by interfering the bosons that are lost
from the coupling to the environment with a detuned
local oscillator. This measurement scheme gives infor-
mation on both the amplitudes and phases of the Bose
fields. The disadvantage for our purposes is that it in-
volves the loss of particles, which strongly impacts the
dynamics. In order to avoid this discrepancy between
the open system and the closed system of interest, the
state is projected back onto the manifold with the initial
particle number. Any type of conservation law that is
violated by the opening of the system can be restored
in this way. Since we use the opening of the system as
a mathematical tool to improve the variational descrip-
tion, it is not important that a physical implementation
exists, but it could be achieved by introducing feedback
[18].
The advantage of the Bose Hubbard system is that it
is in the mean field limit up to a very good approxima-
tion described by the truncated Wigner approximation
(TWA) [19], as illustrated in appendix B. Within the
TWA, the quantum fields are replaced by classical fields,
that obey the Gross-Pitaevskii equation (GPE)
i
∂
∂t
αj = −J (αj−1 + αj+1) + U |αj |2αj (4)
The quantum origin is reflected in the stochastic initial
conditions. For an initial coherent state with amplitudes
α
(0)
j , the αj have a Gaussian distribution, centered at α
(0)
j
and variance 1/2. With deterministic initial condition,
the GPE describes the variational dynamics within the
manifold of coherent states, which is a submanifold of the
Gaussian states that is used here.
The Bosonic Hubbard model has two conserved quan-
tities, the energy and number of particles, such that it
is integrable for one and two sites. From three sites on,
it starts to show chaos [20, 21]. For the TWA descrip-
tion, this implies that trajectories for the initially slightly
different initial conditions quickly diverge [21]. An illus-
trative example with four sites is shown in Fig. 1. The
amplitude at the first site for a coherent state initial con-
dition is shown in the complex plane as obtained with
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FIG. 1. Illustration of the chaos in the Bose-Hubbard system.
The TWA average strongly differs from the GPE because
the trajectories with slightly different initial conditions evolve
very differently. Black dots visualize the end points of the
TWA trajectories, the gray dot indicates the initial condition.
Parameters: total particle numberN = 3090, and U/J = 0.01
and initial condition ~α0 = (30− 6.6i, 9.7− 7.3i, 40, 20).
the TWA (thick black line). The red line shows the GPE
evolution of the initial state; the thin black lines show a
few other TWA trajectories. The black dots indicate the
very different final amplitudes of the TWA trajectories.
When starting from a coherent state, at early times the
fluctuations are small and both the TWA and Gaussian
variational approaches are very accurate. Only when the
fluctuations become large, a difference between the TWA
and the variational Gaussian descriptions appears. As an
illustration, Fig. 2 shows the growth of fluctuations on
the first site as a function of time. The chaotic nature
of the system is reflected in the quick growth of fluctua-
tions, up to their maximal value determined by the finite
available phase space volume, that is limited by energy
and number conservation. The TWA (tick black line)
and Gaussian variational (dashed red line) calculations
coincide at early times, when fluctuations are small. De-
viations appear when the nonlinear effects, incompletely
captured by the Gaussian approximation, become impor-
tant.
The usefulness of including a fictitious homodyne de-
tection in the dynamics comes precisely from the fact that
it reduces the fluctuations as can be seen from the TGA
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FIG. 2. Growth of fluctuations on the first site computed
with TWA (thick black line), with Gaussian varational wave
function (red dashed line) and in the TGA with δNmax = 20
(blue line). Same parameters as in Fig. 1 (a).
terms due to the Hamiltonian dynamics, they reduce to
dαn = −γ
2
αn dt+
√
γ
∑
i
(
vin dZ
(1)
i + uindZ
(1)
i
∗)
,
(5)
dunm = −γ
[
unm +
∑
i
(umivin + univim)
]
dt , (6)
dvnm = −γ
[
vnm +
∑
i
(vnivim + u
∗
niuim)
]
dt . (7)
where αn = 〈aˆn〉, unm := 〈δˆn δˆm〉 = 〈aˆnaˆm〉 − αnαm,
vnm := 〈δˆ
†
n δˆm〉 = 〈aˆ†naˆm〉 − α∗nαm. The noise term
dZi =
1√
2
(dWx,i + idWp,i) is a complex Wiener process
satisfying |dZi|2 = dt.
Eqs. (6) and (7) show that the measerument at rate γ
reduces the fluctuations. Eq. (5) has a deterministic con-
tribution expressing a loss of particles and a stochastic
term, that transfers the reduction of the fluctuations de-
scribed by Eqs. (6) and (7). The deterministic loss term
in Eq. (5) reduces the number of particles – a conserved
quantity under the Hamiltonian dynamics – leading to
a discrepancy between the closed and open systems. As
discussed above, the state after infinitesimal time evolu-
tion can be projected back onto the manifold with the
correct particle number. As a consequence of this pro-
jection, the first term on the r.h.s. of Eq. (5) is removed.
Ito calculus with the stochastic part of the dynamics
of Eq. (5) yields for the realization averaged correlation
function:
d 〈αnαm〉 = γ
∑
i
〈umivin + univim〉 dt . (8)
The total second moment of of the annihilation operators
is
〈aˆnaˆm〉 = 〈αnαm〉+ 〈umn〉 , (9)
TWA, HFB, TGA
FIG. 3. Sketch of the different representations of the state
in the TWA, HFB and TGA. In truncated Wigner, points in
phase space are sampled, illustrated by the black dots. In the
HFB, a single squeezed state is evolved, as represented by the
red ellipse. In the TGA, the state is represented by a mixture
of squeezed states.
In the dynamics of the total second moment (9), the con-
tribution (8) is canceled by by the second term in the
square brackets in Eq. (6). Under the condition that the
latter term dominates the first one in Eq. (6), which is
the case when the magnitude of the fluctuations is much
larger than one, the total second moment is to a good
approximation unaffected by dissipative dynamics. The
dynamics of the other second moment
〈
aˆ†maˆn
〉
is fully
analogous.
In the quantum trajectory description, quantum (in-
tratrajectory) fluctuations are then converted into clas-
sical (intertrajectory) fluctuations, keeping the total
amount of fluctuations constant. A pictorial illustration
of this mechanism is presented in Fig. 3. The black dots
represent the TWA sampling of the state, the red ellipse
the squeezed Gaussian state in HFB and the blue ellipses
the ensemble of squeezed states in the TGA. The TGA
is a resampling of the HFB, which reduces the fluctua-
tions and therefore improves the quality of the Gaussian
representation.
From the above considerations, it appears that dissi-
pation should be strong enough to keep the fluctuations
sufficiently small for the Gaussian approximation to be
valid, but at the same time the dissipation should be
weak enough so that the fluctuations are sufficiently large
for the total fluctuations to be only weakly affected.
In order to study the dependence of the TGA on the
strength of dissipation, a two-step dynamics was imple-
mented, with separated Hamiltonian and dissipative evo-
lutions. The Hamiltonian evolution is performed un-
til the on-site flucutations exceed on any site a certain
threshold δNmax. Then, a dissipative evolution starts un-
til the fluctuations are suppressed to δNmin, which was
taken δNmin = δNmax/2. The evolution of the fluctua-
tions in this approach is shown by the blue line in Fig.
2. The sudden downward jumps in the fluctuations are
due to the dissipative evolution.
Numerical examples for the expecation value of the
amplitude on the first site are shown in Fig. 4. From
the numerics, it is clear that the TGA lies much closer to
the TWA than the GPE or HFB. The dependence on the
fluctuation threshold for dissipation δNmax turns out to
be weaker than expected: also the simulation with small
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FIG. 4. Comparison of the TWA, GPE and TGA with various
maximal fluctuation numbers for a four-site Bose-Hubbard
model. Parameters: (a) total particle number N = 3090, and
U/J = 0.01; (b) N = 30900, U/J = 0.001.
δNmax are close to the TWA. One does see that deeper
in the mean field limit (panel (b)), the lower threshold
performs notably worse than the higher ones, which does
agree with the analytical arguments.
III. DISCUSSION
The most important lesson that follows from the Bose-
Hubbard example is the fact that the variational trajec-
tory description with fictitious dissipation describes the
chaotic closed system much better than the straightfor-
ward variational description. The role of classical chaos
is clear: in the absence of chaos, the Gaussian fluctations
remain small in the semiclassical limit, the usual varia-
tional principle is then accurate and adding dissipation
will make the description only worse.
For the present case study, this insight does not
come with a technical advantage, because the truncated
Wigner approach works even better (see Appendix B)
and is also computationally less expensive. The effi-
ciency of the TWA however depends on the fact that the
system under consideration is close to the classical field
limit. For systems that do not have such a close classi-
cal counterpart and need a more complicated variational
description such as MPS, the present proposal of adding
fictitious dissipation could give theoretical descriptions
of systems that are currently out of reach.
What is shared by both the Gaussian and MPS states
is that they perform poorly for highly entangled states,
the Gaussian states because they are a bad approxima-
tion, the MPS because they consume prohibitively large
computational resources. The advantage of adding dis-
sipation is that it reduces the entanglement. For the
Gaussian state, this is readily seen from Eqs. (6), (7)
together with the fact that entanglement scales with the
fluctuation magnitude [22]. With appropriately chosen
jump operators and unravelling scheme, this is expected
to be also the case for other variational states.
From the Gaussian example, it is also seen that the
flexibility in the unraveling can be exploited to improve
the accuracy of the variational trajectory approach. For
single-particle losses, there are two common unraveling
schemes: particle counting and homo/heterodyne detec-
tion [9]. Under particle counting, no phase information is
retrieved and Schro¨dinger cats of coherent states are still
present. For this detection scheme, the trajectories are
therefore far from Gaussian. For heterodyne detection
on the other hand, the individual trajectory states have
a well defined phase and the Gaussian approximation is
satisfactory [23].
Conceptually, also the TWA method can actually be
described in the terms similar to the trajectory approach.
In the TWA, coherent states that are close – but not
identical – to the initial state are variationally evolved.
In the presence of chaos, this time evolution leads to very
different states. A mixture of these is a much better ap-
proximation to the actual state of the system than the
variational evolution of the initial state only. This could
give a complementary view on the nature of TWA, which
is rigorously motivated as an approximation to the evolu-
tion of the phase space quasi-probability evolution [25].
The TWA approach for fermions from Ref. [26] could
also be interpreted from this perspective. It would be in-
teresting to see whether the evolution of an ensemble of
variational states sampled around the initial state could
be generalized to other types of variational wave func-
tions.
The importance of the decomposition (2) is that it pre-
serves the notion of locality, which is lost in the exact
time evolution. Therefore, the variational description
is in a sense more physical than the exact description,
in the same way that this is the case for systems with
spontaneous symmetry breaking [27]. For example in a
transverse field field ferromagnet, the ground state is a
GHZ like superposition of the states with both orienta-
tions of the spins. The lack of robustness of this state
with respect to local decoherence however makes it un-
physical. The physical states can be obtained from the
exact ground state by measuring a single spin.
With the insights from this analysis, the dynamics can
be divided in three stages: i) an initial low entanglement
stage, ii) a large entanglement stage for which no descrip-
tion with a single local state exists, iii) thermal equilib-
rium, that is fully characterized by the (local) Hamilto-
nian and the energy. It is in the second phase that the
system shows the most complex behavior. It is the phase
of the dynamics where the state cannot be well approxi-
mated by a density matrix of the form
ρ = e−HE , with HE a local operator. (10)
Without the restriction that the entanglement hamilto-
nianHE is a local operator, the system can always be well
approximated by such a state, but then it does not give
any physical insight. Instead, one can give a description
of the form
ρ ≈
C∑
k=1
pk e
−H(k)
E , (11)
5where the entanglement Hamiltonians H
(k)
E are required
to be local. With the Gaussian trajectory approach, this
is achieved: the density matrix is written as a sum over
approximately coherent states, which correspond to the
entanglement Hamiltonian H
(k)
E ∝
∑
i(a
†
i −α(k)∗i )(a(k)i −
αi), where the indices i and k refers to the lattice sites
and trajectories respectively. The trajectory approach
makes it possible to study the growth of the number of
components C in the early stages of the dynamics. At
late times, C should decrease, because the system ap-
proaches the Boltzmann-Gibbs state. The reduction at
later times can however not be so simply captured by the
trajectory approach and is therefore beyond the scope of
this discussion.
IV. CONCLUSIONS
I have shown that adding dissipation to a closed quan-
tum system can improve the variational description of
the dynamics in the chaotic regime. As a case study, a
small Bose-Hubbard chain was described by a Gaussian
variational state. Adding heterodyne detection of the
bosons improves the quality of this variational descrip-
tion notably when particle losses are eliminated by pro-
jecting back on the number conserving variational man-
ifold. Adding dissipation for the improvement of varia-
tional descriptions could also be useful for other types of
variational wave functions.
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Appendix A: equations of motion for TGA
Following the approach of [24], the evolution of a generic expectation value 〈Oˆ〉 under heterodyne unraveling for
all decay channels is given by
d 〈Oˆ〉 =i
〈[
Hˆ, Oˆ
]〉
dt− 1
2
∑
j,k
(〈{
Γˆ†j,kΓˆj,k, Oˆ
}〉
− 2
〈
Γˆ†j,k Oˆ Γˆj,k
〉)
dt
+
∑
j,k
(〈
Γˆ†j,k(Oˆ−〈Oˆ〉)
〉
dZj,k +
〈
(Oˆ−〈Oˆ〉)Γˆj,k
〉
dZ∗j,k
)
, (A1)
where dZi =
1√
2
(dWx,i + idWp,i) is a complex Wiener process satisfying |dZi|2 = dt. By assuming a Gaussian ansatz,
Wick decompositions are performed and and the trajectory is expressed entirely in terms of the first and second
central moments αn = 〈aˆn〉, unm := 〈δˆn δˆm〉 = 〈aˆnaˆm〉 − αnαm, vnm := 〈δˆ
†
n δˆm〉 = 〈aˆ†naˆm〉 − α∗nαm. Note that
unm = umn and vnm = v
∗
mn. Using (A1), the evolution of Gaussian moments is given by
6dαn =
[(
−γ
2
+ i∆
)
αn + i
J
z
∑
n′
αn′ − iU(|αn|2αn + 2αnvnn + α∗nunn)
]
dt
+
√
γ
∑
i
(
vin dZ
(1)
i + uindZ
(1)
i
∗)
(A2)
dunm =
[
2i∆unm + i
J
z
(∑
n′
un′m +
∑
m′
unm′
)
−iU
(
vnm(α
2
n + unn) + vmn(α
2
m + umm) + 2unm(|αn|2 + |αm|2 + vnn + vmm) + δn,m(αnαm + unm)
)
−γ
∑
i
(unm + umivin + univim)
]
dt (A3)
dvnm =
[
iU
(
2vnm(|αn|2 − |αm|2 + vnn − vmm) + unm(α∗2n + u∗nn)− u∗nm(α2m + umm)
)
− iJ
z
(∑
n′
vn′m −
∑
m′
vnm′
)
−γvnm − γ
∑
i
(vnivim + u
∗
niuim)
]
dt
(A4)
where primed indices refer to nearest-neighbours only.
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FIG. 5. Comparison of the TWA (red dashed line) with exact
diagonalization (black full line) for a three site Bose-Hubbard
model. Parameters: (a) total particle numberN = 30, U/J =
0.5 and (b) N = 60, U/J = 0.25.
Appendix B: Comparison between TWA and exact
diagonalization
The TWA is a good approximation in the semiclassi-
cal limit, where N → ∞, U → 0, UN = cte. For small
systems (we will use here three cavities), the time evolu-
tion can still be evaluated by exact diagonalization of the
Hamiltonian, where particle number conservation can be
used to reduce the size of the Hilbert space.
The comparison in Fig. 5 of both approaches gives an
indication of the reliability of the TWA. For this example,
there are on average 10 particles per site (panel (a)) and
20 per site (panel (b)). In both cases, the agreement is
satisfactory, and it is also clear that it improves deeper
in the mean field limit (panel (b)).
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