Let M (n) be a graph which is obtained from a path P n or a cycle C n by replacing each vertex by a xed graph M and replacing each edge by a xed set of edges joining the corresponding copies of M. A matrix approach to the computation of distance related invariants in such graphs is presented. This approach gives a general procedure to obtain closed formulas (depending on n) for such invariants of M (n) . As an example, the Wiener index is treated in more details.
Introduction
The notion of a polygraph was introduced in chemical graph theory as a formalization of the chemical notion of polymers 2]. Fasciagraphs and rotagraphs form an important class of polygraphs. They describe polymers with open ends and polymers that are closed upon themselves, respectively. Their special structure makes it possible to design e cient procedures for computing several graph invariants 10]. It was shown in 9] how the structure of fasciagraphs and rotagraphs can be used to obtain e cient algorithms for computing the Wiener index of such graphs (under some additional constraints).
In this paper we use the same approach to study a general class of distance related graph invariants. We initiate development of a general theory of such invariants on in nite chain graphs. The results are illustrated on a well-known distance-related graph invariant, the Wiener index, for which general formulas for rotagraphs and fasciagraphs are derived. Similar approach can be used also for other distance-related graph invariants.
The structure of the paper is as follows. In Section 2 we study in nite chain graphs which can be viewed as host graphs or coverings of fascia and rotagraphs, respectively. The main result of Section 2 is Theorem 2.3 which shows that the connectivity of the in nite chain graph is a \local property". The derived bound on \locality" is shown to be best possible. In Section 3 we relate fascia and rotagraphs to the in nite chain graphs, and in Sections 4 and 5 we conclude by showing how one obtains closed formulas for the Wiener index (and more general distance-related graph invariants) of polygraphs.
Distances in in nite chain graphs
In this section we introduce in nite chain graphs and prove some general results on connectivity and (partial) distance matrices in such graphs (Proposition 2. When considering distance problems in graphs, it is useful to introduce a semiring over the extended non-negative integers N 0 = N 0 f1g with operations min (as the addition) and + (as the multiplication). The matrix product over this semiring will be denoted by . If A, B are square matrices of the same order k with entries in N 0 , then (A B) uv = min 1 i k (A ui + B iv ) : (1) For an extensive survey of results and applications concerning the above matrix product the interested reader is invited to consult 3, 4, 5, 13].
The distance matrix D of the graph G can be obtained from the matrixÃ by computing its powers using the above product:
where n is the number of vertices of G. The following lemma, a reformulation of a result from 9], presents basic properties of partial distance matrices in in nite chain graphs. With each in nite chain graph = (M; X) we associate a mixed graph M X containing directed and undirected edges. The graph M X is de ned as follows. The vertex set of M X is the same as for M, V (M X ) = V (M), while the edge set E(M X ) consists of undirected edges E(M) and directed edges X. Let Let T be a spanning tree in M X and let r 2 V (T ) be an arbitrary xed vertex of T. For e = uv 2 E(M X )nE(T ), denote by C e the closed walk in T + e (called the fundamental closed walk of e) which consists of the path from r to u, followed by e and by the path from v to r in T. Clearly, jw(C e )j k. Since the fundamental walks generate the fundamental group of M X (with base vertex r), Q can be expressed as a concatenation of several fundamental closed walks. Therefore the greatest common divisor of the set of the weights of all fundamental walks equals 1. Let C be a minimal set of fundamental walks with the above property. To prove the lemma, it su ces to see that jCj < log 2 k + 1. Choose C 0 2 C such that jw(C 0 )j is as small as possible and let P be the set of primes dividing jw(C 0 )j. Since gcdfw(C) j C 2 Cg = 1, for each prime p 2 P there exists C(p) 2 C such that w(C(p)) is not divisible by p. By minimality of C, it follows that C = fC(p) j p 2 Pg fC 0 g. Since jw(C 0 )j < k and the product of primes in P is at least 2 jPj , but not greater than jw(C 0 )j, we have jPj < log 2 k. Therefore jCj jPj + 1 < log 2 k + 1.
Let F E(M X )nE(T ) be the set of edges that corresponds to the walks in C. The above arguments show that one can take the undirected edges of E(T) F as E(M 0 ), while the directed edges in E(T) F determine X 0 .
Let us remark that we can always achieve jE(M 0 )j < k, while jX 0 j log 2 k does not hold in general. Moreover, since the product of the rst p primes grows much faster than Notice that the Cartesian product of M and the path P n (M and the cycle C n ) is a special case of the fasciagraph (rotagraph) where X = id. Similarly, the direct, the strong, and several other products 1, 6] of M and P n or C n are special cases of fascia and rotagraphs.
We obtain partial distance matrices D i;j and D i;j containing distances in n and n (respectively) between vertices of M i and M j (1 i n; 1 One can apply Proposition 3.1 in problems related to distances in polygraphs. An example of such an approach is presented in the next section.
In 9] we treated the isometric case when (each copy of) M is an isometric subgraph of (M; X), i. Proof. The rst inequality is obvious. For the second one, we may assume that n > K. Let L 1 = bK=2c+1 and L 2 = n?bK=2c. Suppose rst that 1 i < L 1 and L 2 < j n.
Let P be a shortest path in (M; X) from (u; i) to (v; j). Let P 0 be a segment of P from a vertex (u 0 ; L 1 ) to (v 0 ; L 2 ). Since n > K, P 0 exists. Let P 1 be a shortest path in n from (u; i) to some vertex (u 00 ; L 1 ). Then jP 1 j kK=2. Similarly, if P 2 is a shortest path in n from a vertex (v 00 ; L 2 ) to (v; j), then jP 2 j kK=2. Since there is a path P 0 1 in (M; X) from (u 00 ; L 1 ) to (u 0 ; L 1 ) of length at most K, such a path exists also in n by It may happen that n (M; X) is connected and that (M; X) is disconnected. For example, if M = K 2 , X = f(1; 2); (2; 1)g, and n is odd. On the other hand, the connectivity of (M; X) always implies the connectivity of n (M; X). It is interesting that for fasciagraphs, the reverse statements hold: n (M; X) being connected for some n 1 implies that (M; X) is connected (recall that X 6 = ;), while the connectivity of (M; X) does not yield connectivity of n (M; X). Hence, the connectivity of (M; X) and n (M; X) is a local property (by Theorem 2.3), but the connectivity of n (M; X)
is not a local property.
The Wiener index
The Wiener index W(G) of G is the sum of all distances in G:
d uv : (5) This index was introduced in 1947 15], when Wiener observed a good correlation between the boiling points of para ns and W(G) of the corresponding molecular graphs.
Although it was the rst topological index studied, even today it is a widely employed graph theoretical descriptor 14]. For more information on the applicability of the Wiener index the reader is advised to consult other articles in this volume. The Wiener index of polymer molecular graphs that correspond to our notion of polygraphs has been studied in 7, 11] . Regarding the computation of the Wiener index see 8, 12] .
In 9], an observation that the distance matrices of polygraphs blocks which can be computed e ciently, was used to give algorithms for computing the Wiener index of polygraphs. In particular, if the polygraph is a fascia or rotagraph, formulas for the Wiener index of in nite families n (M; X) and n (M; X) can be derived. Let us remark that for n p, Theorem 4.1 implies that for each congruence class modulo the period P, the Wiener index W( n (M; X)) is a cubic polynomial in n.
More precisely, one can show that all these polynomials for distinct congruence classes di er only in the constant term, all other coe cients are independent of n mod P (see Example 3).
Theorem 4.1 also shows that in order to obtain the Wiener index of a given fasciagraph with isometric monographs, it su ces to compute only the matrices D 0 ; : : : ; D r+P , where P and r are de ned above. Recall that r and P cannot be too large, i.e., there is an upper bound on r and P that is independent of the number of monographs n.
The results of Theorem 4.1 can also be extended to the case when monographs are not isometric subgraphs of the fasciagraph. In such a case the rst and the last b Similarly to the case of fasciagraphs one can show that n large enough for each congruence class modulo 2P , the Wiener index of a rotagraph is a cubic polynomial in n.
Examples
We conclude by four examples which should serve as a demonstration of the method from Section 4. Finally, for n 8, Corollary 4.3 implies that W( n (M; X)) = 9n 3 + 36n 2 ? 36n : (6) Let us remark that (6) is in fact true for all n 3. 
