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Abstract
In this work, we present a technique that learns discriminative
audio features for Music Information Retrieval (MIR). The novelty
of the proposed technique is to design auto-encoders that make
use of data structures to learn enhanced sparse data representa-
tions. The data structure is borrowed from the Manifold Learn-
ing field, that is data are supposed to be sampled from smooth
manifolds, which are here represented by graphs of proximities of
the input data. As a consequence, the proposed auto-encoders
finds sparse data representations that are quite robust w.r.t. per-
turbations. The model is formulated as a non-convex optimiza-
tion problem. However, it can be decomposed into iterative sub-
optimization problems that are convex and for which well-posed
iterative schemes are provided in the context of the Fast Itera-
tive Shrinkage-Thresholding (FISTA) framework. Our numerical
experiments show two main results. Firstly, our graph-based auto-
encoders improve the classification accuracy by 2% over the auto-
encoders without graph structure for the popular GTZAN music
dataset. Secondly, our model is significantly more robust as it is
8% more accurate than the standard model in the presence of 10%
of perturbations.
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Introduction
This thesis introduces a structured auto-encoder, an auto-encoder variant which
preserves the structure of the data while transforming it in a sparse representa-
tion. It learns sparse representations that explicitly take into account the local
manifold structure of the data. The primary goal of the proposed algorithm
is unsupervised representation learning toward the goal of feature extraction,
while being robust to noisy data and fast at feature extraction (after the train-
ing phase). As the discriminative power of learned representations cannot be
directly evaluated, the proposed algorithm shall be evaluated through a classi-
fication task. We propose an application in Music Information Retrieval (MIR)
which consists of retrieving the genre of unknown musical clips.
This thesis report is divided in two parts. Through Part I, some back-
ground informations are given in Chapter 1 and the proposed model is con-
structed step by step in Chapter 2, which is the core of this work. Well-posed
iterative schemes to solve the resulting convex sub-optimization problems are
then proposed in Chapter 4.As a testbed of our algorithm’s performance, an
application to Music Genre Recognition (MGR) is proposed in Part II with
a presentation of the application in Chapter 5 and the proposed system in
Chapter 6. Chapter 7 is dedicated to the presentation of the experimental
results.
This work was accomplished as a Master thesis, which is an integral part
of the major in Information Technologies curriculum from the Electrical and
Electronic Section of the École Polytechnique Fédérale de Lausanne (EPFL).
It was conducted at the LTS2 laboratory1.
While the project was ongoing, I continuously published my thoughts, ob-
servations, findings, experiments, results and plans as well as a summary of
the weekly meetings with my supervisors on an online blog2 in the format of
an open laboratory notebook. In the spirit of open research, the code as well
as all the results, this report and the ongoing paper are versioned with git
and available online through GitHub3. Some continuation of this work shall
be submitted to the 41st IEEE International Conference on Acoustics, Speech
1The laboratory homepage is accessible at http://lts2www.epfl.ch/.
2My research blog is available at https://lts2research.epfl.ch/blog/mdeff/.
3My GitHub account can be found at https://github.com/mdeff.
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and Signal Processing (ICASSP).
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Chapter 1
Background
1.1 Neural networks
Artificial Neural Networks (ANNs) are a family of statistical learning models
inspired by biological neural networks and are used to estimate or approxi-
mate functions that can depend on a large number of inputs and are generally
unknown. It is presented as a network of interconnected neurons whose con-
nections have numeric weights that can be tuned based on experience. It makes
the neural nets adaptive to inputs and capable of learning.
Such a network is composed by an input layer, a number of hidden layers
and an output layer. The activation of the neurons in the input layer corre-
sponds to the input vector, e.g. an image for computer vision, a song for MIR,
a word vector for machine translation and sentiment analysis. A weight ma-
trix, followed by a non-linear activation function, then transforms the vector in
another representation. The output vector of the first layer is the input vector
of the second, and so on until the output layer is reached. The activation of the
neurons in the output layer may represent classes, probability distributions, or
the estimated value of an unknown function to be learned.
In a feed-forward network, the connections go from one layer to the next,
i.e. information only goes in one direction, forward, from the input nodes,
through the hidden nodes (if any) and to the output nodes. Such networks are
known to be able to approximate any function. The perceptron, the Multi-
Layer Perceptron (MLP) and the Convolutional Neural Network (CNN) are
examples of this class of networks. By introducing backward connections,
i.e. the connections between units form a directed cycle, we obtain a so called
Recursive Neural Network (RNN). This creates an internal state of the network
which allows it to exhibit dynamic temporal behavior. Unlike feed-forward
neural networks, an RNN can use its internal memory to process arbitrary
sequences of inputs. It is known to be able to approximate any program. Such
networks have proven very successful for machine translation.
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In a supervised learning setting, the network is trained by back-propagating
the error, gradient based learning method, from the output layer to the input
through all the hidden layers. The vanishing gradient problem, where errors
shrink exponentially with the number of layers as they propagate from layer to
layer, is a major issue of the algorithm [38]. Various methods, like unsupervised
pre-training or Long Short Term Memory (LSTM) [37], were developed to work
around this problem.
However, in an unsupervised learning setting, there is no desired output,
which implies that there is no error to back-propagate. The training algorithm
should thus optimize for another objective, which represent desired properties
about the output. We will introduce next such an algorithm, called an auto-
encoder.
1.2 Auto-encoders
An auto-encoder, auto-associator or Diabolo network is an artificial neural
network composed of n input and output units and m hidden units. It is used
for learning efficient codings [11, 36]. The aim of an auto-encoder is to learn
a distributed representation (encoding) for a set of data. An auto-encoder is
trained to encode the input x ∈ Rn into some representation z ∈ Rm so that
the input can be reconstructed from that representation. It is thus a generative
model. Hence the target output of the auto-encoder is the auto-encoder input
itself. Auto-encoders may further be stacked to form a Deep Belief Network
(DBN), while each layer can be trained separately [9, 70].
If there is one linear hidden layer and the mean squared error criterion is
used to train the network, then the k hidden units learn to project the input in
the span of the first k principal components of the data [11]. If the hidden layer
is non-linear, the auto-encoder behaves differently from Principal Component
Analysis (PCA), with the ability to capture multi-modal aspects of the input
distribution [42].
The hope is that the code z is a distributed representation that captures
the main factors of variation in the data: because z is viewed as a lossy rep-
resentation of x, it cannot be a good representation (with small loss) for all
x. So learning drives it to be one that is a good representation in particular
for training examples, and hopefully for others as well (and that is the sense
in which an auto-encoder generalizes), but not for arbitrary inputs.
It can typically be used for dimensionality reduction by learning a com-
pressed (m < n) representation of the data. Another application is feature
extraction before classification, for which we want an higher dimensionality
(m > n) for easier separability. One serious issue with this approach is that
if there is no other constraint, then an auto-encoder with n-dimensional in-
put and an encoding of dimension m ≥ n could potentially just learn the
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identity function. There are different ways that an auto-encoder with more
hidden units than inputs could be prevented from learning the identity, and
still capture something useful about the input in its hidden representation z.
Sparse auto-encoders. One strategy, based on the concept of sparse cod-
ing, is to add a sparsity constraint on the code. While an ordinary auto-encoder
or an Restricted Boltzmann Machine (RBM) has an encoder part which com-
putes P (z|x) and a decoder part which computes P (x|z), sparse coding sys-
tems only parametrize the decoder: the encoder is implicitly defined as the
solution of an optimization. A middle ground between ordinary auto-encoders
and sparse coding was proposed in [69, 70] and applied to pattern recogni-
tion and machine vision tasks. They propose to let the codes z be free (as in
sparse coding algorithms), but include a parametric encoder (as in an ordinary
auto-encoder or RBM) and a penalty for the difference between the free non-
parametric codes z and the outputs of the parametric encoder. In this way,
the optimized codes z try to satisfy two objectives: reconstruct well the input
(like in sparse coding), while not being too far from the output of the encoder
(which is stable by construction, because of the simple parametrization of the
encoder). See Section 2.6 for the definition of our encoder.
Denoising auto-encoders. Another strategy is to add noise in the encod-
ing. The denoising auto-encoder thus minimizes the error in reconstructing
the input from a stochastically corrupted transformation of the input [83]. In-
tuitively, a denoising auto-encoder does two things: try to encode the input
(preserve the information about the input), and try to undo the effect of a cor-
ruption process stochastically applied to the input of the auto-encoder. This
is essentially what a RBM does [35].
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Model
This chapter presents the proposed structured auto-encoder. Built on linear
regression, the model increases in complexity as desired properties about its
internal representation are progressively integrated in the form of regulariza-
tions.
2.1 Assumptions
Sparse representation. We make the hypothesis that a set of sample sig-
nals drawn from the same distribution can be sparsely represented in some
frame1. Each signal should be approximately reconstructed by a linear com-
binations of a few atoms from a suitable dictionary. As we shall see, this
dictionary may be adaptive and learned directly from the data. Many ap-
proaches have been developed to achieve sparse representations, e.g. sparse
PCA [22], sparse NMF [39], K-SVD [2]. Sparse coding [62, 54] is however the
most popular one. Sparsity has become a concept of great interest recently,
not only in machine learning but also in statistics and signal processing, in
particular with the work on Compressed Sensing (CS) [14, 25].
Structured data. Our second hypothesis is that the dataset holds some
structure, in the sense that related samples are close to each other (with respect
to some metric). Given a large enough training set, the structure of the data
distribution should be able to be captured; i.e. a new valid sample (e.g. from
the testing set) should be close to the seen examples. It suggests that the
data is drawn from sampling a probability distribution that has support on or
near to a submanifold of the ambient space. This manifold is however often
unknown and must be learned. Self-Organizing Map (SOM) [45], Locally-
Linear Embedding (LLE) [72], Laplacian Eigenmaps [6] and ISOMAP [79] are
1A frame of a vector space is a set of vectors which may be linearly dependent. It is a
generalization of a basis.
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some popular techniques which learn manifolds in a Non-Linear Dimensionality
Reduction (NLDR) framework. All these algorithms use the so-called locally
invariant idea [32], i.e. the nearby points are likely to have similar embeddings.
Auto-encoders used for dimensionality reduction are able to learn a map from
high to low-dimensional space with fewer hidden units than inputs. They are
trained to learn to optimally encode the input vectors into a small number of
dimensions and decode them back into the original space with minimal error
[11].
Encoder. We further make the assumption that a simple encoder can be
trained to avoid the need of an optimization process that extracts the features
during testing, i.e. after the training phase. The encoder shall be more ef-
ficient, in the computational sense, than the optimization process while not
degrading too much the quality of the extracted features. Note that even if
this hypothesis is not verified, the algorithm is still an auto-encoder; although
with an implicit encoder.
2.2 Linear regression
Model. Given a set {xi}Ni=1 ∈ Rn ofN signals, the subspace X = span{xi}Ni=1 ⊂
Rn is defined as the subspace spanned by the data. Then, given a signal x ∈ X
and a frame D ∈ Rn×m, we want to find a representation z ∈ Rm which satisfies
the linear regression model
x = Dz + , (2.1)
where  ∈ Rn is the reconstruction error, which is not negligible as long as the
frame D is not complete on X .
Capacity. The hyper-parameter m defines the learning capacity of the auto-
encoder. A capacity m < n is good for dimensionality reduction as it exploits
the statistical regularities present in the training set while being more compact.
A capacity m > n is good for classification as it allows for an easier (linear)
separability enabled by the higher dimensional space.
Completeness. A frame is complete if it can represent any vector x ∈ X .
It is overcomplete if the removal of a vector from the frame results in a com-
plete frame. A set of n < m linearly independent vectors would indeed be
overcomplete on the whole space Rn and a set of m = n linearly indepen-
dent vectors, like the Fourier transform, would form a basis3 of Rn, which is
2Figure from Wikipedia.
3A basis is a set of linearly independent vectors who span the entire space, i.e. it is a
linearly independent spanning set.
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Figure 2.1: An example of overcomplete frame. While the data lies in a two-
dimensional space, a four-dimensional space supported by an overcomplete
frame allows a better representation.2
obviously complete.
A complete frame which is not overcomplete allows bidirectional lossless
transformations. Such problems are well-posed as there exists a unique solution
to (2.1) with  = 0.
If the frame is not complete, there exist no solution to (2.1) with  = 0 as
the system is overdetermined. An error measure, like (2.2) for the Ordinary
Least Squares (OLS) method, should instead be minimized.
In different research, such as signal processing and function approximation,
overcomplete representations have been advocated because they have greater
robustness in the presence of noise, can be sparser, and can have greater flexi-
bility in matching structure in the data. However, because of this redundancy,
a signal can have multiple expressions under an overcomplete frame [50]. See
Figure 2.1 for an example of the flexibility of an overcomplete frame to repre-
sent a dataset. As there is then an infinite number of solutions to (2.1) with
 = 0, i.e. the problem is ill-posed, a regularization over z shall be introduced.
Optimization techniques are then used to find the optimal solution which min-
imizes the sum of the error measure and the regularization term, controlled by
an hyper-parameter.
Ordinary least squares. The method of least squares is a standard ap-
proach in regression analysis to the approximate solution of overdetermined
systems. "Least squares" means that the overall solution minimizes the sum
of the squares of the errors made in the results of every single equation, i.e. it
finds
z∗ = argmin
z
‖x−Dz‖22, (2.2)
12
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where ‖ · ‖22 denotes the squared `2, or Euclidean, norm. This problem has the
closed-form solution
z∗ = (DTD)−1DTx, (2.3)
where T denotes the matrix transpose. The primary assumption of OLS is
that there are zero or negligible errors in the independent variable D, since this
method only attempts to minimize the mean squared error in the dependent
variable x. That is not an issue in an auto-encoder setting where D is either
hand-crafted or learned.
Regularization. Tikhonov regularization [81], or ridge regression, is the
most commonly used method of regularization of ill-posed problems. It adds
a prior of the form λ‖Γz‖22 to the minimization problem (2.2) as follows:
z∗ = argmin
z
‖x−Dz‖22 + λ‖Γz‖22, (2.4)
where Γ is the Tikhonov matrix. This matrix is often chosen to be a mul-
tiple of the identity matrix, i.e. Γ = αI, giving preference to solutions with
smaller norms. In a Bayesian context, this is equivalent to placing a zero-mean
normally distributed prior on z [84]. In other cases, lowpass operators, e.g. a
difference operator or a weighted Fourier operator, may be used to enforce
smoothness if the underlying vector is believed to be mostly continuous. A
regularization of this kind will be introduced in our model in Section 2.5. An
explicit solution is given by
z∗ = (DTD + ΓTΓ)−1DTx. (2.5)
Another commonly used regularization is the Least Absolute Shrinkage and
Selection Operator (LASSO) [80], which adds the prior λ‖z‖1 to the minimiza-
tion problem (2.2) as follows:
z∗ = argmin
z
‖x−Dz‖22 + λ‖z‖1, (2.6)
where ‖z‖1 = ∑mi=1 |zi| is the `1 norm of z, also called the Taxicab or Manhattan
norm. In a Bayesian context, this is equivalent to placing a zero-mean Laplace
prior distribution on z [66]. The advantage of the LASSO is that it promotes
the simplest solutions, i.e. the solutions with many zeros. Driving parameters
to zero effectively deselects the features from the regression. LASSO thus
automatically selects the most relevant features, whereas ridge regression never
fully discards any. For this reason, the LASSO and its variants are fundamental
to the field of CS. A regularization of this kind will be introduced in our model
in Section 2.3.
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An extension of this approach is the elastic net regularization [91] which
linearly combines the `1 and `2 penalties of the LASSO and ridge methods as
follows:
z∗ = argmin
z
‖x−Dz‖22 + λ2‖z‖22 + λ1‖z‖1. (2.7)
This regularization overcomes some limitations of the `1 penalty, e.g. the
saturation which happens for high-dimensional data with few examples, or the
fact that the LASSO tends to select only one variable and ignore the others if
there is a group of highly correlated variables.
2.3 Sparse coding
The main idea behind sparse coding [62, 54] is to express the signal x ∈ X ⊂ Rn
as a sparse linear combination of basis functions {di}mi=1 ∈ Rn, or atoms, from
an overcomplete dictionary D ∈ Rn×m. The sparse code z∗ ∈ Rm is given by
z∗ = argmin
z
λd
2 ‖x−Dz‖
2
2 + λz‖z‖0, (2.8)
where ‖z‖0 denotes the number of non-zero elements in z. λd and λz are the
(redundant) hyper-parameters setting the trade-off between the data term,
an accurate reconstruction, and the prior, a sparse solution. Overcomplete
sparse representations tend to be good features for classification systems as
they provide a succinct representation of the signal, are robust to noise and
are more likely to be linearly separable due to their high dimensionality.
Finding the sparse code z∗ however requires a combinatorial search which
is an NP-hard problem [59], intractable in high dimensional spaces. Various
approximations have thus been proposed. Matching Pursuit (MP) [56] offers
a greedy approximation to the solution while Basis Pursuit (BP) [17] is the
popular convex approximation
z∗ = argmin
z
λd
2 ‖x−Dz‖
2
2 + λz‖z‖1, (2.9)
which is the LASSO regularized least square problem introduced in (2.6). As
is now well understood [14, 25], the `1 norm is a very good proxy for the `0
pseudo-norm and naturally induces sparse results. It can even be shown to
recover exactly the true sparse code, i.e. the solution of (2.8) (if there is one),
under mild conditions [26]. A number of algorithms have been proposed to
efficiently solve this problem [17, 5, 48, 51]. They however still rely on compu-
tationally expensive iterative procedures which limit the system’s scalability
and real-time applications. While a direct method will always be preferred
for feature extraction, iterative methods will still be necessary during training.
Distributed computing with Graphical Processing Unit (GPU) or via cloud
computing will hopefully accelerate the process.
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2.4 Dictionary learning
Model. In classical sparse coding, the dictionary is composed of known func-
tions such as sinusoids [12], wavelets [55], Gabors [28], curvelets [13] or con-
tourlets [24]; i.e. hand-crafted features. One may also want to learn a dictio-
nary that is adaptive to the type of data at hand. This approach may allow an
even more compact representation and may lead to the discovery of previously
unknown discriminative features.
To use the dictionary D as an unknown variable, all the training data shall
be part of the objective function as the dictionary depends on all of them. The
energy function, composed by an `2 fidelity term and an `1 penalty, becomes
E1(Z,D) =
λd
2 ‖X−DZ‖
2
F + λz‖Z‖1, (2.10)
where ‖ · ‖2F denotes the squared Frobenius norm, X = {xi}Ni=1 ∈ Rn×N is the
set of training vectors and Z = {zi}Ni=1 ∈ Rm×N their associated sparse codes.
N is naturally the number of training vectors, which should be much greater
than the size m of the dictionary to avoid the trivial solution where examples
are copied in the dictionary. The problem to solve is then
minimize
Z,D
E1(Z,D) s.t. ‖di‖2 ≤ 1, i = 1, . . . ,m, (2.11)
where the `2 ball constraint (usually implemented by rescaling the columns di
of D at each iteration) prevents the trivial solution where the code coefficients
go to zero while the bases are scaled up. While this problem is not convex, a
good approximate solution can be found by iteratively minimizing for Z and
D [62].
Completeness. The learned dictionary may be seen as an overcomplete
frame of the subspace X spanned by the training data. The overcomplete-
ness of the learned dictionary could indeed be tested: the frame should be
able to perfectly represent any training sample, i.e. in the absence of the `1
regularization, the reconstruction error  of (2.1) should be zero.
Biological motivation. There is evidence that sparse coding may be a strat-
egy employed by the brain in the early stages of visual and auditory process-
ing [62, 64, 75]. Basis functions learned on natural images have been shown
to resemble the receptive fields of neurons in the visual cortex [62, 64]. Basis
functions learned on natural sounds were found to be highly similar to gam-
matone functions [75] which have been used to model the action of the basilar
membrane in the inner ear. Moreover, learning on natural time-varying stimuli
such as speech or video has been shown to produce localized bases [49, 63].
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2.5 Manifold learning
Motivation. Most of the existing approaches to sparse coding do not con-
sider the geometrical structure of the data space. The data is however more
likely to reside on a low-dimensional submanifold embedded in the high-dimensional
ambient space. It has been shown that the learning performance of a sparse
coding scheme can be significantly enhanced if the geometrical structure is
exploited and the local invariance is considered [88].
Similarity graphs. Graphs are generic data representation forms which are
useful for describing the geometric structures of data domains in numerous
applications, including social, energy, transportation, sensor, and neuronal
networks [74]. The connectivity and weight associated with each edge in the
graph is either dictated by the physics of the problem at hand or inferred
from the data. Weighted graphs are commonly used to represent similarities
between data points in statistical learning problems for applications such as
machine vision [52] and automatic text classification [3].
From the set of training vectors X, we can construct an undirected, con-
nected and weighted graph G = {V , E ,W} which consists of a finite set of
vertices V with |V| = N , a set of edges E , and a weighted adjacency matrix
W = (wij) ∈ RN×N . Each vertex i ∈ V represents a training vector xi. If
there is an edge e = (i, j) connecting vertices i and j, the entry wij represents
the weight of the edge; otherwise, wij = 0. The set of sparse codes Z is a signal
which resides on the graph, i.e. a signal with one sample zi at each vertex i of
the graph.
While there exist several ways to define the edge weights when they are
not naturally defined by the application, they often represent the similarity
between the two vertices they connect [74]. For instance, the edge weight may
be inversely proportional to the Euclidean distance between the vectors:
wij = exp
(
−‖xi − xj‖
2
2
2σ2
)
∈ [0, 1], (2.12)
where the Gaussian kernel width σ controls the width of the neighborhoods
and 〈·, ·〉 denotes the scalar product. While the Euclidean distance is a good
choice for low-dimensional data, its discriminative power vanishes in higher
dimensional space [1, 23]. An option is then to use the cosine similarity as the
edge weight:
wij =
1
2 +
1
2 cos(θ) =
1
2
(
1 + 〈xi,xj〉‖xi‖2‖xj‖2
)
∈ [0, 1], (2.13)
where θ is the angle between the two vectors xi and xj. Another reason for the
popularity of the cosine similarity is that it is very efficient to evaluate, espe-
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cially for sparse vectors, as only the non-zero dimensions need to be considered.
See [30] for other graph construction methods.
A fully connected graph is usually not wanted: the number of edges are
often artificially limited in order to reduce the storage and computational cost
associated with the graph manipulation, effectively sparsifying the weight ma-
trix W. The -neighborhood graph is the popular approach which sets to 0 any
weigh wij <  for some threshold . A second common method is to connect
each vertex to its k-nearest neighbors only and drop the smallest weights; in
which case [87] suggests to set the Gaussian kernel scale σ to the mean of the
kst distances.
Graph Laplacian. The unnormalized graph Laplacian, also called the com-
binatorial graph Laplacian, is defined as
L = A−W, (2.14)
where the degree matrix A = (aij) ∈ RN×N is a diagonal matrix whose ith
diagonal element aii is equal to the sum of the weights of all the edges incident
to vertex i:
aii =
N∑
j=1
wij. (2.15)
The graph Laplacian is a difference operator as it satisfies
Lzi =
N∑
j=1
wij(zi − zj). (2.16)
Dirichlet energy. The Dirichlet energy is a measure of the smoothness of
a graph signal given by
tr(ZLZT ) = 12
N∑
i=1
N∑
j=1
wij‖zi − zj‖22 ≥ 0, (2.17)
which is a suitable candidate for regularization [7]. The assumption that the
representations Z should be smooth on the similarity graph G constructed by
the training vectors X, usually referred to as the manifold assumption4, plays
an essential role in various kinds of algorithms including dimensionality re-
duction algorithms [6], clustering algorithms [61] and semi-supervised learning
algorithms [7, 89]. Note that the Euler-Lagrange of the Dirichlet energy is
precisely the graph Laplacian.
4Because the graph is used as a proxy for the manifold.
17
Chapter 2. Model
Consistency. Two normalized graph Laplacians are found in the literature
[18]:
Lsym = A−1/2LA−1/2 = I−A−1/2WA−1/2, (2.18)
and
Lrw = A−1L = I−A−1W, (2.19)
where I denotes the identity matrix. While there is no convergence guarantee
for the unnormalized graph Laplacian, these two normalized Laplacian can be
shown to converge to the continuous Laplace-Beltrami operator as the number
of samples increase [85]. The similarity graph is indeed a good approximation
of the unknown manifold.
Model. The geometrical information about the data is encoded in a simi-
larity graph constructed by the training vectors X and the graph Laplacian
is used as a smooth operator to preserve the local manifold structure. In-
troducing the Dirichlet energy into the objective function as an additional `2
regularization, similar to the Tikhonov regularization presented in Section 2.2,
gives
E2(Z,D) =
λd
2 ‖X−DZ‖
2
F + λz‖Z‖1 +
λg
2 tr(Z
TLZ). (2.20)
This regularization promotes a smooth variations of the representations along
the geodesics of the data manifold.
2.6 Encoder
Motivation. In order to avoid the iterative procedure typically required to
infer the sparse code, we aim at an explicit encoder which can quickly map
inputs to approximations of their sparse code. Several works [44, 31, 71] have
been done in this direction. The addition of an explicit encoder to the sparse
coding scheme bridges the gap between auto-encoders and sparse coding and
is often referred to as sparse auto-encoders [8].
Moreover, adding structure to the problem should enhance the behavior of
the loss function and help sparse recovery [46, 4, 40, 43].
Model. Introducing a trainable encoder E ∈ Rm×n, designed to predict
sparse codes from input vectors with minimum error, into our model gives
the energy function
E3(Z,D,E) =
λd
2 ‖X−DZ‖
2
F+λz‖Z‖1+
λg
2 tr(Z
TLZ)+λe2 ‖Z−EX‖
2
F, (2.21)
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where λe is an additional hyper-parameter which controls the relative weight
of the prediction error. The problem is then defined by
minimize
Z,D,E
E3(Z,D,E) s.t. ‖di‖2 ≤ 1, ‖ek‖2 ≤ 1, i = 1, . . . ,m, k = 1, . . . , n,
(2.22)
where ek are the columns of E.
Energy. While it is often a good idea to control the energy, the constraint
on the columns of E is not needed in practice. While the columns of D
are constrained to a norm smaller than one, they are in practice normalized
because of the ‖Z‖1 objective. The energy of a vector transformed by D does
thus not change, which means that the inferred sparse code zi as the same
energy as its corresponding vector xi. The encoder does then not need to
add energy and will have a column norm smaller than one, even without the
constraint. It has been verified empirically.
2.7 Auto-encoder
Energy formulation. The energy function (2.21), which defines our model,
may be rewritten as a sum of functions of the variables Z, D and E as follows:
E(Z,D,E) = λd2 ‖X−DZ‖
2
F︸ ︷︷ ︸
fd(Z,D)
+λz‖Z‖1︸ ︷︷ ︸
fz(Z)
+ λg2 tr(Z
TLZ)︸ ︷︷ ︸
fg(Z)
+ λe2 ‖Z− EX‖
2
F︸ ︷︷ ︸
fe(Z,E)
.
(2.23)
An advantage of energetic formulations is that it is easy to control the relative
importance of the sub-objectives, whether they are fidelity or prior terms. As
seen through this chapter, the model can be easily constructed by sequentially
adding terms to the objective. They are as easily removed, or muted, when
experimentations require it. Other advantages include good understanding,
robustness, existence of solutions, design and analysis of optimization algo-
rithms.
Auto-encoder model. Training the model is akin to minimize the objective
function (2.23) over the variables, or model parameters Z, D and E:
minimize
Z,D,E
fd(Z,D) + fz(Z) + fg(Z) + fe(Z,E)
s.t. ‖di‖2 ≤ 1, ‖ek‖2 ≤ 1, i = 1, . . . ,m, k = 1, . . . , n. (2.24)
Posing the problem as the minimization of an objective function is a sound ex-
pression of the model. Indeed, many laws of nature are nothing but optimality
conditions, often expressed in terms of a minimum energy principle.
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Note that the regularizations fz(Z) and fg(Z) on the internal representation
are preventing the auto-encoder to learn the identity D = E = I.
Encoder. The proposed model is an auto-encoder. Given its hyper-parameters
λd, λz, λg, λe ≥ 0 and a training set X, model (2.24) learns the auto-encoder
variables, i.e. the dictionary D and the encoder E. Then, given D and E,
the sparse and structured internal representation z∗ of an unseen sample x is
given by
z∗ = argmin
z
λd
2 ‖x−Dz‖
2
2 + λz‖z‖1 +
λg
2 〈z,Lz〉+
λe
2 ‖z− Ex‖
2
2, (2.25)
where the graph Laplacian L is constructed from the data.
Decoder. Similarly, the mapping of a representation z back to the input
domain is given by
x∗ = argmin
x
λd
2 ‖x−Dz‖
2
2 +
λe
2 ‖z− Ex‖
2
2. (2.26)
2.8 Approximate schemes
Motivation. While encoder (2.25) extracts the exact representation given
the auto-encoder model (2.24), it is computationally heavy. We aim at a
faster encoder model to infer an approximate representation z˜ ≈ z∗.
Direct encoder. Neglecting some of the terms in (2.25) because of our
model’s third assumption given in Section 2.1, the approximation:
z˜ = argmin
z
λe
2 ‖z− Ex‖
2
F + λz‖z‖1 (2.27)
is able to infer good enough representations. Problem (2.27) holds a closed-
form solution:
z˜ = hλz/λe(Ex), (2.28)
where hλ is the shrinkage function defined here by
hλ(x)k = sign(xk) (|xk| − λ)+ , (2.29)
where (·)+ = max(·, 0). Therefore, the explicit encoder formulation introduced
in Section 2.6 allows a direct inference of the representation.
Note that although the dictionary D and the graph Laplacian L are not
used in the approximate scheme (2.28), they however add structure to the
problem because E is learned simultaneously with D and a regularization
which makes use of L. Additional structure has been shown to enhance the
behavior of the loss function and help sparse recovery [46, 4, 40, 43].
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Direct decoder. Although we care less about decoder (2.26), a similar ap-
proach may be used to approximate x∗:
x˜ = argmin
x
λd
2 ‖x−Dz‖
2
2 = Dz. (2.30)
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Related works
Standard auto-encoders. Auto-encoders, as introduced by [11, 36], are
defined by one linear hidden layer and the mean squared error criterion is used
to train the network, i.e. their model is (2.24) without any regularization.
Because of the lack of constraint, an auto-encoder with n-dimensional input
and an encoding of dimension at least n could potentially just learn the identity
function. However, it as been shown that Stochastic Gradient Descent (SGD)
with early stopping is similar to an `2 regularization of the parameters [90].
Sparse auto-encoders. Direct decoder (2.30) is the definition used for
sparse auto-encoders [69, 70]. While the encoder definition may vary, it in-
cludes at least the first two terms of encoder (2.25), related to sparse coding.
Predictive sparse decomposition. A technique introduced in [44] which,
similarly to us, adds an explicit encoder to the sparse coding scheme. Their
encoder architecture is very close to direct encoder (2.28). Using sparse coding,
their decoder is defined by direct decoder (2.30).
Denoising auto-encoders. Denoising auto-encoders share the same model
as the standard auto-encoders, but are trained with stochastically corrupted
data [83]. They thus learn to undo the effect of the corruption. In model
(2.24), the Dirichlet energy term promotes smooth variations along the data
manifold. It has the effect of pushing noisy samples toward the manifold,
effectively denoising them.
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Optimization
The whole process of training the auto-encoder is to solve the non-convex
optimization problem which defines model (2.24). Because of its non-convexity,
there is no guarantee to find its global minimum. The minimization will end
up in a local minimum depending on the initialization. That is, given the
same training data, different random initializations of the variables will lead
to different solutions.
Convex sub-problems. As problem (2.24) is non-convex only when all the
variables are taken together, a natural way is to decompose it into three convex
sub-problems:
minimize
Z
fd(Z,D) + fz(Z) + fg(Z) + fe(Z,E), (4.1)
minimize
D
fd(Z,D) s.t. ‖di‖2 ≤ 1, i = 1, . . . ,m, (4.2)
minimize
E
fe(Z,E) s.t. ‖ek‖2 ≤ 1, k = 1, . . . , n. (4.3)
Sub-problem (4.1) is an `1 and `2 regularized least squares problem while sub-
problems (4.2) and (4.2) are constrained least squares problems. Both of which
can efficiently be solved by several convex optimization methods [19, 5, 15].
Iterative scheme. The idea is to iteratively solve (4.1), (4.2) and (4.3),
i.e. to minimize the objective for one variable at a time while fixing the two
others. While we have no convergence guarantee, the overall loss function is
guaranteed to decrease monotonically if each convex sub-problem is optimally
solved, which is the case if we let each sub-minimization converge.
Proximal splitting. Proximal splitting methods are a class of algorithms
designed to solve convex problems of the form
minimize
x
f1(x) + f2(x), (4.4)
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where f1 is a convex but non-smooth function and f2 is convex and differen-
tiable with a β-Lipschitz continuous gradient ∇f2, i.e.,
∀(x,y) ‖∇f2(x)−∇f2(y)‖2 ≤ β‖x− y‖2, (4.5)
where β ∈ ]0,+∞[.
It can be shown [20] that problem (4.4) admits at least one solution and
that, for any γ ∈ ]0,+∞[, its solutions are characterized by the fixed point
equation
x = proxγf1 (x− γ∇f2(x)) , (4.6)
where proxf denotes the proximity operator of f , defined as the minimization
problem
proxfx = minimizey f(y) +
1
2‖x− y‖
2
2, (4.7)
which is an extension of the notion of a projection operator [57]. The fixed
point equation (4.6) suggests the possibility of iterating
xt+1 = proxγtf1︸ ︷︷ ︸
backward step
(
xt − γ∇f2(xt)
)
︸ ︷︷ ︸
forward step
(4.8)
for values of the step-size parameter γt in a suitable bounded interval which
depends on β. This type of scheme is known as a forward-backward splitting
algorithm. It can be broken up into a forward (explicit) gradient step using
the function f2, and a backward (implicit) step using the function f1 [19].
The Fast Iterative Shrinkage-Thresholding Algorithm (FISTA) [5] is an
efficient forward-backward scheme which exploits variable time steps and mul-
tiple points. It achieves an optimal [60] O(1/t2) rate of convergence of the
objective function.
Sub-problems casting. To be solved via FISTA, each of the minimization
sub-problems (4.1), (4.2) and (4.3) has to be cast to the form of (4.4) and
provide the gradient ∇f2, its Lipschitz constant β and the proximity operator
of f1.
Sub-problem (4.1) is split into a smooth and a non-smooth part:
minimize
Z
fd(Z,D) + fg(Z) + fe(Z,E)︸ ︷︷ ︸
f2(Z)
+ fz(Z)︸ ︷︷ ︸
f1(Z)
. (4.9)
The gradient ∇f2, its Lipschitz constant β and the proximity operator of f1
are as follows:
∇f2(Z) = λdDT (X−DZ) + λe(Z− EX) + λgLZ (4.10)
β ≥ λe + λd‖DTD‖2 + λg‖L‖2 (4.11)
proxβ−1f1(D) = hλz/β(Z) (4.12)
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where hλ is the shrinkage function (2.29).
The constraint of (4.2) can be integrated in the loss function via the La-
grange multiplier method:
minimize
D
λd
2 ‖X
T − ZTDT‖2F︸ ︷︷ ︸
f2(D)
+ ιC(D)︸ ︷︷ ︸
f1(D)
, (4.13)
where ιC is the indicator function of the subset C ∈ Rn×m defined as
ιC(D) =
{
0, if ‖di‖2 ≤ 1, i = 1, . . . ,m;
+∞, otherwise. (4.14)
The gradient ∇f2, its Lipschitz constant β and the proximity operator of f1
are as follows:
∇f2(D) = λdZ(XT − ZTDT ) (4.15)
β ≥ λd‖ZZT‖2 (4.16)
proxβ−1f1(D) =
{
di
max(1, ‖di‖2)
}m
i=1
. (4.17)
Similarly, for (4.3):
∇f2(E) = λeX(ZT −XTET ) (4.18)
β ≥ λe‖XXT‖2 (4.19)
proxβ−1f1(E) =
{
ek
max(1, ‖ek‖2)
}n
k=1
. (4.20)
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Music genre recognition
5.1 Problem formulation
Music genre recognition (MGR) is a common task for MIR and is the usual task
for the yearly Music Information Retrieval Evaluation eXchange (MIREX)1.
The MGR problem is the task of automatically recognizing the musical genre
of an unknown audio clip given a set of labeled clips. A clip is unknown in
the sense that only the raw audio is available, and there is no access to any
meta-data.
The accuracy of the classified clips is used as a proxy for the discriminative
power of the learned representations.
5.2 Dataset
The system’s performance is evaluated on GTZAN2, the most-used public
dataset for evaluation in machine listening research for MGR [77] which was
created by Tzanetakis and Cook for their work in the domain in 2002 [82].
It consists of 1000 30-second audio clips (all truncated to 660, 000 samples to
not bias the classifier in any ways) with 100 examples in each of 10 different
categories: blues, classical, country, disco, hiphop, jazz, metal, pop, reggae
and rock. All clips are sampled at 22,050 Hz.
The composition and integrity of the dataset has been analyzed in [76]. It
is known that the dataset contains recurrent faults: repetitions, mislabelings,
and distortions. These faults obviously challenge the interpretability of any
result derived using it. The work [78] goes even further and disprove the claims
that all MGR systems are affected in the same ways by these faults, and that
the performances of MGR systems in GTZAN, working with the same data
1http://www.music-ir.org/mirex/wiki/MIREX_HOME
2Available at http://marsyasweb.appspot.com/download/data_sets/.
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and faults, are still meaningfully comparable.
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System
The design of the genre recognition system is inspired by the work [34], which
uses a layer of sparse auto-encoder to learn sparse representations of audio
spectrograms targeted at MGR. Although they call their encoder technique
Predictive Sparse Decomposition (PSD) [44], it is effectively a sparse auto-
encoder [8]. The structured auto-encoder proposed and developed in Part I
generalizes the loss function of [34] as an energy function and introduces a
graph-based structuring term (Section 2.5).
The system mainly consists of three independent building blocks:
1. Preprocessing: the goal is to transform the raw audio signal into a
time-frequency representation. It is essentially a first feature extraction
pass, built on prior knowledge about signal processing and audio signals
in particular. The spectrograms are further sliced in short time frames
to provide time invariance.
2. Feature extraction: the set of spectrogram slices is given as input
vectors to the proposed structured auto-encoder which transforms them
into a sparse and structured representations.
3. Classification: the extracted features are used for genre classification
after a post-processing step analog to feature pooling. The accuracy is
assessed by a cross-validation scheme.
6.1 Preprocessing
Frames. Each clip is divided into short frames of na = 1024 samples, which
roughly corresponds to 46 ms of raw audio, in order to provide translation
invariance. A 50% overlap between consecutive frames introduces redundancy
in the data. The GTZAN dataset is thus decomposed inN = 1, 288, 000 frames
of dimensionality na = 1024.
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Constant-Q Transform (CQT). A spectral representation of each of those
frames is computed via the CQT with ns = 96 filters spanning four octaves
from C2 to C6 at quarter-tone resolution, where C4 is the middle C in the
scientific pitch notation [86]. The A440 tuning standard sets A4 = 440 Hz [41].
Apart from the constant quality factor, i.e. a constant frequency over
bandwidth ratio, an important property of the CQT is that the center fre-
quencies of the filters are logarithmically spaced, so that consecutive notes in
the musical scale are linearly spaced. This transform is generally well suited
to musical data: (i) the logarithm scale requires fewer frequency bins to cover
a given range effectively, which proves useful when frequencies span several oc-
taves, (ii) it mirrors the human auditory system, whereby at lower frequencies
spectral resolution is better, whereas temporal resolution improves at higher
frequencies, and (iii) the harmonics of musical notes form a pattern character-
istic of the timbre of the instrument; as the fundamental frequency changes,
the relative position of these harmonics remains constant.
This step is an efficient dimensionality reduction from na = 1024 to ns = 96.
It is efficient in the sense that it extracts useful features, as demonstrated by
the baseline experiment. See Section 7.1.
The implementation uses librosa1, a Python library which implements an
efficient algorithm proposed by the authors of [73]. An efficient and accurate
implementation of the necessary sample rate conversion is provided by libsam-
plerate2.
Local Contrast Normalization (LCN). A subtractive and divisive LCN,
described in [47], may then be applied to the spectrograms in order to enhance
the contrast. Consider a point in the spectrogram and its neighborhood along
both the time and frequency axes weighted by a Gaussian window. First,
the average of the weighted neighborhood is subtracted from each point (the
subtractive part). Then, each point is divided by the standard deviation of its
new weighted neighborhood (the divisive part).
The technique enforces competition between neighboring points in the spec-
trogram, so that low-energy signals are amplified while high-energy ones are
muted. The entire process can be seen as a simple form of Automatic Gain
Control (AGC). It acts as an inverse heat diffusion operator, similarly to a
shock filter [65]. The idea of contrast normalization is inspired by visual neu-
roscience models [53, 68].
Scaling. The range of the independent variables is finally rescaled in [0, 1]
to eliminate any bias toward features who have a broad range of values. Each
feature then contributes approximately proportionally to the distance between
1Available at https://github.com/bmcfee/librosa/.
2Available at http://www.mega-nerd.com/SRC/index.html.
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two features vectors. Another commonly used scaling method is standard-
ization: the independent variables are rescaled to have zero-mean and unit-
variance. Yet another method is to rescale each features vector to unit length,
which usually means dividing each component by the Euclidean length of the
vector.
6.2 Feature extraction
In a transductive learning paradigm [29], the auto-encoder model (Chapter 2) is
trained on the entire dataset (which includes the training and test sets without
labels). Under this paradigm, test samples are known in advance, and the
system is simply asked to produce labels for them. This paradigm was chosen
for speed and accuracy reasons: since training is computationally expensive,
it is best done only once per experiment. The training phase is essentially the
application of the algorithm presented in Chapter 4 to solve (2.24) over the
whole dataset. A structured and sparse representation is readily available for
each spectrogram of the dataset, they are a by-product of model fitting.
Note that while that paradigm is used for this application, the algorithm
proposed in Part I is still purely unsupervised, i.e. it makes no use of the
training labels. Note also that while the system was designed for transductive
learning, it can also act in a supervised way. A predictive model was built
during training, and, using the learned parameters, a representation for a
previously unknown spectrogram may be inferred with (2.25) or (2.28).
The optimization scheme presented in Chapter 2 is implemented with the
PyUNlocBoX3, an open-source Python convex optimization toolbox developed
and maintained by ourselves. The toolbox has been enhanced by the needs of
this project, e.g. its memory footprint has been greatly reduced. The FLANN
library [58] is used for a fast approximate k-nearest neighbors search, used to
construct the graph as described in Section 2.5.
6.3 Classification
Aggregate features. Aggregate features are computed for each song by
summing up the frame-level features over 5-second time windows overlapping
by half, which has been found to substantially improve classification perfor-
mance [10, 33]. Since each sparse code records which dictionary elements are
present in a given CQT frame, these aggregate features vectors can be thought
of as histograms recording the number of occurrences of each dictionary ele-
ment in the time window.
3Available at https://github.com/epfl-lts2/pyunlocbox.
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Support Vector Machine (SVM). Aggregate features are then classified
by SVM [21], which is a non-probabilistic binary linear classifier. It was chosen
because it is fast to train and scale well to large datasets (thanks to the few
support vectors), which is an important consideration in MIR.
In a one-vs-the-rest strategy to multi-class classification, SVM basically
constructs a set of maximum-margin hyperplanes which separate a class from
all the others. The alternative approach to multi-class, one-vs-one, requires to
train one classifier per pair of class.
The implementation uses the scikit-learn Python framework [67] which
provides wrappers to libsvm [16] and liblinear [27], two independent imple-
mentations of the SVM. We observed no significant variations between the
two.
Majority voting. The genre prediction for a clip is given by a majority
vote between the 12 aggregate features. Instead of using it in a winner-take-all
fashion, this information could be exploited as a confidence level about the
chosen class.
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Performance evaluation Following standard practice, the classification ac-
curacy was measured by 10-fold cross-validation. For each fold, 10% of the
aggregate features were randomly selected to serve as a test set, wile the re-
maining 90% served as training data. This procedure was repeated 20 times,
and the results averaged to produce a final classification accuracy.
Furthermore, the classification accuracy was measured on aggregate fea-
tures, i.e. before majority voting, rather than on whole clip. The rational is
to capture the confidence about the class of a clip. Another positive impact is
the reduction of the variance caused by the increased number of samples.
Note also that no contrast enhancement (the LCN described in Section 6.1)
was applied to the spectrograms for these experiments.
Speed and memory considerations. The iterative optimization scheme
presented in Chapter 4 is, by definition, computationally heavy. Despite hav-
ing been sped up by an order of magnitude already, our implementation is still
quite sub-optimal from a computational point-of-view. As the algorithm itself
is still a prototype, we did not invest too much time to further optimize its im-
plementation. For this reason, the following experiments where all conducted
on a subset of the dataset.
Despite the fact that the memory consumption was divided by five since
the first working implementation, it is still not enough to run a simulation
with the whole dataset on a virtual served equipped with 30GB of RAM. Note
that the current implementation retains everything in memory.
Reproducibility. The complete simulation reports of all the conducted ex-
periments, whether they succeed or failed, may be viewed online1. The code
1The IPython notebooks are stored on GitHub and can be visualized at http://
nbviewer.ipython.org/github/mdeff/dlaudio_results/.
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to reproduce all the results may also be downloaded2.
7.1 Spectrograms
On a classification experiment with Ngenres = 2 genres, Nclips = 100 clips per
genre and Nframes = 644 frames per clip, the system achieved a classification
accuracy of 96 (+/- 4.7) using the CQT spectrograms, whereas classification
with raw audio yielded an accuracy of 89 (+/- 5.0). It confirms that CQT
spectrograms have more discriminative power than raw audio.
Classifications with CQT spectrograms will be our baseline for further ex-
periments. Improvements in accuracy with the extracted features will be re-
ported with respect to this baseline.
7.2 Figures of merit
Figure 7.1: m = 128 atoms of a learned dictionary of spectrograms.
Learned dictionary. Figure 7.1 depicts a learned dictionary. Although the
atoms are not easily interpretable, single notes seem to appear here and there.
2Available at https://github.com/mdeff/dlaudio.
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[44] showed that dictionaries trained on individual octaves did discover har-
monics, chords and harmonies without any prior about music theory.
Figure 7.2: A learned sparse representation of spectrograms.
Sparse representations. Figure 7.2 shows the representations inferred by
(2.24) after convergence. With only 19.8% of non-zero coefficients, the learned
representations are indeed sparse.
Convergence. While the optimization always end in a different local mini-
mum (Chapter 4), a pretty stable convergence behavior has been observed in
all the experiments. Figure 7.3 shows the evolution of the various objectives
in a typical convergence of the algorithm.
7.3 Classification performance
Table 7.1 shows the classification accuracy when using CQT spectrograms (the
baseline), extracted features with λg = 0 (sparse auto-encoder) and λg = 100
(structured auto-encoder). The other hyper-parameters are set to λz = 1,
λd = 10 and λe = 0.
The first conclusion to draw from this experiment is that the representation
extracted from the spectrograms by the structured auto-encoder defined in
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Part I is indeed more discriminative than the spectrograms themselves in a
classification task.
The second conclusion we can draw is that the addition of the smooth prior
on the data manifold (Section 2.5) always lead to an improved accuracy.
Finally, the sparse and structured representations are robust with respect
to noisy data. While a sparse auto-encoder (λg = 0) performs even worse than
the baseline, our structured auto-encoder (λg = 100) out-performs the baseline
by 7%.
Noise level (standard deviation) 0.00 0.10 0.20
Accuracy (baseline) [%] 69.7 58.7 46.9
Accuracy (λg = 0) [%] 75.9 57.1 42.6
Accuracy (λg = 100) [%] 78.0 65.9 51.6
Table 7.1: Classification accuracies on a subset of GTZAN: Ngenres = 5 genres,
Nclips = 100 clips per genre and Nframes = 149 frames per clip.
7.4 Discussion
Our experiments demonstrated the usefulness of an important property of
the proposed model: the conservation of the structure in the data via graph
regularization. When compared to a sparse auto-encoder, it always leads to a
better accuracy, especially in a noisy scenario, when the structure is the most
helpful.
We experimentally confirmed two assumptions of our model (Section 2.1):
the learned representations are sparse (Figure 7.2) and structured.
Higher classification accuracies are probably achievable by fine-tuning the
hyper-parameters and introducing adding further complexity; e.g. by apply-
ing a LCN to the CQT spectrograms or working on individual octaves, two
techniques used by [34]. We may even further improve the performance of our
model by creating better graphs, i.e. graphs more suited to the problem at
hand, for example by tuning the construction hyper-parameters.
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(a) Sub-problem objectives f2(Z), f1(Z), f2(D) and f2(E) evaluated at each
inner iteration.
(b) Sub-objectives fd(Z,D), fe(Z,E), fz(Z) and fg(Z) evaluated at each
outer iteration.
(c) Global objective fd(Z,D) + fe(Z,E) + fz(Z) + fg(Z) evaluated at each
outer iteration.
Figure 7.3: Example of a typical convergence of the algorithm.
37
Conclusion
In this work we introduced a novel auto-encoder architecture, which main char-
acteristic is to learn sparse and structured representation of input data, borrow-
ing ideas from sparse coding and manifold learning. Precisely, it learns sparse
representations that explicitly take into account the local manifold structure
of the data. The experimental results on music genre recognition showed that
our model extracted more discriminant features than sparse auto-encoders.
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