A Primer On Cointegration with an Application to Money and Income
OR SOME TIME NOW, macroeconomists have been aware that many macroeconomic time series are not stationary in their levels and that many time series are most adequately represented by first differences.' In the parlance of time-series analysis, such variables are said to be integrated of order one and are denoted 1(1). The level of such variables can become arbitrarily large or small so there is no tendency for them to revert to their mean level. Indeed, neither the mean nor the variance is a meaningful concept for such variables.
Nonstationarity gives rise to several econometric problems.2 One of the most troublesome stems from a common prediction of macroeconomic theory that there should be a stable longrun relationship among the levels of certain economic variables. That is, theory often suggests that some set of variables cannot wander too far away from each other. If individual time series are integrated of order one, however, they may be "cointegrated." Cointegration means that one or more linear combinations of these variables is stationary even though individually they are not. If these variables are cointegrated, they cannot move too far" away from each other. In contrast, a lack of cointegration suggests that such variables have no long-run link;
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1 That is, formal statistical tests often cannot reject the null hypothesis of a unit root. The results of these tests, however, are sensitive to how the tests are performedthat is, whether the tests assume a non-zero mean or a time trend, whether an MA or AR data generating processes is assumed [Schwert (1987) ) and whether the test is performed using classical or Bayesian statistical inference (Sims (1988) , and Sims and Uhlig (1988) ). These sensitivities are partly due to the lack of power these tests have against an alternative hypothesis of a stationary but large root. 2lt can give rise to the possibility of a spurious relationship among the levels of the economic variables. Also, the parameter estimates from a regression of one such variable on others are inconsistent unless the variables are cointegrated. This article illustrates the salient features of cointegration and tests for cointegration. The discussion, initially motivated by the simple example of Irving Fisher's "equation of exchange," draws an analogy between cointegration and unit roots on the one hand and tests for cointegration among multiple time series and the usual tests for unit roots in univariate time-series analysis on the other. The article then addresses the broader question of the economic interpretation of cointegration by contrasting it with the usual linear, dynamic, simultaneous equation model which is frequently used in macroeconomics.
II
The article goes on to compare three recently proposed tests for cointegration and outlines the procedures for applying these tests. An application of these tests to U.S. time-series data using alternative monetary aggregates, income and interest rates suggests that there is a stable longrun relationship among real output, interest rates and several monetary aggregates, including the monetary base.
TESTING FOR COINTEGRATION:
f A GENERAL FRAMEWORK Because of the close correspondence between tests for cointegration and standard tests for unit roots, it is useful to begin the discussion by considering the univariate time-series model When~= 1, these deviations are permanent. In this case, y, is said to follow a random walkit can wander arbitrarily far from any given constant if enough time passes.
4 In fact, when = 1 the variance of y, approaches infinity as increases and the mean of y,, y, is not defined. Alternatively, when~[< 1, the series is said to be mean reverting and the variance of y, is Although there is a similarity between tests for cointegration and tests for unit roots, as we shall see below, they are not identical. Tests for unit roots are performed on univariate time series. In contrast, cointegration deals with the relationship among a group of variables, where (unconditionally) each has a unit root.
To be specific, consider Irving Fisher's important equation of exchange, M\ 7 = Pq, where M is a measure of nominal money, V is the velocity of money, P is the overall level of prices and q is real output)' This equation can be rewritten in natural logarithms as:
I
In this form, the equation of exchange is an identity. The theory of the demand for money, however, converts this identity into an equation by making velocity a function of a number of economic variables; both the form of the function and its arguments change from one theoretical specification to another. In the theory of money demand, V is unobservable and in applied work it is proxied with some function of economic variables, V', mV' =lnV+E, where E denotes a random error associated with the use of the proxy for V.' The proxy is a function of one or more observed variables, other than income and prices, that are hypothesized to determine the demand for money. Hence, equation 2 is replaced with where y, denotes some univariate time series, p is the series' mean and e, is a random error with an expected value of zero and a constant, finite variance. The coefficient Q measures the degree of persistence of deviations of y, from j.i.
-'At the present time, tests for cointegration deal only with looking for stable linear relationships among economic variables. Consequently, a failure to find cointegration does not necessarily mean that there is no stable, long-run relationship among the variables, it only suggests that there is no stable, long-run, linear relationship among them.
4 That is, for any numbers C >-0 and 0 -< p < 1 and for any starting value Y, there is a time, T, such that, for all >-1, Pr(flYj >-C) > p. When j<I the process generating Y, is stationary in that it does not wander too far from its mean, i.e., for any given probability p we can find a constant C > 0 such that Pr (~Y,.-~4 C) < p. 'The cointegrating vector could be different from the hypothesized one for other reasons as well. For exampie, money holders might have a money illusion or money demand might not be homogenous of degree one in real income. 'For the classic discussion of velocity and a long list of its potential determinants, see Friedman (1956) . Empirical proxies for velocity often contain one or more of these determinants.
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If the proxy is good, the expected value of E should be zero. Furthermore, E should be stationary, so that, V' might deviate from its true value in the short-run, but should converge to it in the long-run. Failure to find a stationary relationship among these variables-that is, to find that they are not cointegrated-implies either that V' is a poor proxy for V or that the longrun demand for money does not exist in any meaningful sense.
In essence, the Fisher relationship embodies a long-run relationship among money, prices, output and velocity. In particular, it hypothesizes that the cointegrating vector (1,1,-i,-1) exists. This vector combines the four series into a univariate series, E. Given this assumption, a test for cointegration can be performed by applying any conventional unit x-oot test to E.
Using conventional unit root tests to test for cointegration [such as tests prepared by Dickey and Fuller (1979) and Phillips (1987) ], however, requires prior knowledge of the cointegrating vector. And most often, this vector is unknown. Therefore, some linear combination of these variables, for example,
is hypothesized to be stationary, where the cointegrating vector (b,, b,, b, b 4 ) is unknown and must be estimated. Engle and Granger (1987) , Stock and Watson (1988), and Johansen (1988) have suggested alternative tests for cointegration and methods for estimating the cointegrating vectors. While differing in a number of respects, all of these procedures involve locating the "most stationary" linear combinations (among all of the possible ones) of the vector time series in question. If the linear combinations being compared are not chosen a priori, but are determined by choosing among all possible vectors, tests for cointegration encounter the type of distributional problems associated with order statistics and multiple comparisons. Hence, it is useful to discuss some of these problems in more detail.
Locating Stationary Linear Combination of Variables
In multiple comparison tests, an experimenter is usually concerned with, say, comparing the highest and lowest sample means among several. He wants to find the pair of sample means with the largest difference to see whether the difference is statistically significant. When the means to be compared are chosen ahead of time, tests for a significant difference between the means can be done using the usual tstatistics. If, however, the means to be compared are chosen simply because they are the largest and smallest from a sample of, say, five means, the rejection rate under the null hypothesis will be much higher than that implied by the percentile of the t-distribution. In order to control for the experimentwise error rate, as it is called, tables of distributions of highest mean minus lowest mean (standardized) have been computed for the case of no true differences in the population means. These "tables of the studentized range" are then used to test for significant differences between the highest and lowest means. 7
The price paid for controlling the experimentwise error rate is a loss in power. That is, the difference between the means must be much larger than in the case of the standard t-test before it can be declared significant at some predetermined significance level. Thus, the power of the test to detect significant differences is reduced.
In an analogous way, it is difficult to reject the null hypothesis that there are no stationary linear combinations when the observed data are used to estimate the most stationary-looking linear combination before testing for cointegration. This loss of power is evident in the test tables given by Stock and Watson or Johansen, where the percentiles are shifted far away from those of the standard unit root distribution of Dickey and Fuller (1979) .' Consequently, detecting cointegrating relationships among variables is relatively hard. Some power can be gained, however, if economic theory is used to assign values to some coefficients, a priori. Indeed, if theory fully specifies the cointegrating vector, as in out' example of the Fisher equation, using conventional unit root tests to test for cointegration would be appropriate.
T See Steel and Torrie (1980) , p. 588, for these tables.
'See Stock and Watson (1988) and Johansen (1988) for further discussion of the relationship to order statistics. 
Multiple Gointegrating Vectors
Until now, the possibility that only one linear combination of variables is stationary has been considered; however, this need not be the case. In cases where more than two time series are being considered, more than one stable linear combination can exist. Also, until now, cointegration was discussed without any explicit reference to a dynamic specification of the levels of the economic variables. Nevertheless, the fact that cointegration is related to their dynamic specification was implicit in the fact that all of the univariate series are 1(1). While a number of alternative multivariate representations could be used, it is convenient to use the following multivariate AltO) representation:
I
Finally, consider the case where all of the univariate series are 1(1), but A is not an identity matrix. In this case, not every linear combination of Y, is stationary because (I -A) is not of full rank, that is, (I-A)-' does not exist. However, as we will show, some linear combinations of V may be stationary. The number of such cointegrating vectors is determined by the rank of (I-A). From a purely statistical point of view, cointegration places some restrictions on the matrix A. From an economic perspective, economic theory, which determines the matrix A, places some restrictions on the long-run behavior of Y,. From a somewhat broader perspective then, the objective of cointegration analysis is to find an n by n matrix B', of rank n, such that B'Y, decomposes Y, into its stationary and nonstationary components. This is accomplished by obtaining a k by n sub-matrix of B', /3', of rank k such that the transformed series /3' Y, is stationary. The k rows of B' associated with these stationary series are called "cointegrating vectors." The remaining n -k unit root combinations are termed "common trend&""
Tests for Gointegration and Their Relation to Unit Root Tests
In illustrating tests for cointegration, we draw the analogy between tests for cointegration and tests for unit roots. Any autoregressive time series of order p can be written in terms of its first difference, one lag level and p-I lag differences. Consider first the univariate case, (5) y~= a,y~, + a,y~, + -. -+ a,y,, +e,, where Y,, an n by 1 vector, is Z, minus p, where Z, is a vector of economic time series (in our example, M, V', P and q) and p is the vector of the means of Z.' A is an n by n matrix and E, is a vector of independent random disturbances that are stationary around zero-that is, = 0 and E(s,E,') = Q for all t.
The possibility of k cointegrating vectors means there exists a k by n matrix /3', of rank k, such that /J'Y, is stationary in the sense that it is mean reverting. It is assumed that all of the elements of Y, are integrated of the same order, 1(1); however, for the sake of illustration (here and elsewhere) we first consider the possibility that the elements of '1', are 1(0). In this case, the long-run stationary solution to equation 4 is V,=(I-AY'E,.'°But there is no need to ask whether these variables are cointegrated, because clearly any linear combination of V, is mean reverting. Now consider the case where each element of Y, is I(1j. Assume further that the elements of Vt are mutually independent so that A=I. In this case, no long-run equilibrium exists because the matrix (I -A) is of rank zero. Since any linear combination of these independent 1(1) series must itself be 1(1), these variables are not cointegrated. No stationary linear combination of these variables exists! 'Note that the system given by V could be thought of as a multivariate p"-order AR system that has been rewritten as an AR(1) system.
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(1 -A)-' exists if all of the eigenvalues of A are less than one in absolute value, "This terminology stems from the fact that the original series are retrieved from the transformed ones by multiplying the transformed vector by the inverse of B. In general, this spreads the unit root "trend" processes through all the original series depending on where the zeros occur in B'. See Stock and Watson (1988 to go from the reduced form back to the structure.'°Nevertheless, they might be thought of as arising from a constraint that an economic structure imposes on the long-run relationship among the jointly endogenous variables. For example, economic theory suggests that arbitrage ' 2 An initialization assumption is necessary for unit root processes. The critical values of the test statistics change depending on whether p is equal to zero or whether a time trend is included. Dickey and Fuller (1979) 1.2,..., n, then (t-A,-A,) is full rank and all the elements of X, are stationary AR(1) processes. ' 4 To our knowledge, Theil and Boot (1962) were the first to prepare a test for the statistical significance of the eigenvalues of ,~,. In so doing. they were the first to develop a test for cointegration.
are three versions of the univariate test for unit roots (zero mean, constant, non-zero mean and a constant linear time trend). Johansen (1988) presents the multivariate analogue of the likelihood ratio test when p is zero. Johansen and Juselius (1990) extend this to the case where p is non-zero. In practice, the difference between Y, and Y,, the first sample observation, should be used if the p-O assumption is maintained; hence, it seems reasonable to use the unconstrained p versions of the tests lSee Dickey, Bell and Miller (1986) for a discussion of which test to usel. Note that the formulas for computing the test statistics are straightforward least-squares formulas. It is the distribution of the test statistics that are nonstandard.
160f course, because equation 17 is essentially a multivariate VAR, in principle, it should be possible to give these a "structural" interpretation by imposing identifying restrictions on the reduced-form parameters, as has been done recently for VAR models. For example, see Bernanke (1986) and Blanchard and Quah (1989 will keep nominal interest rates-especially those on assets with the same or similar maturity-from getting too far away from each other.
Thus, it is not surprising that such interest rates are cointegrated."
Gointegration with Exogenous Variables
The importance of cointegration in economics can be highlighted by noting the close cot'-respondence between cointegration and the typical linear, dynamic, simultaneous equation model used in macroeconomics and econometrics,
Y is a n by 1 vector of endogenous variables, Xĩ s a g by 1 vector of exogenous variables and u is a n by 1 vector of random disturbances, and A, B and C are matrices of unknown parameters. It is assumed that A' exists, so that the dynamic reduced form can be written 
The infinite series (
at L = 1, converges to (I-n) if all of the eigenvalues of it are less than I in absolute value.
The expected value of equation 13, conditional on X,, is (14) 18 Finding unit eigenvalues in it is equivalent to finding zero eigenvalues in ' p. This is so because 'p = i-n so that
of zeros for all t 0 and X, = 6 for all t > 0, and that the system converges, then, in the limit A related technical point is that the initial conditions are not transient. To see this in equation 12, let X, = 0 for all t and substitute recursively to obtain
Because the matrix it does not converge to a matrix of zeros as t approaches infinity, the initial condition is not transient and must be specified. Often, the initial vector, Y,, is assumed to be a vector of zeros.
Can cointegration be used to determine the long-run response to changes in exogenous variables? In general, the answer is yes; however, how this is done, the interpretation of the estimated cointegrating vectors and the method of estimation, all depend on the assumptions made about X,. Consider, for example, the case where the elements of X, are non-stochastic and fixed in repeated samples. Rewrite equation 12 as
If V is cointegrated, the n by n matrix (I -it) is rank k< n, and it can be represented as aj3', where a and (3 are n by k matrices of rank k. Then If it also has some unit eigenvalues, however, then part of the nonstationarity of the system is due to instability in the dynamics of the endogenous variables in the system.
2 ' In this case, the conditional final-form multipliers, analogous to those obtained by Theil and Boot, exist along the stationary directions given by the cointegrating vectors as before. An important aspect of this formulation is that, given the proposed structure of the system, the researcher can identify whether the common trends stem from the structural dynamics or are simply a rnanifestation of the stochastic properties of the exogenous variables. Under the assumption on (Ifi)', estimating cointegrating vectors for the system given by the equations in 23 is the same as estimating them for the system given by the equations in 8.22 Hence, any of the multivariate methods discussed in the next section can be employed. The reader is cautioned, however, that these procedures would have to be modified to impose the upper triangular structure of the system given by the equations in 23.22
"More technically, the eigenvalues of l-fi'a are less than one 22lf these error terms are not independently distributed obin absolute value. taming consistent estimates of the cointegrating vector will
20A form of this model has been proposed recently by Hoffbe more difficult For an example of this case, see Stock man and Rasche (1990) . This is the Stock-Watson formula-
tion, except that X, is a set of latent variables. Conditional "Indeed, both Stock and Watson (1988) I is~Equation 18 can be expressed as the k-dimensional system, with /3'Y, = V'.,
Because the k by k matrix I -it' is full rank, (I -n'Y exists. Thus, this lower-dimensional system has the steady-state representation,
The expected value of 20 gives the final-form multipliers for the cointegrated subsystem of V. Consequently, there is a representation for the long-run average response of /3'Y, to a change in x.
It must be remembered, however, that because the estimated cointegrating vector is conditional on the information set in the model, X, needs to be included along with lagged differences of the endogenous variables when estimating the cointegrating vectors. Moreover, the distribution of the test statistic will not be invariant to X,. Consequently, the Monte Carlo experiments used to derive the distributions of the test statistics used by, say, Johansen (1988) , would have to be redone including X, in the model.
In the case where X, is stochastic, the method used to obtain estimated cointegrating vectors and their interpretation changes with the assumed structure of the model. A general form of such a model is (I = it) is full rank, the more cointegrating vectors in D, the more directions in which the "final-form" multipliers will exist. 250f course, the subsystem defined by equation 20 converges to a point in A'. This point is given by the intersection of this plane and the line given by the intersection of the two cointegrating vectors. "Having said that, we should hasten to add that it is very unlikely that these tests will indicate that there are a large number of cointegrating vectors. These tests lack the power to reject the null hypothesis of zero cointegrating vectors. At a more practical level, it is well known that macroeconomic time-series data are highly correlated so that, typically, the generalized variance of the matrix of such variables is concentrated on relatively few principal components. See footnote 27.
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Should There Be Many or Few trend, however, the system converges to a long-
Cointegrating Vectors?
Since it is possible to have n-I cointegrating run equilibrium represented by a line, determined by the intersection of the planes defined by the two cointegrating vectors, in R'.25 'this is vectors in the system given by 17, the question a stationary equilibrium in the sense that the naturally arises, is it better' to have many or variance about this line is finite. If there are few cointegrating vectors? Providing a general two common trends and one cointegrating vecanswer to this question is difficult. Cointegrating tor, the long-run equilibrium is represented by vectors can be thought of as representing cona plane defined by the single cointegrating vecstraints that an economic system imposes on the tor. The variables are unbounded in the plane, movement of the variables in the system in the but cannot move too far from it. That is to say, I long-run. Consequently, the more cointegrating vectors there are, the "more stable" the system.
that the variance in the plane is infinite, but the variance about the plane is finite. If there are
I
Other things the same, it is desirable for an economic system to be stationary in as many directions as possible.
no cointegrating vectors, the variables are free to wander anywhere in R'-they are unbounded! Consequently, when non-stationary variables
To see why, consider a model with no common trends, so the system is stationary: 1ñ ever wanders "too far" from its steady-state equilibrium value (in the model discussed in the text, the vector of means). If there is one common trend and n -1 cointegrating vectors, however, n -I of the variables must be solved for in terms of the n", and the structure of these variables follows a single common trend.
Hence, there are only n -1 directions (as opposed to n in the previous example) where the variance is finite and one direction in vvhich it are cointegrated, there exists a direction where a meaningful long-run r'elationship among them exists. 'the fewer the number of cointegrating vectors, the less constrained is the long-run relationship. Flence, all other things the same, it seems desirable to have many cointegrating vectors." Alternatively stated, we prefer economic models that have unique steady-state equilibria. Accordingly, researchers are interested not only is infinite. On the other hand, if there is only one cointegrating vector, the nh variable must I be solved for in terms of the other n -I variables. The system can wander off in n -I independent directions; it is stable in only one
ALTERNATIVE TESTS FOR COINTEGRATION

direction.24
With a number of tests for cointegration being available, it is important to understand their To see this point from a geometric perspecsimilarities and their differences. The purpose tive, consider the case were there are three enof this section is to discuss the salient features I dogenous variables that span R'. If these vanables are stationary, the system converges to a steady-state equilibrium, a point in R', and variaof alternative tests for cointegration.
Step-bystep instructions on how to perform two of the more difficult of these (the Stock-Watson and I tion around that point is finite. If the variables are non-stationary, and there is one common
Johansen tests) are presented in a shaded insert on the following pages.
a I
Step-By- Step-by-Step Application of the these Q~>Q~> -->Q~.
. .
Stork-Watson Approach to
5a-letting N dci loLe the i urribe r ol t inc n_ia tegration: 
I
The relationship among tests for cointegration developed by Johansen (1988) , Engle and Granger (1987) , Stock and Watson (1988) and Fountis and Dickey (1989) can be illustrated by considering the multivariate model 
"The space spanned by the columns of the a and ji ' matrices is important because afi' can be obtained by many choices of matrices. To see this, note that for any nonsingular k by k matrix, H, (aHj(Hfl') = afi'.
In the Johansen approach, -aft' is the coefficient matrix on the lagged level. Upon premultiplying equation 25 by (3', the last term in equation 25 is (J'a/3'Y,,. Note that /3'a has no zero eigenvalues so that /J'Y, is a stationary vector time series of dimension k. Thus, rows of /3' are the cointegrating vectors. Now consider adding to the k rows of /3', n-k more rows orthogonal to the columns of a. Denote the resulting matrix U Note that B'a is simply n -k rows of zeros appended to the bottom of /3'a. In equation 25, after this transormation, the last n-k rows involve only differences. Hence, C. = B 'Y, is a column vector of k stationary processes followed by n -k unit root processes (common trends). In Johansen's approach, then, the matrix B' has the k cointegrating vectors as its first k rows and coefficients yielding the n-k common trends as its last n-k rows. 
A,). j
He then makes use of the fact that any n by n matrix, up~of rank k < n can be written as the I product of two n by k matrices of rank k-that is, up = a/3', where a and ft are n by k matrices of rank k. He maximizes the likelihood function for V conditional on any given /3 using standard I least squares formulas for regression of ÀY, on AY,,, ÀY, 2 ,~and fl'Y,,. The solution to this maximization problem gives estimates of • 1,, r 2 1,, and a conditional on /3. Once • this is done, (3, or more specifically, the row space of /3, is estimated.
By standard results in unit root estimation, the vector C, = B'V, is such that N~I C,C{(where N is the series' length) converges to an n by n matrix with zeros everywhere except in the lower right n-k by n-k submatrix. This result underlies the other approaches to cointegration.
For example, Stock and Watson point out that if W, = (B'Y'C,, then the sum of squares and cross products matrix N~2IW,W(converges to the same limit as (B'F'N 2 1C,C' U. This limit matrix has rank n -k and, thus, has n -k nonzero eigenvalues. Because the generalized variance of I a a sum-of-squares and cross-products matrix is equal to the sum of the eigenvalues of this matrix, they suggest a test based on computing the largest eigenvalues of the sum-of-squares and cross-products matrix.23
In multivariate statistics, a vector random variable V can be transformed into a canonical vector random variable C = TV by choosing T (a matrix of constants) so that the elements of C are uncorrelated. 'The elements of C are referred to as "principal components" of V. Stock and Watson reason that if a vector process has n-k common trends (that is, the vector C,=B'Y, has n -k unit root processes and k stationary ones), then the n -k principal components with largest variance should correspond to the unit root processes or "common trends." This reasoning is based on the previously stated notion that the normalized sum-of-squares and crossproduct matrix N'IY,Y[ converges to a singular limit so the variances of the n -k common trends correspond to principal components giving the nonzero eigenvalues of the limit matrix. The k principal components with smaller variances correspond to the zero eigenvalues of the limit matrix and each of the k rows is a cointegrating vector.
A Note about Distributions
Having more than one lag in the model introduces matrices of nuisance parameters (that is, parameters which must be estimated but are not of primary interest) that affect the form of the test statistics. How the existence of these parameters complicates the test procedures is illustrated for the univariate case.
2~C onsider a simple version of the univariate model given by equation 5:
If Q= 1~A drops out. The series y, is a unit root process with no tendency to move toward any level. In this case, however, the test of the null hypothesis that~= 1 is complicated by the presence of a nuisance parameter, A. Regardless of Q, as noted before, the model can be reparameterized as
(27) Ay,= -(Q-1)(A-1)(y,-~4+AQAy,,+e,.
Notice that the coefficient on y,, -p is now a multiple of~-1. In ordinary regression, multiplying a regressor by a constant changes the distribution of the regression coefficient by a multiplicative constant, but does not change the distribution of its t-statistic. The same holds true asymptotically in cointegration.'°I f A is known, the estimated coefficient on (y,.,-p) could be divided by (1-A) and the limit distribution n(äp -1) listed in Fuller (1976, section 8.5) could be obtained. If A is unknown, however, an approximation must be obtained by dividing by (1-A), where A is estimated by regressing Ày, on Ay,~,,suggested by imposing the null hypothesis Q = 1.
Alternatively, the univariate model could be written as
Since I is a consistent estimate of A, it can he used to filter y,. That is,~,=y,-Xy,,. ÀP, can then be regressed on F,, (with an intercept) or on F.,-F, where F is the mean of the series, F,, to get a test statistic asymptotically equivalent to n(~~-1).
Other Approaches to Cointegration
The approach of Fountis and Dickey (1989) is similar to that of Stock and Watson but only allows for the possibility that there is one unit root. As such, it is much less general than either of the above approaches. lt does, however, provide estimates of the cointegrating vectors and common trend, based on the coeffi-
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For example, let X be an n by k matrix and let J = (X'X) be a k by k matrix of rank k, Then there exists a k by k matrix T such that T' T = A, where A is a diagonal matrix with the eigenvalues of J on the diagonal. The columns of T are the eigenvectors of J. These eigenvectors are called "principal components" because the generalized variance of J, LJ~,is equal to the trace of A. Because often many of the eigenvalues of J are close to zero, its generalized variance can be closely approximated by a relatively few "principal components." A good discussion of this can be found in Dhrymes (1970) , pp. 53-59.
29
These ideas can also be found in Fuller's text (1976) 
I I I
3 'Strictly speaking, the nonstationarity indicates only that the cointegrating vector for Ml and nominal GNP is not (1, -I), For example, see Nelson and Ptosser (1982) . Atso, see Engle and Granger (1987) who test for cointegration bet-I ween Ml and income.
32 For example, see Engle and Granger (1987) . However, the results for M2 appear to be sensitive to the sample period and how the test is performed-See Hallman, Porter and Small (1989, 1990) and Hater and Jansen (1991) . 
FOR MONEY
One important macroeconomic relationship that has received considerable attention is the link between money and income. This relationship, embedded in the demand for money, is commonly represented by the income velocity of money. Since the income velocity of Ml has drifted upward over time, it does not appear to be stationary. Furthermore, formal tests indicate that the income velocity of Ml is not stationary, indicating that Ml and income, in the form of income velocity, are not cointegrated.31 In contrast, the income velocity of M2 appears to move around an unchanged mean, and formal tests suggest that M2 and income are cointegrated.32 These results have been interpreted by some as evidence against the existence of a stable long-run demand for Ml and for the existence of a stable long-run demand for M2. 33
But if Ml is the relevant measure of "money," the Fisher equation suggests that there should be at least one cointegrating relationship between Ml, its velocity, real income and the price level. The specification of tests for cointegration depend on the specification of the demand for money. Consequently, it is important to review the theory of money demand before performing tests for cointegration.
A general specification for the long-run demand for money is (29) Md = f(P,w here M and Q denote the nominal money stock and the nominal income level, respectively, P denotes the level of prices and Z denotes all other variables that affect money demandfor example, current and expected future real interest rates, the expected rate of inflation, etc. Assuming that economic agents do not suffer from a money illusion, equation 29 can be written as
That is, the demand for real money balances, m", is a function of real income, q, and some other variables. Furthermore, it is commonly assumed that the demand for money is homogenous of degree one in real income, so that equation 30 can be written as
where h(Z) is the famous k in the Cambridge cash balance equation-that is, the reciprocal of the income velocity of money. In equilibrium, the demand for real money equals the supply of real money, m', so that h(Z) is observed simply as the ratio of real money stock to real income.
The Velocity of Ml and 412
Consider now two alternative monetary aggregates, Ml and M2, in this framework, the reciprocals of their velocities can be written as (32) ml/q = hl(Z), and (33) m2/q = h2(W), respectively. The specification for M2 allows for the possibility that there are factors that affect its demand that do not affect the demand for' MI-that is, Z is a subset of IV. Since M2 is simply Ml plus some other financial assets, equation 33 can be written as (34) ml/q + nmlm2/q = hl(Z) + v(W), rhere nmlm2 denotes the real non-MI coinponents of M2 and v(W) = h2(W)-hl(Z), hereafter, called the reciprocal of NM1M2 velocity."
The above analysis has two important implications. First, because velocity is not directly and independently observable, its proxy must be specified to perform tests for cointegration. Second, if, in fact, MI and income are not cointegrated but M2 and income are, a long-run, stable inverse relationship must exist between hl(Z) and v(W). On average, movements in hl(Z) must be offset by movements in v(W), that is, hl(Z) and v(W) must be cointegrated.
A simple analysis of Ml, M2 and GNP data is consistent with this conjecture. Figures I and 2 show the observed income velocities of Ml and M2-that is, (q/ml) and (q/m2)-respectively, for the period from 1953.1 to 1988.4. Ml velocity trends upward through the early 1980s and then declines. In contrast, M2 velocity appears to cycle with no apparent trend." Also, the sharp break in the pattern of Ml velocity in the early 1980s is not as apparent in M2 velocity. Figure 3 shows the reciprocals of Ml, M2 and NMIM2 velocities. As expected, the downward trend in the reciprocal of Ml velocity through 1980 appears to be matched by an upward trend in the reciprocal of the velocity of NM1M2.aU Also, a comparison of the series in figure 3 reveals that much of the variability in the reciprocal of M2 velocity is associated with variability in the reciprocal of NMIM2 velocity, rather than variability of the reciprocal of Mi velocity.~3 4 These relationships hold for seasonally adiusted M2 as well, because Ml and the non-Ml components of M2 are seasonally adjusted separately and added together.
35 Dickey-Fuller tests cannot reject the null hypothesis of a unit root over some sample periods. Figure 2 suggests that these results are likely driven by the low power of the test against the alternative of a large, but stationary, root, Hence, one might wish to rely on his eyes rather than the formal test results. a6At a more formal level, the proposition that the decline in reciprocal of Ml velocity is just offset by the rise in the reciprocal of the velocity of NM1M2 was tested by a simple linear regression the reciprocal of NM1M2 on the reciprocal of Ml velocity and testing the null hypothesis that the coefficient is equal to -1. The estimated slope coeff icient was -1.055 with a t-statistic of -41.47. While the estimated coefficient was very close to -1, the null hypothesis was reiected at the 5 percent significance level, The t-statistic was 2.17. Nevertheless, a formal test for cointegration using an augmented Dickey-Fuller test on the residuals from this equation suggests that these variables are cointegrated. This proposition also was tested by estimating a simple linear time trend for the reciprocals of the velocities of each Ml and NM1M2 and testing the hypothesis that trends are equal and opposite in sign. The estimated trend coefficients for Ml and NM1M2 were -. 00143 and .00154, respectively, and both were statistically significant at well below the 5 percent level. But, again, despite the closeness of the estimates, the null hypothesis was rejected at the 5 percent significance level. 
Empirical Results
The empirical work is presented in two parts.
The first presents tests for cointegration using methodologies suggested by .fohansen, StockWatson and Engle-Granger. The results in this part are presented only for Ml. In the second part, the analysis is extended to a broader set of monetary aggregates using the Johansen approach. The Johansen methodology was chosen because it is based on the well-accepted jikelihood ratio principle. Moreover, recent Monte Carlo evidence by Gonzalo (1989) In the second part, the analysis is extended to other monetary aggregates. These aggregates are the adjusted monetary base (calculated by the Federal Reserve Bank of St. Louis), Ma and the non-MI component of M2, denoted NMIM2. When the monetary base is used, the ratio of currency to total checkable deposits, denoted K, is also included because it is the most important determinant of the money multiplier.~°In both parts, the income and price level measures are real GNP, q, and the GNP deflator, P, respectively-Two measures of nominal interest rates, H, are used: the three-month Treasury bill rate, R3M, and the yield on 10-year government securities, R1OY. The data consist of quarterly observations from 1953.2 to 1988.4 and all data are transformed to natural logarithms.
Tests for the Order of Integration: Before testing for cointegration, the order of integration of the individual time series must be determined. Tests for unit roots are performed on all of the data using the augmented Dickey-Fuller test with three lagged differences. The null hypothesis is that the variable under investigation has a unit root, against the alternative that it does not. The substantially negative values of the reported test statistic lead to rejection of the null hypothesis. ' The tests are performed sequentially. The first column in the top half of table I reports tests   35 For example, it is not reasonable to obtain this result by simply assuming that the monetary base is the appropriate measure for money because it is composed of currency and bank reserves.~l tis not necessary that H include variables that are not included in Z. If it does not, however, there is an identification problem. That is, one cannot tell the difference between the above model and simply treating the monetary base as the appropriate monetary aggregate. Since this possibility is difficult to conceive of, it is useful if H includes variables that are not in Z, as in our empirical work which follows.°A simple linear regression of the multiplier (or its growth rate) on K (or its growth rate) using quarterly data, mdicates that K alone explains 95 percent of the variation in the level of the multiplier. Moreover, the growth rate of K alone explains 84 percent of the variation in the growth rate of the multiplier. however, expect the power of this procedure [the trace tesi to be low, since it does not use the information that the last three eigenvalues have been found not to differ significantly from zero. Thus one would expect the maxly consistent with the hypothesis that the individual time-series are individually 1(1). Because these data appear to be stationary in first differences, no further tests are performed.
For the Johansen method, there are two test statistics for the number of cointegrating vectors: the trace and maximum eigenvalue statistics. In the trace test, the null hypothesis is that the number of cointegrating vectors is less than or equal to k, where k is 0, 1 or 2. In each case the null hypothesis is tested against the general alternative. The maximum eigenvalue test is similar, except that the alternative hypothesis is explicit. The null hypothesis k = U is tested against the alternative that k = 1, k = 1 against the alternative k=z, etc. The critical values for these tests are tabulated by Johansen and Juselius (1990) . For the trace test, the hypotheses k l and k 2 cannot be rejected for either of the two interest rates, while the hypothesis k=0 can be rejected." Consequently, we conclude that there is one cointegrating vector.
Turning to the maximum eigenvalue test, the hypothesis k = 0 is uniformly rejected in favor of the alternative k = 1. Consequently, this test indicates that real MI is cointegrated with real income and either of the two nominal interest rates. Moreover, there appears to be a single cointegrating vector. 'I'he maximum eigenvalue test of k=l vs. k=2 fails to reject the null hypothesis of k=l. Thus, there are two common trends and one cointegrating vector. The apparent nonstationarity of Ml velocity and the stationarity of M2 velocity implies that Ml and NM1M2 must have compensating nonstationary behavior. This suggests that the sum of the income elasticities or interest elasticities for Ml and NM1M2 should equal that of M2. While there are no formal tests of these cross-equation restrictions, the point estimates in table 4 indicate that, with the exception of the income elasticity when H3M is used, these restrictions do not do too much violence to the data. For the three-month rate, the sum of the interest elasticities for Ml and NM1M2 is -.15, compared with the estimated elasticity for M2 of .02; the sum of the income elasticities is 1.72, compared with an estimated income elasticity for M2 of .97. For the 10-year rate, the sum of the elasticities is -.08, compared with the estimated elasticity of -.03; the sum of the income elasticities is .92. compared with an estimated income elasticity of 1.04. Nevertheless, the fact that the hypothesis that the income elasticity is unity cannot he rejected for either Ml or M2 is troubling.
4
Ifa 10 percent significance level is used, the test indicates there are two cointegrating vectors for M2 when the 10-year bond rate is used. Although evidence concerning cointegration between real Ml interest rates and output is sensitive to the method used, the results using Johansen methodology are similar to those of Hoffman and Rasche (1989) using monthly data and the same methodology. Moreover, for the Johansen results, the hypothesis that the normalized coefficient on output is unity is not rejected using either interest rate, while the hypothesis of a zero coefficient for the interest rate is rejected for both interest rates (see 
and the Monetary Base
As was noted earlier, the monetary base must be regarded as a supply-side variable, and cointegration of the monetary base with income and interest rates arises due to the relationship between the monetary base and the relevant money stock measure. Consequently, it is necessary to include a proxy for the money multiplier in an investigation of cointegration for the monetary base. Because the primary determinant of the multiplier is the currencydeposit ratio, K, it is included along with the real monetary base, real income and an interest rate in tests for cointegration.
The results, presented in table 5, indicate that there are two cointegrating vectors linking the real monetary base, real income, the nominal interest rate and K when R3M is used, but only one cointegrating vector when B1OY is used. Because a cointegrating vector merely represents a long-run, stable relationship among jointly endogenous variables, in general, they cannot be interpreted as structural equations. Consequently, neither of the estimated cointegrating vectors necessarily represents either the long-run demand for or long-run supply of money. All that can be said is that there are two linear combinations for which the variance is bounded. Nevertheless, it is interesting to note that the second reported cointegrating vector is broadly consistent with equationÑ evertheless, because a stable long-run demand for money implies that there is a stable long-run relationship between real money, real income and either a short-or long-term interest rate. Consequently, these results are consistent with the proposition that the long-run demand for money is stable, even though they may not be estimates of the long-run money demand function itself.~°T hey also suggest that the reason M2 velocity is stable is because it includes transactions and 45 Taking the log of equation 36 and letting the money multiplier be a function of both K and the interest rate and h(Z) be solely a function of the interest rate, results in in mb = In q ÷ In h(R)-In mm (R,K), where h-c 0 and a mm/aR >0 and 3 mm/aK -< 0.
This equation implies that the long-run elasticity of In mb with respect to In q is unity, the elasticity of In mb with respect to R is negative, but, smaller than the estimate for the long-run demand for money, and that the elasticity with respect to K is negative.
46 These results are both quantitatively and qualitatively similar to those obtained by Hoffman and Rasche (1989) . Tests for cointegration among real Ml, real income and one of two interest rates using three alternative procedures show that the 4 rrhe stable long-run relationship between real income, the I real monetary base, nominal interest rates and the currency-deposit ratio, is also consistent with the idea recently put forth by McCallum (1987) results are sensitive to the method used. Nevertheless, the technique proposed by Johansen indicates that there is a single cointegrating relationship among these variables. While the cointegrating vector cannot be interpreted as the long-run demand for money, the estimated long-run income and interest elasticities are consistent with those often hypothesized and estimated for the long-run demand for money.
We also show that the hypothesized long-run relationship for the cointegrating vectors for MI, M2 and the non-Ml components of MZ, namely that the sum of the income and interest elasticities for Ml and the non-MI components of M2 equal the income and interest elasticities of M2, is supported by the data. Finally, we show that if the currency-deposit ratio is used to proxy the monetary base multiplier, the real monetary base, real income, the interest rate and the currency-deposit ratio are cointegrated.
The last two results are consistent with the notion of a stable long-run relationship between monetary aggregates and prices when both real income and nominal interest rates are taken into account. Moreover, that there appears to be a stable long-run relationship between real money, real income and nominal interest rates establishes the potential for achieving price level stability by controlling the growth rates of either Ml or the monetary base.
