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Avant Propos
L'analyse physique de nombreux phenomenes, comme la conduction de la cha-
leur ou la mecanique des milieux continus (solide ou uide), mene a des systemes
d'equations dierentielles. L'equation de Laplace regit la conduction de la chaleur,
les equations de Navier{Stockes l'ecoulement des uides en regime laminaire par
exemple. Le probleme de l'ingenieur est de trouver la solution de ces equations
pour resoudre ses problemes pratiques : epaisseur d'isolant, dimensionnement d'une
canalisation ou d'un pilier de mines, : : : Cependant, on ne sait pas, en general,
resoudre analytiquement les equations dans les cas reels. Il nous faut donc calcu-
ler une solution approchee des equations pour resoudre le probleme pratique. Le
developpement de l'informatique a permis l'emploi de modeles numeriques de plus
en plus complexes, et les numericiens assurent que la solution numerique approchee
est eectivement proche de la solution reelle. Il existe plusieurs techniques, les plus
couramment utilisees sont les dierences nies (pour simuler l'ecoulement de petrole
dans le sous{sol par exemple), les elements nis (mecanique du solide), les volumes
nis (mecanique des uides) ou les elements frontieres (conduction de la chaleur).
Ces quatre techniques s'appuient sur un me^me formalisme mathematique.
L'equation dierentielle est transformee par la technique des residus ponderes
(ou approche variationnelle, [DT84, ZT94]) ou la solution est cherchee dans un
espace de solutions admissibles tel que la formulation variationnelle soit veriee
pour toutes les fonctions d'un espace test. Cette technique a ete proposee pour la
premiere fois par Galerkin dans [Gal15]. Un choix judicieux des espaces de solutions
admissibles (H) et de test (V) permet de construire chacune des quatres methodes
citees comme le montre [DT84]. Cependant, le probleme variationnel ne se resout
facilement que lorsque les deux espaces fonctionnels sont de dimensions nies. On
doit donc souvent construire des sous{espaces de dimensions nies des espaces H
et V (respectivement H
n
et V
n
), et calculer une solution approchee de la solution
reelle dans ces sous{espaces. L'erreur sur la solution du probleme variationnel est
directement liee a la capacite de l'espace H
n
a approximer la solution. La construc-
tion de H
n
est donc un point crucial. La technique de construction de H
n
la plus
employee est l'interpolation par sous{domaines ; le choix V
n
= H
n
conduit dans ce
cas a la methode des elements nis.
Depuis le debut des annees 90, des techniques alternatives de construction de
H
n
sont en vogue. Ces techniques trouvent leurs origines a la n des annees 70 et
les principales sont les methodes meshless ou sans{maillage :
{ FDM (Finite Dierence Method), avec semis de nuds arbitraire [LO80].
{ SPH (Smooth Particle Hydrodynamics) [Luc77].
{ DEM (Diuse Element Method) [NTV92].
{ EFG (Element Free Galerkin method) [BLG94].
{ RPKM (Reproducing Kernel Particle Method) [LJZ95].
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Fig. 0.1: Du systeme physique a une solution approchee de son comportement
(d'apres [DT84]). L'approximation est le pivot qui permet de passer du probleme
continu au probleme discret que l'on sait resoudre numeriquement.
{ PUFEM (Partition of Unity Finite Element Method) [Mel95].
{ Hp{Clouds [LDT96].
{ et d'autres : : :
Toutes ces methodes s'appuient sur une partition de l'unite pour construire un
espace H
n
avec de (( bonnes )) proprietes. Dans ses travaux, Melenk [Mel95] in-
siste particulierement sur ce point pour introduire une connaissance a priori sur
la solution de l'equation a resoudre. En general, la technique sous{jacente est l'ap-
proximation diuse (ou MLS : moving least square approximation). Cette technique
a ete developpee a plusieurs reprises dans divers domaines
1
:
{ Pour l'interpolation par Lancaster et Salkauskas [LS80].
{ Pour les statistiques comme une composante de l'algorithme LOWESS [FG96].
{ Pour les equations au derivees partielles par [LO80], [Vil91] et [LJZ95].
Il existe deux formes d'approximation diuse, l'une discrete [LO80, LS80, Vil91] uti-
lisee dans les methodes FDM, DEM, EFG. L'autre continue [Vil91, LJZ95] utilisee
dans RPKM par exemple.
Le grand intere^t de l'approximation diuse est de cacher la phase de decoupage
de la geometrie (maillage) derriere la notion de partition de l'unite avec pour ob-
jectif de construire une methode aussi exible que les elements nis mais plus facile
d'emploi. Bien entendu, ces nouvelles denitions de H
n
demandent d'adapter les
1. Il semble que ces divers developpements ont ete independants.
ix
dierentes etapes et les dierents outils de construction d'un modele numerique,
comme le maillage, l'integration, ou la prise en compte des conditions aux limites.
Une grande part de l'activite de recherche du CGES
2
est basee sur la simulation
numerique de phenomenes physiques (mecanique des roches, abattage mecanique ou
par explosif par exemple). Aussi ce centre de recherche est-il un gros consommateur
de modeles numeriques et le logiciel VIPLEF concentre plus de 20 ans d'experience
dans le developpement de code elements nis. Nous avons donc decide de nous
pencher sur les nouvelles methodes de simulation en collaboration avec l'equipe de
recherche qui a developpe l'approximation diuse et les elements dius [NTV92] a
l'UTC
3
.
L'approximation diuse est le point central de la plupart des methodes, aussi
la premiere etape a ete de l'analyser. L'absence de maillage et les fonctions de
ponderation nous ont pousses a la comparer au krigeage et ses covariances gene-
ralisees. La comparaison emploie le theoreme d'equivalence splines{krigeage : on
s'appuie sur les splines et le formalisme de Wahba [Wah90] pour construire une nou-
velle methode d'approximation. L'approximation myope est une methode hybride
dont des cas particuliers sont les splines d'ajustement ou l'approximation diuse.
Ce travail s'inspire de l'article de Salkauskas [Sal92], mais nous insistons ici sur le
contexte de construction de l'interpolateur myope et les transformations necessaires
pour obtenir une interpolation locale. Les proprietes de l'approximation myope sont
etudiees et on montre qu'elle suit les me^mes schemas que l'approximation diuse
(consistance, fonctions de forme, interpolation).
Nous avons aussi etudie l'approximation diuse de type Hermite proposee pour la
premiere fois pour la prise en compte de conditions aux limites de type Neumann
dans [LDT96]. Nous montrons que cette forme de l'approximation diuse admet les
proprietes usuelles (consistance, fonction de forme, interpolation) et demontrons un
theoreme de convergence.
Dans un second temps, nous avons mis en uvre l'approximation diuse et sa
pseudo{derivation. Cette technique est tres ecace pour les lissages et derivations
numeriques comme le montre l'usage quotidien du logiciel realise adlis par les
membres du CGES. Ces resultats nous ont pousses a utiliser la pseudo{derivation et
l'approximation Hermite pour estimer la courbure de surfaces triangulees [SRSV99].
La qualite des resultats obtenus nous permet de reconna^tre un certain nombre de
surfaces elementaires gra^ce a un algorithme simple et rapide [SSRV99]. L'origina-
lite de l'algorithme tient dans l'utilisation active de la topologie (maillage) ; ceci
nous permet de specier les hypotheses sous lesquelles il reconna^t toute la surface.
Le calcul dius de la courbure est aussi a la base d'un algorithme de remaillage
[RSSV99].
Enn, nous avons developpe une methode d'integration numerique robuste pour
les equations aux derivees partielles. Comme la prise en compte des conditions aux
limites reste un probleme ouvert, nous travaillons ici en dimension 1. L'analyse
du patch test de [Lao96, Kro96] conduit a la denition d'une integration du type
Gauss ou les points d'integration sont denis comme les points de Legendre et les
poids d'integration sont calcules sur chaque support d'integration. Le schema de
base est decrit dans [BTV99c] et nous l'etendons pour le calcul de poutre sous les
hypotheses de Kirchho (la section droite reste droite) avec l'approximation diuse
de type Hermite. Ceci nous a permis de developper une librairie de simulation des
corps elances basee sur l'approximation diuse. Cette librairie est ensuite utilisee
2. Centre de Geotechnique et d'Exploitation du Sous{sol
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pour resoudre des problemes reels poses au CGES.
Les contributions a la connaissance de l'approximation diuse et son utilisation
touchent ainsi plusieurs domaines :
{ L'approximation avec la construction et l'etude de l'approximation myope,
et l'etude de l'approximation diuse Hermite.
{ La modelisation geometrique avec le calcul de courbure et l'algorithme de
reconnaissance des surfaces.
{ La construction de logiciel de simulation avec la mise en uvre pratique
(choix techniques, etude de sensibilite) du schema d'integration.
{ La simulation pratique avec la librairie poutre.
Le plan de ce memoire suit les dierentes etapes que nous venons de decrire.
Dans une premiere partie, l'approximation diuse est decrite en detail dans ses
formulations continue et discrete. Nous presentons ensuite la famille splines{krigeage
en insistant plus sur les idees a la base de ces methodes.
La seconde partie regroupe les travaux sur la methode d'approximation elle{
me^me. L'interpolateur myope est presente et permet de mieux comprendre la pro-
fonde dierence qui separe moindres carres glissants et splines. L'approximation
diuse Hermite est construite et analysee en suivant le schema de presentation de
la premiere partie.
La troisieme partie montre l'utilisation de l'approximation Hermite pour la
modelisation surfacique. Le mode de calcul de la courbure est presente et ana-
lyse. Nous developpons ensuite l'algorithme de reconnaissance des surfaces. Cette
partie contient aussi la bibliographie specique a la courbure et son utilisation pour
la reconnaissance des surfaces.
La quatrieme partie aborde les equations aux derivees partielles. Nous com-
mencons par une etude bibliographique synthetique des methodes sans maillage exis-
tantes, et degageons deux faiblesses communes a toutes les methodes : l'integration
numerique d'une part et la prise en compte des conditions aux limites d'autre part.
Nous avons choisi de nous pencher sur l'integration numerique car on peut faci-
lement tester les idees en 1d ; de plus l'etude des conditions aux limites suppose
que l'on dispose deja d'un schema d'integration performant ce qui n'etait pas le cas
avant ce travail. Nous decrivons dans un premier temps le schema d'integration et
les tests eectues. Ceci nous permet de construire une librairie pour le calcul de
corps elances et de l'appliquer a des problemes reels.
Chaque etape de cette etude a demande des developpements informatiques.
Apres trois ans de these, la librairie de recherche ressemble un peu a la tour de
Babel, mais l'experience acquise dans son ecriture nous a permis d'en extraire une
librairie d'approximation DIAM et la librairie de calcul de poutre ADHEL.
Les annexes au volume principal regroupent a la fois des resultats numeriques
(chapitres D, E, I) et quelques developpements importants (chapitres A, B, F, H,
G). L'annexe C reference les surfaces utilisees dans la troisieme partie.
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1Premiere partie
Approximation sans maillage
3Chapitre 1
Introduction
Au moment de commencer mon travail de these, une question me semblait essen-
tielle : (( Quel scientique n'a pas utilise dans son travail les mots (( interpolation )),
(( approximation )) ou ((lissage))? )) Je pense aujourd'hui que tous les scientiques
utilisent ces termes.
Ce constat laisse appara^tre combien il est dicile de donner un sens precis a
ces mots d'un emploi si courant et qui regroupent des realites dierentes selon la
discipline, et me^me parfois selon les personnes ! Il me semble donc necessaire avant
tout de faire le point sur quelques mots de vocabulaire. Les denitions qui suivent
ont pour seul but de lever toute ambigute quant a l'emploi de ces termes dans le
manuscrit.
Globale : Une propriete est globale si elle depend de tout le domaine d'etude, c'est
le cas de l'equilibre d'une structure par exemple.
Locale : Une propriete est locale si elle est veriee sur le voisinage d'un point.
Ponctuelle : Une propriete est ponctuelle si elle ne depend que d'un point de
donnees particulier. C'est le cas des criteres de plasticite usuels par exemple.
Ajustement : L'ajustement consiste a calculer les parametres d'un modele pour
qu'il decrive au mieux des mesures.
Nud : C'est un point geographique pour lequel on conna^t le champ de donnees.
Point d'evaluation : C'est un point ou l'on evalue une approximation du champ.
Un point d'evaluation peut e^tre confondu avec un nud.
Approximation : L'approximation d'un champ est une fonction qui (( ressemble ))
a ce champ. C'est{a{dire qu'elle verie un certain critere d'erreur aux nuds.
Interpolant : Une approximation est interpolante lorsqu'elle prend exactement les
me^mes valeurs que le champ aux nuds.
Lissage : Au sens strict, le lissage est la construction d'une approximation ou d'une
interpolation. Le choix de ce terme peut s'expliquer de dierentes facons,
{ le lissage, dans le sens esthetique, est la construction d'une fonction dont
la courbe est agreable a l'il (splines plaques minces).
{ le lissage, dans le sens mathematique, est la construction d'une fonction
de regularite donnee (me^me C
0
par exemple).
L'importante question qui subsiste est : (( pourquoi rechercher une fonction
lisse? )). Des elements de reponse seront proposes au long de mon expose.
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Le terme lissage prend donc une place centrale. Cependant, j'ai choisi de limiter
son emploi au minimum pour choisir des termes plus precis. De la me^me facon, il me
semble impossible de donner une liste exhaustive des utilisations d'approximation
ou d'interpolation, la gure 1.1 montre quelques exemples. Mais avant d'aller plus
loin, rappellons le postulat suivant [Mal74] :
(( il n'existe aucun procede generateur d'information ))
(( en dehors des procedes de mesures. ))
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Fig. 1.1: Exemple d'utilisation d'approximation ou d'interpolation
Faisons un rapide tour d'horizon des methodes d'approximation usuelles, an
de xer notre cadre de travail. La premiere etape est de separer deux groupes de
methodes aux objectifs dierents :
1. La construction d'ajustement.
2. La construction d'interpolation.
Ajustements
Lorsqu'on dispose de donnees abondantes, mais entachees d'erreur, on cons-
truit une courbe moyenne dans un certain sens : c'est l'ajustement. La methode
5des moindres carres est certainement la plus celebre des methodes d'ajustement. Le
principe de base en a ete propose par Gauss. Choisissons a priori une forme pour
la fonction ajustee
f(x) =
m
X
l=1
a
l
f
l
(x)
ou les fonctions de base f
l
peuvent e^tre issues d'une analyse de la physique du
phenomene ou resulter d'un choix arbitraire. Les coecients a
l
sont calcules de
facon a minimiser l'erreur d'estimation (une mesure de l'erreur d'estimation) :
E
d
=
n
X
i=1
w
i
(f(x
i
)  u
i
)
2
ou les poids w
i
sont des constantes choisies a priori. Le vecteur des a
l
qui rend
stationnaire E
d
est la solution, on le calcule par le systeme :

F
>
WF

fag = [WF ]U
ou W est la matrice diagonale des w
i
et F
il
= f
l
(x
i
). Dans la methode generale les
parametres inconnus a
l
peuvent intervenir de maniere arbitraire dans la fonction f .
C'est donc deliberement que j'ai restreint cette presentation au cas de l'ajustement
lineaire.
On peut aussi developper une theorie continue
1
en remplacant la sommation
par une integration dans le critere d'erreur
E
c
=
Z
b
a
w(t) [f(t)  u(t)]
2
dt
Sur la base des moindres carres peuvent se construire plusieurs variantes. La
premiere est l'utilisation de base de fonctions particulieres qui donnent a la matrice
A = F
>
WF une forme simple (diagonale par exemple). Les polyno^mes de Legendre
L
m
denis par
8
>
<
>
:

m
(x) =
(x
2
 1)
n
2
n
n!
L
m
(x) =
d
m
dx
m

m
(x)
comme fonctions de base sur le segment ]   1; 1[ nous permettent de construire un
systeme diagonal car ils verient la propriete
Z
1
 1
L
n
(x)L
m
(x) dx =

0 si m 6= n
2
2n+1
si m = n
Ce sont des polyno^mes orthogonaux (par construction).
Une seconde variante est l'algorithme d'ajustement Locally Weighted Scatter plot
Smoothing (LOWESS). Les constantes w
i
du critere d'erreur discret sont remplaces
par des fonctions w
i
(x) et on evalue un nouveau jeu de coecients a
l
(x) en chaque
point x. Certains arguments statistiques permettent un calcul iteratif (convergent)
des fonctions w
i
(:) pour aboutir a un (( meilleur ajustement )). C'est exactement
cette idee que nous utiliserons pour la construction de l'approximation diuse dans
le chapitre 2, mais les fonctions de ponderations w
i
seront xees a l'avance pour
assurer certaines proprietes de l'interpolant.
Nous rencontrerons aussi une seconde methode d'ajustement dans le chapitre 3
basee sur les splines (ou le krigeage).
1. Dont l'intere^t est de fournir un cadre sous-jacent au cas discret.
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Interpolation (cas lineaire)
La construction d'interpolation poursuit un but dierent. Pour commencer, il
s'applique a des types de donnees dierentes. L'ajustement permettra de tirer une
loi de donnees trop nombreuses, et bruitees, alors que l'approximation permettra
de construire des valeurs la ou le champ n'est pas connu. Dans ce cadre, on const-
ruit aussi des interpolations, ce qu'on evite dans le cadre d'ajustement. Enn la
construction d'approximation fait appara^tre un espace de travail particulier qui est
sous{jacent a de nombreuses methodes d'approximation.
Le probleme de l'approximation est de construire une fonction sur un domaine
ouvert 
, qui s'approche d'une fonction connue sur un ensemble ni de points
(x
i
)
i2I
 
, ou elle prend les valeurs (u
i
)
i2I
. Cette recherche s'eectue dans F(
)
l'ensemble des fonctions sur 
.
Pour simplier notre analyse, xons les positions des points de donnees, et pen-
chons nous sur le probleme de l'interpolation. Dans F , les fonctions susceptibles de
repondre a notre question forment l'ensemble
F
U
= ff 2 F ;8i 2 I; f(x
i
) = u
i
g
Ces ensembles sont evidement non vides pour tout vecteur de valeurs U , et sont les
classes d'equivalence associees a la relation
fRg , 8i 2 I; f(x
i
) = g(x
i
)
L'ensemble naturel de travail dans le cadre de l'interpolation est donc F=R, en-
semble de ces classes d'equivalence. Le lissage est ici le choix d'un representant
de la classe F
U
, c'est{a{dire d'une fonction particuliere interpolant les points de
donnees. Ceci implique aussi que la fonction u dont sont issues les donnees est dans
F
U
.
Pour caracteriser une methode d'interpolation, nous allons utiliser la structure
de F=R. F=R est un espace vectoriel isomorphe a l'ensemble IR
n
(ou n est le
cardinal de I) des vecteurs U par la bijection (que l'on suppose lineaire)
U  ! F
U
Ainsi la base canonique de IR
n
donne comme image par cette bijection une base
de F=R. Chaque methode d'interpolation se caracterise par le representant de ces
vecteurs, ce sont les fonctions de forme N
i
de l'interpolation. Ces fonctions par-
ticulieres sont la reponse a un dirac en x
i
de l'interpolation, et chaque interpolant
~u d'une fonction u prenant les valeurs (u
i
)
i2I
prend la forme
~u(x) =
X
i2I
N
i
(x)u
i
=< N > fUg
Notons que cette analyse est valable lorsque la construction des fonctions de forme
ne fait pas intervenir les donnees. Dans le cas du krigeage par exemple, ces fonctions
de forme sont une fonction de la covariance generalisee et des positions des points de
donnees. Ainsi, l'ajustement de la fonction de covariance sur les donnees donnera des
fonctions de forme dierentes pour chaque covariance. Ceci n'est pas incoherent avec
le developpement precedent si l'on considere que chaque ajustement de covariance
genere un nouvel interpolateur.
Interpolation polynomiale
Le cas de l'interpolation polynomiale en 1d illustre bien notre propos. Pour
chaque U xe, il existe un unique polyno^me de degre n   1 dans F
U
. Ce choix
7permet de construire une interpolation. La technique de constrution est simple, ce
polyno^me P
U
a la forme
P
U
(x) =
n 1
X
i=0
a
i
x
i
et les conditions d'interpolation forment le systeme
[A] fag = U
ou
A =
2
6
6
6
4
1 x
1
: : : x
n 1
1
1 x
2
: : : x
n 1
2
.
.
.
.
.
.
1 x
n
: : : x
n 1
n
3
7
7
7
5
est la matrice de Van der Monde associee aux points x
1
; : : : ; x
n
inversible des que
ces points sont distincts. On peut donc calculer P
U
pour tout U .
La construction des fonctions de forme associees a l'interpolation polynomiale
nous amene naturellement aux polyno^mes de Lagrange
L
i
(x) =
Q
j 6=i
(x   x
j
)
Q
j 6=i
(x
i
  x
j
)
qui prennent la valeur 1 en x
i
et 0 pour tous les autres points de donnees. Le
polyno^me P
U
s'ecrit immediatement sous la forme
P
U
(x) =
X
i2I
L
i
(x)u
i
On retrouve ici l'idee des fonctions orthogonales, ou l'on resout une fois pour toutes
le systeme de construction de l'interpolation.
Le probleme principal de la methode que nous venons d'exposer appara^t lors-
qu'on doit traiter un grand volume de donnees. De nombreux calculs numeriques
sont necessaires, qui peuvent devenir instables lorsque deux points de donnees sont
proches. On peut aussi remarquer que les fonctions de forme associees presentent
de tres grandes oscillations. Cette interpolation est aussi une interpolation globale,
et on prefere des interpolations locales pour resoudre des equations dierentielles
(quatrieme partie).
Interpolation par sous{domaines
L'interpolation polynomiale soure de deux problemes principaux : elle est glo-
bale, elle est instable des que le nombre de points de donnees devient important.
L'interpolation lineaire par morceaux qui est continue et denie naturellement (on
relie les points de donnees par une droite), donne une piste. Les splines cubiques
donnent aussi une interpolation de ce type : ils sont composes d'arcs de polyno^mes
de degres trois sur les segments reliant deux points de donnees successifs, et se
raccordent de facon C
2
sur les points de donnees. Mais l'interpolation spline est glo-
bale. Une methode pour rendre l'interpolation polynomiale locale est basee sur un
decoupage de 
 en parties elementaires 

e
sur lesquelles on calcule une interpola-
tion respectant des conditions de raccordement a la frontiere. Cette transformation
de l'interpolation polynomiale introduit de facon naturelle l'interpolation par sous{
domaines.
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Fig. 1.2: Interpolant polynomial pour cinq points de donnees. Polyno^mes de La-
grange associes (L
4
et L
5
sont symetriques de L
2
et L
1
respectivement).
Une triangulation Fonction de forme
Fig. 1.3: Une triangulation appuyee sur des point de donnees. Courbe de niveau
d'une fonction de forme ; le passage d'un element a son voisin fait appara^tre une
discontinuite de la pente.
En 2d, on peut par exemple generer une triangulation appuyee sur les points
de donnees. Sur chaque element T
ijk
de sommet x
i
; x
j
; x
k
, on construit une inter-
polation, par exemple lineaire (voir la gure 1.3). Cette construction assure une
interpolation continue, mais dont les derivees sont constantes par morceaux.
Il existe d'autres types d'elements qui sont plus ou moins modulables et qui
permettent de prendre en compte la geometrie de 
 avec des techniques dierentes.
Le principal probleme de ce type d'interpolation est la construction d'interpolant a
haut degre de regularite. Par exemple, la construction d'une surface 3d C
2
sur une
triangulation demande l'emploi de 27 points supplementaires (points de Bezier) et
de fonctions rationnelles de degre 9 sur 4 (voir [CS97]) !
Ce probleme de regularite des interpolations par sous{domaine trouve une so-
lution plus simple lorsqu'on travaille sur des domaines rectangulaires. Il est alors
possible d'ecrire que l'interpolant est le produit tensoriel des interpolations 1d sur
les co^tes du rectangle. Ce cas est cependant beaucoup trop particulier pour e^tre
satisfaisant. Un premier pas vers des interpolants plus reguliers peut e^tre franchi
avec l'interpolant de Sibson [Sib81].
9L'interpolant de Sibson s'appuie sur la notion de voisins naturels. Deux points
sont des voisins naturels si leurs cellules de Vorono d'ordre 1 sont adjacentes. L'in-
terpolation en x s'ecrit comme une combinaison lineaire des valeurs aux voisins
naturels x
i
du point x, (nous noterons V
n
(x) l'ensemble des voisins naturels de x).
Les ponderateurs sont les (( coordonnees naturelles )) du point x.
Pour denir les cordonnees naturelles, introduisons quelques notations. La cellule
de Vorono d'ordre 1 associee au nud i est notee V
i
lorsqu'on ne prend pas en
compte le point x, et V
x
i
lorsqu'on le prend en compte. La coordonnee naturelle de
x par rapport a i est le rapport des surfaces (volumes) de V
x
x
\V
i
= V
i
 V
x
i
et V
x
x
,
nous la noterons 
i
(x). Nous avons donc nalement l'approximation
~u(x) =
X
i2V
n
(x)

i
(x)u
i
La gure 1.4 illustre cette construction.
1
2
3
45
V1 V2
V3
V4
V5
1
2
3
45
V1 V2
V3
V4
V5
x
Cellules de Vorono des V
x
x
: cellule de Vorono
points de donnees du point d'evalutaion x
Fig. 1.4: La fonction de forme 
2
est egale au rapport de la surface grisee V
x
x
\ V
2
et de la surface de la cellule de Vorono V
x
x
associee a x.
L'approximation de Sibson verie les proprietes suivantes :
{ 8i; j 2 I; 
i
(x
j
) = 
j
i
, l'approximation de est interpolante.
{ L'interpolant est consistant d'ordre 1, c'est{a{dire
8x 2 

8
>
<
>
:
P
i2V
n
(x)

i
(x) = 1
P
i2V
n
(x)

i
(x)x
i
= x
{ L'interpolant est local.
{ L'interpolant est C
1
partout sauf aux points de donnees ou il n'est que continu
(d'apres [Suk98]).
Notons qu'il existe des techniques adaptees basees sur la triangulation de De-
launay qui permettent un calcul rapide des fonctions de forme 
i
. Ces techniques,
comme celles de maillage restent complexes. Enn, une forme C
1
de l'interpolation
de Sibson a ete proposee dans [Far90].
Ce premier pas vers des interpolants de grande regularite est tres encourageant.
On retiendra surtout l'idee de base qui permet de construire l'interpolant de Sibson :
on s'appuie sur une relation de voisinage entre les nuds. Cependant les fonctions de
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forme de Sibson ont des supports tres complexes : c'est la reunion des disques denis
par le nud et deux de ses voisins naturels (c'est{a{dire la reunion des disques cir-
conscrits aux triangles de Delaunay dont le nud est un sommet) comme le montre
la gure 1.5. Or nous verrons dans le chapitre 1 de la quatrieme partie que l'on
cherche aussi des supports de fonctions de forme tres simples (pour l'integration).
L'etape suivante est donc la construction d'interpolation qui conserve les points
forts de l'interpolant de Sibson (relation de voisinage, regularite) et qui permet de
choisir les supports des fonctions de forme.
  
  


Fig. 1.5: Diagramme de vorono et support de la fonction de forme associee au nud
central. Le support de la fonction de forme est l'interieur de la frontiere tracee en
gras.
Interpolation de type Hermite
Nous n'avons aborde jusqu'ici que le probleme d'approximation de valeurs d'une
fonction u echantillonnee aux nuds x
i
. Il arrive parfois (en geologie par exemple)
que l'on dispose aussi de donnees dierentielles (les pendages). En 1d, si les valeurs
u
i
et les derivees v
i
sont connues en tous les nuds, l'interpolation de Hermite
permet de construire l'interpolation Q
U
.
Comme dans le cas de l'interpolation Lagrangienne, on prefere travailler par
sous{domaines pour limiter le degre des polyno^mes. Ainsi, sur chaque segment
[x
i
; x
i+1
] de demi{longueur l ramene sur [ 1; 1] lineairement, on a
Q
U
() = u
i
N
1
() +
v
i
l
M
1
() + u
i+1
N
2
() +
v
i+1
l
M
2
()
Q
0
U
() = lu
i
N
0
1
() + v
i
M
0
1
() + lu
i+1
N
0
2
() + v
i+1
M
0
2
()
et les fonctions de forme de l'interpolation Hermite 1d sont denies par :
N
1
() =
1
4
(
3
  3 + 2)
M
1
() =
1
4
(
3
  
2
   + 1)
N
2
() =
1
4
( 
3
+ 3 + 2)
M
2
() =
1
4
(
3
+ 
2
     1)
Ce type d'interpolation est utile pour traiter des problemes faisant intervenir des
derivees elevees (calcul de poutre sous les hypotheses de Kirchho par exemple).
L'interpolateur (( ideal ))
Nous sommes maintenant en mesure de decrire une technique d'approximation
(( ideale )) qui serait :
{ facile d'emploi (peu de calcul),
11
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Fig. 1.6: Interpolation Hermite : me^me valeurs et deux derivees dierentes aux
nuds 2 et 3.
{ adaptable (calcul d'interpolation, d'approximation et d'ajustement),
{ exible (prise en compte de donnees dierentielles).
{ locale et dont les supports des fonctions de forme sont simples,
{ aussi reguliere que l'on veut, et avec des irregularites localisees (ligne de
discontinuite),
{ independante de la dimension de l'espace geometrique,
Nous allons montrer que l'approximation diuse se rapproche d'une telle methode
d'approximation ideale.
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Chapitre 2
Approximation Diuse
La methode d'approximation que nous allons decrire dans ce chapitre semble
avoir ete revisitee plusieurs fois. Le premier article est celui de Lancaster et Sal-
kauskas [LS80], puis Villon dans [Vil91] propose le formalisme continu et decline le
formalisme discret propose par [LS80].
Apres avoir xe le vocabulaire et quelques notations, nous decrivons le lisseur
continu en suivant la presentation de Villon puis le lisseur discret en suivant le
me^me cheminement que precedemment et en nous appuyant sur les travaux de
Guyon [Guy95a] et [Guy95b].
Nous rappelons le theoreme de convergence dans les deux cas. Ceci permet de
montrer que la correspondance entre la fonction approximee u et l'approximation ~u
est continue. Comme l'approximation diuse est consistante, on peut alors appliquer
les resultats generaux d'approximation dans les espaces de Sobolev (voir par exemple
[RT98, DO96]).
2.1 Denitions et notations
Cette premiere partie a pour objectif de xer le vocabulaire et les notations.
Nous introduirons aussi la notion de fonction d'attenuation, qui est centrale, ainsi
que la forme generale des operateurs de lissage qui seront etudies.
Dans la suite on travaillera dans IR, mais la plupart des resultats sont facilement
transposables a IR
d
. Il en sera fait mention explicitement dans le cas contraire.
L'espace des polyno^mes de degre inferieur ou egal a m sur IR est P
m
.
L'ensemble C
r
(IR) est l'ensemble des fonctions continues d'ordre r sur IR, et
L
q
(IR) l'ensemble des fonctions de puissance q sommable.
2.1.1 Operateurs de Lissage
Les deux operateurs que nous allons rencontrer dans cette presentation font
partie de la classe d'applications suivante :
L
2
(IR)  ! C
r
(IR)
u  ! ~u
avec 8x 2 IR; ~u(x) = hp(x)ifa(x)g ou hp(x)i est une base de l'espace P
m
et fa(x)g
minimise un certain critere E
x
(fag).
La dierence entre les deux operateurs tient dans le critere E , qui peut avoir une
forme continue ou discrete. L'operateur continu, dont la presentation est inspiree de
[Vil91] ore un cadre theorique sous-jacent a l'operateur discret utilise en pratique.
Le lien entre ces deux operateurs peut e^tre vu de deux facons dierentes, d'une
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part, le lisseur discret est considere comme la forme discretisee du lisseur continu
[LLB96], d'autre part, le lisseur discret est la transcription discrete de la forme
continue [Vil91]. C'est dans la deuxieme optique, que nous nous placerons.
2.1.2 Fonction d'attenuation ou d'inuence
La fonction d'attenuation fait partie des parametres essentiels de l'approxima-
tion diuse. Elle va en particulier gouverner la regularite de la fonction lissee. Son
ro^le est d'attenuer la contribution de chaque point (dans le calcul de l'approxima-
tion) lorsque l'on s'en eloigne.
Denition 1 w est une fonction d'attenuation de regularite r et d'ordre m, si
et seulement si
(i) w 2 C
r
(IR) \ L
2
(IR)
(ii) 8x 2 IR; w(x)  0
(iii)
R
IR
w(x)dx = 1
(iv) 8P 2 P
m
; w
1=2
P 2 L
2
(IR)
La propriete (iii) n'est pas essentielle dans cette denition, car c'est une simple
normalisation. La propriete (iv) en revanche est tres importante, car elle nous per-
mettra de fabriquer notre operateur de lissage (elle est necessaire pour l'existence
de E(fag)).
Enn, la propriete (ii) assure que la forme bilineaire :
hf jwjgi =
Z
IR
f(x)w(x)g(x)dx
est bien un produit scalaire sur l'espace des polyno^mes, et ainsi l'unicite du vecteur
fag minimisant E (voir equation (2.2)). On peut la remplacer par une hypothese
moins forte (ii') qui donne les me^mes proprietes :
(ii
0
)8P 2 P
2m+2
;

R
IR
P
2
(x)w(x)dx = 0) P = 0
R
IR
P
2
(x)w(x)dx  0
:
On introduit aussi un parametre de reglage  qui aura une grande importance
pour la convergence de l'approximation.
Denition 2 Soit  le rayon d'inuence et la fonction w

denie par
w

: x  !
1

w(
x

)
Comme son nom l'indique,  mesure la distance caracteristique de l'inuence
du point x.  peut e^tre une fonction de x si l'on veut scruter plus particulierement
une zone limitee.  est l'analogue de la dimension caracteristique des mailles dans
l'interpolation par sous{domaines.
Denition 3 Une fene^tre de reference w
ref
est une fonction veriant les pro-
prietes (i), (ii) et (iv) de la denition 1.
En pratique, les fonctions d'attenuation sont construites par normalisation (pro-
priete (iii)) de fene^tre de reference. La plus naturelle est la fonction de Gauss
w
ref
(x) = e
 3x
2
, mais on lui prefere des fonctions de support borne, comme :
{ exponentielle tronquee w
ref
(x) =

e
 x
2
 
1
e
; jxj < 1
0 sinon
2.2. LISSAGE PAR MOINDRES CARR

ES { CAS CONTINU 15
{ spline cubique w
ref
(x) =
8
<
:
2
3
  4x
2
+ 4x
3
; jxj <
1
2
4
3
  4x+ 4x
2
 
4
3
x
3
;
1
2
< jxj < 1
0 sinon
{ spline quartique w
ref
(x) =

1  6x
2
+ 8x
3
  3x
4
; jxj < 1
0 sinon
{ fene^tre de Schwartz w
ref
(x) =
(
exp

x
2
x
2
 1

; jxj < 1
0 sinon
Le choix de w
ref
n'a ete aborde que dans le cadre RKPM et il est base sur une
analyse frequentielle (transformee de Fourier, voir chapitre 1, partie IV).
2.2 Lissage par moindres carres { Cas continu
Cette partie propose la description du lisseur continu en cinq etapes
1. Denition du critere d'erreur E ,
2. Construction d'une forme equivalente,
3. Enonce de proprietes,
4. Denition de la pseudo{derivation,
5. Enonce d'un theoreme de convergence.
2.2.1 Operateur 
Le critere que nous allons utiliser pour l'operateur  est le suivant :
E

x
(fag) =
1
2
R
IR
w

(x  y)(u(y)  hp(y)ifag)
2
dy
=
1
2
haiA(; x)fag   hb(; x)ifag+R(; x)
avec
8
<
:
A(; x) =
R
IR
w

(x  y)fp(y)ghp(y)idy matrice m+ 1m+ 1
b(; x) =
R
IR
w

(x  y)fp(y)gu(y)dy vecteur m+ 1 lignes
R(; x) =
1
2
R
IR
w

(x  y)u
2
(y)dy
(2.1)
Il mesure une certaine norme de l'erreur commise en utilisant ~u comme approxi-
mation de u. L'idee de base d'un tel critere est de choisir les points qui seront
consideres comme importants pour le calcul de l'erreur au point x via la fonction
w

.
On peut montrer que ce critere denit un unique vecteur a

a chaque x xe sous
les hypotheses de denition de la fonction d'attenuation (voir [Vil91]). La propriete
(iv) assure l'existence de E , et (ii) l'existence et l'unicite d'un minimum.
Propriete 1 a

est solution du systeme d'optimalite
A(; x)fag = b(; x): (2.2)
Ceci denit l'approximation diuse dans le cas continu.
Denition 4 L' approximation diuse (cas continu) de u est denie par
~u(x) = hp(x)ifa

(x)g (2.3)
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Propriete 2
8u 2 L
2
(IR); ~u 2 C
r
(IR) (2.4)
C'est en eet la regularite de la fonction w (et non celle de la fonction approximee)
qui donne celle de la fonction approximante.  est donc bien un lisseur.
La fonction approximante que nous cherchons, ~u(x) = hp(x)ifa(x)g est un
developpement de u selon la base de polyno^mes que nous nous sommes xee. En
0, ce developpement nous rappelle celui de Taylor{Lagrange. C'est pourquoi nous
allons nous pencher sur l'expression centree de .
2.2.2 Expression centree
On peut donner une formulation equivalente a la denition de , en utilisant la
nouvelle fonction de cou^t
E
c
x
(fg) =
Z
IR
w

(x  y)(u(y)  hp(x   y)ifg)
2
dy
[Vil91] montre que, si f

g = argmin(E
c
x
) et fa

g = argmin(E

x
) alors
E
c
x
(f

g) = E

x
(fa

g) et
~u(x) = 

0
(x)
(2.5)
avec 

0
= h1; 0; : : : ; 0ifg et ce lorsque P
m
est muni de la base canonique
h1; : : : ;
x
m
m
i. Si u 2 L
2
(IR), la minimisation de E
c
x
amene au systeme
A()fg = fb(; x)g ou
A() =
R
IR
w

(y)fp(y)ghp(y)idy
b(; x) =
R
IR
w

(y   x)fp(y   x)gu(y)dy
qui nous donne fg,
f(x)g =
Z
IR
w

(y   x)A
 1
()fp(y   x)gu(y)dy
=
Z
IR
K(; x  y)u(y)dy (2.6)
et
~u(x) =
Z
IR
K(; x  y)u(y)dy (2.7)
avec
K(; x) = w

(x)A
 1
()fp(x)g (2.8)
K(; x) = h1; 0 : : :0iK(; x) (2.9)
Ceci prouve que  est un operateur de convolution (et donc lineaire), et ouvre
une porte vers les methodes spectrales. En particulier, les parametres x et  nous
rappellent les translations et les dilatations des ondelettes. Nous retiendrons la
propriete suivante.
Propriete 3 Les criteres E

x
et E
c
x
construisent le me^me operateur.
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2.2.3 Proprietes
Propriete 4 Les elements de P
m
sont invariants par .
si P 2 P
m
alors 8x 2 IR; P (x) = hp(x)ifa
P
g et il sut de prendre fag = fa
P
g qui
annule E

x
pour tout x dans IR.
Denition 5 On dit que l'approximation diuse continue est consistante d'ordre
m.
L'invariance des polyno^mes par  nous invite a nous pencher de plus pres sur
les autres fonctions reproduites par K, c'est{a{dire l'ensemble
H
K
= ff 2 L
2
(IR); f =
Z
IR
K(; x  y)f(x)dxg
Nous pouvons montrer que H
K
admet les proprietes suivantes
{ H
K
 C
r
(IR), car il est compose d'images de ,
{ P
m
 H
K
, car les polyno^mes sont stables par .
En revanche, le noyau K n'appartient pas toujours a H
K
. Prenons l'exemple de
la fonction d'attenuation
w(x) =
e
 x
2
p

et les parametres hp(x)i =

1,  = 1. On montre facilement que K = w et w = v
avec v(x) = e
 x
2
=
p
2. Donc K 6= K. Ceci implique que l'on n'a pas toujours
K 2 H
K
.
Propriete 5 L'operateur  est continu sur l'espace de fonctions
U = fu 2 C
m+1
(IR); u
(k)
2 L
2
(IR);8k 2 [[0;m+ 1]]g
Voir [Vil91].
2.2.4 Pseudo{derivation
Si u 2 C
m+1
(IR), on peut ecrire son developement de Taylor{Young au voisinage
du point x,
u(y) =
m
X
i=0
(y   x)
i
i!
u
(i)
(x) +O((x   y)
(m+1)
)
Or la minimisation de E
x
revient a chercher la courbe polynomiale la plus proche
de y = u(x), c'est{a{dire qu'au voisinage de x on ecrit
~u(y) =
m
X
i=0
(y   x)
i
i!


i
(x)
Ces deux formules nous invitent a identier terme a terme pour denir la pseudo{
derivation.
Denition 6 La pseudo-derivee d'ordre i de ~u est denie par

i
~u
x
i
(x) = 

i
(x) (2.10)
Cette denition appelle deux remarques,
1. La pseudo-derivation ne verie pas la propriete D(uv) = uD(v) +D(u)v, ce
qui justie le terme (( pseudo )) (voir gure 2.3 dans le cas discret).
2. On peut se demander si les pseudo{derivees representent bien les derivees de
u ; ce qui nous amene a la convergence du lisseur .
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2.2.5 Convergence
Je me contenterai ici d'enoncer le theoreme de convergence de l'operateur  et
de donner un rapide commentaire.
Theoreme 1
8u 2 U ;8 k 2 [[0;m]]; 9M
k
> 0; 8x 2 IR;





k
~u
x
k
 
d
k
u
dx
k

(x)





m+1 k
(m+1)!
M
k
(2.11)
La norme de l'erreur fait bien intervenir les deux aspects principaux du lisseur que
nous venons de presenter par le terme 
m+1 k
.  represente la portee des fonctions
d'attenuation (comportement de type h) et m + 1 l'ordre de la base polyno^miale
(comportement de type p).
Si  n'est pas constant, alors sous l'hypothese supplementaire (x) 2 C
0
(IR) \
L
1
(IR) et (x) > 0, le theoreme precedent reste valide, a condition de remplacer 
par (x).
2.2.6 Reproducing Kernel Particle
Il existe d'autre forme de lissage par convolution. L'une d'entre elle est la
methode dite reproducing kernel particle qui aboutit au me^me genre de noyau que
l'approximation diuse. La construction est cependant dierente et basee sur la
consistance de l'approximation [LJZ95] (on utilise ici la formulation proposee dans
[LHCG97]). On cherche a construire une approximation de type convolution
~u(x) =
Z
IR
u(y)



(x; x   y) dy
sous conditions de consistance de degre m, ce qui peut s'ecrire
8k 2 [[0;m]];
Z
IR
y
k



(x; x  y) dy = x
k
et de facon equivalente en formulation centree (
j
i
symbol de kronecker).
8k 2 [[0;m]];
Z
IR
(y   x)
k



(x; x   y) dy = 
k
0
On pose a priori la forme du noyau comme le produit d'une fonction d'attenuation
et d'un polyno^me a coecients variables, soit



(x; x   y) =
 
m
X
k=0
b

k
(x)

x  y


k
!
w

(x   y)
et les coecients b

k
(x) sont calcules de facon a satisfaire les conditions de consis-
tance. Ceci conduit a un systeme lineaire A(x)fb

(x)g = e
1
ou A(x) a le me^me
sens que precedement. On aboutit nalement a des proprietes semblables a celle
de l'approximation diuse avec une fonction de correction dierente
1
. L'expression
reproducing kernel est utilisee car on a corrige le noyau pour reproduire exactement
les polyno^mes. Ceci ne doit pas e^tre confondu avec les espaces de Hilbert a noyau
reproduisant que nous verrons plus loin.
1. Le lien RKPM{approximation diuse est eclairci page 144 et 224
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2.3 Lissage par moindres carres { Cas discret
L'operateur que nous venons de presenter n'est pas adapte a des donnees nodales.
Villon, dans [Vil91], montre qu'il est possible de le construire dans l'espace D
0
des
distributions, mais prefere s'interesser au cas discret. La partie precedente garde
pourtant son intere^t, pour deux raisons :
1. Elle donne le cadre continu sous{jacent au cas discret.
2. De nombreuses similitudes rapprochent les deux operateurs.
Trois presentations du lisseur discret existent dans la litterature, les pionniers
sont Lancaster et Salkauskas [LS80], puis Villon dans [Vil91], et enn l'equipe Be-
lytschko qui presente pour la premiere fois le lisseur discret dans [TBB94]. Ces
dierentes presentations semblent e^tre independantes ; l'objectif poursuivi et la
presentation sont dierents :
{ Lancaster et Salkauskas utilisent le lisseur pour generer des surfaces.
{ Villon developpe le lisseur continu, puis utilise le lisseur discret dans le for-
malisme de Galerkin pour resoudre des equations aux derivees partielles.
{ Belytschko propose uniquement le lisseur discret dans le formalisme de Galer-
kin [BLG94]. Puis dans [LLB96], donne une presentation du cas continu. Ces
travaux recoupent largement ceux de Villon.
Cette partie reprend le plan de la precedente auquel on a du^ ajouter une legere
introduction et un developpement concernant le caractere interpolant de l'approxi-
mation avant d'en decrire les proprietes. Le cheminement est donc le suivant
2
1. Introduction
2. Denition de E discret
3. Forme interpolante
4. Forme centree
5. Proprietes
6. Pseudo-derivation
7. Convergence
2.3.1 Introduction
Nous denissons de nouveau un lisseur, mais l'ensemble de depart est maintenant
dierent puisqu'on s'interesse a une fonction connue en des nuds seulement. Nous
noterons (x
i
)
i2I
un ensemble ni de points d'un ouvert 
 de IR, et une fonction w
de 
  
 dans IR
+
. En pratique, la fonction w a la forme w(x; y) = w
ref
(
jjx yjj
(x)
),
ou x et y peuvent e^tre interchanges. La fonction u que nous cherchons a approximer
prend les valeurs u
i
aux points x
i
. Nous retrouvons donc le cadre de l'introduction.
Denition 7 Les notations suivantes seront utilisees dans la suite
1. I(x) = findice des nuds voisins de xg = fi 2 I; w(x; x
i
) 6= 0g est la liste
d'inuence du point x et chaque nuds x
i
; i 2 I(x) est un nud d'in-
uence de x.
2. les parties ajoutees sont en italiques
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2. V
i
est la zone d'inuence de x
i
, ou V
i
= supp(w(:; x
i
)), et
3. P
K
= fx; I(x) = Kg l'element dius associe aux nuds fx
i
g
i2K
.
L'ensemble des P
K
non vides forme un pavage de [
i2I
V
i
, car pour K xe, P
K
=
\
i2K
V
i
. On a aussi la propriete
i 2 I(x) , x 2 V
i
(2.12)
Les denitions 1. et 2. utilisent pleinement la double interpretation de la fonction
w(:; :) ; d'une part (1.) on xe x et on considere la fonction w
x
(x
i
), d'autre part
(2.), on xe i et on considere la fonction w
i
(x). Enn, la propriete 2.12 lie ces deux
interpretations de w(:; :).
xx1 x2 x3 x4
w(x,.)
x1 x2
P(1,2)
V1
w(x-x1)
w(x-x2)
(a) w(x; :) (b) w(:; x
i
)
Fig. 2.1: Dualite de la fonction w(:; :) : (a) On considere la fonction i  ! w
x
(x
i
)
pour denir I(x) = f2; 3g (b) La fonction de ponderation associee a x
i
denit son
support V
i
lorsque le point d'evaluation x bouge.
Denition 8 On dit qu'un ensemble de points est P
k
{unisolvant s'il admet un
sous{ensemble de points sur lequel l'interpolation polynomiale (au sens des moindres
carres) d'ordre k existe et est unique.
Cette notion est utile pour assurer l'existence de l'approximation ; [ST81] etudie
quelques cas particuliers.
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 
 


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 
 
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

 
 
 



 
 


  
  


  
  


 
 
 



(a) (b)
Fig. 2.2: Cas de nuage (a) non P
1
{unisolvant (b) non P
2
{unisolvant pour IR
2
Hypothese 1 Dans la suite on considere un semis de points qui verie la pro-
priete :
8x; fx
i
; i 2 I(x)g est P
m
{unisolvant (2.13)
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2.3.2 Lisseur discret
Le critere E discret peut e^tre deni a partir des elements introduits dans la
partie precedente comme
Denition 9
E
x
(fag) =
X
i2I(x)
w(x; x
i
)(u
i
  hp(x
i
)ifag)
2
Notons U le vecteur des valeurs nodales de u,
P =
2
6
4
p
1
(x
1
) : : : p
m
(x
1
)
.
.
.
.
.
.
.
.
.
p
1
(x
n
) : : : p
m
(x
n
)
3
7
5
et
W (x) =
2
6
4
w(x; x
1
) 0
.
.
.
0 w(x; x
n
)
3
7
5
Le vecteur fag est solution de
A(x)fag = fb(x)g avec
A(x) = P
>
W (x)P
b(x) = P
>
W (x)U
(2.14)
Denition 10 L' approximation diuse ~u de u s'ecrit
~u(x) = hp(x)i[A(x)]
 1
P
>
W (x)U (2.15)
Propriete 6 Sous l'hypothese d'unisolvance (2.13), la matrice A(x) est bien inver-
sible, et l'approximation ~u de u existe.
L'approximation diuse est construite par ajustements locaux par moindres carres,
elle n'interpole donc pas dans le cas general les donnees u
i
. Cette propriete demande
de modier la fonction w.
2.3.3 Interpolation
Revenons au systeme d'optimalite au point x,
h
P
i2I(x)
w(x; x
i
)p(x
i
)p
>
(x
i
)
i
fag =
n
P
i2I(x)
w(x; x
i
)p(x
i
)u(x
i
)
o
En designant par x
j
le plus proche voisin de x, nous ecrivons le systeme sous la
forme equivalente
h
P
i2I(x);i 6=j
w(x; x
i
)p(x
i
)p
>
(x
i
)
i
fag+

w(x; x
j
)p(x
j
)p
>
(x
j
)

fag
=
n
P
i2I(x);i 6=j
w(x; x
i
)p(x
i
)u(x
i
)
o
+ w(x; x
j
)p(x
j
)u(x
j
)
Notons A
j
et b
j
les matrices suivantes,
A
j
(x) = [
P
i2I(x);i 6=j
w(x; x
i
)p(x
i
)p
>
(x
i
)]
b
j
(x) = [
P
i2I(x);i 6=j
w(x; x
i
)p(x
i
)u
i
]
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et (x) deni par
(x) = w(x; x
j
)(p
>
(x
j
)fag   u
j
)
le systeme d'optimalite se transforme en

A
j
(x) p(x
j
)
p
>
(x
j
)  
1
w(x;x
j
)

a


=

b
j
(x)
u
j

(2.16)
Si l'on modie la fonction poids w(x; x
j
) pour que lim
x!x
j
w(x; x
j
) = +1, le
systeme en x
j
s'ecrit

A
j
(x) p(x
j
)
p
>
(x
j
) 0

a


=

b
j
(x)
u
j

(2.17)
qui est le systeme d'optimalite auquel on a ajoute la contrainte d'interpolation au
noeud x
j
.
Propriete 7 Si la fonction w(:; :) veriant
(i) lim
x!x
i
w(x; x
i
) = +1
(ii) supp( w(:; x
i
)) = supp(w(:; x
i
))
(iii) w(:; x
j
) 2 C
m
(
  fx
j
g)
est utilisee comme fonction d'attenuation, l'operateur que nous construisons calcule
une interpolation.
Le choix w =
w
1 w
assure les proprietes precedentes. Les proprietes de l'approxima-
tion se transposent automatiquement a l'interpolation. Dans la suite, nous utilise-
rons le terme approximation de facon generique, et le terme interpolation pour le
cas interpolant.
On peut aussi remarquer que cette facon de rendre interpolante l'approximation
diuse par une contrainte progressive peut e^tre generalisee a d'autres cas. C'est
le cas par exemple pour le respect de frontieres par l'approximation diuse (voir
[Guy95a]).
2.3.4 Forme centree, proprietes
En suivant la presentation de l'operateur continu, on montre que l'expression
centree (avec la base h1; x;
x
2
2
; : : : i) :
~u(x) = hp(x  x
i
)if(x)g
E
c
x
(fg) =
P
i2I(x)
w(x; x
i
)(u
i
  hp(x   x
i
)if(x)g)
2
est equivalente a la precedente. Cette propriete est importante de plusieurs points
de vue,
{ c'est sous la forme centree que s'apprehende le mieux la convergence de l'ap-
proximation,
{ une forme centree est plus stable numeriquement,
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Nous noterons P (x) la matrice des polyno^mes centres
2
6
4
p
1
(x  x
1
) : : : p
k
(x  x
1
)
.
.
.
.
.
.
.
.
.
p
1
(x  x
n
) : : : p
k
(x  x
n
)
3
7
5
pour ecrire l'approximation diuse
~u(x) = h1; 0 : : :0i[A(x)]
 1
P (x)
>
W (x)U = 

0
(x)
Propriete 8 L'approximation diuse admet les proprietes suivantes :
1. L'approximation diuse est consistante d'ordre m.
2. L'approximation diuse (au sens de l'application u  ! ~u) est lineaire et
continue.
3. La fonction ~u a la me^me regularite que la fonction w.
Ces proprietes se demontrent de la me^me facon que dans le cas continu.
2.3.5 Pseudo{derivation
En nous basant sur la me^me remarque que dans le cas continu, nous denissons
la pseudo{derivation de la facon suivante
Denition 11

k
~u
x
k
(x) = h
d
k
p
dx
k
(x)ifa(x)g = 

k
(x) (2.18)
La gure 2.3 illustre l'appellation pseudo{derivation.
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b
c
Fig. 2.3: Calcul de la pseudo{derivee de f(x) = u(x)v(x) ou u(x) = x
2
et v(x) =
sin(x=3). (a) Calcul a partir des valeurs de f aux points d'abscisses entieres, (b)
On calcule les pseudo{derivees de u et v separement, puis on applique la formule
de derivation des produits f
0
= u
0
v + uv
0
, (c) derivee reelle.
Dans le cas de l'interpolation, on conserve les proprietes de continuite et de
consistance de l'approximation diuse. Cependant, une propriete supplementaire,
relative aux derivees diuses appara^t.
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Propriete 9 Si les fonctions denies par w
j
(x) = w(x; x
j
), verient la propriete
l 2 IN; l  k
8i 2 [[1; l]]; w
(i)
j
(x
j
) = 0
w =
w
1 w
alors on a l'egalite
8i 2 [[0; l]]; hp(x
j
)ifa
(i)
(x
j
)g = 0
Commencons par demontrer le lemme de calcul suivant,
Si w =
w
1 w
alors
 
 1
w

(i)
=
P
j
a
i
j
Q
i
p=1
w
(
i
jp
)
w
i+1
ou
P
i
p=1

i
jp
= i;8j
Le resultat s'obtient par recurrence sur i. En eet, la propriete est vrai a l'ordre 0,
et si elle l'est a l'ordre i, alors
 
 1
w

(i+1)
=

P
j
a
i
j
Q
i
p=1
w
(
i
jp
)

0
w
i+1
 iw
i
w
0

P
j
a
i
j
Q
i
p=1
w
(
i
jp
)

w
2i+2
=
w
i

P
j
a
i
j
Q
i
p=1
w
(
i
jp
)

0
w iw
0

P
j
a
i
j
Q
i
p=1
w
(
i
jp
)

w
2i+2
=

P
j
a
i
j
Q
i
p=1
w
(
i
jp
)

0
w iw
0

P
j
a
i
j
Q
i
p=1
w
(
i
jp
)

w
i+2
Or, les deux termes de la dierence peuvent bien s'ecrire sous la forme
X
j
a
i
j
i+1
Y
p=1
w
(
i
jp
)
ou
P
i+1
p=1

i
jp
= i+ 1, ce qui etablit la propriete
3
.
Les hypotheses de regularite sur w nous permettent par ailleurs de deriver le
systeme d'optimalite l fois (l < m), ce qui nous donne
l
P
i=1
C
i
l
2
4
A
(i)
j
(x) 0
0

 1
w
j
(x)

(i)
3
5

a
(l i)
(x)

(l i)
(x)

+
+

A
j
(x) p(x
j
)
p
>
(x
j
)
 1
w
j
(x)

a
(l)
(x)

(l)
(x)

=

b
(l)
(x)
0

systeme dont la derniere ligne s'ecrit
hp(x
j
)ifa
(l)
(x)g  

(l)
(x)
w
j
(x)
+
l
X
i=1
C
i
l

 1
w
j
(x)

(i)

(l i)
(x)
| {z }
0
= 0
L'hypothese 8i 2 [[1; l]] w
(i)
(x
j
) = 0 et le lemme de calcul assurent que

 1
w
j
(x
j
)

(i)
=
0, ce qui etablit la propriete ; c'est{a{dire que la derivee diuse est exactement egale
a la derivee de ~u aux nuds a l'ordre 1.
~u
x
=
d~u
dx
3. Ainsi (( des derivees nulles de w impliquent des derivees nulles de w ))
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
A l'ordre 2, on montre facilement que

2
~u
x
2
(x
j
) =
d
2
~u
dx
2
(x
j
) + hp
0
(x
j
)ifa
0
(x
j
)g
Nous allons maintenant nous pencher sur la convergence de l'approximation
diuse.
2.3.6 Convergence
La demonstration de la convergence de l'approximation diuse suit quatre etapes
1. Montrer que la formulation habituelle et la formulation centree de l'interpo-
lation diuse sont equivalentes (voir 2.3.4).
2.

Ecrire le critere quadratique a l'aide du developpement de Taylor autour de
x ;
3. Passer en coordonnees adimensionnelles ;
4. Enn, majorer l'erreur commise.
Cette demonstration est constructive, elle permet de mettre en evidence un indi-
cateur d'erreur que l'on pourra utiliser dans des processus adaptatifs. Nous utilisons
la base polynomiale h1; x;
1
2
x
2
; : : : ;
1
m!
x
m
i. La demonstration est generalisable dans
IR
d
au prix de l'utilisation de multi-index.
Si u 2 C
m
(
), et que sa derivee d'ordre m+1 est integrable, alors au voisinage
de x
u(x
i
) = hp(x
i
  x)iU +O((x
i
  x)
m+1
)
avec U = hu(x); u
0
(x); : : : ; u
(m)
(x)i
>
le critere E
c
x
(fg) se reecrit alors
E
c
x
(fg) =
1
2
fU   g
>
A(x)fU   g+ b(x)fU   g+ reste
ou
A(x) = P (x)
>
W (x)P (x)
b(x) = P (x)
>
W (x)
avec P et W denis comme precedement et si R(x) est le vecteur colonne des restes
de Taylor, alors l'erreur fU   g s'ecrit

fU   g = [N(x)]R(x)
[N(x)] = A(x)
 1
b(x)
(2.19)
Soit , tel que tous les nuds fx
i
g
i2I(x)
soient dans la boule B(x; ) centree
en x et de rayon . Le changement de variables  =
x x

se traduit alors par les
formules suivantes
hp(x
i
  x)i = Dhp(
i
)i
D =
2
6
4
1 0
.
.
.
0 
m
3
7
5
A(x) = DA()D
b(x) = Db()
R(x) = 
m+1
R()
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L'erreur d'approximation fU   g est donnee par l'expression
fU   g =
2
6
4

m+1
0
.
.
.
0 
3
7
5
[n()] fr()g (2.20)
ou
[n()] = A
 1
()b() =
2
6
4
n
1
() : : : n
r
()
.
.
.
.
.
.

m
n
1
x
m
() : : :

m
n
r
x
m
()
3
7
5
Si la fonction u
(m+1)
est bornee, alors les coordonnees du vecteur fr()g le sont
aussi, soit M
(m+1)
cette borne, il vient alors
8j  m



d
j
u
dx
j
(x) 

j
~u
x
j
(x)



 
m+1 j
 
P
i2I(x)




j
n
i
x
j
()



!
M
(m+1)
(2.21)
Ceci etablit la convergence en x de l'interpolation diuse des que le terme
P
i
j

j
n
i
x
j
()j reste borne lorsque  varie (tend vers 0). Villon dans [Vil91] montre
que l'hypothese :
Hypothese 2
8j M
j
(x; I(x); ) =
P
i2I(x)
w(
i
)
j
i

M
j
(x; I(x); ) =
P
i2I(x)
w(
i
)j
i
j
j+m+1
restent bornes lorsque (I(x); ) varie
est susante. Ceci acheve la demonstration.
Theoreme 2 Sous les hypotheses 2,
8x 2 
;8k 2 [[0;m]]; 9M
x
k
;






k
~u
x
k
 
d
k
u
dx
k

(x)




 
m+1 k
M
x
k
Notons que la convergence uniforme (que nous n'etudierons pas ici) impose
l'introduction d'une hypothese supplementaire reliant I(x) et les fonctions w
i
(:).
2.3.7 Fonctions de forme de l'approximation diuse
La denition de l'approximation diuse 2.15 montre que ~u est une fonction
lineaire du vecteur U . Ceci nous permet d'ecrire
8x 2 
; ~u(x) =
X
i2I(x)
N
i
(x)u
i
= hN(x)ifU(x)g
Denition 12 Les fonctions N
i
sont les fonctions de forme de l'approximation
diuse. Elle se calcule par :
hN(x)i = hp(x)i[A(x)]
 1
P
>
W (x)
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Bien entendu, la formule de calcul des fonctions de forme est aussi valable en for-
mulation centree. Le theoreme suivant caracterise les fonctions de forme de l'ap-
proximation diuse. Il permet une nouvelle denition de l'approximation diuse,
(( fondee sur ses proprietes essentielles : approximation locale, representation exacte
des polyno^mes)) [Guy95a]. Ce theoreme est aussi a la base de methodes de calcul
ecaces des fonctions de forme decrites en annexe A. Ces techniques sont impor-
tantes, car les fonctions de formes sont au cur des applications de l'approximation
diuse comme la resolution d'equations dierentielles par exemple.
Theoreme 3 Les fonctions de forme de l'approximation diuse sont solutions du
probleme de minimisation sous contraintes
8
<
:
min
N
P
i2I(x)
N
2
i
w
i
P
>
N = p(x)
(2.22)
Introduisons les multiplicateurs de Lagrange , et les fonctions de forme sont solu-
tions du systeme

W
 1
(x) P
P
>
0

N(x)
(x)

=

0
p(x)

qui se resout en

N(x) =W (x)P (P
>
W (x)P )
 1
p(x) =W (x)P [A(x)]
 1
p(x)
(x) = (P
>
W (x)P )
 1
p(x)
N est bien le vecteur de fonctions de forme diuses car les matrices W (x) et A(x)
sont symetriques. Il existe un theoreme equivalent pour les pseudo{derivees des
fonctions de forme [Guy95a].
Propriete 10 Le support de la fonction de forme N
i
est inclu dans V
i
. Les fonc-
tions de forme sont aussi regulieres que w.
Cette propriete est liee a la construction de l'approximation diuse. De plus, les
fonctions de formes sont des approximations particulieres, ce qui demontre la se-
conde propriete.
2.3.8 Fonction d'attenuation
L'approximation diuse discrete repose sur la denition de la fonction d'atte-
nuation w. Elle gouverne deux de ses proprietes principales : approximation locale,
et continuite. Elle est aussi au cur du traitement de certaines discontinuites des
derivees des solutions d'equations dierentielles (voir [Kro96] et la partie IV). La
construction de w doit donc e^tre menee avec soin, elle est discutee en annexe B. Dans
la suite, nous utiliserons principalement des fonctions d'attenuation w
i
attachees a
chaque nud x
i
.
2.4 Conclusion
En conclusion, il existe deux formes d'approximation diuse : l'une continue,
l'autre discrete. Comme pour les ajustements par moindres carres, la formula-
tion continue presente surtout l'intere^t d'e^tre un arriere{plan theorique a la forme
dicrete. Nous utiliserons desormais le terme approximation diuse pour la version
discrete.
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La construction de l'approximation diuse repose sur la denition des fonctions
d'attenuation w
i
et le choix d'un degre d'approximation. Son utilisation est donc
aisee. On peut calculer des approximations, des interpolations et me^me des ajuste-
ments en choisissant judicieusement les fonctions d'attenuation. Enn, les fonctions
de forme sont locales.
Les proprietes de l'approximation diuse montrent que cette technique se rap-
proche de la methode d'interpolation ideale que nous avons decrite dans le chapitre
precedent. Cependant, la version que nous avons decrite ici n'est qu'une approxima-
tion de type Lagrangienne. Nous etudierons l'approximation diuse de type Hermite
dans la seconde partie.
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Fig. 2.4: Fonctions de forme et leurs derivees diuses (en x) pour des consistances
lineaire (a) (c) et quadratique (b) (d).
30 CHAPITRE 2. APPROXIMATION DIFFUSE
31
Chapitre 3
Interpolateurs Radiaux
L'approximation diuse est une methode d'interpolation qui ne necessite pas de
maillage, aussi avons{nous decide d'etudier d'autres methodes d'interpolation de ce
type. Dans le monde du sous{sol, le krigeage est un interpolateur sans maillage parti-
culierement puissant et celebre. Cependant, Myers ecrit dans [Mye92] (( There are at
least three developments for interpolators to lead to the same functional form for the
interpolator ; the thin plate spline, radial basis functions and the regression method
known as kriging )). Cette phrase nous invite donc a presenter ces trois methodes
dans un formalisme unie, bien que la base bibliographique que nous avons em-
ployee soit principalement celle du krigeage. Myers propose aussi une presentation
de ce type des interpolateurs radiaux, mais n'insiste pas sur les me^mes points. Par
ailleurs, la forme de l'interpolateur fait appara^tre des fonctions de la distance aux
points de donnees, ce qui justie le terme interpolateurs radiaux.
Ce chapitre diere fondamentalement du precedent qui donne une presentation
detaillee de l'approximation diuse. Il s'agit plus ici de comprendre les idees sous{
jacentes communes aux trois methodes d'interpolation, ainsi que leurs differences.
Aucun resultat n'est demontre, mais on pourra se reporter a
{ Micchelli [Mic86] pour les radial basis functions,
{ Chauvet [Cha94] pour le krigeage,
{ Wahba [Wah90] pour les splines.
Les trois premieres parties sont principalement une synthese bibliographique,
alors que la derniere aborde les fonctions de forme qui ne sont pas traitees dans la
litterature.
3.1 Introduction
Dans ce chapitre, nous conservons les habitudes de notations utilisees dans la
presentation de l'approximation diuse.
3.1.1 Radial Basis Functions
Micchelli dans [Mic86] propose une denition des radial basis functions comme
un interpolateur de la forme suivante dans laquelle les fonctions K et f
i
ainsi que
l'entier m (m  n) sont donnes a priori :
~u(x) =
n
X
i=1
c
i
K(jjx  x
i
jj) +
m
X
j=0
d
j
f
j
(x) (3.1)
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Les inconnues c
i
et d
j
sont telles que
8j 2 [[0;m]];
n
X
i=1
c
i
f
j
(x
i
) = 0 (3.2)
et ~u(x) est une interpolation des valeurs u
i
aux points de donnees x
i
:
8k 2 [[1; n]]; ~u(x
k
) =
n
X
i=1
c
i
K(jjx
k
  x
i
jj) +
m
X
j=0
d
j
f
j
(x
k
) = u
k
(3.3)
Les equations (3.2) et (3.3) forment un systeme lineaire qui permet de calculer
les coecients (c; d) lorsque la fonction K est de type positif conditionnel (voir
3.1.4), et que les fonctions de base f
j
sont lineairement independantes sur les points
de donnee x
i
.
3.1.2 Le krigeage ponctuel
Nous presentons ici le krigeage dans le formalisme du krigeage universel. Cette
approche admet des limites theoriques importantes, qui peuvent e^tre levees gra^ce a
la theorie des fonctions aleatoires intrinseques (FAI k). La forme de l'interpolateur
est la me^me dans les deux cas, mais le cadre des FAI k la rend plus generale.
L'hypothese de base du cadre universel est de considerer que la fonction u que
nous cherchons a interpoler est la realisation d'une fonction aleatoire U de la forme
U(x) = V (x) +m(x)
ou
{ V admet une covariance K(h) = Cov(V (x); V (x + h)), qui ne depend pas de
x,
{ m(x) est deterministe de la forme
P
l
a
l
f
l
.
On forme un estimateur lineaire de U
U

(x) =
X
i

i
(x)U(x
i
)
et des arguments statistiques nous amenent a un estimateur de la forme (3.1), ou
le noyau est la fonction de covariance K. L'interpolateur existe car la fonction de
covariance est de type positif strict (conditionnel en FAI k).
Suivant le cadre theorique dans lequel on se place, les contraintes de ltrage (3.2)
ont une interpretation dierente. Dans la cadre des FAI k, elles sont une condition
d'existence des objets mathematiques que nous manipulons, alors que dans le cadre
du krigeage universel, il s'agit de conditions de non{biais.
3.1.3 Splines
L'angle de vue des splines est fonctionnel. On cherche la fonction ~u qui passe
par les points de donnees, et qui minimise un certain critere de rugosite.
L'exemple le plus celebre est celui des splines plaque mince, qui (en 1d) cherche
~u derivable deux fois telle que
{ ~u(x
i
) = u
i
{
R
IR
(
d
2
u
dx
2
)
2
dx soit minimale.
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La forme de l'interpolateur est encore celui de la formule (3.1), et le noyau s'ecrit
dans ce cas particulier K(x) =
1
6
jxj
3
.
Les conditions de ltrage (3.2) s'appliquent sur les mono^mes 1 et x qui sont
une base du noyau du critere de rugosite. Cette propriete est generale, et elle joue
exactement le me^me ro^le que dans le krigeage (voir [Mye92]).
Wahba dans [Wah90] propose un cadre algebrique tres general reposant sur la
theorie des espaces hilbertiens a noyaux auto{reproduisants pour construire des
fonctions splines generales. Nous utiliserons cette theorie pour construire l'approxi-
mation myope qui est une methode intermediaire entre interpolateurs radiaux et
approximation diuse.
Matheron demontre dans [Mat80] que les splines et le krigeage sont des inter-
polateurs algebriquement equivalents. La demonstration est justement basee sur la
forme commune des interpolateurs de krigeage, splines et radial basis functions.
Ce resultat nous permet de transposer toutes proprietes d'un interpolateur vers
l'autre, et ainsi de travailler avec celui dont le formalisme est le plus avantageux en
fonction de l'objectif.
3.1.4 Fonctions de type positif conditionnel
La demonstration d'existence des interpolateurs radiaux reposent sur la no-
tion de fonction de type positif conditionnel. Si les positions des donnees sont
P
k
 unisolvantes, alors l'interpolateur construit avec un noyau de type positif condi-
tionnel d'ordre k et des conditions de ltrage du me^me ordre existe.
Une fonction F (:) est de type positif conditionnel d'ordre k, si pour tout ensemble
de points, x
1
; : : : ; x
n
2 IR
d
, et toute combinaison lineaire (c
1
; : : : ; c
n
) non nulle telle
que
n
X
i=1
c
i
p(x
i
) = 0;8p 2 P
k
la forme quadratique
n
X
i=1
n
X
j=1
c
i
c
j
F (jjx
i
  x
j
jj)
est strictement positive.
Le theoreme de Bochner donne une caracterisation des fonctions de type condi-
tionnel strict (pour toute combinaison lineaire) basee sur sa transformee de Fourier.
Matheron generalise ce resultat pour les fonctions de type positif conditionnel dans
[Mat73].
3.2 Choix du noyau
Nous avons vu que l'estimateur (3.1) existe des que la fonction K est de type
positif conditionnel, et que les fonctions f
j
sont lineairement independantes sur
la famille des points (x
i
)
i2I
. Or il existe beaucoup de fonctions de type positif
conditionnel. Le choix du noyau est donc un probleme essentiel des interpolateurs
radiaux.
3.2.1 Cas du krigeage
Le krigeage est l'interpolateur pour lequel le choix du noyau est le mieux for-
malise. Son interpretation probabiliste lui fournit en eet un ensemble d'outils qui
permet d'orienter le choix de la fonction de covariance.
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Fig. 3.1: interpolation de donnees 1d par plusieurs covariances generalisees d'ordre
1 (a), covariances correspondantes (b)
La methode consiste en une analyse approfondie des donnees, an de com-
prendre la structure spatiale des phenomemes sous{jacente a la grandeur etudiee,
c'est l'analyse structurale, ou analyse variographique. L'outil de base est le
variogramme experimental.
Le variogramme
Le variogramme se denit comme la covariance d'accroissements d'ordre 1, c'est
une covariance generalisee d'ordre 0 (elle ltre les constantes):
(x; h) =
1
2
V ar[U(x)   U(x+ h)] = E[(U(x)   U(x+ h))
2
] (3.4)
L'analyse des donnees a travers le variogramme permet de mieux comprendre la
structure spatiale du phenomene, et guide vers le choix d'une forme de covariance.
Une fois ce choix eectue, on ajuste la covariance aux donnees experimentales. Des
que l'analyse variographique est terminee, on est en mesure de derouler l'interpola-
tion par krigeage des donnees.
Commentaires
Cette methode de travail s'inscrit dans un tres grand respect des donnees car
on ne leur impose pas un noyau arbitraire. Cependant, le nombre des modeles
eectivement propose dans les logiciels, et utilise en pratique est extre^ment faible. La
gure 3.1 montre que le choix de la covariance generalisee a parfois peu d'impact sur
l'interpolation obtenue. Le cas contraire est aussi rapporte dans l'industrie miniere !
Ceci illustre aussi le fait que l'interpolateur ne depend nalement que des po-
sitions geographiques des points de donnees une fois que la fonction de covariance
est choisie.
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Fig. 3.2: Interpolation et fonctions de base associees a 1 et 5 (a) noyau lineaire (b)
noyau multiquadratique
L'une des specicites du krigeage est de proposer une estimation naturelle de
l'erreur d'estimation par le biais de la variance d'estimation, mais, des que la cova-
riance generalisee est choisie et ajustee aux donnees, (( la variance d'erreur est plus
caracteristique de la position geographique des donnees qu'une reelle quantication
de l'erreur )) [Mye92].
3.2.2 Splines
Les splines sont particulierement appreciees des utilisateurs pour deux raisons
1. La plus courante est la spline plaque mince, qui comme son nom l'indique
repond a une analogie mecanique (la exion des plaques minces),
2. Les surfaces splines ont en general un aspect visuel tres agreable.
Le noyau est une consequence de la fonctionnelle minimisee, et le cas h
2
log(h)
par exemple (spline plaque mince en 2d) ne permet aucun ajustement aux donnees.
Cependant le choix du critere de rugosite permet, lorsqu'on dispose d'une analogie,
de faire un choix judicieux.
3.2.3 Radial Basis Functions
Contrairement au krigeage, ou la litterature traite largement le choix de la co-
variance, je n'ai trouve aucune reference sur le sujet dans le cadre des radial basis
functions.
Prenons cependant l'exemple de J. Allison dans [All93] pour comprendre les
points qui motivent son choix. Il commence par developper le schema pour K(x) =
jxj, qui se confond en 1d avec un interpolation lineaire par morceaux. Cependant
il desire obtenir une interpolation derivable, il passe donc a K(x) =
p
x
2
+
2
qui assure une interpolation C
1
. Le parametre  est choisi en fonction de critere
geometrique (distance au plus proche voisin).
D'apres R. Schaback [Sch99], le choix du noyau pour les radial basis functions
s'appuie principalement sur l'experience de l'utilisateur sans utiliser sur une analyse
des donnees comme dans le cas du krigeage. Il existe cependant un catalogue de
fonctions candidates base sur les travaux de Micchelli [Mic86]. Wendland [Wen98]
propose des noyaux a supports compacts.
3.2.4 Validation croisee
Les trois methodes d'interpolation utilisent la validation croisee comme mesure
de qualite de l'interpolant. On trouve ces idees developpees dans [Wah90] (dans le
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Fig. 3.3: Exemple de courbe obtenue par validation croisee, erreur mesuree.
cadre des splines d'ajustement), ou dans [GCK96]. Cette etape nit toute etude
geostatistique.
Le principe de la validation croisee est de supprimer une donnee et de recalculer
l'interpolation en ce point a partir des autres donnees. Notons u
[k]
l'interpolant
base sur les donnees privees de u
k
, alors on peut denir un critere de qualite de
l'interpolation comme
Q
2
=
n
X
k=1
w
k
(u
k
  u
[k]
(x
k
))
2
(3.5)
Ce critere est en realite une fonction des parametres du noyau, et on peut caler a
posteriori ces parametres en minimisant Q. C'est cette idee qui est developpee dans
[GCK96]; l'interpolation est construite avec le noyau K(x) =
p
x
2
+
2
, mais ou 
peut e^tre dierent en chaque point de donnee (dans ce cas, il n'existe pas de modele
probabiliste equivalent) : les 
i
sont calcules par minimisation de Q((
i
)
i2[[1;n]]
).
3.3 Donnees bruitees
Il est rare de conna^tre des donnees sans erreur, et les valeurs aux points prennent
alors la forme
y
k
= u
k
+ 
k
;8k 2 [[1; n]]
ou
{ y
k
est la valeur mesuree,
{ u
k
est la valeur (( vraie ))
1
,
{ 
k
est l'erreur de mesure.
Dans ce cas, il peut sembler judicieux de la^cher la contrainte d'interpolation
sur ~u, pour proposer un modele qui prenne cette erreur en compte. Le krigeage
qui est probabiliste est bien adapte a ce genre de problematique, et les splines ont
ete adaptees pour y faire face. Je n'ai pas rencontre d'application des radial basis
functions dans ce cadre.
1. si elle existe !
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Fig. 3.4: Cokrigeage d'erreur et eet de pepite, cokrigeage d'erreur de donnees
bruitees
3.3.1 Cokrigeage d'erreur
Cadre theorique
Le cokrigeage d'erreur propose le modele suivant : 
k
est une variable aleatoire
et la famille (
k
)
k
verie
{ 8k;E[
k
] = 0, l'erreur est nulle en moyenne,
{ 8k; l 2 [[1; n]]
2
;Cov[
k
; U
l
] = 0, l'erreur est independante de la mesure,
{ 8k; l 2 [[1; n]]
2
;Cov[
k
; 
l
] = S
kl
, les erreurs sont correlees d'un point a un
autre.
Ce modele va nous permettre de developper une estimation de u a partir des donnees
y
k
.
Les coecients de l'approximation sont alors calcules en remplacant l'equation
(3.3) par
n
X
i=1
c
i
(K(jjx
k
  x
i
jj) + S
ki
) +
m
X
j=0
d
j
f
j
(x
k
) = y
k
;8k
Eet de pepite
On obtient un interpolateur presque partout identique au precedent dans le
cas [S] = I en utilisant la notion d'eet de pepite. Cette notion signie que les
valeurs ne sont pas correlees a tres courte distance. La covariance admet alors la
forme K(h) = (h) + K
0
(h), ou  est un dirac en 0, et K
0
est une fonction de
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covariance generalisee. On verie aisement que le systeme de krigeage est bien celui
du cokrigeage, mais l'interpolateur fait un saut pour honorer les donnees comme le
montre la gure 3.4.
Bien que les interpolateurs soient presque partout identiques dans ce cas par-
ticulier, le formalisme du cokrigeage d'erreur est plus general, et surtout mieux
adapte au cas de donnees bruitees (on peut associer une covariance d'erreur par
point de donnee). Cependant le cas [S] = I est exactement celui traite par les
splines d'ajustement. Nous avons donc une analogie entre eet de pepite et coe-
cients d'ajustement des splines. Ceci est coherent avec la pratique ou l'on choisit un
fort eet de pepite pour obtenir une carte lisse.
3.3.2 Splines d'ajustement
La construction des splines d'ajustement est basee sur un nouveau critere de
rugosite, qui s'ecrit dans le cas des splines plaques minces
1
n
n
X
k=1
(y
k
  f(x
k
))
2
+ 
Z
IE
(
d
m
f
dx
m
)
2
dx (3.6)
Il est construit en ajoutant au critere habituel le terme de gauche, qui prend en
compte le bruit des donnees. La encore, la solution est de la forme (3.1) et l'equation
(3.3) est remplacee comme pour le cokrigeage par
y
k
=
n
X
i=1
c
i
(K(jjx
k
  x
i
jj) + n
k
i
) +
m
X
j=0
d
j
f
j
(x
k
);8k 2 [[1; n]]
On reconnait bien un cokrigeage d'erreur avec [S] = nI .
La gure 3.5 recalculee a partir d'une illustration de [Wah90] montre que le
choix de  est tres important.
Wahba propose d'utiliser la validation croisee pour evaluer la valeur optimale
de . Pour eviter des temps de calcul prohibitifs, on remarque que le calcul des
fonctions ~u
[k]
est un sous{probleme du calcul de ~u.
Par ailleur, le choix
n
P
k=1
(y
k
  ~u(x
k
))
2
est restrictif, et une premiere generalisation
est
n
X
k=1
w
k
(y
k
  ~u(x
k
))
2
pour se rapprocher du cokrigeage d'erreur. Nous verrons dans la suite que Salkauskas
propose me^me d'ecrire w
k
(x) dans [Sal92] pour tirer parti des avantages conjugues
des splines et de l'approximation diuse.
3.4 Fonctions de forme
Nous allons maintenant nous pencher plus particulierement sur les fonctions de
forme associees aux interpolateurs radiaux. Ceci est motive par l'application de ces
interpolateurs a la resolution d'equations aux derivees partielles.
Dans une premiere partie, nous allons justier l'existence des fonctions de forme
des interpolateurs radiaux. Nous en proterons pour enoncer quelques proprietes
souhaitables de ces fonctions de formes.
La seconde partie regroupe quelques elements connus sous le nom de (( com-
portements des poids de krigeage )) (voir [Riv84]), mais presentes dans une optique
dierente. Enn la troisieme partie montre quelques exemples issus de notre propre
experimentation.
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Fig. 3.5: De haut en bas, trois splines cubiques d'ajustement avec des valeurs de 
respectivement (a) trop petite, (b) correcte, (c) trop grande. Le calcul automatique
de  en s'appuyant sur la validation croisee permet de calculer sa valeur optimale
(b).
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3.4.1 Existence des fonctions de forme
Il existe au moins deux facons de justier l'existence de fonctions de forme pour
les interpolateurs radiaux (c'est a dire que ce sont des estimateurs lineaires).
1. Dans le cadre du krigeage, l'approximation ~u de u s'ecrit
~u(x) =
n
X
k=1

k
(x)u
k
et la propriete est contenue dans la denition.
2. Dans le cadre des radial basis functions, le systeme (3.3), (3.2)
8
>
>
<
>
>
:
~u(x
k
) =
n
P
i=1
c
i
K(jjx
k
  x
i
jj) +
m
P
j=0
d
j
f
j
(x
k
) = u
k
;8k 2 [[1; n]]
n
P
i=1
c
i
f
j
(x
i
) = 0;8j 2 [[0;m]]
montre que les coecients (c; d) sont des combinaisons lineaires des donnees
(u
k
)
k
, et ainsi l'existence d'une forme
~u(x) =
n
X
k=1
N
k
(x)u
k
(3.7)
de l'interpolant.
Quatre proprietes sont tres appreciees lorsqu'on cherche a resoudre des equations
aux derivees partielles :
1. l'interpolation, N
i
(x
j
) = 
ij
;8i; j 2 [[1; n]]
2
,
2. le caractere local des supports des fonctions de forme,
3. la regularite des fonctions N
i
4. la consistance, c'est a dire la representation des polyno^mes jusqu'a un certain
ordre.
Les interpolateurs radiaux verient la premiere propriete par construction. Il est
facile de voir que les fonctions N
i
(:) sont des combinaisons lineaires des K(jjx
i
  :jj)
et f
j
(:), leur regularite est donc celle de ces fonctions. La quatrieme propriete est
elle aussi assuree par construction ; c'est le ro^le des conditions de ltrage (3.2).
La seconde propriete fait l'objet des deux parties suivantes. Elle est essentielle
d'un point de vue pratique.
3.4.2 Comportement des poids de krigeage
Nous allons nous interesser plus particulierement a deux phenomenes qui sont
l'eet d'ecran et le phenomene de relais. Un point essentiel de ces phenomenes est
qu'ils interviennent pour des types de krigeage particuliers. An d'alleger le discours
les termes suivants couramment utilises en geostatistique lineaire seront employes
Krigeage Simple (KS) , krigeage sans condition de ltrage en supposant la fonc-
tion aleatoire de moyenne nulle.
Krigeage Ordinaire (KO) , krigeage avec condition de ltrage sur les constantes
(ou a moyenne inconnue, voir [Cha94])
Krigeage Intriseque d'ordre k , krigeage avec conditions de ltrage sur P
k
; le
terme krigeage intrinseque (KI) correspond au cas k = 0.
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Fig. 3.6: Illustration des eets d'ecran par les fonctions de forme, (a) variogramme
lineaire, (b) covariance exponentielle, (c) variogramme de De Wisj, (d) vario-
gramme spherique.
Eet d'ecran
On parle d'eet d'ecran total lorsque les fonctions de forme du krigeage ont un
support borne. La terminologie exprime qu'une donnee fait ecran aux suivantes,
plus lointaines. Trois eets d'ecran sont bien connus (voir par exemple [Mat70])
1. Krigeage Ordinaire avec covariance lineaire en 1d, les fonctions de forme sont
alors celles de l'approximation lineaire par sous{domaine.
2. Krigeage Simple avec covariance exponentielle en 1d.
3. Krigeage Ordinaire de variogramme de De Wisj en 2d. Ce troisieme cas est
l'analogue de la cage de Faraday, car log(r) est le potentiel harmonique de
IR
2
, comme
1
r
est celui de IR
3
. Ainsi si l'on connait un contour ferme informe,
il limite les fonctions de forme de tout nud interieur a ce contour.

A ces trois cas s'ajoutent aussi les eets d'ecran dits partiels, pour lesquels la
fonction de forme prend une valeur faible, c'est le cas du spherique en 1d (Krigeage
Ordinaire).
Eet relais
L'eet relais est l'inverse de l'eet d'ecran. Les fonctions de forme gardent une
valeur elevee sur la totalite de l'espace geographique d'intere^t. Bien que le cas de la
gure 3.7 soit pathologique, c'est exactement l'oppose de ce que nous recherchons.
Commentaires
De ces proprietes, l'eet d'ecran peut sembler particulierement interessant, car
il limite le support des fonctions de forme. Cependant, il appara^t dans des cas tres
particuliers, qui ne verient pas toujours les autres contraintes que de (( bonnes ))
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Fig. 3.7: Krigeage simple (moyenne 1) avec covariance spherique (r=1,a=0.5).
fonctions de forme devraient verier. En particulier, les fonctions de forme generees
ne sont que continues (non derivable aux points de donnees), et elles ne sont pas
toujours consistantes.
Le meilleur moyen d'assurer la consistance est d'utiliser des conditions de lt-
rage ; or ces conditions lient tous les points de donnees et etalent ainsi la fonction
de forme sur tout l'espace. Ainsi ces proprietes ne nous sont pas utiles.
3.4.3 Quelques fonctions de forme en 2d
Pour aller plus loin, nous avons trace les fonctions de forme associees a de nom-
breuses covariance C
1
en 0. Les gures suivantes en montrent quelques-unes.
Le krigeage utilise est intrinseque d'ordre 1, car on demande une consistance
d'ordre 1. Pour la plupart des fonctions de forme, on observe bien un eet d'ecran,
mais il n'est pas total. On s'apercoit me^me que la fonction de forme se stabilise
autour du terme constant de sa partie
P
d
j
f
j
. De plus cette stabilisation intervient
dans la partie extrapolation de la fonction de forme, comme le montrent les gures
ou les points de donnees sont les points de coordonnees entieres du carre [ 3; 3]
[ 3; 3].
Ces experimentations conrment le constat de la partie precedente : les fonc-
tions de forme du krigeage ne sont pas locales. Les logiciels de geostatistique pro-
posent cependant de travailler en voisinage glissant, c'est{a{dire en basant l'ap-
proximation sur des points de donnees situes a l'interieur d'un disque centre au
point d'evaluation. Cette pratique genere des discontinuites lorsqu'un point sort ou
entre dans le voisinage de krigeage, mais elles sont d'autant plus faibles que la va-
leur residuelle des fonctions de forme le sont. Ce probleme necessite un traitement
adapte lorsqu'on utilise directement ~u pour le trace de courbes de niveaux
2
.
3.5 Conclusion
En conclusion, les splines, le krigeage et les radial basis functions forment une
famille d'interpolants du me^me type : ils sont consistants, globaux (dans le cas
general). et l'inuence de chaque point diminue fortement avec la distance (il existe
des theoremes dans des cas particuliers). Les interpolants radiaux n'utilisent aucun
maillage et leur regularite est liee a celle du noyau K qui genere les fonctions
K
i
(:) = K(jj: x
i
jj). Ces deux points nous rappellent des proprietes et la denition
de l'approximation diuse, on se demande donc si on est capable de denir une
approximation diuse correspondant a un krigeage donne et inversement.
2. La strategie de trace est en general dierente, voir [Dub81] par exemple
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Fig. 3.8: Fonction de forme associee a une covariance cubique. Cette covariance est
a support borne.
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Fig. 3.9: Fonction de forme associee a une covariance gaussienne.
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Fig. 3.10: Fonction de forme associee a une covariance generalisee spline 2d.
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Fig. 3.11: Fonction de forme associee a une covariance generalisee spline 2d
tronquee (voir [Tro93]).
Nous avons montre sur un exemple qu'il n'existe pas de theoremes generaux
[Sav98] et la denition de l'approximation myope dans la seconde partie montre
qu'approximation diuse et krigeage sont de natures dierentes.
Au dela des aspects techniques, ce chapitre montre que le developpement et le
choix d'une methode d'interpolation ou d'approximation sont etroitement lies a la
nature du probleme a traiter ou a la nature des donnees :
{ Le krigeage est particulierement bien adapte a des donnees eparses, structurees
(au sens topo{probabiliste) et qui demandent un modele representant cette
structure.
{ Les splines plaques minces interpolent de facon lisse (agreable a l'oeil) gra^ce au
modele sous{jacent (en 1d, poutre en exion sous l'hypothese de Kirchho).
{ L'interpolation par sous{domaines est utilisee pour resoudre des equations
dierentielles (pas de modele dans la methode d'interpolation).
Ceci montre nalement qu'il existe deux facons d'interpoler des donnees :
1. Denir un modele (interpolateurs radiaux, modeles physiques, : : : )
2. Utiliser une methode d'approximation/interpolation (interpolation par sous{
domaines, approximation diuse, interpolant de Sibson, : : : )
La encore, c'est le type de probleme a resoudre qui decide du choix de la famille
de methode : on prefere utiliser un modele pour (( remplir des trous )), comme une
methode d'interpolation pour estimer une derivee.
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Chapitre 1
Approximation Myope
L'approximation ou l'interpolation de donnees sans maillage dans le cas multi-
dimensionnel s'appuie principalement sur deux types de methode :
{ Les methodes radiales, que sont les splines, le krigeage ou les radial basis
functions
{ Les methodes glissantes, approximation diuse ou moving least square inter-
polation.
Salkauskas propose dans [Sal92] une methode hybride en s'appuyant sur les travaux
de Duchon [Duc76]. Nous reprenons la me^me idee dans le cadre monodimensionnel
par souci de simplicite et en utilisant le cadre theorique decrit par Wahba dans
[Wah90]. La methode d'interpolation obtenue se generalise alors tres facilement
en utilisant le theoreme d'equivalence entre splines et krigeage, et nous permet de
passer au cas multidimentionnel. Nous denissons aussi une estimation de la derivee
par un operateur de pseudo{derivation.
Ce chapitre propose pour commencer une description du cadre fonctionnel dans
lequel nous nous placons : ce sont les espaces a noyau reproduisant qui sont bien
adaptes a la construction des splines. La modication du critere de construction
des splines pour obtenir un schema glissant demande de centrer leur construction
au point d'evaluation. Nous construisons ensuite l'approximation myope, puis nous
l'etudions d'un point de vue theorique. Nous terminons par quelques exemples issus
de tests numeriques.
1.1 Cadre Fonctionel
Le cadre de travail que nous utilisons ici est celui decrit dans Wahba [Wah90]. Il
s'agit d'espaces de fonctions denies sur un espace geographique T que l'on munit
d'une structure d'espace de Hilbert a noyau reproduisant.
Commencons par denir la notion d'espace de Hilbert a noyau reprodui-
sant qui est sous-jacente a tous nos developpements.
Denition 13 Soit H un espace de Hilbert muni du produit scalaire (:; :)
H
. C'est
un espace a noyau reproduisant si et seulement si pour tout t 2 T , la forme lineaire
L
t

H 7 ! IR
f 7 ! f(t)
est continue et bornee.
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Les formes lineaire L
t
sont continues et bornees si elles verient la propriete
suivante
8t 2 T ; 9M
t
8f 2 H; jL
t
f j = jf(t)j M
t
jjf jj
H
m
Si H est un espace de Hilbert a noyau reproduisant (r.k.h.s. dans la suite
1
),
alors les formes lineaires L
t
sont reproduites par une fonction R
t
de H comme le
montre le theoreme suivant (voir [Aro50]) :
Theoreme 4 Si H est un r.k.h.s., alors
8t 2 T ; 9R
t
2 H; 8f; L
t
f = (R
t
; f)
H
= f(t)
Ce theoreme nous conduit naturellement a la denition du noyau reproduisant as-
socie au r.k.h.s.
Denition 14 Le noyau reproduisant associe a H un r.k.h.s. est la fonction
denie par
8(t; s) 2 T
2
; R(s; t) = (R
s
; R
t
)
H
= R
t
(s) = R
s
(t)
Le noyau reproduisant d'un r.k.h.s. est une fonction symetrique denie positive.
On peut demontrer qu'a chaque r.k.h.s. est associe un unique noyau reproduisant
R et reciproquement, qu'a chaque fonction denie positive R on peut associer un
espace de Hilbert a noyau reproduisant.
Rappelons qu'une fonction R de deux variables sur T est denie positive si pour
tout n 2 IN, (a
1
;    ; a
n
) 2 IR
n
non nul, et t
1
;    ; t
n
2 T ,
n
X
i=1
n
X
j=1
a
i
a
j
R(t
i
; t
j
) > 0
Ces quelques denitions et proprietes nous suront dans la suite, mais on pourra
se reporter a [Aro50] pour plus de details sur la theorie des r.k.h.s.
1.2 Structure de Hilbert des espaces de Sobolev
H
m
Nous allons denir sur H
m
un produit scalaire pour lequel il est un r.k.h.s. Cette
structure est exposee dans [Wah90], mais certaines de nos demonstrations dierent.
1.2.1 Denitons
On s'interesse dans toute la suite a des sous-espaces des fonctions denies de
[a; b] dans IR vers IR. a et b sont bien entendu supposes distincts.
Denition 15 L'espace de Sobolev H
m
est deni par
H
m
= H
m
(a; b) =
n
f; f
0
; : : : ; f
(m 1)
absolument continues; f
m
2 L
2
(a; b)
o
1. Pour (( Reproducing kernel Hilbert space ))
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Les fonctions de H
m
admettent un developpement de Taylor a reste integral en a
(le developpement de Taylor existe dans C
m
, donc dans H
m
par densite)
8t 2 T ; f(t) =
m 1
P
=0
(t a)

!
f
()
(a) +
R
t
a
(t u)
m 1
(m 1)!
f
(m)
(u)du
=
m 1
P
=0
(t a)

!
f
()
(a) +
R
b
a
Y (t u)(t u)
m 1
(m 1)!
f
(m)
(u)du
= f
1
(t) + f
2
(t)
ou f
1
et f
2
sont denies par identication entre les deuxieme et troisieme lignes.
Ceci nous invite donc a denir les espaces H
m
1
et H
m
2
des fonctions f
1
et f
2
.
Denition 16 Les espaces H
m
1
et H
m
2
sont denis par
H
m
1
= P
m 1
= span
n
(t a)

!
;  2 [[0;m  1]]
o
H
m
2
=

f 2 H
m
; 8 2 [[0;m  1]]; f
()
(a) = 0
	
Pour plus de clarte, nous noterons dans la suite 

(t) =
(t a)
 1
( 1)!
pour  2 [[1;m]];
la famille des 

est une base de H
m
1
.
1.2.2 Produits scalaires de H
m
1
et H
m
2
Commencons par demontrer la propriete suivante
Propriete 11 La forme bilineaire symetrique denie sur H
m
1
par
f; g 2 H
m
1
; (f; g)
1
=
m 1
X
=0
f
()
(a)g
()
(a)
est un produit scalaire sur H
m
1
En eet, f et g s'ecrivent de facon unique sous la forme
P
m 1
=0
a



et
P
m 1
=0
b



.
Le produit (f; g)
1
prend alors la forme
m 1
P
=0
a

b

, car 
(i)

(a) = 
i

; i;  2 [[0;m  1]].
Il en decoule que (:; :)
1
est un produit scalaire et que la famille des 

est une base
orthonormee de H
m
1
pour (:; :)
1
.
Propriete 12 La forme bilineaire symetrique (:; :)
2
denie sur H
m
2
par
(f; g)
2
=
Z
b
a
f
(m)
(u)g
(m)
(u)du
est un produit scalaire pour H
m
2
.
Le caractere bilineaire symetrique positif decoule de la linearite de la derivation et
du fait que (f; g)
2
est le produit scalaire dans L
2
de f
(m)
et g
(m)
. Il reste juste a
demontrer qu'une fonction de norme nulle est nulle. Pour cela, on remarque que
le developpement de Taylor de f 2 H
m
2
se limite a son reste integral, et que la
condition jjf jj
2
= 0 implique que f
(m)
est nulle presque partout. Ainsi on a bien
8t 2 T ; f(t) =
Z
b
a
Y (t  u)(t  u)
m 1
(m  1)!
f
(m)
(u)du = 0
ce qui assure la propriete.
50 CHAPITRE 1. APPROXIMATION MYOPE
1.2.3 Somme directe de H
m
1
et H
m
2
Propriete 13 H
m
peut e^tre muni d'un produit scalaire pour lequel H
m
1
et H
m
2
sont
en somme directe :
1. La forme bilineaire
(f; g) = (f; g)
1
+ (f; g)
2
= (f
1
; g
1
)
1
+ (f
2
; g
2
)
2
ou f = f
1
+f
2
et g = g
1
+g
2
sont decomposees selon H
m
1
et H
m
2
est un produit
scalaire sur H
m
.
2. H
m
1
et H
m
2
sont en somme directe pour ce produit scalaire :
H
m
= H
m
1
H
m
2
:
3.
R
b
a
(f
(m)
)
2
= jjP
2
f jj
2
H
m
ou P
2
est la projection orthogonale sur H
m
2
.
La demonstration de ces proprietes decoule imediatement des denitions.
1.2.4 H
m
est un espace de Hilbert
L'espace H
m
admet une structure pre-Hilbertienne. Nous devons maintenant
demontrer que H
m
est complet pour la norme associee au produit scalaire (:; :).
Comme H
m
est somme directe de H
m
1
et H
m
2
, il nous sut de demontrer que
ces deux sous-espaces sont complets. Le cas de H
m
1
est evident, puisqu'il est de
dimension nie.
Demontrons maintenant que H
m
2
est complet.
Propriete 14 La norme jj:jj
2
est equivalente a la norme jj:jj
H
m
dans H
m
2
.
Nous allons demontrer la propriete dans le cas m = 2 en appliquant l'inegalite
de Poincare deux fois en cascade (inspire de [Bre83] et [RT98]). Demontrons pour
commencer que
Z
b
a
(f
0
)
2
 C
Z
b
a
f
2
Pour cela, on remarque que pour tout x 2]0; 1],
Z
b
a
(f
0
)
2

Z
x
a
(f
0
)
2
D'autre part, l'inegalite de Schwartz

Z
x
a
(f
0
)
2

Z
x
a
1
2



Z
x
a
f
0
(t)1(t) dt

2
implique que
Z
x
a
(f
0
)
2

1
x  a
(f(x)  f(a))
2
Or sous l'hypothese f 2 H
2
2
, f(a) = 0 ; nous avons donc
Z
x
a
(f
0
)
2

1
x  a
f(x)
2
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Cette inegalite et la remarque initiale assurent alors que
Z
b
a
(f
0
)
2

1
b  a
(f(x))
2
;8x 2 [a; b] (1.1)
En integrant cette derniere inegalite entre a et b, on obtient l'inegalite de Poincare
9C > 0;8f 2 H
2
2
; jjf
0
jj
2
L
2
 Cjjf jj
2
L
2
L'application de cette inegalite a f
00
nous donne aussi (on utilise l'hypothese f
0
(a) =
0)
8f 2 H
2
2
; jjf
00
jj
2
L
2
 C
2
jjf jj
2
L
2
Comme jjf jj
2
H
2
= jjf jj
2
L
2
+ jjf
0
jj
2
L
2
+ jjf
00
jj
2
L
2
, les inegalites de l'equivalence de norme
s'ecrivent
9K > 0;8f 2 H
2
2
; jjf jj
H
2
 Kjjf jj
H
2
2
jjf jj
H
2
2
 jjf jj
H
2
Ceci assure donc le resultat pour m = 2. La demonstration suit le me^me raison-
nement pour d'autre valeur de m en appliquant m fois l'inegalite de Poincare. Or
l'espace H
m
muni de la norme jjf jj
2
H
m
=
m
P
=0
jjf
()
jj
2
L
2
est complet et demontre le
theoreme suivant.
Theoreme 5 L'espace H
m
muni du produit scalaire (:; :) est complet : c'est un
espace de Hilbert.
1.3 Structure de r.k.h.s. des espaces de Sobolev
H
m
1.3.1 H
m
est un r.k.h.s.
Comme on sait deja que H
m
est un espace de Hilbert, il ne nous reste plus qu'a
demontrer que les formes lineaires L
t
sont continues. Reprenons l'inegalite (1.1)
appliquee a f
(m)
(elle est vraie car f 2 H
m
2
)
Z
b
a
(f
(m)
)
2

1
b  a
(f
(m 1)
(t))
2
;8t 2 [a; b]
qui s'ecrit aussi (en remarquant que la valeur absolue d'un reel lui est superieure
ou egale)
jjf jj
H
m
2

1
p
b  a
f
(m 1)
(t)
On integre cette inegalitem 1 fois de a a t , et comme precedement en remarquant
que pour tout  2 [[0;m  1]]; f
()
(a) = 0 on a l'inegalite
jjf jj
H
m
2

1
(t  a)
m 1
1
p
b  a
f(t)
et comme t  b
jjf jj
H
m
2

1
(b  a)
m 
1
2
f(t) (1.2)
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Si f est positive, ceci assure la propriete. Dans le cas contraire, on decompose f en
f = f
+
  f
 
ou f
+
= sup(f; 0) et f
 
= sup( f; 0). Si f appartient a H
m
2
, alors
f
+
et f
 
sont aussi dans H
m
2
et l'inegalite (1.2) peut leur e^tre appliquee soit
jjf
+
jj
H
m
2

1
(b a)
m 
1
2
f
+
(t)
jjf
 
jj
H
m
2

1
(b a)
m 
1
2
f
 
(t)
En elevant au carre et en ajoutant, on trouve
jjf
+
jj
2
H
m
2
+ jjf
 
jj
2
H
m
2

1
(b  a)
2m 1
(f
+
(t))
2
+ (f
 
(t))
2
Et par denition me^me de f
+
et f
 
, ces deux fonctions sont orthogonales dans H
m
2
(car leur supports sont disjoints), ce qui montre nalement que (par application du
theoreme de Pythagore)
jjf jj
2
H
m
2

1
(b  a)
2m 1
(f(t))
2
et enn
jjf jj
H
m
2

1
(b  a)
m 
1
2
jf(t)j
Ainsi donc pour une famille de points x
i
de l'intervalle ]a; b[, on introduit des formes
lineaires L
i
(precedement notees L
x
i
).
Propriete 15 Les formes lineaires L
i
L
i

H 7 ! IR
f 7 ! f(x
i
)
sont continues et bornees.
Et par denition, l'espace H
m
muni du produit scalaire (.,.) est un r.k.h.s.
1.3.2 Representant des formes lineaires L
i
Nous verrons dans la suite que la forme me^me des fonctions 
i
qui sont les
representants des formes lineraires L
i
est tres importante. Le calcul que nous pro-
posons s'appuie sur trois points
(i) On cherche 
i
dans H
m
2
(ii) Toute fonction f de H
m
2
admet un developpement de Taylor a reste integral
(iii) 
i
est representant de L
i
dans H
m
2
Chaque fonction f de H
m
2
admet un developpement de Taylor a reste integral dont
le partie polynomiale est nulle (car 8 2 [[0;m  1]]; f
()
(a) = 0)
f(x
i
) =
Z
b
a
Y (x
i
  x)(x
i
  x)
m 1
(m  1)!
f
(m)
(x)dx
Ceci signie donc que 
(m)
i
(x) =
Y (x
i
 x)(x
i
 x)
m 1
(m 1)!
d'ou

i
(x) =
( 1)
m
(2m  1)!
Y (x
i
  x)(x
i
  x)
2m 1
+ p
i
(x)
1.3. STRUCTURE DE R.K.H.S. DES ESPACES DE SOBOLEV H
M
53
avec p
i
2 P
m 1
. On doit alors ajuster le polyno^me p
i
pour assurer 
i
2 H
m
2
, c'est a
dire

i
(a) = 
0
i
(a) =    = 
(m 1)
i
(a) = 0 (1.3)
Le polyno^me p
i
peut s'ecrire sous la forme
p
i
(x) = 
0
+ 
1
(x  a) +   + 
m 1
(x  a)
m 1
et les conditions (1.3) donnent le systeme qui nous permet de calculer les coecients

i
8
>
>
>
>
>
<
>
>
>
>
>
:
( 1)
m+1
(x
i
 a)
2m 1
(2m 1)!
= 
0
( 1)
m
(x
i
 a)
2m 2
(2m 2)!
= 
1
.
.
. =
.
.
.
( 1)
2
(x
i
 a)
m
m!
= (m  1)! 
m 1
et se resout en 
i
=
1
i!
( 1)
m+1 i
(x
i
 a)
2m 1 i
(2m 1 i)!
; i 2 [[0;m  1]].
Propriete 16 Les fonctions 
i
representant les formes lineaires L
i
dans H
m
2
ont
la forme

i
(x) =
( 1)
m
Y (x
i
 x)(x
i
 x)
2m 1
(2m 1)!
+ p
i
(x)
avec
p
i
(x) =
m 1
P
=0

i
(x  a)


i
=
1
i!
( 1)
m+1 i
(x
i
 a)
2m 1 i
(2m 1 i)!
(1.4)
Remarque 1 On a bien (voir [Wah90])

i
2 P
2m 1
si x 2 [a; x
i
]

i
2 P
m 1
si x 2 [x
i
; b]
On peut verier que la formule 
i
(x
j
) = 
j
(x
i
) issue de la symetrie du produit
scalaire et de la propriete de reproduction des 
i
est bien vraie avec cette expression.
Nous allons maintenant demontrer la propriete suivante
Propriete 17 La famille des (
i
)
i2[1;n]
est libre si et seulement si les points x
i
sont
distincts.
Pour cela, on utilise la forme des fonctions 
i
= 
i
+ p
i
demontree plus haut, ou

i
(x) =
( 1)
m
Y (x
i
 x)(x
i
 x)
2m 1
(2m 1)!
et p
i
est un polyno^me de degre inferieur ou egal
a m   1. On commence par demontrer que les fonctions 
i
sont independantes
lineairement des que les points x
i
sont distincts, et dierents de a et de b (cette
derniere hypothese n'est pas restrictive, car on peut toujours prendre un inter-
val de travail plus grand, elle interviendra aussi dans la deuxieme phase de la
demonstration). Cherchons des reels 
i
tels que la combinaison lineaire
P
n
i=1

i

i
soit nulle. Si on suppose que les x
i
sont distincts et ordonnes par ordre croissant,
alors pour y
n
=
x
n 1
+x
n
2
, l'equation s'ecrit

n

n
(y
n
) = 
n
(x
n
  y
n
)
2m 1
(2m  1)!
= 0
d'ou on tire 
n
= 0 car x
n
6= x
n 1
. On passe alors a y
n 1
=
x
n 2
+x
n 1
2
qui avec la
condition 
n
= 0 s'ecrit

n 1

n 1
(y
n 1
) = 
n 1
(x
n 1
  y
n 1
)
2m 1
(2m  1)!
= 0
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qui implique de la me^me facon 
n 1
= 0. On continue ainsi de suite jusqu'a y
1
=
(x
1
+ a)=2, et demontre la propriete.
On cherche maintenant des reels 
i
qui annulent
P

i

i
=
P

i

i
+
P

i
p
i
. La
somme de gauche est nulle sur [x
n
; b] et non nulle sur [a; x
1
] qui sont des segments de
mesure non nulle sous nos hypotheses. Ce ne peut pas e^tre un polyno^me. Cependant,
la somme de droite est un polyno^me de degre inferieur ou egal a m 1. La condition
P

i

i
= 0 s'ecrit donc
P

i

i
= 0 et
P

i
p
i
= 0 ; or la demonstration precedente
montre que les 
i
doivent e^tre tous nuls. Les fonctions sont donc libres si les points
de donnee x
i
sont distincts. Par ailleurs s'il existe deux points confondus, alors les
fonctions 
i
1
et 
i
2
associees sont egales, la famille n'est pas libre. Cela acheve la
demonstration.
Notons pour nir que le me^me type de structure peut se construire dans le cas
multidimensionnel comme le montre le travail de Duchon [Duc76].
La structure de H
m
que nous venons de construire correspond a la metrique
naturelle pour developper les splines plaques minces. Nous commencons par decrire
leurs calculs, puis on passe a la construction d'une approximation glissante, quelques
proprietes de cette approximation sont ensuite etudiees.
1.4 Splines d'ajustement
1.4.1 Introduction
Le modele de donnees associe au special spline smoothing problem est
y
i
= f
e
(x
i
) + 
i
; i 2 [[1; n]]
ou les donnees mesurees y
i
en n points x
i
de ]a; b[ sont considerees comme les
valeurs d'une fonction u
e
2 H
m
entachees d'erreurs 
i
que l'on suppose normales
independantes et de variance
1
w
i
. On note dans la suite W la matrice diagonale des
w
i
.
On cherche alors comme approximation de f
e
la fonction f qui minimise le critere
E

W
=
n
X
i=1
w
i
(y
i
  f(x
i
))
2
+ 
Z
b
a
(f
(m)
)
2
dans H
m
. Ce critere signie qu'on cherche f qui passe au plus pres des points de
donnees (au sens des moindres carres) et qui respecte un certain critere de regularite
(second terme). Comme on cherche f 2 H
m
, on utilise la structure que nous avons
decrite dans la premiere partie pour transformer E

W
en (rappel : L
i
= L
x
i
)
E

W
(f) =
n
X
i=1
w
i
(y
i
  L
i
f)
2
+ jjP
2
f jj
2
H
m
(1.5)
C'est le general spline smoothing problem qui se pose pour un r.k.h.s. generalH qui
se decompose de la me^me facon que H
m
en une somme directe H
m
1
H
m
2
, H
m
1
de
dimension nie.
Ce probleme est resolu dans [Wah90] dans le cas W = Id, [Sal92] pour W
diagonale et enn [Mat80] pour le cas general W symetrique
2
.
1.4.2 Transformation de E

W
et calcul de f

W
Comme H
m
est un r.k.h.s., on peut ecrire L
i
f = (
i
; f)
H
m
. On remarque aussi
que les fonctions 
i
forment une famille libre des que les points x
i
sont distincts
2. ce dernier cas sort de notre propos
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(demonstration :
P

i

i
= 0 implique P
2
(
P

i

i
) = 0, soit
P

i

i
= 0 et donc

i
= 0 pour tout i car les 
i
sont libres).
Dans un second temps, on decompose la fonction f selon la somme directe
H
m
1
H
m
2
en remarquant que
{ (

)
2[0;m 1]
est une base de H
m
1
{ H
m
2
se decompose en une partie generee par la famille libre (
i
)
i2[1;n]
(famille
des projetes des 
i
; i 2 [[1; n]]) et son orthogonal
soit
Propriete 18 Pour toute fonction f de H
m
il existe d
1
;    ; d
m
et c
1
;    ; c
n
des
reels et  une fonction orthogonale a tous les 

et 
i
tels que
f =
m 1
X
=0
d



+
n
X
i=1
c
i

i
+ 
Nous noterons dans la suite c et d les vecteurs des c
i
et d

.
Remarque 2 La fonction  est orthogonale aux fonctions 
i
En eet, il est evident que  est dans H
m
2
(elle est orthogonale aux 

) et 
i
  
i
appartient a H
m
1
, ainsi on a (; 
i
) = (; 
i
). Comme nous avons choisi  orthogonale
aux 
i
, il vient nalement (; 
i
) = 0 pour tout i. De la me^me facon, on montre que
8i; j 2 [[1; n]]
2
; (
i
; 
j
) = (
i
; 
j
)
Pour nir explicitons le calcul partiel
(
i
; f) =
m
P
=1
d

(
i
; 

) +
n
P
j=1
c
j
(
i
; 
j
) + (
i
; )
=
m
P
=1
d



(x
i
) +
n
P
j=1
c
j
(
i
; 
j
)
Le critere de construction de la fonction spline s'ecrit alors
E

W
(f) = [y  Gc  Pd]
>
W [y  Gc  Pd] + c
>
Gc+ jjjj
2
H
m
(1.6)
ou nous notons G = [(
i
; 
j
)]
i;j
le grammien des fonctions 
i
qui est une famille libre
(donc G est inversible). P = [L
i


]
i;
qui est supposee de rang m.
Ainsi, la premiere condition de minimisation est  = 0, et le calcul en (c; d) mene
au systeme

(G
>
WG+ G)c +G
>
WPd = GWy
P
>
WGc+ P
>
WPd = P
>
Wy
ce qui est equivalent a (G est symetrique et inversible si les points de donnees x
i
sont distincts)

Wy = (WG+ I)c+WPd
P
>
WGc+ P
>
WPd = P
>
(WG+ I)c+ P
>
WPd
Finalement, nous avons le theoreme suivant
Theoreme 6 La fonction f

W
d'approximation des donnees y
i
aux points x
i
mini-
misant le critere E

W
a la forme
f =
m
X
=1
d



+
n
X
i=1
c
i

i
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et les vecteurs c et d sont donnes par le systeme (si  > 0)

G+ W
 1
P
P
>
0

c
d

=

y
0

(1.7)
On peut remarquer que la forme de la matriceW n'inue pas sur la demonstration de
ce theoreme (siW est l'inverse d'une matrice de covariance, elle est bien symetrique
denie positive, ce qui assure la correction des developpements).
1.4.3 Regularite du systeme d'optimalite
Pour demontrer que le systeme (1.7) est regulier, il sut de montrer que le
systeme homogene admet comme unique solution (c; d) = 0. Posons S = G+W
 1
qui est inversible. La solution du systeme homogene s'ecrit alors

c =  S
 1
Pd
(P
>
S
 1
P )d = 0
Comme S est symetrique denie positive, S
 1
l'est aussi. Or P
>
S
 1
Pd = 0 implique
d
>
P
>
S
 1
Pd = 0 soit (Pd)
>
S
 1
(Pd) = 0 et donc Pd = 0. Ceci n'implique d = 0
que dans le cas ou l'on a n  m points distincts (P doit e^tre injective).
Propriete 19 Si n  m, les points de donnees x
i
sont distincts, et  > 0 alors le
systeme de construction (1.7) est regulier.
Calculons la solution formelle du systeme (1.7) sous ces hypotheses (on pose
toujours S = G+ W
 1
)

Sc+ Pd = y
P
>
c = 0
equivaut a

c = S
 1
(y   Pd)
0 = P
>
S
 1
y   P
>
S
 1
Pd
et nalement

c = S
 1
(I   (P
>
S
 1
P )
 1
P
>
S
 1
)y
d = (P
>
S
 1
P )
 1
P
>
S
 1
y
(1.8)
Remarque 3 La condition n  m est necessaire.

Etudions le cas m = 2; n = 1 par souci de simplicite, le systeme (1.7) s'ecrit alors
8
<
:
sd+ c
1
+ x
1
c
2
= u
1
d = 0
x
1
d = 0
Il admet alors une innite de solution d = 0; (c
1
; c
2
) = (u
1
  lx
1
; l); l 2 IR.
1.4.4 Cas particuliers, consistance
Nous continuons notre analyse du systeme (1.7) par deux remarques concernant
des cas particuliers.
Remarque 4 Si n = m alors l'approximation construite est l'interpolation polyno-
miale des donnees.
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En eet, l'interpolation polynomiale des donnees annule dans ce cas E

W
. Le vecteur
des w
i
ne joue plus aucun ro^le : nous ferons donc l'hypothese n > m dans la suite.
Propriete 20 La fonction spline est consistante : les polyno^mes de degre inferieur
ou egal a m  1 (c'est a dire H
m
1
) sont reproduits exactement.
En considerant y
i
= p(x
i
), p 2 P
m 1
, il sut de remarquer que p annule le critere
de construction E

W
.
Propriete 21 La fonction f

W
interpole le point de donnee x
j
lorsque w
j
!1.
Remarquons que la ligne j du systeme d'optimalite s'ecrit
m
X
=1
d



(x
j
) +
n
X
i=1
c
i

i
(x
j
) = u
j
 
c
j
w
j
car (
j
; 
i
) = (
j
; 
i
) = 
i
(x
j
) pour tout i; j 2 [[1; n]]. Et nous avons donc
f

W
(x
j
) = u
j
 
c
j
w
j
Ainsi, lorsque w
j
tend vers l'inni, la ligne j du systeme d'optimalite devient une
condition d'interpolation au point x
j
.
Finissons enn par une derniere remarque concernant les conditions de consistance
Remarque 5 On peut remplacer les conditions de consistances centrees en a par
des conditions de consistances centrees en un autre point sans changer l'approxi-
mation.
On demontre de nouveau cette propriete dans le cas m = 2 car la preuve est
purement calculatoire, la propriete reste vraie dans le cas general. Les conditions
de consistance s'ecrivent
8
>
>
<
>
>
:
n
P
i=1
c
i
= 0
n
P
i=1
c
i
(x
i
  a) = 0
la premiere equation montre que la seconde se reduit a
n
P
i=1
c
i
x
i
car a
n
P
i=1
c
i
= 0, ou
de facon equivalente a
n
P
i=1
c
i
(x
i
  y) pour n'importe quel point y.
1.4.5 Systeme equivalent
La fonction spline d'ajustement que nous venons de construire fait intervenir la
borne a de son intervalle de denition. Nous aimerions supprimer cette dependance
car elle donne un ro^le preponderant a a qui est choisi de facon arbitraire.
Le systeme d'optimalite (1.7)

G+ W
 1
P
P
>
0

c
d

=

y
0

dont la ligne i s'ecrit
n
X
j=1

j
(x
i
)c
j
+

w
i
c
i
+
m
X
=1


(x
i
)d

= u
i
(1.9)
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conserve la me^me forme si l'on centre les polyno^mes 

en un autre point x que
a selon la formule : 

(y) =
(y x)
 1
( 1)!
, car ce n'est qu'un changement de base dans
H
m
1
. Nous cherchons maintenant a eliminer a de G.
An de simplier les calculs, nous nous placons dans le cas m = 2. Nous allons
transformer la fonction 
i
pour faire appara^tre une covariance generalisee K : on
remarque que le terme
1
6
Y (x
i
 x)(x
i
 x)
3
peut aussi s'ecrire
1
12
jx
i
  xj
3
+
1
12
(x
i
 
x)
3
. Ainsi, on a apres quelques lignes de calculs

i
(x) =
1
12
jx
i
  xj
3
 
1
12
(x
i
  a)
3
+
1
4
(x
i
  a)
2
(x  a) +
1
4
(x
i
  a)(x  a)
2
 
1
12
(x   a)
3
Injectons cette forme de 
i
dans la premiere somme de (1.9) en posant K(h) =
1
12
jhj
3
:
n
P
j=1
c
j

j
(x
i
) =
n
P
j=1
c
j
K(x
j
  x
i
)
 
1
12
(x
i
  a)
3
n
P
j=1
c
j
+
1
4
(x
i
  a)
2
n
P
j=1
c
j
(x
j
  a)
+
1
4
(x
i
  a)
n
P
j=1
(x
2
j
  2ax
j
+ a
2
)c
j
 
1
12
n
P
j=1
(x
3
j
  3x
2
j
a+ 3x
j
a
2
  a
3
)c
j
Or les conditions d'orthogonalite du systeme (1.7) imposent que
P
n
j=1
d
j
= 0 et
n
P
j=1
d
j
(x
j
  a) = 0. Ainsi l'expression precedente s'ecrit
n
P
j=1
c
j

j
(x
i
) =
n
P
j=1
K(x
j
  x
i
)c
j
+
1
4
(x
i
  a)
n
P
j=1
c
j
x
2
j
 
1
12
n
P
j=1
x
3
j
c
j
+
3
12
a
n
P
j=1
x
2
j
c
j
=
n
P
j=1
K(x
j
  x
i
)c
j
+
1
4
x
i
n
P
j=1
c
j
x
2
j
 
1
12
n
P
j=1
c
j
x
3
j
Nous avons donc elimine a de cette somme. Montrons maintenant que la correc-
tion
1
4
x
i
n
P
j=1
c
j
x
2
j
 
1
12
n
P
j=1
c
j
x
3
j
peut toujours e^tre centree en un point x que nous
choisissons. Pour cela, on remarque que
n
X
j=1
(x
j
  x)
2
c
j
=
n
X
j=1
x
2
j
c
j
  2x
n
X
j=1
x
j
c
j
+ x
2
n
X
j=1
c
j
=
n
X
j=1
x
2
j
c
j
gra^ce aux conditions d'orthogonalite, et de la me^me facon,
n
X
j=1
x
3
j
c
j
=
n
X
j=1
(x
j
  x)
3
c
j
+ 3x
n
X
j=1
c
j
(x
j
  x)
2
Nous injectons ces deux formules dans l'expression precedente pour obtenir
n
X
j=1
c
j

j
(x
i
) =
n
X
j=1
K(x
j
  x)c
j
+
1
4
(x
i
  x)
n
X
j=1
(x
j
  x)
2
c
j
 
1
12
n
X
j=1
(x
j
  x)
3
c
j
(1.10)
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Pour nir, on utilise (1.10) dans (1.9) pour obtenir une expression (( locale )) dans
le sens ou toutes les fonctions sont centrees en x
n
P
j=1
K(x
j
  x)c
j
+
 
d
1
 
1
12
n
P
j=1
c
j
(x
j
  x)
!
+ (x
i
  x)
 
d
2
+
1
4
n
P
j=1
c
j
(x
j
  x)
2
!
=
u
i
 

w
i
c
i
On pose alors
8
>
>
<
>
:
d
0
1
= d
1
 
1
12
n
P
j=1
c
j
(x
j
  x)
d
0
2
= d
2
+
1
4
n
P
j=1
c
j
(x
j
  x)
2
et le systeme d'optimalite devient

K + W
 1
P
P
>
0

c
d
0

=

y
0

(1.11)
avec K = [K(x
i
  x
j
)]
ij
. Les formules de transformation d vers d
0
nous permettent
par ailleurs de calculer d.
On peut aussi montrer que la fonction que nous construisons avec ce systeme
est (on applique a f

W
les me^mes transformations que precedemment) :
g

W
(x) =
n
X
i=1
c
i
K
i
(x) +
m
X
=1
d
0



(x)
ou K
i
(x) = K(x
i
  x), et g

W
est telle que
8x 2 [a; b]; g

W
(x) = f

W
(x)
C'est le systeme de construction du cokrigeage d'erreur de covariance generalisee
K(h), et de matrice de variance d'erreurW
 1
. Nous venons donc de redemontrer le
theoreme d'equivalence splines{krigeage dans un cas particulier (en nous inspirant
largement des travaux de [Dub81]).
Theoreme 7 La spline d'ajustement construite par minimisation de E

W
conduit
a la me^me approximation que le cokrigeage d'erreur avec covariance generalisee
K(h) = jhj
2m 1
et matrice de covariance d'erreur W
 1
.
Ce resultat important montre que l'on aurait pu travailler dans le cadre du kri-
geage et aboutir a la me^me approximation. Cependant le formalisme probabiliste
se pre^te peu a des variations de W avec le point d'estimation comme nous le fe-
rons dans la suite : cela signierait qu'une variable aleatoire a plusieurs variances
dierentes selon son point d'observation (ce qui justie au passage l'appellation
(( Approximation Myope ))) !
Notons que ce theoreme nous donne le systeme de construction de g

W
(x) en
fonctions de forme N
i
utilise habituellement en krigeage

K + W
 1
P (x)
P (x)
>
0

N(x)
(x)

=

K(x)
e
1

(1.12)
avec K(x) le vecteur des K(x
i
  x), et P (x) la matrice des mono^mes centres en x
et evalue aux x
i
.
Ce developpement, ainsi que le theoreme precedent appellent deux commen-
taires. En premier lieu, il nous a permis de centrer le systeme (1.7) en un point x
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arbitraire, ce qui aura une grande importance dans la suite. En second lieu, nous
avons maintenant un systeme qui nous permet de calculer une fonction g

W
qui ne
respecte plus la structure de H
m
dans le sens ou la combinaison lineaire de K
i
n'est
pas dans H
m
2
(c'est pourquoi les coecients d sont transformes en d
0
).
Nous allons donc proposer un systeme de calcul de c et d directement en nous
inspirant du calcul precedent. Pour cela nous transformons de nouveau (1.10) en
utilisant les conditions d'orthogonalite
n
P
j=1
c
j
(x
i
) =
n
P
j=1
K(x
j
  x)c
j
+
1
4
(x
i
  x)
n
P
j=1
(x
j
  x)
2
c
j
 
1
12
n
P
j=1
(x
j
  x)
3
c
j
+
1
4
(x
i
  x)
2
n
X
j=1
c
j
(x
j
  x)
| {z }
0
+
1
12
(x
i
  x)
3
n
X
j=1
c
j
| {z }
0
ce qui s'ecrit aussi en factorisant en c
j
,
n
P
j=1
c
j
(x
i
) =
n
P
j=1
c
j

Y (x
j
 x
i
)
6
(x
j
  x
i
)
3
 
1
6
(x
j
  x)
3
+
1
2
(x
j
  x)
2
(x
i
  x)

ce qui revient a remplacer a par x dans la formule denissant 
i
. Ceci n'implique
cependant pas que 
i
admet la forme
Y (x
i
  y)
6
(x
i
  y)
3
 
1
6
(x
i
  x)
3
+
1
2
(x
i
  x)
2
(y   x)
car nous avons utilise les conditions d'orthogonalite P
>
d = 0. Nous denisons donc
les fonctions

x
i
(y) =
Y (x
i
  y)
6
(x
i
  y)
3
 
1
6
(x
i
  x)
3
+
1
2
(x
i
  x)
2
(y   x) (1.13)
et
~
G(x) la matrice des 
x
i
(x
j
), et il vient la propriete suivante.
Propriete 22 Le systeme

~
G(x) + W
 1
P (x)
P
>
(x) 0

c
d

=

y
0

(1.14)
admet alors les me^mes solutions que le systeme d'optimalite (1.7).
1.5 Approximation Myope
Les developpements precedents sont des resultats bien connus que nous avons re-
visites et analyses avec notre sensibilite (la propriete 22 est originale). Nous passons
a present au calcul de l'approximation avec fene^tre glissante qui est notre but.
1.5.1 Denitions
Nous reprenons maintenant l'idee qui est a la base de la construction des ap-
proximations glissantes : le vecteur fw
i
g
i
est maintenant une fonction de x. Nous
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etendons ici le travail de Salkauskas [Sal92]. Nous utiliserons comme nous en avons
l'habitude dans le cadre dius la notation suivante
I(x) = fi 2 [[1; n]]; w
i
(x) 6= 0g
On fait bien entendu l'hypothese Card(I(x)) > m pour tout x de l'espace d'intere^t
(voir la discussion relative au systeme d'optimalite).
Nous sommes donc amenes a minimiser le critere
E

x
(f) =
X
i2I(x)
w
i
(x)(y
i
  f(x
i
))
2
+
Z
b
a
(f
(m)
)
2
dont le minimum est atteint pour la fonction f

x
de la forme
f

x
(y) =
X
i2I(x)
c
i
(x)K(y   x
i
) +
m 1
X
=0
d

(x)
x

(y)
avec les coecients c
i
(x) et d

calcules comme dans la partie precedente ; et ou les
conditions de consistance sont centres en x : 
x

(y) =
(y x)

!
pour  2 [[0;m   1]].
Nous noterons dans la suite K
i
(y) = K(y   x
i
).
Denition 17 L'approximation myope en x construite a partir des nuds x
i
est
denie par
~u(x) = f

x
(x) (1.15)
Nous construisons maintenant une pseudo{derivee en suivant la me^me idee que
pour l'approximation diuse.
Denition 18 La pseudo{derivee de l'approximation myope en x est denie par
~u
x
(x) =
d
dy
f

x




y=x
(1.16)
En pratique cela signie que
~u
x
=
X
i2I(x)
c
i
(x)K
0
i
(x) +
m 1
X
=0
d

(x)
x0

(x)
et l'ordre de pseudo derivation est limite par la regularite de K (car les polyno^mes
sont indeniment derivables).
1.5.2 Proprietes
L'approximation myope possede trois proprietes fondamentales, c'est une ap-
proximation locale, consistante et dont la regularite est xee par la plus faible de
celles de K et des fonctions w
i
.
Propriete 23 L'approximation myope est locale, et plus precisement
supp(N
i
) = supp(w
i
)
C'est evident, car le point x
i
dispara^t du critere E

x
lorsque w
i
(x) = 0, ainsi la
valeur nodale u
i
n'intervient plus dans le calcul de ~u et donc nalement N
i
(x) = 0.
Notons que cette propriete n'est interessante que si la fonction de forme N
i
est
reguliere, c'est{a{dire qu'on n'a pas de (( saut )) lorsque N
i
devient nulle. C'est le
sens de la propriete suivante.
Propriete 24 L'approximation myope est aussi reguliere que la moins reguliere
des fonctions K
i
(x) et w
i
(x).
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
A liste de nuds I(x) xee la propriete est assuree par le systeme de construction
de l'approximation. On doit cependant analyser avec soin le cas d'un point qui
entre ou sort de la liste de nuds. Pour cela, on ecrit le systeme de construction de
l'approximation myope de facon legerement dierente

W (x)K + Id W (x)P (x)
P
>
(x) 0

N(x)
(x)

=

W (x)K(x)
e
1

et on fait tendre w
i
0
vers zero. La ligne i
0
devient alors continu^ment N
i
0
= 0, ce
qui assure la propriete.
Enn, nous allons analyser la consistance de l'approximation myope.
Propriete 25 L'approximation myope, ainsi que sa pseudo{derivee sont consis-
tantes jusqu'a l'ordre m  1
Cela signie que si les donnees sont celles d'un polyno^me de degre inferieur ou egal
a m  1 alors l'approximation myope le reproduit exactement. Or nous savons que
la spline se confond alors avec le polyno^me en question, et cela assure la propriete.
Le cas de la pseudo{derivee est assure par le fait que les coecients c
i
sont tous
nuls, et les d

sont ceux du polyno^me exprime dans la base (
x

)

de P
m 1
.
1.5.3 Interpolation myope
Nous allons montrer que l'approximation myope est interpolante sous certaines
conditions sur les fonctions de ponderations w
i
.
Propriete 26 Si la fonction de ponderations w
i
verie
lim
x!x
i
w
i
(x) = +1
alors l'approximation myope interpole la donnee en x
i
.
Cette proprete est une consequence de la propriete 21 concernant les splines d'ajus-
tement.
Reprenons maintenant le critere de construction (1.6) au voisinnage du point i
en posant  = w
i
(x)(u
i
  g
>
i
c   t
>
i
d), et W
i
, G
i
P
i
les matrices pour lesquelles on
a supprime la contribution du nud i.
E

x
(c; d) = [y
i
 G
i
c  P
i
d]
>
W
i
[y
i
 G
i
c  P
i
d] + (u
i
  g
>
i
c  t
>
i
d) + c
>
Gc
ou g
i
et t
i
sont les vecteurs colonnes i des matrices G et P . La minimisation conduit
alors au systeme
8
<
:
(G
>
i
W
i
G
i
+ G)c + G
i
W
i
P
i
d + g
i
= G
>
i
W
i
y
i
P
>
i
W
i
G
i
c + P
>
i
W
i
P
i
d + t
i
= P
>
i
W
i
y
i
g
>
i
c + t
i
d  
1
w
i
 = u
i
qui a la forme

A(x) q
q
>
 
1
w
i




=

b(x)
u
i

Derivons ce systeme en x

A(x) q
q
>
 
1
w
i

(x)
0

0

+

A(x)
0
0
0  (
1
w
i
)
0




=

b
0
(x)
0

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Faisons tendre x vers x
i
en faisant l'hypothese supplementaire
lim
x!x
i
 (
1
w
i
(x)
)
0
= 0
la derniere ligne du systeme derive montre alors que q
>

0
(x
i
) = 0, c'est a dire en
revenant aux notations habituelles
n
X
i=1
c
0
(x
i
)K
i
(x
i
) +
m 1
X
=0
d
0
(x
i
)
x
i

(x
i
) = 0
or cette expression est exactement la dierence entre la derivee reelle et la pseudo{
derivee au nud x
i
. En remarquant que la construction habituelle des fonctions
w
i
assure que l'hypothese sur sa derivee est vraie (voir la me^me propriete pour
l'approximation diuse 23), on a la propriete suivante.
Propriete 27 La pseudo{derivee de l'interplation myope est egale a sa derivee
reelle aux nuds d'interpolation.
1.5.4 Approximation Myope et Approximation Diuse
La construction me^me de l'approximateur myope montre son lien aux interpo-
lateurs radiaux (splines, krigeage et radial basis functions). Nous allons demontrer
que l'interpolation myope admet l'interpolation diuse comme cas limite lorsque 
tend vers l'inni.
Propriete 28 Lorsque !1, l'interpolateur myope tend vers l'interpolation dif-
fuse.
Cette propriete peut se demontrer en faisant un developpement limite en  dans
le systeme (1.8). On note  la solution du systeme de construction de l'interpolation
diuse P
>
WP = P
>
Wu. On a pour commencer ( designe de facon generique une
fonction de limite nulle lorsque !1).
S = W
 1
(Id+
1

WG)
S
 1
=
1

(Id 
1

WG+
1

())W
=
1

W  
1

2
WGW +
1

2
()
et la seconde equation de (1.8) se transforme alors en
d = (
1

(P
>
WP  
1

P
>
WGWP +
1

()))
 1
P
>
(
1

(W  
1

WGW +
1

()))u
= ((P
>
WP )
 1
+ ())(P
>
W + ())u
= (P
>
WP )
 1
P
>
Wu+ ()
= + ()
De la me^me facon, la premiere equation se transforme en
c =
1

(W  WP (P
>
WP )
 1
P
>
W )u+
1

()
Finalement, on montre que la limite de (d; c) lorsque  tend vers l'inni est (; 0),
ce qui assure la propriete.
1.5.5 Approximation diuse penalisee
Nous avons construit une approximation glissante avec un terme supplementaire
de regulation de la derivee seconde (d'ordre m) de f

x
. La penalisation porte cepen-
dant sur le comportement global de l'approximation. Nous pouvons imaginer une
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penalisation plus (( locale )), a partir de l'approximation diuse en minimisant le
critere discret
E

x
(fg) =
X
i2I(x)
w
i
(x)(u
i
  < p(x
i
) > fg)
2
+ 
2
m
(1.17)
ou
{ < p(x
i
) > est le vecteur ligne des mono^mes centres en x jusqu'au degre m
{ l'approximation est ~u(x) =< p(x) > fa(x)g, et
{ f(x)g le vecteur  minimisant E

x
.
Il est assez aise de calculer le systeme d'optimalite, qui prend la forme
A(x)a(x) = b(x)
avec
{ A(x) = P
>
W (x)P + Q,
{ W (x) est la matrice diagonale des w
i
(x),
{ P (x) = [p
j
(x
i
)]
i2I(x);j2[0;m]
est la matrice des mono^mes centres en x evalues
aux points x
i
,
{ la matrice Q est denie par (m
ieme
element de la diagonale non nul)
Q =
2
6
6
6
6
6
6
4
0    0    0
.
.
.
.
.
.
.
.
.
.
.
.
0    1    0
.
.
.
.
.
.
.
.
.
0    0    0
3
7
7
7
7
7
7
5
{ b(x) = P (x)
>
W (x)U ou U est le vecteur des u
i
.
Propriete 29 Les fonctions de forme de l'approximation diuse penalisee sont
solutions du systeme

W
 1
(x) P (x)
P
>
(x)  Q

N


=

0
e
1

(1.18)
En eet, le systeme 1.18 est equivalent a

N =  W (x)P (x)
P
>
(x)N   Q = e
1
ou

 =  (P
>
(x)W (x)P (x) + Q)
 1
e
1
N =W (x)P (x)(P
>
(x)WP (x) + Q)
 1
e
1
et nalement (en notant p(t) le vecteur f
x

(t)g)
N
i
(x) = e
>
i
W (x)P
>
(x)A
 1
(x)e
1
= e
>
1
A
 1
(x)w
i
(x)p(x
i
)
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L'approximation ~u s'ecrit alors
~u(x) =
P
i2I(x)
N
i
(x)u
i
= e
>
1
P
i2I(x)
A
 1
(x)w
i
(x)p(x
i
)u
i
= p(x)
>
 
A
 1
(x)W (x)P (x)U

et ceci termine la demonstration. En consequence, nous pouvons enoncer le theoreme
de caracterisation des fonctions de forme diuse penalisee.
Theoreme 8 Les fonctions de forme diuses penalisee sont solutions du probleme
de minimisation sous contraintes
8
<
:
min

n
P
i=1
N
2
i
w
i
+ M
2
+
n
P
i=1
MN
i

x
2
(x
i
)

P
m
(x)
>
N = e
1
ou
{ M est une inconnue auxiliaire.
{ P
m
(x) est la matrice P (x) sans le degre m.
1.6 Experimentation numerique
Nous avons teste l'interpolateur myope numeriquement an de mieux com-
prendre le ro^le et la sensibilite de chaque parametre. Pour cela, plusieurs tests
ont ete menes :
{ Calcul des fonctions de forme,
{ Approximation de la fonction sinus,
{ Inuence de ,
L'ensemble de ces tests porte a la fois six variantes de l'interpolateur myope et de
ses limites :
1. Interpolation myope (IM),
2. Interpolation myope avec consistance d'ordre 2 (IM-2)
3. Interpolation diuse (ID),
4. Interpolation diuse avec consistance d'ordre 2 (ID-2),
5. Interpolation diuse penalisee (ID-p).
6. Interpolation spline{cubique (SC).
Nous pourrons ainsi comparer les comportements de ces dierentes methodes d'in-
terpolation.
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Fig. 1.1: Fonctions de formes pour des points repartis de facon reguliere. Pseudo-
derivee (lorsqu'elle est denie) et derivee (( reelle )). Pour l'interpolateur myope, et
l'interpolation diuse penalisee,  = 1.
1.6.1 Fonctions de forme
Les gures 1.1 et 1.2 representent les fonctions de forme des six interpolateurs
que nous avons testes. Ces courbes mettent en evidence deux dierences :
1. La pseudo{derivee semble plus proche de la derivee reelle dans le cas de l'ap-
proximation myope que dans le cas de l'approximation diuse.
2. L'approximation myope est plus raide que l'approximation diuse.
Le support des fonctions de forme est bien celui que nous attendions (ie : celui
de w
i
(:)).
Les variations de la derivee reelle sont beaucoup plus marquees avec une consis-
tance quadratique. On remarque aussi que le terme de penalisation limite bien ces
variations (ID-p) comme nous l'esperions.
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Fig. 1.2: Fonctions de forme pour des points d'abscisses perturbees aleatoirement.
 = 1.
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1.6.2 Fonction sinus
L'approximation de la fonction sinus conrme nos observations precedentes (-
gures 1.3 et 1.4) :
{ L'interpolateur myope semble plus raide que l'interpolation diuse ;
{ La pseudo{derivee est plus proche de la derivee reelle dans le cas de l'inter-
polateur myope ;
{ Le terme de penalisation lisse bien les derivees reelle et diuse.
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Fig. 1.3: Approximation de la fonction sinus echantillonnee aux points de coor-
donnees entieres.  = 1.
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On note par ailleurs que la geometrie joue un ro^le essentiel dans le comportement
de l'approximation. En eet, la presence de deux nuds tres proches perturbe les
dierentes approximations. Cette perturbation est surtout sensible sur le trace de
la derivee reelle. Me^me la spline cubique qui minimise la courbure
Z
b
a
(f
00
)
2
dans C
2
([a; b]) est perturbee au voisinage de ces deux nuds. Nous allons retrouver
l'importance de la geometrie dans la suite.
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Fig. 1.4: Approximation de la fonction sinus echantillonnee en des points aleatoires.
 = 1.
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1.6.3 Inuence de 
Nous avons vu dans le developpement theorique que l'interpolateur myope tend
vers l'interpolation diuse lorsque  tend vers l'inni. La gure 1.5 montre l'erreur
relative pour  = 10
6
: On retrouve bien numeriquement le comportement attendu.
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Fig. 1.5: Erreur relative entre l'interpolation diuse et l'interpolateur myope pour
 = 10
6
.
Lorsque  tend vers 0, on observe des zones de tres fortes variations (gure 1.7).
La gure 1.6 montre qu'il ne s'agit pas de discontinuite conformement a la theorie.
Cette zone de fortes variations correspond en fait a l'entree d'un point de donnee
dans le calcul de l'approximation. Notons que l'entree et la sortie des points de
donnees concident (la liste des nuds d'appuit passe de f1; 2; 3; 4g a f2; 3; 4; 5g)
mais cela n'est pas la cause du decrochement. On a en fait des fonctions de forme
splines qui se raccordent sur de petites zones gra^ce aux fonctions w
i
qui n'ont qu'une
tres faible importance car  est trop faible. Ainsi ce phenomene peut e^tre attenue
par deux facteurs :
{ une augmentation de la valeur de ,
{ la taille des zones d'inuence des nuds V
i
: plus cette taille est grande, plus
la valeur de la fonction de forme spline est faible, et le raccord est plus aise.
Ce comportement des fonctions de forme myope est ge^nant, car l'ecart entre derivee
reelle et pseudo derivee est tres faible pour les petites valeurs de , ce qui aurait pu
e^tre utile pour le calcul d'une integration robuste pour les equations dierentielles
(voir la quatrieme partie). Comme on cherche a limiter les supports de fonctions
de forme pour reduire la largeur de bande de la matrice de raideur, aucune de ces
deux solutions ne sont satisfaisantes.
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Fig. 1.6: Detail montrant l'entree d'un nud dans le calcul de la fonction de forme.
Le point de frontiere x
o
est en  1:5, le retard s'explique par l'estimation numerique
de w
i
qui ne devient non nulle qu'a partir de  1:45.
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Fig. 1.7:

Evolution des fonctions de forme de l'interpolateur myope avec .
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Fig. 1.8:

Evolution des fonctions de forme de l'interpolateur myope avec  (position
des nuds pseudo{aleatoire).
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1.7 Conclusion
En conclusion, nous avons dans cette partie propose une etude approfondie de la
structure de H
m
qui permet de construire les splines plaques minces. La construc-
tion des splines cubiques est developpee et une propriete originale (systeme centre)
demontree. Ceci nous permet de construire l'approximation myope et de demontrer
ses principales proprietes : consistance, interpolation, fonctions de formes, selon le
schema adopte pour la presentation de l'approximation diuse. Nous montrons aussi
que l'approximation myope est une notion intermediaire entre splines et approxi-
mation diuse (proprietes 28 et w
i
constants).
Ainsi, la construction de l'approximation myope montre que l'approximation
diuse et les interpolateurs radiaux sont dierents. La structure particuliere de H
m
que nous avons construite pour les splines est un modele : il est bien connu que
R
(f
00
)
2
est une approximation de l'energie de exion d'une poutre et la structure
est adaptee a ce critere. La forme de la fonction ~u decoule de la structure, alors que
l'approximation diuse pose a priori ~u(x) =
P
a
l
(x)f
l
(x).
L'approximation myope est une approximation locale et consistante, nous l'avons
donc utilisee pour resoudre des equations dierentielles (avec la pseudo{derivation et
une integration numerique adaptee [SVS99]). Les resultats ne montrent pas de reelle
amelioration vis{a{vis de l'approximation diuse. Cependant, la pseudo{derivee des
fonctions de forme myopes est de meilleure qualite que celle de l'approximation dif-
fuse. Cette propriete pourra e^tre exploitee pour la construction de l'approximation
dans les cas diciles (voir le chapitre 2 de la partie IV). Les fonctions de forme
myopes restent plus diciles a calculer que les fonctions de formes diuses, nous ne
les utiliserons donc pas dans le cadre de ce memoire.
Cependant, l'approximation myope contient un (( certain )) modele (on ne le
conna^t pas car le modele apparait a travers la diagonalisation ~u(x) = f

x
(x)) qui
pourrait e^tre utile pour des problemes d'approximation. Le krigeage en voisinage
glissant (on tronque les fonctions de forme au dela d'une certaine distance) peut
aussi e^tre envisage dieremment gra^ce a l'approximation myope. En consequence,
les courbes de niveau ne sont pas continues : on n'aurait pas ce desavantage avec
des fonctions d'inuence de type plateau.
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Chapitre 2
Approximation Hermite
Dans leurs formulations classiques, l'approximation diuse, les interpolateurs
radiaux ou l'approximation myope sont des methodes d'approximation de type La-
grangien. Il est parfois utile de savoir aussi interpoler des donnees dierentielles.
Nous avons vu dans l'introduction que l'interpolation de Hermite le permet. Nous
nous proposons donc d'etudier une variante de type Hermite de l'approximation
diuse.
L'approximation de type Hermite a ete proposee dans [LDT96] pour la prise en
compte de conditions aux limites de type Neumann ; l'article [ACK99] en propose
aussi une description. Liu et al. construisent une methode RKPM de type Hermite
dans [LCUC96]. Cependant, les auteurs n'etudient pas les proprietes de cette tech-
nique. Nous nous proposons donc d'etudier l'approximation diuse de type Hermite
en suivant le schema habituel : construction, existence, proprietes de consistance et
construction en fonction de forme, et enn un theoreme de convergence. Comme
precedemment, l'etude se place dans le cadre monodimensionnel sans que cela nuise
a la generalite des resultats.
Nous verions les taux de convergence numeriquement et nous tracons des fonc-
tions de forme sur quelques cas. Un exemple montre que l'interpolation obtenue est
lisse et de bonne qualite visuelle, cependant on remarque un ecart important entre
derivee (( reelle )) et derivee diuse. L'approximation diuse de type Hermite sera le
cur du calcul de courbure des surfaces triangulees et elle sera aussi utilisee pour
le calcul de poutre comme dans [ACK99] mais avec une formulation dierente.
2.1 Construction et proprietes
2.1.1 Construction de l'approximation
Soit (x
i
)
i2[[1;n]]
et (y
j
)
j2[[1;r]]
deux ensembles de points auxquels sont attachees
des donnees (u
i
)
i2[[1;n]]
et (v
j
)
j2[[1;r]]
valeurs et derivees d'une grandeur a approximer
sur un ouvert 
. On suppose que les points x
i
sont distincts deux a deux ainsi que
les y
j
; ces deux ensembles peuvent e^tre confondus.
Nous attachons a chaque point de donnee une fonction w
i
(ou w
j
) et on denit
u(x) =
m
P
k=0
a
k
x
k
k!
=< p(x) > fag. La construction de l'approximation ~u passe par la
minimisation du critere quadratique (I(x) et J(x) ont le sens habituel)
E
x
(fag) =
X
i2I(x)
w
i
(x)(u
i
  u(x
i
))
2
+ 
X
j2J(x)
r
2
j
w
j
(x)(v
j
  u
0
(y
j
))
2
(2.1)
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et on denit l'approximation diuse par ~u(x) =< p(x) > fa(x)g avec fa(x)g la
valeur du vecteur fag au point x.
Remarque 6  est sans dimension physique (unite), et r
j
a la dimension de l'es-
pace geometrique.
Ceci est necessaire pour assurer l'homogenete de E
x
. Les parametres r
j
seront
species dans l'etude de convergence ou ils permettent d'assurer l'uniformite de la
base des fonctions de forme [SF73]. Posons n
I
= Card(I(x)), n
J
= Card(J(x)),
P (x) =
2
6
4
h
1 x
1
: : :
x
m
i
m!
i
i2I(x)
h
0 1 : : :
y
m 1
1
(m 1)!
i
j2J(x)
3
7
5
; U(x) =
(
fu
i
g
i2I(x)
fv
j
g
j2J(x)
)
W (x) =

diag
i2I(x)
fw
i
(x)g 0
0 diag
j2J(x)
fr
2
j
w
j
(x)g

Le systeme d'optimalite caracterisant a est
(P
>
(x)W (x)P (x))fa(x)g = A(x)fa(x)g = P
>
(x)W (x)U(x) (2.2)
Il vient alors
~u(x) =< p(x) > A
 1
(x)P
>
(x)W (x)U(x) (2.3)
Propriete 30 Conditions d'inversibilite de A(x).
1. La matrice A est inversible si :
{ n
I
 m+ 1.
{ n
J
 m et n
I
 1.
{ Les semis x
i
; y
j
sont confondus et n
I
+ n
J
 m+ 1.
2. Conditions necessaires d'inversibilite de A(x)
{ n
I
 1
{ n
I
+ n
J
 m+ 1
On demontre cette propriete par contraposee : on cherche un polyno^me p de degre
m qui verie p(x
i
) = 0; 8i 2 I(x) et p
0
(x
j
) = 0; 8j 2 J(x) et qui soit non nul. Si
ce polyno^me existe alors A(x) est non inversible. Cas des conditions susantes :
{ Un polyno^me de degre m s'annulant au moins m+ 1 fois est nul.
{ Si p
0
s'annule m fois, alors p
0
= 0 et p est constant donc nul car n
I
> 0.
{ Le cas des semis x
i
, y
j
confondu et le cadre classique du theoreme d'Hermite
(voir par exemple [LS86]).
Les deux conditions necessaires sont naturelles : si n
I
est nul, alors p peut e^tre
constant non nul ; si n
I
+n
J
 m, alors on a moins d'equations que de parametres.
L'etude du cas 1  n
I
 m et n
J
 m   1 est plus complexe : si le polyno^me p
s'annule au points x
i
, alors p
0
s'annule necessairement dans les segments successifs
formes par les x
i
. La condition depend alors des positions relatives des points x
i
et
y
j
:
{ Exemple ou A(x) est inversible : si le nombre de points y
j
a l'exterieur de
[min(x
i
);max(x
i
)], n
E
J
est tel que n
I
+ n
E
J
 m+ 1, alors p = 0.
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{ Exemple ou A(x) est singuliere : le polyno^me p s'ecrit p = !q avec
!(y) =
Y
i2I(x)
(y   x
i
)
et q polyno^me de degre m   n
I
. Soit n
I
J
= Card(fj 2 J(x); !
0
(y
j
) = 0g), si
n
I
J
= n
J
 m   n
I
, alors A(x) est singuliere. En eet, on a p
0
= !q
0
+ q!
0
d'ou q(y
j
) = 0;8j 2 J(x) est p s'ecrit c!; c 2 IR (exemple : m = 2, n
I
= 2,
n
J
= 1 et y
1
=
x
1
+x
2
2
).
Dans la suite, nous admettons que les conditions de regularite de A(x) sont satis-
faites.
Propriete 31 L'approximation diuse Hermite est consistante d'ordre m :
s'il existe p dans P
m
tel que pour tout i; j, p(x
i
) = u
i
; p
0
(y
j
) = v
j
,
alors ~u = p.
Tout polyno^me de degre inferieur ou egale a m annule le critere de construction et
ceci demontre la propriete.
2.1.2 Fonctions de forme
L'expression de ~u montre que l'approximation diuse de type Hermite est une
fonction lineaire des donnees u
i
et v
j
. On peut donc ecrire
~u(x) =
P
i2I(x)
N
i
(x)u
i
+
P
j2J(x)
M
j
(x)v
j
= N
>
(x)U(x)
et ceci denit les fonctions de formes N
i
;M
j
de l'approximation diuse Hermite des
donnees u
i
; v
j
.
Propriete 32
8p 2 P
m
;8x 2 
;
X
i2I(x)
N
i
(x)p(x
i
) +
X
j2J(x)
M
j
(x)p
0
(y
j
) = p(x)
Cette propriete est l'enonce de la consistance selon les fonctions de forme de l'ap-
proximation diuse Hermite. L'approximation Hermite de Liu et. al. s'appuie sur les
me^mes conditions de consistance mais dans une formulation continue pour const-
ruire deux noyaux associes aux deux types de donnees selon la technique des fonc-
tions de correction.
Nous pouvons maintenant enoncer le theoreme de caracterisation des fonctions
de forme diuse Hermite
Theoreme 9 Les fonctions de forme N
i
;M
j
de l'approximation diuse minimisent
le critere
E
c
x
(N;M) =
X
i2I(x)
N
2
i
w
i
+
X
j2J(x)
M
2
j
r
2
j
w
j
sous les constraintes
8k 2 [[0;m]];8x 2 
;
X
i2I(x)
N
i
(x)x
k
i
+
X
j2J(x)
M
j
(x)ky
k 1
j
= x
k
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Introduisons les multiplicateurs de Lagrange  pour prendre en compte les cont-
raintes et le systeme caracterisant les fonctions de forme au point x est (avec les
notations precedentes)

W
 1
(x) P (x)
P (x)
>
0

N (x)
 (x)

=

0
p(x)

(2.4)
Ce systeme se resout en ecrivant

N (x) = W (x)P (x)(x)
A(x)(x) = p(x)
et nalement

N (x) = W (x)P (x)A
 1
(x)p(x)
(x) = A
 1
(x)p(x)
Cependant la formule (2.3) montre par identication que
N
>
(x) = < p(x) > A
 1
(x)P
>
(x)W (x)
Comme les matrices A
 1
(x) et W (x) sont symetriques les fonctions de formes sont
bien caracterisees par le theoreme 9.
Remarque 7 Les conditions de consistances peuvent toujours e^tre centrees au
point d'evaluation.
Les pseudo-derivees de l'approximation Hermite se denissent de la me^me facon
que pour l'approximation diuse usuelle. Il existe de me^me une caracterisation op-
timale des pseudo-derivees des fonctions de formes N
i
;M
j
; on pourra consulter a
ce sujet [Guy95a] sur le cas Lagrangien.
2.1.3 Interpolation
Nous savons que la condition lim
x!x
i
w
i
(x) = +1 est susante pour assurer
l'interpolation de la donnee u
i
. On retrouve bien entendu la me^me propriete pour
les donnees dierentielles v
j
. Nous allons nous pencher ici sur le cas de points de
donnees x
i
0
et y
j
0
confondus.
En suivant la technique de Guyon [Guy95a], nous introduisons les inconnues
supplementaires

(x) = w
i
0
(x)(u(x
i
0
)  u
i
0
)
(x) = w
j
0
(x)(u
0
(y
j
0
)  v
j
0
)
et le systeme de construction de l'approximation Hermite devient
2
6
4
A
0
(x) p(x
i
0
) p
0
(y
j
0
)
p
>
(x
i
0
)
 1
w
i
0
(x)
0
p
0>
(y
j
0
) 0
 1
w
j
0
(x)
3
7
5
8
<
:
a


9
=
;
=
8
<
:
b
0
(x)
u
i
0
v
j
0
9
=
;
(2.5)
ou l'indice 0 signie que l'on supprime la contribution des nuds i
0
et j
0
. A partir
de ce systeme, on peut transposer les proprietes usuelles de l'interpolation diuse
a l'interpolation diuse Hermite. En particulier, les pseudo{derivees du premier et
du second ordre sont egales aux derivees reelles aux nuds ou l'on a a la fois une
donnee (( u )) et une donnee (( v )).
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2.2 Convergence
Nous allons etudier la convergence de l'approximation diuse Hermite en nous
appuyant sur sa consistance. Il existe en eet des resultats generaux pour les
operateurs lineaires continus de consistance polynomiale donnee (voir par exemple
[RT98]). Ce sont ces me^mes idees qui sont utilisees dans [Vil91, DO96] (voir le cha-
pitre 2, premiere partie). On suppose que les points de donnees sont dans la boule
de centre x et de rayon  et on denit les coordonnees adimensionnelles :
(

i
=
x
i
 x


j
=
y
j
 x

Transformation de E
x
Introduisons pour commencer le critere de construction
centre
E
c
x
(fg) =
X
i2I(x)
w
i
(x)(u
i
  u
c
x
(x
i
))
2
+
X
j2J(x)
r
2
j
w
j
(x)(v
j
  u
c
x
(y
j
))
2
(2.6)
avec u
c
x
(t) =< p(t  x) > fg.
Propriete 33 Il est equivalent de construire l'approximation diuse Hermite en
formulation centree (2.6) ou non centree (2.1).
Cette propriete est une consequence de la remarque 7 et du theoreme de caracteri-
sation des fonctions de forme.
Supposons que les donnees sont issues d'une fonction u dans H
m+1
(
), u admet
un developpement de Taylor en x et pour tout point de donnee (car C
m+1
(
) est
dense dans H
m+1
(
)), on a
(
u
i
=< p(x
i
  x) > U
e
(x) +
(x
i
 x)
m+1
(m+1)!
r(x; x
i
)
v
j
=< p
0
(y
j
  x) > U
e
(x) +
(x
i
 x)
m
m!
s(x; y
j
)
ou U
e
(x) =< u(x); u
0
(x); : : : ; u
(m)
(x) >
>
. Soit p(x) la matrice P (x) adimension-
nelle : p(x) = P (x)D
 1
, avec
D =
2
6
6
6
4
1

.
.
.

m
3
7
7
7
5
Denissons le vecteur des restes de Taylor, et la matrice de poids modiee
<(x) =
8
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
:

m+1
1
r(x; x
1
)
.
.
.

m+1
n
x
r(x; x
n
x
)

m
1
s(x; y
1
)
.
.
.

m
m
x
s(x; y
m
x
)
9
>
>
>
>
>
>
>
=
>
>
>
>
>
>
>
;
; 
(x) =
"
diagfw
i
(x)g 0
0 diagf

r
j


2
w
j
(x)g
#
Le critere de construction de l'approximation diuse Hermite au point x s'ecrit alors
E
x
(fg) =

p(x)D(   U
e
)  
m+1
<(x)

>

(x)

p(x)D(   U
e
)  
m+1
<(x)

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Convergence simple La solution du systeme d'optimalite est
(  U
e
)(x) = 
m+1
D
 1
(p
>
(x)
(x)p)
 1
p
>
(x)
(x)<(x)
=
2
6
4

m+1
0
.
.
.
0 
3
7
5
h
n(x)
i
<(x)
(2.7)
Or les coordonnees du vecteur < sont bornees des que la fonction u
(m+1)
l'est : soit
M
(k+1)
> 0 cette borne sur 
. Il reste donc a etudier la matrice des (( fonctions de
formes adimensionnelles )) (p
>
(x)
(x)p(x))
 1
p
>
(x)
(x). Dans le cas de l'approxi-
mation diuse, il sut de supposer que l'on conserve l'unisolvance en faisant tendre
 vers zero et en ranant le semi de nuds (voir l'hypothese HINV(x) dans [Vil91]
ou le concept de boule h-ane equivalente dans [DO96, RT98]). Ici il faut aussi
tenir compte des termes
r
j

qui peuvent degenerer. Cependant, on prend en general
comme fonction de ponderation w
j
(x) = w
ref
(
jx y
j
j

j
), et en choisissant r
j
= 
j
on
a l'encadrement

j
max
j2J(x)
(
j
)

r
j

 1
Il faut donc aussi faire l'hypothese : 8j 2 J;

j
max
j2J(x)
(
j
)
>  > 0 lorsque  varie
1
. Nous
noterons encore HINV(x) les deux hypotheses necessaires.
Il vient nalement le theoreme de convergence simple suivant.
Theoreme 10 Sous les hypotheses HINV(x), si u 2 H
m+1
(
), alors
8x;8k 2 [[0;m]]; 9K(x) > 0;




u
(k)
(x) 

k
~u
x
k
(x)




 
m+1 k
K(x)
Convergence uniforme L'etude de la convergence uniforme demande des hy-
potheses plus fortes que precedemment. Nous les noterons (HFP) (voir [Vil91])
sans chercher a les expliciter. De plus, dans le cas 1d le theoreme de convergence
uniforme permet de passer a un majorant de l'erreur L
2
(ou H
k
) du me^me ordre
que le majorant ponctuel.
En conclusion, nous pouvons a l'aide de la convergence uniforme montrer que la
correspondance u! ~u est continue (avec les espaces et les topologies correctement
denis), et derouler les resultats generaux sur les approximations consistantes dans
les espaces de Sobolev [RT98, DO96].
2.3 Experimentation numerique
2.3.1 Topo{geometrie
En pratique, nous utilisons l'approximation diuse Hermite pour la resolution
d'equation dierentielle. Nous choisissons donc le support des donnees : les nuds
porteront donc deux parametres chacuns : u et v. Les fonctions de ponderation w
i
,
w
j
sont denies selon la strategie Vorono annexes B). Nous utilisons les fonctions de
ponderation de me^me degre que l'approximation bien que cela ne soit pas necessaire.
On pourrait en eet se contenter des fonctions de ponderation (( lineaires )) pour l'ap-
proximation diuse quadratique car on a deux informations par nud. Cependant
les fonctions de forme presentent alors de tres forts gradients.
1. Notons que cette hypothese semble facile a verier.
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2.3.2 Exemple
Pour mieux nous familliariser avec l'approximation diuse Hermite, nous avons
traite deux variantes d'un exemple simple (6 nuds, base quadratique). Les courbes
sont tracees gures 2.1 et 2.2. Les deux exemples se dierencient par les valeurs des
derivees au second et au troisieme nud. Ceci permet de mettre en evidence la prise
en compte de la derivee dans la construction de l'approximation.
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Fig. 2.1: Exemple d'approximation diuse Hermite ( = 1), cas 1. De haut en bas :
approximations, derivees et derivees reelle et diuse dans le cas de l'approximation.
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Le trace de la derivee reelle de l'approximation montre que l'ecart entre derivee
reelle et derivee diuse est assez important. Cependant on verie que la propriete
~u
0
(x
i
) =
~u
x
(x
i
) est bien veriee dans le cadre de l'interpolation diuse. L'approxi-
mation diuse Hermite donne une pseudo{derivee tres lisse et qui prend principa-
lement en compte les donnees dierentielles.
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Fig. 2.2: Exemple d'approximation diuse Hermite ( = 1), cas 2. De haut en bas :
approximations, derivees et derivees reelle et diuse dans le cas de l'interpolation.
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2.3.3 Fonctions de forme
Le calcul des fonctions de forme s'appuie sur un algorithme proche de celui decrit
en annexe A.1. Nous allons comparer les derivees diuse et reelle de l'approximation
Hermite. On s'apercoit que la pseudo{derivee des fonctions de forme (( N )) est tres
eloignee de la derivee au sens reel dans le cas de l'approximation.
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Fig. 2.3: Fonctions de formes de l'approximation diuse Hermite.
L'ecart entre derivee diuse et derivee reelle est moins grand dans le cas de l'in-
terpolation (gure 2.4). Cependant il reste assez important pour donner de grandes
dicultes dans le calcul de l'integration numerique pour la resolution d'equations
dierentielles.
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Fig. 2.4: Fonctions de formes de l'interpolation diuse Hermite.
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Fig. 2.5: Fonctions tests 2 et 3.
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2.3.4 Convergence
Nous avons verie les taux de convergence
2
de l'approximation diuse Hermite
a partir de trois fonctions tests denies sur [0; 1]. Nous avons choisi la fonction sinus
et deux fonctions representees gure 2.5 page 84. Les nuds sont repartis de facon
reguliere, puis perturbes aleatoirement (x
i
= hi+
i
, ou h est le pas et 
i
est aleatoire
uniforme dans [ 
h
5
;
h
5
]).
Nous avons calcule experimentalement l'erreur sur u; u
0
; u
00
avec les normes L
2
des fonctions erreurs ~u  u;
~u
x
  u
0
; : : : (normes ramenees a celle de u; u
0
; : : : ). Les
resultats sont regroupes dans l'annexe D et le tableau 2.1 ; ils montrent que l'on
retrouve bien les taux de convergence prevus au theoreme 10. Pour les fonctions 2
et 3, la partie initiale de la courbe de convergence est perturbee par la capture des
gradients de la fonction test.
Fonction 1
base Taux de convergence
fonction derivee derivee seconde
1; x -2.01 -1.01
1; x; x
2
-3.05 -2.00 -1.11
1; x; x
2
; x
3
-4.04 -3.04 -2.02
Fonction 2
base Taux de convergence
fonction derivee derivee seconde
1; x -2.00 -1.07
1; x; x
2
-3.13 -1.97 -1.25
1; x; x
2
; x
3
-4.03 -3.26 -1.98
Fonction 3
base Taux de convergence
fonction derivee derivee seconde
1; x -2.00 -0.99
1; x; x
2
-3.07 -2.01 -1.09
1; x; x
2
; x
3
-3.99 -3.03 -1.98
Tab. 2.1: Taux de convergence experimentaux de l'approximation diuse Hermite.
2.4 Conclusion
Nous avons etudie dans ce chapitre l'approximation diuse Hermite ; elle admet
les proprietes usuelles de l'approximation diuse et nous obtenons une formula-
tion en fonctions de forme generalisee. Ce theoreme permet de mettre en uvre les
techniques numeriques les plus ecaces pour le calcul des fonctions de forme. Nous
enoncons un theoreme de convergence dont la demonstration fait appara^tre l'impor-
tance du terme d'homogenesation r
2
j
. Dans le formalisme de [SF73, RT98, DO96],
ce terme assure les proprietes des fonctions de forme vis{a{vis des transformations
anes qui sont a la base de la convergence.
2. La theorie prevoit que l'erreur tracee en diagramme logarithmique suit une droite dont la
pente est le taux de convergence de l'approximation.
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Les experimentations numeriques que nous avons menees montre que l'approxi-
mation diuse Hermite donne des resultats satisfaisant et une pseudo{derivee tres
lisse (exemples). Les taux de convergence obtenus numeriquement sont conformes
aux taux prevus par le theoreme de convergence.
L'etude des fonctions de forme montre un ecart important entre derivee reelle
et derivee diuse (cas des fonctions (( N ))). Ceci implique qu'il sera tres di-
cile de denir une integration numerique adaptee a ces fonctions de forme pour la
resolution d'equations aux derivees partielles. De plus, les donnees dierentielles
ont une grande importance dans le calcul de la pseudo{derivee, il faudra donc e^tre
tres vigilant lorsque ces donnees sont bruitees. Le calcul de la courbure de surfaces
triangulees (partie III chapitre 1) donne un exemple de telles donnees (poids des
normales).
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Troisieme partie
Application a la modelisation
surfacique
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Chapitre 1
Courbure d'une surface
triangulee
La courbure donne une image de la variation des surfaces. En eet, lorsque la
coubure est elevee localement, la surface varie beaucoup, elle est lisse dans le cas
contraire. A la limite, les courbures d'un plan sont nulles toutes les deux. La gure
1.2 illustre cet aspect de la courbure.
En CAO classique, les surfaces utilisees sont souvent des portions de tore, cy-
lindre, co^ne, : : : or ces surfaces ont des signatures tres caracteristiques en terme de
courbure :
{ le plan a deux courbures nulles,
{ le cylindre : k
1
est l'inverse du rayon, et k
2
est nulle,
{ la sphere a deux coubures constantes et egales a l'inverse de son rayon
{ : : :
La gure 1.1 montre le cas du tore et du co^ne.
Fig. 1.1: Courbure k
1
du co^ne et k
2
du tore.
Enn, les mecanismes de deformation des solides donnent certaines proprietes
aux courbures des surfaces resultantes. Ainsi, en geologie, la courbure du toit (ou
du mur) d'une formation donne des renseignements sur sa deformation. On sait
par exemple qu'une surface de courbure de Gauss nulle peut-e^tre depliee par une
transformation isometrique (voir [Lis94] par exemple).
La courbure est donc un indicateur qui nous permet de detecter certaines
caracteristiques de la surface : ses variations , son expression parametrique, son
mode de deformation : : :
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Modele complet
Detail (te^te de la vache)
Fig. 1.2: Modele de vache. La courbure k
1
montre les zones de fortes variation de
la surface (la courbure est calculee au nud puis interpolee dans les triangles selon
l'echelle de couleur).
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Cependant, le calcul de la courbure d'une surface en trois dimensions est dicile
car une description C
2
est necessaire. Or l'approximation diuse est bien adaptee
lorsqu'on veut calculer des derivees d'ordre eleve. Il est donc naturel de penser l'ap-
pliquer au calcul de courbure. Cependant l'approximation diuse est une methode
d'approximation fonctionnelle et son adaptation a des calculs surfaciques n'est pas
immediat ; nous avons donc choisi une description constructive de l'algorithme de
calcul de la courbure par approximation diuse Hermite.
Nous commencons par rappeler la denition de la courbure d'une surface, puis
presentons rapidement les methodes usuelles de calcul de la courbure. La troisieme
partie propose la description et l'analyse de l'algorithme propose. Nous aboutissons
a une version basee sur l'approximation diuse Hermite que l'on peut qualier
d'algorithme (( haute resolution )). Enn, la quatrieme partie compare la nouvelle
methode avec une methode basee sur les patchs de Bezier.
1.1 Courbure d'une surface 3d
La courbure est un element de geometrie dierentielle a laquelle l'ouvrage de
Do Carmo [Car76] donne une introduction. Nous utilisons ici une presentation geo-
metrique de la courbure qui s'appuie sur la courbure des courbes. Nous passons
rapidement a un mode de calcul, puis nous decrivons son intere^t en modelisation
surfacique.
Soit S une surface de IR
3
que nous supposerons C
2
. En chaque point P , S admet
une normale ~n et a chaque plan  contenant le couple (P;~n), on associe la courbure
de la trace de S sur  (qui existe car la courbe  \ S est aussi C
2
). La courbe
obtenue k() sur [0; 2[ admet un maximum k
1
et un minimum k
2
. On demontre
par ailleur que k
1
et k
2
sont portes par des plans orthogonaux, ce sont les courbures
principales.
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Fig. 1.3: Surface, normale et plans maximaux denissant les courbures principales
k
1
et k
2
.
Il est possible de calculer k
1
; k
2
et les directions principales analytiquement lors-
qu'on connait un parametrage (u; v) de S (nous noterons (u; v) le point courant de
S, et . le produit scalaire usuel). Les courbures principales k
1
et k
2
sont les valeurs
propres de la matrice symetrique G
 1
L ou
G =

@
@u
:
@
@u
@
@v
:
@
@u
@
@u
:
@
@v
@
@v
:
@
@v

L =
"
~n:
@
2

@u
2
~n:
@
@u@v
~n:
@
2

@v@u
~n:
@
2

@v
2
#
Les directions principales de courbures sont aussi associees aux directions principales
de cette matrice (gure 1.4). On denit aussi habituellement
{ la courbure de Gauss K par K = k
1
k
2
(determinant de G
 1
L),
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{ la courbure moyenne H par H =
k
1
+k
2
2
(demi{trace de G
 1
L).
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Fig. 1.4: Plans associes aux courbures principales pour un co^ne d'axe Oz.
1.2 Calcul de la courbure
Le calcul de la courbure est abondamment traite dans la litterature relative
aux (( range images ))
1
, mais peu pour les surfaces triangulees. Nous allons donc
decrire les methodes relatives a ces donnees et aux nuages de points 3d, puis nous
discuterons le cas des surfaces triangulees.
Dans leur etude bibliographique et experimentale, Mc Ivor et Valkenburg [IW97]
distinguent quatre classes de methodes de calcul de la courbure d'une surface 3d :
(a) Les methodes geometriques ;
(b) Les methodes par ajustements ;
(c) Les methodes par dierences nies ;
(d) Les methodes par facettisation.
Toutes ces methodes s'appuient sur les voisins P de  le point d'evaluation de la
courbure. Ce voisinage peut e^tre calcule a priori ou e^tre un resultat du calcul (voir
la premiere methode geometrique). De la me^me facon, la normale a la surface en
chaque point peut e^tre une donnee de l'algorithme ou un resultat. Dans le cas ou ce
n'est pas une donnee, il est toujours possible de l'evaluer comme celle du plan des
moindres carres du nud et de ses voisins.
1.2.1 Methodes geometriques
Il existe trois methodes d'estimation de la courbure par analyse geometrique.
La premiere etudie les variations des normales : dans le voisinage du point de calcul
, ou la normale est ~n(), on considere l'ensemble des points voisins de  dont les
normales forment un angle faible avec celle de  :
fP 2 S; ~n():~n(P ) > C
l
g:
1. Les range images sont des cartes donnant la distance d'un objet a la focale d'un senseur 3d.
On stocke ces profondeurs sur une grille reguliere, selon un format image (pixels).
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Cet ensemble projete sur le plan tangent en  est proche d'une ellipse dont les
grands axes marquent les directions principales de courbure. La valeur des courbures
principales est liee aux rayons de l'ellipse. Cette methode a ete decrite dans [YT94]
cite dans [IW97].
La seconde methode est proposee par [LT90] (cite dans [IW97]) : l'idee de base
est encore d'etudier les variations des normales. Pour cela, on calcule le plan des
moindres carres en prenant en compte les nuds du voisinage de , le point de
calcul. Ce plan denit une normale que l'on considere e^tre la normale ~n a S en .
Pour chaque voisin de , P , on construit le point Q deni par
 !
OQ =
 !
O + ~n(P ).
Ces points sont projetes sur le plan tangent en , et la diagonalisation de la matrice
2x2 (M est le projete de Q sur le plan tangent en ) :
C
p
=
1
n
n
X
i=1
(M
i
 

M)(M
i
 

M)
>
avec

M =
1
n
n
X
i=1
M
i
permet de calculer les courbures principales et leurs directions.
La troisieme methode geometrique est tres simple, car elle s'appuie sur l'analyse
d'une portion de sphere (
; r) ; elle est decrite dans [HK97]. Si d
P
est la distance
de  et P , et 
P
une mesure de l'angle (
 !

P ;
 !

), alors l'estimation de la courbure
dans la direction
 !
P est (le signe depend de l'orientation de la surface)
c
 !
P
=
1
r


P
d
P
 arccos(~n():~n(P ))=d
P
Dans le cas general, les estimations de k
1
et k
2
sont alors donnees par
k
1
= max
P2V ()
c
 !
P
k
2
= min
P2V ()
c
 !
P
Ce calcul approche permet aux auteurs de mailler les surfaces avec une densite liee
a la courbure.
1.2.2 Methodes par ajustement
Les methodes de calcul de la courbure par ajustement utilisent la propriete
fondamentale de la courbure : c'est une caracteristique intrinseque de la surface ;
c'est{a{dire qu'elle ne depend pas de la parametrisation choisie pour son calcul.
L'idee de base est donc d'ajuster localement une fonction polynomiale d'ordre 2
s(x; y) = ax
2
+ bxy + cy
2
+ dx+ ey + f
par moindres carres au voisinage de chaque point dans le repere deni par l'estima-
tion de la normale a la surface. Les derivees de s donnent une estimation de celles de
la surface et permettent ainsi le calcul de la courbure. La methode diuse s'inscrit
dans cette categorie et justie la technique des moindres carres glissants.
Plusieurs variantes de cette methode sont decrites dans [IW97] basee sur une
forme de s dierente. La forme la plus generale permet ici de prendre en compte les
erreurs potentielles sur la position (s) et l'estimation de la normale (d et e).
Cette forme de calcul presente l'intere^t de separer le calcul en deux etapes
distinctes :
1.

Evaluation de la normale et calcul du repere local
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2. Ajustement de s et calcul de la courbure
On peut regrouper ces deux etapes en minimisant un critere dans lequel les pa-
rametres du changement de repere (les trois angles d'Euler (; '; )) sont des incon-
nues non{lineraires du probleme d'ajustement. Cette methode est la plus robuste
d'apres [IW97], mais necessite beaucoup plus de calcul.
Une analyse de la methode par ajustement lineaire est proposee dans [Gou97],
l'auteur montre en particulier que la methode admet un biais systematique. Nous
retrouverons ce biais avec l'approximation diuse, mais ceci n'est pas penalisant
pour la reconnaissance des formes car c'est la separation des courbures et non leur
valeur qui importe.
1.2.3 Dierences nies
Lorsqu'on travail sur des nuages de points 3d mesures, ils ont souvent une struc-
ture simple qui permet de calculer les derivees necessaires au calcul de la courbure
par dierences nies. Cette methode n'est pas tres robuste d'apres [IW97] si les
operateurs ne sont pas lisses (par un noyau gaussien par exemple). Ceci presente
un grand desavantage, car le lissage peut gommer des discontinuites entre surfaces,
qui sont des guides pour la reconnaissance des formes.
1.2.4 Facettes
Le facet model propose par Haralick, (voir par exemple [HS92]) est une genera-
lisation des dierences nies. Ce modele comporte plusieurs aspects :
1. Il ne s'applique qu'aux cartes de profondeur (range images).
2. En chaque point de donnee, on estime les derivees par ajustement d'un po-
lyno^me comme dans la methode par ajustement.
3. On remarque que l'estimation des derivees est une fonction lineaire des pro-
fondeurs. On peut donc precalculer l'ajustement et obtenir les derivees par
application d'un operateur de voisinage.
On note que cette methode fait appel implicitement a la notion de fonction de forme.
Notons le paralelle saisissant avec le travail de Liszka et Orkish dans le cadre des
equations dierencielles [LO80] ou des formules de type dierences nies sont aussi
calculees par ajustement de polyno^mes.
1.2.5 Cas des surfaces triangulees
Le calcul des courbures d'une surface triangulee peut suivre dierentes stra-
tegies. La premiere est d'oublier la triangulation et de traiter le nuage de points
comme precedemment. La seconde strategie est de s'appuyer sur la connectique de
la triangulation pour denir le voisinage du point  et d'utiliser ensuite une des
methodes precedentes, comme dans [SRD94] par exemple, ou les auteurs ajustent
une quadrique a dierentes echelles (voisinage plus ou moins grand). Enn, on peut
considerer que les triangles sont des patchs de Bezier et evaluer les derivees a partir
de ces patchs. Cette derniere methode est decrite dans [SM97], elle est tres rapide,
mais peu stable. Nous la decrirons dans la quatrieme section de ce chapitre puis
comparerons ses resultats avec le calcul que nous proposons.
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(a) (b) (c)
Fig. 1.5: De gauche a droite, le voisinage d'approximation complet (a), voisinage
au sens restreint (b), et la premiere couronne de voisins (c) du nud central.
1.3 Calcul dius de la courbure
Nous decrivons dans cette partie les dierents algorithmes de calcul de la cour-
bure que nous avons testes. Nous commencons par denir les parametres de l'ap-
proximation diuse qui nous permettront de mener le calcul a bien, puis nous analy-
sons l'inuence de chacun d'entre eux. On remarque alors que la taille du voisinage
est un parametre tres important pour la qualite des resultats, et en particulier pres
des intersections de surfaces. Ceci nous amene a utiliser l'approximation diuse Her-
mite, an de limiter la taille du voisinage de calcul. Cette nouvelle approximation
est appliquee pour un calcul aux nuds du maillage et un calcul aux centres des
triangles.
1.3.1 Voisinage
Le calcul analytique des coubures principales d'une surface necessite un pa-
rametrage. Or on n'en dispose pas lorsque la surface est decrite par un maillage
non structure. Nous utilisons donc, comme pour les methodes par ajustement, un
repere local dans lequel nous cherchons une approximation de la surface sous la
forme s(x; y). Comme S est C
2
, elle est toujours localement altimetrique, c'est{a{
dire qu'en chaque point, il existe un voisinage tel que la surface soit altimetrique sur
ce voisinage. Nous allons faire l'hypothese que cette propriete est conservee sur la
surface discrete S
d
decrite par les nuds et leurs connections. Pour donner un sens
a cette hypothese, nous devons denir le voisinage d'approximation au nud N
0
.
Comme nous ne connaissons pas la surface reelle S, nous allons utiliser la topologie
du maillage.
Le voisinage d'approximation le plus naturel pourN
0
est constitue des nuds qui
lui sont connectes : la premiere couronne (ou la couronne de voisins). Cependant,
nous avons besoin d'au moins 6+1 nuds pour construire notre approximation de
S (6 pour 1; x; y; x
2
; xy; y
2
et un pour la continuite), et la premiere couronne ne
contient pas toujours assez de nuds
2
. Aussi nous utilisons un voisinage etendu ou
l'on ajoute
{ soit tous les nuds connectes a ceux de la premiere couronne (voisinage com-
plet)
{ soit tous les nuds connectes a deux nuds de la premiere couronne (voisinage
restreint).
Nous sommes maintenant en mesure de formuler notre hypothese de base sur la
surface discrete S
d
:
Hypothese 3 Pour chaque nud de la surface S
d
, la portion de surface denie
par son voisinage (complet ou restreint) est altimetrique par rapport au plan des
moindres carres qu'il denit avec ses voisins (complets ou restreints).
2. Surtout sur les bords de la surface
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La gure 1.6 montre des surfaces ne veriant pas notre hypothese.
Fig. 1.6: Deux surfaces ne veriant pas l'hypothese initiale
1.3.2 Ponderateurs
L'algorithme de calcul de la courbure d'une surface triangulee en ses nuds, se
deroule donc facilement :
pour chaque nud N
0
de la surface S
{ chercher ses voisins
{ calculer le plan des moindres carres des voisins de repere (N
0
; ~u;~v), et passer
dans le repere (N
0
; ~u;~v; ~u ~v)
{ calculer l'interpolation diuse dans ce repere, ainsi que G et L,
{ calculer les courbures principales, leurs directions.
Le calcul de l'approximation diuse suppose que l'on soit capable de calculer
les valeurs des fonctions w
i
(:). Il est evident que la forme habituelle de w
i
(:) ne
peut pas e^tre utilisee car on devrait mesurer les distances sur la surface. Nous nous
restreignons donc pour l'instant a calculer l'approximation diuse de la surface en
ses nuds.
Avec notre restriction, il nous sut de calculer les valeurs de w
i
(x
j
), pour tout
j du voisinage du nud i. Deux strategies sont possibles :
1. Utiliser des poids (( discrets )) avec les valeurs
{ 1 au nud
{
1
2
sur la premiere couronne,
{
1
3
aux autres nuds du voisinage,
{ 0 ailleurs.
On remarque qu'une fonction w
i
(:) admettant ces valeurs peut e^tre construite
en s'appuyant sur la triangulation (voir gure 1.7).
2. Utiliser des poids s'appuyant sur la distance sur le plan des moindres carres.
On ecrit alors w(x; x
i
) = w
ref
(
x x
i
(x)
) et (x) est choisi de facon a assurer
l'existence de l'approximation partout. Cette strategie pose cependant des
problemes de continuite pour le calcul en d'autres points que les nuds (le
systeme de coordonnees bouge avec le point d'evaluation, ce qui rend dicile
l'analyse de cette approximation).
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Fig. 1.7: Construction des fonctions w
i
(:) en s'appuyant sur la triangulation.

A
gauche, le cas d'un voisinage restreint.

A droite, fonction appuiee sur la premiere
couronne uniquement.
1.3.3 Premiers resultats
L'algorithme obtenu peut facilement e^tre teste. L'idee de base est de se placer
sur des surfaces dont on conna^t les courbures a priori pour juger de la qualite
de notre evaluation. Nous decrivons pour commencer deux cas particuliers (deux
cylindres) pour analyser l'inuence des deux parametres de l'approximation diuse
sur le calcul. Ceci nous mene naturellement a une evolution de notre methode de
calcul.
Inuence du voisinage
Le cas du cylindre nous permet de mettre en uvre des outils statistiques simples
pour l'analyse des resultats. Cependant, on peut commencer par une analyse qua-
litative en s'appuyant sur la gure 1.8. La courbure k
1
est presque constante, mais
toujours superieure a la valeur reelle (ici 0.2). La courbure k
2
est assez faible par
rapport a la valeur k
1
(le rapport des valeurs moyennes est superieur a 100 pour les
nuds interieurs). On s'apercoit que les nuds (( de k
1
suspects )) sont sur les bords
du cylindre ; ce leger eet de bord semble se conrmer sur la gure concernant k
2
,
mais il n'est pas tres marque.
v. restreint v. complet
moyenne variance moyenne variance
k
1
2.07e-01 8.35e-04 2.21e-01 5.76e-03
k
2
1.63e-03 1.22e-04 1.59e-02 2.70e-03
Tab. 1.1:Moyennes et variances de k
1
et k
2
pour des voisinages complet et restreint.
La coubure k
1
theorique est 0.2 et la coubure k
2
est nulle.
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(a)
(b)
(c) (d)
Fig. 1.8: Coubures principales k
1
(a) et k
2
(b) sur un cylindre, voisinage complet.
L'echelle de couleur correspond a k
1
et est graduee de 0 a 10
 3
pour k
2
. (c) et (d)
montrent l'inuence de la connectique sur la qualite du resultat aux extremites.
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Fig. 1.9: Courbe d'accumulation des courbures k
1
et k
2
en voisinage restreint. En
abscisse est reportee la valeur de la courbure, et en ordonnee, le nombre de points
dont la courbure est inferieure a l'abscisse (ramene au nombre total de points). Les
marches d'escalier marquent des groupes de nuds de me^me connectique.
Les moyennes et variances experimentales de k
1
et k
2
sont reportees dans le
tableau 1.1. On remarque immediatement que le voisinage restreint conduit a de
meilleurs resultats que le voisinage complet. Les courbes d'accumulation (pour le
calcul en voisinage restreint uniquement) se trouvent sur la gure 1.9. Ces courbes
nous donnent une bonne image des performances de notre algorithme de calcul :
{ 99% des nuds ont une valeur de k
1
correcte a 5%,
{ mais seulement 33% a 2.5%.
{ 20% des nuds ont une valeur de k
2
exacte (nulle),
{ et 95% une valeur inferieure a 1e-3
Cette rapide analyse nous montre que les resultats sont corrects lorsqu'on tra-
vaille en voisinage restreint. Ce constat va dans le me^me sens que la deviation
observee pour la valeur de k
1
: les points exterieurs ont tendance a donner
une surface plus courbee qu'elle ne l'est reellement. Il est donc preferable
de travailler avec des voisinages de petites tailles (restreints).
Inuence des ponderateurs w
i
.
Nous avons utilise un maillage de densite non homogene (voir gure 1.13) pour
evaluer l'inuence des ponderateurs sur le calcul des courbures.
vois. complet vois. restreint
discret distance discret distance
m(k
1
) 1.004 1.005 1.004 1.004
v(k
1
) 1.26e-2 1.62e-2 1.37e-2 1.38e-2
m(k
2
) 4.95e-3 5.32e-3 9.35e-3 9.73e-3
v(k
2
) 1.56e-3 1.65e-3 1.68e-3 1.69e-3
Tab. 1.2: Moyennes et variances de k
1
et k
2
sur un cylindre maille de facon
heterogene ; la valeur theorique de k
1
est 1.
Les resultats chires montrent que les calculs eectues avec des poids discrets
sont legerement meilleurs. On ne change cependant pas d'ordre de grandeur et
l'experience sur les cas reels montre que le calcul des w
i
n'a pas de reelle inuence
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lorsqu'on exploite les resultats. Ceci ne nous permet pas de trancher de facon ob-
jective, mais les gures dans la suite concernent toutes (sauf mention contraire) des
calculs utilisant des poids discrets.
On pouvait s'attendre a priori a ce resultat, car les maillages repondent a
certaines contraintes sur l'angle minimal des triangles. Cela assure alors que les
distances inter{nuds varient peu au voisinage d'un nud donne, et donnent ainsi
un ensemble de ponderateurs presque egaux.
Conclusion
Les exemples presentes tendent tous a montrer que le voisinage d'interpolation
joue un grand ro^le dans la qualite des resultats. Le cas reel montre que ce voisinage
gouverne directement l'echelle minimale de travail. Ce constat nous invite donc a
utiliser des voisinages plus locaux, mais nous avons vu que la premiere couronne ne
contient pas assez de points pour evaluer l'approximation diuse en un nud. Nous
devons donc trouver une autre information pour guider l'approximation.
1.3.4 Prise en compte des normales aux faces
Nous n'avons utilise jusqu'ici que l'information topologique du maillage et les
positions des nuds. Cependant, chaque facette de la triangulation porte une in-
formation geometrique importante : sa normale. Cette information repond a notre
objectif, car elle est aussi locale que la premiere couronne ; il faut donc utiliser
l'approximation diuse Hermite pour prendre en compte ces normales.
L'approximation Hermite a ete presentee en 1d, nous allons donc en decrire
rapidement la version que nous avons utilisee ici. Le critere de construction de
l'approximation diuse est (le terme r
2
j
associe aux normales est inclu dans ) :
E() =
X
i2I
x
w(x; x
i
)(u(x
i
)  u
i
)
2
+ 
X
t2T
x
w(x; x
t
)jjn
t
  n(x
t
)jj
2
(1.1)
{ T
x
designe l'ensemble des indices des points ou l'on connait une normale a la
surface,
{ n
t
=< n
x
t
; n
y
t
; 1 > designe la normale connue,
{ n(x
t
) =<  
@u
@x
(x
t
); 
@u
@y
(x
t
); 1 > designe la normale calculee pour u,
{  est un parametre de reglage entre les deux termes de E .
La minimisation de E nous mene a un systeme lineaire en  comme precedemment,
ou s'ajoutent les termes relatifs aux normales. Nous noterons W
n
(x) la matrice
diagonale des w(x; x
t
) , N
x
le vecteur des n
x
t
, N
y
celui des n
y
t
, et
P
x
(x) =
2
6
6
6
4
0 1 0 2(x  x
t
1
) (y   y
t
1
) 0 3(x  x
t
1
)
2
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Le vecteur fg est alors solution du systeme
8
>
>
<
>
>
>
:
A(x)f(x)g = fb(x)g
A(x) = P
>
(x)W (x)P (x)+
(P
>
x
(x)W
n
(x)P
x
(x) + P
>
y
(x)W
n
(x)P
y
(x))
fb(x)g = P (x)W (x)U + (P
x
(x)W
n
(x)N
x
+ P
y
(x)W
n
(x)N
y
)
(1.2)
Dans notre cadre, l'approximation au nud N
0
se construit avec les parametres
suivants :
{ I
x
est compose des indices des nuds de la premiere couronne, et de celui de
N
0
,
{ les ponderateurs discrets w
i
sont conserves,
{ T
x
est compose des indices des triangles admettant N
0
comme sommet,
{ x
t
est un point porte par un triangle de T
x
,
{ les ponderateurs w
t
seront choisis tous egaux en suivant la me^me idee que pour
les ponderateurs discrets (on peut construire une fonction w
t
(:) en s'appuyant
sur le triangle t)
Pour nir, il faut choisir le point du triangle que nous utiliserons pour porter la
normale. Deux candidats se presentent naturellement :
1. Supposons que notre surface soit une sphere. Le couple (x
t
; ~n
t
) denit une
droite qui intersecte la sphere en q ou la normale a la sphere est ~n
q
. Les
vecteurs ~n
t
et ~n
q
sont paralleles si et seulement si x
t
est le centre du cercle
circonscrit au triangle t.
2. Les are^tes des triangles portent les discontinuites de la surface triangulee. Le
point a egale distance de ces discontinuites est le centre du cercle inscrit.
J'ai choisi le centre du cercle inscrit, car il est toujours a l'interieur du triangle. Sa
justication semble aussi plus generale.
Nous sommes en mesure d'appliquer cette nouvelle approximation diuse dans
notre algorithme. Notons aussi que l'hypothese de base (surface localement al-
timetrique) est toujours veriee avec ce type de voisinage.
Fig. 1.10: Construction d'une fonction d'attenuation pour les points x
t
sur une
surface triangulee. La fonction d'attenuation a la forme d'une pyramide a base
triangulaire (tiretes) qui (( deborde )) legerement du triangle concerne.
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1.3.5 Calcul du parametre de reglage 
Le nouveau calcul de l'approximation diuse fait intervenir un parametre de
reglage  entre les termes (( positions )) et (( normales )).

Etudions le cas de notre
premier cylindre (rayon 5) pour comprendre son inuence sur le calcul des courbures.
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Fig. 1.11: Histogramme et courbe d'accumulation de k
1
et k
2
pour la valeur  = 1.
Pour  = 1, les moyennes et variances des coubures principales sont reportes
dans le tableau 1.3. Le calcul de k
1
est de mauvaise qualite, et il presente d'assez
forte variation. Ceci est la consequence de la nature des normales que nous utilisons :
la triangulation n'est qu'une approximation de la surface reelle, et les normales ne
sont pas celles de la surface. Ainsi, elles perturbent l'approximation lorsqu'on leurs
donne un poids egal aux positions des points dans le critere E .
moyenne variance
k
1
0.125 0.263e-3
k
2
0.526e-2 0.317e-4
Tab. 1.3: Moyenne et variance pour la technique avec normale. La courbure
theorique k
1
est 0.2 et la courbure k
2
est nulle.
Pour aller plus loin, nous avons trace les courbes de la gure 1.12. On remarque
immediatement les pics de variances pour  2 [0:01; 100], qui montrent qu'en fonc-
tion de la connectique, les normales ou les positions jouent un ro^le plus ou moins
important. Par ailleurs, a partir de  = 10
 3
la valeur de k
1
devient tres proche de
la valeur reelle (l'erreur relative maximale est inferieure a 1%), et la variance est
tres faible. Ces resultats reetent la nature me^me des deux informations que nous
traitons :
{ d'une part les positions des nuds qui sont exactes (aux erreurs d'arrondis
pres),
{ d'autre part les normales qui sont une approximation (plus ou moins correcte)
des normales reelles.
Nous allons donc dans la suite utiliser la valeur  = 10
 6
qui donne la plus grande
importance aux positions. L'objectif que nous nous etions xe est cependant atteint :
le calcul en chaque nud ne s'appuie que sur la premiere couronne. Ce choix est
coherent avec l'analyse pratique de l'approximation diuse Hermite : les pseudo{
derivees sont tres proches des donnees. Or nous utilisons des normales tres bruitees.
Une alternative aurait pu e^tre de moyenner les normales sur les triangles voisins,
mais cette technique n'a pas ete retenue car elle cache une extension du voisinage
d'approximation.
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Fig. 1.12: Moyenne et variance de k
1
(la variance est multipliee par 1000) et k
2
(par 100) sur un cylindre en fonction de . L'abscisse est logarithmique.
Le cas du co^ne montre cependant que les bords sont une zone tres sensible ou
certaines connectiques font appara^tre des artefacts de courbure. Ces points sont les
nuds pour lesquels on n'a que 6 points de donnees pour calculer l'approximation
diuse. Comme on ne dispose que de 6 parametres, la surface calculee est l'interpo-
lation polynomiale des donnees : les ponderateurs w
i
, w
t
, et  ne jouent plus aucun
ro^le. Pour eviter cela, on peut utiliser en ces points des voisinages etendus (on ajoute
par exemple les voisins du deuxieme ordre au sens restreint).
L'algorithme de calcul nal se presente donc sous la forme suivante
pour chaque nud N
0
de la surface S :
{ chercher les nuds de la premiere couronne
{ si c'est un nud a 6 donnees (bord) ajouter les voisins d'ordre 2 au sens
restreint
{ calculer les normales aux triangles dont N
0
est un sommet
{ calculer les centres des cercles incrits
{ calculer le plan des moindres carres des voisins et des centres des triangles :
son repere (N
0
; ~u;~v) est complete par le vecteur ~u ~v
{ calculer l'interpolation diuse dans ce repere, ainsi que G et L,
{ calculer les courbures principales, leurs directions.
1.3.6 Robustesse de l'algorithme avec normales
An de tester la robustesse de notre algorithme d'un point de vue experimental,
nous avons calcule la courbure sur le second maillage test (triangles de tailles non{
homogenes). Le tableau 1.4 montre les statistiques pour des calculs bases unique-
ment sur la premiere couronne de nuds, et sur le voisinage restreint. Les resultats
sont a premiere vue catastrophiques compares au cas d'un maillage regulier !!
Pour comprendre la cause de ces mauvais resultats, nous allons tracer les courbes
d'accumulation pour les dierentes grandeurs etudiees (gure 1.15), ainsi que k
1
et
k
2
sur le cylindre (gure 1.14).
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portion de cylindre maillage dans le plan
distance{restreint k
1
distance{restreint k
2
discret{restreint k
1
discret{restreint k
2
Fig. 1.13: Maillage heterogene sur une portion de cylindre. L'echelle de couleur
correspond a k
1
2 [0:9; 1:1] et k
2
2 [0; 1e 3]. On remarque quelques points rouges sur
les gures representant k
1
qui sont des nuds de faible connectique. La cartographie
de k
2
n'est que peu modiee par le mode de calcul : on retrouve les me^mes zones a
(( fort )) k
2
sur les deux surfaces.
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k
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restreint k
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Fig. 1.14: Calcul avec normales pour le cylindre a maillage heterogene. L'analyse de
points de fortes courbures montre que ce sont des nuds comptant 3 ou 4 connections
uniquement.
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v. restreint v. couronne
moyenne variance moyenne variance
k
1
1.14 4.26 6.25 4.39e+03
k
2
0.109 2.95 0.495 7.46
Tab. 1.4: Moyennes et variances de k
1
et k
2
pour des calculs avec normales et deux
voisinages dierents. La coubure k
1
theorique est 1.0, et la coubure k
2
est nulle.
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Fig. 1.15: Courbes d'accumulation relatives aux trois types de calculs sur le cylindre
test (maillage heterogene).
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La gure 1.14 montre que ce sont en fait les nuds a 3 et 4 connections qui
donnent un biais important a la moyenne. On attribue a ces nuds des courbures
beaucoup trop elevees. Ce type de nuds appara^t aussi sur notre premier cylindre,
mais la position des voisins est tres particuliere : ils sont alignes selon les deux di-
rections principales de courbure ((( position ltrante ))), ce qui eace l'eet de la
connectique qui est trop faible. Ceci nous amene donc a une contrainte sur le mail-
lage triangule (lorsqu'on le contro^le): il faut limiter les nuds de connectiques
3 et 4 (et si l'on en genere, on peut toujours les placer selon la position
ltrante).
Cependant, on ne contro^le pas le maillage en general, et on cherche a eviter
de modier les donnees qui sont les positions des nuds et la connectique. Nous
avons teste une technique qui consiste a ajouter au moins un voisin du second
ordre au voisinnage des nuds trois et quatre connectes. Ceci permet de retrouver
une bonne estimation de courbure en ces nuds comme le montre les resultats
gure 1.4. Certains nuds de ce type gardent dans ce cas d'un maillages (tres)
heterogene une sur{estimation de la courbure, mais ils sont susemment isoles et
peu nombreux pour qu'on leur applique des traitements a posteriori. Nous verrons
plus loin l'importance des voisins du second ordre pour la qualite du calcul de
courbure pres des frontieres (voir gure 1.18 par exemple) : on peut ajouter un
voisin a la fois et calculer une moyenne ou les valeurs trop eloignees ne sont pas
prises en compte.
La methode de calcul de la courbure que nous avons presentee permet d'obtenir
une bonne estimation des courbures principales. Nous avons limite le calcul aux
nuds du maillage ; il est possible cependant d'etendre la methode aux elements
dans une formulation (( duale )).
1.3.7 Calcul (( quasi{dual ))
Description
Nous cherchons maintenant a calculer les courbures associees aux triangles, et
ce independamment du calcul precedent. Ceci pose plusieurs problemes
3
:
{ en quels points evaluons{nous la courbure pour chaque triangle?
{ quelles sont les donnees, le voisinage de calcul?
{ quels sont les ponderateurs w
i
(t)?
Nous allons evaluer les courbures associees a un triangle t de sommets S
t
1
, S
t
2
, et
S
t
3
en son centre inscrit (pour les me^mes raisons que precedemment). Le voisinage
de calcul est compose des sommets de tous les triangles contenant S
t
1
, S
t
2
ou S
t
3
.
Les ponderateurs sont calcules a partir des connectivites : c'est{a{dire que les
sommets de t ont le me^me poids w
1
, les nuds connectes a deux sommets ont un
poids w
2
, les autres nuds un troisieme w
3
.
Nous avons par ailleurs deni une approximation de type pseudo-Hermite (les
gradients ne sont pas connus aux points de positions dans le cas precedent). Nous
allons donc utiliser ce me^me calcul, en nous appuyant sur
{ les positions des nuds,
{ les normales, supposees connues aux nuds.
Ceci pose le probleme de calcul des normales aux nuds qui en pratique se fera par
moyennage (sur tous les triangles contenant le nud par exemple). Nous obtenons
3. Notons que ces problemes ont ete resolus pour l'algorithme precedent.
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Fig. 1.16: Calcul du voisinage pour l'algorithme de calcul des courbures associees
aux triangles. Triangulation et son graphe dual : les nuds utilises pour le calcul au
triangle t sont les sommets des triangles denissant une cellule (tirete) dont t est
un sommet.
maintenant une interpolation de type Hermite (( pure )), car nous connaissons les
gradients aux points de positions. Ceci nous permettra, si c'est necessaire de cal-
culer une interpolation des positions et des gradients, ce qui n'etait pas possible
precedemment (on ne pouvait pas interpoler les normales). Cette technique a ete
proposee par Alain Rassineux et al. dans [RSSV00].
(( Quasi{dualite ))
L'algorithme que nous venons de decrire est presque le dual de l'algorithme de
calcul aux nuds. En eet, le graphe dual de celui deni par le maillage admet
comme nuds les triangles et les nuds geometriques correspondent aux polygo^nes
de ce graphe. Le tableau 1.5 montre les divers elements en dualite pour les deux
algorithmes. Notons que les voisinages de calcul ne sont pas evalues a partir des
simples nuds (au sens des graphes) connectes, mais peuvent aussi l'e^tre avec les
nuds connectes aux nuds connectes.
Calc. aux nuds Calc. sur les triangles
Point d'eval. nuds triangles
Voisinage nuds connectes triangles connectes
Positions nuds nuds
Normales triangles nuds
Tab. 1.5: Tableau comparatif des methodes d'evaluation de la courbure.
La dualite n'est pas (( parfaite )) car les positions sont utilisees dans les deux cas
aux nuds geometriques. On pourrait utiliser les positions des centres inscrits des
triangles dans l'algorithme d'evaluation aux nuds, mais ceci reviendrait a utiliser
le maillage comme polyhedre caracteristique de la surface (voir [Leo91]). Ceci justie
donc le terme quasi{dualite.
Application du calcul sur les triangles
La courbure associee aux triangles est utile pour des automates de remaillage.
En eet, on sait calculer une erreur associee a chaque element et qui est une fonction
de la courbure . Cette erreur est ensuite utilisee pour repositionner les points en
cours de remaillage ou pour decider du ou des points a supprimer dans le maillage
[RSSV99].
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On peut apporter des ranements algorithmiques a dierentes etapes du calcul
(calcul des normales aux nuds, detection d'are^tes vives par methode geometrique,
: : : ). Nous ne les decrirons cependant pas pour nous pencher plus particulierement
sur le calcul aux nuds et l'une de ses applications.
1.4 Comparaison avec la methode de Samson
Samson et Mallet propose dans [SM97] une methode de calcul de la courbure
d'une surface triangulee basee sur une interpolation de Bezier pour des applications
a la geologie structurale. Nous decrivons rapidement leur methode, puis nous pas-
sons a une comparaison experimentale de la methode Samson et de l'approche que
nous proposons.
1.4.1 Methode de Samson
La methode proposee dans [SM97] calcule aussi la coubure aux noeuds N
0
de la
surface ; elle est basee sur la continuite G
2
assuree par un patch de Bezier cubique.
Le calcul se fait en coordonnees locales (u; v; w) , mais avec l'axe w parallele a
la normale, ce qui permet de ne calculer que la matrice L (on a alors G = Id).
Decrivons maintenant plus en detail les dierents elements de cette methode.
Le calcul de la normale ~n en N
0
est un moyennage des normales des triangles
dont N
0
est un sommet (soit T (N
0
) l'ensemble de ces triangles, et ~n
t
la normale
denie par le triangle t)
~n =
P
t2T (N
0
)
~n
t










P
t2T (N
0
)
~n
t










:
Puis les tangentes sont denies de facon a e^tre coherentes avec la normale ~n : si
~a
01
et ~a
02
sont les are^tes au nud N
0
( vers N
1
et N
2
), on choisit les directions
normales a ~n dans les plans contenant ~a
01
et ~a
02
T
0i
=
f~n a
0i
g  ~n
jjf~n a
0i
g  ~njj
:
Le patch de Bezier utilise est alors deni par le mapping (on pose w = 1 u v,
et (u; v) 2 f(u; v) 2 IR
2
+
; u+ v  1g)
p(u; v) = w
3
N
0
+ u
3
N
1
+ v
3
N
2
+3(uw
2
p
01
+ u
2
wp
10
)
+3(vw
2
p
02
+ v
2
wp
20
)
+3(vu
2
p
12
+ v
2
up
21
)
+6uvwq
ou les noeuds du reseau de contro^le sont denis par les relations
p
ij
= N
i
+
1
3
T
ij
q =
1
3
fp
01
+ p
10
+ p
02
+ p
20
+ p
12
+ p
21
 N
0
 N
1
 N
2
g:
Cette approximation assure la coherence avec la normale ~n calculee au nud
N
0
(et celles des nuds N
1
et N
2
), mais elle est seulement G
2
. L'idee est alors de
denir un repere local (u; v) dans lequel on calcule les patchs de Bezier de tous les
triangles de T (N
0
), p
t
(u; v). Comme l'expression est aussi valide a l'exterieur du
triangle t, on prolonge l'approximation pour tout (u; v), et on moyenne au voisinage
110 CHAPITRE 1. COURBURE D'UNE SURFACE TRIANGUL

EE
de N
0
pour obtenir une formule unique d'approximation (A
t
est l'aire du triangle
t)
p(u; v) =
P
t2T (N
0
)
A
t
p
t
(u; v)
P
t2T (N
0
)
A
t
:
On peut alors evaluer les derivees necessaires au calcul de la courbure au nud N
0
.
Cette methode revient donc a utiliser une approximation cubique dans un repere
local attache au nud de calcul. Ainsi exposee, la methode ne semble pas tres
dierente de la no^tre qui calcule une approximation cubique de la surface par
moindres carres glissants. Ces deux approximations interpolent le nud N
0
, mais
on n'a pas d'autres elements de comparaison a priori. Nous allons donc comparer
experimentalement les deux methodes.
1.4.2 Comparaison experimentale
Nous comparons les resultats issus des calculs de courbures par la methode de
Samson et par approximation diuse. Les calculs par la methode de Samson ont ete
eectues avec le logiciel gocad (version 1.3.5) qui integre le code developpe par son
auteur.
Le tableau 1.6 regroupe les donnees statistiques des calculs sur les deux cylindres,
et la gure 1.17 montre les courbes d'accumulation associees.
Cas regulier Cas non{reg.
Samson dius Samson dius
m(k
1
) 0.190 0.202 2.31 6.25
v(k
1
) 3.11e-3 2.5e-10 295. 4.39e+3
m(k
2
) 4.98e-3 3.91e-4 1.20 0.495
v(k
2
) 3.83e-4 1.74e-6 295. 7.46
Tab. 1.6: Donnees statistiques comparees pour les algorithmes de Samson et dius
(k
1
=0.2, k
2
=0.)
Le tableau des donnees statistiques montre que l'algorithme dius donne de meil-
leurs resultats sur le maillage regulier. La moyenne de k
1
sur le second cas donne
cependant un tres mauvais resultat pour l'algorithme dius comme nous l'avons deja
vu, alors que l'algorithme de Samson semble plus robuste. Cette premiere analyse
simpliste ne resiste pas a l'analyse de la variance experimentale : les courbes d'ac-
cumulation montrent en eet que de tres nombreux points ont une valeur correcte
(environ 85%) et la valeur moyenne est tiree vers le haut par les nuds de faible
connectique, ce qui explique la variance tres elevee. Par ailleurs, la variance plus
faible de l'algorithme de Samson ne montre pas l'etalement important des valeurs
de k
1
.
Les courbes d'accumulation nous montrent que l'algorithme dius fournit une
estimation de meilleure qualite et surtout plus homogene lorsqu'on sait traiter les
cas anormaux. L'etalement des valeurs avec la methode de Samson rend dicile
l'utilisation de la courbure pour caracteriser les surfaces car deux surfaces de cour-
bures voisines risquent d'e^tre confondues.
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Fig. 1.17: Courbes d'accumulation comparees des algorithmes de Samson et dius
restreint (la courbe continue est le cas dius)
1.5 Conclusion
En conclusion nous avons applique l'approximation diuse Hermite au calcul de
courbure des surfaces triangulees. Ce travail est une extension et une justication
de la methode d'ajustement utilisee usuellement. En eet, l'arriere plan theorique
(theore^me de convergence en particulier) de l'approximation diuse Hermite per-
met de justier l'approximation de derivee partielle d'une surface par une surface
quadratique tangente (notion de pseudo{derivee) ; et l'introduction des normales
(ici les normales aux faces) est un ranement de la methode. On pourrait imaginer
des pretraitements pour calculer ces normales lorsqu'on traite des nuages de points.
Nous avons donne les limites d'application de cette technique sur un cas expe-
rimental (cas des nuds 3 et 4 connectes). Les problemes rencontres peuvent e^tre
facilement contournes (par extension du voisinnage, voir page 107). Nous montrons
aussi que la classe des methodes ajustement / approximation diuse est plus robuste
sur les surfaces triangulees que les methodes basees sur des patchs, trop sensibles a
la triangulation.
L'algorithme propose donne une bonne approximation de la courbure en uti-
lisant un voisinnage minimal, on peut donc dire que c'est une methode (( haute
resolution )). La gure suivante montre combien l'eet du voisinnage est important
sur des surfaces issues de modele CAO. Cette propriete nous sera tres utile dans la
suite pour construire l'algorithme de reconnaissance des surfaces.
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Courbure k
1
par ajustement
Courbure k
1
avec normale
Fig. 1.18: Amelioration du calcul des courbures dans le cas de surface complexes.
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Chapitre 2
Reconnaissance des surfaces
Dans le chapitre precedent nous avons deni une methode de calcul de la cour-
bure s'appuyant sur l'approximation diuse Hermite. Nous avons montre qu'elle est
performante et donne ses limites d'application. Le but de cette partie est de montrer
son intere^t en utilisant les courbures calculees pour un algorithme de reconnaissance
des surfaces. La haute resolution du calcul initial est primordiale car elle permet la
detection des courbes d'intersection.
Dans un premier temps, nous donnons le cadre du travail avec de rapides reperes
bibliographiques. L'algorithme de reconnaissance des surfaces est ensuite presente
dans un cadre theorique fort (avec des hypotheses de travail restrictives), ce qui
nous permet d'en demontrer quelques proprietes. La robustesse est ensuite abordee
par la presentation de cas pratiques.
2.1 Courbure et reconnaissance des surfaces
2.1.1 Le Graphe Global des Courbures
Nous exposons ici rapidement deux elements developpes dans [Gou97], on se
reportera a ce document pour plus de details. Ces deux notions sont :
{ Le Graphe Global des Courbures (GGC), d'une part ;
{ Les centres de courbures, d'autre part.
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Fig. 2.1: Position theorique des primitives de base dans le GGC. Cas reel d'un
cylindre, d'un cone et d'un tore.
Le graphe global des courbures est compose des courbures des points d'evaluation
dans le plan (k
1
;
k
2
k
1
). Il combine a la fois une grandeur dimensionnelle, et une gran-
deur de forme, et presente l'avantage d'avoir une expression simple. Les primitives
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usuelles de la CAO ont des projections caracteristiques dans le graphe global des
courbures comme le montre la gure 2.1. Notons qu'il peut e^tre interessant de trans-
former k
1
en t(k
1
) = k
1
 
1
k
1
qui permet de mieux separer les primitives dont la
courbure maximale est dans ]0; 1[ (car la fonction f(x) = x  1=x est une bijection
de IR
+
vers IR, et le segment ]0; 1[ est transforme en IR
 
).
Le centre de courbure associee a un point p d'une surface C
2
est le translate de p
par
1
k
1
~n
p
. Cette notion n'a pas de sens pour un plan (les centres de courbures sont
a l'inni). Par cette denition, les centres de courbures des primitives simples ont
une position tres caracteristique : par exemple, le lieu des centres de courbure d'un
cylindre est son axe.
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Fig. 2.2: Noeuds denisant un tore. Centres de courbure associes.
2.1.2 Bibliographie
La plupart des publications relatives au reverse engineering concerne l'ana-
lyse de cartes de profondeurs ou de nuages de points 3d. Nous n'avons pas trouve
d'articles s'appuyant sur des surfaces triangulees.
L'article d'introduction de Besl et Jain [BJ85] est une bonne reference sur le
sujet. Une etude bibliographique plus recente est proposee par Varady et al. dans
[VMC97].
On distingue principalement deux types de methodes pour la reconnaissance des
surfaces : les unes s'appuyant sur la courbure, les autres s'appuyant sur des ajuste-
ments locaux. La premiere categorie se separe en deux sous{ensembles, qui utilisent
les courbures principales (voir par exemple [IW98]), ou les courbures moyenne et
de Gauss [TB95]. Goulette propose dans sa these [Gou97] l'emploi des centres de
courbure qui simplie le probleme pour certaines surfaces (cylindres, tores). Les
methodes de la seconde categorie utilisent des ajustements de surfaces plus ou moins
complexes, puis s'attachent a reconna^tre les surfaces ajustees. Le travail de [LGB95]
semble le plus prometteur : il mixe des ajustements locaux, avec des strategies de
decoupage et de regroupement.
Notre methode se place dans la premiere categorie, car l'algorithme de calcul
de la courbure que nous utilisons admet une haute resolution. Il utilise aussi une
strategie de regroupement basee sur le maillage. Notre donnee de base est bien
dierente du cas traite usuellement dans la litterature : les positions ne sont pas
bruitees et le maillage decrit une topologie de la surface. Nous allons tirer partie de
ces conditions ideales pour montrer les proprietes de l'algorithme et ses limites.
Ce travail s'inscrit donc plus dans le retour d'une surface triangulee vers de la
CAO que dans le cadre (( classique )) du reverse engineering.
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2.2 Presentation de l'algorithme propose
2.2.1 Hypothese de travail/ Presentation generale
Hypothese de travail
Nous allons presenter l'algorithme de reconstruction dans le cadre d'hypotheses
fortes qui nous permettent de justier chaque etape de l'algorithme, puis de de-
montrer quelques proprietes dans ce cadre. Ces hypotheses seront discutees dans la
partie suivante ou l'on presente des cas reels.
Hypothese 4 Hypotheses relatives a la surface et sa discretisation :
H1 Nous supposons que les surfaces sont bien discretisees, i.e. l'ensemble des tri-
angles s'appuyant sur des nuds interieurs a une surface elementaire est egal
a cette surface elementaire (au sens de la triangulation).
H2 Nous considerons une surface dont chaque portion est une partie de PLAN,
CYLINDRE, CONE, TORE ou SPHERE. Les intersections entre deux por-
tions sont contenues dans le maillage c'est{a{dire qu'elles sont representees
par une chaine d'are^tes du maillage.
L'hypothese H1 est tres restrictive (voir gure 2.3), mais elle permet de simplier
les demonstrations.
Pas de triangle de coinPas de bande de triangles
Fig. 2.3: Cas de maillage de surface elementaire interdit par H1.
H2 implique deux proprietes importantes pour la suite :
(i) Un nud appartient
{ soit a l'interieur d'une portion (nud dit (( interieur ))),
{ soit a l'intersection de deux (ou plusieurs) portions (nud dit (( de fron-
tiere )) ).
(ii) Dans le cas d'un nud interieur, le calcul dius estime la courbure de la
portion (gra^ce a sa haute resolution).
La troisieme hypothese (H3) est la plus forte :
Hypothese 5 H3 On suppose que le calcul de la courbure est exact en chaque point
interieur.
Remarque 8 On ne peut pas faire l'hypothese H3 aux nuds de frontiere, car la
courbure n'y est pas denie.
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Presentation generale de l'algorithme
La reconnaissance des surfaces se fait par type : un nud est reconnu comme
appartenant a l'interieur de l'un des cinq types de base. Lorsqu'un nud est ainsi
classe, il est dit (( interieur )), et permet de construire de nouvelles informations, qui
sont reportees sur les triangles, are^tes et nuds voisins. On construit necessairement
des composantes connexes de me^me type (hypothese H2).
Le processus de reconnaissance des surfaces suit donc trois etapes distinctes :
1. Classement initial des nuds interieurs : ce sont les nuds (( su^rs )).
2. Propagation de cette information.
3. Calcul des frontieres.
Le classement initial s'appuie sur l'analyse des positions des nuds dans le
graphe global des courbures. Comme on ne peut pas classer tous les nuds lors de
cette etape, on propage l'information en s'appuyant sur la topologie du maillage.
Enn, lorsqu'on ne peut plus classer de nuds, on calcule les frontieres entre les
dierentes composantes connexes.
Cet algorithme de reconnaissance ne donne pas l'expression du modele de chaque
portion de surface. On sait en eet que l'estimateur de courbure par moindres
carres est biaise d'apres [Gou97], et cette propriete s'etend a l'estimateur dius,
me^me si le biais est plus faible. Une etape d'ajustement pour chaque portion sera
donc necessaire pour nir la reconnaissance. L'analyse des surfaces ajustees nous
permettra de conrmer (ou d'inrmer) le classement que nous avons eectue dans
la premiere etape.
2.2.2 Classication initiale
Classement ponctuel
Dans le cadre de l'hypothese H2 (limitation aux cinq types de primitive), il est
possible de classer certains nuds par analyse ponctuelle dans le graphe global des
courbures. Pour cela, on applique dans l'ordre les regles suivantes, en s'arre^tant des
que le nud est classe.
{ Si k
1
= k
2
= 0 alors le nud est de type PLAN.
{ Si k
2
6= 0 et
k
2
k
1
= 1 alors le nud est de type SPHERE.
{ Si k
2
6= 0 alors le nud est de type TORE.
{ Si k
2
= 0 alors le nud est de type CYLINDRE ou CONE ou TORE.
Il n'est pas possible par cette analyse de distinguer les nuds de la derniere
regle, car ce sont les variations de k
1
ou k
2
qui sont dierentes : une analyse locale
est necessaire. Pour le TORE, cela concerne les nuds qui sont situes sur les deux
cercles polaires.
Classement local
La distinction entre les nuds de TORE, CYLINDRE et CONE s'appuie sur
les variations de k
1
et de sa direction principale en appliquant les regles suivantes
comme precedemment (i.e. on arre^te lorsque le nud est classe). Soit N , un nud
de ce type
{ si les voisins de N ont me^me k
1
et me^me directions principales associees, alors
il est de type CYLINDRE.
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{ si les voisins de N ont me^me k
1
et des directions principales dierentes (au
moins une), alors c'est un nud de type TORE,
{ sinon, c'est un nud de type CONE.

A ce point de l'analyse, on n'a jamais verie que l'information construite est
pertinente : par exemple, l'intersection entre un co^ne et un cylindre ressemble a un
tore, mais n'en est pas un (consequence de H1). Ces erreurs sont la consequence de
notre ignorance des frontieres entre portions de surfaces. Il est donc necessaire de
verier la coherence du modele.
Phase de coherence
La seconde partie de l'hypothese H2 nous permet d'exprimer une regle de cohe-
rence simple : les nuds classes (( su^rs )) forment des composantes connexes
homogenes. C'est{a{dire que les nuds classes forment des composantes connexes
de me^me type et coherentes : par exemple une composante de type TORE admet
des nuds de k
1
identiques. Nous allons donc parcourir tous les couples de nuds
pour verier que leurs classements sont coherents ; ceci assure la coherence des
composantes connexes.
PLAN
CYLINDRE
TORE PLAN
Fig. 2.4: Type de probleme traite lors de l'analyse de coherence. A gauche, une
erreur du classement ponctuel, a droite probleme pose par le classement PLAN
La premiere regle que nous appliquons concerne les couples de nuds de types
dierents qui ne respectent pas l'hypothese H2. Toutes les associations de types
ne sont pas possibles : en eet, l'analyse locale implique qu'un nud de type CY-
LINDRE est
{ soit connecte a un nud de type CYLINDRE et de me^me k
1
que lui,
{ soit connecte a un nud de type CONE de me^me k
1
que lui.
Dans le second cas, on sait que le nud de type CONE est interieur a la portion
de surface et connecte a la frontiere de cette portion. Malheureusement, on peut
trouver des associations de tous les autres types, par exemple, l'ellipse d'intersection
d'un cylindre et d'un plan et classee TORE dans la phase d'analyse ponctuelle, et
fait appara^tre des connections PLAN{TORE et TORE{CONE (gure 2.4).
Par ailleurs, le classement PLAN est presque toujours correct. La gure 2.4
montre le cas de nud de courbure k
1
= k
2
= 0 qui n'est pas sur un plan. Ce cas
nous invite a regarder tous les raccords C
1
des cinq primitives que nous considerons.
La gure 2.5 montre la plupart des cas particuliers de ce type d'intersection. Ces
classements erronnes ont une connectique tres particuliere ; ce qui permet de les
detecter : nous supposerons donc dans la suite que les nuds de type PLAN sont
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TORE-TORE
PLAN
CYLINDRE-CYLINDRE
PLAN
CONE-SPHERE
CYLINDRE-PLAN
CONE-TORE
TORE-CYLINDRE
Fig. 2.5: Cas particuliers de connections C
1
entre primitives.
ables. Ainsi la premiere regle de coherence s'ecrit :
Si deux nuds connectes sont de types dierents, alors
{ si l'un d'eux est de type PLAN, declasser l'autre,
{ sinon
{ si l'un d'eux est de type CYLINDRE, declasser l'autre
{ sinon declasser les deux.
Cet algorithme de coherence appelle deux commentaires :
1. Il s'appuie sur la qualite croissante d'estimation de la courbure dans les cas
pratiques.
2. L'ordre de traitement n'a pas d'inuence gra^ce a l'hypothese H1.
Il nous reste maintenant a traiter le cas des nuds connectes de me^me type.
Pour les me^mes raisons que precedemment, deux nuds de type CYLINDRE ou
PLAN connectes forment toujours un couple coherent.
Les couples TORE-TORE et SPHERE-SPHERE vont e^tre traites par les criteres
suivants :
TORE on teste l'egalite des k
1
.
SPHERE on teste l'egalite des k
1
(et donc des k
2
).
Nous avons maintenant des composantes connexes de nuds connectes et cohe-
rents. Nous allons donc propager l'information sur le maillage pour reclasser les
nuds qui ne le sont pas. Comme nous l'avons vu, l'ensemble des elements develop-
pes ici s'appuie sur les hypotheses H2 et H3. Nous pensons que tous les nuds
classes le sont correctement :
Conjecture 1 A l'issue de la phase de coherence, les nuds classes sont correcte-
ment classes.
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2.2.3 Propagation
Le classement actuel ne concerne que les nuds du maillage. La phase de propa-
gation va aussi classer les triangles et les are^tes. Ces elements peuvent sembler n'e^tre
que des intermediaires commodes a l'expose, mais ils sont en realite essentiels : ils
decrivent la topologie de la surface.
Operateur(s) topologique(s)
Les operateurs topologiques traduisent le transport du classement (( interieur ))
d'un nud sur les elements qui lui sont connectes. La gure 2.6 montre le cas d'un
triangle dont un nud est classe (( interieur )) et les informations construites a
partir de ce nud. Nous preferons par souci de clarte separer cet operateur unique
en quatre operateurs elementaires
1
:
N2T int : un triangle (surface interieur) contenant un sommet classe (( interieur ))
a le me^me type (( interieur )).
N2E int : une are^te dont les deux extremites sont classees a ce type (qui est le
me^me par hypothese et verication).
T2N app : Les nuds (non{classes (( interieur ))) d'un triangle (( interieur )) appar-
tiennent au moins a une portion de surface du type du triangle ( (( app )) )
.
T2E app : Les are^tes (non{classees (( interieures )) ) d'un triangle (( interieur ))
appartiennent au moins a un patch de ce type.
n
a
t
a
Sn
a S
n S
S
S
S S
Fig. 2.6: Si le nud de gauche appartient a l'interieur

S
d'une surface S, alors
l'hypothese H2 nous permet d'exprimer les autres relations de la gure.
Les operateurs ci-dessus sont appliques aux triangles et aux are^tes non{classes
dans l'ordre de la description : tous les triangles sont traites par N2T int, puis toutes
les are^tes par N2E int, : : : ceci permet d'assurer que toute l'information issue des
nuds su^rs est prise en compte.
Cet operateur est valide car nous avons suppose que les intersections entre pri-
mitives sont decrites par des are^tes de la triangulation (H2).
1. La convention de denomination est la suivante : N2T int signie : transport de l'information
portee par un Nud vers un Triangle pour construire une information sur. La lettre E (pour
edge) represente les are^tes et le suxe app signie appartenance a la surface. Rappelons qu'un
nud (( interieur )) appartient a l'interieur

S
(au sens topologique) d'une surface S.
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Operateurs de classement
Les operateurs precedents transmettent une information (( degradee )) (mais
l'information globale augmente) : dans la premiere etape, on classe les nuds a
l'interieur de chaque portion au sens topologique, alors que nous n'obtenons ici
qu'une relation ensembliste (i.e. un nud appartient ou non a une surface). Ceci
est impose par la nature me^me des traitements topologiques. L'objectif est mainte-
nant de transformer cette information en information (( interieur )), ou nud (( de
frontiere )).
Nous distinguons deux operateurs dont le but est dierent :
TT2EN frt : qui traite l'are^te commune a deux triangles, ainsi que les nuds
communs, son but est de detecter les frontieres.
app2N int : s'appuie sur la liste des portions de surface auxquels appartient un
nud pour le classer denitivement. Cet operateur s'applique des que la liste
est non vide.
Dans le cadre de l'hypothese H3 (calcul exact), l'operateur TT2EN frt distingue
deux cas : si les deux triangles sont classes, alors l'are^te commune et les nuds
communs sont sur une frontiere, sinon, on ne peut rien faire. Nous modions cet
operateur, ce qui nous permettra de demontrer les proprietes de l'algorithme.
TT2EN frt distingue donc trois cas :
{ L'un des triangles n'est pas classe, ne rien faire.
{ Les deux triangles sont du me^me type
{ si l'un des nuds de l'are^te est classe frontiere, classer l'are^te et le nud
frontiere
2
,
{ sinon, ne rien faire.
{ Les deux triangles sont de types dierents, classer l'are^te et les nuds (( de
frontiere )).
L'operateur app2N int cherche a classer interieurs les nuds appartenant a une
portion (propriete issue de l'operateur T2N app). Pour cela, on gere la liste des
appartenances, et l'operateur distingue deux cas :
1. Il existe (au moins) deux types dierents dans la liste d'appartenance, le nud
appartient a une intersection de primitives.
2. Toutes les appartenances sont du me^me type. Il faut alors verier s'il s'agit
d'un nud interieur ou de frontiere.
Le second cas est traite par comparaison du nud et de ses voisins classes interieurs
dans le GGC, c'est le seul operateur de la phase de propagation pour lequel on utilise
la courbure. Dans le cas ou le nud est sur une frontiere, on peut se contenter de
l'o^ter de la liste des nuds a traiter, car c'est un nud terminal ; c'est{a{dire qu'on
ne construit plus d'information a partir d'un tel nud. En eet, dans cette phase,
toute l'information est construite a partir des nuds interieurs. Nous verrons plus
tard que ceci assure la convergence de l'algorithme dans le cadre theorique. Il semble
aussi plus naturel de construire les frontieres a partir des are^tes (TT2EN frt).
La phase de propagation consiste alors a iterer l'(es) operateur(s) topologique(s)
puis les operateurs de classements, tant que l'on peut classer de nouveaux nuds
interieurs.
2. Deux triangles du me^me type n'appartiennent pas forcement a la me^me portion de surface
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2.2.4 Post{traitements
Lors de la phase de coherence, on detruit parfois tous les nuds interieurs d'une
portion. Comme le montre la gure 2.7.
Ce type de portion peut e^tre traite a posteriori, en recommencant le cycle d'ana-
lyse ou seuls les nuds non{connectes a des interieurs sont traites dans la premiere
phase. Ceci permet ainsi de nir l'analyse des nuds interieurs.
c d
a b
Cone ToreFrontiere
Fig. 2.7: De gauche a droite et de haut en bas : classement initial (a),classement
apres la phase de coherence (b), classement des nuds non connectes (c), classement
nal (d).
Nous avons maintenant une cha^ne de traitement complete. Nous allons en
decrire quelques aspects theoriques dans le cadre de nos hypotheses (H1,H2,H3),
avant de passer aux aspects pratiques.
2.2.5 Demonstration de l'algorithme
La gure 2.8 donne le synopsis de l'algorithme de reconnaissance construit a
partir des phases elementaires que nous venons de decrire. Nous appelons germe
chaque composante connexe de l'ensemble de nuds classes interieurs a l'issue de
la phase de coherence. Dans le cadre de l'hypothese H3, on compte un ou aucun
(cas des portions (( oubliees ))) germe par portion. Pour traiter les portions sans
germe, nous reprenons les phases de traitement. Nous pensons qu'il existe des cas
(en theorie) ou une iteration n'est pas susante. Nous considerons donc dans la
suite l'ensemble des portions contenant un germe a l'etape i, S
i
. L'etude de la
phase de classement initiale presente peu d'intere^t sous l'hypothese H3 (on classe
122 CHAPITRE 2. RECONNAISSANCE DES SURFACES
tous les nuds correctement a l'exception des frontieres et des portions oubliees).
La convergence de la phase iterative est demontree en deux etapes :
1. Convergence de l'iteration des operateurs de propagation et classement.
2. Calcul du nombre de nuds classes.
On suppose de plus que l'iteration sur les surfaces S
i
est convergente.
propagation
classement
Post-traitement
iteration sur Si
sur In
iterations
ph
as
es
 d
e 
cl
as
se
m
en
t coherence
Initial
Fig. 2.8: Synopsis de l'algorithme de convergence
Convergence de la phase iterative
La convergence de l'algorithme de reconnaissance se demontre en etudiant le
cardinal de l'ensemble des nuds classes interieurs a une portion. Soit I
n
le terme
general de cette suite denie comme le nombre de nuds classes interieurs a l'issue
de l'iteration n et I
0
comme le nombre de nuds classes a l'issue du classement
initial et de la phase de coherence. Une iteration est l'application en cascade des
operateurs topologiques et des operateurs de classement.
Propriete 34 La suite (I
n
) admet les proprietes suivantes :
(i) (I
n
)
n
est croissante car on ne declasse jamais de nuds dans cette phase ;
(ii) Elle est bornee par le nombre de nuds total ;
(iii) Elle est donc convergente (d'apres (i) et (ii)) ;
(iv) Des que I
n+1
= I
n
, la limite est atteinte.
Cette derniere propriete est vraie, car on construit toute l'information possible
a partir des nuds interieurs par les operateurs topologiques. Ainsi, l'algorithme
est convergent, et la limite est atteinte des que la suite I
n
est stationnaire.
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Nombre theorique de nuds classes
Nous cherchons a demontrer que sous les hypotheses, (H1,H2,H3), l'algorithme
de reconnaissance sait reconnaitre tous les nuds de S
i
. Pour cela, nous allons
demontrer deux proprietes des operateurs de propagation.
Propriete 35 Les operateurs de propagation admettent les proprietes suivantes :
1. Si une portion contient un germe, alors
{ tous les nuds interieurs sont reconnus.
{ seulement les nuds interieurs sont reconnus.
2. Les frontieres entre deux portions (i.e. germes) sont detectees :
{ les nuds sont classes frontiere.
{ les are^tes sont classees frontiere.
La premiere propriete s'appuie sur
{ l'hypothese H3 : un nud interieur d'une portion connecte a un nud classe
interieur sera classe par l'operateur app2N int ;
{ la denition d'une portion, qui est une composante connexe.
Il existe donc sur la triangulation un chemin entre tout couple de nuds dans la
portion (hypothese H1). Ainsi, le germe peut e^tre reduit a un nud unique.
La seconde partie de la premiere propriete s'appuie sur le fait que les intersections
de primitives admettent une estimation numerique
3
de k
1
et k
2
dierente de la leur.
Pour cela, nous devons etudier tous les cas d'intersections entre les cinq primitives.
Seuls des cas particuliers menent a des solutions ambigues, mais qu'on ne peut
pas considerer comme des erreurs. En eet, la description de la surface par une
triangulation est trop pauvre pour decider ce genre de cas (voir gure 2.9(a)).
n
m
?
?Frontiere ?
(a) (b)
Fig. 2.9: (a) Cas ou la frontiere ne peut pas e^tre detectee precisement a partir de
la triangulation. (b) Frontiere entre patch, cas elementaires.
La seconde propriete se demontre en veriant que l'application des operateurs
de classement conduit bien a une denition correcte des frontieres. On commence
par remarquer que le cas des nuds n et m de la gure 2.9(b) sont representatifs de
3. La courbure n'exite sur les intersections de patchs que dans des cas particuliers de raccord
C
2
de primitives.
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tous les cas possibles (i.e. ils posent tous les types de problemes). Le cas du nud
n est evident : on est amene a appliquer l'operateur TT2EN frt. Si les deux patchs
sont dierents, alors on classe l'are^te et les nuds de frontiere. Sinon, l'operateur
app2N int classe le nud de frontiere (d'apres la propriete precedente), et on clas-
sera l'are^te au pas suivant. Le cas du nud m se ramene au cas precedent par
transmission de l'appartenance dans l'interieur du patch.
Enn, les portions ne contenant pas de germe, mais des nuds interieurs seront
classees par iteration. Nous proposons la conjecture suivante.
Conjecture 2 L'iteration sur les surfaces S
i
est convergente et tous les patchs sont
atteints des qu'elle est stationnaire.
Ceci nous permet de donner le theoreme de convergence de l'algorithme.
Theoreme 11 Sous les hypotheses (H1,H2,H3), l'algorithme de reconnaissance sait
classer tous les nuds et tous les triangles d'une surface triangulee.
Le cas des triangles est une consequence immediate de l'hypothese H1.
Remarque 9 Le theoreme n'assure pas que la classication est (( vraie )), mais
coherente avec les courbures calculees par l'approximation diuse Hermite.
2.3 Robustesse, generalisation
Notons que seule l'hypothese H3 ne peut jamais e^tre veriee, alors que H1 et
H2 peuvent e^tre des contraintes lors de la construction des surfaces triangulees (cas
des modeles CAO). Nous allons montrer a partir d'exemples, que le calcul dius de
la courbure nous permet de nous passer de H3 pour une hypothese H3' du type :
les courbures des primitives sont (( assez bien separees par le calcul dius )) pour les
reconna^tre entre elles. Nous allons voir que la resolution tres ne du calcul dius
joue aussi un tres grand ro^le.
2.3.1 Classement initial (discussion de H3)
Le classement initial s'appuie principalement sur l'hypothese H3, qui signie que
pour chaque nud interieur on estime bien la courbure de la primitive, et ceci de
facon exacte.
Le calcul dius repond aux deux aspects de H3 en s'appuyant sur l'hypothese
H2. En eet, le voisinage utilise pour le calcul de la courbure ne prend en compte
pour un nud interieur que des donnees relatives a (( sa )) primitive (voisins du
premier ordre, et normale des triangles dont il est le sommet). C'est l'emploi des
normales qui permet d'obtenir une estimation de la courbure haute resolution, c'est{
a{dire avec une meilleure localisation que les methodes usuelles qui s'appuient sur
des voisinages plus grands comme le montre le chapitre precedent. Ceci assure donc
la premiere partie de H3. Bien entendu, on ne peut pas pretendre au calcul exact,
mais le calcul dius avec normales est tres stable. Rappelons simplement a titre
d'exemple les moyennes et variances de k
1
et k
2
pour un cylindre de rayon 5.
C'est la qualite de l'estimation de la courbure (et essentiellement la faible va-
riance) qui nous permet d'utiliser des egalites numeriques (i.e. a  pres) pour le
classement initial. Rappelons que les parametres de chaque primitive detectee se-
ront estimes par ajustement en n de traitement. Ainsi le biais sur k
1
est de moindre
importance, et c'est bien la variance experimentale des estimations qui nous importe
ici.
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moyenne variance m. interieur v. interieur
k
1
0.202 2.5e-10 0.202 1.7e-10
k
2
3.92e-4 1.74e-6 5.06e-8 9.97e-16
Tab. 2.1: Moyenne et variance de k
1
et k
2
sur un cylindre de rayon 5. Les deux
premieres colonnes concernent tous les nuds, les suivantes les nuds interieurs
seulement, c'est{a{dire ceux qui nous interessent : : : ).
2.3.2 Propagation (discussion de H2)
Le second point essentiel que nous avons utilise est la topologie du maillage.
Dans le cas de donnees non structurees (nuage de points), il faudrait e^tre capable de
denir cette topologie ; la seconde partie de l'hypothese H2 (les intersections entre
portion sont contenues dans le maillage) posera alors un probleme qui peut e^tre
une piste d'investigations futures. On pourrait utiliser la haute resolution du calcul
de courbure pour detecter a priori les intersections inter{primitives. Cet aspect
concerne les operateurs de propagation (car la topologie n'est pas respectee : : : ) et
le calcul des frontieres par TT2EN frt.
Le cas de l'operateur app2N int est dierent, puisqu'on doit comparer les es-
timations des courbures pour prendre nos decisions. L'experience montre que la
qualite de l'estimation de la courbure assure des tests corrects.
2.3.3 Discretisation (discussion de H1)
L'hypothese H1 permet de classer tous les triangles d'une surface et simplie
l'analyse de l'algorithme. Elle est cependant dicile a respecter en pratique, en
particulier dans le cas des triangles de coins (voir gure 2.3). Ces triangles ont trois
sommets sur des frontieres (qui ne peuvent jamais e^tre classes) : il apparaissent
aux intersections de plusieurs portions de surface. Nous devons faire une hypothese
supplementaire pour e^tre capable de traiter ce type de cas : on suppose qu'aucun
patch plan n'est decrit par un unique triangle (consequence de l'hypothese
H1 si elle est respectee). Ainsi, un triangle dont les trois nuds sont sur une frontiere
admet exactement deux are^tes de frontieres.
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Noeud de frontiere
Fig. 2.10: A gauche, le cas d'un triangle a trois nuds de frontiere (chaque rem-
plissage est un patch dierent). A droite, un cas topologiquement decidable.
Les operateurs topologiques locaux ne permettent pas de decider quelles sont
les are^tes eectivement de frontieres et l'are^te interne a un patch (gure 2.10).
Nous devons donc utiliser des informations geometriques ou relatives aux courbures.
Cependant, les courbures n'existent pas en ces nuds, bien que nous la calculions
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numeriquement. Nous avons donc choisi de baser notre critere sur l'angle entre le
triangle et ses voisins : les deux are^tes de plus grand angle sont classees frontiere.
Cette methode empirique fonctionne sur les cas que nous avons traites, mais n'est
pas totalement satisfaisante. Une strategie de (( switch )) (inversion de diagonale dans
la triangulation) pourrait fournir une solution. On peut aussi reporter le classement
de ce type de triangle a la phase ulterieure ou les dierentes portions reconnues sont
ajustees a des modeles surfaciques.
2.3.4 Cas reels traites
Nous avons applique les algorithmes dius de calcul de la courbure, et de recon-
naissance des types des surfaces a trois pieces issues de la CAO (ces surfaces sont
decrites en detail en annexe C). Le tableau 2.2 montre la performance de l'ensemble
sur chacune des trois pieces. Les gures 2.13, 2.17 et 2.15 montrent des extraits
de ces surfaces. La piece dite (( benz )) ne respecte pas les hypotheses de travail,
ce cas montre que l'algorithme de reconnaissance permet de mieux comprendre la
structure d'une surface triangulee.
sony french psa
classement initial 95 % 99.9 % 86 %
coherence 87 % 80 % 71 %
propagation 98 % 88 % 90 %
post{traitement 100 % 88 % 92 %
Tab. 2.2: Nombre de nuds classes a l'issue de chaque etape de l'algorithme de
reconnaissance en pourcentage du nombre de nuds initial : sony 4425 nuds, french
3798 nuds et psa : 11805 nuds.
On obtient un tres bon taux de reconnaissance sur chacune des pieces. La piece
(( sony )) respecte les hypotheses H1 et H2, ce qui nous permet de reconnaitre le type
de surface de chaque nud. On remarque que la phase de post{traitement classe de
nouveau nuds car plusieurs portions de primitives sont du type de la gure 2.7.
Les deux autres pieces ne verient pas l'hypothese H2
{ dans le cas de (( french )) , des intersections sphere{plan ne sont pas contenues
dans le maillage : ce sont les nuds non classes.
{ le cas de (( psa )) est plus complexe :
{ H1 n'est pas veriee, car certaines portions ne sont pas assez bien discre-
tisee (cas de plan decrit par les nuds de bords uniquement par exemple).
{ H2 n'est pas veriee ; ceci concerne surtout dans ce cas les intersections
de trois primitives, qui sont lissees.
On peut aussi ajouter quelques pretraitements geometriques : par exemple, les
are^tes dont l'angle des triangles de denitions depasse une certaine valeur sont
classes frontiere a priori ; les plans peuvent e^tre detectes de la me^me facon. On
obtient donc en sortie une segmentation de la surface en composantes connexes par
les are^tes de frontiere. La gure 2.11 montre le cas de la piece (( sony )).
2.4 Conclusion
Nous avons montre par l'algorithme de reconnaissance des surfaces que le calcul
dius de la courbure sur une surface triangulee presente un grand intere^t pratique.
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Fig. 2.11: Frontiere d'une piece : les frontieres tracees en gras ont ete denies par
l'analyse de la courbure, les autres sont detectees par test geometrique.
D'une part, la grande qualite des resultats (variance faible), ainsi que la haute
resolution de l'estimation permettent de developper un algorithme de reconnais-
sance tres simple et rapide. Cette simplicite permet d'envisager des evolutions. On
pourrait par exemple s'appuyer sur les centres de courbures pour traiter d'autres
surfaces (surfaces de revolution) ; la detection d'are^tes est aussi une voie de recherche
particulierement attrayante.
D'autre part, nous obtenons des resultats tres encourageants en terme de recon-
naissance : lorsqu'une surface respecte les hypotheses H1 et H2, on reconnait le type
de tous les nuds. Le cas de la piece (( sony )) le montre. Ces succes montre combien
la notion de pseudo{derivee est utile en pratique (me^me pour l'approximation dif-
fuse Hermite avec donnees dierentielles bruitees) et qu'elle permet une excellente
estimation de grandeurs derivees.
Nous montrons aussi l'importance de la connectique, qui est denie dans notre
cas par le maillage. Ceci permet d'orienter la recherche (propagation), mais aussi
de simplier les operateurs. Pour traiter des nuages de points, on peut utiliser des
methodes de triangulation ([Boi84] par exemple) ou de calcul de la connectique
(-shapes [EM94] par exemple).
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Fig. 2.12: Sony : triangles classes de la piece sony (les plans sont en transparence).
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Fig. 2.13: Sony : Classement des nuds en n de traitement
Fig. 2.14: La piece psa et de son maillage.
130 CHAPITRE 2. RECONNAISSANCE DES SURFACES
rouge : nuds classes, bleu : frontieres, vert : nuds non classes
Fig. 2.15: Extraits de la piece psa (avec le maillage) et de la piece benz.
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Fig. 2.16: French : vue d'ensemble, maillage et premiere courbure principale k
1
.
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Fig. 2.17: French : frontiere sphere{plan avant la phase de coherence et en n de
traitement.
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
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Chapitre 1
Methodes sans maillage
Les problemes abordes par les techniques de type elements nis sont de plus
en plus complexes, et cherchent a decrire la physique des phenomenes de la facon
la plus precise possible. Dans le monde du sous{sol, la simulation des phenomenes
geologiques est l'un des themes d'avenir et presente la plupart des des des elements
nis : prise en compte de tres grands deplacements, fortes non lineairites, fractura-
tion : : : Les methodes sans maillage ont ete developpees pour repondre (au moins
partiellement) a certains de ces problemes comme le rappelle [BKO
+
96]. De la
me^me facon, Zienkiewicz [Zie00] cite l'equation d'Helmholtz dans le cas des courtes
longueurs d'ondes comme l'un des problemes ouverts pour les elements nis. Ce
probleme particulier a ete aborde avec succes par Melenk et Babuska [Mel95] par
la technique dite Partition of Unity Finite Element Methods (PUFEM). Belytschko
et al. considere PUFEM comme la racine des dierentes methodes sans maillage
[BKO
+
96].
La premiere mehode de resolution d'equation aux derivees partielles (( sans mail-
lage )) est certainement la technique dite Smooth Particle Hydrodynamics (SPH)
proposee par Lucy [Luc77] et developpee par Monaghan et. al. (voir par exemple
l'etude bibliographique [Mon92]). SPH est une technique particulaire. A la me^me
epoque, Liszka et Orkisz propose une technique de collocation (FDM) s'appuyant
sur l'idee de la pseudo{derivee d'un approximation par moindres carrees [LO80].
Bien que la formulation originale ne fasse pas appara^tre de fonction d'inuence
w
i
, FDM est la premiere methode sans maillage avec moindres carrees glissants
(MLS). Cependant, les approximations sans maillage pour la resolution d'equations
dierentielles restent condentielles juqu'au debut des annees 90, lorsque Nayroles,
Touzot et Villon proposent la technique des

Elements Dius [NTV92]. Cette publica-
tion qui melange l'approximation diuse et sa pseudo{derivee dans une formulation
variationnelle semble relancer l'intere^t pour les methodes sans maillage. Depuis, les
publications se sont succedees et l'on a vu na^tre de nombreuses methodes : EFG
[BLG94], RKPM [LJZ95] , hp-Clouds [DO96], nite point [OIZT96], : : :
Pour chaque publication, les auteurs vont s'attacher a l'un (ou plusieurs) des
themes suivants :
{ Denition et (ou) utilisation d'une approximation particuliere pour la resolu-
tion d'equations dierentielles.
{ Type de formulation du probleme physique pour la mise en uvre de la solu-
tion approchee.
{ Techniques d'integration des matrices elementaires lorsque c'est necessaire.
{ Resolution d'un probleme physique particulier.
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{ Multi{resolution et (ou) adaptativite du semis de nuds.
Ce decoupage propose ainsi naturellement la structure d'une etude bilbiographique.
Dans un premier temps nous proposons une rapide description des formulations
generalement utilisees pour la discretisation des equations aux derivees partielles
en nous appuyant fortement sur [DT84]. Le patch test est ensuite decrit car il
joue un ro^le central dans l'analyse des techniques sans maillage [Lao96, Kro96].
Puis nous decrirons successivement les approximations utilisees pour les equations
dierentielles, la formulation employee et la prise en compte des conditions aux
limites et l'integration numerique lorsqu'elle est necessaire.
1.1 Introduction
1.1.1 Residus ponderes
La methode des residus ponderes permet d'englober plusieurs methodes de
resolution d'equations aux derivees partielles. Nous verrons aussi dans la seconde
partie que la notion de fonctionnelle d'energie est un cas particulier de ce forma-
lisme. La troisieme partie montre comment les residus ponderes se declinent en
{ La formulation de Galerkin (Ritz),
{ La collocation,
{ La methode des moindres carres.
Enn, la presentation initiale exhibe aussi le principe des elements frontieres.
Le probleme physique que nous allons prendre en compte est volontairement
restreint a l'equilibre

L(u) + f


= 0 sur 
 le domaine d'intere^t
C(u) = f
@

sur la frontiere @
 de 

(1.1)
et sera illustre par l'equation de la chaleur (ou equation de Poisson)
8
<
:
 u+Q = 0
@u
@n
=  sur @


u = u
@

u
sur @

u
(1.2)
En suivant la gure page viii, ces dernieres equations sont obtenues gra^ce aux lois
fondamentales que sont la loi de Fourier (diusion de la chaleur) et la conservation
de l'energie. Les conditions aux limites sont de types Neumann (ux) sur @


ou
Dirichlet (temperature imposee) sur @

u
, avec @
 = @


[ @

u
. La methode des
residus ponderes va nous permettre de transformer les equations ainsi obtenues.
Le residu associe a notre probleme 1.1 se denit de facon naturelle par
R(u) = L(u) + f


(1.3)
et ecrire que u verie les equations du probleme revient a dire que le residu associe
a u est nul. Nous allons donc chercher u qui annule la forme integrale
W (u) =
Z


 R(u) dV =
Z


 (L(u) + f


) dV (1.4)
pour tous les  d'un ensemble de recherche, et pour u dans l'ensemble des solutions
admissibles (veriant les conditions aux limites). Notons que R est nul si W (u) est
nul pour tous les  , mais qu'on ne sait pas (( tester tous les  )). Nous chercherons
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donc u dans un espace de dimension nie E
u
et choisirons  dans un espace de
dimension nie E
 
. Il para^t necessaire de demander a ces deux espaces certaines
proprietes qui assureront la convergence de notre solution lorsqu'on augmente les
dimensions de E
u
et E
 
. Il s'agit de
{ La condition d'approximabilite, qui signie que l'on approxime (( bien )) une
fonction dans E
u
, c'est{a{dire que cette approximation converge lorsque les
dimensions de E
u
et E
 
augmentent.
{ La condition de stabilite qui concerne l'operateur A(u;  ) =
R


 L(u) dV .
Par ailleurs, la denition 1.4 fait intervenir l'operateur L(u) directement, il est
commode dans certains cas d'utiliser une integration par partie,
Z


 r(u) dV =  
Z


ur( ) dV +
I
@

 u~ndS
pour transformerW , et obtenir une forme plus simple. Dans le cas de l'equation de
la chaleur, cette transformation s'ecrit
W (u) =
Z


 ( u+Q) dV
=
Z


(r( ):r(u) +  Q) dV  
I
@

 
@u
@n
dS
=
Z


(r( ):r(u) +  Q) dV  
Z
@


  dS
sous les conditions (pour la seconde egalite)

 = 0 sur @

u
u = u
@

u
sur @

u
Cette nouvelle forme de W est appelee forme faible de l'equation de Poisson. La
forme faible est utilisee car elle ne propose que des derivees du premier ordre, ce
qui simplie (en general) grandement la construction de l'espace d'approximation.
De plus,
R


r(u)r( ) dV est symetrique.
Nous pouvons integrer une nouvelle fois par partie, pour obtenir
W (u) =
Z


(  u+  Q) dV  
I
@

( 
@u
@n
  u
@ 
@n
) dS
Des que  = 0 sur 
 et Q = 0 , W se reduit a l'integrale de contour. C'est la base
de la methode des elements frontieres (equations integrales).
Fonctionnelles et residus ponderes On a l'habitude en physique de caracte-
riser un systeme par son energie. Les positions d'equilibre sont alors les etats qui
rendent stationnaire la fonctionnelle d'energie potentielle. Nous avons donc deux
caracterisations integrales de l'equilibre d'un systeme :
1. La stationnarite de la fonctionnelle d'energie
2. La nullite du critere W issu de la methode des residus ponderes.
Il existe un lien entre ces deux formulations : En choisissant  = u, il existe une
fonctionnelle dont W est la premiere variation (sous certaines conditions sur le
systeme physique).
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Prenons le cas de l'equation de Poisson,  = u nous donne
W (u) =
Z


(r(u):r(u) + uQ) dV  
Z
@


u dS
qui est bien la premiere variation de la fonctionnelle
(u;r(u)) =
Z


(
1
2
r(u):r(u) + uQ) dV  
Z
@


u dS
Remarquons pour nir que l'on peut enrichir la notion de fonctionnelle a l'aide
des multiplicateurs de Lagrange, qui permettent de prendre en compte des cont-
raintes supplementaires comme les conditions aux limites par exemple.
Fig. 1.1: Des equations du systeme physique au systeme discret. La partie de gauche
concerne la formulation de Ritz, celle de droite la methode des residus ponderes
(d'apres [DT84]).
Forme discrete Jusqu'a present nous n'avons pas fait intervenir les espaces d'ap-
proximation E
u
et E
 
. La restriction de la recherche de solutions a ces espaces va
nous permettre de construire le systeme ni que nous savons resoudre. En eet,
si E
u
est de dimension nie n, alors tout u depend exactement de n parametres
a
1
; : : : ; a
n
. Il sut donc de choisir n fonctions de tests  
1
; : : : ;  
n
pour construire
le systeme d'equations discret. Notons que le choix des fonctions  est contraint
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par les proprietes du systeme lineaire que l'on veut inversible. Ce raisonnement
s'applique a la fonctionnelle d'energie que l'on peut minimiser par rapport aux pa-
rametres a
1
; : : : ; a
n
, c'est la methode de Ritz (gure 1.2). La gure 1.1 resume le
processus de traitement des equations aux derivees partielles que nous avons decrit
jusqu'a present.
Fig. 1.2: Relation entre les formulations de Galerkin et de Ritz. D'apres [DT84].
Choix de  Nous venons de voir que la construction de W et le choix des deux
espaces E
u
et E
 
permettent de construire un systeme discret d'ou l'on tire une
solution approchee du probleme pose. Comme u appartient a un espace de dimension
nie, il peut prendre l'une des deux formes suivantes
u =< N
i
> fu
i
g = N
>
U =< a
i
> fP
i
g
Parmi les choix d'ensemble E
 
possibles, nous allons decrire les quatre plus cour-
rants, qui donnent les methodes dites de Collocation (ponctuelle et sous{domaine),
de Galerkin, et des Moindres carres.
{ Collocation ponctuelle : On choisit n points distincts dans 
 et les fonctions
 
i
sont les diracs en ces points. La methode des dierences nies est un cas
particulier de collocation.
{ Collocation par sous{domaines : On considere une partition nie de 
 =
P
n
i=1


i
. Les fonctions  
i
sont les fonctions caracteristiques des 

i
.
{ Galerkin : le choix  = u amene a la methode de Galerkin, il est equivalent
de choisir  
i
= N
i
. L'utilisation de l'approximation par sous-domaine pour
denir les fonctions de forme N
i
donne la methode des elements nis.
{ Moindres carres : On choisit  = L(u) ou  
i
= L(N
i
).
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La formulation de Galerkin (( usuelle )) utilise les residus ponderes avec integration
par partie. Une variante est d'utiliser les fonctions de forme comme fonction test
sans integration par parties, c'est la formulation de Petrov{Galerkin.
La discretisation de la forme faible de l'equation de Poisson va donc nous amener
a evaluer des termes de la forme (dans la formulation de Galerkin)
K
ij
=
Z


r(N
i
):r(N
j
) dV
et
F
i
=
Z


N
i
Q dV  
Z
@


N
i
 dS
pour former le systeme KU = F ou K = [K
ij
] et F = fF
i
g.
Formulation de Galerkin et Collocation Les deux formulations le plus sou-
vent employees sont la collocation (dierences nies) et la formulation de Galerkin
(elements nis). Ces deux techniques ont des proprietes bien dierentes :
{ La collocation
{ N'admet pas d'interpretation energetique ;
{ Utilise une (( matrice de raideur )) non{symetrique ;
{ Traite les conditions aux limites ponctuellement ;
{ Ne necessite pas d'integration ;
{ Demande un haut degre de regularite ;
{ La formulation de Galerkin
{ Benecie d'une theorie bien developpee (voir [RT98]) ;
{ Utilise une matrice de raideur symetrique ;
{ Demande des integrations ;
{ Doit traiter les conditions aux limites sur toute la frontiere ;
{ Fait intervenir des derivees d'ordre moins eleve.
Ainsi, les methodes sans maillage s'adaptent-t-elles bien a la collocation car il est
facile de contruire des derivees d'ordre eleve sur des semis de nuds arbitraires.
Cependant, la largeur de bande de la matrice de raideur augmente et elle n'est
pas symetrique. Les experiences menees par dierentes equipes montrent que la
collocation n'est pas tres stable et manque de robustesse vis{a{vis des semis de
nuds [LB00]. De plus, l'interpretation energetique de la formulation de Galerkin
est tres appreciee de nombreux scientiques (mecanique du solide par exemple).
Comme cette technique permet de construire des matrices de raideur symetriques
et de moindre largeur de bande, c'est dans ce cadre que ce situe notre travail.
Une alternative a la technique de Galerkin est la technique de Petrov{Galerkin ou
l'on n'utilise pas la transformation de l'energie par integration par partie. Avec
cette formulation, les proprietes necessaires pour la convergence sont plus faibles
(voir [Kro96, Lao96]). Cependant, il faut dans le cas de l'equation de la chaleur ou
de l'elasticite lineaire calculer des derivees secondes.
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1.1.2 Formulation variationnelle de l'equation de la chaleur
Reprenons ici l'exemple de l'equation de la chaleur sous conditions de Dirichlet
homogenes dans un ouvert 
 en explicitant les espaces de fonctions sous{jacents
(voir [Bre83, RT98]).

 u+ u = f sur 

u


@

= 0
(1.5)
ou f est une fonction donnee de L
2
(
).
La premiere etape est de transformer le probleme (1.5) pour diminuer le degre
de derivation (theoreme des travaux virtuels). Pour cela, on cherche u 2 H
1
0
, telle
que
8v 2 H
1
0
(
);
Z


r(u):r(v) dx + 
Z
I
uv dx =
Z
I
fv dx (1.6)
On montre par integration par partie (formule de Green) qu'une solution de ce
probleme est bien solution de l'equation initiale.
Le probleme variationnel admet une unique solution comme le demontre le
Lemme de Lax-Milgram. Pour cela on pose
a(u; v) =
Z


r(u):r(v) dx+ 
Z


uv dx
et
l(v) =
Z


fv dx
Comme a est bilineaire, continue et elliptique dans H
1
0
, et l est lineaire continue,
le lemme s'applique bien. De plus, la solution est aussi solution du probleme de
minimisation
min
v2H
1
0

1
2
a(v; v)  l(v)

Cependant, les espaces mis en jeu ne sont pas de dimension nie en general. Nous
devons donc chercher une solution approchee de u dans un sous espace vectoriel V
n
deH
1
0
. Si l'on est capable de construire une suite de sous-espaces telle que la solution
u du probleme (1.5) y soit (( bien approchee )), c'est{a{dire
lim
n!+1
inf
n
jju  vjj
H
1
0
; v 2 V
n
o
= 0
alors on montre que la solution u
n
du probleme variationnel dans V
n
converge vers
la solution reelle u dans H
1
0
de la facon suivante (C est une constante)
jju
n
  ujj
H
1
0
 C inf
n
jju  vjj
H
1
0
; v 2 V
n
o
(1.7)
Ceci sut pour construire des solutions approchees du probleme de Dirichlet ho-
mogene en faisant abstraction de l'integration numerique.
Le cas non homogene se traite en minimisant la me^me energie, mais cette fois{ci
dans l'espace des fonctions veriant les conditions aux limites imposees.
Explicitons pour nir les equations a resoudre si l'espace V
n
admet les fonctions
N
1
; : : : ; N
n
comme base. La solution du probleme variationnel dans V
n
, u
n
peut
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s'ecrire u
n
=
n
P
i=1
u
i
N
i
, et le vecteur de ses coordonnees U =< u
1
; : : : ; u
n
>
>
est
solution du systeme

K P
P
>
0

U


=

F
S

ou
8
<
:
K
ij
=
R
I
r(N
i
):r(N
j
) d! + 
R
I
N
i
N
j
dx
F
i
=
R


fN
i
d!
P et S representent les conditions de Lagrange
Nous avons choisi ici de prendre en compte les conditions aux limites via des
conditions de Lagrange, mais il existe d'autres techniques decrites dans [DT84]
par exemple.
1.1.3 Crimes variationnels
Le terme de crime variationel a ete propose par Strang et Fix dans [SF73].
C'est pour mieux comprendre cette notion que nous avons repris la formulation
variationnelle de l'equation de la chaleur dans son cadre mathematique.
La section precedente montre que les ingredients essentiels dans la formulation
variationnelle sont
{ les espaces fonctionnels mis en jeu (regularite, norme),
{ le calcul de la fonctionnelle 
0
(v) =
1
2
a(v; v)   l(v) (qui remplace l'equation
dierentielle).
En pratique, pour la formulation de Galerkin, ceci signie que
1. Les fonctions de forme devraient e^tre C
m 1
pour un probleme d'ordre 2m.
2. Les conditions aux limites devraient e^tre veriees exactement.
3. La fonctionnelle I devrait e^tre calculee exactement.
Cependant, en pratique, on viole ces recommandations : ce sont les crimes varia-
tionnels. Les elements de coques non conformes ne respectent pas la premiere re-
commendation, et les elements sous integres ne respectent pas la condition 3 par
exemple. Cependant, on sait par experience que ces techniques sont convergentes.
Leur analyse n'a ete possible que gra^ce au patch test propose par Irons (voir par
exemple [IR72]).
1.1.4 Le patch test
La denition premiere du patch test a ete donnee par Irons et se veut une ca-
racterisation d'ingenieur de la convergence d'elements nis particuliers en mecanique
(voir [IL83] par exemple). Le test consiste dans ce cadre a verier que toutes les
solutions a contraintes constantes sont calculees exactement. Pour l'equation de la
chaleur, ceci revient a calculer exactement les solutions de ux r(u) constant.
Bien que le patch test ait ete contreverse (voir [Stu80]), on peut considerer
qu'une preuve de sa validite a ete donnee des l'ouvrage de Strang et Fix [SF73].
Le (( dernier mot )) revenant a Zienckiewicz et Taylor [TSZC86, ZT94] pour qui le
patch test est
(a) Une condition necessaire de convergence d'un code elements nis,
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(b) Une condition susante de convergence,
(c) Un test des algorithmes utilises,
(d) Un moyen de tester des algorithmes violant certaines proprietes ou certaines
lois,
(e) Enn, un moyen de tester la programmation.
Dans l'intervalle, le patch test a ete tres etudie ou utilise pour le developpement
de nouveaux elements, citons pour memoire [Veu74, SB77] et de facon plus recente
[FHM95].
Depuis, le patch test a connu de nouveaux developpements comme le montrent
[ZT97] et son utilisation pour l'analyse des methodes sans maillage [Lao96, Kro96].
Nous verrons plus loin qu'il est a la base des techniques d'integration speciques
mises au point par dierentes equipes [BK98, BTV99c].
1.2 Choix d'une methode d'approximation
Il existe plusieurs types d'approximation sans maillage comme nous l'avons vu
dans la premiere partie. Dans la litterature, on trouve les techniques suivantes pour
la resolution d'equations aux derivees partielles:
{ Smooth particle hydrodynamics [Mon92, BK98],
{ L'approximation diuse et ses variantes [LO80, NTV92, BLG94, OIZT96],
{ L'approximation diuse continue et ses variantes [LJZ95],
{ hp{clouds [DO96],
{ Les radial basis functions [Kan90, Wen99],
{ La techniques des voisins naturels [Suk98].
On se place dans la suite dans un ouvert 
 connexe de IR
n
. On y approche une
fonction u connue sur un semis de nuds (x
i
)
i2I
de 
.
1.2.1 Smooth particle hydrodynamics (SPH)
Le principe de base de SPH est d'approcher une fonction u par son produit de
convolution par un noyau w
h
deni par w
h
= c(h)  w
ref
(jjxjj=h) ou c(h) est un
coecient de normalisation (1=c(h) =
R


w
h
(x) d
) :
~u(x) =
Z


w
h
(x  y)u(y) d
 (1.8)
Cependant, cette formulation integrale n'est pas utilisable et on lui substitue une
forme discrete
~u(x) =
X
i2I(x)
w
h
(x  x
i
)u
i
V
i
: (1.9)
Le coecient V
i
est le volume associe au nuds i. Dans la formulation originale, ce
coecient s'ecrit
m
i

i
ou m
i
est la masse du nud i et 
i
est sa masse volumique.
Cette approximation conduit a une formulation particulaire des equations ; elle a ete
developpee a l'origine pour resoudre des problemes d'astrophysique avec conditions
aux limites a l'inni [Luc77].
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La forme discrete 1.9 fait appara^tre des fonctions de forme
N
i
(x) = w
h
(x  x
i
)V
i
:
Cependant SPH n'est que consistante d'ordre 0 si on ne fait pas d'hypothese supple-
mentaire sur le noyau w
h
, ceci peut poser des dicultes de convergence. Le cas 1d
est etudie dans [BKO
+
96].
1.2.2 Moindres carres glissants
Dius continu, reproducing kernel particle ou RKPM Une technique pour
rendre consistante une approximation du type SPH est l'approximation diuse conti-
nue (voir le chapitre 2 de la premiere partie). Une alternative est proposee dans
[LJZ95] avec l'approximation reproducing kernel particle. Rappelons que l'approxi-
mation RKPM s'ecrit
~u(x) =
Z


K

(y   x; x)u(y) dy
ou K

est une fonction de ponderation assurant la consistance de l'approximation.
Ce noyau s'ecrit comme le produit de w

et d'une fonction de correction C(y x; x)
(voir equation 2.8, page 16 ou [LJZ95]). Le passage du continu au discret se fait
pour RKPM de la me^me facon que pour SPH :
~u(x) =
X
i2I(x)
K

(x
i
  x; x)u
i
V
i
(1.10)
et les fonctions de forme associees sont N
i
(x) = K

(x
i
  x; x)V
i
.
La version continue de l'approximation respecte bien les conditions de consis-
tance, et les resultats numeriques presentes avec la methode RKPM semblent le
conrmer. Cependant, le passage a la forme discrete peut degrader cette propriete
suivant le choix des volumes d'integration V
i
(voir a ce sujet [LHCG97], page 297).
Dans [LL99a], les auteurs evaluent la correction pour la forme discretisee de l'ap-
proximation. Dans ce cas, seuls les poids d'integration V
i
distinguent RKPM de
l'approximation diuse ; en particulier, pour des poids egaux entre eux, les fonc-
tions de forme des deux approximations sont identiques (voir page 224).
Dius discret (MLS) Nous avons decrit en detail l'approximation diuse dans
la premiere partie. Il existe deux variantes dans son application aux equations aux
derivees partielles :
1. avec pseudo{derivation (Diuse Element Method ou DEM),
2. avec derivation complete (Element Free Galekin ou EFG).
Notons que la premiere technique a ete la premiere utilisee pour de la collocation
dans [Jen72, LO80]. L'approximation proposee n'avait cependant pas encore atteint
sa forme nale puisqu'on ne trouve pas encore la notion de fonction d'inuence w
i
.
Avec cette technique, la consistance est exacte avec une forme discrete, elle est donc
aujourd'hui la plus utilisee.
1.2.3 hp{coulds et elements nis generalises ou PUFEM
Les principes de hp{clouds et PUFEM sont proches et l'idee est d'ameliorer
l'approximation de la solution de l'equation dierentielle a priori pour ameliorer
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la convergence de la methode (inegalite 1.7, page 141). Pour ameliorer la capa-
cite d'approximation de l'espace de recherche de la solution, deux techniques sont
possibles :
{ On augmente le degre de l'approximation (methode p, hp{clouds)
{ On utilise une connaissance a priori de l'equation a resoudre (methode PU-
FEM, [Mel95]).
La technique s'appuie sur la notion de partition de l'unite.
Denition 19 Soit (

i
)
i2I
un ensemble d'ouvert recouvrant 
 et un ensemble de
fonctions ('
i
)
i2I
de regularite donnee tels que
(i) supp('
i
) = 

i
(ii) 8x 2 
;
P
i2I
'
i
(x) = 1.
Les '
i
forment une partition de l'unite de 
 subordonnee aux (

i
)
i2I
.
Notons que les fonctions de forme diuses respectent ces conditions. On considere
aussi des espaces de fonctions V
p
i
sur 

i
(dans H
1
(
 \ 

i
) pour les equations
elliptiques usuelles) et l'espace de recherche des solutions de l'equation dierentielle
est
V
n
= span f'
i
v
p
i
; i 2 I; v
p
i
2 V
p
i
g (1.11)
Dans le cas de hp{clouds, les espaces V
p
i
sont des mono^mes, et la partition de
l'unite initiale des fonctions de forme diuse. Chaque nud porte ainsi plusieurs
degre de liberte (un par fonction de V
p
i
) et l'approximation d'une fonction s'ecrit
au point x
~u(x) =
X
i2I(x)
X
v
p
i
2V
p
i
a
i;p
'
i
v
p
i
(x)
ou les a
i;p
sont des constantes. L'intere^t de cette technique reside dans deux points
[DO96] :
{ La convergence de l'approximation benecie des proprietes des fonctions '
i
et des fonctions v
p
i
.
{ Les fonctions de forme sont simples a calculer par rapport aux autres methodes
de type p.
Dans le cas de PUFEM, les espaces V
p
i
sont construits a partir d'une connaissance
a priori de la solution (par exemple a partir de la solution homogene).
Ces techniques favorisent la (( multiplication externe )) pour enrichir l'espace
d'approximation. Cependant, il est possible d'utiliser la construction de l'approxi-
mation diuse pour augmenter la consistance de V
n
en integrant dans la fonction u
des termes supplementaires comme le montre [FCMB97] (enriched basis).
1.2.4 Autres techniques
Radial basis functions Les interpolateurs radiaux (RBF) decrit au chapitre
3 de la premiere partie ont aussi ete utilises pour le traitement des equations
dierentielles. On trouve deux types d'applications :
1. Les RBF sont utilisees comme technique de fabrication de fonctions de forme
([ZPC98, Wen99] par exemple).
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2. On utilise le modele sous{jacent a l'interpolation [Kan92].
Dans le premier cas, le type d'interpolant utilise est crucial pour la localisation
des fonctions de forme et leur consistance. Par exemple, si on force la consistance
par ltrage (voir le systeme 1.7 page 56), alors les fonctions de forme ne sont pas
locales. On peut utiliser leur decroissance pour tronquer leur inuence, mais il est
alors necessaire d'avoir une estimation de l'erreur ainsi commise. Le deuxieme type
d'approche est beaucoup plus porteur : nous avons vu que les RBF ont un modele
sous{jacent (la construction de l'approximation myope le montre en detail pour
les splines plaques minces), l'objectif est d'utiliser ce modele pour avoir de bonnes
proprietes au niveau de l'interpolation. On retrouve ici l'idee des generalized nite
elements de Babuska et Melenk [Mel95].
Voisins naturels Nous avons cite l'interpolant de Sibson dans la premiere partie
(chapitre 1, page 9). Comme cette interpolation est consistante d'ordre 1, elle peut
e^tre utilisee pour resoudre des equations aux derivees partielles avec formulation de
Galerkin [Suk98]. Cependant, la forme tres complexe des supports de fonctions de
forme rend l'integration dicile.
1.3 Ranement de la methode d'interpolation
Nous avons passe en revue les dierentes techniques d'approximation (ou d'in-
terpolation) utilisees dans la litterature. Un certain nombre d'articles proposent des
ranements de ces methodes d'approximation.
1.3.1 Moindres carres glissants
Calcul des fonctions de forme diuses Le calcul des fonctions de forme dif-
fuses ou de leurs derivees (au sens usuel ou dius) est lourd (voir par exemple
[KB95]). La caracterisation des fonctions de forme et le systeme associe (theoreme
3,page 27) permet de mettre en uvre un calcul rapide [BTV99a]. Les details sont
donnes en annexe A.
Double grille En elasticite lineaire, la collocation demande de calculer des deri-
vees secondes. Une idee pour limiter l'ordre de consistance des fonctions de forme et
ainsi la largeur de bande de la matrice de raideur est d'utiliser deux semis de points
distincts [BTV99b]. La technique s'inspire des elements nis ou les deplacements
sont portes par les nuds et les contraintes{deformations par les points de Gauss.
Cette technique amene a une formulation de type B
d
HB comme en elements nis
mais ou les deux matrices B
>
d
; B sont dierentes. En pratique, on considere deux
ensembles de points : les nuds x
i
et les points d'evaluation y
j
et les fonctions
de forme diuses associees N
i
, M
j
. Des deplacements aux nuds, on calcule les
deformations aux points d'evaluation
8
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puis les contraintes au points d'evaluation par la loi de l'elasticite lineaire  = [D].
On revient aux nuds gra^ce au fonctions de forme M
i
par
(
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@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Les relations precedentes permettent d'ecrire les equations d'equilibre aux nuds,
soit de facon elementaire
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>
>
>
>
;
= fF
i
g
ou fF
i
g represente les eorts evalues au nud i. On retrouve ici une forme qui
ressemble aux elements nis, mais ou l'on perd certaines proprietes :
{ B
>
d
et B sont dierentes,
{ les (( matrices de raideur )) [k
i
] ne sont par carrees,
{ la matrice de raideur globale n'est pas symetrique.
D'apres l'auteur, la collocation double grille soure aussi de problemes de sta-
bilite, bien que moindres que ceux de la collocation classique [LB00].
Derivee reelle de l'approximation diuse L'utilisation de pseudo-derivees
demande une integration adaptee comme nous le montrons dans le chapitre suivant.
Un premier pas (mais pas susant) est de calculer la derivee au sens usuel des
fonctions de forme de l'approximation diuse. Cependant, ce calcul est tres couteux
si l'on utilise le systeme de calcul direct des fonctions de forme (voir page 26)
< N(x) >=< p(x) > [A(x)]
 1
P
>
W (x)
car cela demande de deriver [A(x)]
 1
. Pour eviter ce calcul inutile, Krongauz [Kro96]
propose de calculer la derivee de (x) en derivant le systeme (2.14, page 21) centre,
soit (en 1d)
A(x)
0
(x) +A
0
(x)(x) = b
0
(x)
Comme la matrice A(x) est deja triangularisee pour le calcul de (x), on eectue
alors une (( economie d'echelle )).
Discontinuite Le developpement des methodes sans maillage est motive en par-
ticulier par la regularite des approximations utilisees. Cependant, il existe des cas
ou la solution contient des discontinuites. Par exemple une barre composee de deux
materiaux, de caracteristiques E
1
; 
1
sur [0; l=2] et E
2
; 
2
sur [l=2; l] en traction (cet
exemple est donne dans [Kro96]). La derivee des deplacements est discontinue a la
soudure. Dans ce cas, les auteurs tirent avantage de la derivation complete de l'ap-
proximation et utilisent a la jonction une fonction d'inuence de derivee discontinue
qui permet de construire une fonction de forme de derivee discontinue au nud de
soudure (gure 1.3).
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Fig. 1.3: Fonctions de forme avec derivee discontinue (d'apres [KB98]).
Cette technique prend bien en compte la discontinuite, mais nous preferons dans
ce cas utiliser deux poutres soudees par le nud d'interface. En eet les fonctions de
forme a derivee(s) discontinue(s) cachent le fait que l'on a deux materiaux dierents.
Or cette information doit e^tre portee par le modele geometrique et permet donc de
gerer facilement deux approximations couplees. Par contre ces fonctions de forme
peuvent e^tre utilisees lorsqu'on applique une force ponctuelle (gure 1.4).
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x0
u
Fig. 1.4: Discontinuite de la derivee avec force pontuelle.
1.3.2 Consistance
Derivees consistantes En suivant la me^me idee, Krongauz propose aussi de
rendre les derivees de l'approximation de Shepard (dius de degre 0) consistantes
d'ordre 1. Dans le cas de l'elasticite lineaire, ce sont les seules conditions de consis-
tances necessaires.
En 2d, les conditions de consistances pour les derivees des fonctions de forme
s'ecrivent (on utilise la notation usuelle f
;x
=
@f
@x
)
8
>
>
>
>
>
>
>
<
>
>
>
>
>
>
:
P
i2I(x)
N
i;x
(x) = 0
P
i2I(x)
N
i;y
(x) = 0
P
i2I(x)
N
i;x
(x)x
i
= 1
P
i2I(x)
N
i;y
(x)x
i
= 0
P
i2I(x)
N
i;x
(x)y
i
= 0
P
i2I(x)
N
i;y
(x)y
i
= 1
Les derivees partielles seront calculees comme un melange des derivees partielles
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des fonctions de forme de Shepard 
i

N
i;x
(x) = 
1
(x)
i;x
(x) + 
2
(x)
i;y
(x)
N
i;y
(x) = 
1
(x)
i;x
(x) + 
2
(x)
i;y
(x)
Les deux premieres conditions sont respectees car on utilise les fonctions de forme
de Shepard, les quatres autres conditions permettent le calcul des coecients  et
. Cependant, ces derivees ne passent pas le patch test et il est necessaire d'utiliser
la formulation de Petrov{Galerkin (voir partie 1.4).
Consistance de SPH Le schema d'approximation SPH n'est lui aussi que consis-
tant d'ordre 0. Il est possible d'utiliser la technique precedente pour calculer des
derivees consistantes, mais cela nous restreint a la formulation de Petrov{Galerkin
et a certaines classes de problemes.
Bonet propose une alternative pour la formulation de Galerkin elle{me^me [BK98]
en utilisant une fonction de correction selon le principe de RKPM, mais cette fonc-
tion de correction est calculee apres la discretisation de l'approximation (1.10). On
modie le noyau d'approximation gra^ce aux fonctions (x);(x) (nous restons ici
a deux dimensions)
w^
i
(x) = w
i
(x)(x) (1 + (x):(x  x
i
))
qui sont calculees pour respecter les conditions de consistance (la seconde egalite
est vectorielle)
8
>
<
>
:
P
i2I(x)
w^
i
(x)V
i
= 1
P
i2I(x)
(x  x
i
)w^
i
(x)V
i
= 0
et les auteurs donnent l'expression de ;
8
>
>
>
<
>
>
>
:
(x) = 1=

P
i2I
(1 + (x):(x  x
i
))

w
i
(x)V
i
(x) =
"
P
i2I(x)
(x  x
i
)
 (x  x
i
)w
i
(x)V
i
#
 1
 
P
i2I(x)
(x  x
i
)w
i
(x)V
i
!
:
1.3.3 Analyse multi{echelle
Multiple scale RKPM Dans le cadre de RKPM, Liu et. al. se sont interesses
a l'inuence de la fonction de reference w
ref
. Dans leur article initial [LJZ95], ils
montrent me^me des taux exponentiels de convergence avec un noyau Gaussien cor-
rige.
L'aspect le plus interessant est cependant l'analyse multi{echelle qu'ils proposent
en se basant sur des classes de noyaux particuliers issus de la theorie des ondelettes.
Le principe est d'utiliser comme fonction de reference w
ref
une (( ondelette pere )) 
(scaling function). Decrivons les idees de bases pour la construction de cette fonction
(pour plus de details consulter [Mey90, Dau92, WA94]).
Une ondelette pere est denie a partir de la notion d'analyse multiresolution qui
est une suite d'espaces emboites
f0g = V
1
 : : :  V
1
 V
0
 V
 1
 : : :  V
 1
= L
2
(IR)
et est caracterisee par (( l'equation de dilatation )) (dilation equation) suivante
9(a
k
)
k2Z
2 l
2
(IR); (x) =
1
X
k= 1
a
k
(2x  k):
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Cette equation signie que les fonctions 
nm
(x) = 2
 m=2
(
x
2
m
 n); n 2 Z generent
les espaces V
m
. On denit l'espace W
m
comme le complement de V
m
dans V
m 1
(somme a priori non{orthogonal)
V
m 1
= V
m
+W
m
Et de la me^me facon que precedement, les espacesW
m
sont generes par les fonctions
 
mn
(x) = 2
 m=2
 (
x
2
m
  n); n 2 Z ou  est l'ondelette associee a . L
2
(IR) est la
somme des espaces W
m
qui representent les fonctions avec une precision croissante

L
2
(IR) = : : :+W
 1
+W
0
+W
1
+ : : :
f 2 L
2
(IR); f = : : :+ w
1
+ w
0
+ w
 1
+ : : :
On utilise la technique usuelle de RKPM pour construire l'ondelette pere corrigee



et l'ondelette mere corrigee

 
2
denie par

 
2
(x  x
i
) =



(x  x
i
) 


2
(x   x
i
):
Par analogie aux ondelettes, l'approximation d'une fonction u par RKPM peut se
decomposer en echelles successives. Pour cela, on denit l'operateur d'approximation
P

par
P

(u)(x) =
X
i2I(x)



(x  x
i
)V
i
u
i
et l'operateur complementaire Q
2
par
Q
2
(u)(x) =
P
i2I(x)

 
2
(x  x
i
)V
i
u
i
= P

(u)(x)   P
2
(u)(x)
L'approximation a l'echelle  est donc
P

(u) = P
2
(u) +Q
2
(u)
et l'on peut repeter le processus sur P
2
pour avoir une representation multi{
resolution. A partir de ce schema, il est possible de construire un schema d'adapta-
tion h-p ou P
2
joue le ro^le d'indicateur d'erreur [LC95].
Un exemple de famille de fonctions  est donnee par les splines, qui sont les
convoluees successives de la fonction de Haar (voir gure 1.5).
Mise en uvre de RKPM La mise en uvre de RKPM suppose quatre choix :
1. celui de la consistance,
2. celui du noyau,
3. celui du rayon d'inuence ,
4. celui du semis de nuds.
La consistance de l'approximation est en general choisie en fonction de l'equation a
resoudre et du taux de convergence souhaite. En pratique on assure une consistance
d'ordre m pour une equation d'ordre 2m (patch test). Le choix du noyau, de son
rayon d'inuence et du semi de nuds est rarement aborde dans la litterature, mais
Liu et al. propose une analyse dans l'espace des frequences pour eectuer ces choix
en s'appuyant sur des techniques de traitement du signal (echantillonage) [LC95].
La gure 1.6 montre les transformees de Fourier des fonctions d'attenuation
splines (la spline d'ordre k admet pour transformee
^
f() =

sin(=2)
=2

k+1
). On
voit ici que le contenu frequentiel de ces fonctions est dierent : plus l'ordre de
la spline est eleve plus la fonction  est passe{bas. A l'extre^me, la Gaussienne
(x) = exp( x
2
) de transformee
^
() =
p
 exp( 
2
) ne presente pas de (( lobes ))
moyenne et haute frequence. Ceci explique les taux de convergence tres eleves notes
dans [LJZ95].
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Fig. 1.5: Fonction d'attenuation splines.
1.3.4 Base hierarchique, hierarchical partition of unity
On retrouve ici l'idee de pseudo{derivee dans le cadre RKPM, mais son exploi-
tation est dierente. Elle est utilisee pour construire une base de fonctions de forme
hierarchique qui admet de bonnes proprietes d'approximation et permet de resoudre
des problemes diciles [LL99a, LL99b]. On se place dans IR dans la suite par souci
de simplicite.
Soit u
x
(t) =
P
n
i=0
d
i
(x)p
i
(t   x) la fonction ajustee a u par moindres carres
continus (dius continu). Nous avons vu dans la premiere partie que
u
x
(t) = P
>

t  x


M
 1
(x)
Z


P

y   t


u(y)

(t  x) dy
La technique habituelle en moindres carres glissants pose ~u(x) = u
x
(x). Pour denir
une partition de l'unite hierarchique, les auteurs denissent la fonction
u
l
x
(t) = u
x
(t)
+
m
P
=1
C

(x)

!
d

dt


P
>

t x


M
 1
(x)
R


P

y x


u(y)

(y   x) dy
Cette approximation (( peut e^tre vue comme un developpement de Taylor tronque
lorsque C

= 1;8 )) [LL99a]. L'approximation ~u de u se denie par
~u(x) = u
l
x
(x)
Dans la version continue, il vient
8
>
>
>
>
>
>
<
>
>
>
>
>
>
:
~u(x) =
m
P
=0
C

(x)
R


K
[]
(t  x; x)u(t) dt
K
[]
(t  x; x) = P
>

t x


b

(x)

(t  x)
M(x)b

(x) = P
()
(0) =
(


!
d

dx


P (
x

)






x=0
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Fig. 1.6: Transformees de Fourier des fonctions d'attenuation splines.
ou M(x) est la matrice des moments de 

, soit
M(x) =
Z


P
>

t  x


P

t  x




(t  x) dt
Les integrales sont discretisees comme precedemment, ainsi que le calcul deM(x) ce
qui assure la consistance numerique de l'approximation [LL99a]. L'approximation
~u s'ecrit
(
~u(x) =
P
m
=0
P
i2I(x)
 
[]
i
(x)u
i
 
[]
i
(x) = K
[]
(x
i
  x; x)V
i
Les fonctions  
[]
i
ne sont pas libres dans span( 
[]
i
)
i
. Une base hierarchique est
une sous{famille libre de la famille ( 
[]
i
)
i
[LL99a].
Si la base P est h1; x; : : : ; x
m
i, si les fonctions C

(x) sont constantes et egales
a 1, et les poids d'integration V
i
sont tous egaux, alors les fonctions de forme
hierarchiques  
[]
i
sont les fonctions de forme diuses et leur pseudo{derivees :
8i;8;  
[]
i
=


N
i
x

:
Les fonctions de forme  
[]
i
admettent dans le cas general les proprietes de consis-
tance des fonctions de forme diuse et de leurs pseudo{derivees.
Cette approximation permet avec un choix particulier des constantes C

de
synchroniser la convergence dans les espaces H
i
(
). C'est{a{dire qu'on a le me^me
taux de convergence pour les derivees de u jusqu'a un certain ordre p. Muni de cette
propriete, les auteurs montrent dans un article compagnon [LL99b] des applications
aux equations aux derivees partielles. Les resultats pour l'equation d'Helmoltz par
exemple semblent tres encourageants.
Cependant, la famille des ( 
[]
i
)
i
n'est pas libre, ceci pose des problemes pour
le choix des fonctions a conserver et aucun resultat general n'est donne a ce sujet.
Cette diculte est contournee lorsqu'on utilise les bases hierarchiques pour des
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techniques d'adaptation de type p (on ajoute les (( ondelettes ))  
[]
i
la ou c'est
necessaire et par  croissant). Notons que cette technique d'adaptation peut e^tre
particulierement simple [LL99b].
1.4 Formulation
1.4.1 Formulations pour methodes sans maillage
Les specicites des methodes d'approximation que nous avons recontrees dans
la litterature (continuite et consistance elevees, utilisation a 1, 2 ou 3 dimension(s),
: : : ) permettent d'envisager la plupart des formulations issues des residus ponderes.
Collocation Certains auteurs pretendent que la collocation mene a une (( vraie ))
methode sans maillage car on n'a pas de decoupage sous{jacent pour l'integration
[Alu00]. Cette technique a ete la premiere implementee [Jen72, LO80], mais elle
soure d'instabilite comme nous l'avons deja vu.
La technique de collocation double grille permet de limiter la consistance des fonc-
tions de forme prises en compte (on ne derive chaque famille qu'une seule fois), mais
la matrice de raideur obtenue n'est pas symetrique, et le probleme d'instabilite n'est
pas parfaitement resolu.
Galerkin, Petrov{Galerkin La formulation de Galerkin est aujourd'hui la plus
employee pour les methodes sans maillage. Cependant, cette technique n'est pas
sans poser quelques problemes lies a l'integration et aux conditions aux limites.
L'integration numerique est necessaire car les fonctions de forme n'ont pas une
forme algebrique simple et connue a l'avance [BTV99a]. Lorsque l'on ecrit la formu-
lation variationnelle, les travaux virtuels sont integres par parties (voir l'introduction
de ce chapitre). Or la pseudo{derivee ne verie pas la formule de Green et il est
necessaire d'utiliser la formulation de Petrov{Galerkin [Lao96, Kro96]. C'est dans
ce cadre que l'on peut utiliser les derivees consistantes presentees precedement.
Autres formulations Il existe aussi d'autres formulations utilisees avec une ap-
proximation sans maillage. Nous citons simplement pour reference deux techniques
de type elements frontieres :
{ Boundary Node Method (BNM) [MM97, CMM99],
{ Meshless Local Boundary Integration Equation (MLBIE) [AZ00],
car BNM n'est pas adaptee aux problemes non{lineaires et l'integration necessaire
pour MLBIE est tres complexe (integration sur des spheres).
1.4.2 Conditions aux limites
La prise en compte des conditions aux limites de type Dirichlet ne pose pas
de probleme avec les techniques de collocation car on sait construire des fonctions
de forme interpolantes ou utiliser des multiplicateurs de Lagrange. Au contraire,
lorsqu'on ecrit la formulation variationnelle, les fonctions de test sont de trace nulle
sur la frontiere. Ce point est important pour l'integration par parties, car il fait
(( dispara^tre )) la partie surfacique de la formule. On doit donc autant que pos-
sible utiliser des fonctions de forme qui verient cette propriete. On trouve quatre
techniques de prise en compte des conditions aux limites
1. Par multiplicateurs de Lagrange sans forcer la condition N
i


@

= 0 [TBB94].
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2. Par couplage avec une couche d'elements nis [Kro96].
3. Par modication des fonctions de forme diuses [BV99].
4. Avec interpolation a la frontiere [KS97].
La premiere technique consiste a conserver les fonctions de forme et a imposer les
conditions aux limites par des multiplicateurs de Lagrange denis sur la frontiere par
une interpolation de Lagrange. Cette technique conduit a une formulation modiee
pour prendre en compte les conditions aux limites et a un systeme avec multiplica-
teurs de Lagrange, donc plus lourd a resoudre. Une formulation dierente permet
de construire un systeme qui conserve une structure bande [LBG94], mais qui reste
plus lourd que le systeme elements nis usuel.
La seconde technique consiste a utiliser une couche d'elements nis le long de la
frontiere  
u
ou l'on impose des conditions aux limites. On prote ainsi des bonnes
proprietes des fonctions de forme de l'interpolation par sous{domaines pour prendre
en compte les conditions aux limites (elles sont bien dans H
1
0
). Le couplage entre
fonctions de forme diuses N
dif
i
et fonctions de forme elements nis N
ef
i
est deni
par Krongauz [Kro96] et les nouvelles fonctions de forme N
cpl
i
sont
N
cpl
i
(x) =

(1  v(x))N
dif
i
(x) + v(x)N
ef
i
(x) x 2 

B
N
dif
i
(x) x 2 

E
ou 

E
est la region EFG pur, et 

B
est la region de couplage couverte par les
elements nis. La fonction de couplage v(x) est denie par v(x) =
P
i2I
 
(x)
N
ef
i
(x)
avec I
 
(x) l'ensemble des indices de nuds de frontiere de l'element dans lequel
on se trouve. Ainsi, l'approximation sur la frontiere est l'approximation par sous{
domaine.
Une troisieme technique est proposee par Villon et Breitkopf [BV99]. L'idee est
encore de forcer les fonctions de forme a s'annuler sur la frontiere de 
. Ici, la tech-
nique utilise une modication du critere de construction de l'approximation diuse
le long de la frontiere. Nous ne decrirons pas cette methode car la construction est
tres complexe.
Enn on peut aussi utiliser une interpolation diuse sur la frontiere pour imposer
aux nuds uniquement les conditions aux limites [KS97]. Cette technique ne cherche
pas a respecter la condition v 2 H
1
0
exactement, mais uniquement a la limite lorsque
le nombre de nuds sur la frontiere augmente.
La prise en compte des conditions aux limites reste une question ouverte, car
les techniques employees demandent une gestion specique de la frontiere et le
maintien d'une structure compliquee pour le calcul de l'approximation. Dans le
cas du couplage elements nis{approximation diuse, les fonctions de forme sont
dicilement integrables.
On note ici clairement que les approximations sans maillage doivent utiliser une
geometrie de l'objet qui n'etait pas necessaire en elements nis ou les elements
denissent la geometrie par bijection a l'element de reference. Ce point est a la fois
une force (on evite les erreurs de discretisation a la frontiere) et une faiblesse (on
sait mal prendre en compte les conditions aux limites) des methodes sans maillage.
Une technique ecace de prise en compte des conditions de Dirichlet reste encore
a developper.
1.5 Integration
Le point crucial pour la mise en uvre de la formulation de Galerkin est l'inte-
gration de la matrice de raideur, de la matrice de masse (dynamique, analyse mo-
dale) et du second membre du systeme discret. En elements nis, ce probleme est
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(( pre{resolu )) par l'approximation mise en uvre : les sous{domaines sur lesquels
est calculee l'interpolation, servent naturellement de paves d'integration. Ainsi, les
supports d'integration sont coherents avec les supports de l'approximation. Ce point
est l'une des clefs du succes des elements nis.
Lorsque l'on utilise une technique d'approximation sans maillage, on n'a pas
de support naturel d'integration car les intersections de supports de fonctions de
forme sont parfois tres complexes
1
. Ce point fait donc l'objet de plusieurs travaux
qui utilisent deux types de techniques :
1. denition d'un pavage et integration de Gauss sur chaque pave,
2. integration nodale.
Nous allons decrire dans la suite les variantes de ces deux techniques. Puis nous
decrirons l'analyse du patch test proposee par [Lao96, Kro96, BK98] sur laquelle
s'appuiera notre technique d'integration.
1.5.1 Pavage d'integration
Pavage aveugle Dans sa version initiale, EFG s'appuie sur un pavage d'integra-
tion independant du semis de nuds et des supports des fonctions de forme (gure
1.7).
Fig. 1.7: Cellules d'integration d'apres [BLG94]
Cette technique conduit a un algorithme de construction de la matrice de raideur
dierent des elements nis puisqu'elle se base sur les cellules d'integration. Ceci
montre bien que le cur de la formulation variationnelle est l'integration (voir gure
1.8).
L'integration d'EFG pose cependant de nombreux problemes comme le montre
[DB99]. Ceci s'explique de la facon suivante : lorsqu'on evalue une integrale avec la
technique de Gauss, on ecrit
Z


e
f(x)dx =
n
g
X
g=1
!
g

f(
g
)
ou les poids et points d'integration !
g
; 
g
sont calcules pour un domaine de forme
specie (et eventuellement de reference, ce qui fait intervenir une bijection entre le
1. Le cas extre^me est celui des voisins naturels [Suk98] ou l'on ne contro^le pas les supports
d'approximation qui sont des reunions de disques (spheres) !
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1. boucle sur les cellules d'integration, C
(i). boucle sur les points d'integration (points de Gauss), x
g
.
a. si le point d'integration est a l'exterieur du domaine, aller a e.
b. calculer I(x
g
)
c. calculer les fonctions de forme, leurs derivees.
d. calculer les contributions aux matrices, vecteurs du systeme lineaire.
e. n si.
(ii). n boucle x
g
.
2. n boucle C
Fig. 1.8: Sequencement de EFG d'apres [BLG94, LBG94]
domaine reel et le domaine de reference). L'erreur d'integration est donc due a l'ecart
de la fonction integree a sa partie contenue dans l'ensemble des fonctions integrees
exactement (en general des polyno^mes jusqu'a un certain degre). L'experience des
elements nis montre que cette erreur est susamment faible pour e^tre negligee
(elements isoparametriques). Or dans le cas de EFG, on fait aussi une erreur sur
le domaine d'integration, et l'experience prouve que cette erreur est beaucoup plus
prejudiciable a la qualite de l'integration.
Pour montrer l'eet du domaine sur le calcul numerique d'une integrale, nous
avons calcule l'integrale de l'indicatrice de forme geometrique simple dans le carre
[ 1; 1]  [ 1; 1] par la methode de Gauss{Legendre (gure 1.10), la lenteur de
la convergence montre qu'il est necessaire d'adapter le pavage d'integration aux
supports des fonctions de forme.
Le test de la gure 1.10 est un cas extre^me car la fonction integree admet une
forte discontinuite. Pour illustrer ce resultat de facon intuitive, prenons le cas de
l'indicatrice I de [ 1; 0] sur [ 1; 1] integree par la methode de Gauss{Legendre
I(I) 
=
Z
1
 1
I() d =
n
X
g=1
!
g
I(
g
)
Par construction, la valeur de I(I) est l'integrale de l'approximation Lagrangienne
de I appuyee sur les points de Legendre (
g
), soit
=
Z
1
 1
I() d =
Z
1
 1
n
X
g=1
L
g
()f(
g
) d; L
g
() =
Q
i 6=g
(   
i
)
Q
i 6=g
(
g
  
i
)
et la discontinuite de I fait appara^tre un phenomene de type Gibbs (gure 1.9).
Nous avons donc calcule l'approximation d'une fonction continue dont le support
est contenu dans [ 1; 1] [ 1; 1]. La convergence est ici meilleure, mais le nombre
de points de Legendre pour obtenir une bonne approximation est toujours tres eleve
(400 points pour une erreur relative de 10
 5
!). Ceci montre comme precedement
que pavage d'integration et support d'interpolation doivent e^tre coherents, c'est{a{
dire que l'ensemble des nuds d'inuence I(x) doit e^tre constant sur chaque pave
d'integration.
Pavage adapte Le constat precedent pousse donc a integrer sur les zones ou la
liste des nuds d'inuence I(x) est constante. La forme de ces zones est complexe si
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Fig. 1.9: Approximation Lagrangienne d'un escalier.
on utilise la distance usuelle pour les fonctions d'inuence w
i
(x) = w
ref

jjx x
i
jj
2
r
i

:
ce sont des intersections de disques (2d) ! Les auteurs proposent donc d'utiliser les
fonctions d'inuence denies par produit tensoriel [DB99]
w
i
(x) = w
ref

x  x
i
r
x
i

w
ref

y   y
i
r
y
i

:
Ainsi les zones de liste d'inuence constante peuvent se decouper en rectangle (tech-
nique des boites d'encombrement).
L'utilisation du pavage d'integration adapte permet une nette amelioration des
resultats de EFG. Cependant, le patch test n'est passe que pour un tres grand
nombre de points de Gauss. Ce resultat n'est pas surprenant si l'on s'interesse a la
forme des fonctions de forme MLS : dans le cas 1d avec consistance lineaire, on a
pour n nuds [BTV99a]
N
i
(x) =
P
j 6=i
w
i
(x)w
j
(x)(x   x
j
)(x
i
  x
j
)
d
; d =
n 1
X
j=1
n
X
j=i
w
i
(x)w
j
(x)(x
i
  x
j
)
2
La fonction de forme n'est pas un polyno^me mais une fonction rationelle avec w
ref
polynomiale. Integrons sur [ 1; 1]  [ 1; 1] deux fonctions rationnelles simples a
titre d'exemple (gure 1.12) :
(
f(; ) =
1
(+2)(+2)
g(; ) =
1
(+2)
2
(+2)
2
On note sur ce simple test une remarquable correlation avec les resultats presentes
dans [DB99] pour le patch test. Un schema d'integration ecace pour les methodes
sans maillage doit e^tre capable d'integrer ecacement les fonctions rationnelles.
Nous verrons au chapitre suivant comment construire une telle integration. De plus,
la construction des paves d'integration proposee est lourde, nous denirons aussi une
technique inverse et plus simple (on ajuste les supports des fonctions de forme aux
paves d'integration).
1.5.2 Integration nodale
Un schema d'integration base sur un pavage peut engendrer des dicultes pour
les grands deplacements, car les cellules d'integration degenerent. On retrouve ici
les dicultes des elements nis lorsqu'il est necessaire de remailler. Pour contourner
ce probleme, une integration nodale de la formulation variationnelle discrete a ete
proposee par Beissel et Belytschko [BB96].
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Fig. 1.10: Integrale de l'indicatrice d'un cercle, d'un carree et d'un triangle, etude
de la convergence du schema de Gauss{Legendre tensoriel. En abscisse, le nombre
de points de Legendre 1d.
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Fig. 1.11: Convergence de l'integration de Gauss-Legendre tensorielle { Cas d'une
fonction continue de support le disque unite.
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Integration d’une fonction rationelle par Gauss-Legendre
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Fig. 1.12: Integration de fonctions rationnelles par la methode de Gauss{Legendre
Schema de base L'idee de base pour une integration nodale est simple : on utilise
la denition Riemannienne de l'integrale. La discretisation de la fonction inconnue
u s'appuie sur un ensemble de nuds (x
i
)
i2I
dans 
 ; a chaque nud, on associe
un volume elementaire q


i
tel que la somme de ces volumes soit celui de 
. Une
integrale sur 
 est approchee par
Z


f(x) d
 =
X
i2I
q


i
f(x
i
):
En pratique, les auteurs choisissent
q


i
=
f
i



n
i
P
i2I
f



n
i
A


avec 
i
le rayon d'inuence du nud i, f
i


la fraction de la zone d'inuence dans 

et n la dimension de l'espace. D'autres volumes elementaires peuvent e^tre proposes
qui sont mieux adaptes a de grands maillages, mais cela ne change pas le principe
de l'integration nodale [BB96].
L'integration nodale est particulierement bien adaptee aux methodes sans mail-
lage. En particulier, les problemes avec tres grandes deformations comme le forgeage
sont traites sans remaillage ou equivalent pour les cellules d'integration [BK98]. Le
but semble atteint, mais une diculte appara^t : l'integration nodale ne ltre pas
certains modes parasites.
Modes parasites (spurious modes) Le phenomene des modes parasites est
bien connu en dierences nies ou pour des elements sous{integres. Ce sont des so-
lutions d'energie nulle, leur presence signie que la formulation discrete du probleme
variationnel n'est pas denie (matrice de raideurK). Bonet et Kulasegarammettent
en evidence le me^me phenomene pour la methode SPH corrigee decrite precedement
[BK98] et la gure 1.13 montre un exemple avec EFG et integration nodale.
On elimine les modes parasites en discrimant les dierentes solutions d'energie
nulle par l'ajout d'un terme de stabilisation. Ce terme de stabilisation n'est autre que
la fonctionnelle utilisee dans la methode des moindres carres, soit pour l'equation
de la chaleur dans IR
n
(probleme 1.5, page 141)

(u) = 
0
(u) + 
st
(u)

st
(u) =
1
2

n
R


( u+ u+ f)
2
d

ou  est un facteur adimensionnel et 
n
assure l'homogenete. Le minimum de  est
celui de 
0
. La gure 1.13 montre que l'on stabilise bien la solution. Il est necessaire
de calculer des derivees secondes et donc d'assurer une consistance quadratique de
la base d'approximation. Ceci entra^ne un elargissement de la matrice de raideur
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Fig. 1.13: Modes parasites et stabilisation d'apres [BB96]
K. Une correction du type derivee consistante est proposee dans [BK98] pour le
Laplacien, ce qui evite ce probleme.
L'integration nodale se heurte a une autre diculte : le patch test n'est pas
passe exactement mais seulement asymptotiquement. Il faut donc construire une
correction de l'integration ou des gradients calcules pour passer le patch test. Bonet
et Kulasegaram construisent un gradient modie
~
ru(x
i
) =ru(x
i
) + 
i
[[u]]
i
avec [[u]] le defaut d'interpolation de SPH, soit
[[u]]
i
= u
i
  ~u(x
i
):
Les coecients 
i
sont calcules de facon a satisfaire les conditions du patch test
que nous allons decrire dans la section suivante. Ils sont solution d'un systeme
d'equations lineaires. Finalement, la methode SPH avec correction du noyau et
integration nodale corrigee permet de simuler le forgeage.
Notons que cette correction de l'integration nodale ne peut e^tre mise en uvre
avec une interpolation. Il faut donc trouver une autre technique pour benecier
de l'egalite entre derivee diuse et derivee usuelle aux nuds d'une interpolation
diuse.
1.5.3 Le patch test
Une analyse du patch test est proposee dans [Lao96, Kro96, BK98] pour l'equa-
tion de la chaleur ou l'elasticite lineaire. Les dierents auteurs montrent des resultats
similaires ; nous en proposons ici une argumentation generale.
Soit un probleme dierentiel (voir [ZT97])
S
>
(HSu) = Au = f
ou S est un operateur dierentiel et H une matrice de parametres. Sa formulation
variationnelle s'ecrit : trouver u 2 H telle que
8v 2 H; a(u; v) = l(v):
Apres discretisation et integration numerique, on doit resoudre le probleme approche
(de solution u

): trouver u 2 V
n
tel que
8v 2 V
n
; a

(u

; v) = l

(v)
Les formes approchees bilineaire a

et lineaire l

sont obtenues a partir de a et l en
remplacant la vraie integration
R
par une integration numerique
=
R
et (eventuelle-
ment) la vraie derivation
@
@x
i
par une pseudo{derivation

x
i
, sachant que les deux
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operateurs d'integration et de derivation approches restent lineaires. La forme bi-
lineaire symetrique denie positive a etant xee, a chaque choix de la forme lineaire
l correspond un probleme et une solution unique u
ex
.
Condition necessaire et susante pour passer le patch test Soit P l'en-
semble des fonctions u telles que Su soit constant. Le patch test verie que tout
probleme admettant une fonction de P comme solution est resolu exactement avec
les operateurs approches a

; l

, i.e. u

= u
ex
si u
ex
2 P . L'espace de recherche V
n
doit donc toujours contenir P pour passer le patch test.
Hypothese 6 Soit N
i
une base de V
n
, et I
int
l'ensemble des indices des nuds
interieurs, nous supposons que :
H1 Le probleme discret est bien pose (i.e. K = [a

(N
i
; N
j
)]
i;j2I
int
est inversible).
H2 Si A
 1
f 2 P , alors l(N
i
) = l

(N
i
).
Or u

= u
ex
implique que pour tout i dans I , a

(u
ex
; N
i
) = l

(N
i
) gra^ce a H1. Ceci
demontre que sous H1, H2, on passe le patch test si et seulement si pour tout p dans
P , pour tout i dans I , a

(p;N
i
) = a(p;N
i
). Cependant, pour les problemes usuels
(elasticite, equation de la chaleur) si p est dans P , alors Ap = 0. Ainsi l'hypothese
H2 est verie avec une integration de type Gauss ou une integration nodale.
Theoreme 12 Si pour tout p dans P , Ap = 0, alors le probleme discretise passe
le patch test si et seulement si
8p 2 P;8i 2 I; a

(p;N
i
) = a(p;N
i
)
Consequences Si AP = f0g, pour une base e
i
de P et une base N
j
de V
n
, il
vient
8i;8j; a

(e
i
; N
j
) = a(e
i
; N
j
) (1.12)
Par ailleurs, pour que le probleme admette toujours une solution unique dans V
n
,
il faut et il sut que a

(qui est symetrique) soit denie (H1). Cette condition est
equivalente a imposer l'inversibilite de la matrice K

telle que K

ij
= a

(N
i
; N
j
) et
dans laquelle ont ete prises en compte les conditions aux limites (cas d'une interpo-
lation et d'une base Lagrangienne).
Pour l'equation de la chaleur ( = 0), le patch test minimal est la reproduc-
tion exacte des solutions lineaires. Ceci impose donc aux fonctions de forme une
consistance lineaire ainsi qu'a leurs derivees premieres. Les conditions (1.12) sont
des tautologies pour les constantes. Pour les fonctions lineaires, il vient aux nuds
interieurs (le cas des nuds exterieurs est regles par les conditions aux limites) :
8j;
=
Z


r(N
j
):c d
 =
Z


r(N
j
):c d

ou c est un vecteur constant et quelconque dans IR
n
. D'apres la formule de Green,
Z


r(u) d
 =
Z
@

nu dS
et en se souvenant que les fonctions de forme N
i
sont locales, il vient nalement la
seconde condition pour passer le patch test
8i; x
i
nuds interieur;
=
Z


r(N
i
) d
 =
=
Z
@

nN
i
dS (1.13)
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Ceci nous permet d'ecrire le theoreme suivant :
Theoreme 13 Soit la discretisation de la formulation variationnelle de l'equation
de la chaleur (1.5) avec condition de Dirichlet par une interpolation Lagrangienne
de fonction de forme N
i
, et I
int
l'ensemble des indices des nuds interieurs. Deux
conditions necessaires pour passer le patch test sont :
1. La matrice K denie par, K
ij
=
=
R


r(N
i
):r(N
j
) d
; i; j 2 I
int
, est inversible.
2. L'integration numerique
=
R
et la derivation

x
i
sont liees par l'equation (1.13) :
8i 2 I
int
;
=
Z


r(N
i
) d
 =
=
Z
@

nN
i
dS
Dans le cas 1d (
 =]a; b[, a < b), l'equation (1.13) s'ecrit pour une interpolation
8i 2 I
int
;
=
Z
supp(N
i
)\]a;b[
N
0
i
dx = 0;
et pour une approximation
8i 2 I
int
;
=
Z
supp(N
i
)\]a;b[
N
0
i
dx = N
i
(b) N
i
(a):
Nous exploiterons cette condition dans le prochain chapitre pour construire une
integration robuste et qui assure le patch test. Le chapitre suivant generalisera ce
resultat a une equation d'ordre 4 qui regit la exion des poutres.
1.6 Conclusion
En conclusion, le nombre de methodes (techniques?) sans maillage est tres im-
portant, et le choix de l'une d'entre elles dicile. Un premier constat pousse vers
les formulations de Galerkin et Petrov{Galerkin car la collocation n'est pas stable.
En second lieu, on doit choisir une approximation.

A la vue des options possibles,
il semble que les moindres carres glissants discrets sont les mieux formules et les
plus exibles pour les equations dierentielles :
{ c'est une approximation discrete,
{ elle admet une consistance exacte d'ordre quelconque m,
{ il reste des libertes sur les supports des fonctions de forme qui peuvent e^tre
locaux.
Ils permettent aussi divers schemas d'adaptation (bases hierarchiques, hp{clouds).
Mais ce point n'a pas ete approfondi car d'autres aspects ne sont pas encore satis-
faisants.
Dans la formulation de Galerkin, on doit e^tre attentif a l'approximation sur la
frontiere. Nous avons vu que les solutions proposees ne sont pas satisfaisantes. De
la me^me facon, l'integration numerique utilisee en pratique n'assure pas de passer
le patch{test. Une premiere piste est d'adapter le pavage d'integration aux supports
des fonctions de forme. Cependant l'algorithme est complexe.
La mise en uvre d'une methode sans maillage suppose donc une avancee signi-
cative dans chacun des deux domaines :
{ Conditions aux limites.
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{ Integration numerique.
Nous avons choisi ici de nous pencher sur l'integration numerique pour plusieurs
raisons :
1. Il est possible de tester l'integration numerique sans conna^tre de solution
pour les conditions aux limites (1d, domaines de forme simples en 2d, 3d).
2. On ne peut pas tester d'idees sur les conditions aux limites sans integration
performante.
3. Les conditions aux limites font l'objet de travaux a l'UTC (P. Villon, P. Breit-
kopf).
4. On peut traiter des problemes industriels avec des modeles 1d (poutre).
Nous allons donc proposer dans la suite une technique d'integration numerique
ecace et robuste basee sur le patch test. De nombreuses variantes de techniques
MLS sont testees et montrent les qualites de cette solution pour l'equation de la
chaleur en 1d (chapitre suivant). Nous etendons ensuite la denition de l'integration
numerique a des barres (poutre rectiligne, equation du quatrieme degre, chapitre 3)
ce qui nous permet nalement de traiter un modele de forage (chapitre 4).
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Chapitre 2
Integration numerique
Le patch test a souvent ete utilise pour la construction d'elements non conformes.
Pour les approximations sans maillage, la continuite de l'approximation est assuree,
mais la mise au point d'une bonne strategie d'integration est dicile. Nous propo-
sons une technique d'integration qui respecte les conditions necessaires pour passer
le patch test et qui s'appuie sur deux piliers :
1. mise en coherence du pavage d'integration et des supports de fonctions de
forme,
2. integration des derivees des fonctions de forme.
Ces deux fondements sont exactement les points faibles des techniques proposees
dans la litterature. Les principes de construction de notre integration numerique
permettent de faire varier l'approximation (approximation ou interpolation, type
de derivation) et les supports des fonctions de forme (en 1d). Ceci permet de const-
ruire de nombreuses variantes de methodes sans maillage. Pour tester ces methodes,
nous commencons par denir deux problemes type qui sont le probleme de Dirichlet
et le calcul de modes propres. Les modes propres montrent bien l'approximation de
l'operateur continu par l'operateur discret issu de l'approximation. La deuxieme par-
tie decrit l'integration numerique speciale et une methode de resolution du systeme
resultant qui est singulier. Nous decrivons ensuite la construction des fonctions
d'inuence pour assurer des paves d'integration de liste d'inuence constante et
ceci permet de repertorier les methodes testees. Enn des resultats numeriques sont
presentes.
On considere 
 =]0; 1[ et un semis de nuds (x
i
)
i2[0;n]
tel que pour i dans
[[1; n 1]], x
i
appartienne a 
 et x
0
= 0, x
n
= 1. On suppose la suite (x
i
) croissante.
2.1 Problemes types
2.1.1 Probleme de Dirichlet
Nous allons resoudre le probleme de Dirichlet (1.5) :
8
<
:
 u
00
+ u = f sur ]0; 1[
u(0) = u
0
u(1) = u
1
pour dierentes valeurs de  et dierents termes sources f , car cette equation est
le prototype des equations elliptiques.
Les six cas testes sont reportes dans la table 2.1. Les cas 1 et 2 admettent
comme solutions des polyno^mes de degres respectifs 2 et 3. Les solutions des cas 3
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et 4 sont des sinus de pulsation  (demi{periode) et 2 (pediode complete). Enn
les solutions des cas 5 et 6 correspondent a des cas (( complexes )).
Nous avons ajoute a cela le patch test pour  = 0 et  = 1 car il nous permet
d'analyser les resultats obtenus pour chaque methode.
1
1.2
1.4
1.6
1.8
2
0 0.2 0.4 0.6 0.8 1
solution 1
1
1.2
1.4
1.6
1.8
2
0 0.2 0.4 0.6 0.8 1
solution 2
s
1
(x) =
 x
2
2
+
3x
2
+ 1 ,  = 0 s
2
(x) = x
3
+ 1 ,  = 0
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 0.2 0.4 0.6 0.8 1
solution 3
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 1
solution 4
s
3
(x) = sin(x) ,  = 
2
s
4
(x) = sin(2x),  = 0
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 1
solution 5
0
0.5
1
1.5
2
2.5
0 0.2 0.4 0.6 0.8 1
solution 6
s
5
(x) = x sin(
0:55
x+0:1
) ,  = 1 s
6
(x) = (1  x)(arctan((x  0:2))
+ arctan(

5
)) ,  = 1,  = 50
Tab. 2.1: Solutions et parametres des problemes traites (le second membre f
i
est
calcule pour que s
i
soit solution).
2.1.2 Modes propres
Rappelons pour commencer l'origine des problemes spectraux (en nous inspirant
largement de [Cia98, RT98]). Pour cela, on considere l'equation des ondes dans une
corde de longueur unite (le segment ]0,1[)
8
<
:
@
2
u
@t
2
 
@
2
u
@x
2
= 0
u(0) = 0
u(1) = 0
(2.1)
On peut chercher une solution de ce probleme sous la forme d'un produit
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u(x; t) = w(x)'(t) (separation des variables). L'equation devient alors
w
00
(x)'(t)   w(x)'
00
(t) = 0
c'est{a{dire
w
00
(x)
w(x)
=
'
00
(t)
'(t)
=  ;  > 0 constant
Le probleme est donc ramene a chercher les valeurs propres (
k
) et vecteurs propres
(u
k
) de l'operateur  
d
2
dx
2
, et resoudre l'equation
'
00
(t) + '(t) = 0
De la me^me facon que pour le probleme de Dirichlet, on cherche une approxi-
mation de ces valeurs/vecteurs propres dans V
n
par le biais d'une formulation va-
riationnelle. Le probleme lineaire resultant est (sans les conditions aux limites)
8
>
>
>
<
>
>
>
:
trouver U dans IR
n+1
et  > 0 tels que
KU = MU
avec
(
K
ij
=
R
1
0
N
i
x
N
j
x
dx (i; j) 2 [[0; n]]
2
M
ij
=
R
1
0
N
i
N
j
dx (i; j) 2 [[0; n]]
2
(2.2)
La resolution de ce type de probleme montre bien l'ecacite de chaque methode
d'interpolation pour la construction de l'operateur discret K, car les solutions sont
des modes propres de l'operateur traite (ici le Laplacien 1d).
Dans notre cas particulier, les valeurs propres, vecteurs propres sont les fonctions
(
p
2 sin(kx))
k2IN
associees a (k
2

2
)
k2IN
.
2.2 Construction d'une integration numerique
On cherche une formule d'integration ecace du point de vue numerique, en
posant
=
Z
b
a
f(x)dx =
b  a
2
=
Z
1
 1

f()d =
b  a
2
n
g
X
g=1
!
g

f(
g
)
avec

f() = f(
b a
2
 +
a+b
2
).
On mesure la qualite d'une telle integration par l'estimation de l'integrale de
fonctions simples. En general, ce sont les polyno^mes : la condition d'integration des
polyno^mes de degre m s'ecrit matriciellement G! =  et e
>
! = 2 avec

k 2 [1;m]; g 2 [1; n
g
]; G
kg
= 
k
g
; 
k
=
R
1
 1

k
d
e = h1; : : : ; 1i
>
Dans la methode classique de Gauss{Legendre les poids !
g
doivent verier les condi-
tions avec m = 2n
g
 1. En revanche dans la methode que nous proposons ici, par le
fait me^me que nous sommes obliges d'imposer les conditions issues du patch{test,
nous nous contenterons de chercher a minimiser jjG!   jj.
2.2.1 Construction
Nous nous placons dans la suite sur un intervalle ]a; b[]0; 1[ de liste d'inuence
I(x) constante et relie a ]  1; 1[ par transformation ane (x =
b a
2
 +
a+b
2
). Nous
168 CHAPITRE 2. INT

EGRATION NUM

ERIQUE
abandonons la notation

f() car cela ne souleve aucune ambiguite et I(x) est re-
numerote [1; n
i
].
Les contraintes du patch test sont respectees des que l'on impose sur tous les
paves d'integration (avec

x
la derivee diuse ou usuelle)
8
>
<
>
:
8i 2 [1; n
i
];
=
R
b
a
N
i
x
(x) dx = N
i
(b) N
i
(a)
ou de facon equivalente
8i 2 [1; n
i
];
=
R
1
 1
N
i

() d = N
i
(1) N
i
( 1)
Cela impose la condition e
>
! = 2. En eet, multiplions chaque equation par x
i
,
sommons sur i et explicitons l'integration numerique, il vient :
b  a
2
n
g
X
g=1
!
g
n
i
X
i=1
x
i
N
i
x
(x
g
)
| {z }
1
=
n
i
X
i=1
x
i
N
i
(b)
| {z }
b
 
n
i
X
i=1
x
i
N
i
(a)
| {z }
a
les conditions de consistance permettent de transformer cette equation en
n
g
X
g=1
!
g
= 2
Nous pouvons imposer separement cette condition qui signie que les constantes
sont integrees exactement.
Compte tenu de e
>
! = 2, les conditions du patch test s'ecrivent pour tout i,
n
g
P
g=1
D
gi
!
g
= 0, ou D
>
! = 0 avec
i 2 [1; n
i
]; g 2 [1; n
g
]; D
gi
=
N
i

(
g
) 
N
i
(1) N
i
( 1)
2
:
Ainsi, en posant A = f 2 IR
n
g
; e
>
 = 2 et D
>
 = 0g, la construction de
l'integration numerique consiste a resoudre le probleme de minimisation : ! =
argmin
 2A
(jjG   jj
2
). Ce qui est equivalent au systeme lineaire symetrique sui-
vant : Trouver  2 IR
n
g
;  2 IR et  2 IR
n
tels que
2
4
G
>
G e D
e
>
0 0
D
>
0 0
3
5
8
<
:
!


9
=
;
=
8
<
:
G
>

2
0
9
=
;
(2.3)
2.2.2 Proprietes du systeme resultant
Nous allons montrer que la matrice D n'est pas de rang maximal. A cette n, il
sut de montrer que les n contraintes
P
n
g
g=1
D
gi
!
g
= 0 ne sont pas independantes.
Par denition de D, ces equations sont
=
Z
1
 1
N
i

d = N
i
(1) N
i
( 1):
Les fonctions de forme N
i
ont une consistance polyno^miale jusqu'a un certain degre.
Considerons alors un polyno^me p tel que p() =
P
n
i
i=1
N
i
()p(
i
) et
p

=
dp
d
et
combinons les n
i
equations ci-dessus avec les coecients p(
i
), il vient :
=
Z
1
 1
dp
d
d = p(1)  p( 1):
Or cette egalite est vraie lorsque le degre de p est 0 (on obtient une evidence 0 = 0)
et aussi lorsque le degre de p est 1 comme precedemment (car on impose e
>
! = 2).
Le systeme D
>
! = 0 presente une redondance d'ordre au moins 2. Cela nous amene
a utiliser une methode particuliere pour resoudre le systeme lineaire 2.3.
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2.2.3 Resolution du systeme d'optimalite
Pivot de Gauss modie En mecanique, les multiplicateurs de Lagrange associes
aux deplacements imposes sont les forces de reactions. Ainsi, lorsque les contraintes
sont redondantes, la force associee a l'equation supplementaire est nulle. Ceci nous
fournit un algorithme de resolution du systeme (2.3) : On applique un pivot de
Gauss avec recherche du pivot maximal lorsque le pivot est nul. Comme la mat-
rice G
>
G est inversible (car G contient une matrice de Vandermonde de points
distincts), on n'aura un pivot nul que dans les equations associees aux multipli-
cateurs de Lagrange. Ainsi, lorsque tous les pivots possibles sont nuls, on annule
les inconnues restantes, c'est{a{dire les multiplicateurs de Lagrange associes aux
contraintes redondantes. Il sut ensuite de resoudre un systeme de la forme

T A
0 I



nul

=

s
0

ou  =< !; 
inc
>
>
, I est l'identite, et T est triangulaire superieure. Ainsi, on ne
resoud que le systeme T = s apres triangulation.
Orthogonalisation de la contrainte Une alternative possible est d'utiliser la
forme particuliere que nous avons donnee a la contrainte D
>
! = 0. On cherche
ainsi les solutions ! dans le noyau de D
>
. On calcule une base de ce noyau par
orthogonalisation gra^ce a la decomposition QR de D.
En eet, il existe pour toute matrice, une matrice de permutation P , une matrice
orthogonale Q et une matrice triangulaire superieure R telle que DP = QR. Cette
decomposition peut se calculer a partir de la transformee de Householder, et un
sous-produit de l'algorithme est le rang r de D (voir par exemple [GL89], pages 235
et 245). Lorsque la matrice n'est pas de rang maximal, la matrice R prend la forme
suivante (T est triangulaire superieure, de taille (r; r) et de rang r).
R =

T R
0
0 0

Ainsi, la contrainte D
>
! = 0 se transforme successivement en P
>
D
>
! = 0, car P
est orthogonale, soit R
>
Q
>
! = 0. D'apres la forme particuliere de R, les contraintes
se traduisent par
fQ
>
!g
j
= 0; 8j 2 [[1; : : : ; r]]
Et donc le noyau de D
>
a la forme suivante,
Ker(D
>
) =

! = Q

0


;  2 IR
n
g
 r

=


Q;  2 IR
n
g
 r
	
ou

Q est la matrice des n
g
  r derniers vecteurs de Q.
Finalement, le calcul des poids d'integration se ramene au probleme equivalent

min jjG

Q   gjj
2
e
>

Q = 2
qui se resout facilement. Une variante consiste a ecrire les equations de reproduction
pour n
g
  r mono^mes, ce qui permet de calculer le vecteur .
Pseudo-inverse On peut aussi utiliser la methode de la pseudo-inverse (voir sin-
gular value decomposition dans [GL89] pages 239{243 et 257) pour calculer la solu-
tion du systeme (2.3) directement.
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Choix d'un algorithme de resolution La seconde methode a ete choisie pour
nos tests numeriques. Les trois principales raisons de ce choix sont :
1. La pseudo{inverse n'a pas de sens pour le probleme traite car les poids !
g
sont traites de la me^me facon que les multiplicateurs de Lagranges ; .
2. Le pivot de Gauss modie impose m  n
g
car la matrice G
>
G doit e^tre
inversible. Pour la methode par orthogonalisation, la contrainte estm  n
g
 r.
3. La decomposition QR est robuste (voir l'algorithme propose dans [GL89],
pages 211{221) et on contro^le bien le rang de D.
2.3 Methodes testees
La construction d'une methode de resolution des problemes proposes repose sur
le choix d'une technique d'approximation et de l'integration associee. L'utilisation
de l'approximation diuse laisse donc libre les parametres suivants :
{ La partition de 
 et la construction des fonctions d'inuence w
i
.
{ Le type d'approximation diuse (approximation/interpolation, type de deri-
vation).
{ L'integration numerique (Gauss{Legendre classique ou modiee).
Dans un premier temps, nous decrivons les dierentes constructions des fonctions
d'inuence, puis nous donnerons la liste des methodes testees. La gure 2.2 xe le
vocabulaire.
2.3.1 Construction des fonctions d'inuence
Le domaine 
 est un segment ]a; b[, dans lequel on conna^t un semis de nuds
(x
i
)
i2[1;n 1]
, avec x
0
= a et x
n
= b. La famille d'ouvert pour la construction de la
partition de l'unite est indexee sur les nuds, et l'on suppose que pour tout i de
[[0; n]], x
i
appartient a 

i
. On peut proposer deux types de couverture de 
 :
(i) Centree aux nuds, 

i
est la boule B(x
i
; 
i
) de centre x
i
et de rayon 
i
.
(ii) 

i
est un segment ]x
w
i
; x
e
i
[, avec x
w
i
< x
i
< x
e
i
C'est le premier type de couverture qui est utilisee dans la litterature. Un raf-
nement consiste a modier la norme pour obtenir des boules de formes simples
(norme innie dans IR
n
). Dans cette formulation, le probleme revient a calculer les
rayons d'inuence 
i
. Des algorithmes de construction de ces rayons sont proposes
dans [DO96] par exemple.
Construction Les fonctions poids w
i
sont denies par w
i
(x) = w
ref
(
jx x
i
j

i
), ou
w
ref
est une (( cloche )) sur [ 1; 1]. La fonction
w
ref
() =

0 si jj > 1
1  6jj
2
+ 8jj
3
  3jj
4
sinon
en est un exemple, elle sera utilisee dans les tests.
Dans le cas de couverture plus generale 

i
=]x
w
i
; x
e
i
[, les fonctions w
i
sont
asymetriques et denies par
w
i
(x) = w
ref
(
i
(x))
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ou 
i
est une bijection (strictement) croissante et susamment continue de [x
w
i
; x
e
i
]
dans [ 1; 1] tel que

i
(x
w
i
) =  1; 
i
(x
i
) = 0; 
i
(x
e
i
) = 1
Dierentes formes de fonction 
i
existent, leurs espaces de validite se mesurent avec
le rapport
jx
i
 x
w
i
j
jx
i
 x
e
i
j
. Il est possible de construire des bijections polynomiales.
Les fonctions d'inuence doivent assurer l'existence de l'approximation : en 1d,
pour une consistance d'ordre m et pour conserver la continuite de l'approximation,
la fonction I(x) doit verier les deux conditions suivantes :
1. 8x 2 
; Card(I(x))  m+ 1,
2. fx; Card(I(x)) = m+ 1g est de mesure nulle.
Il est possible de proposer une solution minimale dans le sens ou Card(I(x)) = m+2
presque partout, elle est decrite en annexe B. Nous designerons cette construction :
(( support de type Vorono )).
Guyon montre par ailleurs [Guy95b] que l'on peut construire par croissance
dierents pavages. Les supports de Vorono peuvent e^tre utilises pour calculer des
rayons d'inuence 
i
par croissance. Cette idee s'applique aussi dans IR
n
[Guy95b].
xo
xexw
0.2
1
0.8
0.6
0.4
0
1
-1
0xw
xex0
Fig. 2.1: Fonction w
i
asymetrique pour le triplet [x
w
; x
0
; x
e
] et bijection de
[x
w
; x
0
; x
e
] vers [ 1; 0; 1].
Adaptation au pavage d'integration Nous avons vu que l'integration numeri-
que demande d'adapter les supports de fonctions de forme au pavage d'integration.
En general, une grille reguliere (en 1d ce sont des segments de longueurs egales) sert
de support a l'integration. Pour adapter 

i
a ce pavage, on tire sur ses extremites
jusqu'a la frontiere de pave la plus proche. Les ouverts 

i
prennent alors la forme
]x
w
i
; x
e
i
[. La gure 2.3 illustre le cas 2d : la zone d'inuence du nud x
i
est la
bo^te ]x
w
i
; x
e
i
[]y
s
i
; y
n
i
[ et la fonction d'inuence est le produit tensoriel des fonctions
denies sur les segments ]x
w
i
; x
e
i
[ et ]x
w
i
; y
n
i
[, soit
w
i
(x) = w
x
i
(x)w
y
i
(y)
Semis de nuds La construction de la partition de l'unite s'appuie sur un semis
de nuds connu a priori. Pour l'etude de la convergence des methodes testees dans
la suite, ce semis de nuds est calcule par perturbation d'un maillage regulier. On
considere les points x
i
= ih + r
i
; h =
1
n
; i 2 [[1; n   1]], ou r
i
est une variable
aleatoire uniforme dans [ 
a
h
;
a
h
], et a est un parametre de valeur type 0.1.
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a, x1,x2 x1, x2, x3 x2, x3, b
zone d’influence
Tuilage
x3a bx1 x2
Fig. 2.2: Segment ]a; b[ et sa discretisation a 5 nuds (a; x
1
; x
2
; x
3
; b). Le segment
superieur represente le pavage d'integration ou tuilage. Lorsque la zone d'in-
uence (le support de w
i
) d'un nud intersecte une tuile, ce nud est dit nud
d'inuence de la tuile. Le prolongement des zones d'inuence represente le pro-
cessus d'adaptation au tuilage.
Rn
ReRo
Rs
R0
(a) (b)
Fig. 2.3: (a) domaine et grille sous{jacente, (b) ajustement du support de la fonction
de ponderation a la grille (les cellules non{hachurees sont le nouveau support de la
fonction de forme).
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0
0.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 1
Fonctions w_i associees aux paves de Voronoi 1
y0 y1 y2 y3
w_0
w_1
w_2
w_3
w_4
’a’
0
0.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 1
Fonctions de forme approximantes
y0 y1 y2 y3
N_0
N_1
N_2
N_3
N_4
’a’
(a) (b)
Fig. 2.4: Fonctions w
i
et fonctions de forme N
i
associees a une discretisation a
5 nuds de [0; 1]. Sur les paves exterieurs, l'interpolation est lineaire car on n'a
que deux nuds d'inuence. On assure cependant les proprietes de continuite de
l'approximation diuse.
2.3.2 Liste des methodes testees
Nous venons de voir que de nombreux choix sont possibles pour la mise en uvre
d'une methode sans maillage dans le cadre variationnel. Ces choix concernent la
construction de V
n
, et le pavage d'integration :
Construction de V
n
Dans le cadre des moving least squares, on peut construire
une base de fonctions interpolantes ou approximantes. De la me^me facon, on
peut deriver par une derivee reelle (EFG) , ou utiliser le pseudo{derivateur
(dius). De la me^me facon, trois choix de supports de fonctions de forme
sont possibles : boules centrees aux nuds avec calcul des rayons decrit dans
[DO96], paves de Vorono, et enn supports adaptes au pavage d'integration.
Cette derniere construction sera appelee tuilage dans la suite.
Integration On distingue deux pavages d'integration, la grille reguliere, et les
paves de Vorono. Deux methodes d'integration sont testees. La methode de
Gauss-Legendre d'une part, et la methode d'integration adaptee d'autre part.
Ceci nous amene donc a la liste des methodes testees du tableau 2.2. Notons que
les methodes 1 a 6 sont generalisables a 2 et 3d. La construction mixte de V
n
est celle
de la gure 2.4 ; c'est{a{dire que l'on utilise des fonctions de formes approximantes
a l'interieur de [a; b], et interpolantes pour les nuds de bords.
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V
n
Derivation Support Pavage Integration
1 approx. reelle (x
i
; 
i
) Grille G.{L.
2 interp. reelle (x
i
; 
i
) Grille G.{L.
3 interp. reelle adaptes Tuile G.{L.
4 interp. reelle adaptes Tuile adaptee
5 interp. diuse adaptes Tuile G.{L.
6 interp. diuse adaptes Tuile adaptee
7 interp. reelle Voron. Voron. G.{L.
8 interp. reelle Voron. Voron. adaptee
9 interp. diuse Voron. Voron. G.{L.
10 interp. diuse Voron. Voron. adaptee
11 mixte reelle Voron. Voron. G.{L.
12 mixte reelle Voron. Voron. adaptee
13 mixte diuse Voron. Voron. G.{L.
14 mixte diuse Voron. Voron. adaptee
Tab. 2.2: Methodes sans maillage testees. La methode de reference elements nis
lineaires avec integration de Gauss{Legendre (G.{L.) pour le second membre est
ajoute a cette liste. Les conditions aux limites sont prises en comptes des multipli-
cateurs de Lagrange. La premiere methode est la methode EFG.
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2.4 Analyse des resultats
Toutes les simulations ont ete eectuees en double precision, c'est{a{dire pour
une precision relative machine de 
m
= 2; 220446:10
 16
(arithmetique IEEE). Aut-
rement dit, 1 + x 6= 1 des que jxj  
m
et 1 + x = 1 si jxj < 
m
.
L'enjeu des tests que nous allons decrire est la convergence des methodes proposees.
Pour cela, on trace la courbe qui represente le logarithme d'une mesure de l'erreur
en fonction du logarithme du nombre de degres de liberte du modele ((( dof )) pour
degree of freedom). Les theore^mes de convergence prevoient que la courbe obtenue
est une droite, dont la pente est le taux de convergence de la methode.
2.4.1 Criteres de comparaison
Probleme de Dirichlet On conna^t une expression analytique des solutions des
problemes de Dirichlet que nous avons traites. Ainsi, on peut calculer la norme L
2
et la semi norme
1
H
1
de la fonction erreur e(x) = u
ex
(x)   u(x). Ces calculs font
intervenir une integrale, nous avons choisi d'utiliser la me^me integration numerique
que dans le calcul de la matrice de raideur pour chaque methode.
Comme ce choix d'integration rend dicile la comparaison entre les methodes
utilisant dierentes integrations (quelle part de l'erreur donner a l'integration?),
nous avons utilise la norme l
2
: les nuds sont des points particuliers de [0; 1], une
mesure possible de l'erreur  est donc la suivante

2
=
1
n
n
X
i=0
(u
ex
(x
i
)  u(x
i
))
2
Cette norme n'est pas satisfaisante non plus, car les elements nis reproduisent
exactement (au sens de l'integration de Gauss{Legendre) les valeurs nodales lorsque
 = 0 (voir [SF73, Ton69]). Notons que l'on utilise bien u(x
i
) et non pas u
i
pour
ne pas penaliser articiellement les approximations au prot des interpolations.
Une quatrieme norme d'erreur est la norme energie, c'est{a{dire avec les no-
tations habituelles
1
2
U
>
KU   U
>
F =
 1
2
(U
>
F + 
>
S). Cependant, cette norme
d'erreur soure du me^me probleme que l'erreur nodale.
Finalement nous avons choisi de n'utiliser que la normes L
2
et la semi norme
H
1
car
{ la norme L
2
montre bien la convergence de la grandeur calculee (ici les valeurs
nodales u
i
) ;
{ la norme H
1
est la norme naturelle pour la formulation variationnelle et est
la somme de la norme L
2
et de la semi norme H
1
: jjejj
2
H
1
= jjejj
2
L
2
+ jje
0
jj
2
L
2
.
Modes propres Dans les problemes dynamiques, l'information importante est
constituee par les valeurs propres, car elles vont donner les frequences propres des
structures. Par ailleurs, ce sont les basses frequences qui sont les plus energetiques,
et donc ce sont celles qui nous interessent le plus.
Nous considererons donc les erreurs
j
k
 (k)
2
j
(k)
2
pour les premieres valeurs propres
(
ex
k
= k). Comme les vecteurs propres et valeurs propres jouent un ro^le tres
particulier pour l'operateur mis en jeu, on estime souvent que la convergence des
valeurs propres mesure la convergence de K vers l'operateur continu.
1. Nous utiliserons dans la suite l'expression (( norme H
1
)) par abus de langage
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2.4.2 Integration, premiere analyse
Le calcul de l'integration fait intervenir plusieurs parametres, dont
{ Les points d'integration.
{ Le nombre de points d'integration.
{ Le nombre de tuiles (ou paves).
Dans un premier temps, nous avons utilise des points reguliers sur le pave
d'integration. L'experimentation a vite montre que l'emploi des points de Legendre
est meilleur.
On veut integrer exactement les fonctions de forme sur les paves d'integration,
c'est{a{dire que l'on impose au moins n
i
  1 conditions aux poids de Gauss (car il
y a au moins une equation redondante). A ceci s'ajoute la condition
P
!
g
= 2. Il
faut donc au moins autant de points d'integration que de nuds. Comme on veut
minimiser l'ecart a l'integration des polyno^mes, on a necessairement n
g
> n
i
pour
preserver des degres de liberte.
La procedure de calcul des poids de Gauss, avec contrainte d'integration des
derivees des fonctions de forme est ecace comme nous allons le voir dans la suite.
Cependant, dans certains cas, les poids de Gauss sont negatifs, on n'assure plus
la denie positivite de l'integration. Cette situation appara^t lorsqu'on utilise la
pseudo{derivation. L'experience montre qu'il sut d'avoirK inversible pour assurer
la convergence de la methode.
La gure 2.5 montre pour commencer que l'integration adaptee permet bien de
construire une integration numerique qui verie la premiere condition pour passer le
patch test. Tous parametres egaux par ailleurs, cette gure montre que l'integration
adaptee est beaucoup plus performante que l'integration de Gauss{Legendre du
point de vue de ce critere.
Dans tous nos tests numeriques, nous avons ajoute a la matrice D les lignes qui
correspondent a l'integration exacte des mono^mes pour lesquels l'approximation est
consistante. En pratique, nous utilisons des approximations de consistance lineaire,
donc la matrice D a la ligne supplementaire
P
!
g

g
= 0. Cet ajout n'est pas
necessaire, mais nous semblait naturel pour assurer la coherence des proprietes de
l'integration et de l'approximation.
2.4.3 Sensibilite aux dierents parametres
Nombre de mono^mes (m) Nous avons vu que le nombre de mono^mes utilises
pour le calcul de l'integration adaptee n'est que minore par n
g
  r. Ceci laisse une
grande liberte de choix sur ce parametre. Comme on cherche a rester ecace du
point de vue CPU, il semble naturel dans un premier temps de choisirm = n
g
 r+1.
Un autre choix possible est m = n
g
+1 pour avoir une matrice G reguliere bien que
cela ne soit pas necesaire.
La gure 2.6 montre la convergence pour une integration par tuiles avec inter-
polation diuse et pseudo{derivation. La technique d'adaptation de m est moins
performante que le choix systematique m = n
g
+ 1 de deux points de vue :
1. regularite de la convergence,
2. qualite de la simulation pour de faibles discretisations.
Nous choisirons donc dans la suite m = n
g
+ 1.
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Description des parametres :
{ Les fonctions N
i
sont de consistance lineaire.
{ 6 points de Gauss pour l'integration de Gauss{Legendre.
{ n
g
= n
i
+ 2 points de Gauss par tuile pour l'integration adaptee.
{ n
i
moyen sur chaque tuile :
{ 100 tuiles : 4 (max=5,min=3).
{ 200 tuiles : 3 ou 4 (max=5,min=2).
{ nombre de mono^mes m = n
g
+ 1.
Fig. 2.5: Histogramme des valeurs de
R


N
0
i
(x)dx, avec tuilage et derivee reelle. Ce
test s'appuie sur 100 nuds quasi-aleatoires dans [0; 1] (perturbation 10%).
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Description des parametres :
{ Interpolation diuse et pseudo-derivation.
{ Tuilage, me^me nombre de tuile que de nuds.
{ n
g
= n
i
+ 2.
{ m = n
g
  r + 1 ou m = n
g
+ 1.
Fig. 2.6: Convergence comparee pour les deux choix de construction de la matrice
G (perturbation 10%).
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Nombre de tuiles (n
t
) et nombre de points de Gauss (n
g
) Nous avons
etudie la sensibilite a ces deux parametres pour les methodes generalisables a 2 et
3d. Les resultats des trois methodes suivantes sont representatifs :
{ integration de Gauss{Legendre avec derivee reelle (EFG),
{ integration adaptee avec derivee reelle (tuiles),
{ integration adaptee avec derivee diuse (tuiles diuses).
Pour chacun de ces cas, nous avons fait varier le nombre de paves d'integration et
le nombre de points d'integration. Les resultats sont presentes sur les gures 2.7,
2.8 et 2.9, le semis de 52 nuds utilise a ete genere par perturbation (10%) comme
decrit precedemment. L'approximation est l'interpolation diuse.
Ces tests montrent que le nombre de tuiles a une forte inuence sur la qualite du
resultat ; ceci est particulierement vrai lorsqu'on utilise directement une integration
de Gauss{Legendre. Le nombre de points d'integration a une inuence moins im-
portante, particulierement dans le cas de l'integration adaptee.
Nous devons noter que ces deux parametres ne sont pas independants. En eet, le
nombre total de points de Legendre est le produit du nombre de tuiles par le nombre
de points d'integration par tuile. Or nous avons vu que le support d'integration doit
e^tre choisi tres attentivement, c'est cet eet que l'on retrouve : plus le nombre de
tuiles augmente, plus leur liste d'inuence est homogene et plus l'eet de support
diminue. Cependant, le support n'est pas la seule origine de l'erreur. Raner le
pavage d'integration ou adapter pavage d'integration et supports des fonctions de
forme n'est pas susant. L'integration adaptee est aussi necessaire.
Notons enn que les tests menes avec les paves de Vorono montrent de la me^me
maniere que le nombre de points de Gauss par tuile a une faible inuence. Ce
parametre est delicat a ajuster, car nous avons remarque experimentalement deux
eets inverses :
{ Lorsque le nombre de points supplementaires augmente, le second membre est
mieux integre,
{ Les conditions du patch test sont mieux veriees avec peu de points sup-
plementaires.
La premiere constatation signie simplement que l'on a plus de degres de liberte
pour minimiser jjG
 jj et donc mieux integrer la partie polynomiale des fonctions
(developpement de Taylor). La seconde constatation est plus delicate. Il semble
qu'elle soit simplement due a un bruit numerique dans les algorithmes que nous
avons utilises. La gure 2.10 montre les poids d'integration pour n
g
  n
i
= 3 pour
la pseudo{derivee et la derivee reelle. L'ecart aux poids de Gauss{Legendre diminue
lorsque l'on utilise la derivee au sens usuel.
Dans la suite, nous allons utiliser les parametres suivants
{ autant de tuiles que de nuds,
{ 6 points de Legendre par tuile pour l'integration de Gauss{Legendre,
{ 3 points supplementaires pour l'integration adaptee,
{ un mono^me de plus que de points de Legendre.
Le nombre de points d'integration total de toutes les methodes testees est ainsi
presque identique d'une methode a l'autre.
2.4. ANALYSE DES R

ESULTATS 179
patch test
10 20 30 40 50 60 70 80 90
tuiles 2
3
4
5
6
7
8
9
10
points
1e-15
1e-14
1e-13
1e-12
1e-11
pb. 6
10 20 30 40 50 60 70 80 90
tuiles 2
3
4
5
6
7
8
9
10
points
0.0001
0.001
0.01
0.1
1
Fig. 2.7: Inuence du nombre de tuiles et du nombre de points d'integration
supplementaires par tuile (n
i
  n
g
). Cas de la derivee reelle sur le patch test et
le probleme 6. L'erreur utilisee est l'erreur nodale, car elle ne fait pas intervenir
l'integration numerique.
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Fig. 2.8: Inuence du nombre de tuiles et du nombre de points d'integration
supplementaires par tuile (n
i
  n
g
). Cas de la derivee diuse sur le patch test et
le probleme 6. L'erreur utilisee est l'erreur nodale, car elle ne fait pas intervenir
l'integration numerique.
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Fig. 2.9: Inuence du nombre de tuiles et du nombre de points d'integration par
tuile. Cas de la methode EFG interpolante sur le patch test et le probleme 6. L'erreur
utilisee est l'erreur nodale.
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Fig. 2.10: Poids d'integration pour les me^mes fonctions de forme avec derivee reelle
ou diuse.
Semis de nuds La repartition des nuds dans 
 a une inuence sur les fonc-
tions de forme, et en particulier leurs gradients. La gure 2.11 montre un tel cas.
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Fig. 2.11: Les fonctions de forme presentent de forte variations lorsque le semis de
nuds est trop irregulier ( ~w est denie en annexe B).
L'integration de telles fonctions de forme est delicate, c'est pourquoi certains
specialistes preferent utiliser des semis de nuds reguliers. De plus les semis reguliers
ont tendance a ltrer les erreurs d'integration comme le montrent les tests suivants.
Nous avons trace la valeur de l'erreur L
2
a la solution 3 en fonction d'un indicateur
 de repartition des nuds dans [0,1] : 
2
=
1
n 1
P
n 1
i=0

1
n 1
  (x
i+1
  x
i
)

2
(voir
annexe E). Le semis regulier correspond a  = 0, et  cro^t avec l'irregularite.
Les resultats
2
regroupes dans les gures E.2, E.3, E.4 et E.5 montrent que
l'inuence du semis de nuds n'est pas la me^me sur les dierentes methodes de
resolution. En particulier, les methodes basees sur la derivee diuse sont plus sen-
sibles a des semis irreguliers. Ceci est particulierement vrai pour l'integration avec
tuiles.
L'integration adaptee diminue fortement l'inuence du semis de nuds sur l'er-
reur. Les resultats sont spectaculaires pour l'integration adaptee sur paves de Vo-
rono (gure E.3 et E.4). On pouvait s'attendre a ce type de resultat pour les
raisons suivantes : l'erreur augmente avec  pour l'integration de Gauss-Legendre
car les derivees des fonctions de forme sont tres eloignees de polyno^mes dans ce
cas. L'integration adaptee prend en compte cet ecart, et gomme ainsi la diculte.
2. Nous n'avons teste que les methodes presentant des proprietes de convergence (( raison-
nables )).
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Les courbes montrent que l'integration adaptee a tendance a ltrer certains termes
comme le font les semis reguliers ( = 0), et assure ainsi une bonne convergence.
2.4.4 Convergence pour le probleme de Dirichlet
Premiere analyse : les cas 1 et 3 Nous allons commencer par analyser les
resultats obtenus pour les problemes 1 et 3, car il sont simples et representent les
deux operateurs que nous avons traites ( = 0 pour le cas 1, et  = 
2
pour le cas
3).
Ces cas mettent en evidence une classication des methodes que nous justierons
dans la suite sur les autres tests. On distingue trois classes de methodes
1. Les methodes non convergentes ;
2. Les methodes semi-convergentes ;
3. Les methodes convergentes.
Les methodes non convergentes sont celles qui utilisent la derivee diuse sans
integration adaptee (methodes 5, 9 et 13 du tableau 2.2), comme le montre la gure
E.6. On retrouve ici un resultat connu (voir [Lao96] par exemple).
Les methodes s'appuyant sur la derivee reelle et une integration de Gauss{
Legendre semblent converger, puis bloquent sur une erreur minimale qui n'est pas
un zero machine comme nous le verrons plus tard. Ces methodes (1, 2, 3, 7, 11
dans le tableau 2.2) forment le groupe des methodes semi-convergentes. On peut
distinguer deux sous{groupes dans cette categorie, formes des methodes 7, 11 d'une
part, et 1, 2 et 3 d'autre part comme le montre les gures E.7 et E.8. Les methodes
du premier sous{groupe ont un comportement semblable a celui des methodes non
convergentes, alors que le changement de pente est plus tardif et moins marque pour
celles du second sous{groupe. La methode EFG ne presente pas ce changement de
pente caracteristique, mais ses taux de convergence sont faibles ( 1:49 selon L
2
et
 0:48 selon H
1
pour le probleme 1).
Enn les autres methodes, qui utilisent toutes l'integration adaptee decrite
precedement sont convergentes comme le montre la gure E.9. Les courbes changent
de pente lorsque le zero numerique de la methode est atteint (nous y reviendrons
dans la partie suivante).
Les tableaux 2.3 et 2.4 montrent les taux de convergence experimentaux pour
les methodes convergentes. Notons que le patch test assure au mieux un taux de
convergence de 2 selon L
2
et 1 selon H
1
.
methodes 4 6 8 10 12 14 EFL
a -2.05 -2.15 -2.02 -2.04 -2.05 -2.03 -2.02
b -0.77 -0.46 -0.85 -1.30 -1.52 -1.28 -0.96
a
0
-1.02 -1.01 -1.01 -1.01 -1.02 -1.01 -1.01
b
0
-0.43 -0.51 -0.46 -0.74 -0.97 -0.83 -0.51
Tab. 2.3: Taux de convergence des methodes convergentes pour le probleme 1. On
ajuste log(e) = a  log(n) + b aux resultats issus des dierentes simulations par
moindres carres pour la norme L
2
et log(e) = a
0
 log(n) + b
0
pour la semi norme
H
1
.
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methodes 4 6 8 10 12 14 e
a -2.02 -2.03 -2.01 -2.02 -2.01 -2.01 -2.02
b -0.22 -0.12 -0.24 -0.51 -0.83 -0.71 -0.34
a
0
-1.00 -1.00 -1.00 -1.00 -1.00 -1.00 -1.00
b
0
0.38 0.30 0.39 0.08 -0.18 -0.19 -0.32
Tab. 2.4: Taux de convergence des methodes convergentes pour le probleme 3.
Le patch test Les resultats du patch test sont regroupes sur les gures E.22 a
E.25.
Methodes non convergentes Le patch test montre une tres faible convergence
pour la norme L
2
uniquement. Ceci conrme la non{convergence pour les
dierents problemes de Dirichlet que nous avons traites. On ne peut donc
pas utiliser la pseudo{derivation sans integration adaptee (a l'exception des
maillages reguliers).
Methodes semi{convergentes Le patch test montre une convergence selon la
norme L
2
avec des taux de  1 environ. Les methodes du premier groupe
ont un taux inferieur a  1, alors que celles du second groupe ont un taux
superieur a  1. En revanche les derivees ne convergent pas. Ceci justie le
terme (( semi{convergent )). Nous classons la methode EFG dans ce groupe
bien qu'elle montre une convergence lente selon la semi norme H
1
. Elle passe
en eet le patch test au sens faible, avec des taux de convergence de  1 et
 0:5 respectivement.
Methodes convergentes Toutes les methodes que nous avons classees conver-
gentes selon les cas 1 et 3, passent le patch test au sens fort. On remarque
que l'erreur d'approximation de la solution lineaire augmente lentement avec
le nombre de degres de liberte. Nous pensons que cette augmentation est liee
a l'accumulation des erreurs d'arrondi dans les procedures numeriques, qui
augmente avec le nombre d'operations. Nous avons donc une determination
du zero numerique pour une procedure de calcul donnee, qui est l'erreur sur
le patch test avec le me^me semis de nuds (le residu varie beaucoup avec le
semis de nuds).
Denition 20 Le zero numerique d'une methode pour une norme donnee et un
semis de nuds donne est l'erreur a la solution du patch test.
Dans nos experiences, les methodes avec tuiles ont un zero numerique plus eleve
que les autres methodes. Nous ne savons pas expliquer ceci pour l'instant.
Ainsi, le patch test conrme les impressions que nous avons eues dans l'analyse
des cas 1 et 3. Il montre l'importance d'une integration numerique performante, et
par la le succes de l'integration numerique adaptee pour les problemes monodimen-
sionnels.
Autres problemes (2, 4, 5, et 6) On retrouve les me^mes resultats que prece-
dement sur les problemes 2 et 4 comme le montrent les gures en annexes.
Les problemes 5 et 6 montrent des comportements singuliers : les methodes semi-
convergentes du second groupe semblent convergentes sur ces problemes. Le cas de
la methode EFG est tres particulier.
Les taux de convergence observes pour les methodes convergentes sont environ
 2 pour la norme L
2
et  1 pour la semi-norme H
1
.
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Fig. 2.12: Le probleme de Dirichlet 6 fait appara^tre des comportements particuliers
(1 et 6) de certaines methodes.
2.4.5 Convergence pour le calcul des modes propres
Le calcul des modes propres et des frequences propres par les dierentes metho-
des sans maillages nous amene a des conclusions proches des precedentes.
Les methodes avec derivees diuses et sans integration adaptee ne convergent
pas. Le groupe des methodes semi{convergentes se separe en deux sous{groupes :
des methodes qui ne convergent pas comme precedemment, et des methodes conver-
gentes comme c'etait le cas sur les problemes 5 et 6 (voir les methodes 2 et 3 en
particulier).
2 3 4 6 8 10 12 14 ref.
a
1
-1.98 -2.06 -2.02 -2.00 -2.02 -2.02 -2.02 -2.02 -2.02
b
1
0.03 0.15 0.07 0.19 0.12 -1.24 -1.13 -0.40 -0.03
a
2
-2.18 -2.04 -2.03 -2.00 -2.02 -2.01 -2.03 -2.02 -2.02
b
2
1.05 0.71 0.70 0.79 0.72 -0.68 -0.50 0.21 0.58
a
3
-2.13 -2.04 -2.03 -2.00 -2.02 -1.98 -2.04 -2.03 -2.02
b
3
1.33 1.07 1.06 1.13 1.07 -0.39 -0.11 0.57 0.93
a
4
-2.10 -2.04 -2.04 -2.00 -2.02 -1.95 -2.06 -2.03 -2.02
b
4
1.51 1.32 1.32 1.39 1.32 -0.23 0.18 0.83 1.18
a
5
-2.06 -2.03 -2.03 -2.01 -2.02 -1.84 -2.08 -2.04 -2.02
b
5
1.61 1.50 1.50 1.61 1.51 -0.34 0.43 1.05 1.38
Tab. 2.5: Taux de convergence pour le probleme de valeurs propres (log(e) =
a
i
log(n) + b
i
pour (i)
2
, i dans [[1; 5]]).
On trouve encore des taux de convergence tres voisins, mais les ordonnees a
l'origine montre jusqu'a un ordre de grandeur d'ecart entre les methodes sur la
valeur de l'erreur (par exemple entre la methode 10 et les elements nis lineaires).
Bien que les elements nis lineaires donnent une moins bonne estimation des valeurs
propres, ils calculent mieux le vecteur propre associe.
Pour nir, nous avons remarque que les methodes 7 et 11
3
sont convergentes
lorsqu'on integre avec un unique point de Legendre par pave de Vorono comme
le montre la gure 2.13. Ceci peut ouvrir une piste d'investigation sur la meilleure
facon d'integrer la derivee reelle.
3. pavage Vorono, derivee reelle et integration de Gauss{Legendre
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Fig. 2.13: Convergence des methodes 7 et 11 avec un unique point d'integration par
pave de Vorono.
2.5 Conclusion
Nous avons teste quatorze methodes sans maillage s'appuyant sur les moindres
carres glissants. Ces tests montrent que ces methodes se separent en trois groupes
(i) Methodes non{convergentes
(ii) Methodes semi{convergentes
(iii) Methodes convergentes
Toutes les methodes convergentes utilisent l'integration numerique speciale que
nous avons developpee. Les methodes semi-convergentes peuvent peut{e^tre mieux
se comporter si l'on sait mettre au point une bonne strategie d'integration comme
le montre la gure 2.13.
L'importance de la methode d'integration pour la construction d'une methode
de simulation est ainsi demontree. L'integration numerique speciale repond bien a
ce besoin, et son eet sur la sensibilite au semis de nuds lui ouvre aussi d'autres
applications.
Bien su^r, certaines dicultes subsistent avec la methode proposee :
{ surcou^t du^ au calcul de l'integration,
{ generation et maintien du pavage d'integration en grande deformation.
Cependant, la methode est tres generale et peut prendre en charge tout type d'ap-
proximation (enriched basis par exemple [FCMB97]) des que l'on sait ecrire les
contraintes issues du patch test. Nous montrons aussi que les conditions necessaires
du theoreme 13 sont experimentalement susantes. Enn, le patch test trouve en-
core ici une place centrale pour la construction d'une methode numerique ecace
pour la formulation variationnelle et conrme l'intuition de Irons. Nous verrons de
la me^me facon son ro^le pour la prediction de taux de convergence.
Dans le chapitre suivant nous allons etendre l'integration numerique adaptee
pour l'appliquer a des structures elancees avec hypothese de Kirchho (equation
d'ordre 4).
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Chapitre 3
Poutre diuse
Nous allons developper un element poutre Kirchho dius pour resoudre un
probleme de forage (chapitre suivant). L'objectif est d'obtenir une meilleure des-
cription du contact entre la structure et la roche gra^ce a l'approximation diuse
tout en conservant une description nodale du contact.
Les deux principales dicultes dans le traitement des corps elances (poutre,
plaques, coques) sont le phenomene de blocage et l'ordre des derivees mises en jeu
avec certaines hypotheses complementaires sur la physique de ces corps (Kirchho
par exemple). Les methodes sans maillage ont ete utilisees pour resoudre ces deux
classes de probleme :
{ Krysl et Belytschko pour les plaques et les coques avec EFG [KB95, KB96],
{ Donning et Liu pour les poutres droites et les plaques avec des splines [DL98],
Li et. al. pour les coques [LHL00].
{ Atluri et. al. pour les poutres droites avec l'approximation diuse Hermite
[ACK99].
Dans chacun de ces exemples, la regularite de l'approximation est mise a prot. Les
auteurs reglent le probleme de blocage de facon dierente : Krysl joue sur le support
des fonctions de forme et Donning utilise des proprietes des splines. Cependant, nous
avons remarque que l'integration numerique de EFG n'est pas satisfaisante et les
splines utilisees s'appuient sur des semis de nuds reguliers.
Nous proposons de remedier a ces deux problemes en etendant la construction
de l'integration adaptee a la exion des poutres et en utilisant l'hypothese dite
des (( sections droites )). La methode s'applique aussi bien a une approximation
diuse Lagrangienne qu'a l'approximation diuse Hermite que nous avons denie.
Ceci nous permet nalement de denir un modele de poutre qui passe le patch test
dans le cas des barres.
Le probleme de poutre en trois dimensions est d'abord decrit avec son cadre na-
turel qui est la geometrie dierentielle des courbes. La formulation variationnelle est
donnee dans le repere de Frenet, ainsi que sa forme avec l'hypothese supplementaire
de Kirchho. La seconde partie decrit le patch test et l'approximation utilisee.
L'integration numerique est construite en suivant le schema de l'equation de la cha-
leur. Comme la exion correspond a une equation d'ordre 4, nous proposons une
extension de la methode aux equations d'ordre 2m, puis a des interpolations de type
Hermite. Enn, des resultats numeriques sont presentes.
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3.1 Description du probleme
3.1.1 Rappel de geometrie dierentielle des courbes
Rappellons les bases de l'analyse dierentielle des courbes gauches (dans IR
3
)
qui seront utiles pour decrire l'equilibre des poutres. On considere une courbe pa-
rametrique C
3
, ~x(u) = hx(u); y(u); z(u)i
>
.
Generalites Nous utiliserons les proprietes et denitions suivantes :
1. La longueur du segment de courbe deni par l'intervalle [u
0
; u
1
] est
l(u
0
; u
1
) =
Z
u
1
u
0
p
(x
0
(u))
2
+ (x
0
(u))
2
(x
0
(u))
2
du:
L'abscisse curviligne sur cette courbe, en xant l'origine au point 0 par conven-
tion est s(u) = l(0; u). La fonction s(u) est une bijection et s est le parametrage
canonique de la courbe. On note
0
la derivation par rapport a s lorsqu'il n'y a
pas d'ambigute.
2. La tangente au point ~x(s) est
~
t(x) = ~x
0
(s) =
d~x
ds
=
1
p
(x
0
(u))
2
+ (x
0
(u))
2
(x
0
(u))
2
d~x
du
:
Elle est normee, on a
d
~
t
ds
:
~
t = 0 pour tout s donc
~
t
0
et
~
t sont orthogonaux pour
tout s.
3. La courbure (s) est la norme de
~
t
0
et le vecteur ~n est deni par
~n(s) =
~
t
0
(s)
(s)
si (s) 6= 0
4. Le repere de Frenet au point ~x(s) est (~x(s);
~
t(s); ~n(s);
~
b(s)) ou
~
b =
~
t ^ ~n est le
vecteur binormal.
5. On demontre alors que
~
b
0
est colineaire a ~n et la torsion est denie par
~
b
0
(s) =  ~n(s)
6. La base de Frenet verie le systeme d'equations dierentielles
8
<
:
~
t
0
~n
0
~
b
0
9
=
;
=
2
4
0  0
  0 
0   0
3
5
8
<
:
~
t
~n
~
b
9
=
;
Nous noterons C
>
(s) la matrice antisymetrique des courbures de ce systeme.
Grandeur vectorielle sur une courbe gauche Soit une grandeur vectorielle
~u connue sur une courbe gauche. Il est naturel de projeter ~u sur la base de Frenet,
soit ~u(s) = u
t
(s)
~
t(s) + u
n
(s)~n(s) + u
b
(s)
~
b(s) ; U(s) = hu
t
(s); u
n
(s); u
b
(s)i
>
est le
vecteur des coordonnees de ~u dans le repere de Frenet.
Propriete 36 Les coordonnees V (s) du vecteur ~u
0
sont alors V (s) = U
0
(s) +
C(s)U(s) et en posant
D(s) =
2
4
 
2
 
0


0
 (
2
+ 
2
)  
0
 
0
 
2
3
5
le vecteur des coordonnees de ~u
00
est U
00
(s) + 2C(s)U
0
(s) +D(s)U(s).
Ces formules nous seront tres utiles tout le long de ce chapitre.
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3.1.2

Equilibre d'une poutre
La cinematique d'une poutre de longueur l est decrite par le deplacement de sa
bre neutre ~u et la rotation de la section droite ~! (gure 3.1). Ces vecteurs sont
projetes sur le repere de Frenet de la bre neutre de l'etat de reference.
b
n
wt
t
wb
wn
Fig. 3.1: Cinematique d'une poutre.
L'equilibre de la structure est decrite par les relations suivantes sur les cont-
raintes generalisees
 !
T ;
 !
M (elements de reduction des eorts sur une section droite)

 !
T
0
(s) +
~
f +
 !
F
i

i
=
~
0
 !
M
0
(s) +
~
t(s) ^
 !
T (s) +
 !
C
j

j
=
~
0
; s 2 [0; l]
ou
~
f represente une force repartie exercee sur la structure par unite de longueur
(charge lineique). Le chargement est complete par des forces ponctuelles
 !
F
i
et des
couples ponctuels
 !
C
j
.
Les deformations generalisees de la structure sont denies par

~
T
(s) = ~u
0
(s) +
~
t(s) ^ ~!(s)
~
M
(s) = ~!
0
(s)
L'elasticite lineaire lie les contraintes et les deformations generalisees par les rela-
tions suivantes :
 !
T =
8
<
:
ES~
T
:
~
t
k
n
GS~
T
:~n
k
b
GS~
T
:
~
b
9
=
;
;
 !
M =
8
<
:
k
0
I
0
GS~
M
:
~
t
EI
n
~
M
:~n
EI
b
~
M
:
~
b
9
=
;
(3.1)
ou
{ E et G sont le module d'Young et le module de cisaillement (E et G sont lies
par G =
E
2(1+)
avec  le coecient de Poisson),
{ S; k
0
; k
n
; k
b
; I
0
; I
n
; I
b
dependent de la geometrie de la section de la poutre.
Dans la suite un materiau est deni par ses caracteristiques physiques, mais aussi
par les caracteristiques geometriques de la section droite. Pour plus de details sur
ce modele, on pourra consulter [AC69].
Dans les relations (3.1) nous avons neglige les termes croises (l'inuence d'une
moment de torsion
 !
M:
~
t sur la variation relative de longueur ~
T
:
~
t par exemple). Ainsi,
dans le repere de Frenet la matrice de Hooke generalisee est diagonale. Cependant,
la methode numerique proposee est parfaitement applicable au cas general d'une
matrice de Hooke symetrique denie positive.
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3.1.3 Formulation variationnelle
Les equations d'equilibre associees a l'elasticite lineaire permettent d'ecrire la
formulation variationnelle de l'equilibre d'une poutre [0; l]. Les grandeurs sont cal-
culees a partir d'une geometrie de reference a laquelle correspondent d'eventuelles
contraintes initiales.
Theoreme 14 L'equilibre d'une poutre [0; l] soumise a
{ une force lineique
~
f ,
{ des forces et couples ponctuels
 !
F
i
,
 !
C
j
,
{ des contraintes initiales
 !
T
0
;
 !
M
0
,
est decrit par les vecteurs ~u; ~! veriant pour tout deplacement virtuel ~u

; ~!

R
l
0
(
 !
T :~

T
+
 !
M:~

M
)ds =
R
l
0
~
f:~u

ds+
P
i
 !
F
i
~u

i
+
P
j
 !
C
j
:~!

j
 
R
l
0
(
 !
T
0
:~

T
+
 !
M
0
:~

M
)
(3.2)
3.1.4 Hypothese de Kirchho
L'hypothese de Kirchho signie que les sections droites restent droites. Pour le
modele que nous utilisons, cela s'ecrit
 !
T :~n = 0 et
 !
T :
~
b = 0. Par denition de
 !
T , le
couplage entre les vecteurs ~u et ~! s'ecrit alors explicitement

!
n
=  ~u
0
:
~
b
!
b
= ~u
0
:~n
Tous calculs faits (en utilisant la propriete 36), cela permet d'ecrire les coordonnees
de ~!.
Propriete 37 Sous les hypotheses de Kirchho, les coordonnees des vecteurs ~! et
~!
0
dans le repere de Frenet sont :
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8
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!
t
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0
b
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u
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n
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t
  u
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9
=
;
~!
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+ 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=
;
(3.3)
L'energie de deformation de la poutre ne compte plus que quatre termes :
{ ES(~u:
~
t)
2
pour la traction,
{ k
0
I
0
GS(~!
0
:
~
t)
2
pour la torsion,
{ EI
n
(~!
0
:~n)
2
et EI
b
(~!
0
:
~
b)
2
pour la exion.
et la cinematique est completement decrite par les fonctions u
t
; !
t
; u
n
; u
b
. La forme
bilineaire qui decoule du premier membre de l'equation 3.2 s'ecrit
E(; 

) =
Z
l
0
E
>
(s)HE(s) ds:
avec
{ E(s) = h~u
0
:
~
t; ~!
0
:
~
t; ~!
0
:~n; ~!
0
:
~
bi
>
{ H = diag(ES; k
0
I
0
GS;EI
n
; EI
b
).
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3.2 Patch test, approximation
3.2.1 Le patch test
L'integration numerique adaptee aux methodes sans maillage s'appuit sur le
patch test. Nous utilisons ici la denition premiere du patch test : les etats de
contraintes constantes sont reproduits exactement a la precision numerique pres.
Avec cette denition, nous sommes contraints de distinguer deux cas de gures :
1. les poutres rectilignes ou barres ( =  = 0),
2. les poutres courbes ( 6= 0).
En eet, l'etat de contraintes constantes correspond aux conditions
 !
T
0
= 0;
 !
M
0
= 0
tout le long de la poutre. Et pour une poutre de section annulaire uniforme (les
parametres geometriques sont constants le long de la poutre, il vient d'apres la
seconde equation d'equilibre
~
t^
 !
T =
~
0. Soit
 !
T = T
t
~
t et comme
 !
T
0
= T
0
~
t+T
t
~n =
~
0,
la coordonnees T
t
est denie par

T
t
= constante
T
t
= 0
Si  est non nul, alors
 !
T =
~
0 et l'hypothese de Kirchho est automatiquement
veriee.
Propriete 38 Une poutre courbe ( 6= 0) sous contraintes constantes respecte l'hy-
pothese de Kirchho.
L'analyse du patch test pour les poutres courbes peut e^tre menee dans le cas general
(sans hypothese de Kirchho). Pour passer le patch test il est necessaire que :
{ l'espace d'approximation contienne les solutions du patch test,
{ l'integration respecte certaines conditions (voir le chapitre precedent).
Nous commencons par etudier la premiere condition.
Cas d'une barre Dans le cas d'une barre, les quatre fonctions u
t
; !
t
; u
n
; u
b
sont
decouplees et sont solutions d'equations dierentielles du type u
(2m)
+ f = 0 avec
m = 1 pour u
t
; !
t
et m = 2 pour u
n
; u
b
. L'etat de contraintes constantes corres-
pond a une deformation polynomiale de degre m. L'approximation des fonctions u
t
et !
t
doit donc e^tre consistante d'ordre 1 et celle des fonctions u
n
et u
b
consistante
d'ordre 2.
Cas d'une poutre courbe On ne sait que rarement calculer la cinematique
associee a un etat de contrainte constante dans le cas d'une poutre courbe. Les
contraintes sont denies par
 !
M constant et
 !
T nul. Pour une section de symetrie
circulaire (disque, anneau), l'elasticite linaire implique
~!
0
=
1
EI
(
 !
M + (
 !
M:
~
t)
~
t)
et la rotation de la section droite est
~! =
1
EI
(sI + a(s))
 !
M + ~!
0
avec le tenseur a(s) deni par (on note ~v 
 ~v = [v
i
v
j
]
i;j
)
a(s) =
Z
s
0
~
t()

~
t() d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Comme
 !
T =
~
0, le deplacement de la bre neutre est calcule a partir de l'equation
~u
0
= ~! ^
~
t
Nous avons explicite les formules dans le cas d'une poutre circulaire dans le cas
general et pour une poutre helicodale avec coecient de Poisson  nul (voir annexe
G). L'espace d'approximation doit contenir les combinaisons lineaires des fonctions :
1; s; s
2
; sin(s); cos(s); s sin(s); s cos(s)
pour une poutre circulaire (rayon r =
1

) et
1; s; s
2
; sin(s); cos(s); s sin(s); s cos(s); s
2
sin(s); s
2
cos(s)
pour une poutre helicodale (courbure , torsion  et  =
p

2
+ 
2
).
Il est possible de construire une approximation diuse qui soit consistante pour
les fonctions que nous venons de citer comme le montre l'annexe H. Cependant nous
ne savons pas encore ecrire les contraintes sur l'integration dans le cas de poutre
courbe. Nous allons donc proceder comme dans le cas de la methode des elements
nis ou l'on se contente de passer le patch test au sens faible pour les poutres
courbes.
3.2.2 Approximation utilisee
Type d'approximation Les fonctions u
t
et !
t
peuvent admettre des derivees
discontinues (voir la gure 1.4, page 148). De la me^me facon, les fonctions u
n
et
u
b
peuvent avoir des derivees secondes discontinues (cas d'une force pontuelle par
exemple). Nous avons donc choisi d'approximer les fonctions u
t
et !
t
par une inter-
polation diuse Lagrangienne et u
n
et u
b
par une interpolation diuse Hermitienne.
L'interpolation Hermitienne simplie la prise en compte des couples pontuels.
Consistance Le degre de consistance minimale pour les fonctions u
t
et !
t
est
1, cependant on doit approcher des fonctions trigonometriques. Nous utiliserons
une approximation diuse Lagrangienne quadratique (c'est{a{dire consistante pour
1; s; s
2
). De la me^me facon, on utilisera une consistance cubique pour l'approxima-
tion Hermite.
Derivation On peut utiliser la derivation usuelle ou la derivee au sens dius pour
l'approximation Lagrangienne. Au contraire, il est necessaire d'utiliser la derivation
complete pour l'approximation Hermite pour assurer la stabilite de l'integration
numerique comme nous le verrons plus loin.
3.2.3 Modele de poutre discret
Nous utilisons des nuds s
i
dans [0; l] avec s
0
= 0 et s
n
= l. Les fonctions
d'inuence sont les fonctions (( de Vorono )) d'ordre 2 (annexe B). Une fonction de
forme diuse Lagrangienne L
i
et deux fonctions de forme Hermitiennes N
i
;M
i
sont
attachees a chaque nud s
i
pour approcher la cinetique de la poutre par
8
>
>
<
>
>
:
u
t
(s) =
P
i2I(s)
L
i
(s)U
i
t
!
t
(s) =
P
i2I(s)
L
i
(s)

i
t
u
n
(s) =
P
i2I(s)
N
i
(s)U
i
n
+M
i
(s)V
i
n
u
b
(s) =
P
i2I(s)
N
i
(s)U
i
b
+M
i
(s)V
i
b
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Chaque nud porte un vecteur de six degres de liberte
U
i
= hU
i
t
;

i
t
; U
i
n
; V
i
n
; U
i
b
; V
i
b
i
>
et le vecteur E(s) s'ecrit
8
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
:
E(s) =
P
i2I(s)
B
i
(s)U
i
avec
B
>
i
(s) =
2
6
6
6
6
6
6
4
L
0
i
0  L
i
L
0
i
0 L
0
i
L
i

0
L
i
 N
i
N
i
 2N
0
i
  
0
N
i
N
00
i
  
2
N
i
 M
i
M
i
 2M
0
i
  
0
M
i
M
00
i
  
2
M
i
0 N
0
i

2
N
i
 N
00
i
 
0
N
i
0 M
0
i

2
M
i
 M
00
i
 
0
M
i
3
7
7
7
7
7
7
5
On utilise ce modele discret dans la formulation variationnelle pour obtenir un
systeme lineaire KU = F . La contribution du couple i; j a la matrice de raideur est
K
ij
=
Z
l
0
B
>
i
(s)HB
j
(s) ds:
Gestion des materiaux En pratique, il est courrant d'avoir une poutre mul-
timateriaux. Or nous savons que la solution peut e^tre discontinue a la soudure
de deux materiaux. Pour bien capter cette discontinuite, nous considerons deux
poutres, c'est{a{dire que leur seul point commun est le nud d'interface (voir -
gure 3.2) . Ceci revient simplement a modier les fonctions d'inuence des nuds
proches de la frontiere. Le cas de force ponctuelle est traite de la me^me maniere,
car on n'utilise pas systematiquement la derivee complete de l'approximation La-
grangienne. Une alternative pour ce cas est l'utilisation des fonctions d'inuences
modiees de Krongauz (voir l'etude bibliographique, page 148).
Fonctions d’influence modifiees
           
           


Fig. 3.2: Fonctions d'inuence de deux poutres.
Discontinuites geometriques Le modele geometrique peut faire appara^tre des
discontinuites articielles du repere de Frenet, de la courbure ou de la torsion
(comme dans le chapitre suivant par exemple). Dans ce cas, les valeurs nodales
U
j
du nud commun s
j
n'assurent pas la continuite de la cinematique ~u; ~!. Nous
devons donc dedoubler le nuds en s
 
j
et s
+
j
et souder les deux poutres en ecrivant
vectoriellement dans le repere Cartesien de reference ~u
 
= ~u
+
et ~!
 
= ~!
+
.
Ces contraintes lineaires sont prises en compte par multiplicateurs de Lagrange et
s'ecrivent SU = 0. Cependant, la matrice de raideur K prend une structure bloc

K
1
0
0 K
2

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et chacune des matricesK
1
; K
2
ont un defaut de rang de 6. Ainsi celui de la matrice
de raideur globale est 12.
En pratique, nous bloquons les mouvements de corps solide par modication de
la matrice de raideur en annulant six degres de liberte independants. La matrice
de raideur ainsi modiee est alors inversible, ce qui rend possible la resolution du
systeme avec multiplicateurs de Lagrange en conservant un stockage skyline. Dans
le cas d'une soudure, la matrice K modiee presente toujours un defaut de rang
de 6. Pour obtenir une matrice inversible, il sut d'utiliser la matrice modiee
K
m
= K + S
>
S, qui ne change pas la solution du systeme global, ni la largeur
de bande de K (car S n'agit que sur les nuds consecutifs s
 
j
et s
+
j
et on impose
SU = 0). Nous appelons le terme S
>
S (( raideur elementaire de soudure )) (cette
methode est inspiree de [Tij78]).
3.3 Integration numerique
3.3.1 Patch test pour une equation d'ordre 2m
Nous avons vu page 160 que le patch test peut s'ecrire (nous sommes dans le
cadre d'application du theoreme 12)
8p 2 P;8v 2 V
n
; a

(p; v) = a(p; v)
Pour l'equation
( 1)
m
u
(2m)
(x) = f(x);8x 2]a; b[
la forme bilineaire a est
a(u; v) =
Z
b
a
u
(m)
v
(m)
dx;
l'espace P est l'ensemble des polyno^mes de degrem, P
m
. Si l'on considere l'ensemble
P
d
, d  m, alors les taux de convergence seront superieurs (voir [ZT97]), on se
restreint a d < 2m.
Soit N
i
une base de l'espace V
n
et la base canonique de P
d
, (
x
k
k!
)
k2[0;d]
. Les
conditions pour k < m sont evidement veriees par une methode de type Gauss car

x
k
k!

(m)
= 0 dans ce cas. Les conditions restantes sont donc
8i;8k 2 [m; d]; a

(
x
k
k!
; N
i
) = a(
x
k
k!
; N
i
):
Par ailleurs, l'identite suivante se demontre facilement avec k  m integrations par
parties successives
8f;8k 2 [m; 2m[; a(
x
k
k!
; f) =
k m
X
l=0

x
l
l!
f
(m l 1)
(x)

b
a
Ces considerations demontrent le theore^me suivant.
Theoreme 15 Soit m et d deux entiers tels que d 2 [m; 2m[. Deux conditions
necessaires pour passer le patch test d'ordre d pour une equation d'ordre 2m sont
1. La matrice K

, K

ij
= a

(N
i
; N
j
) est de rang n m.
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2. Pour toute fonction de base N
i
, l'integration numerique
=
R
et la derivation

k
x
k
sont liees par
8k 2 [m; d];
=
Z
x
k m
(k  m)!

m
N
i
x
m
dx =
"
k m
X
l=0
x
l
l!

m l 1
N
l
x
m l 1
(x)
#
b
a
On pose dans la suite
M
k
i
(x) =
k m
X
l=0
x
l
l!

m l 1
N
i
x
m l 1
(x)
3.3.2 Analyse des contraintes pour un schema de Gauss mo-
die
Le theore^me 15 est la generalisation des conditions connues pour l'equation de
la chaleur ou l'elasticite lineaire [Lao96, Kro96]. Nous utilisons la technique decrite
au chapitre precedent pour construire un schema d'integration de Gauss modie
avec points de Legendre 
g
et poids !
g
. Chaque pave ]; [ a une liste d'inuence
constante renumerotee 1; : : : ; n
i
et les contraintes peuvent s'ecrirent e
>
! = 2 et
D! = 0 comme predemement, avec
k 2 [0; d m]; i 2 [1; n
i
]; g 2 [1; n
g
]; j = (d m)(i  1) + k + 1
D
gj
=

k
g
k!

m
N
i

m
(
g
) 
1
2

M
k
i
()

1
 1
Propriete 39 Les contraintes sur les poids ! ne forment pas une famille libre.
Elles assurent l'integration exacte des polyno^mes jusqu'au degre 2(d m).
Soit un polyno^me de degre inferieur ou egal a d, et a
i
tels que
P
n
i
i=1
a
i
N
i
(x) = p(x),
il vient en faisant la combinaison lineaire des contraintes avec les a
i
pour un degre
k 2 [0; d m] xe :
{ d'une part (membre de gauche)
n
i
P
i=1
a
i
n
g
P
g=1

k
g
k!

m
N
i

m
(
g
)!
g
=
n
g
P
g=1

k
g
k!
n
i
P
i=1
a
i

m
N
i

m
(
g
)!
g
=
n
g
P
g=1

k
g
k!

m
p

(
g
)!
g
=
n
g
P
g=1

k
g
k!
p
(m)
(
g
)!
g
{ d'autre part (membre de droite),
n
i
P
i=1
a
i
M
k
i
() =
n
i
P
i=1
a
i
k
P
l=0

l
l!

m l 1
N
i

m l 1
()
=
k
P
l=0

l
l!
n
i
P
i=1
a
i

m l 1
N
i

m l 1
()
=
k
P
l=0

l
l!

m l 1
p

m l 1
()
=
k
P
l=0

l
l!
p
(m l 1)
()
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Et nalement, pour chaque degre k 2 [0; d   m], les conditions de consistance
impliquent que
n
g
X
g=1

k
g
k!
p
(m)
(
g
)!
g
=
Z
1
 1

k
k!
p
(m)
() d
Ceci demontre que les polyno^mes jusqu'au degre 2(d m) sont integres exactement
(car le degre de p
(m)
() varie de 0 a 2(d  m)). Par ailleurs, en prenant des po-
lyno^mes de degre inferieur a m, la condition est 0 = 0 : il existe donc des contraintes
redondantes dans D.
3.3.3 Test pour la exion
La exion d'une barre sous hypotheses de Kirchho est regie par une equation
du quatrieme ordre, soit u
(4)
+ f = 0. Nous considerons ici deux cas de chargement
d'une poutre unitaire [0; 1]:
{ origine bloquee (u(0) = 0; u
0
(0) = 0) et poids (solution polynomiale de degre
4).
{ extremites xee (u(0) = 0; u(1) = 0) et force ponctuelle en x
0
.
La solution numerique est construite avec l'approximation diuse Lagrangienne
avec consistance cubique ou quadratique. L'integration associee est calculee avec
des patchs tests respectivement quadratique et cubique. La premiere methode cor-
respond au patch test minimum. Les taux de convergence observes pour les deux
methodes sont donnes dans le tableau 3.1. Les taux observes sont ceux attendus,
mais nous avons remarque que la technique d'integration issue du patch test cubique
n'est pas stable numeriquement avec un nombre raisonnable de points de Gauss.
A. D. quad. A. D. cub.
probleme 1 probleme 2 probleme 1 probleme 2
u -1.83 -1.91 -3.98 -3.00
u
0
-2.04 -1.94 -3.39 -3.58
u
00
-1.39 -1.47 -2.08 -1.56
Tab. 3.1: Taux de convergence pour la exion avec l'approximation diuse Lagran-
gienne (derivee diuse). Pour l'integration, nous utilisons 3 points de Legendre
supplementaires et m = n
g
+ 1.
3.3.4 Mise en uvre pour les poutres
Dans le cas general, nous nous contentrons de verier les contraintes issues des
patch tests minimaux : c'est{a{dire de degre 1 pour u
t
et !
t
et degre 2 pour u
n
et
u
b
. Ainsi sur chaque pave d'integration ]; [, nous imposons pour tous les nuds
d'inuence
8
>
<
>
:
=
R


L
i
x
= [L
i
]


=
R



2
N
i
x
2
= [
N
i
x
]


=
R



2
M
i
x
2
= [
M
i
x
]


Ces contraintes s'ecrivent comme precedement et le me^me algorithme peut e^tre uti-
lise pour calculer les poids d'integration. Dans notre cas, la matrice des contraintes
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s'ecrit
g 2 [1; n
g
]; i 2 [1; n
i
];
8
>
>
<
>
>
:
D
g;3(i 1)+1
=
L
i

(
g
) 
L
i
(1) L
i
( 1)
2
D
g;3(i 1)+2
=

2
N
i

2
(
g
) 
N
i

(1) 
N
i

( 1)
2
D
g;3(i 1)+3
=

2
M
i

2
(
g
) 
M
i

(1) 
M
i

( 1)
2
Dans ce cas, le nombre de points d'integration est tres eleve car nous avons 3n
i
contraintes par pave : ceci augmente le temps de calcul de l'integration speciale,
mais nous avons vu dans le chapitre precedent qu'elle est necessaire. De plus, dans
l'application que nous presentons, la construction de la matrice de raideur n'est pas
limitante. En pratique, nous utiliserons n
g
= 3n
i
+3 points de Gauss et m = n
g
+1
mono^mes pour la minimisation de jjG!   jj.
3.4 Tests numeriques
3.4.1 Integration (exion)
Nous avons calcule les poids d'integration adaptes a la pseudo{derivee de l'ap-
proximation diuse Hermite cubique seule. Deux exemples sont representes gures
3.3. Les valeurs sont tres eloignees des poids de Gauss{Legendre usuels ! Ceci s'ex-
plique car la pseudo{derivee des fonctions de forme N
i
n'est pas toujours de bonne
qualite : la forme de la fonction est correcte, mais pas l'amplitude comme le montre
la gure 3.4. Nous devrons donc utiliser la derivee complete de l'approximation
diuse Hermite.
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Fig. 3.3: Poids de l'integration adaptee pour un patch test quadratique et l'approxi-
mation diuse Hermite cubique.
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Fig. 3.4: Derivee seconde de l'approximation diuse Hermite.
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Les etudes de sensibilite de l'integration aux dierents parametres (nombre de
points de Gauss, nombre de mono^mes adapte au defaut de rang de D ou non, : : : )
montrent des comportements identiques a ceux detailles dans le chapitre precedent.
3.4.2 Cas tests (exion)
Nous allons ici etudier la convergence de l'approximation diuse Hermite pour
l'etude de la exion seule. L'equation dierentielle de la exion est
EIu
(4)
+ f = 0:
et l'integration correspond au patch test d'ordre 2 (i.e. le patch test minimal).
Nous avons deni quatre cas tests qui representent les dierentes situations
oertent par les problemes de poutres.
Poutre encastree sous son propre poids Le terme source f est simplement le
poids  gS, l'equation d'equilibre et l'encastrement nous menent a
u(x) =  
gS
24EI
x
4
+ ax
3
+ bx
2
:
Les inconnues a et b se calculent en ecrivant que M et T sont nuls en l, soit
u
(3)
(l) = 0 et u
00
(l) = 0, et la solution s'ecrit nalement (probleme 1) :
u(x) =  u
0

2


2
  4 + 6

(3.4)
avec u
0
=
gSl
4
24EI
et  =
x
l
.
Poutre doublement encastree Le calcul est le me^me, mais les conditions aux
limites s'ecrivent maintenant u(l) = u
l
et u
0
(l) = 0. Lorsque le poids est pris
en compte, la deformee s'ecrit (probleme 3) :
u(x) =  u
0

2


2
  2

1 
u
l
u
0

 +

1  3
u
l
u
0

(3.5)
Et en negligeant le poids (probleme 2) :
u(x) = u
l

2
[ 2 + 3] (3.6)
Appuis simples et force ponctuelle Le dernier cas est celui d'une poutre en
appuis simple sur ses extremites et supportant une force ponctuelle F au
point y. La deformee de cette poutre est calculee dans [Lel90], et s'ecrit (on
pose u
1
=
Fl
3
6EI
, et  =
y
l
, probleme 4) :
8
>
>
<
>
>
:
si 0 < x < y
u(x) = u
1
(1  ) 

 (2  )  
2

si y < x < l
u(x) = u
1
 (1  )

 (2  )  
2

(3.7)
Chacune de ces solutions analytiques s'exprime facilement en fonction des pa-
rametres adimensionnels ,
u
l
u
0
et , et le facteur multiplicatif ne joue pas de ro^le
dans la suite.
Nous avons teste l'approximation diuse Hermite avec consistance quadratique
et cubique avec fonction d'inuence vorono d'ordre 2. Le nombre de points de Gauss
supplementaires est 4 et le nombre de mono^mesm est n
g
+1. Les taux de convergence
sont donnes dans le tableau 3.2 et les courbes en annexe I. La reference est donnee
par les elements nis Hermite cubiques avec integration analytique. Les resultats
montrent que l'approximation diuse Hermite est ecace pour resoudre ce genre de
probleme. Les taux de convergence dans le cas de l'approximation Hermite cubique
sont parfois tres eleves(probleme 1 par exemple). Nous ne savons pas expliquer ces
valeurs (super-convergence ou inuence du calcul d'erreur?)
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3.4.3 Poutres courbes
Nous considerons maintenant le modele de poutre complet (i.e. avec les trois
phenomenes : traction, torsion et exion). On considere une poutre helicodale en-
castree a l'origine et soumise a des couples en son extremite. L'etat de contraintes
de cette poutre correspond a un patch test. La gure 3.5 montre la convergence des
contraintes. Le taux de convergence est environ -2, ce qui est le taux optimal. Le
rebond a partir de 500 nuds correspond au zero machine pour les valeurs nodales
(environ 10
 10
).
3.4.4 Discussion des resultats
Les resultats que nous venons de montrer sont tres encourageants, mais ils
soulevent plusieurs questions. Les taux de convergence observes pour la exion seule
(tableau 3.2) sont tres eleves. Les experiences ont ete menees avec une faible per-
turbation du semis de nuds (5%). Nous ne savons pas expliquer ces taux : s'agit{il
de super{convergence?
Le patch test pour une poutre de forme helicodale est convergent. Les simula-
tions d'assemblage de poutres courbes seront donc convergents. Cependant, le patch
test au sens faible n'assure pas de taux de convergence comme au sens fort. Nous
devrons donc chercher les conditions necessaires que doit verier l'integration pour
passer le patch test au sens fort. La principale diculte est le couplage entre les
dierentes fonctions u
t
; !
t
; u
n
; u
b
. Une analyse sans l'hypothese de Kirchho est
peut-e^tre plus aisee dans un premier temps.
Le choix de deux approximations dierentes pour les termes u
t
; !
t
d'une part
et u
n
; u
b
d'autre part a pour consequence d'augmenter le nombre de points de
Gauss necessaires pour respecter les contraintes du patch test. Si le temps de calcul
devient un point crucial, il est possible d'utiliser la me^me approximation pour toutes
les fonctions. Ceci presente cependant trois desavantages :
1. On devra utiliser une approximation diuse Lagrangienne de consistance cu-
bique.
2. La gestion des dicontinuites de u
n
; u
b
devra e^tre revue.
3. On pourra avoir des problemes lies aux conditions Brezzi{Babuska car l'ordre
de derivation des inconnues sont dierents.
Nous avons aussi calcule les modes propres de poutres en utilisant le modele
dius. L'experience montre des resultats similaires a ceux du chapitre precedent.
L'operateur dierentiel est donc bien represente par l'operateur discret.
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u u
0
= ! !
0
=
M
EI
E.F. -2.08 -2.08 -2.08
Pb 1 H.D. quad. -2.27 -2.20 -1.02
H.D. cub. -4.59 -3.78 -2.45
Pb H.D. quad. -2.27 -2.19 -1.08
2 H.D. cub. -2.95 -2.00 -0.85
E.F. -2.97 -3.03 -2.03
Pb 3 H.D. quad. -2.52 -2.30 -1.16
H.D. cub. -4.45 -3.57 -2.62
Pb H.D. quad. -2.28 -2.20 -1.16
4 H.D. cub. -4.21 -2.96 -1.83
Tab. 3.2: Taux de convergence des elements dius Hermite
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Fig. 3.5: Convergence des contraintes pour une poutre en helice (patch test).
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3.5 Conclusion
En conclusion, nous avons developpe un modele de poutre dius en nous ap-
puyant sur
{ l'approximation diuse Lagrangienne,
{ l'approximation diuse Hermitienne,
{ des fonctions d'inuence asymetriques,
{ une integration numerique adaptee aux fonctions de forme diuses.
L'hypothese mecanique de Kirchho nous permet de ramener la description de la
poutre aux quatres fonctions u
t
; !
t
; u
n
; u
b
seulement. Elles sont approximees par
{ l'interpolation diuse Lagragienne de consistance quadratique pour u
t
et !
t
,
{ l'interpolation diuse hermitienne de consistance cubique pour u
n
et u
b
.
{ les fonctions d'inuence de type (( Vorono )) et d'ordre deux sont utilisees pour
les deux interpolations.
L'integration numerique est construite a partir des patch tests et l'on utilise
{ 3 points de Gauss supplementaires par tuile,
{ n
g
+ 1 mono^mes.
Avec ces parametres, le modele discret est convergent pour des poutres courbes.
Nous allons donc l'utiliser dans la suite pour une application a la simulation de
forage petrolier. Dans cette application le surcou^t de calcul du^ a l'integration nume-
rique n'est pas limitant car on doit traiter les contacts roche{structure. Gra^ce a la
continuite de l'approximation diuse, nous pensons que les eorts seront mieux
calcules par notre modele de poutre que par un modele elements nis classique.
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Chapitre 4
Application a un probleme
de forage
Nous avons developpe un modele de poutre discret dans la partie precedente.
Nous montrons ici son utilisation pour traiter un probleme de forage car nous
pensons que l'utilisation de l'approximation diuse peut ameliorer l'estimation des
contraintes dans la structure gra^ce a sa regularite. L'hypothese de Kirchho doit
permettre de traiter plus facilement des structures tres elancees en diminuant les
problemes de bloquage (dynamique du forage).
Cette partie se place dans le cadre d'une recherche active sur le forage au
CGES (petrolier en particulier). Nous avons donc benecie des methodes existantes
(contact 2d par exemple) mais l'application de l'approximation diuse a aussi per-
mis une evolution de deux aspects de la modelisation :
{ la description de la geometrie d'une part,
{ l'algorithme de contact 3d d'autre part.
Les details sur la modelisation et l'etat des recherches en 2d sont presentes dans
[Mao99]. Nous nous focaliserons dans cette partie sur les techniques mises en uvre
pour simuler la physique du forage, et expliquerons pourquoi nous pensons que l'ap-
proximation diuse peut permettre une meilleure estimation des eorts. Les details
sur le modele ou le forage petrolier se trouvent dans l'ouvrage cite precedement
[Mao99].
Nous commencons par decrire rapidement le probleme physique et son modele.
L'algorithme de contact 2d est presente puis les modications necessaires pour pas-
ser a 3 dimensions.
4.1 Probleme pose
4.1.1 Description du probleme physique
L'industrie petroliere utilise de plus en plus les forages devies an d'augmenter
les taux de recuperation de l'huile en place. Le contro^le de la trajectoire est l'un
des facteurs essentiels dans la reussite d'un tel projet. Plusieurs technologies sont
utilisees : systemes de fond de trou actifs ou stabilisateurs en forage rotary. Nous
allons etudier ici ce dernier cas car le forage rotary est moins cou^teux et produit des
puits plus faciles a equiper en general. La gure 4.1 montre les elements principaux
d'un forage rotary.
La garniture de forage est un tube qui transmet la rotation du moteur de surface
a l'outil et permet la circulation des boues de forage dont le ro^le est l'evacuation
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Fig. 4.1: Representation schematique d'un systeme de forage.
des debris de roche. Le diametre de ce tube varie, en particulier pres de l'outil ou
se situent les stabilisateurs.
La simulation du forage rotary se decompose en trois etapes :
1. Simulation de la garniture de forage.
2. Mise en place d'un modele d'interaction outil{roche.
3. Couplage de ces deux modeles.
Nous nous focalisons ici sur la premiere etape qui est un calcul statique de la
mecanique de la garniture car l'ensemble du modele est quasi{statique, il est decrit
dans [Mao99]. Pour le calcul de trajectoire, seule la partie terminale de la garni-
ture est simulee ; en revanche, la dynamique du forage demande la simulation de
l'ensemble de la structure.
4.1.2 Modelisation, geometrie
La garniture est modelisee comme une poutre (caracterisee par les grandeurs
E;G; S; I; k
0
car c'est un tube) en petits deplacements autour de l'axe du puits.
Ceci suppose que l'on sache calculer les contraintes initiales correspondant a cet
etat d'une poutre initialement droite : ces contraintes dependent de la geometrie du
puits.
Geometrie La geometrie d'un puits est contruite a partir des mesures suivantes :
{ longueur de puits fore,
{ orientation de l'outil.
Ces donnees menent a un probleme d'interpolation original. On utilise en general une
technique basee sur des arcs de cercle. Dans ce travail, nous avons choisi d'utiliser
des arcs d'helice qui permettent de decrire la torsion de la trajectoire et ainsi de
mieux prendre en compte l'aspect 3d du probleme traite.
Deux points de donnees successifs i; i + 1 sont relies par une helice dont les
courbures et torsion (qui sont constantes le long de l'helice) sont calcules avec les
directions des positions i   1; i; i + 1. La geometrie obtenue interpole les mesures
par une succession de segments de droite, d'arcs de cercle et d'arcs d'helice. La
construction geometrique des helices est decrite dans [Sav99]. Comme precedement,
l'abscisse curviligne est notee s,
0
la derivation selon s, et (
~
t; ~n;
~
b) la base de Frenet
le long de la trajectoire.
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Contraintes initiales Les contraintes initiales associees a un arc de cercle ou un
arc d'helice sont simplements composees d'un moment constant [Tij99] :
 !
M =
8
<
:
EI
0
EI
9
=
;
4.2 Contact 2d
La principale diculte pour la simulation de la mecanique de la garniture pro-
vient du contact avec la roche. Un algorithme qui s'appuie sur des forces nodales a
ete developpe au CGES en 2d [Mao99]. Son intere^t principal est de ne pas modier
la matrice de raideur comme nous allons le voir dans la partie suivante. Ainsi, une
fois la matrice K construite et triangulee, il sut de resoudre des systemesKU = F
avec dierents seconds membres. La contruction de la matrice de raideur diuse qui
est plus longue que celle des elements nis n'est plus le facteur limitant du calcul.
De plus, les forces nodales appliquees au modele dius ne font pas appara^tre de
discontinuites de contraintes comme c'est le cas pour les elements nis : (( on rend
le contact local )).
4.2.1 Description de l'algorithme
Supposons que l'on connaisse l'ensemble des nuds de contact C. Pour chaque
nud en contact, les conditions suivantes sont veriees (on note ~
c
la direction du
contact au point c, voir gure 4.2) :
{ jj~u
c
jj = e
c
(e
c
est le jeu i.e. la dierence des rayons du puits et de la garniture).
{ Les eorts de la roche sur la structure au nud sont
 !
F =  F
c
n
~
c
+ k
f
F
c
n
~
t (frottement de Coulomb)
 !
C = k
m
F
c
n
~
t (idem)
et ils verient
{ F
c
n
> 0
ou ~u
c
= u
n
~n + u
b
~
b est la projection du deplacement du nud c sur le plan (~n;
~
b).
La condition ~u
c
:~
c
= e
c
est equivalente a jj~u
c
jj = e
c
, et comme ~ est orthogonal a
~
t,
la condition peut aussi s'ecrire sur le deplacement total du nud. Nous utiliserons
cette deuxieme forme car elle est lineaire.
Notons ~a
d
c
le deplacement du nud d du^ a des eorts de contact unitaires (i.e.
F
c
n
= 1) appliques au nuds c et ~u

c
le deplacement de la structure sans contact. Le
deplacement d'un point de la structure s'ecrit par le principe de superposition
~u = ~u

+
X
c2C
F
c
n
~a
c
et en particulier pour le nud d
~u
d
= ~u

d
+
X
c2C
F
c
n
~a
d
c
En ecrivant la premiere condition de contact en chaque nud, i.e.
X
c2C
~a
d
c
:~
d
F
c
n
= e
d
  ~u

d
:~
d
; 8d 2 C
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Fig. 4.2: Direction de contact, forces ponctuelles de contact aux nuds.
on obtient un systeme lineaire AF = B qui permet de calculer les eorts aux nuds
de l'ensemble de contact. Notons que dans le cas ou l'on neglige les frottements,
la matrice A =

~a
d
c
:~
d

dc
de ce systeme lineaire est une sous{matrice de K
 1
: ceci
assure son inversibilite (elle est me^me denie positive). Avec frottements, la matrice
A est toujours inversible mais non symetrique.
La methode que nous venons de decrire permet de calculer les forces de contacts
lorsqu'on connait a priori les nuds de contact. Pour calculer cet ensemble, nous
allons iterer le calcul precedent en faisant evoluer l'ensemble des nuds de contact.
A chaque iteration, on :
{ ajoute le nud le plus penetrant,
{ o^te le nud le plus en traction (i.e. s'il existe des nuds tels que F
c
n
< 0, on
enleve le plus negatif).
Ces deux regles permettent de construire un algorithme convergent (d'apres [Tij99]).
Le critere d'arre^t est la stationnarite de la suite des ensembles de nuds de contact,
sachant que les deux conditions ci{dessus sont respectees a des tolerances pres
fournies par l'utilisateur en tant que precisions respectivement sur le deplacement
et sur la force.
4.2.2 Exemple
Pour illustrer le fonctionnement de l'algorithme que nous venons de decrire, nous
allons traiter un exemple simple : on considere un element de garniture horizontal
dans un puits, encastre a gauche et sous son propre poids (voir gure 4.2). Il est
possible de calculer la eche analytique d'une telle poutre :
8
>
>
>
>
<
>
>
>
>
:
j le jeu
l
c
=

72EIj
gS

1=4
u(s) =
(
 
gSl
4
c
72EI

1 + 4(
s
l
c
  1)
3
+ 3(
s
l
c
  1)
4

si s < l
c
j si s  l
c
La gure 4.4 montre les etapes de l'algorithme de contact 2d.
Comme on conna^t la solution analytique du probleme precedent, il est possible
d'etudier la convergence de l'ensemble poutre diuse et algorithme de contact. La
gure 4.5 montre l'erreur en norme L
2
contre le nombre de nuds pour la eche,
la rotation de la section droite et le moment (le cas est de la exion pure). Les
nuds sont generes avec une faible perturbation de 2.5%. La simulation mise en
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place converge pour ce cas et les taux de convergence sont donnes dans le tableau
4.1. Les courbes ne sont pas regulieres car la position du premier nud de contact
par rapport a l
c
joue un ro^le important dans l'erreur.
u -2.64
! = u
0
-2.11
M = EIu
00
-1.67
Tab. 4.1: Taux de convergence pour le probleme du puits horizontal (precision sur
le deplacement 10
 10
, precision sur les forces 0).
La gure 4.3 montrent que le nombre d'iterations augmente lorsque la precision
demandee sur les positions augmente. La relation entre le logarithme du nombre
d'iteration est le logarithme de l'erreur est lineaire (pente -0.2). Le temps de calcul
augmente rapidement avec le nombre d'iteration et le nombre de nuds en contact,
mais la precision sur le jeu est faible ce qui nous autorise a utiliser une precision
sur les positions elevees. Sur notre cas, la precision sur les forces a peu d'inuence
sur le nombre d'iterations.
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Fig. 4.3:

Evolution du nombre d'iterations en fonction de la precision sur les posi-
tions (precision sur les forces 0, 1000 nuds).
4.2.3 Discussion
Avant toute chose, notons que les frottements entre la garniture et le puits
sont calcules de facon simpliee gra^ce a la connaissance a priori sur le systeme
physique. En pratique les coecients k
f
; k
c
peuvent e^tre signes pour tenir compte
du deplacement selon
~
t (k
f
est negatif si u
t
est positif) et du sens de rotation de la
garniture. Par ailleurs, l'utilisation du repere de Frenet simplie ce test.
L'intere^t du modele dius est principalement lie a la forme de l'algorithme de
contact. Comme le contact est pris en compte par des forces nodales, un modele
element nis fait appara^tre des discontinuites de contraintes aux nuds en contact.
Dans le cas precedent, le moment est la derivee seconde de la eche, et des elements
Hermite cubiques n'assurent qu'une approximation C
1
alors que le modele dius
admet la regularite de la fonction w
ref
(en pratique C
2
avec la spline quartique). On
peut donc esperer une meilleure estimation des eorts sur l'outil de forage gra^ce a
la regularite de l'approximation. Des tests avec parametres reels devront e^tre menes
pour le verier.
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Fig. 4.4: Exemple de calcul de contact garniture{puits. La courbe horizontale
represente la paroi du puits.
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Fig. 4.5: Convergence pour le probleme du forage horizontal.
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L'algorithme de contact que nous avons mis en place n'est pas transposable
directement en 3d : en 2d la condition (( linearisee )) ~u:~ = j assure la condition
de contact exactement et le choix du point de contact est evident entre les deux
candidats sur la section du puits ((( du co^te ou l'on penetre la roche ))). En 3d, les
choses sont bien dierentes car la condition geometrique ~u:~ = j n'est susante
pour assurer que le contact est sur la frontiere du puits que si ~ est vraiment
la direction de contact. Ainsi le passage de 2d a 3d s'accompagne d'un probleme
supplementaire : celui de la determination des directions ~
Deux possibilites se presentent pour calculer le contact en 3d :
1. Ne plus utiliser la version linearisee de la premiere condition de contact ~u:~ = e
mais revenir a jj~ujj = e.
2. Trouver une technique pour calculer les (( bonnes )) positions de contact et
utiliser la technique precedente pour calculer les eorts.
La premiere technique demande de resoudre un probleme non{lineaire, nous avons
donc invente une technique hybrique ou le calcul des forces de contact est couple a
la methode de Newton pour trouver les points de contact.
4.3 Contact 3d
4.3.1 Description
Le calcul de l'equilibre de la structure en contact avec le puits suit le me^me
cheminement que precedement (on itere sur l'ensemble des nuds en contact C).
On initialise la direction de contact d'un nud entrant dans l'ensemble des nuds
en contact comme la direction de son deplacement a cette etape, i.e. ~ =
~u
jj~ujj
. En
3d, la premiere condition de contact est equivalente au systeme d'equations

~u
c
: ~
c
= e
c
; c 2 C
~u
c
:~
c
= 0; c 2 C
avec ~
c
= ~
c
^
~
t. Nous allons resoudre ce systeme non lineaire (les vecteurs ~ sont
des inconnues) en resolvant alternativement sur les forces F
c
n
et les directions ~
c
.
Les forces sont calculees a partir du premier systeme d'equations avec la methode
precedente. Puis les nouvelles directions de contact en annulant les tangentes des
angles entre les vecteurs ~
c
et ~u en chaque nud de contact, soit
T
c
= ~u:~
c
=e
c
Nous utilisons ici une linearisation du second jeu d'equations (methode de Newton,
gure 4.6) pour modier les directions ~
c
. Ces deux phases sont iterees jusqu'a
l'obtention d'une solution.
4.3.2 Calcul elementaire des directions
Chaque tangente T
c
est fonction de tous les vecteurs ~
d
qui sont parametres par
des angles 
d
(ce ne sont que des directions). La methode de Newton calcule les
variations angulaires solutions du systeme d'equation
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Fig. 4.6: Algorithme de Newton en 1d pour calculer le zero d'une fonction.
et on modie chaque direction ~
c
en normalisant le vecteur (on suppose 
c
petit)
~

c
= ~
c
+
c
~
c

Evaluons les derivees partielles
@T
c
@
d
. Deux cas se distinguent :
{ Si c = d, nous avons
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et donc la variation de T
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est
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c
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~
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c
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avec
~
b
d
c
le deplacement du nud d lorsque le nud c est soumis a une force
 ~
c
 B
c
~
c
. Pour cette derniere egalite, on utilise le fait que
@~a
d
c
@
c
=
~
b
d
c
. Il reste
a calculer les
@F
d
n
@
c
.
{ Si c 6= d, il vient
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c
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=
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c
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d
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=
X
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n
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~
b
c
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Calculons maintenant les
@F
c
n
@
d
. Les F
c
n
sont solutions du systeme AF = B, donc
leurs derivees partielles de
A
@F
@
d
=
@B
@
d
 
@A
@
d
F
Tous calculs faits, le second membre de ce systeme s'ecrit
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ieme
ligne)
4.3.3 Mise en uvre

A chaque etape de l'algorithme de contact, on doit resoudre pour chaque nud
dans C deux problemes d'elasticite (calcul de ~a
d
c
et
~
b
d
c
). Cependant la matrice de rai-
deur a une tres faible largeur de bande (24) et la resolution des systemes d'elasticite
est tres rapide ; ceci est d'autant plus vrai que la matrice de raideur n'est triangulee
qu'une fois. En revanche, le calcul des forces F
c
n
et des directions ~
c
devient lourd
lorsque le nombre de nuds de contact augmente car la matrice A est pleine et non
symetrique (frottement).
Notons aussi que l'implementation de l'algorithme de contact demande du soin
pour eviter d'encombrer la memoire ou de recalculer de trop nombreuses fois les
me^mes elements. En eet, le calcul du contact pour le cas 2d presente dans la partie
precedente est 40 fois plus long que la construction de la matrice de raideur (pour
100 nuds) ! En 3d ce chire est encore plus eleve du fait de l'iteration sur les
directions de contact.
Les tests numeriques ont montre que la technique proposee (modele elastique
(( KU = F )) + contact, avec discretisation element nis ou dius) pour calculer
l'equilibre de la garniture dans le puits est convergente dans sa version 3d (i.e. on
arrive bien a calculer un etat d'equilibre). La convergence des solutions calculees n'a
pu e^tre testee numeriquement car nous ne connaissons pas de solution analytique de
problemes 3d. Des experiences devront e^tre construites pour comparer ces solutions
avec la realite.
4.4 Conclusion
En conclusion nous avons propose dans ce chapitre une technique basee sur les
elements dius pour calculer l'equilibre de la garniture dans un puits au cours d'un
forage devie. L'utilisation de l'approximation diuse permet de calculer des eorts
plus lisses que les elements nis : ceci devrait permettre une meilleure estimation
des eorts a l'outil et ainsi ameliorer la prediction des trajectoires de forage. La
convergence de la methode a ete demontree pour un cas 2d
1
. L'algorithme de contact
a ete etendu en 3d gra^ce a une methode originale.
Au cours de ce travail, nous avons apporte deux originalites par rapport aux
methodes existantes :
{ La geometrie est decrite de facon plus riche avec l'utilisation d'arcs d'helice.
1. Nous n'avons pas propose de comparaison avec les elements nis car le code dont nous dipo-
sons ne s'appuie pas sur l'hypothese de Kircho et utilise des elements Lagrangiens quadratiques
pour les deplacements et les rotations
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1. Construction de l'integration et des raideurs, forces elementaires.
2. Calcul de la deformee sans contact ~u

.
3. Mettre a jour l'ensemble des nuds en contact (valeur initiale ;).
i. Ajouter le nud le plus penetrant (a la precision 
u
).
ii.
^
Oter le nud le plus en traction (a la precision 
F
).
4. Si l'ensemble de contact n'a pas ete modie a l'etape precedente, aller a 7.
5. Calculer les forces et directions de contact :
Tant que (max
c2C
(T
c
) > 
a
)
i. Calculer les forces F
c
n
.
ii. Calculer les nouvelles directions de contact ~.
6. Aller a 3.
7. Fin.
Fig. 4.7: Sequencement pour la simulation de la garniture.
{ L'algorithme de contact a ete etendu au cas 3d en conservant sa robustesse.
Chacun de ces deux points presentent un grand intere^t pour l'etude du comporte-
ment azimutal des systemes rotary. La construction du modele dius ouvre ainsi de
nombreuses perspectives comme
{ la construction d'une experience pour comparer les solutions elements nis et
diuse avec la realite,
{ l'utilisation du modele dius pour la simulation complete du forage, compa-
raison a des cas reels et aux resultats elements nis
{ l'ajout de couples de contact pour aligner la tangente de la deformee avec celle
du puits,
{ : : :
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Conclusions et perspectives
Dans ce travail, nous avons aborde trois themes de recherche qui sont :
{ L'approximation,
{ Le maillage et la modelisation geometrique,
{ La resolution numerique des equations aux derivees partielles.
Dans la partie approximation, nous avons deni et etudie les outils de base de notre
travail. L'approximation diuse Hermite y est construite et analysee. L'application
au maillage montre la puissance des techniques de moindres carres glissants et ore
des resultats encourageants sur un exemple d'application. La derniere partie cont-
ribue a l'amelioration des techniques de resolution d'equations dierentielles sans
maillage en denissant et analysant une methode d'integration numerique originale.
Approximation
La notion de pseudo{derivee est utilisee dans chaque application et montre ainsi
son ecacite. Ce constat met en evidence l'une des deux proprietes essentielles
de l'approximation diuse : la facilite d'estimer des derivees de grande regularite.
La seconde caracteristique remarquable de l'approximation diuse est l'absence de
maillage, qui est remplacee par la notion de fonction d'inuence. Comme les splines
ou le krigeage ne s'appuient pas non plus sur un maillage pour calculer une approxi-
mation, nous denissons l'approximation myope : un pont entre les interpolateurs
radiaux et l'approximation diuse. Sa construction s'appuie sur une comprehension
approfondie des splines d'ajustement et permet de montrer les dierences entre les
deux types d'approximation. Elle permet aussi une analyse originale de l'equivalence
splines{krigeage basee sur le calcul explicite des representants des formes lineaires
L
i
et le centrage du systeme de construction des splines d'ajustement (propriete 22,
page 60). Les fonctions de forme myopes sont caracterisees par un systeme hybride
et leurs pseudo{derivees denies.
Nous avons teste les fonctions de forme myope pour la resolution d'equations
dierentielles, mais les resultats, presentes dans [SVS99], ne montrent pas d'amelio-
rations particulieres vis-a-vis d'une solution diuse classique. Ce developpement
n'est pourtant pas un echec car il montre clairement les dierences et points com-
muns entre approximation diuse et krigeage. L'approximation myope se presente
aussi comme un bon candidat pour regulariser les krigeages en voisinages glissants.
Notre seconde contribution est la construction et l'etude de l'approximation
diuse Hermite. Nous suivons encore le me^me cheminement : pseudo{derivation,
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fonctions de forme et convergence (theoremes 9 et 10). L'approximation diuse
Hermite est a la base des deux autres themes abordes : modelisation geometrique et
equations dierentielles.
En conclusion, l'etude de l'approximation diuse nous a permis d'en proposer
des extensions :
{ L'approximation myope est une exploration theorique importante pour situer
la technique des moindres carres glissants vis{a{vis des interpolateurs radiaux.
{ L'approximation Hermite permet de prendre en compte des donnees dieren-
tielles (la methode se generalise facilement a d'autres donnees que de simples
derivees).
En parallele, nous avons utilise l'approximation diuse lagrangienne pour de nom-
breuses applications pratiques comme le transport de champ entre simulations ou
le lissage et la derivation de signaux.
Modelisation geometrique
L'approximation diuse Hermite permet de developper une methode d'estima-
tion de la courbure de surfaces triangulees. Cette technique est un ranement de
la methode d'estimation usuelle par ajustement, elle en ameliore grandement la
resolution. Nous avons propose une etude experimentale approfondie de la methode
et une comparaison a d'autres techniques (methode de Samson, methode duale) qui
montrent la qualite de ses resultats.
Les proprietes du calcul des courbures nous permettent de construire un algo-
rithme de reconnaissance des surfaces performant. L'etude theorique de la methode
nous permet de demontrer sa convergence (theoreme 11) et de discuter en detail
ses conditions d'application, les principaux resultats sont decrits dans [SRSV99]. La
technique de calcul duale est utilisee par A. Rassineux et al. pour reconstruire et
adapter des maillages surfaciques [RSSV99].
Ainsi l'application de l'approximation Hermite a la modelisation geometrique
est un succes, elle ouvre de nombreuses perspectives. Les courbures calculees aux
nuds sont de bons indicateurs de la rugosite de la surface, elles permettent de
detecter des traits particuliers des surfaces comme :
{ Les failles sur une surface geologique (projet en cours),
{ les are^tes sur un modele CAO,
{ : : :
La reconnaissance des surfaces est elle aussi un domaine prometteur, cependant
deux points doivent encore e^tre ameliores :
{ Les surfaces reconnues sont tres simples, et l'ajout d'autres surfaces elemen-
taires (surfaces de revolution par exemple) est necessaire.
{ Le parametrage des dierents operateurs bases sur la courbure est peu auto-
matise.
Ces deux developpements sont des etapes vers une reconstruction (au moins par-
tielle) d'un modele CAO a partir d'une surface triangulee.
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Equations dierentielles
La derniere partie de notre travail concerne la resolution numerique des equations
dierentielles. Les techniques sans maillages sont maintenant reconnues par la com-
munaute scientique comme le montrent les sessions speciques dans la plupart des
congres internationaux. Les domaines d'applications sont de plus en plus varies ;
l'elasticite lineaire utilisee pour etalonner les methodes a fait place a des problemes
plus complexes comme les grandes deformations [JLB98, BK98], la mecanique des
uides [OIZT96, CS98], le calcul d'impact [BBAC99], ou la dynamique [LJL
+
95].
Parallelement les chercheurs ont continue a developper leurs methodes avec la const-
ruction de nouvelles techniques d'approximation pour le calcul multi{echelle par
exemple ou encore de l'integration nodale. Cependant, nous avons montre dans
l'etude biliographique que certains aspects theoriques ne sont pas solides. La prise
en compte des conditions aux limites ou l'integration numerique ne sont pas satis-
faisantes. Nous avons donc choisi de nous pencher sur ces problemes fondamentaux
pour donner une base solide a l'ensemble des applications.
Notre principale contribution est la mise en uvre et le test d'une methode
d'integration numerique adaptee a l'interpolation utilisee et qui assure le patch test
(quatrieme partie, chapitre 2). Dans ce chapitre, nous avons
{ Decrit et analyse la technique d'integration adaptee,
{ Teste la sensibilite a chacun de ses parametres,
{ Montre qu'elle est susante pour obtenir de bons taux de convergence.
La technique est ainsi bien etablie et nous permet d'envisager son extension a 2 ou
3 dimensions. L'integration numerique adaptee a aussi ete etendue a l'etude de la
exion des poutres (chapitre 3). Pour cela, nous avons propose
{ Une analyse du patch test pour la exion.
{ L'extension de la technique de calcul de l'integration adaptee pour la exion.
{ Son application a l'approximation Hermite.
Nous pouvons alors construire un modele de poutre 3d pour resoudre un probleme
issu du forage petrolier en
{ Ameliorant la decription de la geometrie (arcs d'helice),
{ Denissant un algorithme de contact 3d.
Le probleme non{lineaire (contact) semble mieux resolu gra^ce a l'approximation
diuse qui conserve la continuite des eorts dans la structure. Le modele a ete
expose dans [SVT
+
00, SVTB00].
D'un point de vue plus general, la methode d'integration proposee permet d'ou-
vrir de nombreux themes de recherche :
{ On peut utiliser la pseudo{derivee pour construire une methode convergente
(cas Lagrangien). Ainsi, on pourra utiliser toute la puissance de ce concept
(par exemple, construire des fonctions de forme avec des proprietes pseudo{
dierentielles donnees).
{ La gestion des conditions aux limites peut e^tre etudiee sans que l'integration
en masque certains eets.
{ L'analyse multi{echelle et des indicateurs d'erreurs pourront e^tre developpes.
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Annexe A
Calcul de l'approximation
diuse
Le calcul de l'approximation diuse demande la resolution d'un systeme lineaire
en chaque point. Lorsqu'on cherche les fonctions de forme, il s'agit me^me d'un
systeme lineaire a second membre multiple. Ceci mene a la construction de methodes
speciques pour le calcul des fonctions de forme diuses. Les algorithmes utilises
pour l'approximation diuse Lagrangienne se traduisent tres facilement au cas Her-
mitien, nous nous contenterons donc du premier cas.
Nous proposons l'algorithme adapte au cas monodimensionnel qui est utilise
pour le calcul de poutre par exemple. Nous decrivons ensuite l'algorithme propose
par Breitkopf et. al. dans [BTV99a] qui est plus general. Les complexites des deux
techniques numeriques sont analysees et comparees.
A.1 Cas 1d, derivee reelle
Calcul des fonctions de forme : On part de la caracterisation des fonctions de
forme diuses de Guyon [Guy95a] :
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(A.1)
Ce qui conduit au systeme de construction :
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{ W (x) est la matrice diagonale des w
i
(x),
{ P (x) est la matrice des contraintes (conditions de consistance centrees) :
P
>
(x) =
2
6
6
6
4
1 : : : 1
x
1
  x : : : x
n
x
  x
.
.
.
.
.
.
(x
1
  x)
d
: : : (x
n
x
  x)
d
3
7
7
7
5
224 ANNEXE A. CALCUL DE L'APPROXIMATION DIFFUSE
{ e
1
=< 1; 0; : : : ; 0 >
>
.
Et ce systeme se resout en

N(x) =  W (x)P (x)(x) =W (x)P (x)(P
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1
Notons que les expressions ci{dessus montrent que la fonction de forme N
i
admet
la forme (et ceci denit la fonction n
i
)
N
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On reconna^t ici la formulation de RKPM ou N
i
est le produit de w
i
et d'une
fonction de correction polynomiale C(x; x
i
  x) =  n
i
(x). Les coecients de ce
polyno^me sont ceux de RKPM si
{ La matrice des moments est calculee de facon discrete.
{ Les poids d'integration V
i
sont tous egaux.
Nous utiliserons dans la suite, les fonctions 
i
(x); i 2 I(x) denies par

i
(x) =
d
X
k=1

k
(x)k(x
i
  x)
k 1
Derivees des fonctions de forme : L'expression des fonctions de forme montre
qu'il est penible de calculer leurs derivees, cette tache consomme d'ailleurs beaucoup
de CPU [Kro96]. Le cas de la derivee diuse est beaucoup moins penalisant, car il
sut de remplacer e
1
par e
i
pour obtenir la pseudo{derivee i
ieme
[Guy95a]. De
plus, l'algorithme de Breitkopf [BTV99a] ore une methode rapide de resolution du
systeme (A.1) avec des seconds membres du type E
i
=< 0; e
i
>
>
.
Penchons nous maintenant sur le calcul des derivees (( reelles )) des fonctions de
forme N
i
. Pour cela, nous allons noter A(x) la matrice du systeme (A.1) et M(x)
le vecteur < N(x); (x) >
>
. Le calcul de M
0
(x) mene au syteme :
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et nalement, on obtient M(x) =  A
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 1
(x)E
1
.
Le cas de la derivee seconde s'ecrit
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
A
 1
(x)E
1
. De me^me, le calcul
des derivees successives de N(x) ne necessite (( que )) l'inversion de A(x). Or cette
matrice a une forme tres particuliere que l'on peut exploiter.
En premier lieu, on peut chercher une decomposition LU de A(x) :
A(x) =

S
 1
(x) 0

>
(x) R
>
(x)

S
 1
(x) (x)
0  R(x)

avec
{ S
 1
(x) la matrice diagonale des
p
w
i
(x),
{ (x) = S(x)P (x),
{ R(x) la matrice de la decomposition Cholesky de A(x) = P (x)
>
W (x)P (x).
On est donc toujours oblige de traiter numeriquement au moins une matrice de
taille d pour calculer les derivees reelles des fonctions N
i
.
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Derivee premiere : Commencons par calculer le second membre de l'equation
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En prenant compte de la decomposition de A, le systeme de calcul du vecteur M
0
prend la forme
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>
 
V
 1

0  R

N
0


=
8
<
:
n
p
w
i

i
 
w
0
i
p
w
i
n
i
o
i2I(x)
f
k
g
k2[0;d]
9
=
;
(A.3)
avec 
k
(x) =
n
P
i=1
w
i
(x)(x
i
 x)
k

i
(x) 
n
P
i=1
w
0
i
(x)(x
i
 x)
k
n
i
(x)+ 
2
k
et 
j
i
le symbole
de Kronecker. Le vecteur  est alors solution du systeme A(x)(x) =  (x), et il
vient d'apres le systeme precedent et apres quelques lignes de calcul :
N
0
i
(x) = w
i
(x)
i
(x)  w
0
i
(x)n
i
(x)  w
i
(x)
d
X
k=0

k
(x)(x
i
  x)
k
(A.4)
Cette forme est bien coherente avec l'expression (A.2), et l'intere^t principal de ce
developpement est d'avoir explicite le second membre du systeme de calcul de .
De plus, cela prouve que
2
n
0
i
(x) =
d
P
k=0

k
(x)(x
i
  x)
k
  
i
(x)
=
d
P
k=0

k
(x)(x
i
  x)
k
 
d
P
k=1

k
(x)k(x
i
  x)
k 1
Derivee seconde : La derivation de l'expression de N
0
i
donne
N
00
i
(x) =  w
00
i
n
i
(x)   2w
0
i
(x)n
0
i
(x)  w
i
(x)n
00
i
(x) (A.5)
et la derivee seconde de n
i
s'ecrit
n
00
i
(x) =
n
P
k=0

k
(x)(x
i
  x)
k
  2
n
P
k=1

k
(x)k(x
i
  x)
k 1
+
n
P
k=2

k
(x)k(k   1)(x
i
  x)
k 2
avec 
k
(x) la derivee de 
k
(x). La diculte principale est donc le calcul de la derivee

k
(x), comme l'etait celui de 
k
(x) pour la derivee premiere.
Or
A
00
(x)M(x) =
(
n
w
00
i
(x)
w
i
(x)
n
i
(x)  2
w
02
i
(x)
w
2
i
(x)
n
i
(x)
o
i
+ P
00
(x)
2e
3
)
et
A
0
(x)M
0
(x) =
8
<
:

 
w
0
i
w
i

i
+
w
02
i
w
2
i
n
i
+
w
0
i
w
i
d
P
k=0

k
(x
i
  x)
k

i
+ P
0

 2e
3
9
=
;
1. On oublie la notation fonctionnelle (x) pour alleger les expressions
2. Ce que conrme le calcul direct !
226 ANNEXE A. CALCUL DE L'APPROXIMATION DIFFUSE
d'ou on tire l'expression du second membre du systeme derivee seconde :
A
00
(x)M(x) + 2A
0
(x)M
0
(x) =
(
n
w
00
i
(x)
w
i
(x)
n
i
(x) + 2
w
0
i
(x)
w
i
(x)
n
0
i
(x)
o
i
+ P
00
(x) + 2P
0
(x)
 2e
3
)
Ceci nous invite a denir les fonctions
8
>
>
<
>
>
:
'
i
(x) =
d
P
k=2

k
(x)k(k   1)(x
i
  x)
k 2
 
i
(x) =
d
P
k=1

k
(x)k(x
i
  x)
k 1
et l'exploitation de la decomposition de A(x) nous mene au second membre du
systeme de calcul de , soit, si

k
(x) =
n
P
i=1
w
00
i
(x
i
  x)
k
n
i
(x) + 2
n
P
i=1
w
0
i
(x)(x
i
  x)
k
n
0
i
(x)
+
n
P
i=1
w
i
(x)(x
i
  x)
k
('
i
(x)   2 
i
(x)) + 2
3
k
alors le vecteur (x) est solution du systeme A(x)(x) =  (x). Et ceci permet de
calculer les fonctions N
00
i
.
Mise en uvre : Une fonction de calcul des fonctions de forme EFG
3
et de leur
derivee premiere ou seconde suit donc les etapes suivantes :
1. Calculer A = P
>
WP et sa decomposition Cholesky.
2. Calculer  =  A
 1
e
1
.
3. Calculer n (algorithme de Horner).
4. Si on veut les N
i
, N =  Wn, FIN.
5. Calculer .
i. Stocker le vecteur des 
i
dans un tableau temporaire (Horner).
ii. Construire le vecteur  (Horner) et calculer  =  A
 1
.
6. Calculer n
0
(Horner).
7. Si on veut les N
0
i
, N
0
=  W
0
n Wn
0
, FIN.
8. Calculer .
i. Stocker le vecteur des '
i
  2 
i
dans un tableau temporaire (Horner).
ii. Construire le vecteur  (Horner) et calculer  =  A
 1
.
9. Calculer n
00
(Horner).
10. Calculer N
00
=W
00
n+ 2W
0
n
0
+Wn
00
, FIN.
Les besoins en memoire d'un tel algorithme est : d
2
pour A (sa decomposition
Cholesky est stockee dans A), 3d pour ,  et , m(=Card(I(x))) de tableau tem-
poraire et 3m pour n; n
0
et n
00
, soit nalement d(d+ 3) + 4m.
Nous avons mentionne l'emploi de l'algorithme de Horner pour le calcul des
polyno^mes an de montrer combien le calcul des derivees reelles des fonctions de
forme MLS est cou^teux. Les resolutions de systemes d'equations lineaires (,  et
) utilisent toutes la decomposition de A calculee en 1. Bien entendu, l'algorithme
de Breitkopf est utlilise pour calculer les derivees diuses des fonctions de forme.
3. On derive reellement.
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A.2 Algorithme de Breitkopf
La caracterisation des fonctions de forme ou de leurs pseudo{derivees avec consis-
tance polynomiale mene a un systeme de la forme
2
6
6
6
6
6
6
6
6
6
4
W
 1
P
1
   P
j
   P
k
P
>
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.
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.
.
.
.
.
.
.
.
.
P
>
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0
.
.
.
0
.
.
.
.
.
.
.
.
.
.
.
.
P
>
k
0    0    0
3
7
7
7
7
7
7
7
7
7
5
8
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
:
N
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1
.
.
.

j
.
.
.

k
9
>
>
>
>
>
>
>
=
>
>
>
>
>
>
>
;
=
8
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
:
0
0
.
.
.
1
.
.
.
0
9
>
>
>
>
>
>
>
=
>
>
>
>
>
>
>
;
:
C'est la base des deux algorithmes que nous allons decrire. Le principe de l'ago-
rithme de Breitkopf est d'eliminer les multiplicateurs de Lagrange 
i
un a un en
nissant par 
j
.
Supposons que j = 1 (on peut toujours se ramener a ce cas par inversion de ligne).
La premiere equation
N =  W
 
X
i=1
k   1
i
P
i
+ 
k
P
k
!
injectee dans la derniere nous permet d'elimininer les multiplicateurs de Lagrange

k
(en se rappelant que P
>
k
WP
k
est un scalaire)

k
=  
P
>
k
W
P
>
k
WP
k
k 1
X
i=1

i
P
i
soit pour N
N =  W
 
k 1
X
i=1

i

I  
P
>
k
W
P
k
WP
k

P
i
!
:
Le systeme de caracterisation de N devient alors
2
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6
4
f
W
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k
P
1
   P
k 1
P
>
1
0    0
.
.
.
.
.
.
.
.
.
P
>
k 1
0    0
3
7
7
7
5
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>
>
>
<
>
>
>
:
N

1
.
.
.

k 1
9
>
>
>
=
>
>
>
;
=
8
>
>
<
>
>
:
0
1
0
0
9
>
>
=
>
>
;
ou
f
W
k
=W

I  
P
k
P
>
k
W
P
>
k
WP
k

De la me^me facon, nous pouvons eliminer les multiplicateurs de Lagrange jusqu'a
P
1
gra^ce a la suite nie de matrice
f
W
i
denie par l'algorithme suivant
1. soit
f
W
k
denie comme precedemment
2. pour tout i dans [[2; k   1]],
i. calculer 
i
=
f
W
i+1
P
i
ii.
f
W
i
=
f
W
i+1
 

i

>
i
P
>
i

i
3.
f
W
1
=
1
P
>
1
f
W
2
P
1
f
W
2
et les fonctions de forme sont donnees par
N =
f
W
1
P
1
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A.3 Complexites
Nous avons compte les multiplications necessaires pour calculer les fonctions de
forme avec chacun des deux algorithmes proposes. Nous supposons que les matrices
W et P sont calculees, avec n nuds d'inuence et un degre d en 1d. Le nombre de
multiplication est :
Breitkopf : n(4n+ 4 + (d  2)(n+ 1))
Algorithme 1d : n(d
2
+ 2d+ 1) +
d(2d
2
+3d 1)
6
Ainsi le facteur dominant dans les deux calculs sont dierents. Pour le premier
algorithme, les termes dominants sont en n
2
et n
2
d. Pour le second algorithme, on
a nd
2
et d
3
. Cependant, n et d ont de faibles plages de variations (surtout d : : :
), ce qui ne permet pas a priori de choisir entre les deux algorithmes. En pratique,
nous utilisons l'algorithme de Breitkopf pour les problemes d'approximation car on
peut le rendre robuste. L'algorithme specique 1d est utilise dans la librairie poutre
car l'experience a montre qu'il est le plus rapide dans ce cas ou l'on calcule les
derivees reelles de l'approximation Hermitienne. Notons pour nir que le calcul de
l'interpolation diuse demande aussi des techniques speciques et/ou la modication
des algorithmes precedents.
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Annexe B
Construction de la
Topo{geometrie
L'approximation diuse repose sur la denition de la fonction w(:; :) et des pro-
prietes importantes (continuite, supports des fonctions de forme) sont liees a cette
fonction. On peut considerer que la construction de w est equivalente a la construc-
tion d'un maillage dans le cas de l'approximation par sous{domaines. On distingue
deux grandes familles :
{ L'une basee sur un calcul des plus proches voisins,
{ L'autre sur la notion de zone d'inuence.
La premiere technique est ecace, rapide et bien adaptee au probleme d'approxi-
mation, mais au prix de mauvaises proprietes (supports de fonctions de forme com-
plexes, continuite). La seconde technique permet de construire des approximations
avec de bonnes proprietes, mais elle est plus delicate a automatiser.
La construction de w est relativement peu abordee dans la litterature : on trouve
des references sur la premiere technique dans les articles relatifs a la collocation
[LO80, LDT96] ; mais seuls [DO96, Guy95b] proposent des constructions dans le
second cas. Nous nous interessons ici aux fonctions d'inuence de la forme w
i
(x),
car elles sont utilisees pour les equations dierentielles. Notons que cette forme pose
des problemes geometriques assez diciles comme le calcul de la liste d'inuence
I(x) en un point donne lorsqu'on doit gerer de nombreux nuds. Cet aspect n'est
pas aborde ici ; dans la librairie DIAM il est aborde en quadrillant l'espace par une
grille.
Les notations sont celles du chapitre 2.
B.1 Aspects generaux
B.1.1 Construction par croissance
La construction des fonctions d'inuence w
i
dans IR
d
doit respecter l'existence de
l'approximation diuse et sa continuite. En pratique, on se contente d'une condition
sur le cardinal de I(x) :
8x;Card(I(x)) > n (B.1)
ou n est le nombre de fonctions de base utilisees pour la denition de u. On verie a
posteriori l'existence de l'approximation (i.e. que le systeme lineaireA(x)a(x) = b(x)
est bien inversible).
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Par ailleurs, si l'on conna^t des fonctions d'inuence w
i
et les zones d'inuences
associees V
i
qui verient la condition B.1, alors toute famille de fonctions d'inuence
w
0
i
telles que les zones d'inuence associees V
0
i
verient
8i; V
i
 V
0
i
respecte aussi B.1. Ceci permet de passer d'une topo{geometrie a une autre par
croissance. L'objectif est donc de trouver des fonctions d'inuence w
i
qui soient
(( les plus petites possibles )). On trouve dans [Guy95b] une technique qui s'appuie
sur cette idee et construit des fonctions poids a partir des paves de Vorono d'ordre
1.
B.1.2 Voisinage asymetrique
Il est d'usage de denir les fonctions d'inuence a partir d'une cloche de reference
w
ref
de support ]  1; 1[ et d'associer a chaque nud un rayon d'inuence r
i
pour
denir w
i
par
w
i
(x) = w
ref

jjx  x
i
jj
r
i

Le choix de la distance jjx x
i
jj permet de construire des zones d'inuence de forme
dierente :
{ sphere (disque en 2d) avec la norme jjxjj =
q
P
d
j=1
x
2
j
,
{ cube (carre en 2d) avec la norme innie
Le produit tensoriel est aussi couramment utilise sous la forme
w
i
(x) =
d
Y
j=1
w
ref
 
x
j
  x
j
i
r
j
i
!
qui permet de denir un rayon d'inuence par dimension.
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Fig. B.1: Exemple d'une fonction d'inuence avec domaine d'inuence rectangu-
laire : w
i
est denie par produit tensoriel.
Pour aller plus loin, on conserve le produit tensoriel, mais on remarque que le
terme
x
j
 x
j
i
r
j
i
est une bijection de [x
j
i
  r
j
i
; x
j
i
+ r
j
i
] sur [ 1; 1]. Nous denissons donc
w
i
(x) =
d
Y
j=1
w
ref


j
i
(x
j
)

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ou la fonction 
j
i
est une bijection d'un segment [y
j
i
; z
j
i
] contenant x
j
i
sur [1; 1].
En 1d, on denit un voisinage a priori [x
w
i
; x
e
i
] qui contient x
i
, on construit
la fonction 
i
(comme un polyno^me ou une homographie en fonction du rapport
x
w
i
 x
i
x
e
i
 x
i
) comme le montre la gure B.2. Cette construction permet de construire des
fonctions d'inuence adaptees au support d'integration et aussi regulieres que l'on
souhaite (voir le chapitre sur l'integration). En 1d, on obtient aussi des fonctions
d'inuence (( minimales )) comme le montre la section suivante.
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Influence function
Fig. B.2: Bijection et fonction d'inuence asymetrique.
B.2 Cas 1d : voisinage de type Vorono
B.2.1 Consistance lineaire
Nous considerons un ensemble de nuds x
0
; : : : ; x
n
ordonnes par ordre crois-
sant et leurs milieux y
i
=
x
i
+x
i+1
2
. On cherche des fonctions poids qui assurent
l'existence de l'approximation diuse dans [x
0
; x
n
]. Nous utilisons la technique de
Guyon : les segments [y
i 1
; y
i
] sont les paves de Vorono d'ordre 1 et on demande 3
nuds d'inuence partout. Choisissons [y
i 2
; y
i+1
] (gure B.3) comme voisinage de
x
i
. Les voisinages de x
0
; x
1
; x
n 1
; x
n
sont calcules en ajoutant des nuds virtuels
x
 2
; x
 1
; x
n+1
; x
n+2
.
x
i 2
x
i 1
x
i
x
i+1
x
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Fonctions w_i associees aux paves de Voronoi 1
y0 y1 y2 y3
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’a’
Fig. B.3: Denition du voisinage detype Vorono d'ordre 1.
Ainsi, nous avons les listes d'inuence suivantes :
{ si x appartient a ]y
i 1
; y
i
[, alors I(x) = fi  1; i; i+ 1g.
{ I(y
i
) = fi; i+ 1g.
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La condition I(x) > 2 est veriee presque partout, et on a I(X)  2 partout ce qui
assure l'existence de l'approximation diuse lineaire. Par ailleurs, les inuences des
nuds i 1 et i+2 s'eteignent continu^ment au point y
i
et la continuite y est assuree.
Nous avons donc construit des fonctions d'inuence qui assurent l'existence et la
continuite de l'approximation diuse avec un nombre minimal de nuds d'inuence
par points x. Cette propriete est utile pour limiter la largeur de bande des matrices
de raideur.
B.2.2 Cas general
La construction precedente s'etend a des consistances superieures k (i.e. pour
1; : : : ; x
k
) en distinguant les consistances paires et impaires.
Construction pour une consistance paire 2m Le voisinage du nud x
i
est
]x
i m 1
; x
i+m+1
[. Les listes d'inuence sont donnees par
{ si x appartient a ]x
i
; x
i+1
[, I(x) = fi m; : : : ; i; : : : ; i+m+ 1g,
{ I(x
i
) = fi m; : : : ; i; : : : ; i+mg.
Notons que cette construction assure l'interpolation sans modication des fonc-
tions d'inuence tout en conservant les proprietes de continuite comme dans le cas
precedent.
Construction pour une consistance impaire 2m + 1 Le voisinage du nud
x
i
est ]y
i m 2
; y
i+m+1
[. Les listes d'inuence sont donnees par
{ si x appartient a ]y
i
; y
i+1
[, I(x) = fi m; : : : ; i+m+ 2g,
{ I(y
i
) = fi m; : : : ; i+m+ 1g
Frontieres La construction pose quelques dicultes aux frontieres. Les fonctions
d'inuence des nuds x
0
; : : : ; x
k
sont modiees pour e^tre constantes (egale a 1) a
gauche et la me^me transformation est eectuee a droite pour les nuds x
n k
; x
n
.
Ainsi l'approximation diuse devient continu^ment l'interpolation Lagrangienne a
la frontiere. Ceci simplie les raccords (voir soudure dans le chapitre relatif aux
poutre) et la prise en compte des conditions aux limites.
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Annexe C
Surfaces utilisees dans les
tests
Voici la liste des surfaces utilisees dans la troisieme partie. Pour chaque surface,
nous donnons une ou plusieurs vues en rendu realiste. Ces surfaces peuvent e^tre
obtenues en contactant O. Stab (stab@cges.ensmp.fr).
C.1 Modele de vache
Fig. C.1: Modele de vache
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C.2 Cylindres
Fig. C.2: Modeles de cylindre avec des maillages reguliers et irreguliers.
C.3. SURFACE PSA 235
C.3 Surface PSA
Fig. C.3: Surface PSA (piece de boite de vitesses).
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Fig. C.4: Surface PSA : vue de chaque co^tes de la piece.
C.4. SURFACE SONY 237
C.4 Surface Sony
Fig. C.5: Surface Sony (rouleau de magnetoscope).
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Fig. C.6: Surface Sony (detail).
C.5. SURFACE FRENCH 239
C.5 Surface French
Fig. C.7: Surface French.
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C.6 Surface Benz
Fig. C.8: Surface Benz.
C.6. SURFACE BENZ 241
Fig. C.9: Surface Benz.
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Annexe D
Convergence de
l'approximation Hermite
244 ANNEXE D. CONVERGENCE DE L'APPROXIMATION HERMITE
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Fig. D.1: Convergence de l'approximation , fonction test 1.
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Fig. D.2: Convergence de l'approximation , fonction test 1.
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Fig. D.3: Convergence de l'approximation , fonction test 2.
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Fig. D.4: Convergence de l'approximation , fonction test 2.
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Fig. D.5: Convergence de l'approximation , fonction test 3.
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Fig. D.6: Convergence de l'approximation , fonction test 3.
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Fig. D.7: Approximation diuse Hermite cubique et Hermite cubique fonction test
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Fig. D.8: Approximation diuse Hermite cubique et Hermite cubique fonction test
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Fig. D.9: Approximation diuse Hermite cubique et Hermite cubique fonction test
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Annexe E

Equation de la chaleur
E.1 Mesures de la qualite de repartition d'un se-
mis de nuds 1d
La mesure de l'inuence du semis de nuds sur la qualite des simulations sans
maillage suppose que l'on connaisse des criteres de mesure de la qualite du semis
de nuds.
Nous avons utilise trois indicateurs tres simples qui sont (les nuds sont classes
par ordre croissant et sont les n+ 1 extremites d'une partition de [0; 1])
1. La distance minimale entre deux nuds d =
1
h
min fx
i+1
  x
i
; i 2 [[1; n[[g
2. La distance maximale entre deux nuds D =
1
h
max fx
i+1
  x
i
; i 2 [[1; n[[g
3. La variance des ecarts entre nuds 
2
=
1
n
n
P
i=0
 
1
n
  (x
i+1
  x
i
)

2
La gure E.1 montre les courbes (d;D),(d; 
2
), (d; ) et (D; ) pour des semis
reguliers plus ou moins perturbes. Les dierents estimateurs sont relativement cor-
reles, on peut donc se contenter d'utiliser un de ces indicateurs. Nous avons choisi
de travailler avec l'indicateur  qui montre le mieux l'inuence du semis de nuds
sur la qualite de la simulation.
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Fig. E.1: Relation entre les mesures de qualite d'un semis de nuds 1d. Courbes
experimentales.
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E.2 Resultats experimentaux
E.2.1 Inuence du semis de nuds
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Fig. E.2: Inuence du semis de nuds sur les methodes a tuiles.
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Fig. E.3: Inuence du semis de nuds sur les methodes (( vorono )) interpolantes.
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Fig. E.4: Inuence du semis de nuds sur les methodes (( vorono )) mixtes.
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Pavage - derivee reelle - integration Gauss/Legendre - approx.
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Fig. E.5: Inuence du semis de nuds sur les methodes efg (avec approximation et
interpolation) et elements nis.
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E.2.2 Dirichlet { Probleme 1
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Fig. E.6: Methodes 5, 9 et 13 (Gauss{Legendre, derivee diuse) sur le probleme 1.
Analyse de la convergence.
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Fig. E.7: Methodes 7 et 11 (Derivee reelle, Gauss{Legendre) sur le probleme 1.
Analyse de la convergence.
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Fig. E.8: Methodes 1, 2 et 3 (Derivee reelle, Gauss{Legendre) sur le probleme 1.
Analyse de la convergence.
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Fig. E.9: Methodes convergentes sur le probleme 1.
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E.2.3 Dirichlet { Probleme 3
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Fig. E.10: Methodes 5, 9 et 13 (Gauss{Legendre, derivee diuse) sur le probleme
3. Analyse de la convergence.
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Fig. E.11: Methodes 7 et 11 (Derivee reelle, Gauss{Legendre) sur le probleme 3.
Analyse de la convergence.
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Fig. E.12: Methodes 1, 2 et 3 (Derivee reelle, Gauss{Legendre) sur le probleme 3.
Analyse de la convergence.
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Fig. E.13: Methodes convergentes sur le probleme 3.
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Patch test
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Fig. E.14: Methodes 5, 9 et 13 (Gauss{Legendre, derivee diuse) sur le patch test.
Analyse de la convergence.
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Fig. E.15: Methodes 7 et 11 (Derivee reelle, Gauss{Legendre) sur le patch test.
Analyse de la convergence.
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Fig. E.16: Methodes 1, 2 et 3 (Derivee reelle, Gauss{Legendre) sur le patch test.
Analyse de la convergence.
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Fig. E.17: Methodes convergentes sur le patch test.
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E.2.4 Dirichlet { Probleme 2
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Fig. E.18: Methodes 5, 9 et 13 (Gauss{Legendre, derivee diuse) sur le probleme
2. Analyse de la convergence.
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Fig. E.19: Methodes 7 et 11 (Derivee reelle, Gauss{Legendre) sur le probleme 2.
Analyse de la convergence.
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Fig. E.20: Methodes 1, 2 et 3 (Derivee reelle, Gauss{Legendre) sur le probleme 2.
Analyse de la convergence.
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Fig. E.21: Methodes convergentes sur le probleme 2.
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E.2.5 Dirichlet { Probleme 4
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Fig. E.22: Methodes 5, 9 et 13 (Gauss{Legendre, derivee diuse) sur le probleme
4. Analyse de la convergence.
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Fig. E.23: Methodes 7 et 11 (Derivee reelle, Gauss{Legendre) sur le probleme 4.
Analyse de la convergence.
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Fig. E.24: Methodes 1, 2 et 3 (Derivee reelle, Gauss{Legendre) sur le probleme 4.
Analyse de la convergence.
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Fig. E.25: Methodes convergentes sur le probleme 4.
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Fig. E.26: Methodes 5, 9 et 13 (Gauss{Legendre, derivee diuse) sur le probleme
5. Analyse de la convergence.
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Fig. E.27: Methodes 7 et 11 (Derivee reelle, Gauss{Legendre) sur le probleme 5.
Analyse de la convergence.
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Fig. E.28: Methodes 1, 2 et 3 (Derivee reelle, Gauss{Legendre) sur le probleme 5.
Analyse de la convergence.
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Fig. E.29: Methodes convergentes sur le probleme 5.
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E.2.7 Dirichlet { Probleme 6
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Fig. E.30: Methodes 5, 9 et 13 (Gauss{Legendre, derivee diuse) sur le probleme
6. Analyse de la convergence.
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Fig. E.31: Methodes 7 et 11 (Derivee reelle, Gauss{Legendre) sur le probleme 6.
Analyse de la convergence.
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Fig. E.32: Methodes 1, 2 et 3 (Derivee reelle, Gauss{Legendre) sur le probleme 6.
Analyse de la convergence.
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Fig. E.33: Methodes convergentes sur le probleme 6.
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Fig. E.34: Erreurs relatives sur les cinqs premieres frequences propres pour les
methodes 2 a 7.
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Fig. E.35: Erreurs relatives sur les cinqs premiere frequences propres pour les
methodes 8 a 14 et les elements nis lineaires.
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Annexe F
Analyse des resultats
numeriques du patch{test
Nous essayons ici de comprendre l'augmentation de l'erreur avec le nombre de
nuds observee pour le patch-test. Lorsqu'on resout un probleme simple
8
<
:
u
00
= 0 sur [1; l + 1]
u(0) = u
0
u(l) = u
l
par element nis lineaire ou methode sans maillage construite avec l'integration
numerique adaptee, on obtient le type de courbe de la gure F.1 qui montre que
pour ce probleme (le patch-test) l'erreur augmente avec la discretisation !
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Fig. F.1: (( Divergence )) pour le patch test numerique (voir annexe precedente).
Comme la solution calculee est theoriquement exacte (car la solution est conte-
nue dans l'espace de recherche et que nous utilisons l'integration adaptee), l'aug-
mentation de l'erreur est certainement due a des dicultes numeriques liees au pas
d'integration h. Nous allons analyser le cas des elements nis lineaires pour mieux
comprendre ce phenomene.
F.1 Introduction
Le pas de discretisation h (=
1
n 1
, n le nombre de nuds) intervient dans
plusieurs facteurs numeriques et en particulier :
{ Sur les positions des nuds x
i
= ih+ 
i
;
290 ANNEXE F. PATCH-TEST NUM

ERIQUE
{ Sur la matrice de raideur K ;
{ Sur la resolution du systeme lineaire.
F.1.1 Les positions
Supposons que l'on travaille sur un segment de longueur donnee ([1; 2] par
exemple), augmentons le nombre de nuds et interessons nous a la representation
des coordonnees dans la machine. La precision de la longueur de chaque segment
x
i+1
  x
i
diminue lorsque le nombre de nuds augmente car les coordonnees des
nuds ont de nombreux digits en commun. Cependant, ceci ne doit pas inuencer
la precision car h
i
= x
i+1
  x
i
est le me^me tout le long du calcul.
F.1.2 La matrice de raideur
On calule la contribution de l'element [x
i
; x
i+1
] de longueur h
i
a la matrice
de raideur. Les fonctions de forme sur l'element de reference
1
[0,1] sont N =<
; 1   >
>
et la matrice de raideur elementaire
K
e
i
=
R
x
i+1
x
i
N
0>
N
0
dx
= h
i
R
1
0
N
0>
N
0
dx
=
1
h
i
R
1
0
_
N
>
_
Nd
Dans le cas qui nous concerne (EF lineaire), la matrice de raideur elementaire s'ecrit
K
e
i
=
1
h
i

1  1
 1 1

En faisant l'hypothese d'une discretisation reguliere, on obtient un matrice de rai-
deur bande symetrique de la forme :
1
h
2
6
6
6
6
6
6
6
6
6
4
1  1 0
 1 2  1 0
0  1 2  1 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0  1 2  1 0
0  1 2  1
0  1 1
3
7
7
7
7
7
7
7
7
7
5
:
F.2 Tests pour comprendre le phenomene
F.2.1 Cas homogene
On conna^t la matrice de raideur dans le cas homogene. On remplit donc la
matrice (( entiere )) et on multiplie par
1
h
. Puis nous remplissons un vecteur U avec
une fonction lineaire
U
i
= aih+ b
ou a; b sont aleatoires
2
autour de 1. L'erreur naturelle pour l'equation que nous
etudions est U
>
KU calculee pour les nuds interieurs. Il vient la courbe de la
gure F.2.
1. On note f
0
=
df
dx
et
_
f =
df
d
2. 1 +

2
ou  est une variable aleatoire a valeur dans [ 1; 1]
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Fig. F.2: Calcul de U
>
KU dans le cas homogene.
F.2.2 Cas heterogene
Cependant, la situation que nous venons de tester est particulierement favorable
et une partie des calculs necessaires dans le cas general est faite (( a la main )).
Ceci concerne l'assemblage en tout premier lieu. Nous faisons le me^me calcul que
precedemment, mais la matrice de raideur est calculee par assemblage des matrices
elementaires.
Nous pouvons tester le cas homogene (i.e. x
i
= ih+1:), comme le cas heterogene.
On trouve aussi une erreur qui augmente lorsque la discretisation diminue.
F.2.3 Test du solveur de systeme lineaire
Pour tester le solveur lineaire (routines LAPACK, dgbco et dgbsl), nous re-
prenons la matrice de raideur modiee pour prendre en compte les conditions aux
limites (pour avoir une matrice inversible). Nous calculons alors le produit KU
dans F ou U contient une solution lineaire et resolvons KU
calc
= F pour dierents
nombres de nuds. L'erreur est la norme l
2
de U   U
calc
.
La courbe gure F.4 montre aussi une erreur qui augmente avec la discretisation.
F.3 Analyse
F.3.1 Norme energie
Nous nous placons ici dans le cas sans assemblage. Soit V = KU , ses coordonnees
sont de la forme (on ne prend en compte que les nuds interieurs)
V
i
=
2U
i
 U
i 1
 U
i+1
h
=
2b b b+2aih aih aih+ah ah
h
Soit  une erreur de la magnitude de l'epsilon machine (i.e. le plus grand reel tel
que 1+  = 1 selon l'arithmetique de la machine, pour la double precision IEEE, on
a   2:2210
 16
). On a
V
i

b + aih + ah
h
Et donc l'erreur sur une coordonnee de V est proportionnelle a

h
, elle augmente
lorsque h diminue. Ceci semble conforme a l'experience.
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Fig. F.3: Calcul de U
>
KU avec assemblage.
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Fig. F.4: Calcul de l'erreur sur la resolution du systeme lineaire.
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Fig. F.5: Erreur energie avec une matrice assemblee pour le terme constant.
F.3.2 Inuence des parametres
Terme constant D'apres l'analyse precedente, l'erreur due au terme constant
est
b
h
. Les tests sans assemblage montrent une erreur nulle. Ce resultat n'est pas
choquant car on fait alors du calcul (( presque entier )). L'evolution de l'erreur avec
le nombre de nuds dans le cas d'une matrice de raideur assemblee est montree
gure F.5.
Dans ce cas, ce n'est pas l'erreur due au calcul de 2b   b   b, mais a celle de
l'assemblage de la matrice de raideur. Nous voyons appara^tre une nouvelle source
d'erreur numerique. La droite ajustee aux donnees dans le diagramme log  log
montre cependant que l'erreur evolue bien en
1
h
.
Terme lineaire L'erreur due au terme lineaire est composee de deux parties :
d'une part un terme constant en a et d'autre part un terme qui varie avec la
position du nud en
aih
h
. La seconde partie de l'erreur pour a proche de 1, varie
donc en
1
h
pour les derniers termes du vecteur U (car on a alors ih  1). On
doit donc avoir la me^me evolution pour l'erreur l
2
que precedemment. La gure F.6
montre l'evolution de l'erreur pour une matrice de raideur calculee sans assemblage.
Pour verier notre hypothese de repartition de l'erreur dans le vecteur U nous
tracons jU
i
j en fonction de i (calcul sans assemblage, gure F.7). La premiere droite
d'erreurs non nulles s'ecrit d(i) = i+, les suivantes 2d(i); 3d(i); : : : Ceci conrme
notre analyse (une erreur de roundo, deux, trois, : : : ).
F.3.3 Systeme lineaire
Le me^me type de raisonnement peut e^tre mene pour la resolution du systeme
lineaire. Je renvoie a la litterature specialisee pour plus de details. Notons que sur la
courbe F.4 l'erreur augmente en
1
h
2
. Ceci est certainement du a la technique utilisee
qui genere deux erreurs :
1. La premiere pour calculer KU (erreur en
1
h
)
2. La seconde pour calculer la solution du systeme lineaire.
La resolution elle-me^me presente donc une erreur qui evolue en
1
h
(les erreurs sont
multiplicatives).
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Fig. F.6: Erreur energie avec une matrice assemblee pour une fonction lineaire.
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Fig. F.7: Repartition de l'erreur dans le vecteur U .
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F.4 Conclusion
Il est important de noter que les (( taux de divergence )) observes pour la norme
energie et la resolution de KU = F sont du me^me ordre que celui du patch test
numerique. Nous pensons donc que ces deux facteurs sont essentiels pour l'expliquer.
Il ne faut pas non plus negliger l'eet de l'assemblage qui agit principalement sur
les constantes. L'utilisation d'une methode iterative pour la resolution du systeme
lineaireKU = F n'apporte (certainement) pas de solution car on evalue des produits
KU (gradients conjugues).
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Annexe G
Patch test pour une poutre
de courbure et torsion
constantes
G.1 Cas d'une poutre en arc de cercle
G.1.1 Probleme pose
On considere une poutre annulaire ayant la forme d'un arc de cercle et on cherche
l'etat de contraintes constantes.
Geometrie Soit l'arc de cercle deni par (rayon r,courbure  =
1
r
, centre a l'ori-
gine)
~x(s) =
8
<
:
r cos(s)
r sin(s)
0
9
=
;
wn
n
b
wb
wt
t
n
t
M
y
x
s/r
Le repere de Frenet sur le quart de cercle est deni par
~
t(s) =
8
<
:
  sin(s)
cos(s)
0
9
=
;
; ~n(s) =
8
<
:
  cos(s)
  sin(s)
0
9
=
;
;
~
b(s) =
8
<
:
0
0
1
9
=
;
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Grandeur vectorielle sur le cercle Soit ~u un champ vectoriel deni sur le cercle
de composantes U =< U
t
; U
n
; U
b
>
>
sur (
~
t; ~n;
~
b). La propriete du repere de Frenet
8
<
:
~
t
0
~n
0
~
b
0
9
=
;
=
2
4
0  0
  0 !
0  ! 0
3
5
8
<
:
~
t
~n
~
b
9
=
;
implique dans le cas particulier ou le champ ~u est uniforme que
8
<
:
U
0
t
  U
n
= 0
U
0
n
+ U
t
= 0
U
0
b
= 0
G.1.2 Solution analytique
Moment La premiere condition est
 !
M
0
=
~
0, le vecteur < M
t
;M
n
;M
b
>
>
est
donc solution du systeme dierentiel
8
<
:
M
0
t
  M
n
= 0
M
0
n
+ M
t
= 0
M
0
b
= 0
La solution est donc
8
<
:
M
t
(s) = M
1
cos(s) +M
2
sin(s)
M
n
(s) = M
2
cos(s) M
1
sin(s)
M
b
(s) = M
3
(G.1)
et les constantes M
1
;M
2
;M
3
sont denies par le chargement a l'extremite de la
poutre (+M
2
; M
1
;M
3
) (en coordonnees cartesiennes). Comme la courbure est non
nulle, on a aussi T =
~
0.
Rotation de la section droite De la me^me facon que precedemment, on ecrit
le systeme dierentiel des coordonnees de ~!, 
 dans la base de Frenet
8
<
:
EI(

0
t
  

n
) = (1 + )M
t
EI(

0
n
+ 

t
) = M
n
EI

0
b
= M
3
On reconna^t la me^me equation dierentielle que precedemment mais avec un second
membre : faisons varier la constante
8
<
:


0
1
(s) cos(s) + 

0
2
(s) sin(s) =
1+
EI
n
M
1
cos(s) +M
2
sin(s)
o


0
2
(s) cos(s)  

0
1
(s) sin(s) =
1
EI
n
M
2
cos(s) M
1
sin(s)
o
d'ou on tire
8
<
:


0
1
(s) =
M
1
EI
+

EI
n
M
1
cos
2
(s) +M
2
sin(s) cos(s)
o


0
2
(s) =
M
2
EI
+

EI
n
M
1
sin(s) cos(s) +M
2
sin
2
(s)
o
pour integrer on utilise les formules de trigonometrie des arcs doubles
cos
2
(s) =
1 + cos(2s)
2
; sin
2
(s) =
1  cos(2s)
2
; cos(s) sin(s) =
sin(2s)
2
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pour obtenir
8
<
:


1
(s) = 

0
1
+
M
1
EI
s+

EI
n
M
1

s
2
+
sin(2s)
4

 M
2
cos(2s) 1
4
o


2
(s) = 

0
2
+
M
2
EI
s+

EI
n
 M
1
cos(2s) 1
4
+M
2

s
2
 
sin(2s)
4

o
On injecte maintenant dans 

t
;

n
pour retrouver les arcs simples
8
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
:


t
(s) =



0
1
+
M
1
EI
s+
M
1
EI
s
2
+
M
2
4EI

cos(s)
+



0
2
+
M
2
EI
s+
M
2
EI
s
2
+
M
1
4EI

sin(s)
+

4EI

M
1

sin(2s) cos(s)  cos(2s) sin(s)
| {z }
sin(2s s)

 M
2

cos(2s) cos(s) + sin(2s) sin(s)
| {z }
cos(2s s)




n
(s) =



0
2
+
M
2
EI
s+
M
1
4EI
+
M
2
EI
s
2

cos(s)
 



0
1
+
M
1
EI
s+
M
1
EI
s
2
+
M
2
4EI

sin(s)
+

4EI

 M
1

cos(2s) cos(s) + sin(2s) sin(s)
| {z }
cos(2s s)

+M
2

cos(2s) sin(s)  sin(2s) cos(s)
| {z }
sin(s 2s)


Et tous calculs faits, on obtient la rotation de la section droite (note : la condition
a l'extremite ~!(0) =
~
0 impose 

0
1
= 

0
2
= 0)
8
>
>
<
>
>
:


t
(s) =
(1+=2)M
1
EI
s cos(s) +

M
1
2EI
+
(1+=2)M
2
EI
s

sin(s)


n
(s) =
(1+=2)M
2
EI
s cos(s) 

M
2
2EI
+
(1+=2)M
1
EI
s

sin(s)


b
(s) = sM
3
(G.2)
Deplacements Comme  6= 0 et ~u
0
:
~
t = 0 (car
~
T :
~
t = 0) les deplacements sont
solutions de ~u
0
=  
~
t ^ ~!, soit
8
<
:
U
0
t
  U
n
= 0
U
0
n
+ U
t
=  

b
=  sM
3
U
0
b
= 

n
Calculons pour commencer le couple (U
t
; U
n
), la solution homogene du systeme
dierentiel est

U
t
(s) = U
1
cos(s) + U
2
sin(s)
U
n
(s) = U
2
cos(s)  U
1
sin(s)
et une solution particuliere
(
U
t
(s) =  
M
3

s
U
n
(s) =  
M
3

2
avec les conditions aux limites, il vient nalement
(
U
t
(s) =
M
3

2
(sin(s)  s)
U
n
(s) =
M
3

2
(cos(s)  1)
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Le calcul de U
b
utilise les primitives suivantes (par integration par parties)
(
R
x sin(!x) dx =
sin(!x)
!
2
 
x cos(!x)
!
R
x cos(!x) dx =
cos(!x)
!
2
+
x sin(!x)
!
Et nalement les deplacements projetes sur (
~
t; ~n;
~
b) sont donnes par
8
>
>
>
>
>
>
<
>
>
>
>
>
>
:
U
t
(s) =
M
3

2
(sin(s)  s)
U
n
(s) =
M
3

2
(cos(s)  1)
U
b
(s) =

(1+)M
2
EI
2
+
(1+=2)M
1
EI
s

cos(s)
+

(1+=2)M
2
EI
s 
(1+=2)M
1
EI
2

sin(s)
 
(1+)M
2
EI
2
(G.3)
G.1.3 Conclusion
Pour que les etats de contraintes constantes sur une poutre en arc de cercle soient
reproduits exactement par une interpolation, l'espace de recherche doit contenir les
fonctions suivantes pour l'interpolation de 
 et U (i.e. les coordonnees de ~!; ~u dans
la base de Frenet)
1; s; cos(s); sin(s); s cos(s); s sin(s):
G.2 Cas d'une poutre en helice
On suppose dans la suite  = 0 pour simplier les calculs.
G.2.1 Geometrie
Une helice est une courbe de courbure  et torsion  constantes. Soit ~x
0
;
~
t
0
; ~n
0
;
~
b
0
le repere de Frenet en un point initial. La courbe est donnee par
~x(s) = [A
2
sin(s) +B
2
s]
~
t
0
+A[1  cos(s)]~n
0
+AB[s  sin(s)]
~
b
0
+ ~x
0
avec
A =


; B =


;  =
p

2
+ 
2
on pose aussi dans la suite
8
<
:
~e = 
~
t+ 
~
b
~
f =  
~
t+ 
~
b
 = s
(note : le vecteur ~e joue un ro^le important dans la geometrie de l'helice.). (~e; ~n;
~
f)
est une base.
G.2.2 Resultat
Nous nous contentons dans ce cas de donner les resultats sans demonstration. Le
moment constant est (l'etat de contraintes est caracterise par
 !
T =
~
0 et
 !
M contant)
 !
M =M
e
~e
0
+M
n
~n
0
+M
f
~
f
0
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Les deplacements et rotations de la section droite pour cet etat de contraintes sont
donnes par
8
<
:
EI

t
= M
e
+  sin()M
n
   cos()M
f
EI

n
=  cos()M
n
+  sin()M
f
EI

b
= M
e
   sin() +  cos()
(G.4)
et
8
>
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
>
:

2
EIU
t
= [
2
(   sin()]M
e
+[(1  cos()   sin() +
1
2

2
cos())]M
n
+[( cos()   sin() +
1
2

2
sin())]M
f

2
EIU
n
= [(1  cos())]M
e
 

2

2
sin()M
n
+

2

2
cos()M
f

2
EIU
b
= [(sin()   )]M
e
+[
2
(1  cos()    sin())  

2
2

2
cos()]M
n
+[
2
( cos()  sin())  

2
2

2
sin()]M
f
(G.5)
G.2.3 Conclusion
Pour que les etats de contraintes constantes sur une poutre en arc d'helice soient
reproduits exactement par une approximation, l'espace de recherche doit contenir
les fonctions suivantes pour l'interpolation de 
 et U
1; s; s
2
; cos(s); sin(s); s cos(s); s sin(s); s
2
cos(s); s
2
sin(s):
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Annexe H
Approximation diuse
trigonometrique
H.1 Approximation diuse { cas general
Soient des donnees (u
i
)
i2I
aux points (x
i
)
i2I
dans un intervalle ]a; b[. On associe
au point x
i
la fonction de ponderation w
i
, et on denit I(x) = fi 2 I; w
i
(x) 6= 0g.
On suppose dans la suite la propriete suivante veriee
8x 2]a; b[; n
x
= card(I(x)) > m
Soient des fonctions (f
l
)
l2[1;m]
lineairement independantes sur ]a; b[ (cette propriete
doit e^tre vraie au sens fort, i.e. lineairement independantes sur les (x
i
)
i2I
).
Soit u
x
(t) =
P
l
a
l
(x)f
l
(t) ou les (a
l
)
l
sont calcules par minimisation de l'erreur
quadratique ponderee
E
x
(fag) =
X
i2I(x)
w
i
(x)(u
i
  u
x
(x
i
))
2
(H.1)
L'approximation diuse est denie par
~u(x) = u
x
(x); avec fag minimisant E
x
(H.2)
Si on pose
P (x) =
2
6
4
f
1
(x
i
1
) : : : f
l
(x
i
1
)
.
.
.
.
.
.
f
1
(x
i
n
x
) : : : f
l
(x
i
n
x
)
3
7
5
; W (x) = diag(fw
i
(x)g
i2I(x)
alors le vecteur fag est solution du systeme
8
<
:
A(x)fa(x)g = b(x)
A(x) = P
>
(x)W (x)P (x)
b(x) = P
>
(x)W (x)U
(H.3)
On denit bien entendu la pseudo{derivee de l'approximation diuse par (et par
analogie)

k
~u
x
k
(x) = u
(k)
x
(x) (H.4)
L'approximation diuse construite ainsi admet les proprietes usuelles (conti-
nuite, consistance), c'est{a{dire :
{ elle est aussi reguliere que la moins reguliere des fonctions w
i
; f
l
;
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{ elle reproduit exactement toute combinaison lineaire des fonctions f
l
.
{ interpolation avec les fonctions d'attenuation singulieres ;
{ elle admet une construction (( en fonction de forme )).
Penchons{nous plus particulierement sur ce dernier point.
Soient les fonctions N
i
denies en tout point x par
8
>
<
>
:
min
N
i
P
i2I(x)
N
2
i
w
i
(x)
P
i2I(x)
N
i
(x)f
l
(x) = f
l
(x
i
);8l 2 [1;m]
les multiplicateurs de Lagrange associes aux contraintes de consistance sont notes

l
, et les fonctions de forme N
i
sont solutions du systeme

W (x)
 1
P (x)
P
>
(x) 0

N(x)
f
l
(x)g

=

0
ff
l
(x)g

(H.5)
Et on demontre par la technique habituelle que l'approximation diuse s'ecrit
~u(x) =
X
i2I(x)
N
i
(x)u
i
(H.6)
On garde les me^mes proprietes avec les pseudo{derivees des fonctions de forme.
L'une des proprietes importantes de l'approximation diuse (( polynomiale )) est la
construction centree qui est une etape importante pour demontrer la convergence
et obtenir des methodes de calcul ecaces des fonctions de forme. Nous devons
cependant specier les fonctions f
l
pour obtenir ce genre de resultat.
H.2 Approximation diuse (( trigonometrique ))
Nous utiliserons dans la suite la base de fonction suivante qui est composee de
polyno^mes et de fonctions trigonometriques :
1; x;
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;
x
3
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; : : : ;
x
k
k!
; cos(!x); sin(!x) : : :
x
l
l!
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x
l
l!
sin(!x) (H.7)
Les conditions de consistance de la construction en fonctions de forme s'ecrivent
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On sait que les contraintes polynomiales sont equivalentes aux contraintes centrees.

Etudions le cas des contraintes trigonometriques, la forme centree s'ecrit
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A l'ordre zero, il vient
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qui est la forme non centree des contraintes trigonometriques. La demonstration se
poursuit par recurrence pour les degres 1, : : : ,l. Ainsi le systeme de construction de
l'approximation diuse (( trigonometrique )) s'ecrit de facon equivalente sous forme
centree :
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(H.8)
Cette forme est cependant dierente de la forme usuelle ou l'on a un seul terme
non nul au second membre. De plus, si ! = 1 et x
i
= 2i, alors la contrainte issue du
cosinus est
P
N
i
= 1 et celle des sinus inoperante 0 = 0. La presence des fonctions
trigonometriques n'apporte dans ce cas aucune amelioration et pose des problemes
d'existence. De la me^me facon, lorsque l'on est proche des positions de resonance,
le probleme numerique est mal conditionne.
Par exemple, si la base est (1; x; sin(kx)) et les nuds ( ; 0; ), alors la matrice
A(x) est
A(x) = w
1
(x)
2
4
1   0
  
2
0
0 0 0
3
5
+ w
2
(x)
2
4
1 0 0
0 0 0
0 0 0
3
5
+ w
3
(x)
2
4
1  0
 
2
0
0 0 0
3
5
Sa derniere ligne est nulle, elle est singuliere.
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Fig. I.1: Convergence des elements dius Hermite pour le probleme 1.
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Fig. I.2: Convergence des elements dius Hermite pour le probleme 2.
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Fig. I.3: Convergence des elements dius Hermite pour le probleme 3.
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Fig. I.4: Convergence des elements dius Hermite pour le probleme 4.
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