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A Wireless Mesh Network (WMN) is comprised of mesh routers and mesh clients
that are able to self-organize into an arbitrary network topology. Routers in WMNs
are able to send/receive packets to/from the Internet, and relay packets for other
nodes. Hence, WMNs are widely used to improve network coverage, and are ideal as
a communication backbone that serves users in metropolitan as well as rural areas.
However, their capacity is of concern to operators and researchers. A promising
approach to increase their capacity is to equip each router with multiple transmit
(Tx) or receive (Rx) capability, aka MTR. This can be achieved for example using
multiple off-the-shelf IEEE 802.11 radios and parabolic antennas, 60 GHz radios
or Multi-User Multiple Input Multiple Output (MU-MIMO) wireless technologies.
In these systems, nodes operate over a single frequency and can transmit to or
receive from multiple distinct neighbors concurrently. However, they will experience
collision when they transmit and receive at the same time.
This thesis thus aims to develop novel link schedulers that exploit the MTR
capability of nodes to yield a high capacity WMN. Specifically, it targets spatial
Time Division Multiple Access (TDMA) based link schedulers that are designed to
meet one or more objectives. Briefly, a TDMA schedule or superframe consists of
a number of time slots. In each slot, a set of non-interfering links are active. As
compared with random access methods, a TDMA schedule provides collision-free
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and deterministic channel access. Moreover, if the resulting superframe generated
by a link scheduler is short, meaning links are activated frequently, the network
capacity will be high.
To date, existing MTR schedulers only aim to maximize network capacity with-
out considering the Quality of Service (QoS) of end-to-end flows. This is important
for real-time multimedia applications. Hence, this thesis considers the following
problem: given a set of end-to-end traffic demands in an MTR WMN, derive a
schedule that minimizes the total delay of these demands. Deriving such a schedule,
however, is challenging because the end-to-end delay of a flow is affected by rout-
ing, superframe length and transmission order or links. Thus, this thesis proposes
two heuristic algorithms: JRS-Multi-DEC and JRS-BIP. Both algorithms find the
optimal routing that minimizes the maximum link load and also yields a minimal
superframe length. A novel slot re-ordering algorithm is then used to further reduce
end-to-end delays.
Fairness is also an important objective. A scheduler that aims to maximize
throughput without considering fairness may starve flows. However, no existing
MTR schedulers have considered fairness when scheduling links. Thus, a challenging
link scheduling problem is how to generate a superframe that ensures end-to-end
fairness while also maximizes network capacity. Hence, this thesis outlines a novel
link scheduler called Algo-Fair. It uses a novel augmentation step to distribute spare
capacity fairly amongst flows. It is the first link scheduler for MTR WMNs that
jointly maximizes network capacity and the fairness of flow rates. Critically, unlike
past works, it does not require a conflict graph or a Linear Program (LP) to first
calculate a fair share before deriving a schedule, which may not exist. Algo-Fair, on
the other hand, generates a superframe directly and ensures flow rates approximate
the well-known max-min fair criterion.
A key assumption in existing MTR link schedulers is that traffic information
is fixed and known in advance. However, in practice, traffic information is likely
to be random. Thus, a pre-computed superframe may lead to excessive idle times
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or collisions. In this respect, when the traffic load is low, random access is ideal
because a link can relinquish the channel when it has finished transmission. On the
other hand, for high traffic load, a TDMA schedule is preferred because it provides
deterministic and collision-free channel access. Hence, this thesis considers dimen-
sioning a hybrid superframe that contains both a TDMA and random access part.
A key challenge when sizing these two parts is to minimize idle time and collision.
To address this problem, this thesis presents the first Stochastic Programming (SP)
based approach. In particular, the SP approach has a penalty parameter that can
be used in conjunction with binary search to construct a hybrid superframe that
minimizes idle time whilst satisfying a desired probability of collision.
Another problem with regards to random demands is that a derived superframe
may need to be updated frequently if demands change. Critically, this will re-
quire a central controller to collect queue information, compute a new schedule, and
disseminated it to all nodes frequently. Unfortunately, this will cause high signal-
ing overheads, especially in large scale multi-hop WMNs. Therefore, a challenging
problem is how to route flows and construct a minimum superframe that is robust
against random demands. Thus, this thesis contains a novel heuristic algorithm
called Algo-PolyH. It uses four LPs to iteratively generate a robust routing and su-
perframe solution that supports all demands characterized by a polyhedral set. This
is confirmed by experiments over networks with different number of flows, nodes,
available paths and node degrees.
Lastly, this thesis considers MU-MIMO-based MTR WMNs, whereby some an-
tennas are used for data streams whilst others cancel interference to/from neighbor-
ing links. Each interference stream must be nulled/suppressed at the transmitter
and/or receiver sides. Hence, a fundamental problem is deriving a rule that effi-
ciently balances the number of antennas that are used for data and interference
cancellation. This thesis shows that a recently developed node ordering rule pro-
duces the shortest possible superframe amongst all competing rules.
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Wireless Mesh Networks (WMNs) are a form of ad hoc networks where nodes dy-
namically self-organize into an arbitrary network topology [1]. Advantageously, they
can be used to improve the coverage, capacity and reliability of an existing infras-
tructure [2]. Figure 1.1 shows a hybrid WMN, comprising of Mesh Routers (MRs)
and Mesh Clients (MCs). The MRs form a communication backbone; two of which
have connectivity to the Internet whilst others may be equipped with multiple in-
terfaces that enable them to function as gateways for other wireless networks; e.g.,
WiMAX [3]. MRs are responsible for forwarding packets to/from the Internet and
other nodes that are part of a WMN. This means MRs carry most of the traffic.
MCs can be laptops, an iPhoneTM or an iPadTM, and in some cases function as a
router. In a nutshell, WMNs have the following characteristics:
• Multi-hop. Nodes rely on each other to forward packets. Nodes can be
deployed on an as-needed basis and use multi-hop communications to gain
access to the Internet or other wireless networks [4].
• Self-organization and self-configuration. Nodes do not rely on a central
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Figure 1.1: A typical wireless mesh network
connect to existing MRs quickly and start serving MCs. Moreover, they are
able to adapt to topological changes; e.g., make use of multiple paths as new
MRs are installed.
• Heterogeneous network access. From Figure 1.1, we see that WMNs
can also include connectivity to Wireless Local Area Networks (WLANs) [5],
WiMAX [3] and other wireless networks. They support both backhaul access
to the Internet and Peer-to-Peer (P2P) communications [6]. In addition, MRs
can be equipped with multiple radios to improve network capacity or to bridge
different wireless technologies.
• Mobility. As mentioned earlier, MCs can be stationary or mobile. WMNs
can therefore support users in vehicles such as cars, trains and ferries [7]. These
nodes, however, may have limited resources; e.g., finite battery capacity.
Example WMNs include Technology For All (TFA) Rice Mesh [8], Wi-Fi Based
Long Distance Networks (WiLDNet) [9], MIT Roofnet [10], LokVaani [11], Feng
Chia University (FCU) Wireless Network [12] and Aruba Mesh [13]. Table 1.1
summarizes these WMNs. The IEEE has also standardized two technologies to
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Table 1.1: A comparison of commercial and experimental WMNs
connect and form a multi-hop wireless network without the help of an Access Point
(AP) [14]. The second is IEEE 802.16, aka WiMAX [3]. This standard supports two
transmission modes: Point-to-Multipoint (PMP) and mesh [3]. In PMP, traffic is
transmitted between a Base Station (BS) and Subscriber Stations (SSs). However,
in mesh mode, traffic can also be relayed between SSs [15].
The capacity of WMNs is of key concern to network operators and researchers.
In [17], the capacity of multi-hop wireless networks is shown to scale according
to Θ( W√
nlogn
) under the protocol and physical model [18], where n is number of
3
1.1. Background
nodes and W is the number of bits that each node can transmit in one second.
The upper bound on throughput is Θ( W√
n





arbitrary networks, where α is the decay rate of the transmitted signal; note, nodes
are equipped with an omni-directional antenna. The results can be explained as
follows. First, nodes need to share the channel with neighbouring nodes, meaning the
capacity decreases with increasing number of nodes. Second, increasing their load
means other nodes forward more traffic, which further decreases network capacity.
Thirdly, the transmission range of each node has a significant impact on the number
of nodes sharing a channel.
The poor scalability and capacity of WMNs, as implied by the theoretical results
of [17], have spurred extensive research into new approaches that encompas physical
layer techniques, link scheduling or random access methods and routing to name
a few. This thesis contributes to this global effort. It considers approaches that
endow routers with multi transmit (Tx) or receive (Rx) capability. Such routers have
N antennas/radios and they are able to initiate up to N transmissions/receptions
to/from N distinct neighbors concurrently. In particular, they have the ability to
null/suppress/ignore interference but cannot transmit and receive at the same time;
this is referred to as the no mix-tx-rx constraint. Advantageously, a node will not
experience collision when two or more neighbors transmit to it. Referring to Figure
1.2, we see that node A is able to transmit/receive to/from three neighbors in time
slot 1 and 2, respectively.
To date, there are three systems with MTR capability. Firstly, nodes can be
equipped with multiple radios and high-gain directional antennas operating on the
same frequency. Briefly, directional antennas increase network capacity because as
compared to omni-directional antennas, they have a longer range, smaller interfer-
ence footprint, and higher spatial reuse [19] [20]. To this end, in [21], the authors
equip nodes with multiple off-the-shelf IEEE 802.11 radios, each connected to a
parabolic antenna. The resulting system is then used to provide long-distance, tens













Figure 1.2: An example MTR wireless network and its Time Division Multiple
Access (TDMA) schedule
use transmit power control, ensuring incident links are separated by at least 30◦, and
removing carrier sense so that a node can initiate multiple concurrent transmissions.
Note that the 30◦ link angle constraint can be relaxed using polarized antennas. In
addition, nodes use transmission power control to ensure each link has the minimum
signal to interference and noise ratio (SINR). Note, the transmission power is fixed
at network setup time; i.e., each node sets its transmit power to a value that enables
concurrent receptions.
Secondly, nodes can be equipped with 60 GHz radios. The key feature of the 60
GHz band is its high directivity. Moreover, the use of flat-top antennas means the
interference between neighboring links can be ignored. In fact, the authors of [22]
concluded that mm-wave (60 GHz) wireless links can be considered as pseudo-wires.
Critically, the authors show that if the links are highly directional, the interference
caused by neighboring transmissions can be ignored in both the physical and protocol
interference model [18].
Lastly, an MTR WMN can be realized using Multiple Input Multiple Output
(MIMO) technology. Specifically, each node has an antenna array, where the sig-
nal received and transmitted by each antenna element is intelligently combined or
separated to yield higher gains or to remove co-channel interference. MIMO can
increase signal range, suppress interference, and combat signal fading; all of which
increase network capacity [23]. Apart from that, MIMO is best suited for multi-
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path environments because it provides extremely high spectral efficiencies. Notably,
MIMO technology allows a node to simultaneously transmit/receive multiple inde-
pendent data streams over the same frequency band [24]. In [25], a sender is able
to concurrently transmit independent data streams to multiple neighbors over dif-
ferent antenna elements. Receiver nodes can then use minimum mean square error
sequential interference cancellation (MMSE-SIC) to decode multiple streams. A key
assumption is that channel state information (CSI) is available at transmitting and
receiving nodes. This is reasonable given that nodes in MTR WMNs are primarily
static and pilot symbols can be transmitted periodically to learn the CSI. Nodes are
typically assumed to have equal transmission power that is divided equally amongst
their antenna elements. Apart from that, a node can use a subset of its antenna ele-
ments or Degree of Freedoms (DoFs) to null/suppress interference from neighboring
transmissions.
As noted earlier, a key characteristic of MTR systems is that nodes are able to
transmit or receive from neighbors simultaneously. This in turn creates a funda-
mentally different interference model as compared to past works that assume the
physical or protocol interference model [18]. Briefly, in the physical interference
model, a transmission can be considered as successful only if the SINR at the re-
ceiver is over a given threshold. In the protocol interference model, each node i
has a transmission range Ri and an interference range Ii. Node i can communicate
successfully with another node j if and only if node i and j are located within each
other’s transmission range. When node i is transmitting to j, all other transmitters
within j’s interference range must be inactive. In this thesis, the term primary inter-
ference refers to the case when two links share the same transmitter or receiver; i.e.,
a node is only allowed half-duplex communication. On the other hand, secondary
interference refers to the case where a receiver is interfered by an unintended trans-
mitter; i.e., the transmission is destined for another receiver. Unlike the protocol
or physical interference models that allow one transmission or reception per node,











(b) MTR interference model
Figure 1.3: (a) When node B transmits to A, node C and D must be inactive. (b)
Node B, C and D can transmit to A at the same time. Conversely, node A can
transmit to B, D and C simultaneously.
respective neighbors; note, a node cannot transmit and receive at the same time.
To see this, consider the topology shown in Figure 1.3a and assume nodes adhere to
the protocol interference model. As nodes C and D are within node A’s interference
range, they must be inactive when B is transmitting to A. On the other hand, in
an MTR system, node B, C and D can transmit to A concurrently; see Figure 1.3b.
For these reasons, the physical and protocol model cannot be used in MTR WMNs.
The capacity of a WMN is predicated on an efficient link scheduler that ensures
all transmitting links do not experience collision and nodes receive their required
transmission opportunities [26]. To this end, this thesis considers spatial Time Divi-
sion Multiple Access (TDMA) based link schedulers. Their key advantages include
collision-free and deterministic channel access. Moreover, they provide the maximal
possible network capacity, and hence, can be used as a benchmark against random
access methods. A TDMA schedule or superframe consists of a number of slots.
Non-interfering links are scheduled to transmit in the same time slot. Each slot may
have a high number of transmitting links. Additionally, a superframe is repeated
periodically. Thus, a short superframe means nodes can transmit frequently. Both
cases result in high network capacity [27][28]. In addition to network capacity, other
objective(s) may be considered; for example, the schedule must ensure all links have
sufficient transmission opportunities to satisfy their load. Another objective is to
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ensure flows receive a fair share of the network capacity.
It is worth noting that the link scheduling problem in MIMO-based MTR systems
includes the sub-problem of allocating DoFs for data transmissions and interference
cancellation (IC). A stream from a transmitter to an unintended receiver must be
nulled/suppressed by an available DoF at either the transmitter and/or receiver side
[29]. In each time slot, the total number of DoFs used by a node for transmitting
/receiving data streams and IC must be less than or equal to its DoFs. Thus,
a scheduler for MIMO-based MTR WMNs must aim to efficiently assign DoFs at
each node such that the number of transmitting links in each slot is maximized [30].
1.2 Problem Space and Motivation
As will be shown in Chapter 2, existing link scheduling works for TDMA-based
MTR WMNs only aim to maximize network capacity. Specifically, prior works do
not consider the Quality of Service (QoS) of end-to-end flows, and assume each link
is given a fixed traffic load. In addition, no existing works consider DoF assignment
in MIMO-based MTR WMNs. Henceforth, this thesis aims to fill these critical gaps
given the importance of link scheduling in MTR WMNs. It considers the following
key problems: (i) optimizing the QoS of end-to-end flows, (ii) generating a robust
superframe when traffic demands are random, and (iii) assigning DoFs efficiently in
MIMO-based MTR WMNs with the goal of minimizing the superframe length.
1.2.1 QoS of End-to-End Flows
Minimizing end-to-end delays is important. Doing so improves the QoS of real-time
multimedia applications [31]. However, guaranteeing end-to-end delays in MTR
WMNs is a challenging problem. This is because one has to consider (a) the trans-
mission order of links in the resulting superframe, (b) the superframe length, and
(c) routing, which dictates the traffic load or required slots of each link.
To illustrate the problem, consider transmitting a packet on a path in a WMN.
8
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After receiving a packet, each intermediate node has to wait for its out-going link’s
active time slot; this delay is called the inter-link activation time (IAT). Consider
Figure 1.4, where links are bidirectional. Assume there is a route from node A to
G through D. Loo et al.’s algorithm [32] produces the schedule shown in Table
1.2, where link AD is activated in slot 2 and link DG is activated in slot 1. Thus,
the end-to-end delay of the route from A to G is 2 + 3 = 5 slots because a packet
must wait for two slots at node D before the out-going link to node G is activated;
the IAT of this packet from D to G is 3 slots. On the other hand, if the slots are
re-ordered, i.e., by swapping slot 1 and 2, the delay is reduced to two slots because






Figure 1.4: An example MTR WMN
Slot 1 Slot 2 Slot 3 Slot 4
DA AD DE ED







Table 1.2: Link schedule for the topology shown in Figure 1.4
End-to-end delays are also affected by the superframe length [33], which in turn
is determined by the path taken by each demand. A short superframe is preferred
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because it provides frequent transmission opportunities to links such that IAT re-
duces if the out-going link is active before the incoming link is activated at an
intermediate node. Note, the superframe length is intricately linked to the routing
protocol because the number of slots required by each link is proportional to its
load; i.e., a higher load requires more slots.
To illustrate the effects of routing and link load on the superframe length, con-
sider the example topology in Figure 1.4. Assume there is only one flow from node
A to G. It has two possible paths: A−D−G and A−D−E −G. The links along
each path are scheduled one after another according to Table 1.3 and 1.4. We see
that the resulting superframe length as well as the end-to-end delay of these paths
are two and three slots, respectively. Specifically, the additional hop in the path
A−D − E −G caused a longer superframe length.
Another factor that affects performance is link disjoint paths. Reconsider Figure
1.4 with the following flows: A to G, B to G and C to G. First consider the case
whereby these three flows select paths A − D − G, B − D − G and C − D − G,
respectively. We see that link DG is used three times. In other words, link DG
requires three time slots. The resultant schedule is shown in Table 1.5, which is
four slots in length. Links AD, BD and CD can use one slot because of MTR.
The resulting end-to-end delays of the three demands are two, three and four slots
respectively. Now, consider the case whereby flows use link disjoint routing paths.
That is, the flows from A to G, B to G and C to G select the following link disjoint
paths: A−D−G, B−E−G and C −F −G. In this case, the optimal superframe
length is two, and the end-to-end delay is only two for each demand; see Table 1.6.
From these examples, we see that the routing policy has a non-negligible impact on
the superframe length and end-to-end delays.
Slot 1 Slot 2
AD DG
Table 1.3: An example link schedule for flow from A to G
Fairness is also a key consideration whilst optimizing the QoS of end-to-end
10
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Slot 1 Slot 2 Slot 3
AD DE EG
Table 1.4: Another example link schedule for flow from A to G




Table 1.5: An example schedule
flows. Schedulers that minimize the superframe length or maximize the number of
links in each slot without considering fairness may starve flows. In particular, flows
over multiple hops may receive less bandwidth/rate than single-hop flows. Assume
flows and routing paths are given, and flows are greedy, meaning they will consume
any given bandwidth. The rate allocated to a multi-hop flow is decided by the
minimum number of slots assigned to the links on its path. Consider the topology
in Figure 1.5. It has a multi-hop flow f1 and a single hop flow f2. A possible link
schedule that maximizes the number of links in each slot is shown in Table 1.7.
The rate allocated to f1 is 1/3 because the superframe length is 3 and link BC
and CD are assigned with one slot, respectively. However, the rate of f2 is 2/3
because link DC is active in two slots. In this case, the multi-hop flow is starved.
Another possible link schedule is shown in Table 1.8 that allocates 1/2 capacity to
f1 and f2 respectively. In this case, the two flows share the channel capacity fairly.
In summary, it is challenging to ensure fairness and high network capacity. Recall
that a short superframe means high network capacity. Therefore, a fundamental
problem is how to generate a superframe that ensures end-to-end fairness while also
minimizing the superframe length.




Table 1.6: The optimal schedule
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A B C D
f1
f2
Figure 1.5: An example topology with two flows: f1 : A−B−C−D and f2 : D−C
Slot 1 Slot 2 Slot 3
AB BC DC
CD DC AB
Table 1.7: An example superframe that allocates 1/3 capacity to f1 and 2/3 capacity
to f2
1.2.2 Random Demands
A key assumption in the design of existing MTR link schedulers is that they assume
the link load is fixed and known in advance. This information is then used to de-
rive the shortest superframe. However, in practice, traffic information is likely to
vary and is random, which may result in two critical consequences. First, when the
actual traffic through a link becomes lower than when the superframe was derived,
slot(s) assigned to the link will be underutilized. Second, when the load through
a link becomes higher, its assigned slots will be insufficient and may lead to pack-
ets experiencing significant delays. Critically, in large scale multi-hop WMNs, it is
impractical to recompute the superframe whenever the traffic load changes because
this will require the scheduler to gather load information from all nodes, recom-
pute a new schedule, and disseminate it to nodes over multiple hops, which upon
installation may be dated.
When links have low loads, random channel access is preferred because a link
can relinquish the channel when it has finished transmission. In contrast, for high
load scenarios, a TDMA schedule is ideal as it enables links to gain channel access
Slot 1 Slot 2
AB BC
CD DC
Table 1.8: An example superframe that allocates 1/2 capacity to f1 and f2 respec-
tively
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at specific times in a collision free manner. Hence, a combination of TDMA and
random channel access is ideal; see the superframe structure shown in Figure 1.6.
One example of such a superframe can be found in wireless systems such as IEEE
802.15.3 [34]. A key limitation, however, of past works is that they assume the
boundary between the scheduled and random access part is fixed. Ideally, if the
link load is high, then the TDMA part should be sufficiently long to ensure little
or no collision in the random access part. Conversely, in low load scenarios, the
superframe will contain an elongated random access part to allow nodes to gain
access when needed. Thus, for MTR WMNs with random link loads, a challenging
problem is how to properly dimension the scheduled and random access parts in the
said superframe such that the unused scheduled times and collisions are minimized.
Scheduled (TDMA) Random Access
superframe
Figure 1.6: A superframe with scheduled and random access parts
Another key assumption of prior works is that the demand of end-to-end traffic
is considered fixed. However, as stated in [35], it is likely to be uncertain and
unknown. Consider a WMN with several end-to-end flows, and the demand of each
flow is fixed. Assume each flow is given a set of available routing paths. Here, a
routing can be considered as the fraction of traffic routed on each link for a given
flow. An objective, such as minimizing the superframe length or minimizing end-
to-end delay, can be achieved by finding a proper routing and link scheduling while
considering known demands. However, if the end-to-end traffic demands are random
and unpredictable, the load on each link varies. That means a link may not have
a packet to transmit in its allocated slot(s), which is a waste of resource. On the
other hand, the load of a link may exceed its allocated bandwidth when all flows
traversing it have a high demand, which leads to severe packet delays. Moreover,
uncertain demands may cause a network operator to compute and install a new
routing and superframe frequently; this is likely to incur high signalling overheads,
especially in large scale multi-hop WMNs. Therefore, a challenging problem is how
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to find a routing and a minimal superframe length that is robust against random
end-to-end demands.
1.2.3 DoF Assignment
As mentioned in Section 1.1, MIMO technology can be used to implement an MTR
WMN. In particular, a node is able to transmit/receive multiple independent data
streams simultaneously, so called spatial multiplexing. Each node is equipped with a
smart antenna array and a receiver is able to separate and decode these transmissions
based on the unique spatial signature of data streams. Apart from that, a subset of a
node’s antenna elements can be used to cancel interference to/from neighboring links
in order to increase spatial reuse; the process of determining the number of antenna
elements or DoFs for transmission and IC is also known as stream control [36]. A
transmitter’s data streams that cause interference to a neighbor or an un-intended
receiver are called interfering streams.
Consider Figure 1.7. Node A is transmitting one data stream to node B, and
node C is transmitting two data streams to node D. Node C has two interfering
streams from node B. If node B wants to suppress the interference streams from
node C, node B must assign two DoFs for IC. If node C wants to null the interference
to node B, it must assign one DoF for IC because node A has one data stream to
node B. Recall that at each node, the number of DoFs used for data transmission
and IC must be less than or equal to the node’s total available DoFs. Thus, the DoF
assignment at each node will affect the number of data streams in each time slot.
Therefore, an open question is whether different DoF assignment strategies have an
impact on on the superframe length of MIMO-based MTR WMNs.
A B C D




This thesis addresses the foregone problems and outlines a number of novel solu-
tions/algorithms; see Table 1.9. Specifically, it contains the following contributions.
1.3.1 Joint Routing and Scheduling Algorithms for Mini-
mizing End-to-End Delays
The goal is to design an approach that jointly considers routing and scheduling to
address two fundamental issues that influence end-to-end delays: superframe length
and transmission slot order. Shortening the superframe length, in terms of slots,
is expected to minimize the IAT whilst reordering transmission slots increases the
likelihood that links on a path are activated consecutively. This thesis proposes two
algorithms. The first called JRS-Multi-DEC uses a novel metric to minimize the
load of each link whilst the second, called JRS-BIP, uses a binary integer program
(BIP) approach. Both algorithms aim to minimize the overall delay and use slot
re-ordering on the resulting schedule to further reduce delay. Numerical results show
both algorithms are able to reduce the average end-to-end delay by approximately
50% as compared to a non joint routing algorithm. This thesis also analyzes the
relationship between superframe length, routing paths, link weights and end-to-end
delay. In addition, it proves that re-ordering slots reduces end-to-end delay by at
most H(|S| − 2) + 1 slots for a demand with H hops and superframe length of |S|.
1.3.2 Flow Aware Fair Scheduler
Recall that no existing works for MTR WMNs consider flow rate nor any notion of
fairness when deriving a TDMA schedule. This thesis addresses this critical gap by
proposing a link scheduler, called Algo-Fair; it jointly maximizes network capacity
and also considers flow rates fairness. Further, it uses a novel augmentation step
to distribute spare capacity fairly amongst flows. This step is general and can be
applied readily in other forms of wireless networks. Apart from that, Algo-Fair
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generates a schedule directly whilst yielding a fair rate allocation. This is different
from existing methods that first use a flow contention graph to compute a fair share
before deriving the corresponding schedule, which may not exist. Numerical results
show that Algo-Fair is able to achieve the optimal Max-min Fair (MMF) allocation
in some cases, and on average, has a gap of 3.7% to the optimal solution. Moreover,
Algo-Fair is able to generate a higher minimum flow rate as well as a higher average
throughput than competing approaches.
1.3.3 Superframe Construction for Wireless Networks with
Stochastic Demands
As mentioned, in practice, link load is likely to vary, meaning the computed schedule
or superframe will have unnecessary idle times. To this end, this thesis proposes a
stochastic programming (SP) based approach to generate a superframe comprising of
a TDMA and a random access part. Advantageously, it sizes both parts according to
traffic distribution. This approach avoids recomputing a new superframe whenever
the traffic demands change. In addition, this SP approach has a control knob, in
the form of a penalty value, that allows a network operator to size both parts of the
derived superframe according to the offered traffic load. Moreover, this approach
can be embedded within a binary search to obtain the best penalty value for a
given probability of collision and idle times. Lastly, this approach is general and can
be used for example to size the contention access period (CAP) and channel time
allocation period (CTAP) of IEEE 802.15.3 wireless networks [34]; similarly, it can
be used in other forms of wireless networks.
1.3.4 Joint Routing and Scheduling with Random Demands
Uncertain end-to-end demands may cause a network operator to compute and install
a new routing and superframe frequently; this is likely to incur high signaling over-
heads, especially in large scale multi-hop WMNs. Henceforth, this thesis considers
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DoF Assignment Algo-MIMO Scheduling Heuristic Stream Control
Table 1.9: A list of contributions
random traffic demands characterized by a polyhedral set, and models the problem
as a semi-infinite Linear Program (LP). A novel algorithm, called Algo-PolyH, is
then proposed. It jointly considers both routing and superframe generation to pro-
duce a robust solution that is valid for all random demands that belong to a given
polyhedral set. This is confirmed in experiments over networks with varying node
degrees, number of flows, number of nodes and number of paths.
1.3.5 An Efficient Link Scheduler for MIMO WMNs
The DoFs or antenna elements available at each node enable concurrent transmis-
sion/reception of independent data streams. Alternatively, they can be used to
suppress interference. This thesis studies the problem of minimizing the TDMA su-
perframe length, in terms of slots, of an MTR MIMO-based WMN. A novel heuris-
tic algorithm named Algo-MIMO is proposed. It uses a recently proposed node
ordering DoF model for Interference Cancellation (IC). Numerical results show that
Algo-MIMO is able to reduce the superframe length by up to 60% as compared to
algorithms that use other IC models, and approximately 40% against algorithms
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1.5 Thesis Structure
1. Chapter 2. It contains a survey of related works on joint routing and link




2. Chapter 3. It outlines two algorithms that jointly optimize end-to-end delay
and link schedule.
3. Chapter 4. This chapter proposes Algo-Fair. Its aim is to derive a schedule
that allocates flow rates fairly using a novel augmentation step.
4. Chapter 5. This chapter presents a stochastic programming based algorithm
to dimension a hybrid superframe containing a scheduled and random access
part.
5. Chapter 6. This chapter considers random demands characterized by a poly-
hedra model and proposes a joint routing and scheduling algorithm called
Algo-PolyH.
6. Chapter 7. This chapter considers DoF assignment and schedule generation.
It studies different assignment methods and outlines an algorithm called Algo-
MIMO.
7. Chapter 8. This chapter concludes the thesis, and provides a summary of key




This chapter reviews prior works that consider joint routing and scheduling, fair
scheduling, random demands and DoF assignment for TDMA-based WMNs. As we
will see, these works either do not consider MTR systems, or the problems discussed
in Section 1.2. A summary of their limitations will be presented in Section 2.5.
2.1 Joint Routing and Scheduling
A routing protocol is responsible for selecting one or more paths for each traffic flow.
Hence, the link load has a direct relationship with the chosen routes. After that, a
scheduler or Medium Access Control (MAC) protocol assigns the required slots to
each link in order to satisfy its load. Moreover, it may decide the transmission order
of links with the goal of minimizing end-to-end delays. Hence, in the past few years,
there have been a number of joint routing and scheduling (JRS) approaches. The
key challenge is taking into account interference, which is determined by antenna
type as well as simultaneously transmitting links.
To date, researchers have considered many antenna types. They include omni
[31], directional [21], smart [27] and beam-forming [37] antennas. Each antenna
type has different characteristics and interference footprint. Consequently, they
have a significant impact on the set of transmitting links. This section thus groups
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JRS approaches according to their assumption on antenna type. Specifically, Section
2.1.1 discusses works that use omni-directional antennas; i.e., the signals from nodes
propagate in all directions. After that, Section 2.1.2 outlines works that employ
directional, smart or beam-forming antennas; i.e., nodes are able to focus their
transmission in a given direction or have the ability to null interference.
2.1.1 Omni-Directional
Nodes with an omni-directional antenna are allowed one transmission or reception
at a given time. Moreover, transmissions may cause interference to neighboring
nodes. Section 2.1.1.1 summarizes works that consider a single channel, and Section
2.1.1.2 outlines those that employ multiple channels to avoid interference. As will be
discussed later, the major problems addressed by these works include (i) maximizing
network throughput, (ii) deriving the minimum schedule length, (iii) minimizing
end-to-end delays, and (iv) delivering packets within a deadline.
2.1.1.1 Single Channel
A key problem addressed by works that consider single-channel TDMA-based WMNs
is constructing an interference aware routing tree that results in a short schedule.
Another problem is minimizing end-to-end delays subject to interference constraints.
Lastly, researchers have also addressed the problem of determining routing paths and
link activation patterns such that packets are delivered before their expiration time.
The routing tree plays a critical role in determining the interference experienced
by a flow. To this end, the authors of [38] aim to construct an interference aware
routing tree that leads to the minimum schedule length. In particular, they assume
the physical interference model, whereby a transmission is successful only if the
signal-to-interference-plus-noise ratio (SINR) at the receiver is higher than a prede-
termined threshold [18]. The links that form the routing tree are determined using
a Mixed Integer Linear Program (MILP). The aim is to select a set of links that
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can be activated using a short schedule. They showed that the MILP formulation
is NP-complete. They then propose an iterative pruning-based routing algorithm
that considers link scheduling when constructing a spanning tree. The key idea is to
remove links that cause severe interference so that more links can be active in the
same slot. In addition, the authors consider transmission power control to reduce
interference and improve spatial reuse. Their algorithm runs Dijkstra’s algorithm
with transmission power as link cost. Least cost paths thus correspond to those
that use the minimum transmission power and have the least interference. However,
these paths do not lead to the shortest frame length if they include links that pro-
duce high interference to neighboring links. To this end, the algorithm iteratively
removes these links while ensuring connectivity and reruns Dijkstra’s shortest-path
algorithm until the number of iterations meets a given threshold.
The work in [39] proposes a Network Utility Maximization [40] framework that
jointly determines the rate and link schedule of unicast and multicast sessions. In
addition, the framework guarantees end-to-end throughput and bounds the delay of
traffic demands. They assume the routing tree is given. They formulate the problem
as a convex optimization problem, and then solve its Lagrange dual. The results
are the optimal rate vectors for each session. Next, they propose a link scheduler
that employs graph coloring; links assigned the same color are scheduled in the same
slot. The number of slots in the resulting schedule is equal to the required number
of colors. The key idea is to transform the conflict graph into a Chordal graph and
make use of the known fact that Chordal graphs can be colored optimally using a
greedy coloring algorithm [41]. To this end, they use the LEX M algorithm [42] to
transform the conflict graph for a given topology into a Chordal graph. For each
node, a greedy coloring algorithm assigns the smallest color that is not used by its
neighbors. The generated coloring result is the shortest schedule.
The work in [33] jointly considers minimizing end-to-end delay and schedule
length. The authors showed that scheduling delay occurs when an outbound link is
scheduled before an inbound link. Thus, end-to-end delays and schedule length are
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affected by transmission duration, activation time and transmission order of links.
The authors also showed that the problem is similar to the NP-complete Periodic
Event Scheduling Problem (PESP) [43] with the constraint that no two interfering
links overlap in time. The authors model the scheduling problem as an Integer
Linear Program (ILP) with the objective of finding the activation time of each link
and transmission order of links. To solve PESP, the authors propose a polynomial
time algorithm that uses the Bellman-Ford algorithm and assume the transmission
order is fixed. They first generate a conflict graph. The key idea is to use the delay
between two links as the arc costs in the conflict graph so that the shortest path
tree found by the Bellman-Ford algorithm is the minimum schedule. Then, they
propose a polynomial time algorithm to determine the transmission order for paths
on tree topologies. Ideally, the transmission order, including those on the return
path, should be consecutive. To that end, given a tree topology, they assign a rank
to links based on their distance from the root of the tree. A link with a smaller
rank will transmit first. This transmission order is then used as an input to the
Bellman-Ford algorithm.
Unlike [38], [39] and [33], the authors of [31] consider JRS and end-to-end de-
lays. They propose a cross-layer algorithm that computes routing and scheduling
separately. The authors propose a LP to find paths with minimal interference. The
LP includes flow conservation and link capacity constraints. In addition to routing,
the LP also yields the link load. The aim of the scheduling part is to decide the
activation time of each link and transmission orders so that the total end-to-end
delay is minimized. They propose an ILP with the objective of minimizing the total
delay. The binary decision variables indicate whether link l is active in slot t. How-
ever, the ILP is shown to be NP-hard. To solve it, the authors firstly relax it into a
non-integer LP and round the derived solutions into integers. Specifically, they set
a rounding threshold of 0.5. In other words, if a fractional solution is above 0.5, it is
rounded to one or it is active in a given slot. Otherwise, it will be rounded to zero.
The JRS approach in [44] aims to minimize the end-to-end worst-case delay
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(WCD) and deadline. This approach is based on an Mixed Integer Non-Linear
Program (MINLP). The decision variables decide whether a link is used by a flow,
its activation time, transmission duration, and transmission order. The objective
is to minimize the maximum deadline violation of each flow, which is equal to
the difference between a flow’s WCD and its deadline. The MINLP formulation
considers the following constraints: (i) interfering links must not be scheduled in
the same slot, (ii) the number of slots assigned to each link must be less than
the peak rate and the burst size of flows, and (iii) flow conservation constraints.
The authors showed that the resulting MINLP is solvable only for a 4x4 grid (16
nodes). To improve computation speed, they first determine the transmission order
of links before solving the MINLP; i.e., the transmission order is no longer a decision
variable in the MINLP. This is similar to Djukic et al.’s approach [33], whereby the
transmission order of a link corresponds to its rank. The rank of a link is determined
by its distance to the root node. In [44], they decide the transmission order using a
conflict graph and by employing a general K-coloring method [45] to minimize the
maximum number of colors. Then, they use Lagrangian relaxation to decouple the
link scheduling and routing constraints from the MINLP. This yields two smaller
problems which can be solved separately by any LP solver.
The work in [46] considers JRS and packet deadline. The authors first use an
ILP to find a feasible link schedule. The decision variables indicate whether a link is
active in a slot. However, this ILP formulation is shown to be NP-complete. Thus,
the authors propose a genetic approach (GA) to find a feasible schedule. The main
idea is to generate the best individuals from an initial population. Each individual
is a possible schedule. Each schedule includes a string of gene values. Each gene
value denotes whether node n is transmitting to node k in time slot t. GA aims
to find a combination of gene values (schedule) that delivers packets within a given
deadline. Each iteration creates a new generation of individuals (link schedules). GA
first applies stochastic universal sampling [47] to choose parents. Then, it generates
a new generation by randomly picking the gene values of both parents. To ensure
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diversity, GA will randomly change the gene of individuals with uniform probability.
In each iteration, a fitness function considers the number of activated links per slot
and the delay of each route. A schedule is feasible if it can deliver all traffic without
violating interference and deadline constraints. Also, the fitness function will give a
feasible schedule a higher value if it yields routing paths that are shorter. The final
solution is the schedule with the highest value.
Table 2.1 summarizes the aforementioned works. We see that references [33]
and [39] only focus on the MAC layer. In other words, they have not considered
JRS. The works in [39], [33] and [44] use a conflict graph, which is computationally
expensive. The authors of [38], [39] and [33] only consider tree topologies, and their
applicability in general topologies is an open question. In terms of the interference
model, we see that most works employ the protocol interference model as opposed
to the physical model. The main advantage of the protocol interference model is
its idealistic property and thus simplifies analysis. On the other hand, the physical
interference model better reflects reality as it considers the cumulative interference
caused by nearby transmissions [18].
2.1.1.2 Multiple Channels
In this section, all works consider a multi-channel TDMA-based WMN where each
node is equipped with one or more omni-directional antennas. Moreover, multiple
orthogonal channels are used to reduce interference and increase the number of
concurrent transmissions. A key challenge is that in practice there are a limited
number of channels. Another key problem is ensuring each channel contains the
minimal number of interfering links. That is, when deriving a schedule, in each time
slot, a scheduler has to determine interfering links and assign them to orthogonal
channels.
In [48], the authors assume there are sufficient orthogonal channels to assign to
interfering links. The authors first formulate the problem as an LP to determine
whether a link is included in the routing tree, the activation time of links and their
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Table 2.1: A comparison of routing and scheduling works that employ single-channel
and an omni-directional antenna
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corresponding time slots. However, with increasing network size, the number of
link configurations increases exponentially. Hence, the authors propose a heuristic
algorithm with the following two phases: (i) given a topology and a set of flows,
construct a routing tree that results in the shortest schedule length, and (ii) given a
routing tree and traffic requirements, schedule links in the minimum number of slots.
In phase (i), at each node, the number of required slots depends on its incident links.
The authors define the weight of a link as the reciprocal of the link capacity. The
weight of a node is the total weight of all its incident links. The authors then apply
a modified Dijkstra’s shortest path algorithm from the gateway to each destination.
The path cost is defined as the maximum node weight along the path. For each
flow, the algorithm finds the optimal path that needs the minimal number of slots.
Then, the path with the highest cost is added to the routing tree. After obtaining
one path, the algorithm updates all link and node weights in accordance with link
loads. It then re-constructs the next path using the same process. It repeats this
procedure until all paths are added. The generated routing tree is then used in
phase (ii). Specifically, they construct a conflict graph for the tree, which is then
transformed into a Chordal graph using the technique in [39]. Lastly, the Chordal
graph is colored using a greedy algorithm to yield the shortest schedule.
The work in [49] first defines a concurrent transmission pattern (CTP) as a set
of links that can be active at the same time over multiple channels whilst satisfy-
ing half-duplex and radio constraints. The radio constraint restricts the maximum
number of concurrent communications to be the number of radios at each node. The
authors then propose an LP with the objective of minimizing the schedule length.
The decision variables are routing variables that determine the amount of traffic
routed on each link, and scheduling variables that decide the activation time of each
CTP. However, the LP becomes intractable with increasing number of nodes, links
and channels. This is because the number of CTPs increases exponentially. To re-
duce computational complexity, the authors propose a column generation [50] based
approach that decomposes the problem into a master problem and a sub-problem
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that can be solved by any LP solver. The master problem is the proposed LP with
a set of feasible CTPs. The sub-problem is to find additional CTPs that reduce
the schedule length. The proposed approach stops when it finds the set of CTPs,
routing paths and link activation times that lead to the shortest schedule.
The authors of [51] consider JRS in WiMAX-based WMNs. The authors first
define a transmission group as a set of links that can be active at the same time.
Then, they propose a link-based ILP with the objective of minimizing the schedule
length. The aim is to construct a routing tree, determine link loads and decide the
activation time of each transmission group. To reduce the number of routing decision
variables, they propose a path-based ILP whereby the routing paths are given and
the goal is to select the paths used to form the routing tree and generate the shortest
schedule. However, the number of transmission groups increases exponentially with
the network size. To this end, the authors use column generation to decompose the
problem into a master and a sub-problem. The master problem is simply the relaxed
version of the proposed ILP. The sub-problem is to find transmission groups. The
resulting solution includes transmission groups, their activation times and a routing
tree that minimizes the total schedule length.
Different from the previous two works, the authors of [52] divide the problem into
two sub-problems: (i) find the best routing paths and the activation time of a set of
concurrent transmission configurations such that the schedule length is minimum,
and (ii) how to assign transmission configurations to orthogonal channels to further
reduce schedule length. In (i), they present an MILP formulation to determine
routing paths and link schedule in single channel scenarios. The authors employ
column generation to generate feasible configurations. Each configuration is a set of
links that can be active in the same slot. To further reduce the schedule length, in
(ii), they propose an ILP with the objective of minimizing the number of required
time slots to determine whether a configuration is assigned to a slot over a given
channel. They consider the following constraints: 1) each configuration can only
be assigned to one slot, 2) in each slot, the number of used channels cannot exceed
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the maximal number of available orthogonal channels, and 3) a node does not have
more active communications than the available number of interfaces.
The work in [53] considers the end-to-end delay of voice traffic. The authors
aim to schedule the maximum number of voice calls admitted in a given period
subject to delay constraint. They propose an on-line delay-constrained heuristic
algorithm called DelayCheck. It finds a routing path, channel assignment and link
schedule for each new coming call. It first constructs an auxiliary graph in which
each vertex is a tuple (v, s, c, d), where v is the node ID, s is the slot number, c is the
channel number and the delay d is calculated from the source of the incoming call
to v. Each vertex (tuple) can be considered as a possible combination of routing,
channel assignment and link scheduling for a link. There will be an edge between
two vertices, e.g., (v, s, c, d) and (v′, s′, c′, d′), if the corresponding two nodes v and
v′ are neighbors and their channel assignment and link scheduling will not lead to
collision. With the auxiliary graph in hand, the authors then run Dijkstra’s shortest
path algorithm so that the tuples along the selected path provide a feasible routing
path, channel assignment and a link schedule that satisfy the delay constraint of
a new call. In addition, as a comparison, the authors formulate the off-line delay-
constrained joint problem as an ILP with the objective of maximizing the number
of calls accepted. Numerical results show that DelayCheck is able to accept 93% of
voice calls as compared to this upper bound.
In a similar work, Shetiya et al. [54] consider the problem of providing Quality
of Service (QoS) to real and non-real time traffic through JRS in WiMAX-based
WMNs. They first propose a routing algorithm for both real-time and best-effort
applications. The key idea is to use Dijkstra’s or Bellman-Ford’s shortest path
algorithm to construct a routing tree whereby the link cost is set to the reciprocal of
the assigned transmission rate. The derived routing tree is used as an input in the
link scheduling stage. A separate scheduling algorithm is used for UDP and TCP
traffic because they have different QoS requirements. For UDP traffic, the authors
propose an LP to find the minimal number of slots required by each link in the final
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routing tree. The scheduling result must ensure that a given amount of traffic can
be delivered to the destination within a period of time and also, the end-to-end drop
probability is bounded. As for TCP traffic, they first assign a fixed number of slots
per frame to each node based on its average data arrival rate and the estimated
channel capacity. However, in each frame, several links may not have sufficient data
to fully utilize their assigned slots. Thus, slots are assigned to nodes with sufficient
data first. To ensure nodes receive the required throughput in the long term, each
node is associated with a counter that records the number of assigned slots. When
the counter reaches an upper bound, slots will be assigned to other nodes.
In [55], a distributed protocol called Joint Multi-channel and Multi-path control
(JMM) is proposed to increase end-to-end throughput. The main approach is to
perform joint multi-channel link scheduling and multi-path routing [55]. Each node
knows the channel information of its two-hop neighbors and thereby allowing it to
select the least used channel. A transmitter switches to its receiver’s channel before
transmission. As for routing, the authors consider the problem of constructing two
link-disjoint routing paths from each node to its gateway to increase end-to-end
throughput. The key idea is that each node broadcasts a packet that records all
nodes and the number of hops to its gateway. The gateway then selects a pair of
node-disjoint paths with similar number of hops to a node. In terms of scheduling,
each node needs to decide to transmit or receive in each time slot to ensure packets
can be delivered successfully to destinations. Recall that a fixed number of slots are
organized into a superframe. The authors simplify the superframe at each node as
two continuous parts. In each part, a node can be transmitting or receiving, but
not both. Then, the problem is to decide the modes, i.e., transmitting or receiving,
of these two parts to avoid collision. Given a routing path, a node decides its
mode based on the action of its neighboring nodes. For example, if one of node i’s
neighbors is transmitting in the first half and receiving in the second half of the
superframe, then node i will receive in the first half and transmit in the second half.
Table 2.2 summarizes the aforementioned works. All works jointly consider rout-
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Table 2.2: A comparison of JRS works that employ multiple radios and multiple
channels
ing, link scheduling and channel assignment. However, references [48] and [54] as-
sume pre-assigned channels. References [51] [48] and [54] assume a tree topology.
Only the works in [52] and [51] employ the physical interference model, whilst oth-
ers consider the protocol model. We also see that column generation is a popular
method adopted by past works.
2.1.2 Directional, Smart or Beam-forming Antennas
The nodes in WMNs can be equipped with one or more directional, smart or beam-
forming antennas [1]. A directional antenna is able to focus electromagnetic energy
onto a specific region to yield a high transmission gain, and thereby improve recep-
tion quality. Moreover, it reduces interference with neighboring links. Consequently,
the use of directional antennas results in higher spatial reuse as compared to omni-
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directional antennas. To this end, Section 2.1.2.1 summarizes works that employ
steerable and switched beam antennas. Section 2.1.2.2 outlines works that use smart
or single beam-forming antennas. Lastly, Section 2.1.2.3 discusses works that em-
ploy a Multiple-Input Multiple-Output (MIMO) system. The major problems ad-
dressed in these works include: (i) maximizing network throughput, (ii) maximizing
end-to-end throughput, (iii) how to achieve the minimum schedule length, and (iv)
minimizing end-to-end delays.
2.1.2.1 Conventional Directional Antennas
Unlike nodes with a single radio, those with multiple radios can perform multi-
transmit-receive (MTR) or multiple transmissions and receptions. Section 2.1.2.1
summarizes works that employ a single steerable antenna. Section 2.1.2.1 outlines
works that use multiple switched beam antennas.
Single Radio
The problem of computing a conflict-free schedule that guarantees all end-to-end
delays are within a given bound is addressed in [56]. In this work, the delay of a flow
is a function of queuing and scheduling delays. The queuing delay is determined
by the number of flows sharing the same outgoing link. The scheduling delay is
affected by the transmission order of outgoing and incoming links. The authors of
[56] formulate an optimization problem that aims to find the minimal frame length,
activation time for each link and the duration of each transmission subject to a delay
constraint. However, the problem has a high computational complexity because of
integer decision variables that represent frame length and number of slots for each
link. Moreover, the resulting formulation is non-linear and non-differential. Hence,
the authors propose an iterative approach that separately considers scheduling and
queuing delay. In each iteration, the approach has two stages: (i) formulate and
solve an ILP to compute the end-to-end delay for each flow, and (ii) select flows
with end-to-end delay that is higher than a given threshold. In (i), the ILP is used
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to obtain the minimum schedule length and scheduling delay. In (ii), the algorithm
aims to reduce the delay of selected flows so that the total delay is lower than a
given threshold. To reduce the queuing delay of selected flows, in the next iteration,
these flows are assigned a higher weight in the ILP to obtain more slots. These two
stages are repeated until the delay of all flows are within a given bound.
Similar to [56], the authors of [57] only consider primary interference. They
address the problem of finding a feasible flow arrangement such that the maximal
number of links are activated in each slot. They propose an algorithm called mini-
mum consumption routing and scheduling (MCRS). It aims to find the optimal flow
arrangement that blocks the fewest links and uses the least slots in the resulting
schedule. Given the traffic demand of each flow, its key idea is to run the Bellman-
Ford algorithm to find the shortest path, where link cost is defined as the total
number of interfering links and required slots. In addition, the links on the shortest
path found will experience minimal interference. Lastly, links are assigned slots to
meet their load.
The authors of [28] address the JRS problem over the physical interference model.
They first define a configuration as a set of links that can be active at the same
time; i.e., these links satisfy SINR and half-duplex constraint. Then, they propose
an MILP with the objective to minimize schedule length. In particular, the MILP
has as decision variables the number of slots to be allocated to each configuration
and routing paths. To evaluate the effects of antenna type, power control and rate
adaptation, they propose three MILPs. First, they consider transmission power and
data rate are fixed. Then, the decision variables are the amount of traffic routed
over each link, the activation time of each configuration and whether a link is active
in a configuration. Second, the authors consider variable transmission power with
a fixed data rate. Third, the authors consider both transmission power and data
rate are decision variables. Each link is able to select a data rate with a specific
transmission power. Thus, a configuration includes a set of non-interfering links and
data rate. These MILPs are solved using column generation.
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Multiple Radios
Nodes can be equipped with multiple directional antennas to enable so called Multi-
Transmit/Receive (MTR) communications; i.e., these nodes can concurrently trans-
mit to or receive from multiple neighbors at the same time. However, nodes do
not have full-duplex capability. An example MTR WMN is proposed by Raman
et al. [21]. This work aims to create a low cost, long distance WMN that inter-
connects rural villages in India. In particular, it makes use of off-the-shelf IEEE
802.11 hardware and parabolic antennas to create mesh routers capable of trans-
mitting or receiving simultaneously. To take advantage of the concurrent transmit
or receive capability of nodes, they presented a Spatial reuse Time Division Mul-
tiple Access (STDMA) scheduling protocol. The protocol, called 2P, operates in a
centralized, synchronous manner whereby routers switch between two phases: Syn-
chronous Transmitting (SynTx) and Synchronous Receiving (SynRx). This means
when a node is in SynTx, all its links are transmitting.
In [58], Kodialam et al. assume a node can receive packets from multiple neigh-
bors via orthogonal channels and transmit to at most one neighbor at any given time.
They first study the problem of determining whether a given set of end-to-end flow
rates are achievable. For half-duplex nodes, they show that the total fraction of
activation time must be less than 2/3. For full-duplex nodes, the total fraction of
activation time must be less than one. These facts are then used in a standard max-
imum flow LP formulation to obtain the achievable flow rates in a given WMN. To
solve the LP, they develop a fully polynomial time approximation scheme (FPTAS)
primal-dual algorithm that iteratively updates the dual variables of the LP until the
primal problem is feasible.
The authors of [59] propose a new channel allocation scheme, called Directed
Edge Coloring (DEC), for MTR WMNs. The goal is to assign outgoing and incoming
links to non-interfering channels so that a node can transmit and receive at the same
time. They consider the channel assignment problem as an edge coloring problem.
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The aim is to assign a color to nodes using the minimum number of colors. Given a
bidirectional graph Gd, the algorithm first generates the corresponding undirected








≥ k. Here, the value of n is the minimum number of colors used
in Gd. The authors then show how to color edges with n colors. With the undirected
graph in hand, nodes with the same color can be considered as a node set. It then
assigns a subset of n colors of size bn
2
c to each node set. Note that no color subset
is contained in another. In graph Gd, two neighboring nodes A and B must be
included in different node sets with different color subsets. Then, the directed link
from A to B are colored with the color that is assigned to A, but not B. Similarly,
the link from B to A is colored with the color that is only assigned to B. Thus, for
each node, the outgoing and incoming links are assigned with a different color. The
total number of colors is constrained by n. The coloring result is a feasible channel
assignment and the links with same color are assigned to the same channel.
Based on the work of [58] and [21], Dutta et al. consider the maximum concurrent
flow problem [60] in MTR WMNs. They propose a JRS scheme. They first use an LP
to obtain the maximum concurrent flows of each demand. However, the LP requires
all possible bipartite graphs, which is exponential in number. Hence, they propose a
novel scheduling algorithm, called Multi-DEC, to color the edges with the minimum
number of colors for a given topology and link loads. Given a directed graph, the
scheduling algorithm first calculates the weight w(e) of link e based on the total flow
traversing e and link e’s capacity. Then, to construct a multi-graph, a weighted link
e is replaced with w(e) parallel directed links where each link has a weight of one.
The authors aim to color the multi-graph subject to the following two constraints:
1) outgoing and incoming links have a distinct color, and 2) no two parallel directed
links are allocated with the same color. Constraint 1) ensures a node transmits and
receives using different radios. Constraint 2) limits a link to transmit at most one
packet to one neighbor. To satisfy constraint 2), the algorithm splits the multi-graph
into several simple sub-graphs in which there is only one directed link with a weight
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of one between every two nodes. To satisfy constraint 1), each simple sub-graph is
colored using the DEC algorithm proposed in [59].
The problem of maximizing network throughput in 60 GHz WMNs subject to
half-duplex and radio constraints is addressed in [61]. A key characteristic of the 60
GHz frequency band is that links can be considered as pseudo-wires. Consequently,
there is no secondary interference. The main constraint is the number of links
incident on a node must be less than its available radios or its neighbors. The authors
divide the problem into two stages: (i) finding the maximal link loads subject to the
main constraint, and (ii) assigning links to channels such that the resulting schedule
uses the fewest slots possible; i.e., the assignment maximizes network throughput.
In (i), the authors employ an LP to compute the flow load of each link. The resultant
routing paths and link loads are inputs of (ii). In (ii), the authors propose a link
scheduling and channel assignment algorithm. The key idea is to assign the channel
with the highest capacity to the link with the heaviest load.
Table 2.3 summarizes the aforementioned works. Only [28] considers the physical
interference model. Cappanera et al. [56], Dutta et al. [60] and Lu et al. [57] assume
the side lobe of directional antennas do not cause interference to neighboring links,
which is not realistic. The authors of [56] assume a tree topology. A key observation
is that MTR is able to provide higher network throughput. Consequently, research
into MTR WMNs is a promising direction. Although the use of multiple channels
yields better capacity, it is at the expense of computational cost. Moreover, there
are insufficient orthogonal channels to ensure collision-free transmissions.
2.1.2.2 Smart and Beam-forming Antennas
This section reviews works that consider the different capabilities of smart antennas.
For example, the use of beam-forming (BF) to suppress interference, Spatial Division
Multiple Access (SDMA) to enable concurrent transmissions between nodes, and
Spatial Division Multiplexing (SDM) to provide high data rates. Interestingly, nodes
with one or more beam-forming antennas are capable of multiple packets reception
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throughput
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to the link with
the highest load
Table 2.3: A comparison of works employing directional antennas
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(MPR). However, each antenna is only allowed transmission or reception to/from at
most one neighbor; i.e., nodes do not have full-duplex capability. Also, each node
can only receive packets from a finite number of neighbors at any given time; aka
MPR reception constraint. The number of neighbors corresponds to the available
antennas at each node.
The work in [27] aims to maximize network throughput. They consider three
different physical layer assumptions: BF, BF+SDMA, and BF+SDMA+SDM. In
the first case, all antennas are used to suppress interference. In the second case,
antennas are employed to suppress interference or to transmit (receive) to (from)
multiple nodes. In the last case, antennas are used to provide interference suppres-
sion, concurrent transmissions/receptions or higher data rates. The authors propose
three JRS LPs with the objective of maximizing network throughput to decide rout-
ing paths and schedule. They consider the flow conservation, link capacity and radio
constraints. To solve these LPs, the authors use column generation to iteratively
find link transmission sets that can improve throughput. The generated results are
routing paths, traffic load on each link, link transmission sets and the activation
time of each transmission set.
Both [62] and [63] consider MPR capable nodes and aim to reduce interference
in order to maximize network throughput via joint routing and scheduling. They
consider an MPR protocol model whereby at any time, there are at most M si-
multaneous transmissions within each node’s receive range. They use an MILP to
maximize throughput and to obtain the active time fraction of each link subject to
the MPR reception constraint. However, the number of transmission sets increases
exponentially with the network size. Thus, the authors propose a heuristic link
scheduling algorithm. In order to take advantage of MPR, they first group links
with the same destination. Then, the link scheduling algorithm constructs a modi-
fied conflict graph where each vertex is a link group. The resulting conflict graph is
then colored to yield transmission sets. However, finding all feasible sets is NP-hard.
Therefore, the authors propose a heuristic algorithm to solve this JRS problem. The
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algorithm can be separated into route selection and link scheduling. For each traffic
demand, the algorithm first constructs multiple node-disjoint paths and select the
one with the largest capacity and fewest hops. Then, it assigns each link to the
smallest slot where the number of interfering transmissions is less than M .
Reference [63] also addresses the problem of maximizing throughput where nodes
have MPR capability. Different from [62], the authors of [63] consider the physi-
cal interference model. Moreover, they showed that the scheduling sub-problem is
NP-hard because it is equivalent to finding the maximum independent set (MIS)
of a graph. To solve this problem in polynomial time, the key idea is to use an
approximation algorithm to generate a number of sub-optimal MISs which are then
used to solve a JRS LP. Specifically, they first solve an LP with the objective of
maximizing throughput to find routing paths for each flow; in this LP, link capaci-
ties are given. This so called routing LP returns the amount of traffic to be routed
on each link. The approximation algorithm then iteratively generates sub-optimal
MISs based on the links selected by the routing LP. In each iteration, it adds a
link into an MIS if all activated nodes in the MIS satisfy the MPR, half-duplex and
SINR constraints. With a number of MISs in hand, the authors propose a JRS LP
to maximize throughput. The LP returns the fraction of each flow that is routed
on each link and the activation time of each MIS. The key constraints include flow
conservation and link capacity, and the total active time of MISs that is required to
meet all demands must be less than or equal to one.
Table 2.4 compares the aforementioned works according to their objective(s),
transmission mode and approach. Both [27] and [62] consider the protocol interfer-
ence model. Only [63] has considered the physical interference model. However, the
authors of [63] assume the effects of side and back lobes can be ignored, which is
a trade-off between precision and computation complexity. Another observation is
that smart antenna techniques such as SDMA are similar to MTR. Consequently,
smart and beam-forming antennas can be used to realize MTR WMNs.
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Table 2.4: A comparison of works employing smart or beam-forming antennas
2.1.2.3 MIMO Antennas
In this section, all works consider nodes equipped with a MIMO antenna system
[64]. Specifically, a MIMO link provides the following three characteristics [23]:
• Array. The capacity of a MIMO system increases linearly with the number of
antennas. The total transmit/receive power can be divided amongst multiple
antenna elements; alternatively, more power can be allocated to some spatial
channels with better gain.
• Diversity. To minimize the effect of fading and to increase reliability, the same
data is transmitted over multiple antenna elements. If each spatial channel
has different fading, the probability of successful reception is higher when more
elements are used.
• Spatial multiplexing. Different antenna elements can transmit different data.
This means a node is able to transmit/receive multiple independent data
streams simultaneously.
A key advantage of a MIMO system is that multiple independent data streams
can be transmitted simultaneously. In addition, a node may use a subset of its
antenna elements to null interfering transmissions. This gives rise to a key radio
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constraint, whereby the total number of antennas used to transmit data and suppress
interference must be less than the total number of antenna elements.
In [65], the authors formulate the MIMO JRS problem as an LP. The goal is to
maximize the traffic fraction sent by each source while satisfying flow conservation,
link capacity and radio constraints. A node can only transmit one data stream in
each slot. Other antenna elements are used for interference cancellation. They re-
quire both ends of a link to allocate antennas to cancel interference. A key limitation
of their LP is that it may produce an infeasible link schedule because the decision
variables are fractional. Thus, the authors round up the activation time of each link
to an integer value which can be considered as the number of allocated slots. The
number of slots assigned to each link can be treated as a link’s weight. The weight
is then used to create a multi-graph where each edge is duplicated according to its
assigned weight. Then, each link is assigned to the first feasible slot.
The authors of [66] aim to maximize network throughput via JRS and rate al-
location. The main issues are interference and radio constraints. They divide the
problem into two sub-problems: (i) generating transmission sets, and (ii) JRS. In
(i), they first build a conflict graph and determine its chromatic index. Links with
the same color can be considered as one transmission set only if there are sufficient
DoFs, i.e., antenna elements, to suppress secondary interference and there is a free
radio. However, with increasing network size, the number of transmission sets grows
exponentially. To reduce computation time, they propose a polynomial time heuris-
tic algorithm to generate interference-free transmission sets. The algorithm selects
a link randomly and adds it into a transmission set. With the transmission sets in
hand, they then use an LP to determine the routing paths and time fraction for each
transmission set with the objective of maximizing the rate allocated to each flow.
In [67], the authors aim to achieve maximal end-to-end throughput in a WMN
employing Digital Adaptive Array (DAA) antenna. They divide the problem into
two sub-problems: (i) interference aware tree construction, and (ii) link scheduling.
In (i), they assume the tree topology consists of h layers and each node belongs
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to one layer. Specifically, they build a tree that minimizes the maximum node
degree. To suppress secondary interference and assign antenna elements, in (ii), the
authors propose a heuristic algorithm that schedules the highest loaded link first.
In addition, it also assigns antenna elements to suppress secondary interference.
The authors of [68] aim to derive the minimum schedule length by considering
the following issues: transmission power, antenna element weights, primary con-
flict and bandwidth constraint. To derive the transmission power and weights, the
authors employ the distributed iterative minimum MMSE (IMMSE) beam-forming
algorithm of [69]. If a set of transmissions is not feasible, the link with the lowest
SINR is discarded. That is, IMMSE returns a feasible transmission set in which
each link’s SINR is higher than a given threshold. To avoid primary conflict and
overloading links, they formulate an LP with the objective of minimizing schedule
length to decide routing paths and activation time of transmission sets. They then
use column generation to yield feasible transmission sets and solve the LP.
Table 2.5 summarizes the aforementioned works. Both [67] and [68] consider
a tree topology rather than a general topology. Reference [68] considers the more
realistic physical interference model when generating transmission sets. In this work,
they adjust transmission power and antenna weights to ensure the value of SINR is
higher than a threshold, meaning they do not consider using any antenna elements
to suppress interference. On the other hand, references [67][65] and [66] consider
the protocol model and ensure sufficient DoFs are used to suppress interference.
2.2 DoF Assignment
In this section, we focus on works that address the link scheduling and DoF assign-
ment problems in WMNs with MIMO capability. A key feature of MIMO is that it
allows a node to use a subset of its antenna elements to cancel interference to/from
neighboring links in order to increase spatial reuse; the process of determining the
number of antenna elements or DoFs for transmission and interference cancellation
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Yes MIMO LP Rounding and
scheduling
Liu et al. [66] Maximize
throughput
Yes MIMO LP Generate transmis-
sion sets and solve
a JRS LP
Xu et al. [67] Maximize
end-to-end
throughput
Yes MIMO N/A Construct routing
tree and schedule
the link with the
highest load first
Cao et al. [68] Minimize
schedule
length
Yes MIMO LP Column generation
and Lagrange de-
composition
Table 2.5: A comparison of JRS works employing MIMO antenna system
is also known as stream control [36]. The number of data streams over a link is
bounded by MIN(Kt, Kr), where Kt and Kr are the DoFs of the transmitter and
receiver, respectively. Instead of using all DoFs for data streams, some can be used
for interference cancellation (IC), and thereby, allow multiple links to be activated
simultaneously. To increase spatial reuse, interference must be nulled/suppressed
at either the transmitter and/or receiver sides; i.e., a transmitter is able to null its
interference to unintended receivers; a receiver can suppress the interference caused
by neighboring transmitters; alternatively both can null and suppress all interfer-
ence. A key constraint, however, is that the total number of elements used for data
streams and IC must be less than or equal to the DoFs at each node; so called DoF
constraint. Thus, a key challenge when scheduling MIMO links is how to exploit
stream control to achieve specific objectives.
The following sections group works according to different link scheduling objec-
tives: maximizing network throughput (Section 2.2.1), maximizing the minimum
flow rate (Section 2.2.2) and minimizing superframe length (Section 2.2.3).
2.2.1 Maximizing Throughput
In general, the solutions in this section apply LP to generate a set of links to be
activated in one slot, i.e., [70] [30] and [71]. Other works apply a contention graph
to model the interference among links, i.e., [36] and [72]. With this graph in hand,
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they then schedule links based on properties such as node degrees.
The authors of [70] use an LP to maximize the total flow rate sent by each source
subject to half-duplex, flow conservation and DoF constraints. In this work, each
node is allowed to use more than one DoF for data streams to a neighbor in an
assigned slot. In addition, they consider nodes with MTR capability. The rate of
a flow is decided by the number of data streams allocated to links along its path.
To maximize the flow rate, the LP aims to maximize the number of data streams
on each link while ensuring all interference is suppressed at the receiver side. The
LP will decide which antenna of a node is used to transmit a flow and the node’s
transmission time slot.
The work in [30] studies the trade-off between optimizing throughput and sup-
pressing interference. Interference is suppressed by both ends of a link. Moreover,
a node can only communicate with one neighbor in a given time slot. The link
rate is decided by the number of activated data streams. Thus, the problem is how
to assign DoFs at each node such that the total data rate is maximized while all
interference is suppressed. The authors propose an ILP with the objective of max-
imizing the total link data rate to determine the DoFs assignment at each node.
They consider the DoF and half-duplex constraints whilst ensuring all interference
among neighboring links are suppressed. This LP can be solved by any LP solver.
In [71], the authors propose a Non-Linear Program (NLP) with the objective of
minimizing the total interference in a network to determine the DoFs assignment
at each node. In this work, a node can only use one DoF to transmit to or receive
from a neighbor in one slot and the remaining DoFs are used to null/suppress inter-
ference. The authors assume interference can be cancelled either by the transmitter
or receiver. They then solve this NLP by relaxing it to an LP. In addition, the
authors also proposed a distributed link coloring algorithm to generate a feasible
TDMA schedule. The algorithm starts from the node with the maximal interfering
neighbors. This node chooses a color for one of its links. The color of a link is
feasible only if the link and all its interfering links have sufficient DoFs to suppress
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each other’s transmissions. After coloring all incident links, the algorithm moves to
the next node and repeats the process. The links with the same color are activated
in the same slot.
The authors of [72] aim to maximize spatial reuse by maximizing the number
of concurrent transmissions or links. They proposed a new contention graph in
which a directed edge is used to indicate a transmission interferes with another
node’s reception. Also, an undirected edge is used if two vertices experience primary
interference. They proposed a heuristic algorithm based on the new contention
graph. It first sorts all links in the contention graph according to the number of in
or out-degree. A vertex/link with more in or out-edges has a higher priority. The
algorithm assigns each link to the first slot where all activated nodes satisfy the
half-duplex and DoF constraints. Initially, they only schedule one stream for each
link. Once all links are scheduled, the algorithm then checks to see whether any
links can have more than one stream. They propose a new interference suppression
model called Receiver Oriented Interference Suppression (ROIS). In this model, a
new stream can be added into a slot if and only if the transmitter can null its
transmission to existing receivers. Based on this model, the algorithm then tries to
maximize the number of streams that traverse a link.
In [25], the authors aim to maximize spatial multiplexing gain by selecting nodes
and antennas with a high priority in each slot. The priority value depends on the
type of data to be sent and packet delay. The authors propose a heuristic algorithm
to optimize the link schedule in each slot. The algorithm starts from the stream
with the highest priority and assigns it to a slot if no nodes transmit and receive
simultaneously and all nodes have sufficient antennas. If a stream cannot satisfy all
the constraints, it will have a higher priority in the following slots. The algorithm
then considers the stream with the second highest priority. It moves to next slot after
checking all streams and removing all activated streams. The superframe length is
equal to the total number of time slots used to activate all streams.










Yes Receiver Side Yes Maximize to-
tal flow rate




















NILP and a dis-
tributed link color-
ing algorithm

















Assign links to slots
based on stream
priority
Table 2.6: A comparison of works that aim to maximize throughput
[71] allows only one data stream to be used for each link in each slot. All remaining
DoFs are used to null/suppress interference. Thus, the spatial multiplexing capa-
bility of MIMO is not well exploited. In addition, as shown in [29], suppressing
interference at both ends of a link wastes DoFs. Moreover, as shown in [70] and
[25], the MTR capability of nodes will increase network capacity further because
more links are activated at the same time. The approach in [36] and [72] rely on a
contention graph. The graph, however, grows rapidly with the number of links.
2.2.2 Maximizing the Minimum Flow Rate
A fundamental problem is how to exploit stream control to maximize the mini-
mum flow rate. Existing works are based on the link layer DoF model proposed in
[29]. This model, however, ensures only one end-point of a link uses its DoFs to
null/suppress interference. Briefly, the model works as follows. All nodes have an
order; e.g., if node A and B have order one and two, then node A is said to be before
node B. A transmitter (receiver) only needs to null (suppress) interference to (from)
receivers (transmitters) that are ordered before it.
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In [73], the authors address the problem of maximizing the minimum flow rate
by jointly optimizing routing, node ordering and DoF assignment. The authors use
an MILP to decide how the DoFs at each node are assigned in order to maximize
the minimum flow rate. The key constraints include half-duplex, flow conservation,
link capacity, and each node must have available DoFs to null/suppress the inter-
ference caused by/to nodes before it. The authors also proposed an iterative greedy
algorithm because the MILP is NP-hard. Its first step is to use a sequential fixing
algorithm [74] to generate an initial feasible solution for the MILP. Then, it identifies
a flow with the minimum flow rate. For each path, it also identifies the bottleneck
link. The second step is to check if a data stream can be added on the bottleneck
link. A data stream can be added if and only if both ends of the link have at least
one remaining DoF and all interfering receivers have at least one DoF for IC. If step
two fails, step three will try to reorder nodes such that step two is feasible. If all
three steps fail, it means the capacity of a bottleneck link cannot be increased by
adding more data streams. To increase the flow rate, in step four, the algorithm
constructs a new route that avoids the bottleneck link so that more traffic can be
routed between source and destination nodes.
Node ordering is also used in [75]. The authors also aim to maximize the min-
imum flow rate using a distributed link scheduling algorithm. The first step is to
identify the bottleneck link of a flow. The bottleneck is defined as a link that needs
the maximum number of DoFs for IC. The second step is to allocate DoFs to increase
the rate of the selected link while ensuring all interference is cancelled according to
node ordering [29]. If the second step fails, the third step will adjust the node or-
dering among neighboring nodes to relieve DoFs at both ends of the bottleneck such
that step two is able to generate a feasible result.
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2.2.3 Minimizing Superframe Length
Another problem addressed in past works is to minimize the superframe length.
Specifically, the problem of allocating DoFs in a manner that yields the minimal
number of time slots while satisfying the traffic demand of each link. In [76], the
authors proposed a heuristic algorithm that uses a contention graph and graph
coloring. They consider strong and weak contending links due to interference. Strong
contending links are those that cannot be activated simultaneously because of half-
duplex constraint. Weak contending links are those that can be activated if there
are available DoFs. Their algorithm first constructs and colors a graph consisting
only of strong links to yield p colors. They then construct p graphs, labeled as Gi.
Strong links with color i are included as vertices in Gi. If these vertices interfere with
one another via a weak link, then an edge is added between them in Gi. Then, they
color the graph Gi, say using α colors. This means
α
K
slots are required to schedule
all links in Gi, where K is the maximum DoFs. In each slot, links with colors
1, . . . , K are included in the first slot followed by the next set of K colors and so
forth. They also proposed an improvement whereby in each slot, they preferentially
select the color that improves the highest marginal capacity of unsatisfied links. All
interferences are suppressed at the receiver side.
The authors of [77] also address the problem of minimizing the superframe length
while satisfying each link’s traffic demand by determining how to assign DoFs for
stream control. They proposed a heuristic algorithm based on a contention graph.
The vertex with the maximum number of out-degree has the highest priority. For
each vertex, the algorithm assigns it to the slot that leads to the maximum through-
put improvement while ensuring in each slot, the DoF and half-duplex constraints
are satisfied. Then, the algorithm schedules the next vertex with the second maxi-
mum out-degree. This step repeats until the traffic demand of all links is satisfied.
Table 2.7 summarizes the works in Section 2.2.2 and Section 2.2.3. We see that
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Table 2.7: A comparison of works that maximize the minimum flow rate and mini-
mize superframe length
receiver side. In addition, these two works apply a contention graph. Although
references [73] and [75] generate a feasible schedule, their goal is not to generate a
schedule with the minimum length.
2.3 Fair Scheduling
The works reviewed thus far have only considered end-to-end delay or network
throughput. Fairness is also a key consideration when allocating resources in wire-
less networks. One of the most popular metrics is Max-Min Fair (MMF). A rate
allocation is MMF only if the rate of a flow cannot be increased without decreasing
the rate of other flows that have a smaller or equal rate [78].
In order to allocate flows subject to MMF, we must address the key challenge of
determining link capacity subject to interference constraint. With the capacity in
hand, we then have to assign it to flows such that the resulting rates satisfy MMF.
The following sections group works according to two cases: single-hop (Section 2.3.1)
and multi-hop flows (Section 2.3.2). Table 2.1 summarizes and compares all rele-
vant works. Note that conventional MMF algorithms developed for wired networks
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cannot be applied in wireless networks. This is because link capacity is not fixed
and intricately tied to the link scheduler, which in turn determines the number of
transmitting or interfering links [79][80].
2.3.1 Single-Hop Flow
As all works consider flows traversing one link only, the flow rate is equal to the
corresponding link rate. The problem is deriving a link schedule such that the
allocated link bandwidth is MMF. The authors of [79] address the MMF bandwidth
allocation problem in a TDMA-based WMN where nodes form a matching in each
slot. The key idea is to use tokens to control transmission rates. Each node generates
tokens for all flows in a round robin fashion. The weight of a flow is the difference
between the number of tokens generated and the number of packets transmitted.
The weight is a measure of the gap between a flow’s service and MMF rate. In
each slot, the link with the heaviest weight is scheduled for service, meaning the
most starved flow receives service first. After service, the corresponding token is
removed. If the number of tokens for a flow exceeds a parameter W , the node will
stop generating tokens for the flow.
In [81] and [82], the authors consider the same network model as [79] and propose
distributed algorithms to address the MMF scheduling problem. The authors of [81]
propose an asynchronous distributed algorithm with two parts: MMF rate allocation
and MMF slot re-assignment. They assume the superframe length is given, meaning
the network capacity is known. In the first part, each node first allocates a fair share
to all its incident links; e.g., assuming all link capacity is one and nodes have three
incident links. This means each node will allocate 1/3 capacity to each link. If an
end node A assigns link AB with a rate a and the other end node B assigns AB
with a rate b, where a < b, then the rate of link AB is equal to a. The remaining
capacity of node B, i.e., b− a, will be reallocated to node B’s incident links except
AB. This process iterates until no link can increase its rate without decreasing the
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rate of other links. In the second part, each node first assigns slots equally to all
incident links. If the two end nodes of link l allocate different number of slots, then
link l will be assigned the smaller allocation. Then, the node with extra slots will
re-allocate its remaining slots to all its incident links except link l. This process
iterates until no link can be assigned more slots.
In [82], the authors first propose a low-complexity distributed fair scheduler that
constructs matchings in each slot. The key idea is to assign weights to flows that
indicate their queued packets. At the start of an iteration, every node selects the
incident flow with the heaviest weight and broadcasts its selection to all neighbors. If
both ends of a link select the same flow, the flow will be serviced in the current slot.
Otherwise, if a node finds that its neighbors selected another link, the node remains
idle in the current iteration. In the next iteration, only idle nodes participate in
flow selection. This process repeats until the number of iterations reaches a given
threshold. Then, all selected one-hop flows, or say matchings, will be active in the
current slot.
2.3.2 Multi-Hop Flow
A more realistic consideration is multi-hop or end-to-end flows. Specifically, at each
intermediate node, a scheduler is required to allocate bandwidth to a flow twice be-
cause each node needs to receive and transmit packets from the flow. Consequently,
if an incoming and outgoing link of a node is on the path of the same flow, they
will interfere with each other; called intra-flow interference. A key issue to ensure
allocated rates do not cause congestion and waste capacity. In addition, the final
flow rates must satisfy MMF.
The authors of [80] consider a similar network model as [79], [81] and [82], where
nodes form a matching. The difference is that they consider multi-hop flows. They
proposed a centralized algorithm based on the token generation algorithm of [79].
Instead of removing tokens from the source and destination nodes after a single-flow
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is serviced, the tokens are retained in order to track the token generation rate at each
node along the multi-hop flow. Each node selects flows in a round-robin fashion.
In slot t, node m selects flow i, and it will generate a token for i only if m has a
lower token generation rate than upstream and downstream neighbors along flow
i. In each time slot, the algorithm will schedule the links with the heaviest weight
differential; i.e., the difference between the number of tokens at both ends of a link.
In [83], the authors address the multi-hop MMF bandwidth allocation problem
in a TDMA-based multi-channel WMN where each node is equipped with multiple
directional antennas with power control capability. They propose several mixed-
integer programming (MIP) formulations. The key idea is to maximize each flow
one at a time while keeping previously optimized flows at their optimal value. After
determining the rate of each flow, they consider link scheduling as a dual problem.
If a set of links improves the minimum flow rate, these links will be activated in one
slot in the final schedule. In addition, they also proposed a heuristic algorithm to
solve the MIP formulation for large instances. The first step is to assign channels
in order to minimize interference and maximize link rate at the same time. The
second step is a water-filling algorithm based on a link contention graph. They
assign bandwidth equally to all flows that form a maximal clique in the contention
graph. The minimum flow rate is determined by the bottleneck clique. They then
remove the flows traversing the bottleneck clique from consideration. The data rate
of remaining links is then recomputed, and the process is repeated until there are
no more flows.
A flow contention graph is also employed by the algorithm proposed in [84]. The
authors of [84] consider allocating a fair channel time to flows. Their motivation is
due to two sub-problems: intra-flow contention and heterogeneous channel capacity.
They first decompose a multi-hop flow into single-hop flows (sub-flows). A sub-flow
contention graph is then constructed. They then identify the maximum cliques in
the graph. After that, they assign equal time fraction to each multi-hop flow that
has at least one sub-flow in the maximum clique. If the channel time of flow i is
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larger than or equal to the channel time of other flows in a clique, then the clique
is the bottleneck clique of flow i. All sub-flows belonging to the same flow must be
assigned with the channel time of the bottleneck clique. They then compute the
flow rate based on the channel time of each sub-flow and link capacity.
The aim of the approach in [85] is to achieve fair bandwidth allocation among
competing flows in WiMAX WMNs. They assume each node only transmits to or
receive from one neighbor in each time slot, and the superframe duration is given.
Their solution is to determine the fair share to be allocated to each flow traversing
each link subject to link capacity constraint and intra-flow interference. Consider
two interfering links l1 and l2 with rate r1 and r2, respectively. Assume there are
N flows that traverse these two links. Then the fair share of a sub-flow traversing
link l1 is set to
r2
(r1+r2)×N , and for link l2 it is
r1
(r1+r2)×N . They then proposed a
centralized algorithm that iterates through all nodes and calculates the said fair
fraction for all flows that traverse each node. The resulting fair share of each link is
then used to calculate the number of time slots to be assigned to each flow from the
superframe used by the WiMAX WMN. Specifically, the algorithm sums up a flow’s
share in each traversed link and divides that by the total fair shares of all flows. The
resulting fraction is then communicated to all nodes on a path, which they then use
to determine the fraction of slots to assign to each passing flow.
Table 2.8 summarizes the aforementioned works. The approaches in [79] and
[80] use tokens to track flow rates. Distributed heuristic algorithms are proposed
in [81] and [82]. These algorithms, however, only consider single-hop flows. The
algorithms proposed in [83] and [84] use a flow contention graph to derive the fair
share of each flow. This, however, is computationally expensive because a flow
contention graph requires checking all link pairs, where the number of link pairs
increases quadratically with network size. Different from other works, the authors
of [85] revised the definition of MMF to consider varying channel capacity where
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In practice, traffic demands are likely to be uncertain. Consequently, any computed
link schedule or/and routing will lead to either resource waste or congestion. More-
over, uncertain demands may cause a network operator to compute and install a
new routing and schedule frequently; this is likely to incur high signaling overheads,
especially in large scale multi-hop WMNs.
This section focuses on works that address routing and bandwidth reservation
problems with random traffic demands. It will also briefly introduce works in wired
networks. The key challenge is how to use network resources efficiently and minimize
reservation cost. For wireless networks, the key challenge is taking into account
interference and channel capacity constraints.
2.4.1 Random Demands – Wired Networks
The main problem of interest is minimizing reserved bandwidth or cost when routing
random demands. A popular goal is oblivious routing, whereby the resulting routing
is suitable for all possible demands; i.e., the goal is to optimize for the worst-case
performance. The main challenge, as pointed out in [86], is estimating traffic ma-
trices (TMs). To this end, researchers have developed a computationally tractable
polyhedral model to characterize TMs [87]. Traffic demands are described by a set
of linear inequalities, and hence, the model can be used in an LP. A popular and
special instance of the traffic model is the Hose model [88]. It provides a convenient
way to specify the maximum total outgoing and incoming traffic a node can send to
or receive from other nodes. As we will see in Chapter 6, this model is particularly
suited for WMNs because mesh routers are responsible for aggregating traffic from
clients. In other words, the total incoming and outgoing traffic of each mesh router
can be succinctly described using a Hose model.
In the seminal work reported in [87], the authors first propose the polyhedral
traffic model and pose the problem of finding a minimum-cost multi-path routing
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over uncertain traffic demands. They propose an LP to minimize the total routing
cost; i.e., the LP decides the fraction of flows passing through each link. However, the
LP is semi-infinite because the number of available paths can be very large and the
polyhedral set is generally an infinite set. The authors then propose an algorithm
that iteratively finds routing paths and TMs. They first solve the proposed LP
using shortest paths and one extreme point of the polyhedral model. They then
check whether there are new paths that can be added to decrease the routing cost
by testing all shortest paths between each pair of source and destination nodes. To
ensure the resultant routing is robust, the authors use another LP that maximizes
the traffic on each link to find new TMs that cannot be supported by the current
routing. If a new path or TM is found, the algorithm will add it into the first LP
and solve it again to find new routes. This process will stop when no new paths or
TMs can be found.
The authors of [89] aim to find a robust routing that minimizes the total routing
cost for demands described by a polyhedral model. The routing cost is the utilization
of the most loaded link. The problem is to minimize link utilization subject to
varying traffic demands. They consider Open Shortest Path First (OSPF) routing
with the equal cost multipath (ECMP) rule. Specifically, they consider deriving
the optimal routing by manipulating OSPF link weights. The authors propose a
heuristic approach. In each iteration, a weight optimization step is used to find
an optimized routing and link weights by taking into account the TMs in a given
polyhedral model. This step uses an extension of IGP-WO [90]. Then, the algorithm
uses an MIP to check whether there are any new TMs that cannot be supported by
the generated routing. Such TMs are included in the next iteration. This algorithm
repeats until the number of iterations reaches a given threshold.
Different from the two works in [87] and [89] that only consider routing, the work
in [91] jointly considers multi-path routing and scheduling (JRS) to minimize the
total reserved bandwidth when setting up a Virtual Private Network (VPN). The
authors consider the Hose model and assume link capacities are bounded and given.
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Approaches JRS Objectives Solution
Ben-ameur et al.
[87]
No Minimize routing cost Use an LP to decide routing and
iteratively add paths and TMs
Altin et al. [89] No Minimize cost and ensure
fairness
Find new TMs and iteratively
compute the optimal routing and
link weights
Erlebach et al. [91] Yes Minimize allocated band-
width
Use two LPs to iteratively find
new TMs and optimal routing
and bandwidth allocation
Table 2.9: A comparison of works that consider random demands in wired networks
They proposed a JRS LP to determine the bandwidth that is to be reserved on each
link. This also includes the fraction of traffic of each flow that is routed through each
link. The objective is to minimize the bandwidth reservation cost. However, the JRS
LP has infinite constraints. This motivates the authors to use a heuristic algorithm.
Initially, they solve the JRS LP without traffic consideration. The solution specifies
a feasible routing and bandwidth reservation. Then, in each iteration, they solve
another LP that maximizes the traffic on each link to find whether there is a TM
that cannot be supported by the generated routing and bandwidth reservation. If
so, they add the new TM into the JRS LP. The revised LP is then used to find a
new routing and bandwidth reservation. This process repeats until no new TM can
be found.
Table 2.9 summarizes and compares the aforementioned works. All works use a
heuristic algorithm to solve the LP because the number of constraints is infinite. We
can see that only the work in [91] jointly considers routing and scheduling. However,
unlike the wireless case, links in wired networks have a known and fixed capacity.
2.4.2 Random Demands – Wireless
Similar to the wired case, the problem is to decide routing paths for random traffic
demands in order to minimize congestion. There are two main routing strategies:
1) predictive routing that first estimates future demands based on historical data
[92], and 2) oblivious routing [93]. Another problem is JRS under dynamic traffic
conditions to optimize the worst-case performance. Similar to the wired case, the
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main approach is to use an LP to find optimal routing paths. All works in this
section consider multi-path routing, whereby each flow uses multiple paths to route
a fraction of its total traffic to the corresponding receiver.
The work in [94] and [92] balances traffic load with the aim to minimize conges-
tion and maximize throughput. In [94], the authors consider a multi-hop wireless
backbone network and assume the well-known protocol interference model. The
interference set of an edge e contains all edges interfering with e and also includes
e itself. The authors assume historical traffic data is available. They propose an
algorithm with two main steps: traffic estimation and routing optimization. First, a
method is used to reliably provide a mean value and statistic distribution of dynamic
traffic demands. These two values serve as the inputs to the route optimization step.
This step first considers fixed routing demand and uses an LP to maximize the min-
imum fraction of traffic that can be routed for each flow. The authors then extend
the LP to consider uncertain traffic demands; they make use of the estimated mean
value and statistic distribution. They solve the dual of the LP where the objec-
tive is to minimize the aggregated price for all interference sets. In addition, the
authors also propose an approximation algorithm. For each flow, in each iteration,
the algorithm finds the lowest priced path and increases its traffic load. Then, the
algorithm updates path prices and repeats the process until the lowest price is higher
than one. In [92], the authors extend the algorithm in [94] to MRMC WMNs where
each node is able to simultaneously communicate with neighbors through multiple
channels. To adapt the LP proposed in [94] to MRMC WMNs, the authors add a
node radio constraint that limits the number of concurrent communications to be
less than the number of radios at each node. The decision variables are the traffic
fraction of each flow passing through each link and channel assignment. The authors
then solve the dual of the LP with the objective of minimizing the aggregated price
for all interference sets.
The objective of the work in [93] is to design an oblivious routing algorithm that
minimizes network congestion and has provable worst-case performance. The net-
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work congestion is defined as the maximum utilization of all interference sets, e.g., an
interference set I(e) containing links that interfere with link e; the set also includes
the link e. The key idea is to formulate the optimal routing problem for known traffic
demands and then extend the formulation to unknown traffic demands. Specifically,
the authors first propose an LP with the objective of minimizing network congestion
to find the optimal routing paths for fixed and known traffic demands. Then, they
extend the LP to find the optimal routing that provides robust performance with
uncertain traffic demands. The LP considers a large set of traffic demand vectors,
where each vector can be considered as a possible combination of traffic demands.
Given a routing, each traffic vector will yield a network congestion value. Thus,
the LP aims to find a robust routing that minimizes the maximum network conges-
tion over all traffic demand vectors. The LP cannot be solved directly because the
number of traffic demand vectors can be infinite. To this end, the authors resort to
solving the dual of the LP that aims to minimize the maximum network congestion.
The algorithm in [93] is then extended to MR-MC WMNs in [95]. The problem
is to find the optimal routing that gives the minimum network congestion for all
TMs in a given polyhedron. The authors use the same approach as [93]. They
first formulate the problem for known traffic demands as an LP. As compared to
the LP in [93], this LP has a radio constraint that limits the number of concurrent
transmissions or receptions to be less than or equal to the number of radios at each
node. The decision variables determine the traffic fraction of flows that is routed
on each channel on each link. The authors then include a polyhedral traffic model
into the LP. Unfortunately, the LP cannot be solved directly because the number of
TMs in a polyhedron is infinite. Thus, the authors separate the LP into a master
and slave problem. The master problem aims to minimize the maximum network
congestion. The slave problem is used to find the routing that maximizes congestion
for a set of traffic demands. The dual transformation of the slave problem is then
included in the master problem and solved using an LP solver.
The objective of the work in [96] is to find a robust routing and channel assign-
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ment that minimizes the worst-case network congestion. The authors first construct
a polyhedral traffic model based on historical data. From historical data, the au-
thors observe that traffic exhibits periodic variations. Thus, the authors propose an
algorithm that characterizes traffic into a set of periodic intervals with similar pro-
files. The generated intervals are then used to construct a polyhedral traffic model
as a model of future uncertain demands. Specifically, they use an iterative algorithm
that begins with random interval sizes, and then iteratively increases or decreases
the interval length. It stops when the number of iterations reaches a given thresh-
old. With the intervals in hand, the authors then construct a polyhedral model; the
inequalities describing the polyhedron serve as constraints for the LP in [95]. This
LP is then used to find a robust routing that minimizes the maximum network con-
gestion. In addition, the authors propose a heuristic channel assignment algorithm
that first assigns all flows to the same channel. Then, the flow passing through the
most loaded link is moved to a different channel if doing so decreases the maximum
network congestion.
The authors of [97] develop a JRS algorithm to minimize the maximum con-
gestion in WMNs under dynamic traffic conditions. The maximum congestion is
defined as the maximum link utilization. The authors first find a number of maxi-
mum independent sets using a conflict graph. They assume no traffic information is
available, e.g., the traffic demand between every two nodes is unknown. The authors
then propose an LP to decide the fraction of demands of flows that is routed through
each link and the activation time of each independent set. However, this LP cannot
be solved directly because the number of TMs is infinite. Thus, the authors trans-
form the problem into a master and slave problem. The master problem aims to
minimize the maximal congestion. The slave problem aims to find the routing that
maximizes link utilization for a given set of demands. A new LP can be constructed
by combining the master problem and the dual form of the slave problem, which
can be solved by any LP solver.
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Table 2.10: A comparison of works that consider random demands in WMNs
that the work in [94] [92] [93] and [95] only focuses on routing. References [94]
and [92] assume historical traffic data are available, and hence, their performance
is affected by the proposed traffic estimation model. The authors in [93] [95] [96]
and [97] consider oblivious routing and aim to minimize the worst-case congestion.
References [95] and [96] construct a polyhedral traffic model based on the knowledge
of historical data.
2.5 Summary
In summary, this chapter has discussed prior TDMA-based works that consider:
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1. Joint routing and scheduling. These approaches aim to achieve one or more
objectives; examples include minimizing end-to-end delay or schedule length,
maximizing network or flow throughput.
2. DoF assignment. In MIMO systems, link scheduling and DoF assignment go
hand-in-hand. The objectives are to maximize network throughput or flow
rate.
3. Fair scheduling. The objective of past works is to ensure single or multi-hop
flows receive a fair share of the bandwidth afforded by a schedule.
4. Random demands. The objective of these works is to find a robust routing
and bandwidth allocation with random traffic demands.
However, existing works leave the following gaps. First, there has only been a
handful of works that consider end-to-end delays. Some works only focus on the
MAC layer and do not propose a routing algorithm to establish paths. Moreover,
they assume a tree topology is given. On the other hand, in [38], the authors
propose an interference aware routing algorithm to derive the minimum schedule
length. However, they only focus on the network layer. Other works jointly consider
routing and scheduling, but for WMNs that use an omni-directional antenna. Hence,
the performance of their approach in MTR WMNs is unknown. Second, most works
that consider end-to-end fairness use a flow contention graph or a LP solver to
compute the fair share of flows before deriving a link schedule. However, these
approaches are computationally expensive and may yield a fair flow rate in which
there is no corresponding schedule. In addition, no works have considered end-to-end
fairness for TDMA-based MTR WMNs. Third, past works that consider oblivious
routing over WMNs aim to establish a static routing that minimizes the worst-
case congestion. However, these approaches cannot be applied over MTR WMNs
because of different interference models. In addition, no one has used stochastic
programming to generate a schedule that consider random demands. Fourth, most
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existing works that consider the DoF assignment problem in MIMO-based WMNs do
not aim to derive the minimal superframe length. For works that do, an inefficient
DoF model is used for interference cancellation, meaning the derived superframe is




As shown in Chapter 2, past works have either focused on maximizing network
throughput in MTR WMNs [58][60][61], or have only considered minimizing end-to-
end delays in WMNs where nodes have an omni-directional antenna [46][54][44][53][31].
However, no one has proposed MTR based solutions that minimize end-to-end delay
through joint routing and scheduling.
To this end, this chapter considers a joint routing and link scheduling problem
that addresses two fundamental issues that influence end-to-end delays: superframe
length and transmission slot order. Shortening the superframe length, in terms of
slots, is expected to minimize the inter-link activation time (IAT) whilst reorder-
ing transmission slots increases the likelihood that links on a path are activated
consecutively.
This chpater presents two algorithms: JRS-Multi-DEC and JRS-BIP. Their key
features include minimizing maximum link load and superframe length. They also
reorder slots to minimize the average IAT such that the total end-to-end delay is
minimized. Numerical results show that these algorithms are able to reduce the
average end-to-end delay as compared to two algorithms, NJR and JRS-Shortest.
NJR does not jointly optimize both routing and scheduling. It uses the approach
by Loo et al. [32] to first generate a superframe. Demands are then routed on
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their shortest path. In contrast, JRS-Shortest first decides the shortest path for
each demand, and then uses Loo et al.’s approach to generate a superframe that
only schedules links in the paths. In summary, this chapter makes the following
contributions:
• It formulates the joint routing and scheduling problem in MTR WMNs as a
nonlinear Integer Programming (NILP) problem. This formulation is novel
as it is targeted at MTR WMNs, and is different from existing approaches
such as[31] and [44] that focus on routers with omni-directional antennas. In
addition, the MTR WMNs under consideration is also different from those
that use multiple channels and multiple radios as routers operate over a single
channel.
• Both JRS-Multi-DEC and JRS-BIP are the first joint routing and scheduling
solutions to minimize delays for MTR WMNs. JRS-Multi-DEC uses a heuristic
algorithm with a novel metric, and JRS-BIP applies a Binary Integer Program
(BIP) solver to select suitable routing paths. They rely on the algorithm
reported in [32] to generate a schedule. With the schedule in hand, they use
a novel slot re-ordering algorithm to further reduce end-to-end delays. They
can reduce the superframe length by more than 45% as compared to JRS-
Shortest and more than 70% as compared to NJR. Numerical results show that
both algorithms can reduce end-to-end delays by more than 50% as compared
to NJR, and approximately 30% when compared against JRS-Shortest. This
chapter also proves that re-ordering slots reduces end-to-end delays by at most
H(|S| − 2) + 1 slots for a demand with H hops and superframe length of |S|.
• It shows that the theorem proposed by Dutta et al. [60] to compute the
superframe length is not optimal. It also analyses the relationship between
superframe length, routing paths, link weights and end-to-end delay. It shows
that JRS-Multi-DEC has a computation complexity of O( |E|×|D||V |2 ×(|E|+ |V |)),
where |E| is the number of links, |V | is the number of nodes, |D| is the number
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of demands. In addition, in terms of slot re-ordering, the proposed First-Hop
rule, described in Section 3.3, produces lower end-to-end delays as compared
to the Bucket Draining Algorithm (BDA) [32].
• It shows that routing each demand via its shortest path is the best case when
there are more nodes than flows, or when |E| is higher than |V |. Further, if
a demand has multiple paths with the same length, the proposed algorithms
will select the best one that leads to a lower link weight (defined in Section
3.3), which helps to reduce end-to-end delays.
3.1 Preliminaries
3.1.1 Network Model
Consider a single channel, TDMA-based MTR WMN and assume time is divided
into slots. Each slot is sufficient to transmit a single packet. A superframe S is
comprised of |S| slots, called superframe length, whereby each link is assigned one
or more slots. Let G(V,E) be an arbitrary graph, where V denotes the set of nodes
and E represents the set of directed links between nodes. Each router i ∈ V is
equipped with Ai ≥ 1 antennas. This chapter assumes each node is equipped with
sufficient number of antennas to create a link with all neighbors. This is reasonable
because systems such as Argos [98] allow a router to have up to 64 antenna elements
per node. Moreover, the number of antennas can be increased by adding WARP
boards1. Let eij or (i, j) ∈ E denote a directional link from router i to j. This
chapter defines D as the set of demands, indexed by d, between source r ∈ V and
destination s ∈ V , each of which has a weight Rd (in slots), where d ∈ [1, |D|]. The
set of available paths that can be used to route demand d is denoted as Pd. This
chapter sets |Pd| = dα × |E||V |2 e. Here, α is a scalar used to control the number of




Notations Description Notations Description
V The set of
nodes/routers/vertices
E The set of links or edges
i Vertex i Ai The number of antennas at
router i
eij or (i, j) The directional link from i to
j
fij The total load on link (i, j)
S The resulting superframe |S| Superframe length
D The set of end-to-end de-
mands
d The index of demands in D
Pd The set of paths used to route
demand d
α A scalar used to control the
number of alternative paths
for each demand
pkd The k-th path in Pd H
k
d Number of hops in path p
k
d
Zd,k A binary variable set to 1 if
path pkd is selected to route
traffic
Zijd,k A binary variable set to 1 if
path pkd uses link (i, j)
Rd The number of slots required
by demand d
f The maximal link load
t The slot number in S Xtij A binary variable set to 1 if
link (i, j) is activated in slot t
E+i The set of node i’s outgoing
links
E−i The set of node i’s incoming
links
oz A binary variable to ensure
inter-link activation time is
always positive
Ω The set of all possible link
schedules in a superframe S




d The delay of the link (i, j)
and (j, h) along path k of de-
mand d
δd End-to-end delay of demand
d
Table 3.1: Frequently used notations
a significant impact on performance. This is because it controls the trade-off between
computation time and optimality of the resulting superframe length or end-to-end
delays. Each path pd ∈ Pd is comprised of a set of links; i.e., pd ⊆ E. This chapter
will refer to each path, indexed by k, in Pd as p
k
d, where k ∈ [1, |Pd|]. Let Hkd be the
number of hops in path pkd. Similar to [33] and [31], this chapter assumes that the
demands between a pair of nodes are ‘aggregate’ values between the corresponding
source-destination pairs.
3.1.2 Background
According to the Directed Edge Coloring (DEC) algorithm proposed in [59], if the
vertices of an undirected simple graph can be colored with x colors, the correspond-
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ing directed links in the graph can be colored with ξ(x) colors, where ξ(x) is the







≥ x. The coloring result is a feasible MTR link
schedule and the links with the same color are assigned to the same slot. Consider
a complete graph of six nodes as shown in Figure 3.1 that needs x = 6 vertex col-
ors. Using DEC algorithm, the minimum number of edge colors is ξ(6) = 4. Then,
the algorithm assigns two of the four colors to each node such that six nodes have
different color subsets; see the label in each node of Figure 3. In the corresponding
directed graph, each directed link (i, j) is colored by selecting the color that is as-
signed to i (the transmitter) but not assigned to j (the receiver). For instance, link
(A,B) is colored 2 which is in A’s color subset but not in B’s subset. Then, link









Figure 3.1: A complete graph of six nodes
In order to schedule weighted links, the authors of [60] propose Multi-DEC,
which transforms the weight of a link into multiple parallel links to create a multi-
graph. Then, the idea is to split the multi-graph into several simple sub-graphs and
color each of them using DEC. Specifically, from [60], they proposed the following
theorem:
Theorem 1. Given a graph G, the Multi-DEC algorithm uses Wm colors when
ξ(x) = 1, and bξ(x)Wm/2c colors when ξ(x) ≥ 2, where the corresponding undirected
graph of G has a chromatic index of x colors.




















Figure 3.2: A triangle coloring example
simple graph requires ξ(x) colors, where x is the chromatic index of its corresponding
undirected graph. The Wm/2 term in expression bξ(x)Wm/2c indicates how many
simple graphs the said multi-graph can be decomposed into, and the term Wm
denotes the sum of multiplicities of the most heavily loaded incoming and outgoing
links of the node [60]. However, this chapter shows that the performance bound
derived by Dutta et al. [60] is not optimal.
Remark 1. The bound bξ(x)Wm/2c is not optimal
Proof. A counter example using a triangle topology shown in Figure 3.2a in which
two links have a weight of two, and one link has a weight of one. Note that x = 3,
ξ(x) = 3, and node B has the highest node weight at Wm = 4; thus Theorem 1
requires 3 ∗ 4/2 = 6 colors. However, the following steps shows that only five colors
are needed for the link schedule of the topology. The topology can be first separated
into two simple graphs, one includes three links with a weight of one, and the other
one includes two links with weight of one. In the first simple graph (Figure 3.2b),
Multi-DEC generates a schedule with three colors. However, in the second simple
graph (Figure 3.2c), the remaining links to be activated form a bipartite graph and
require only two colors. Thus, the triangle topology only requires five colors.
Note that if a weight of two is assigned to all links in the example, Theorem
1 yields the correct number of colors. Although this algorithm is not optimal, it
provides an upper bound on the minimum number of slots required by a topology.




The MTR joint routing and scheduling problem is formulated precisely using a NILP.
Let Zd,k be a binary variable that indicates whether path k of demand d is selected
to route traffic. As this chapter assumes only one path can be selected, then,
∑
pkd∈Pd
Zd,k = 1, ∀d ∈ D (3.1)
For example, demand d = 1 has three possible paths. If the first path for demand
d = 1 is selected, then Z1,1 = 1, Z1,2 = 0, and Z1,3 = 0.
Let Zijd,k be a binary variable that is set to 1 if path p
k
d uses link (i, j). The next
constraint ensures Zijd,k is one only if path k of demand d is selected,
Zijd,k = Zd,k, ∀(i, j) ∈ pkd, pkd ∈ Pd (3.2)
If link (i, j) is on the first path of demand d = 1, and the demand selects the








d,k, ∀(i, j) ∈ E (3.3)
In words, the total load on edge (i, j) is determined by the paths for different
demands that use said link (edge). For example, suppose link (i, j) is on the first
path of demand d = 1. It is also on the second path of demand d = 2. Further,
assume both demands require one slot, i.e., R1 = R2 = 1. If demand d = 1 selects
the first path, and demand d = 2 selects the second path, i.e., Zij1,1 = Z
ij
2,2 = 1, the
total load on link (i, j) is two slots, i.e., fij = 1 + 1 = 2.
Let X tij be a binary variable that indicates whether link (i, j) is activated in slot
t of superframe S. The next constraint ensures that each link receives sufficient slots
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to meet its total load fij.
|S|∑
t=1
X tij ≥ fij ∀(i, j) ∈ E (3.4)
If the load on link (i, j) is two slots, and the total superframe length is four slots,
then (i, j) must be activated in at least two slots. If link (i, j) is activated in slot
1 and 2, then X1ij = X
2




ij = 0. Define E
+
i as the set of node i’s
outgoing links and E−i as the set of its incoming links. The following two constraints
ensure no more than Ai antenna elements are activated by each node,
∑
(i,j)∈E+i
X tij ≤ Ai, ∀i ∈ V, ∀t ≤ |S| (3.5)
∑
(j,i)∈E−i
X tji ≤ Ai, ∀i ∈ V, ∀t ≤ |S| (3.6)
If node i has three antennas, it is able to concurrently transmit to or receive from
up to three neighbors. To model the interference between links, the no Mix-Tx-Rx
constraint of MTR WMNs needs to be considered. Consider the following example.
Assume that for node i, there are E+i = {(i, j), (i, h)} and E−i = {(j, i), (h, i)}. This
means each link pair {(i, j), (j, i)}, {(i, j), (h, i)}, {(i, h), (j, i)}, {(i, h), (h, i)} cannot
be activated in the same slot. Remark that this is distinct from the widely used pro-
tocol and interference models [18]. This is because each node i can transmit/receive
to/from Ai distinct packets simultaneously.
To model this capability,
X tij +X
t
hi ≤ 1, ∀(i, j) ∈ E+i , ∀(h, i) ∈ E−i , (3.7)
∀i, h, j ∈ V, ∀t ≤ |S|
71
3.2. Mathematical Model
The ensuing set of constraints concern the delays experienced by selected paths.
In particular, the activation time of links on a given path is critical. Moreover, a
link may be activated multiple times within superframe S. To this end, consider
the worst IAT. For example, if link e1 is activated in slots 1 and 3, and link e2
is activated in slot 2, and assuming a superframe length |S| = 5, then the worst
waiting time between e1 and e2 is 2 − 3 + 5 = 4, that is IAT between e1 in slot 3
and e2 in slot 2. The best case is clearly one slot.
Modelling the delay incurred by each pair of links is non-trivial. Consider two





in which they can be activated. For example, if |S| = 4, then two adjacent links can
be activated in one of the following 12 possible slot pairs: (1,2), (2,1), (1,3), (3,1),
(1,4), (4,1), (2,3), (3,2) and so forth. Let Ω be a set of all these possible slot pairs
for a superframe S. For a given path pkd for demand d, let Y
k,((i,j),(j,h))
d be an integer,
strictly greater than zero, that represents the delay incurred between the activation













ij + oz|S|), (3.8)
where oz ∈ {1, 0} models the case where the slot for link (j, h) occurs earlier than
(i, j); i.e., set oz = 1 when ta > tb. Specifically, observe that Y
k,((i,j),(j,h))
d will be
equal to |S| − 1 if link (j, h) is active one slot before link (i, j). For example, if
|S| = 4, link (i, j) is active in slot ta = 3 and link (j, h) is active in slot tb = 2, then
both X taij and X
tb
jh are one, oz = 1 and Y
k,((i,j),(j,h))
d is equal to |S| − 1 = 4 − 1 = 3.
In other words, node j needs to wait for one superframe before it gets to forward
the received packet from node i. Let δd indicate the end-to-end delay of demand
d. Link (i, j) and (j, h) are two neighboring links on path k of demand d. Given
72
3.2. Mathematical Model





d ≤ δd + (1− Zd,k)M, (3.9)
∀pkd ∈ Pd,∀d ∈ D
where M is a large integer, and comes into play when Zd,k = 0 . That is, if path
k of demand d is not selected as part of the solution, constraint (3.9) becomes non
binding.






In the aforementioned NILP, the value of |S| will be specified as a parameter.
That is, the NILP will be solved repeatedly, with the help of binary search, to yield
a |S| value with a feasible solution to the requested demands whilst minimizing end-
to-end delays. Henceforth, in this chapter, it aims to consider the aforementioned
issues via joint routing and link scheduling.
A superframe S can be derived by decomposing an MTR WMN into a set of
bipartite graphs. Each bipartite graph contains links that are activated in one
slot of S such that each edge (i, j) transmits in at least fij slots. The authors in
[32] propose to generate a MAX-CUT using an approach that greedily minimizes
|S| and maximizes link activations in each slot. Note that MAX-CUT is a well-
known NP-complete problem [99], meaning no efficient algorithms exist to compute
the exact solution unless P=NP. In addition, for each router, there may be an
exponential number of routes, in terms of |V | and |E|, to a given destination. As
a result, determining the combination of routes that yield the minimal end-to-end
delay becomes intractable quickly with an increasing network size. Lastly, constraint





If there is only one demand, the solution with the lowest delay is when the
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demand is routed along its shortest path, and allocated time slots are consecutive.
In practice, given multiple demands, selecting their shortest path may not be the
best option in some cases because one or more links are likely to be occupied by
several demands, e.g., link edg in Table 1.5.
3.3 Solutions
The details of JRS-Multi-DEC and JRS-BIP are now presented. In JRS-Multi-
DEC, it selects routing paths that result in the least colors, as per the Multi-DEC
algorithm [60], and the smallest worst case delay (WCD). The latter metric means in
the worst case, each packet waits for one superframe length before it is transmitted
to the next hop. In JRS-BIP, it formulates the problem as a Binary Integer Program
(BIP) to minimize the sum of delays of all demands. The ultimate goal is to spread
traffic demands widely to avoid overloading links, which helps reduce end-to-end
delays. It is worth noting that the term ‘spread’ does not mean splitting one flow
over several routing paths. Instead, the term refers to the assignment of paths that
do not share links to demands. Both algorithms have two phases. In Phase-1, the
problem is to select routing paths, and in Phase-2, the task is to schedule links and
reorder the derived time slots to yield shorter end-to-end delays.
The key difference between the two proposed algorithms is in Phase-1. JRS-
Multi-DEC starts by determining the shortest path for all demands in D and sorts
them according to the number of hops in ascending order, and stores them in D′; see
line 1-4 of Algorithm 1. Then G′(V ′, E ′) is initialized to G(V,E), where V ′ = V and
E ′ = ∅; see line 5. It then establishes the first demand in D′ that has the shortest
path. For each remaining demand d in D′, it begins with the shortest path in Pd,
processes each of its paths in turn, where each path is added temporarily to G′ and
Multi-DEC [60] is run to compute the minimum colors. Recall that this corresponds
to the superframe length required to serve all established paths (or demands) and
the temporarily added path; see line 10-13 of Algorithm 1. To calculate WCD,
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the superframe length is multiplied by the number of hops of a given path; see line
14. After testing all |Pd| paths, the algorithm chooses the path whose WCD is the
smallest among the |Pd| paths; see line 17-24.
Phase-1 of JRS-BIP uses a BIP solver. It adopts Constraints (3.1), (3.2), and

















d,k ≤ f , ∀(i, j) ∈ E (3.12)
∑
pkd∈Pd
Zd,k = 1, ∀d ∈ D (3.13)
Zijd,k = Zd,k, ∀(i, j) ∈ pkd, pkd ∈ Pd (3.14)
The objective of the aforementioned BIP is to minimize the total path cost of all
demands, where path cost corresponds to the number of hops. In addition, the load
of each link must be no bigger than f . The said BIP can be embedded within a
binary search to determine a suitable f .
Both JRS-Multi-DEC and JRS-BIP use the Algo-2 link scheduling algorithm
in [32] for function LinkSchedule () in Phase-2 to derive the minimal superframe
length by decomposing an MTR WMN into |S| bipartite graphs. Each selected
link transmits in at least fij of the |S| slots; see line 25 of Algorithm 1. Line
25 computes the minimal superframe length, but as mentioned in Section 3.2, a
sub-optimal transmission order will lead to high end-to-end delays. To address this
issue, the algorithms re-order the resulting slots in decreasing number of first hops
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it contains, called First-Hop rule; see lines 26-29. This ensures a high proportion of
demands begin their transmission sooner.
Next, how JRS-Multi-DEC and JRS-BIP work is shown using the topology in
Figure 3.3. Assume there are three traffic demands: from node a to g, from node
b to g and from node c to g, each with Rd = 1. Also assume α = 25. Then,
there is |Pd| = d25× 1072 e = 6. To simplify exposition, only paths whose lengths are
less than or equal to two hops will be considered. Thus, the following alternative
paths are available: p11 = (ead, edg), p
1
2 = (ebd, edg), p
2
2 = (ebe, eeg), p
1
3 = (ecd, edg),
p23 = (ecf , efg), each with path length 2.






Figure 3.3: An example WMN
• Input: JRS-Multi-DEC takes as input the network graph G(V,E), set of traffic
demands D, set of shortest paths Pd used to route demand d and corresponding
number of hops Hkd .
• Output: The output is |D| selected paths in G and a re-ordered schedule S ′
that contains |S ′| = |S| time slots; select only one path for each demand.
• Line 1-4: For the three demands, their respective shortest path lengths are
L1 = L2 = L3 = 2. JRS-Multi-DEC sorts the three demands in ascending




input : G(V,E), D, Pd and Hkd
output: |D| selected paths in G, modified schedule S ′
// Phase-1
1 for d← 1 to |D| do
2 L[d]← Distance(d)
3 end
4 D′ ← SortAsc(L)
5 G′ ← CopyNode(G)
6 z ← GetFirstDemand(D′)
7 Add path pz1 into G
′, remove z from D′
8 for d ∈ D′ do
9 for k ← 1 to |Pd| do
10 Add path pkd into G
′
11 Color graph G′ with x color
12 Wm ← MaxNodeWeight(G′)
13 ncolork ← b ξ(x)×Wm2 c
14 WCD[k]← ncolork ×Hkd
15 Delete path pkd from G
′
16 end
17 minWCD ← MIN(WCD[k])
18 for k ← 1 to |Pd| do
19 if WCD(k) == minWCD then







25 S ← LinkSchedule(G′)
26 for s← 1 to |S| do
27 nfp[s]← NumberofFirstHop(S[s])
28 end
29 S ′ ← SortDesc(nfp)
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length. Thus, in D′, the first demand is from node a to g, the second one is b
to g and third one is c to g.
• Line 5-7: Construct G′ from G by setting V ′ = V and E ′ = {}. The first




• Line 9-16: Demand from b to g selects p12 = (ebd, edg), two colors are needed to
vertex color G′. According to the DEC algorithm [59], there is ξ(2) = 2. Node
d has a maximum node weight of three because its maximum incoming link
weight is one (ead or ebd) and maximum outgoing link weight is two (edg). Thus,
the number of colors as computed by Multi-DEC in line 13 is (2× 3)/2 = 3.
Line 14 computes WCD= 3×2 = 6 for p12. If path p22 = (ebe, eeg) is selected, the
chromatic index of the undirected graph is also two. Then, there is ξ(2) = 2.
However, the maximum node weight is two; i.e., node e and d. Thus, the
superframe length for path p22 is (2× 2)/2 = 2. The WCD value of p22 can be
calculated as 2× 2 = 4.
• Line 17-24: JRS-Multi-DEC then compares the WCD of p12 and p22, and select
p22 for the demand from d to g, which leads to the minimum WCD. Similarly,
from Line 9-16, for the demand from c to g, the WCD of p13 = (ecd, edg) is
3× 2 = 6 and the WCD of p23 = (ecf , efg) is 2× 2 = 4; thus it selects p23 for the
demand from c to g. Upon completion of Phase-1, each demand is assigned at
most one path.
• Line 25-29: At this phase, Algo-2 [32] is used for line 25 that produces a
superframe S with links eeg, edg, efg in slot-1 and links ebe, ead, ecf in slot-2. The
function in Line 27 finds that slot-2 contains the first hop of three demands,
while slot-1 contains none. Given this information, Line 29 reorders the two
slots in descending order according to the number of first hops, i.e., slot-2 first
in the new schedule S ′ followed by slot-1. As the result, the end-to-end delay
for the three demands using S ′ is 2, 2 and 2 respectively. Note that, before
78
3.3. Solutions
reordering, i.e., slot-1 followed by slot-2 in S, for demand a to g, which travels
along path p11 = (ead, edg), its delay is 2 + 1 = 3. For demand b to g, along
path p22 = (ebe, eeg), its delay is 2 + 1 = 3. Lastly, for demand c to g, which
has path p23 = (ecf , efg), its delay is 2 + 1 = 3. Thus, the first-hop reordering
strategy in Phase-2 reduces the delay of each demand by one slot.
For the example above, JRS-BIP generates the same results. In constraint (3.12),




3 are selected as
mentioned in Section 3.2, the link load for ead, ebd and ecd is one, and edg has a load
of three. If paths p11, p
2
2 = (ebe, eeg) and p
2
3 = (ecf , efg) are selected, the link load
for ead, ebe, ecf , eeg, edg, efg is one. For each demand, only one path can be selected,
as specified by constraint (3.13). Lastly, constraint (3.14) ensures Zijd,k is set to one











3 when f = 1. In this
case, the total path cost as the result of Equation (3.11) is 2 + 2 + 2 = 6, which is
minimum, and JRS-BIP produces the same schedule as JRS-Multi-DEC.
Although the aforementioned algorithms are centralized, a possible distributed
solution is as follows. For the routing part, every source node can broadcast a packet
to the corresponding destination node. This packet will record all nodes along the
path. The destination node can then reply to the sender with all recorded routes.
Note, this process is performed infrequently given that the nodes in a WMN are
generally static. Each source node then sends out a test packet on each path to the
destination node in order to record the highest node weight along each path. After
receiving all test packets, a source node will select the route with the minimum node
weight. For scheduling, the distributed link scheduling algorithm proposed in [100]




This section discusses several properties of JRS-Multi-DEC and JRS-BIP, and also
the relationship between routing, superframe length and end-to-end delays. Lastly,
it shows the time complexity of both solutions. Let link weight, denoted by w, be
the number of demands using said link. The maximum link weight is therefore the
highest number of demands using a link. Different routing paths lead to different
link weights. Let Gs be the topology whereby all zero weighted links in G are
removed. When multiple demands use the same link, i.e., the link’s weight w > 1,
a packet may need to wait for the link to be activated up to w times, before being
served. Notice that if the link is activated once in the superframe, a packet may
need to wait for up to |S|×w. Based on these observations, The following discusses
the relationship between routing, superframe length and end-to-end delay.
Lemma 1. The superframe length of a schedule that routes all |D| demands via link
disjoint paths in a topology G with chromatic index x1 is ξ(x1).
Proof. Since all |D| demands are routed via |D| link disjoint paths, each link is used
by only one demand, and thus the maximum link weight in the resulting topology
Gs is w = 1. Moreover, since the chromatic index of G is x1, using [60], all links can
be scheduled within ξ(x1) slots.
Lemma 2. The superframe length of a schedule that routes two or more demands
via non-link disjoint paths in a topology G with chromatic index x2 and the maximum
link weight of w is w × ξ(x2).
Proof. Link weight w is proportional to the number of demands that share the link.
When w demands are routed via non-link disjoint paths, there is at least one link
in the disjoint paths that has weight at least two, meaning w ∈ [2, |D|]. Since
the resulting topology Gs needs ξ(x2) slots to activate each link at least once, the
superframe length is w × ξ(x2).
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Lemma 3. The superframe length of the schedule that routes all |D| demands via
link-disjoint paths (case 1) is always shorter than that of the schedule that allows
non-link disjoint paths routing (case 2) if ξ(x1) < 2ξ(x2).
Proof. Lemma 2 shows that the minimum superframe length for case 2 is 2× ξ(x2),
i.e., w = 2 when only two demands share one link. Since Lemma 1 guarantees
superframe length of x1 is ξ(x1) for case 1, the schedule in case 1 is always shorter
than the schedule in case 2 when ξ(x1) < 2ξ(x2).
The end-to-end delay is affected by the superframe length which is discussed
in Section 1.2. Lemma 1, 2 and 3 show that there is a relationship between link
weights, routing and superframe length. Therefore, Phase-1’s objective, as carried
out by JRS-Multi-DEC and JRS-BIP, is to find a proper routing path for each
demand that minimizes the maximal link weight and superframe length.
Proposition 1. The slot re-ordering algorithm in Phase-2 of JRS-Multi-DEC and
JRS-BIP can potentially reduce the end-to-end delay of a demand with H hops, using
schedule S, by H(|S| − 2) + 1 slots.
Proof. When a packet arrives at a source node, it must wait for the slot to be
assigned to its outgoing link. In the worst case, the first hop is scheduled in the
|S|-th slot, and thus the packet incurs a delay of |S| slots. Further, for this case, each
outgoing link is always scheduled before the incoming link at each hop along the
path, meaning the packet waits for |S|− 1 slots before being forwarded to each next
hop. Thus, for a demand with H hops, the worst case delay is |S|+(H−1)(|S|−1) =
H(|S| − 1) + 1 hops. Phase 2 orders slots so that the outgoing link for the first hop
of each demand is scheduled earlier in the superframe. In the best case, using the
order, the first hop of each demand is scheduled in the first slot, and each outgoing
link is always activated in the next slot of an incoming link, i.e., there is no waiting
time along each link or its IAT= 1, and thus, the optimal end-to-end delay of the
demand with H hops is H slots. Consequently, the end-to-end delay of the demand
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can be reduced using Phase 2 by at most H(|S| − 1) + 1 − H= H(|S| − 2) + 1
slots.
Proposition 2. The computational complexity of JRS-Multi-DEC is O( |E|×|D||V |2 ×
(|E|+ |V |)).
Proof. Referring to Algorithm 1, the time complexity of line 1-3 is O(|D|). Line 4
sorts the |D| elements in L. This step has time complexity O(|D|log|D|). The time
complexity of line 5 and 6 is O(1). The computation time of line 7 depends on the
number of links on the selected path. In the worst case, all links are on the selected
path. Thus, the time complexity of line 1-7 is O(|D|log|D|) + O(|D|) + O(|E|).
For line 11, the time complexity of greedy coloring is O(|E| + |V |) [101]. The time
complexity of line 12 is O(|V |). The other lines, 10 to 15, are of O(|E|) complexity.
Thus the time complexity of line 9-16 is O(|Pd|×(|E|+ |V |)) or O( |E||V |2 ×(|E|+ |V |)).
For line 17, the time complexity is O(|Pd|). The time complexity of line 18-23 is
O(|Pd|+|E|) because line 20 need O(|E|). Thus, for line 9-23, the time complexity is
O(|Pd|×(|E|+|V |))+O(|Pd|)+O(|Pd|+|E|) = O(|Pd|×(|E|+|V |)). For line 8-24, the
time complexity is O(|D|×|Pd|×(|E|+|V |)) or O( |E|×|D||V |2 ×(|E|+|V |)). According to
[32], the time complexity of Algo-2 used in Line 25 is O(|V |2). Line 26 to 28 require
O(|S| × |E|), assuming each slot contains |E| links. Line 29 requires O(|S|log|S|).
Since |S|and |E| in general are less than |V |, the time complexity of line 25-29 is
O(|V |2). Therefore, the time complexity of JRS-Multi-DEC is O( |E|×|D||V |2 × (|E| +
|V |)).
Proposition 3. There are α × |E|×|D||V |2 decision variables in Equation (3.11), and
|E|, |D|, and |E| constraints in (3.12), (3.13) and (3.14), respectively.
Proof. Recall that the decision variable in BIP is Zd,k, which is set to one if the
k-th path of demand d is selected. As mentioned, there are |D| traffic demands
and |Pd| = α × |E||V |2 . Thus the number of decision variables is at most |D| × |Pd|
or α × |E|×|D||V |2 . According to constraint (3.13), each demand can only select one
path from Pd. Thus, there are |D| constraint (3.13). Constraints (3.12) and (3.14)
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calculate the link load of each link in G. Thus, the size of these two constraints is
|E|.
As a consequence of Proposition 3, JRS-BIP’s running time is proportional to
|D|, |Pd| or |E|. Specifically, if the number of demands increases to 2|D|, the number
of decision variables increases to α× |E|×2|D||V |2 = 2× α×
|E|×|D|
|V |2 , i.e., the BIP is four
times larger than before. Further, increasing the value of |Pd| to 2|Pd| doubles the
number of decision variables of constraint (3.13). Similarly, increasing |E| to 2|E|
doubles the number of constraint (3.12) and constraint (3.14).
3.5 Evaluation
The performance of JRS-Multi-DEC and JRS-BIP is evaluated using Matlab with
the MatGraph toolkit [102]. Assume all nodes are stationary and randomly located
on a 50 × 50 m2 or 100 × 100 m2 square area. The number of nodes ranges from
10 to 100. Two nodes located within each other’s transmission range are neighbors.
In experiments concerning transmission ranges, it varies its value from 10m to 50m
with an interval of 5m; note the transmission range used ensures nodes are separated
by multiple hops within the said deployment area. Each node has a dedicated
antenna/beam for each neighbor, and similar to [60] and [32], all nodes operate
on the same frequency. All packet transmissions take one time slot and queues
are backlogged. All demands are generated with a random source and destination
node with one slot requirement. The number of demands ranges from 5 to 75. In
addition, through experiments, α is set to 25. In particular, at this value, JRS-BIP
and JRS-DEC have a low computation time and yet produce good solutions. First,
the end-to-end delays of 15 flows are measured on a 100 × 100 m2 area with 10
nodes when the transmission range of nodes is 30 meters. Then experiments are
conducted to test the effect of the number of traffic demands, number of nodes,
varying node degrees and transmission ranges on the superframe length, end-to-end
delays and computation time. Note, only scheduling delay due to slot order and
83
3.5. Evaluation
superframe length is considered. The impact of queuing delays and retransmissions
due to channel errors is deferred to a future work.
The performance of JRS-Multi-DEC and JRS-BIP are compared against JRS-
Shortest and NJR. Briefly, JRS-Shortest is also a joint routing and scheduling al-
gorithm, whereby in the routing phase, it always chooses the shortest path for each
demand. NJR corresponds to a ‘no joint routing’ algorithm where scheduling and
routing are done separately. Specifically, NJR firstly applies Algo-2 [32] to schedule
all links to yield a minimal schedule with all link weights set to one. Then all pack-
ets are transmitted along the shortest path of each demand. This means a packet
requires multiple superframes to traverse a route. In addition, the performance of
two slot re-ordering approaches: Bucket Draining Algorithm (BDA) [32] and the
First-Hop rule described in Section 3.3 are compared. BDA reorders slots based on
link weights. In particular, a link with a higher weight is scheduled earlier. The
First-Hop rule, described in Section 3.3, re-orders slots based on the number of links
that constitute the first hop of paths. In each experiment, the following metrics are
collected:
• Superframe length. The average total number of time slots required to satisfy
all traffic demands.
• End-to-end delay. This records the end-to-end delay of each demand.
• Average delay. This records the average end-to-end delay over 50 simulation
runs. In each simulation run, the average end-to-end delay over all different
traffic demands is recorded.
• Computation time. This is the average time required by each algorithm to
generate routing paths and link schedules on a computer with an Intel Core
i7 with 6 GB RAM.
Each point in the forthcoming graphs is an average of 50 runs on the same
topology; each run has a random set of demands. Thus, the resulting superframe
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length and end-to-end delay will be different for each run. Consequently, for each
plotted point, its confidence interval is also indicated.
In the first experiment, end-to-end delay of each demand is measured. There are
15 demands on a 100×100 m2 area with 10 nodes, each of which has a transmission
range of 30 meters. For each demand, the end-to-end delay is calculated for NJR,
JRS-Shortest, JRS-Multi-DEC and JRS-BIP with the following slot re-ordering al-
gorithms: BDA and the First-Hop rule; the corresponding delays and an average of
15 demands are tabulated in Table 3.2.
Demand Number NJR JRS-Shortest JRS-Multi-DEC JRS-BIP
BDA FH BDA FH BDA FH BDA FH
1 1 1 1 1 1 1 1 1
2 3 3 1 1 4 2 4 2
3 2 2 4 3 3 3 2 5
4 2 2 3 2 1 1 1 1
5 3 3 3 2 4 2 3 2
6 1 1 1 1 1 1 1 1
7 1 1 1 1 1 1 1 1
8 7 7 9 6 6 6 6 6
9 8 8 5 5 4 2 9 4
10 8 8 5 5 5 5 5 8
11 3 3 3 2 4 2 4 2
12 13 13 11 5 5 5 9 4
13 7 7 8 6 7 4 7 5
14 3 3 5 5 5 5 4 2
15 6 6 7 7 6 6 6 6
Average 4.5333 4.5333 4.4667 3.4667 3.8000 3.0667 4.2000 3.3333
Table 3.2: End-to-end delays of 15 flows
From Table 3.2, for JRS-Shortest, JRS-Multi-DEC and JRS-BIP, using the First-
Hop rule to re-order slots yields lower average end-to-end delays as compared to using
BDA. For NJR, the two different slot ordering rules generate the same result in this
case. JRS-Multi-DEC and JRS-BIP produce lower average delays as compared to
NJR and JRS-Shortest. The use of NJR results in demand 12 incurring an end-
to-end delay of 13 slots. JRS-Multi-DEC reduces the delay to five slots. JRS-BIP
generates the lowest delay, incuring only four slots. We see that JRS-BIP and JRS-
Multi-DEC significantly reduce the delays of demands as compared to NJR and
JRS-Shortest.
The second experiment studies the effect the number of demands has on the
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resulting superframe length and the average end-to-end delay. The number of de-
mands ranges from 5 to 75 on a 50 × 50 m2 topology with 50 nodes, where each
node has a transmission range of 20 meters. From Figure 3.4, we see that for
JRS-Shortest, JRS-Multi-DEC and JRS-BIP, the superframe length increases with
traffic demands. However, for NJR, the superframe length remains fixed. Unlike
other algorithms, NJR considers each link to have a weight of one, irrespective of
traffic demands. This means it schedules each link once in each superframe. For the
other three algorithms, the superframe length is dependent on link weights. Recall
that JRS-Shortest only considers the number of hops. Consequently, it may create
bottleneck links that require a higher weight. This translates to more slots per su-
perframe when the traffic demand increases. Indeed, once there are 75 demands, the
superframe length of JRS-Shortest is 0.4 slots longer than the schedule length gen-
erated by NJR. This value is about 43% and 62% longer than the one generated by
JRS-Multi-DEC and JRS-BIP respectively. Comparing JRS-Multi-DEC and JRS-
BIP, after the number of demands increases to 10, JRS-BIP generated superframes
that are 0.04 to 0.96 slots shorter. When the number of traffic demands is 5, the
superframe derived by JRS-Multi-DEC is 0.02 slot shorter than that generated by
JRS-BIP. On average, the superframe length of JRS-BIP is 0.43 slot shorter than
that generated by JRS-Multi-DEC
Figure 3.5a and 3.5b indicate the average end-to-end delay of NJR, JRS-Shortest,
JRS-Multi-DEC and JRS-BIP after time slots are reordered using the Bucket Drain-
ing Algorithm (BDA) [32] and the First-Hop rule, respectively. Comparing these two
figures, for NJR and JRS-Multi-DEC, First-Hop reduces delay by approximately 0.3
slot as compared to BDA. For JRS-Shortest and JRS-BIP, First-Hop reduces the av-
erage delay by 0.27 and 0.41 slots respectively as compared to BDA. Although BDA
assigns heavily loaded links a higher priority and reallocates the corresponding slots,
the transmission order of each path is not considered such that an outgoing link can
be activated before an incoming link. Further, BDA aims to minimize the average
delays of all possible (r, s) demands, i.e., for |D| = V (V − 1); thus, BDA may not
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Figure 3.4: Superframe length with different number of traffic demands
minimize the end-to-end delays of some demands. NJR has the highest end-to-end
delay as it only schedules each link once in a superframe. Hence, a packet has to
wait for several superframes before being transmitted to its next hop if other paths
also share the same outgoing link. JRS-Shortest has a much lower delay than NJR
because it schedules links according to their weight. In Figure 3.5b, JRS-Multi-
DEC and JRS-BIP are about 1.2 and 1.65 slots quicker than JRS-Shortest when
there are 75 demands. The reason is because both algorithms result in links having
a lower weight. Consequently, they have shorter superframe lengths. The average
improvements are 0.65 and 0.94 slots for JRS-Multi-DEC and JRS-BIP, respectively.
The third experiment studies node numbers and their impact on the superframe
length and average end-to-end delay. The number of nodes increases from 10 to
100, and they are deployed on an area of size 100 × 100 m2. These nodes have a
transmission range of 40 meters. The number of demands is fixed at 20. At the
beginning of this experiment, it randomly regenerates a topology with 10 nodes
and 20 demands. It then increases the number of nodes by randomly adding new
nodes in the same topology. Recall that each point in the graph is an average
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Figure 3.5: Average delay with different number of traffic demands
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of 50 simulations with randomly generated demands. From Figure 3.6, we can
see that for NJR, the superframe length is shorter than JRS-Shortest, JRS-Multi-
DEC and JRS-BIP when the number of nodes is 10 because all links are scheduled
without respect to link load. With increasing number of nodes, there will be more
links, and thereby requiring proportionally longer superframe lengths. However,
for JRS-Shortest, JRS-Multi-DEC and JRS-BIP, the superframe length decreases
with increasing number of nodes. This is because there are more alternative paths
between a source and destination pair. Moreover, the path length also reduces.
Hence, link weights reduce significantly and the number of slots decreases by more
than 75%. When the number of nodes increases from 10 to 100, JRS-Shortest
always needs more slots than JRS-Multi-DEC and JRS-BIP. The reason is because
selecting the shortest path for all demands may lead to a higher link weight and
more bottleneck links which in turn require more slots. JRS-Multi-DEC requires
0.26 more slot on average as compared to JRS-BIP.
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Figure 3.6: Superframe length with different number of nodes
From Figure 3.7a and 3.7b, we see that NJR has a much higher delay than
the other three algorithms due to a longer superframe length. When there are
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10 nodes, NJR generates shorter superframe lengths as compared to JRS-Shortest,
JRS-Multi-DEC and JRS-BIP. However, the delay derived by NJR is about one
slot longer than the other three algorithms because it does not consider link load.
Further, when there are 10 nodes, JRS-Multi-DEC and JRS-BIP are about 0.05
slot quicker than JRS-Shortest; see Figure 3.7b. Comparing Figure 3.7a and 3.7b,
First-Hop reduces the average end-to-end delay by 0.55,0.18, 0.22 and 0.30 slots for
algorithms NJR, JRS-Shortest, JRS-Multi-DEC and JRS-BIP respectively. When
the number of nodes increases from 20 to 100 in Figure 3.7b, JRS-Multi-DEC and
JRS-BIP reduce the average delay by 0.41 to 0.65 slots as compared to JRS-Shortest.
As more links are added, the probability of using the same link for different demands
becomes smaller. Thus, for each demand, there are multiple shortest paths. The
two proposed algorithms will select the best shortest path for each demand. In most
cases, JRS-BIP is approximatelt 0.21 slot quicker than JRS-Multi-DEC.
The fourth experiment studies the effect of node degree on the superframe length
and average end-to-end delay. The node degree ranges from three to seven; the num-
ber of traffic demands is fixed at 30 on a topology with 30 nodes. In this experiment,
it randomly generates the topology and a set of demands at the beginning of each
simulation. From Figure 3.8, when the node degree ranges from three to six, NJR
has the shortest superframe length. This is because the length is dependent on the
number of links. NJR has a longer superframe length, at six slots when the node
degree is seven. In contrast to the other three algorithms, the superframe length
of NJR only increases with higher node degrees. However, for JRS-Shortest, JRS-
Multi-DEC and JRS-BIP, the superframe length decreases by more than 33% when
the node degree increases because there are more alternative paths. JRS-Multi-
DEC and JRS-BIP yield superframe lengths that are 0.74 and 1.19 slots shorter
than JRS-Shortest respectively because they choose paths that lead to minimum
link weights. Compared with JRS-Multi-DEC, JRS-BIP generates shorter super-
frames when nodes have more neighbors.





















































































Figure 3.8: Superframe length with different node degrees
as compared to JRS-Shortest when nodes have a degree of three because it yields
shorter superframe lengths. A link has to wait for the same slot in the next su-
perframe. Thus, a shorter superframe length leads to shorter end-to-end delays.
However, we see that the average delay is 6.27 and 5.63 slots when the node degree
is seven in Figure 3.9a and 3.9b respectively because NJR has the longest super-
frame length. Comparing these two figures, we see that First-Hop is about 0.4 slots
quicker than BDA. In Figure 3.9b, JRS-Multi-DEC is quicker than JRS-Shortest
by about 0.45 slots. The delays experienced by demands when using JRS-BIP is
shorter than JRS-Shortest by about 0.59 slots. For JRS-Shortest, JRS-Multi-DEC
and JRS-BIP, the average delay reduces with increasing number of degrees. When
nodes have a degree of three, there are fewer alternative paths. In addition, these
alternative paths may have significantly more hops. Thus, the end-to-end delay is
large. When the node degree increases, there are more alternative paths for each
demand and the path length also reduces. Similar to the second experiment, using
the shortest path is the best option for each demand. Compared with JRS-Shortest,




The fifth experiment studies the effect of transmission range on the superframe
length and average end-to-end delay. The topology size is 50× 50 m2; transmission
range is varied from 10 to 50 meters with an interval of five meters; the number of
nodes is 30 and the number of traffic demands is 30. From Figure 3.10, when the
transmission range is 10 and 15 meters, NJR has the shortest superframe length be-
cause the number of links is very small. The superframe length increases or stays the
same with increasing transmission range because this leads to higher node degrees.
The superframe length of NJR is dependent on the number of links. With increas-
ing number of links, for each demand, the number of alternative paths increases and
path length reduces. Therefore, link weight decreases. The superframe length of
JRS-Shortest, JRS-Multi-DEC and JRS-BIP reduces from 11 to 3 slots. When the
transmission range is 20 meters, JRS-Multi-DEC and JRS-BIP generate superframes
that are 1.38 and 1.74 slots shorter than JRS-Shortest. This is because proposed
algorithms select paths that lead to lower link weights. JRS-Shortest, JRS-Multi-
DEC and JRS-BIP generate the same superframe length, i.e., three slots, when the
transmission range is 50 meters; note, at this range, the graph is complete. If there
are a large number of links and nodes, the shortest path is the best option.
From Figure 3.11a and 3.11b, we see that NJR incurs about 0.5 slot shorter delay
than JRS-Shortest, JRS-Multi-DEC and JRS-BIP because NJR has the shortest
superframe length when the transmission range is 10. When the transmission range
is larger than 10 meters, NJR has approximately 2.39 and 2.28 slots higher delays
than the other three algorithms in Figure 3.11a and 3.11b. From these two figures,
we see that for NJR and JRS-Shortest, First-Hop is 0.41 and 0.32 slots quicker than
BDA. First-Hop reduces the average delay by 0.35 and 0.38 slots as compared to
BDA for JRS-Multi-DEC and JRS-BIP respectively. The difference between the
delays experienced by JRS-Shortest, JRS-Multi-DEC and JRS-BIP is less than 0.1
slots when the transmission range increases from 40 to 50 meters in both Figure

























































































Figure 3.10: Superframe length with different transmission ranges
number of links. Longer transmission range means that there are more links in the
topology. When the number of links increases, there are more alternative paths,
leading to shorter path lengths. Similar to the last experiment, when the number
of links is large, the best path is one of the shortest paths.
Lastly, the computation time of NJR, JRS-Shortest, JRS-Multi-DEC and JRS-
BIP will be plotted on a log scale. From Figure 3.12, we see that the computation
time of JRS-Multi-DEC and JRS-Shortest increases linearly with the number of
demands. This agrees with the analytical results in Section 3.4. Figure 3.13, 3.14
and 3.15 indicate that the computation time of JRS-Multi-DEC does not increase
proportionally with the number of nodes, node degrees and transmission range.
When the number of demands is constant, the computation time of JRS-Multi-DEC
depends on two factors: 1) the number of shortest paths for each demand, and 2) the
number of links on selected routes; see Section 3.4. The number of shortest paths
is proportional to the number of links, and inversely proportional to the square
of the number of nodes; see Section 3.3. When the node degree or transmission





























































Figure 3.11: Average delay with different transmission ranges
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Number of Traffic Demands























Figure 3.12: Computation time on a log scale with different number of traffic de-
mands
Number of Nodes



















































Figure 3.14: Computation time on a log scale with different node degrees
Transmission Range























Figure 3.15: Computation time on a log scale with different transmission ranges
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Consequently, as per the definition of Pd (see Section 3.3), each demand will have
more shortest paths when the number of links increases such that JRS-Multi-DEC
takes a longer time to find the optimal path. However, the number of hops along
a shortest path will reduce when the number of links increases. Thus, JRS-Multi-
DEC requires a shorter time to color the graph that includes all selected routes; see
Section 3.3. JRS-Multi-DEC has a longer computation time in all four cases because
it involves graph coloring. An advantage, however, is that it ensures a node with a
demand that is far away from its corresponding receiver uses the shortest path. The
running times of JRS-BIP is decided by the number of decision variables. A large
number of decision variables causes the search space used by Matlab’s Branch-and-
Bound algorithm to grow exponentially with increasing number of decision variables,
and results in highly variable computation time. NJR and JRS-Shortest have a
shorter running time as compared to JRS-Multi-DEC and JRS-BIP because they
do not use graph coloring or BIP. However, as shown in Figure 3.13, the computation
time of NJR increases with the number of nodes. This is due to the longer time
required to re-order slots with increasing superframe lengths.
3.6 Conclusion
This chapter has studied the problem of minimizing end-to-end delays in MTR
WMNs via a joint routing and scheduling approach. Specifically, the proposed solu-
tions consider the end-to-end delay of demands, the impact of routing, superframe
length and slot ordering. The first approach employs a non-linear integer program.
Unfortunately, the program is generally intractable. This is because there are an ex-
ponential number of routes. Another reason is because generating a superframe with
the minimum length reduces to solving the well known MAX CUT problem in each
slot. To this end, the chapter contains two novel heuristic solutions: JRS-Multi-DEC
and JRS-BIP. Both solutions aim to find the optimal route combination, derive the
shortest superframe and find the best slot ordering such that the average end-to-end
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delay is minimized. Compared with JRS-Shortest and NJR, JRS-Multi-DEC and
JRS-BIP reduce the end-to-end delay significantly when the number of demands in-
creases. When the number of nodes or node degree increases, JRS-Multi-DEC and
JRS-BIP have better performance than NJR but do not have much improvement
as compared to JRS-Shortest. The proposed algorithms have better performance
because they minimize the maximal node weight, which corresponds to a node’s
incoming and outgoing link load.
A key observation is that the proposed algorithms assume traffic demands are
given. Specifically, all flows have the same demand. This assumption makes it easier
to calculate end-to-end delays and ensures that flows receive the same bandwidth
allocation. However, the assumption does not satisfy Max-min Fairness (MMF); a
popular metric used to ensure fairness and maximize throughput. Therefore, the
next chapter presents a novel link scheduling approach that derives a superframe
that ensures flow rates satisfy MMF.
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A Novel Flow Aware Link Scheduler
To date, the main aim of existing single channel TDMA-based MTR WMN sched-
ulers is to derive a conflict-free schedule that minimizes the superframe length or
maximizes the number of links in each slot whilst allowing each link at least one
transmission opportunity or satisfies demands [21][32]. These schedulers, however,
do not consider whether the fairness of flow rates. Critically, they may starve flows.
Hence, this chapter considers flow rates fairness when scheduling links. In par-
ticular, it aims to derive a schedule that yields flow rates that approximate the
well-known Max-min Fair (MMF) metric. The approach taken is distinct from prior
works. As discussed in Chapter 2, most existing MMF related works use a flow
contention graph or an LP to compute a fair share before deriving the correspond-
ing schedule, which may not exist. The proposed link scheduler, called Algo-Fair,
however, generates a schedule directly whilst yielding an approximate MMF rate al-
location. In addition, it incorporates a novel augmentation step to distribute spare
capacity fairly amongst flows. This step is general and can be applied readily in
other forms of wireless networks. Numerical results show that Algo-Fair is able to
achieve the optimal MMF allocation in some cases, and on average, has a gap of 3.7%
to the optimal solution. Moreover, Algo-Fair is able to generate a higher minimum




Before proceeding further, three key concepts need to be defined: opportunistic
links, opportunistic slots, and opportunistic flows. Consider the schedule in Figure
4.1 in which every link can be considered as a single-hop flow and is activated at
least once. Observe that all transmissions in each slot adhere to the no mix-tx-rx
constraint. Also, links AE, BD, CE and BF that have been activated in slots prior
to slot 3 do not conflict with links AD, BE and CF that are currently allocated
to slot 3. To maximize network capacity, these non-conflicting links can also be
activated in slot 3. With this example in hand, opportunistic links is defined as the
links that can be added into a slot without causing a conflict with other links that are
already allocated to the slot; see links with an asterisk. Observe that opportunistic
links have a higher number of allocated slots, meaning they have a higher capacity.
An opportunistic slot is a slot with at least one opportunistic link; e.g., slot 3 and
4. Finally, a flow is defined as an opportunistic flow if all links on its path are
opportunistic links. As an example, a two-hop flow from node A to node C via node



































Figure 4.1: A ‘2-boxes’ topology and its TDMA MTR schedule/superframe. Op-
portunistic links are mark with an asterisk. A time slot containing an opportunistic
link is called an opportunistic slot. A flow in which each link on its path can be
activated in an opportunistic slot is called an opportunistic flow.
This chapter considers an arbitrary, single channel, TDMA-based MTR WMN
G(V,E), where V is the set of nodes, and E contains directed links; each link l has
capacity Cl. It assumes all links have the same capacity. Further, time is divided
into time slots, and each slot is sufficient to transmit a single packet. A superframe
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S is defined as a grouping of slots; hence, the superframe length |S| is equal to the
number of slots. Note, as TDMA requires nodes to be synchronized, this chapter
assumes nodes have a GPS unit.
Let F represent a set of flows. Each flow fi ∈ F , indexed by i ∈ [1, |F|], is
routed over the shortest path, in terms of hops. With a slight abuse of notation, fi
will also be used to indicate the set of links on the path. Flows are greedy, meaning
they will consume any given bandwidth. Let ri denote the portion of bandwidth
allocated to flow fi, and r is a vector representing the rate allocated to all flows in
F ; i.e., r = (r1, r2, . . . , r|F|). For example, ri = 1/3 means all links on the route for
fi dedicate 1/3 of their capacity to the flow. Further, a link l is defined as flow fi’s
bottleneck link if and only if link l’s capacity is fully utilized by all flows crossing it
and the rate of fi is higher than or equal to the rate of other flows crossing l. Here
are several definitions,
Definition 1. A rate allocation for F is feasible if it does not exceed the capacity
Cl of each link l.
A schedule is feasible if it satisfies the following definition.
Definition 2. A link schedule for an MTR WMN is feasible if all transmissions in
each slot satisfy the no mix-tx-rx constraint.
As will be elaborated in Section 4.2, the proposed approach employs Algo-2 [32],
a centralized MTR link scheduler. Critically, as reported in [32], Algo-2 is able to
produce a TDMA schedule that maximizes capacity with a short superframe length.
To aid exposition later on, this section briefly highlights the key steps performed
by Algo-2. Its goal is to generate the maximal set of links in each slot. This is
achieved using a heuristic to the well-known, NP-complete, MAXCUT problem [99].
Specifically, it creates a maximal bipartite graph in each slot and derives a minimal
superframe length that ensures all link demands are satisfied. In each slot k, Algo-2
creates two node sets: Set1 and Set2. The nodes in Set2 will transmit to Set1 in slot
k. The two sets are constructed as follows. Initially, Algo-2 includes all nodes into
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Set1 and sets Set2 to empty. It then selects the node with the highest δ value in
Set1 and moves it into Set2, where the δ value of a node A is the difference between
the total weight of links from A to other nodes in Set1 and the sum of link weights
from nodes in Set2 to node A. It then repeats the second step until the δ value of
all nodes in Set1 is less than or equal to zero. After generating one slot, the weight
of activated links is reduced by one. The algorithm terminates when the weight
of all links is zero. The weight of a link l corresponds to the number of slots it is
assigned in the superframe generated by Algo-2. Note, Algo-2 can be replaced with
any future schedulers with better performance. Notice that the proposed algorithm
can also be used by other TDMA schedulers for non MTR systems. This is a subject
of an immediate future work.
The ‘2-boxes’ topology and the first scheduled slot shown in Figure 4.1 can
be used to show how Algo-2 works. Assume the weight of each link is one. At the
beginning, Algo-2 creates two node sets: Set1= A,B,C,D,E, F and Set2= ∅. The δ
value of each node is {δA, δB, δC , δD, δE, δF} = {3, 5, 3, 3, 5, 3}. Then, Algo-2 moves
node B to Set2 and updates the δ value of other nodes to {δA, δC , δD, δE, δF} =
{1, 1, 1, 3, 1}. Node D is then moved to Set2 because δD is the biggest. The new
δ values are {δA, δC , δD, δF} = {−1,−1,−1,−1}. Also-2 then stops moving nodes
because all δ values are negative. In the first slot, the nodes in Set2= {B,E} will
transmit to nodes in Set1= {A,C,D, F}.
The end-to-end flow fairness criterion used in this chapter is MMF [78]. Formally,
it is defined as follows:
Definition 3. A rate allocation vector r = (r1, r2, . . . , r|F|) is MMF for flows in F
if, with respect to any other rate allocation vector r′ = (r′1, r
′
2, . . . , r
′
|F|), there exist a
flow fi ∈ F with ri < r′i, and another flow fj ∈ F with rj ≤ ri and rj > r′j.
Note that each flow in F has at least one bottleneck link, and the rate of each
flow in a feasible MMF rate allocation cannot be increased without decreasing the
rate of any other flows having less or equal rates [78]. In this chapter, MMF will be
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used as the main fairness criterion to optimize, although other fairness metric can
be used as well. A schedule is feasible and fair if it satisfies the following definition,
Definition 4. A feasible link schedule for an MTR WMN satisfies MMF if the rate
allocation for all flows in the set F satisfies Definition 1, 2 and 3.
The aim of this chapter is to derive a link schedule for MTR MWNs that yields
a fair rate allocation to end-to-end flows, i.e., the schedule that satisfies Definition
4. Formally, let Sn denote the set of links activated in slot n ∈ [1, |S|], and Fl is the
set of flows traversing link l. Thus, given an MTR WMN modeled as G(V,E), a set
of flows F , the fair link scheduling problem is to find a feasible link schedule, i.e.,
S = {S1, S2, . . . , S|S|}, where (1) the rate allocation r = (r1, r2, . . . , r|F|) is feasible,
i.e., for any link l in E,
∑
i∈Fl ri ≤ Cl, and (2) the generated r is an MMF rate
allocation.
Generating a rate allocation that satisfies MMF for wireless networks is more
complex than wired networks because of the interference between neighboring links.
Also, the resulting solution is an approximation because the superframe generated
by Algo-2 is not optimal and hence, the capacity is sub-optimal. Nevertheless, as
results in Section 4.5 show, the proposed algorithm has a better performance than
other scheduling approaches.
4.2 Algo-Fair – Key Ideas
Algo-Fair first generates a basic superframe, using Algo-2 [32], where each flow is
assigned a weight of one. This means each links of a flow fi will be assigned one slot
in the basic superframe by Algo-2, and thus Algo-Fair generates a schedule in which
each link is activated in at least one slot. In the next step, Algo-Fair aims to identify
opportunistic flows. A key problem in this step is that some conflicting links may
have the same opportunistic slot. Consequently, they cannot be activated in the
same slot. To this end, the proposed algorithm employs a superframe augmentation
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step that duplicates the superframe in the prior iteration such that all conflicting
links can be activated opportunistically. More importantly, previously scheduled
links and thus the flow rate of non-opportunistic flows are unaffected. The algorithm
terminates when the rate increase of opportunistic flows is less than or equal to a
parameter called ε; this parameter will be elaborated in Section 4.4.
Algo-Fair creates the desired superframe iteratively, starting with the basic su-
perframe, denoted as B0. Figure 4.2 shows an example superframe Bn for iteration
n; the black bars indicate the links scheduled in the superframe. Observe that su-
perframe B1 is constructed from B0, and B2 from B1; the corresponding links in
B1 and B2 are indicated with white and dotted bars, respectively. Let Zn be the
number of Bn−1 copies used to construct Bn in the n-th iteration, where Zn ≥ 1.
For example, in iteration n = 1, there is Z1 = 2.
Superframe B0 Superframe B0 Superframe B0 Superframe B0 Superframe B0 Superframe B0
Superframe B1  Z1=2  
Superframe B2  Z2=3
n=2
Superframe B1  Z1=2  Superframe B1  Z1=2  
Superframe B0
n=0
Superframe B0 Superframe B0
Superframe B1  Z1=2  
n=1
Figure 4.2: Example superframes created by proposed algorithm
Next will explain the key superframe construction or augmentation operation






operator on any two superframes Bi and Bj, i.e., Bi
⊕
Bj,
appends the slots in Bj, and thus all links scheduled in Bj, into Bi starting at slot
|Bi| + 1. Alternatively, Bk = Bi
⊕
Bj results in a Bk such that its first |Bi| slots
are exactly the same as Bi and its last |Bj| slots are exactly those of Bj.
Note that the
⊕










The new superframe length is the total number of slots in the combined superframes.
Observe that this operation preserves the flow rate of allocated flows. That is, if
a link is activated in slot k of superframe B0, the link is activated with the same
period in subsequent superframes.
A very important observation is as follows. Consider an opportunistic slot k in
B0, and also two conflicting links l1 and l2 that can be scheduled opportunistically,
but not simultaneously, in slot k. In superframe B1, if there is only one copy of B0,
then either l1 or l2 can be scheduled in slot k. Now, if B1 is augmented with another
copy of B0, then l1 and l2 can be scheduled in the first and second copy of B0,
respectively; these links/flows have received additional bandwidth. Let ∆n denote
the additional bandwidth received by all flows in iteration n. The opportunistic
flows can be defined formally.
Definition 6. A flow in iteration n is an opportunistic flow if its links can be
activated in some slot(s) in superframe Bn−1.
As discussed in Section 4.3, at the beginning of iteration n, Algo-Fair determines
whether there are any flows where all their links can be activated opportunistically
in the superframe generated in iteration n − 1. If so, the flows are marked as
opportunistic flows in iteration n. In order to keep track of opportunistic flows,
it defines two sets, F ⊆ F and F ′ ⊆ F , which contain the opportunistic flows in
superframe Bn−1 and Bn respectively. In addition, it will use the multiset L to
record all links used by flows in F ′. Note that L may contain duplicated links,
corresponding to links used by multiple flows in F ′.
4.3 Algorithm Details
This section now delves into the details; see Algorithm 2. Algo-Fair takes as input
a graph G(V,E), a set of flows F and ε. Algo-Fair sets a flag m to one when it
finds a flow fi whereby all its links can be activated opportunistically in superframe
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Bn−1. Let L be a subset of L; i.e., L ⊆ L, that contains all opportunistic links
in slot k. Note that the links in L may conflict with each other. Hence, it uses
a function called MAXCUT() to determine a maximal set of non-interfering links.
Briefly, MAXCUT() divides nodes into two sets such that the total number of links
between nodes in one set to nodes in the other is maximal. It outputs the links
between these two sets. Let S be the final superframe returned by the algorithm.
Algo-Fair starts by assigning each flow in F a weight of one. Using Algo-2 [32],
it generates superframe B0 from the graph G; see line 1-2 of Algorithm 2. Then
the rate allocated to all flows in F is initialized to 1/|B0|. Recall that |B0| is the
superframe length and the links of each flow is activated once in the superframe;
see line 3. The set F is initialized to F . Algo-Fair sets n and ∆n to zero, and
the set F ′ is initialized to empty; see line 4. In each iteration n, it includes into
set F ′ those flows in which all their links can be opportunistic links in Bn−1. In
addition, it includes all their links into the multiset L; see line 7-16. If no flows in F
can be included into F ′, Algo-Fair returns the superframe generated in the previous
iteration; see line 17-18, 44. If set F ′ is not empty, the value of Bn is initialized to
Bn−1, and the value of k and Zn is set to one; see line 20. Let l indicate a link in
set L. In each slot k, if link l is an opportunistic link, it is included into the set L.
The next step is to determine which links in L can be active simultaneously. To do
this, it generates the MAX-CUT from the set L and schedules the returned links in
slot k as opportunistic links, and removes the links from L; see line 26-27. When
all links in L cannot be added in the given |Bn| slots, in line 31-32, Algo-Fair will
augment Bn with Bn−1. This step is repeated until all links in L are scheduled. The
number of Bn−1 copies used in iteration n is recorded in the variable Zn; see line
21-35 of Algorithm 2. Recall that ∆n is the additional bandwidth generated in each
iteration. Thus the value of ∆n is updated to 1/|Bn| because each flow in set F ′
receives one more activation in the new superframe Bn; see line 36. If 0 < ∆n < ε,
the algorithm will break and return the superframe generated in the last iteration;
see line 5, 43. At the end of each iteration n, Algo-Fair increases the allocated
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bandwidth of each flow in F ′ by ∆n; see line 37-39. Then the set F is updated to
F ′ and F ′ is reset to empty; see line 40. The output of Algo-Fair is superframe S
and vector r.







Figure 4.3: An MMF example
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Table 4.1: Basic superframe generated by Algo-2
Slot 1 Slot 2 Slot 3 Slot 4 Slot 5 Slot 6 Slot 7 Slot 8
BC EF BC EF BC EF BC EF
DE GD DE IB∗ DE GD DE BC∗




Table 4.2: Final superframe generated by Algo-Fair
This section now shows how Algo-Fair computes the flow rates for the example
shown in Figure 4.3.
• Input: It takes as input G(V,E), the set of flows F = {f1, f2, f3, f4} and
ε = 0.001.
• Output: It outputs a superframe S and a vector r that represents the rate
allocated to all flows in F , i.e., r = (r1, r2, r3, r4).
• Line 1-4: It assigns each flow a weight of one and generates superframe B0
using Algo-2; the results are shown in Table 4.1. The superframe length is
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|B0| = 4. As flows receive one slot, each flow has a rate of 1/|B0| = 1/4; i.e.,
r1 = r2 = r3 = r4 = 1/4. The set F is initialized to F , i.e., F = {f1, f2, f3, f4}.
It also sets the value of n and ∆n to zero and set F
′ to empty.
• Line 7-16: In iteration n = 1, link DE and EF cannot be opportunistic links
in any slot in B0, thus flow f1, f3 and f4 will not be added into the set F
′. On
the other hand, all three links IB, BC and CJ of flow f2 can be opportunistic
links in slot 4. Thus, F ′ = {f2} and L = {IB,BC,CJ}.
• Line 17-35: It does not return B0 at line 17-18 because the set F ′ is not
empty. It then initializes the value of k and Zn to one and B1 = B0. When
k = 4, set L is not empty; i.e., L = {IB,BC,CJ}. To determine which links
in L can be added to slot k, the function MAXCUT() is called and in this case
returns two links: IB and CJ . These links are added into slot 4 and removed
from set L. Thus the only link left in L is BC. When the value of k is higher
than |B1| = 4, the algorithm augments B1 by performing B1 = B1
⊕
B0, and
increases the value of Z1 to two. Consequently, the superframe length of B1 is
8 slots. When the value of k is 8, link BC is scheduled in slot 8 and set L is
empty.
• Line 36-44: The value of ∆n is updated to 1/|B1| = 1/8. Flow f2 is the only
flow in set F ′, thus the rate allocated to f2, r2 is increased by ∆n = 1/8. The
total rate allocated to flow f2 is 3/8 at the end of the first iteration. The
algorithm then copies the set F ′ to F and set F ′ to empty. In the second
iteration, flow f2 is the only flow in set F . The set F
′ is empty after testing
flow f2 because all three links cannot be opportunistic links in B1.
Finally, it returns S = B1 as well as r = (r1, r2, r3, r4), where r1 = 1/4,




input : G(V,E), F , ε
output: link schedule S, rate allocation r = (r1, r2, . . . , r|F|)
1 Assign each flow fi ∈ F a weight of one
2 B0 ← Algo-2(G)
3 r1 = r2 = · · · = r|F| ← 1/|B0|
4 F ← F , n← 0, ∆n ← 0, F ′ ← ∅
5 while ∆n = 0 OR ∆n ≥ ε do
6 n← n+ 1
7 for i← 1 to |F | do
8 m← 1 // m is a flag
9 for l ∈ fi do
10 if l cannot be an opportunistic link in any slot then m← 0
11 end
12 if m = 1 then
13 Add flow fi into F
′
14 Add all links of fi into L
15 end
16 end
17 if F ′ = ∅ then
18 break
19 else
20 k ← 1, Zn ← 1, Bn ← Bn−1, L← ∅
21 while L 6= ∅ do
22 for l ∈ L do
23 if l can be an opportunistic link in slot k then Add l into L
24 end
25 if L 6= ∅ then
26 Add MAXCUT(L) in slot k
27 L = L \ MAXCUT(L)
28 end
29 k ← k + 1
30 if k > |Bn| then
31 Bn ← Bn
⊕
Bn−1




36 ∆n ← 1/|Bn|
37 for fi ∈ F ′ do
38 ri ← ri + ∆n
39 end
40 F ← F ′, F ′ ← ∅
41 end
42 end
43 S ← Bn−1




This section now discusses several properties of Algo-Fair, and its time complexity.
It proves that the superframe length in each iteration and the number of iterations
are finite. Then it shows that the resulting flow rates approximate MMF. Finally,
it outlines the running time complexity of Algo-Fair.
Proposition 4. For each iteration n, Algo-Fair generates a superframe Bn with a
finite length of |Bn| = Zn × |Bn−1|, where Zn ≤ |L| ≤ |E||F|.
Proof. Recall that L is a multiset containing all links belonging to opportunistic
flows. As there are a finite number of links and flows, the size of |L| is less than or
equal to |E| × |F|. Hence, the size of multiset |L| is finite. The proposed scheduler,
see Algorithm 2, moves to the next iteration only if set L is empty. This means all
links in L will be served in each iteration n. To see this guarantee, consider line
21-35. Every time Algo-Fair augments the superframe in iteration n, at least one
link from L is scheduled in the newly copied superframe Bn−1. Therefore, in each
iteration, the number of augmentations is finite and there are only a maximum of
|L| such operations.
As a result of Proposition 4, the value of Zn is upper bounded by |E||F|. This
implies there are a maximum |E||F| copies of Bn−1 in iteration n. Next, this section
shows that the number of iterations is finite. It first makes the following definition.
Definition 7. All links that are assigned a slot in the last copied Bn−1 of superframe
Bn are called ‘the last links’.
Proposition 5. A last link l that is assigned slot k in iteration n will never be
assigned the same slot k again in any later iterations.
Proof. In iteration n, if a link l is one of the last links, then all its available oppor-
tunistic slots before the last copied Bn−1 superframe must be occupied by conflicting
links. Otherwise, link l would have been scheduled earlier; i.e., it is not a last link.
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In order to schedule link l, Algo-Fair augments the superframe with a copy of Bn−1,
meaning at least one opportunistic slot of link l is available. Otherwise, it would
not have been marked an opportunistic link in iteration n. Assign link l one of these
slots, say slot k. Consequently, in every copy of Bn used to construct Bn+1, slot k
is occupied by link l. This implies in all subsequent iterations, this slot will also be
occupied. This proves the statement.
As each iteration has at least one last link, all links are guaranteed to exhaust
their opportunistic slots, and thereby, at such time, they cannot be activated op-
portunistically. This fact leads to the next proposition.
Proposition 6. Algo-Fair will terminate after a finite number of iterations.
Proof. In every iteration n, there must be x ≥ 1 last links, meaning there will be
x links that lose at least one available opportunistic slot because the value of Zn is
finite, as per Proposition 4, where 1 ≤ x ≤ |L|. Hence, after every iteration, at least
one link in L will lose at least one opportunistic slot. In iteration n, each link has
a finite number of opportunistic slots because the number of superframes in Bn−1
and the value of Zn are both finite. Thus, every link will lose all its opportunistic
slots after a finite number of iterations. Once there are no opportunistic slots, the
set F ′ is empty, and Algo-Fair terminates.
As mentioned in Section 4.2, the stopping criterion ε is used, where its main
functionality is to reduce the computation time and to ignore negligible increase in
flow rate as Zn becomes large. Observe that n may be very large. Assume a link
l in L has m opportunistic slots in iteration n. According to Proposition 4, the
maximum number of new opportunistic slots is |L| × (m − 1) in iteration n + 1.
Thus, it needs at least |L|× (m−1) iterations to exhaust all of link l’s opportunistic
slots after iteration n.
Recall that ∆n is the additional bandwidth, due to opportunistic slots, allocated
to a flow in each iteration, where ∆n is equal to
1
|Bn| . When the value of n is large,
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∆n is very close to zero. Thus, any flow rate increase is negligible when 0 < ∆n < ε,
and hence it is save to terminate.
To prove that the proposed scheduler approximates MMF, this section makes
the following two propositions. Recall that one definition of MMF is that the rate
of a flow cannot be increased without decreasing the rate of other flows with less
or equal rates [78]. Also note that Algo-Fair allocates opportunistic flows the same
flow rate increment in each iteration without sacrificing the rate of existing flows.
Proposition 7. The rate allocation produced by Algo-Fair in iteration n is never
less than that in iteration n− 1.
Proof. Assume link l is active in slot k in superframe Bn−1 of iteration n − 1. In
the (n)-th iteration, the new superframe Bn includes one or more copies of Bn−1.
Observe that existing allocations are preserved. This is evident in Figure 4.2. For
example, the links in B0 are not affected in each iteration. In particular, if link l is
active in slot k, then its next activation will be in k+ |Bn−1|, k+ |Bn−1| × 2,. . . ,k+
|Bn−1|×Zn−1. In other words, the frequency of transmission is the same. If a link is
activated opportunistically, by the definition of opportunistic links, see Section 4.1,
it does not increase the superframe length, and thus the rate allocation can only
increase.
To satisfy another aspect of MMF, it needs to show that every flow has at least
one bottleneck link.
Proposition 8. Every flow fi /∈ F ′ has at least one bottleneck link.
Proof. A link l of a flow fi is a bottleneck if and only if link l’s capacity is consumed
by all flows crossing it and the rate of fi is higher than or equal to the rate of other
flows crossing l. Link l is first proved to be saturated. Recall that the number of
slots allocated to a link corresponds to its capacity. Consider the case in which flow
fi was an opportunistic flow in iteration n − 1 but is no longer one in iteration n;
i.e., it is not in the set F ′. By the definition of F ′, flow fi has at least one link that
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does not have an opportunistic slot in Bn−1; assume this to be link l. This means
no more slots can be allocated to link l to increase its capacity; i.e., it is saturated.
Secondly, the rate of fi is proved to be higher than or equal to the rate of other
flows crossing l. Consider the case where flow fi is not the only flow crossing link
l. Let there be z flows that were in F ′ in iteration n− 1 but are no longer in F ′ in
iteration n. Referring to line 37-39 in Algorithm 2, all flows in F ′ will receive the
same additional bandwidth in iteration 1 to n−1. This means all z flows and fi will
be allocated the same bandwidth up to iteration n − 1. Then the maximum rate
allocated to these z flows is 1/|B0|+ 1/|B1|+ · · ·+ 1/|Bn−1|. Thus, the rate of fi is
higher than or equal to the rate of other flows crossing l, meaning l is a bottleneck
link.
Finally, following time complexity result is shown below.
Proposition 9. Algo-Fair has a time complexity of O(|E| × |F| × |V |2).
Proof. Consider Algorithm 2. The time complexity of line 1 and 3 is O(|F|). Line
2 needs to run Algo-2, which has a time complexity is O(|V |2). Thus, the time
complexity of line 1-4 is O(|F|) + O(|V |2) + O(|F|) + O(1) + O(1) + O(1) + O(1).
Assuming |F| < |V |2, the complexity is O(|V |2). Lines 9-11 need to check if each
link of flow fi is an opportunistic link in all slots of Bn−1. Thus, the complexity of
lines 9-11 is O(|E| × |Bn−1|). The time complexity of lines 13-14 is O(|E|). The
iteration from lines 7-16 needs to check all flows in F . Thus, the time complexity
is O(|F | × |E| × |Bn−1|), where |Bn−1| = |B0| × Z1 × Z2 × · · · × Zn−1. The time
complexity of lines 17-20 is O(1). Lines 22-24 need to check each link in |L|, where
|L| ≤ |E| × |F|. The complexity of lines 25-28 is O(|V |2) because the MAXCUT()
function uses Algo-2. Lines 29-34 has complexity O(1). The total time complexity
of lines 22-34 is O(|E| × |F|) +O(|V |2) +O(1). If the value of |F| is less than |V |
2
|E| ,
then it becomes O(|V |2). The maximum number of iterations from lines 21 to 35
is |L|. Thus, the time complexity of line 21-35 is O(|E| × |F| × |V |2). The time
complexity of line 36-40 is |F ′|. Thus the total time complexity of Algorithm 2 is
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O(|F | × |E| × |Bn−1|) +O(1) +O(|E| × |F|× |V |2) +O(|F ′|). If |Bn−1| < |V |2, then
the time complexity of the proposed MMF scheduling algorithm is O(|E| × |F| ×
|V |2).
4.5 Evaluation
The experiments are conducted using Matlab with the MatGraph toolkit [102].
Assume that all nodes are stationary and located randomly on a 200 × 200 m2 or
800× 800 m2 area. The number of nodes ranges from 10 to 150. The transmission
range is set to 100 or 400 meter depending on the experiment. Assume that each
node has a dedicated antenna/beam for each neighbor, all nodes operate on the
same frequency, and each link l operates at a maximum rate of Cl =10 Mbit/s. The
number of flows |F| ranges from 5 to 75. For each flow, a source and destination
nodes are randomly selected, and is routed over the shortest path. This section sets
ε = 0.001; equivalent to when the number of slots in |Bn| is more than 1000. Notice
that Algo-Fair rarely reaches this ε limit in the experiments, where the additional
bandwidth provided to flows is negligible. Each result point is an average of 10
experimental runs on the same topology. Emphasize that the focus is on superframe
construction and slot allocation; i.e., this chapter is not concerned with channel
conditions. Note that any retransmissions can be carried out in subsequent slots for
a given number of times.
This section evaluates Algo-Fair against six other designs, namely, Algo-2OL,
Algo-1OL, Algo-2Flow, Algo-1Flow, A2Greedy and A1Greedy. The main difference
among them is as follows. Algo-2OL, Algo-2Flow and A2Greedy apply Algo-2 [32],
and Algo-1OL, Algo-1Flow and A1Greedy use Algo-1 [103]. To aid readability, it
uses the label ‘1’ or ‘2’ to denote the scheduler in question, e.g., Algo-2OL and Algo-
1OL correspond to Algo-2 [32] and Algo-1 [103], respectively. In experiments, they
serve as example schedulers that do not consider flow fairness. Note that Algo-2Flow
and Algo-1Flow emulate the behavior of the end-to-end water filling algorithm of
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[104]. A key difference, apart from being distributed, is that the algorithm in [104]
assumes a tree topology whose nodes form a matching in each time slot, i.e., one
transmission/reception per node.
This section now briefly explains the six schedulers. Algo-2OL and Algo-1OL
first generate a basic superframe before adding all possible opportunistic links into
each slot. This means if all links of a flow are added as opportunistic links, then its
rate will increase. In contrast, after generating a basic superframe, Algo-2Flow and
Algo-1Flow increase the weight of flows iteratively. Specifically, they randomly pick
a flow, and increase its weight by one. If this causes other flows’ rate to reduce, they
then revert the flow’s weight to its previous value. Otherwise, they retain the flow’s
weight and move to the next flow. This process repeats until no flow weight can be
increased. The last two algorithms, A2Greedy and A1Greedy, focus on throughput
rather than fairness. They iteratively consider flows with increasing hop count,
starting from the shortest, and generating a new superframe in each iteration to
accomodate newly added flows. If a flow, say fz, causes the rate of other flows to
reduce, they revert to the superframe of the previous iteration, and fz is removed
from consideration.
In each experiment, the following metrics are collected:
• Flow rates. The final flow rate is equal to the minimum link rate along its
path. This is computed using Equ. (4.1), where nli is the number of slots





| l ∈ fi
}
(4.1)
• Average total throughput. This is simply the sum of all flow rates ri divided
by the number of simulation runs, which is 10.
The first experiment is over three 200 × 200 m2 randomly generated topologies
with 10, 15 and 20 nodes. In Figure 4.4, the minimum flow rate generated by
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Algo-Fair is 1.67 Mbit/s when the number of nodes is 10. This is higher than the
minimum rate generated by Algo-1OL, Algo-1Flow, A1Greedy, i.e., 1.25 Mbit/s, and
A2Greedy, i.e., zero. The reason is because Algo-1 generates longer basic superframe
lengths than Algo-2, and the minimum flow rate is decided by the basic superframe.
A2Greedy starved two flows while allocating other flows with a rate of 2.5 Mbit/s.
This is because A2Greedy assigns a higher priority to shorter flows. When the
number of nodes is 15, the minimum rate generated by Algo-Fair is 1.43 Mbit/s. This
is higher than the minimum rate, i.e., 0.83 Mbit/s, generated by Algo-1OL, Algo-
1Flow and A1Greedy. Also observe that Algo-Fair equally allocates an additional
1.43 Mbit/s to two flows rather than allocating 1.43 Mbit/s to one flow as is the
case with Algo-2Flow. When the number of nodes is 20, A2Greedy and A1Greedy
starved one flow. Algo-1OL and Algo-1Flow ensure a minimum rate of 1.67 Mbit/s.
This is lower than the minimum rate, i.e., 3.33 Mbit/s, generated by Algo-Fair
because Algo-1 generates longer superframes than Algo-2. In this case, Algo-Fair
equally allocates an additional 6.67 Mbit/s to four flows rather than allocating 6.67
Mbit/s to two flows. In contrast, Algo-2OL allocates an additional 6.67 Mbit/s to
two flows and Algo-2Flow allocates 3.33 Mbit/s to one flow.


























Figure 4.4: Allocated rates of ten flows on three topologies located in an 200× 200
m2 area with 10, 15 and 20 nodes
This section also compares the flow rates computed by all algorithms to the
optimal MMF rate. This is carried out manually, and hence, is only possible for
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small topologies. Consider Figure 4.3. All flows are assigned a weight of one,
meaning each link’s weight is equal to the number of traversing flows. Then the
weight of a node is set to the sum of the maximum incoming link weight and the
maximum outgoing link weight. In Figure 4.3, node E is the heaviest node because it
has an incoming link with a weight of two and an outgoing link with a weight of two.
Node E is thus marked as a bottleneck node, and link DE and EF are bottleneck
links. In order to satisfy the no Mix-Tx-Rx constraint, each flow traversing link DE
and EF can only receive a fair share of 1/4. Thus, the rate of flow f1, f3 and f4 is
2.5 Mbit/s. We see that flows f2 and f1 share link BC. Flow f1 is bottlenecked by
link DE and EF . Thus, flow f2 can use the remaining capacity of link BC, which
is 1 − 1/4 = 3/4. The flow f2 will have a rate of 3/4 × 1/2 = 3/8 because node B
and C need to receive and transmit data for flow f2. Thus, the rate of flow f2 is
3.75 Mbit/s. Recall that earlier in Section 4.3, using Algo-Fair, the following rates
can be computed: r1 = 1/4, r2 = 3/8, r3 = 1/4 and r4 = 1/4. These rates are in
fact optimal.
Table 4.3 shows the gap as compared to the optimal flow rates. We see that
Algo-Fair has the lowest average gap, i.e., 0.21 Mbit/s and 0.14 Mbit/s, for the
topology with 10 nodes and 15 nodes respectively. When the number of nodes is 20,
Algo-Fair matches the optimal rates. The gap between the results of Algo-Fair and
the optimal flow rates is due to two reasons. First, note that Algo-2 is a heuristic
for the NP-complete, MAXCUT problem. Thus, it may not generate the shortest
superframe for a given topology. In other words, the minimum rate received by
flows is non-optimal. Second, as opportunistic links are added greedily, see line 26
of Algorithm 2, the resulting allocation of opportunistic links may cause unnecessary
augmentations.
This experiment studies increasing number of flows, i.e., 5 to 75, using a randomly
generated topology on a 800× 800 m2 area with 75 nodes. ¿From Figure 4.5, we see
that Algo-Fair generates the highest throughput, with an average throughput that is





Algo-Fair 0.21 0.14 0
Algo-2OL 0.5 0.43 0.67
Algo-1OL 1.13 0.75 1.17
Algo-2Flow 0.33 0.21 0.67
Algo-1FLow 1.63 0.33 1.17
A2Greedy 1.33 0.43 0.5
A1Greedy 1.75 0.67 1.25
Table 4.3: Average gaps as compared to the optimal MMF
there are five flows, Algo-Fair, Algo-2OL and Algo-2Flow are both at 36 Mbit/s be-
cause their first two steps are the same. When there are 60 flows, Algo-Fair increases
the average total throughput by more than 73.2% as compared to A2Greedy, and
about 10.4% as compared to Algo-2OL and about 6.9% as compared to Algo-2Flow.
When using A2Greedy, longer flows may starve. In Algo-2OL, the rate allocated to
a link will increase significantly if this link is assigned several opportunistic slots.
However, the rate of a flow is constrained by the minimum link rate along its path.
The results generated by Algo-2Flow are very close to those of Algo-Fair when the
number of flows is small, i.e., 5, 10, 15 and 20. Nevertheless, if two opportunistic
flows, say fi and fj, share one link l, and l only has one opportunistic slot in the gen-
erated superframe, Algo-2Flow may not fairly increase the rates of the two flows.
If Algo-2Flow first selects flow fi and increases its weight by one, then flow fj’s
weight cannot be increased without adding a new slot to link l. The rate allocated
to flows will decrease if the superframe length increases. Thus, Algo-2Flow cannot
fairly allocate additional bandwidth in some cases.
The last experiment studies the effect of node numbers and degrees on the average
total throughput. The number of flows is fixed at 30. Both Figure 4.6 and 4.7 show
that Algo-Fair generates the highest throughput. With varying node numbers, on
average, the throughput of Algo-Fair is 11 Mbit/s and 102.6 Mbit/s higher than
the throughput of Algo-2Flow and A1Greedy, respectively. As for different node
degrees, Algo-Fair recorded an average that is 4.1 Mbit/s and 48.2 Mbit/s higher
than Algo-2Flow and A1Greedy, respectively. In both experiments, when there is a
higher number of nodes or node degrees, there are more links. Consequently we see
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Figure 4.5: Average total throughput with different number of flows
a drop in the number of flows traversing each link. In contrast, the load on each link
is higher when the number of nodes or node degrees is small. In this scenario, Algo-
Fair will assign the same additional bandwidth to each contending flow. However,
in the other six algorithms, one or more flows are starved. On the other hand, in
the former case, as there are fewer flows on each link, they will receive a higher rate.
We see that Algo-Fair also performs well as it maximizes the rate of each flow while
the other six algorithms only maximize the rates of a subset of flows.
4.6 Conclusion
In summary, Algo-Fair has the following advantages: 1) it ensures all flows are al-
located a minimum rate, meaning no flows starve, 2) it uses Algo-2 [32] to ensure
the highest possible minimum rate, and 3) it employs an augmentation operation
to ensure all opportunistic flows are assigned a fair increase in rate. The key nov-
elty is step 3) where a novel augmentation step is used to exploit opportunistic
slots. A similar step can be applied when deriving the superframe for other wireless
systems. Compared with other designs, such as Algo-2OL, Algo-1OL, Algo-2Flow,
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Figure 4.6: Average total throughput with different number of nodes


















































Figure 4.7: Average total throughput with different node degrees
122
4.6. Conclusion
Algo-1Flow, A2Greedy and A1Greedy, experiment results show Algo-Fair yields
higher fairness in all tested scenarios.
A key limitation of the algorithms presented in Chapter 3 and 4 is that traffic
demands are assumed to be fixed and known in advance. However, this assumption
is not valid in practice. Traffic information is likely to vary and is generally random.
This means deriving a superframe based on demands at a given time may lead to
idle slots and severe packet delay. Moreover, it is impractical to recompute the
superframe every time when traffic demand changes. Therefore, the next chapter




Superframe Construction with Stochastic
Demands
All existing MTR link schedulers assume fixed link load and traffic are known in
advance. This information is then used to derive the shortest superframe. However,
in practice, link load is likely to vary, meaning the computed schedule or superframe
will be insufficient or have unnecessary idle times. In addition, in large-scale multi-
hop WMNs, recomputing the superframe whenever the traffic changes is impractical;
it requires frequent load information from nodes, and once a new superframe is
installed, it may be dated. Apart from that, as a WMN will have peak and off-peak
periods, different channel access mechanisms are required. When link load is low,
random channel access is preferred because a link can relinquish the channel when
it has finished transmission. In contrast, when link load is high, a TDMA schedule
is ideal because it affords links collision-free channel access.
To this end, this chapter outlines a solution that combines the advantages of
TDMA and random channel access. It presents a superframe with a scheduled and
a random access part. Advantageously, the size of each part is adjustable according
to random traffic demands. It is worth noting that in existing technologies such as
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IEEE 802.15.3 [34], the boundary between the scheduled and random access part is
fixed. Ideally, if the link load is high then the TDMA part should be sufficiently
long to ensure little or no collision. Conversely, in scenarios where the load is low,
the superframe will contain an elongated random access part to allow nodes to gain
access when needed.
This chapter presents an approach based on Stochastic Programming (SP) [105]
to size a superframe. Its key advantage is avoiding frequent superframe computa-
tion whenever the traffic demands change. It is the first to demonstrate a novel
application of SP to generate a superframe that balances idle times and collisions.
In addition, the proposed SP approach has a control knob, in the form of a penalty
value, that allows a network operator to size both parts of the derived superframe
according to offered traffic load. This chapter also shows that the proposed approach
can be embedded within a binary search to obtain the best penalty value for a given
probability of collisions and idle times. Lastly, this approach is general and can
be used for example to size the contention access period (CAP) and channel time
allocation period (CTAP) of IEEE 802.15.3 wireless networks [34]; similarly, it can
be used in other forms of wireless networks. Numerical results show the efficacy of
the proposed approach in reducing idle times and collisions given random demands.
5.1 Preliminaries
Consider a multi-hop WMN comprising of MTR-capable nodes as an arbitrary graph
G(V,E), where V denotes the set of nodes and E represents the set of directed
links. Let (u, v) ∈ E denote a directional link from router u to v. It has a nor-
malized capacity of one. Let L(u,v) ∈ [0, 1] represent the load of link (u, v). Let
L denote a column vector with |E| elements that record the load of all links; i.e.,
L = {L(u,v) | (u, v) ∈ E}.
Let A be a |E| × N matrix that represents the collection of transmissions sets
that can be activated in a given time instance. Specifically, each column represents
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a set of non-conflicting links. The j-th column is denoted as A∗j. Each element of
column j, denoted as a
(u,v)
∗j ∈ {0, 1}, specifies whether link (u, v) is active in column
j. As an example, if there is a column [0101]T corresponding to edge e1, e2, e3, and
e4, then edge e2 and e4 can be activated together. The set of columns in A can be
generated via an exhaustive search or using a heuristic. As an aside, for non-MTR
WMNs, the matrix A represents the set of links that adhere to the protocol or
physical interference model, in which case each column is an independent set [18].
In this case, each column is a maximum cut (max cut). As generating the max cut
of a topology is a well known NP-complete problem, a heuristic called Algo-2 [103] is
used. Briefly, Algo-2 creates a bipartite graph with maximal matching or a column
of the matrix A by separating nodes into two sets: Set1 and Set2. Initially, Algo-2
includes all nodes in Set1 and sets Set2 to empty. It then moves a node from Set1 to
Set2 if this increases the number of edges connecting nodes in Set1 and Set2. Upon
processing all nodes, a max cut is generated and all links that span the two sets
are removed from the topology. The next max cut can be obtained by repeating
Algo-2 on the revised topology. The total number of max cuts generated is denoted
as N . It is worthwhile noting that there is no need to generate all exponentially
many max cuts. This is reasonable because the problem at hand is not to generate
the maximum network capacity.
Let xj denote the active time of the max cut A∗j, where 0 ≤ xj ≤ 1. A
TDMA schedule, comprising of the duration in which each set of links or a max
cut is active, can then be represented as non-zero elements of the column vector
S = [x1, x2, . . . , xN ]
T , where
∑N
j=1 xj ≤ 1.
In the random access part of the superframe, nodes employ Slotted Aloha for
channel access. Notice that a more sophisticated MAC is not required because
a node is able to receive from multiple neighbors simultaneously due to its MTR
capability. Recall that a transmitting node will experience a collision only if at least
one of its neighbors transmit to it at the same time. Notice that this is different to
WMNs that assume the protocol interference model where multiple transmissions
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from neighboring nodes will likely lead to collision. Recall that MTR capability
allows a node to transmit/receive to/from all neighbors simultaneously.
5.2 Problem Definition
First, consider the scheduling problem with deterministic traffic demands: determine
the shortest schedule period such that link loads are satisfied subject to link capacity











∗j × xj ≥ L(u,v), ∀(u, v) ∈ E (5.2)
N∑
j=1
xj ≤ 1 (5.3)
Constraint (5.2) ensures the total active time of an edge is sufficient to satisfy a
link’s load. The indicator variable a
(u,v)
∗j ensures only max cuts containing link (u, v)
are included. Lastly, (5.3) limits the total active time of all max cuts to one. Notice
that the demand, i.e., L(u,v), is fixed for each link. If the load of a link changes, its
allocated transmission opportunities may be insufficient if the link’s load becomes
higher; i.e., constraint (5.2) is violated. Conversely, if the link is unable to use its
allocated transmission time, i.e., there is less demand than originally predicted, the
allocated time will be unused/wasted. Consequently, whenever there is a change
in link load, the superframe or link schedule will have to be recomputed and re-




The objective of this chapter is to generate a superframe, see Figure 5.1, whereby
links are provided with collision-free channel access as in the fixed demands case
but sized accordingly to minimize idle times. Moreover, when the TDMA part is
inadequate to meet a link’s demand, the “overflow” traffic is transmitted in the
random access part.
Scheduled (TDMA) Random Access
superframe
Figure 5.1: A superframe with scheduled and random access parts
This section proposes an approach that uses two-stage Stochastic Programming
(SP). Briefly, in a two-stage SP, see [105] for more details, there are two sets of
decision variables. In the first stage, the aim is to determine the best resource
allocation that will minimize the expected recourse cost taken in the second stage.
The second stage is then to minimize a given objective considering the first set of
variables and a given random outcome. Mathematically, the first stage solves
min
x∈X
{g(x) := cTx+ Eρ[Q(x, ξ)]}, (5.4)
and the second stage is to solve
Q(x, ξ) = min
y
{qTy | Tx+Wy ≤ h} (5.5)
The first stage has decision variable x with cost c that is chosen in order to
minimize the expected recourse cost of the second stage problem; note, y, with cost
q, can be interpreted as any shortfall to be fulfilled given allocation x. The data used
in the second stage, denoted as ξ = (q, h, T,W ), has one or more random variables
governed by the probability distribution ρ. Each realization k of ξ, denoted as ξk,




In the said link scheduling problem, the decision variables of the first stage
correspond to the length of the scheduled part of the superframe, and random link
load is in the second stage problem; i.e., the link load vector L is now random, and
is denoted as ξk. The aim is to produce a superframe with a suitable x or TDMA
schedule length that supports all possible random link-load vectors such that there
is minimal idle time in the TDMA part, and a reasonable collision probability in








xj ≤ 1 (5.7)
For the second stage, given a scenario k, the formulation is









∗j × (xj + yj) ≥ ξ
(u,v)
k , ∀(u, v) ∈ E (5.9)
N∑
j=1
(xj + yj) ≤ 1 (5.10)
where xj, yj ∈ [0, 1]. Note, yj can be interpreted as the amount of residual traffic
after xj of a link’s demand has been serviced in the scheduled part. This residual or
overflow traffic will have to be served in the random access part. Constraint (5.9)
ensures the transmission opportunities for each link (u, v) determined in the first





k . The last constraint, i.e., (5.10), ensures the total superframe length
remains less than or equal to one.
All links have the same penalty value q, see (5.8), in all scenarios. The value q
has a significant impact on how the superframe is divided into scheduled and ran-
dom access parts. If the penalty value is high, meaning overflow traffic is expensive,
the resulting superframe will contain a longer scheduled part to minimize the ob-
jective function. However, if the penalty is small, the random access part will be
longer; Section 5.4 will study the impact of q and outline a binary search method
to determine the smallest q.
The formulated SP can be solved using any LP solver; see [105]. However, a
key challenge is the exponential number of scenarios. For example, if the load of
each link is discretized into K values, then there are K |E| scenarios. To this end,
the Sample Average Approximation (SAA) method [105], a Monte-Carlo sampling
technique, is employed to estimate the true expectation. Specifically, expression










As per [105], in evaluation, a value of M is chosen to ensure the estimated result has
an accuracy of 2% with 90% confidence interval. Note that higher accuracy levels
have only marginal effect on average idle times and average number of collisions
experienced by nodes.
5.4 Evaluation
The experiments are conducted using CPLEX [106] and Matlab with the MatGraph
toolkit [102]. Assume that 50 stationary nodes with MTR capability are randomly
located on a 300×300 m2 area. The transmission range is set to 50 meters. Assume
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each node has a dedicated antenna/radio, see [25][21], for each neighbor. In the case
of MIMO-based MTR WMNs, all nodes have the channel state information of their
neighbors. Without loss of generality, experiments in this section assume uniform
traffic distribution. Specifically, for a given scenario k, a random value is assigned
to the components of ξk that is drawn from the range [0, λ]. Here, the maximum
load or λ of links is obtained via an LP with an objective that aims to maximize
the minimum active time of each link subject to constraint (5.7).
A key metric is the average collision in the random access part of the superframe.
For a given node, its probability of collision is determined by its load, and the load
of its neighbors. Observe that the link load in the random access part is due to
the leftover traffic after the conclusion of the TDMA part. This can be called
overflow traffic. For a link (u, v) in scenario k ∈ [1,M ], its overflow is calculated






∗j × xj, where ξ
(u,v)
k is the link’s demand; i.e., its total
demand minus the proportion of demand transmitted in the TDMA part. Then,































Figure 5.2: Average collision
The random access part for a given x has length r = 1−
∑N




























Figure 5.3: Average idle time with increasing traffic load
Fraction of λ





















Figure 5.4: The smallest q with increasing traffic load for different P̄ values; the
accuracy of the binary search is set to 0.0001
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that a link (u, v) transmits in the random access part is determined by its average




be the probability that a node u transmits to any of its neighbors. Thus, wu =
max{w(u,v)}, where link (u, v) is any outgoing link of u. The probability that no
neighbors transmit to u in the random access part is defined as Nu. Consider
an incoming link (v, u) of node u. Thus, the probability that link (v, u) will not
transmit to u is 1 − w(v,u), and the probability that no neighbors transmit to u is
Nu =
∏
v∈Ku(1−w(v,u)), where Ku is a set containing neighbors of node u. Recall that
MTR nodes experience collision only if one or more of their neighbors transmit to
them whilst they are transmitting. This means the probability of collision at node u
is Pu = wu×(1−Nu). The average collision over all nodes is thus P̄ = |V |−1
∑
u∈V Pu.
Another metric of interest is the average idle time. For a link (u, v) in scenario




∗j × xj − ξ
(u,v)
k . Thus, the average over M








The effect of penalty values is presented below. Figure 5.3 shows that the value
of Ī is always zero when q = 1 because the resulting superframe does not have
a scheduled part. However, this penalty value makes the probability of collision
increase with traffic load, see Figure 5.2, and is not suitable for use when the traffic
load is high. On the other hand, if q is set to 10, the superframe will only contain a
TDMA part that ensures P̄ is close to zero when the traffic load increases. However,
the resulting superframe has many wasted slots or idle time. From these figures,
we also see that a small change in penalty value, e.g., q = 1.1 and q = 1.01, has a
significant impact on idle time but less so on the probability of collision due to the
use of MTR.
Given a traffic load and P̄ , the smallest q value that minimizes Ī, or equivalently,
the biggest random access part that meets the desired P̄ value, can be computed
using binary search. Initially, the start range is [Qmin, Qmax]; in the experiments,
it is set to [1, 100]. In fact, according to Figure 5.2 and 5.3, any value above 10 is
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suitable as Qmax. Then the experiment sets q = (Qmax + Qmin)/2, and uses this q
when generating a superframe. If P̄ is not satisfied, then Qmin = q . Otherwise,
Qmax = q meaning the penalty value can be smaller, and the new range is [Qmin, q].
The process repeats until the difference Qmax −Qmin is less than a given accuracy,
e.g., 0.0001. From Figure 5.4, we see that in general a high penalty value is required
for higher traffic loads or smaller P̄ values. Note, the above process always has a
solution because, in the worst case, the superframe only contains a scheduled part
in which the probability of collision is zero.
5.5 Conclusion
The problem of sizing the TDMA and random access parts of a superframe given
random traffic demands to ensure minimal idle times and probability of collisions
remains open in multi-hop WMNs with MTR capability. To this end, this chapter
outlines the first two-stage SP approach that allows network operators to derive a
superframe that ensures the average probability of collisions is less than a given
value and the idle time of TDMA slots is minimal. Numerical results over varying
traffic loads confirm that a suitable superframe can be obtained via a control knob
or penalty value that is determined using binary search.
A key observation is that the algorithm presented in this chapter only considers
random link loads and deriving the corresponding link schedule. The next chapter
will consider random end-to-end demands and deriving a suitable routing and link
schedule that support these demands. In particular, it will propose a joint rout-
ing and scheduling approach that supports end-to-end random demands that are
described by polyhedral model [87].
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Chapter 6
Joint Routing and Scheduling with
Random Demands
Existing MTR link schedulers and works that jointly consider routing and scheduling
in wireless networks assume traffic demands are known in advance and are fixed.
However, in practice, end-to-end traffic is likely to be uncertain and unknown [35].
Consequently, the computed superframe may have excessive idle slots or cause links
to have insufficient capacity at times of peak demands. Moreover, uncertain demands
may cause a network operator to compute and install a new routing and superframe
frequently; this is likely to incur high signaling overheads, especially in large scale
multi-hop WMNs. Past works have considered oblivious routing over WMNs; e.g.,
[93]. They aim to establish a static routing that minimizes the worst case congestion
given random demands.
Different from past works, this chapter aims to derive a routing and superframe
solution that supports all demands characterized by a polyhedral set [87]. A key
problem is how to derive a suitable superframe that supports all possible demand
values or traffic matrices (TMs) as defined by the given polytope. Another prob-
lem, which has an impact on the superframe, is routing. Specifically, it controls
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the amount of traffic routed on a given path or links. This means the resulting
superframe must allocate the correct number of slots to links to support demands.
In other words, routing determines link load, which dictates the active time of links,
and ultimately, the derived superframe length.
This chapter first formalizes the problem using a semi-infinite Linear Program
(LP). Then, it presents a solution to the formulated LP. Specifically, it outlines a
novel algorithm, named Algo-PolyH, that employs two LPs to determine the max-
imal capacity of each link for a given MTR WMN and a feasible TM in a given
polyhedral model. It applies two other LPs to iteratively generate a robust routing
and derive the shortest superframe that supports all TMs in the given polyhedral
set. This fact is confirmed in the evaluation of Algo-PolyH in networks with varying
number of degrees, number of flows, number of nodes and number of paths.
6.1 Preliminaries
A key advance in characterizing TMs in a manner that is amenable to computation
is the polyhedral model [87]. Specifically, traffic demands are described by a set of
linear inequalities. Consider the triangle topology shown in Figure 6.1. A possible
set of inequalities for the two flows is as follows: dAC + dBC ≤ 0.6, dAC ≤ 0.4 and
dBC ≤ 0.4, where dAC and dBC are the demands for the flow emanating from node
A and B, respectively; here, the values 0.6 and 0.4 are fractions of the unit capacity
that represents the amount of traffic. Notice that the demand of both flows can
take on a range of values. Given the above inequalities, the extreme points of the
resulting polytope are (0, 0), (0.4, 0.2) and (0.2, 0.4).
A key problem in this chapter is to find a suitable superframe that supports all
TMs in a given polyhedral model. Routing has a significant impact on the resultant
superframe length because it decides the amount of traffic forwarded on each given
path or link, and the link loads determine the activation time of links. As shown











Figure 6.1: Example MTR WMN with two flows and given paths
Figure 6.2 and 6.3 show two example routings and the corresponding maximum link
load. Recall that nodes support MTR, and thus link AB and AC can be activated
together; so can links BC and AC. Thus, the following transmission sets or max
cuts can be found: {AB,AC} and {BC,AC}; these can then be used to construct
a superframe. All that is required now is their active time.
First assume that the demand of flow (A,C) is divided equally over Path 1 and
2, and all demand from flow (B,C) is routed over its only path; see Figure 6.2.
Given the extreme point (0.4, 0.2), the maximum load of link AB is dAC × 0.5 =
0.4×0.5 = 0.2. The maximum load of link BC is dAC×0.5 +dBC = 0.2 + 0.2 = 0.4.
On the other hand, given the extreme point (0.2, 0.4), the maximum load of link
AB and BC is 0.2 × 0.5 = 0.1 and 0.1 + 0.4 = 0.5, respectively. From these two
instances, to satisfy both extreme points, when deriving a superframe, the active
time of links AB and BC must be ensured to support both extreme points. Thus,
given this routing, the active time of max cuts {AB,AC} and {BC,AC} must be
set to 0.2 and 0.5 respectively; the total superframe length is thus 0.2 + 0.5 = 0.7.
Now, assume a new routing whereby flow (A,C) routes all of its demand on Path
1; i.e., link AB has no traffic; see Figure 6.3. The maximum load of links BC and
AC is 0.4 when the two extreme points are considered. Thus, max cut {BC,AC} is
only need to be activated for 0.4 unit time, resulting in a shorter superframe length.
From these examples, jointly determining link schedule and routing is important to
generate the shortest superframe for a given demand. Moreover, unlike prior works,
the key challenge is that any solution must support all TMs that belong to a given
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Figure 6.2: First example routing. Each cell in the table shows the corresponding


















Figure 6.3: Second example routing. Each cell of the table shows the corresponding
link load when (dAC , dBC) = (0.4, 0.2) and (dAC , dBC) = (0.2, 0.4)
Consider a single channel TDMA-based MTR WMN as an arbitrary graph
G(V,E), where V denotes the set of nodes, and E is the set of directed links between
nodes. Let (i, j) ∈ E represent a directional link from node i to j. Let cij denote
the capacity of link (i, j). The set F = {(s, t) | s, t ∈ V, t 6= s} is used to denote a
set of flows where s and t are source and destination nodes, and |F | ∈ [1, |V ||V −1|].
A TM is written as d ∈ R|F | that records the demand information for each flow in
F ; e.g., dst is the demand for flow from node s to t. Notice that d is technically a
vector. However, the term TM is ubiquitous in the networking literature.
This chapter considers splittable flows and multi-path routing between each
source and destination node pair. Thus, each flow is given a set of possible routing
paths. In this chapter, a routing means the fraction of traffic routed on each link
for a given flow (s, t) ∈ F . Let f stij represent the fraction of traffic dst routed on link
(i, j). The values of all f stij are recorded in a |E| × |F | matrix f .
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As mentioned above, a key consideration is uncertain traffic demands. Specif-
ically, this chapter considers demands that can be described using a set of linear
inequalities or equivalently, they exist in a polyhedron D[87]. This polyhedral traf-
fic model is defined as D = {d ∈ R|F | | Bd ≤ α, d ≥ 0} where B ∈ RK|F |, α ∈ RK ,
and K is the number of constraints defining the polyhedron. The advantage of using
a polyhedral model is that the proposed algorithm does not make any assumptions
regarding traffic distribution. Indeed, there is no accepted traffic model for use in
WMNs. In fact, the derived solution will ensure that the resulting superframe can
support any value the traffic as long it is within the defined polytope.
A polyhedral model is also more practical as it does not require continuous
monitoring of flows to characterize their traffic distribution. Indeed, a polyhedral
model is particularly suited for WMNs because a mesh router tends to have multiple
associated clients [1], from which it aggregates all traffic and direct them to one or
more gateways or other mesh routers. Figure 6.4 shows a typical WMN. A network
operator can obtain the maximum outgoing/incoming traffic from/to each mesh
router via the Simple Network Management Protocol (SNMP). After that, a network
operator can then define a special case/instance of the polyhedral model called Hose
[88]. Formally, the formulation is showing below
∑
t:(s,t)∈F
dst ≤ C+s , ∀s ∈ V (6.1)∑
s:(s,t)∈F
dst ≤ C−t , ∀t ∈ V (6.2)
where C+s and C
−
t denote the outgoing and incoming traffic bounds for node s and
t respectively, for all flows (s, t). As an example, reconsider the example discussed
above. There are two flows (A,C) and (B,C) in the topology shown in Figure 6.4.
The maximum outgoing traffic from both node A and B is constrained to 0.4, and
the total incoming traffic of node C is 0.6. Then the following inequalities define














Figure 6.4: An example topology
Let a |E| × N matrix A represent the collection of N transmission sets that
can be activated in a given time instance. Each column of A represents a set of
non-conflicting links. The n-th column is denoted as A∗n, where n ∈ [1, N ]. Each
element of column n or transmission set is a binary value, denoted as aij∗n ∈ {0, 1},
that indicates whether link (i, j) is active. Notice that the columns of A can be
generated via an exhaustive search or using a heuristic algorithm. It is worth noting
that for non-MTR WMNs, each column of matrix A represents an independent
set that adheres to the protocol or physical interference model [18]. Consequently,
the approach presented in this chapter is also applicable to other forms of wireless
networks. For MTR WMNs, each column is a max cut of a topology; note that
determining the max cut of a graph is a well-known NP-complete problem [99]. In
order to generate the columns of A, a heuristic algorithm called Algo-2 [32] is used
to create N max cuts. As shown in [32], Algo-2 has a time complexity of O(|V |2).
The reason of using a heuristic is because the maximum number of max cuts in a
topology with |E| links is 2|E| − 1. As shown in Section 6.4, this has a significant
impact on computation time when the network is large. Hence, this chapter resorts
to using a heuristic to generate the max-cuts for large networks. It is worth noting
that the proposed algorithm works regardless of how the matrix A is generated; i.e.,
brute force or via a heuristic.
Briefly, given an arbitrary graph, it first creates a maximal bipartite graph by
separating nodes into two sets: Set1 and Set2. Initially, Algo-2 includes all nodes
into Set1, and initializes Set2 to empty. It then moves a node from Set1 to Set2
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if this increases the number of edges connecting nodes in Set1 and Set2. It does
this by selecting the node with the highest δ value in Set1, and moves it into Set2,
where the δ value of node A is the difference between the total number of links from
node A to other nodes in Set1 and the total number of links from nodes in Set2 to
node A. Algo-2 stops moving nodes when the δ value of all nodes is less than or
equal to zero. Upon processing all nodes, a max cut is found and all links that span
the two sets are removed from the topology. The next max cut can be obtained by
repeating Algo-2 on the revised topology. It is worthwhile noting that there is no
need to generate all possible max cuts, for which there are exponentially many, for a
given MTR WMN. In addition, |E| columns are also added into the matrix A; each
of which contains one active link. These additional columns are used when only one
link needs extra activation time.
Assume time is divided into slots. Each set of non-conflicting links or a max cut
is active in one slot. A superframe is comprised of several time slots. Let xn denote
the active time of column n in matrix A, where xn ∈ [0, 1]. A TDMA schedule can
then be represented as the column vector S = [x1, x2, . . . , xN ]
T , where
∑N
n=1 xn ≤ 1;
the sum on the LHS is referred to as the superframe length.
6.2 Problem Definition
The problem is to determine a routing and the shortest superframe such that all
TMs in D are satisfied subject to flow conservation and link capacity constraints.














f stji = (6.4)
1 i = s
−1 i = t
0 otherwise
∀i ∈ V, ∀(s, t) ∈ F
N∑
n=1




ij ≤ cij, ∀d ∈ D,∀(i, j) ∈ E (6.6)
N∑
n=1
xn ≤ 1 (6.7)
Constraint (6.4) is the standard flow conservation constraint. Equ (6.5) defines
the capacity of a link as a sum of the active time of transmission sets in which a
link belongs to. Constraint (6.6) ensures the active time of max cuts is sufficient to
meet link demands. Lastly, constraint (6.7) ensures the total active time of all max
cuts is one.
Notice that there are an infinite number of independent TMs in the polyhedron
D, meaning there are infinitely many constraints of type (6.6). Fortunately, every
polyhedron has a finite but exponential number of extreme points [87]. Thus, for an








 ≤ cij, ∀(i, j) ∈ E (6.8)
Given (6.3)–(6.5), (6.7), and (6.8), the problem calls for a routing and a super-
frame that supports all TMs in D.
6.3 Approach
This section proposes an iterative joint routing and scheduling heuristic algorithm
called Algo-PolyH. It is based on the following general idea. It firstly generates
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a routing and a superframe given a feasible TM in D. Then it checks whether
there exist other TMs in D that cannot be supported by the current routing and
scheduling. If the answer is no, it means the routing and scheduling can support all
TMs in the given polyhedral traffic model, and the algorithm ends. Otherwise, such
TMs are added into the set Tk, which contains all discovered extreme points of D
up to iteration k. The process then repeats where it searches for a new routing and
minimal superframe length that supports all TMs in Tk.
Algo-PolyH relies on four key LPs: LP-CAPACITY, LP-INIT-TM, LP-MAIN
and LP-NEWTM. Briefly, (i) LP-CAPACITY aims to maximize the minimal link
capacity in an arbitrary MTR WMN with given max cuts and returns the max-
imal capacity of each link; let c∗ij be the maximal capacity of link (i, j), and the
column vector C of size |E| records the maximal link capacity of each link, (ii)
LP-INIT-TM aims to find a feasible TM in D while considering the maximal link
capacity generated by LP-CAPACITY, (iii) LP-MAIN is used to generate a robust
routing and scheduling that supports all TMs found thus far, and (iv) LP-NEWTM
checks whether there exists TMs in D that cannot be supported by the routing and
scheduling generated by LP-MAIN.
Next, each of the aforementioned LPs is formally defined. Given an arbitrary
MTR WMN and its max cuts in A, LP-CAPACITY is used to determine the max-
imum possible capacity attainable by each link in one unit time. It is worth noting








Algo-PolyH requires an initial TM. To this end, LP-INIT-TM aims to find a
maximal TM d0 within the given polyhedra model that meets the maximum capacity
c∗ij of each link; note, c
∗
ij ∈ C is the solution returned by LP-CAPACITY. Initially,
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all (s, t) ∈ F are set to use only the shortest path, meaning the fraction of traffic
is one on this path and zero for other possible paths; i.e., each link (i, j) on the
shortest path of flow (s, t) has f stij = 1. Note, this routing will be adjusted later by











ij ≤ c∗ij, ∀d ∈ D,∀(i, j) ∈ E (6.11)
LP-MAIN is explained as follows. The goal of LP-MAIN is to find a routing and
the shortest superframe that supports all TMs found up to the (k− 1)-th iteration.












ij ≤ cij, ∀d ∈ Tk−1,∀(i, j) ∈ E (6.13)
(6.4)(6.5) and (6.7)
Lastly, given a routing and superframe, Algo-PolyH needs to know whether there
is an unsupported TM in D. Such a TM exists if a link requires more active time in
order to support the new TM. Let rn denote the additional active time added to the
transmission set n of the given superframe, where rn ≥ 0 and n ∈ [1, N ]. An LP is
then used, called LP-NEWTM, to check for the given routing and superframe, and



















aij∗n(xn + rn), ∀d ∈ D (6.15)
Observe that if any rn is non-zero, then the superframe needs to be expanded to
accommodate the maximum demand. This implies there exists an unsupported TM.
Conversely, if rn is zero, then the superframe and routing is sufficient. Consequently,
if rn is zero for all links, then we have found a solution that supports all demands
in D.
This section now presents the details of Algo-PolyH. It proceeds according to two
phases: initialization and main. From Algorithm 3, Algo-PolyH first sets k to zero
and Tk to empty, see line 1. It then solves LP-CAPACITY to obtain the maximal
possible capacity of all links; see line 2. Next, Algo-PolyH solves LP-INIT-TM with
C as input to find a feasible TM d0 in D. The resulting d0 is then included into Tk;
see line 3-4.
At this point, a starting TM is found and Algo-PolyH is ready to determine
the best routing and superframe that supports TMs in Tk. In iteration k, Algo-
PolyH solves LP-MAIN to determine a routing f and minimal superframe S, see
line 9. If LP-MAIN returns infeasible, then polyhedron D cannot be supported and
Algo-PolyH exits; see line 10-13. Otherwise, with f and S in hand, Algo-PolyH calls
LP-NEWTM to determine whether all demands in D are supported. For each link in
E, it solves LP-NEWTM to check if the superframe needs to be extended to support
a new dk ∈ D. If at least one rn is non-zero and dk is not in Tk, Algo-PolyH adds dk
into Tk and moves to the next link; see line 14-19. After solving LP-NEWTM for
all links, if no new TM is found, Algo-PolyH returns f and S as the final solution;
see line 20-23. Otherwise, it seeks a new routing and superframe that supports all
TMs in Tk by calling LP-MAIN in next iteration.
A few remarks regarding convergence. Algo-PolyH will terminate because of the
following facts. First, if Tk−1 contains a TM in which there is no routing or a link




input : G(V,E), A, D and all possible paths for each flow
output: The fraction of traffic f and schedule S
// Phase 1: Initialization
1 k ← 0, Tk ← ∅
2 C←Solve LP-CAPACITY(G, A)
3 d0 ←Solve LP-INIT-TM(D, C)
4 Tk ← d0
// Phase2: Main
5 Flag←TRUE
6 while Flag do
7 k ← k + 1
8 Tk ← Tk−1
9 [f ,S]←Solve LP-MAIN(Tk−1, A)
10 if LP-MAIN is infeasible then
11 Flag←FALSE
12 Return Error(‘D is not supported’)
13 end
14 for e ∈ |E| do
15 [rn, d
k]←Solve LP-NEWTM(D, f , S, e)
16 if any rn > 0 AND d
k /∈ Tk then
17 Tk ← Tk ∪ dk
18 end
19 end
20 if Tk = Tk−1 then
21 Flag←FALSE





terminate with ‘D is not supported (see line 12). Second, an LP-solver is guaranteed
to return a TM that maximizes the objective (6.14). This is because the feasibility
region of LP-NEWTM(), as well as LP-MAIN, is a polytope with finite number of
extreme points. Also notice that the decision variable rn is unbounded, meaning it
can be made as large as possible to satisfy constraint of type (6.15).
The run time complexity of Algo-PolyH is governed by the formulated LPs; all of
which can be solved in polynomial time [107]. Note, although the Simplex algorithm
is known to have a worst case exponential running time, in practice and on average,
it runs in polynomial time; e.g., as noted in [108], the run time of an LP solver is
proportional to O(v2m), where v and m are the number of decision variables and
constraints, respectively.
The computation time of Algo-PolyH is governed by the size of LP-CAPACITY,
LP-INIT-TIM, LP-MAIN and LP-NEWTM. Henceforth, the remainder of this sec-
tion presents the number of decision variables and constraints of these LPs. These
facts will be useful when the computation time of Algo-PolyH is discussed in Section
6.4. This section will omit the proof of Proposition 10 and 13 as they can be readily
ascertained by inspecting the corresponding LP formulation.
Proposition 10. LP-CAPACITY has N decision variables and one constraint.
Proposition 11. LP-INIT-TM has |F | decision variables and |E|+K constraints.
Proof. The decision variable is dst, which is the demand for flow (s, t). There are
|F | flows. There is a corresponding constraint (6.11) for each link. Recall that the
number of constraints defining the polyhedron is K. Thus, LP-INIT-TM has |E|+K
constraints.
Proposition 12. LP-MAIN has N + |F | × |E| decision variables and |V | × |F | +
|E| × |Tk−1|+ 1 constraints.
Proof. The decision variables in LP-MAIN is xn and f
st
ij . The number of decision
variables in LP-MAIN is N + |F | × |E|. Now consider constraint (6.4). For each
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node, Algo-PolyH needs to ensure the flow conservation constraint is satisfied for
each flow. For each TM in Tk−1, it needs |E| constraints of type (6.13). Thus, the
total number of constraints is |V | × |F |+ |E| × |Tk−1|+ 1.
Proposition 13. LP-NEWTM has |F |+N decision variables and 1+K constraints.
As shown by Proposition 10 to 13, the running time of Algo-PolyH increases with
the number of nodes |V |, number of links |E|, number of flows |F | and number of
max-cuts N . Indeed, as shown later in Section 6.4, the computation time increases
with these parameters. Fortunately, Algo-PolyH can be applied to obtain a solution
to networks of reasonable sizes; e.g., a solution for a 40 nodes MTR WMN can be
obtained within 80 seconds. Moreover, a network operator does not need to re-
compute the current routing and schedule as long as traffic varies within the defined
polyhedral model; i.e., the traffic does not exceed the bound of constraints (6.1)
and (6.2) or there are no new flows. Another remark is that the solution returned
by Algo-PolyH is not necessarily unique. This is because an LP may have multiple
optimal solutions [107]; this will depend on the set of constraints or geometry of the
feasibility region. Apart from that, the solution is likely to change for different sets
of paths or max cuts. This is because different paths or max cuts provide alternate
routings and schedules.
6.4 Evaluation
The experiments are conducted using CPLEX [106] and Matlab with the MatGraph
toolkit [102]. Assume all nodes are stationary and randomly placed on a 150×150 m2
area. The transmission range is set to 50 meters. This results in a connected WMN
with multiple hops. If the transmission range is too small, the generated topology
will not be connected. On the other hand, if the range is too large, the topology will
become a complete graph. Note, a similar effect can be achieved by changing the
deployment area and adjusting the transmission range accordingly. Assume each
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node has a dedicated antenna/beam for each neighbor. In the case of a MIMO-
based MTR WMN, all nodes are assumed to have the channel state information of
their neighbors. This section studies the number of flows, number of available paths
for each flow, number of nodes and varying node degrees. The number of flows |F |
ranges from 5 to 40. As mentioned in Section 6.1, this chapter considers multi-
path routing and splittable flows. Thus, each flow is given a set of available paths.
Moreover, this section only considers paths with length, in terms of hops, that is
less than or equal to the network diameter. The number of available paths ranges
from 1 to 12. The number of nodes ranges from 5 to 40. This is reasonable and
agrees with WMN deployments to date. For example, in [21], the authors document
their experiences with a MTR WMN consisting of 32 nodes. The well-known MIT
Roofnet WMN has 38 nodes [109]. Thus, this section only experiments with up to
40 nodes. The number of node degrees ranges from 3 to 7. Recall that this work
focuses on routing and scheduling; channel conditions are not a concern.
The experiments in this section consider the Hose model [88]; a special instance
of the polyhedral model. Thus, the set of linear inequalities bounds the outgoing
and incoming traffic of each node. Without loss of generality, the Hose model is
assumed to be symmetric, meaning a node’s outgoing and incoming bounds are the
same. Specifically, the model can be written as C+s = C
−
s ; this case can be denoted
as C±s where s ∈ V . In order to ensure the given polyhedral model can always be
supported, the traffic load of links must be less than links’ capacity. Thus, the bound
C±s is set to 1/|F | ×min{cij | (i, j) ∈ E}, where s ∈ V . It is worthwhile noting that
this chapter is not concerned with determining the maximum capacity of an MTR
WMN or the admissibility of a polyhedral set. In practice, the polyhedral set is
given, which Algo-PolyH will then use to generate a robust routing and superframe.
In each experiment, the following metrics are collected:
• Superframe length. This records the average superframe length over 20 simu-
lation runs. In each simulation run, the superframe length is the sum of xn,
where n ∈ [1, N ].
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• Computation time. This is the average time required by Algo-PolyH to gen-
erate a robust routing and derive the shortest superframe. The experiments
in this section are conducted on a computer with an Intel Core i7 with 6 GB
RAM.
In the sequel, only results for Algo-PolyH are presented. This is because there
are no other works, and Algo-PolyH addresses a new problem.
The first experiment studies how the number of flows impacts the superframe
length and computation time. Assume 30 stationary nodes deployed on a square
area. Each flow is routed over at most seven available paths. From Figure 6.5, as
expected, we can see that the superframe length reduces with increasing number
of flows. This is because C±s is set to 1/|F | × min{cij | (i, j) ∈ E}. For the same
topology, the value of min{cij} will not change. Thus, the traffic bound C±s reduces
when the value of |F | increases. In other words, the amount of traffic in the network
reduces such that the total superframe length becomes short. Referring to Figure
6.6, the computation time increases with increasing number of flows. As discussed in
Section 6.3, |F | has an impact on the number of decision variables in LP-INIT-TM,
LP-MAIN and LP-NEWTM as well as the number of constraints in LP-MAIN.
This next experiment considers the number of available paths. The number of
flows is fixed at 20. The topology contains 30 stationary nodes. Figure 6.7 shows
that the superframe length reduces with increasing number of available paths. As
there are more paths, Algo-PolyH has more routing options. Thus, the probability
of generating a bottleneck link reduces, which results in a shorter superframe length.
From Figure 6.8, the computation time increases with the number of available paths.
This is because a flow is able to split its traffic into more paths such that the number
of links with non-zero load increases. Thus, LP-MAIN has more non-zero decision
variables and constraint of type (6.13). The number of times that Algo-PolyH calls
LP-NEWTM is also decided by the number of links with non-zero load. This explains
why Algo-PolyH needs a longer time to find a robust solution.
























Figure 6.5: Average superframe length with different number of flows
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Figure 6.6: Average computation time with different number of flows
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Number of available paths for each flow

















Figure 6.7: Average superframe length with different number of available paths
Number of available paths for each flow


















Figure 6.8: Average computation time with different number of available paths
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and each flow is given seven available routing paths. Initially, a topology is generated
randomly with five nodes. Then, the number of nodes increases by randomly adding
new nodes to the same topology. From Figure 6.9, we can see that the resulting
superframe length reduces when there are more nodes. This is because the capacity
of an MTR WMN reduces with additional nodes. Recall that C±s is set to 1/|F | ×
min{cij | (i, j) ∈ E}, where the value |F | is fixed in this experiment. As the number
of nodes increases, each link (i, j) has more neighboring links that may conflict with
it. Thus, the value of min{cij} reduces with increasing number of nodes; the value
of C±s also becomes smaller. From Figure 6.10, we can see that Algo-PolyH requires
a longer computation time when there are more nodes. This is because the number
of links is proportional to the number of nodes. Consequently, more max cuts are
needed to ensure every link is contained in at least one max cut. In other words,
the value of N increases. As mentioned in Section 6.3, N decides the number of
decision variables in LP-CAPACITY, LP-MAIN and LP-NEWTM. In addition, the
number of nodes |V | decides the number of constraints (6.4). LP-MAIN requires a
longer computation time when there are more nodes.
Number of nodes








































Figure 6.10: Average computation time with different number of nodes
Lastly, this section studies the impact of node degrees. The number of nodes
is fixed at 30. The number of flows is 20, and each flow has up to seven routing
paths. From Figure 6.11, we see that increasing node degrees reduces the superframe
length. A high node degree means a large number of links. Thus, the corresponding
value of min{cij}, which reduces the superframe length. In terms of computation
time, see Figure 6.12, both the number of max cuts N and the number of links with
non-zero load have an effect on computation time. The value of N may increase
when there are more links in topology. This decides the number of decision variables
in LP-CAPACITY, LP-MAIN and LP-NEWTM. Note that 20 flows and available
paths for each flow are randomly regenerated in every simulation run. When node
degrees increases, a flow may have one or more new routing paths with fewer hops,
Thus, the number of idle links increases. As discussed in the second experiment, the
number of links with non-zero load has a direct impact on the number of iterations
carried out by LP-NEWTM and the number of constraints in LP-MAIN. This is
particularly significant when the node degree ranges from 3 to 6. However, at node
degree of 7, the number of max cuts, i.e., N , increases significantly, which causes
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the computation time of Algo-PolyH to rise slightly.
Node degrees





















Figure 6.11: Average superframe length with different number of node degrees
As mentioned in Section 6.1, Algo-PolyH relies on Algo-2 [32] to heuristically
derive the matrix A. Consequently, a question of interest is whether the number of
max cuts has any impact on performance. A small topology is used in which gen-
erating all possible max cuts is computationally tractable. Specifically, this section
will use the topology shown in Figure 6.13. It has five nodes and 16 links; dashed
lines correspond to bidirectional links. This section computes two A matrices; each
column is a transmission set or max cut where a ‘1’ indicates a link is active. The
first matrix, labeled as A1, contains all possible max cuts; i.e., A1 contains 65535
(216−1) columns. The second matrix, called A2, contains 22 max cuts generated by
Algo-2. Note, in A2, there are 16 columns; each of which contains one active link.
Given a polyhedral set, the performance of Algo-PolyH is compared when using
either A1 or A2. Specifically, this section records the resulting superframe length,
computation time and the number of iterations executed by Algo-PolyH.
For the said topology, the resulting superframe length when using A1 and A2 is
































Figure 6.13: A small example topology
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3.0356 seconds, significantly higher than 0.7875 second required for A2. For both
cases, the number of iterations needed to find the final result is 2. These results
show that Algo-PolyH can produce shorter superframes using all possible max-cuts.
The downside, however, is the increasing computation time, which can be infeasible
for larger sized networks. Recall that the number of columns in matrix A1 increases
exponentially with the number of links, and the number of columns determines the
number of decision variables in LP-MAIN; please see Proposition 12.
6.5 Conclusion
This chapter has studied a new problem that calls for a robust routing and super-
frame that support all TMs within a given polyhedral model. Advantageously, the
derived solution remains feasible for all TMs within the model. The problem is
challenging because a given polytope has an infinite number of TMs and a finite
number of extreme points. The proposed solution, called Algo-PolyH, employs four
different LPs to solve the problem iteratively to generate a robust solution. Section
6.4 has quantified the performance of Algo-PolyH in networks with different flows,
paths per source, node degrees and number of nodes. The experiments confirm that
Algo-PolyH is able to yield a robust solution as well as produce routings that yield
minimal superframe lengths.
Up until this point, all the algorithms outlined in Chapter 3, 4, 5, and 6 do
not consider nodes with MIMO capability. This is an important consideration be-
cause as mentioned in Chapter 1, MTR WMNs can be realized by equipping nodes
with multiple antennas. Given a MIMO-based MTR WMN, a link scheduler must
consider how interference is nulled/suppressed; i.e., how DoFs at the transmitter
or/and receiver are allocated for data transmission or/and interference cancellation
(IC). Therefore, the next chapter will present an efficient scheduler that allocates
DoFs and generates the minimum superframe length for MIMO-based MTR WMNs.
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Chapter 7
An Efficient Link Scheduler for
MIMO-based MTR WMNs
In MIMO-based WMNs, the Degree of Freedoms (DoFs) or antenna elements avail-
able at each node enable concurrent transmission/reception of multiple independent
data streams. Alternatively, these DoFs can be used to suppress interference. Re-
call that all interference streams have to be nulled/suppressed by the transmitter
or/and receiver side. However, to date, all existing MTR schedulers do not consider
the DoF assignment problem when deriving a link schedule. As discussed in Chapter
2, the authors of [29] proposed an efficient DoF model that ensures only one end of
a link uses its DoFs for IC, but not both. Past works that have applied this model
aim to maximize the minimum flow rate in a network [73] [75]. However, no works
have studied how this model impacts the superframe length. Therefore, this chapter
studies the link scheduling problem in MIMO-based MTR WMNs.
Given the traffic demand (weight) of each link, this chapter aims to design a
scheduler that derives the shortest TDMA superframe that satisfies all link demands
through joint stream control, node ordering and MTR. The problem at hand can be
separated into two sub-problems: (1) ordering nodes to efficiently make use of their
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DoFs, and (2) minimizing the superframe length by activating the maximal number
of data streams in each slot.
This chapter outlines a novel solution or scheduler, called Algo-MIMO, that takes
advantage of the node ordering DoF model of [29] and MTR capability afforded by
MIMO technology to maximize the number of activated data streams in each slot.
In turn, this helps minimize superframe length, and improves network capacity.
Numerical results show that Algo-MIMO is able to reduce the superframe length by
up to 60% as compared to algorithms that use other IC models, and approximately
40% against algorithms that order nodes based on the number of neighbors, node
weight or randomly.
7.1 Preliminaries
Consider an arbitrary MIMO-based WMN G(V,E), where V is the set of nodes,
and E represents the set of links. Let (i, j) or eij ∈ E indicate the link from
node i to j, where i, j ∈ V . Assume time is divided into time slots. A super-
frame S is a grouping of slots. Thus, the superframe length |S| is the number of
slots. Each node i has MIMO capability and operates over the same frequency [36].
MIMO technology allows a node to transmit to or receive from multiple neighbors
simultaneously via spatial multiplexing over one or more data streams. This MTR
capability can be achieved using minimum mean square error sequential interference
cancellation (MMSE-SIC), which allows multiple streams to be decoded at a receiver
[25]. However, nodes must not transmit and receive at the same time; i.e., all links
are half-duplex. This can be defined as the no Mix-Tx-Rx constraint.
Constraint 1. A link schedule is feasible if all nodes satisfy the no Mix-Tx-Rx
constraint.
A node is able to transmit multiple data streams to one neighbor in an assigned
slot. This is called link upgrade in this chapter. Consider a link e ∈ E with weight
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w(e) that indicates the number of streams required in the final superframe. If link
e can activate w(e) streams in slot k simultaneously, then this link only needs to be
assigned one slot. The maximum number of data streams on link (i, j) is bounded
by MIN(Ai, Aj), where Ai and Aj indicate the number of DoFs at node i and j
respectively.
A node also needs a subset of DoFs to null/suppress interference caused to/from
neighbors. Assume the interference range of a node is equal to its transmission
range. A transmitter’s data streams that interfere at a neighbor or un-intended
receiver are called interfering streams from the said receiver’s perspective. The
receiver will need the same number of DoFs to suppress these interfering streams.
Alternatively, the transmitter can null its transmission toward the receiver. The
number of DoFs to null interfering streams on the transmitter side depends on the
total number of data streams at interfered receivers. As shown in Figure 7.1, node
A is transmitting one data stream to node B, and node C is transmitting two data
streams to node D. Node C has two interfering streams to node B. If node B wants
to suppress the interference streams from node C, node B must assign two DoFs for
IC. If node C wants to null the interference to node B, it must assign one DoF for
IC because node A has one data stream to node B.
As mentioned in [30] and [29], either the transmitter (node C) or the receiver
(node B) needs to assign DoFs for IC. Requiring both sides to perform IC will
waste DoFs [73]. This chapter adopts the DoF model proposed in [29] to ensure
all interference streams are canceled by one end of a link only. Specifically, given
a sorted list of nodes, to perform IC, DoFs are assigned based on the position of
a node in the given list. A transmitter is responsible for nulling its transmission
to unintended receivers that are ordered before it; a receiver needs to suppress the
interfering streams from unintended transmitters that are ordered before it. Let
D+i ≤ Ai denote the DoFs used by node i to transmit, and I+i refers to DoFs used
to null its interference. Also D−j ≤ Aj denotes the DoFs used by node j to receive,
and I−j for DoFs used to suppress interfering streams. Let oi and oj indicate the
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order of node i and j respectively. Then, the node ordering IC constraint is,
A B C D
Figure 7.1: An interference example
Constraint 2. Each interfering stream must be cancelled by the end with the bigger
node order; i.e., if node i interferes with j and oi > oj, then node i assigns I
+
i DoFs
for IC, where I+i ≥ D−j .
The DoF constraint is shown below.
Constraint 3. The total number of elements used for data transmission/reception








According to Constraint 3, a transmitter/receiver i can use up to Ai−1 DoFs for
IC, with at least one remaining DoF dedicated for data stream. If a data stream is
to be added, both ends of this stream must satisfy the no Mix-Tx-Rx, node ordering
IC and DoF constraints.
The proposed algorithm is based on Algo-2, a centralized MTR link scheduler
proposed in [32]. Algo-2 is able to generate a TDMA schedule that maximizes
network capacity with a short superframe length. In each slot, it generates the
maximum set of links that can be activated simultaneously, which is the well-known,
NP-complete, MAXCUT problem [99]. Specifically, it creates the maximal bipartite
graph in each slot and derives the shortest superframe length that ensures all link
demands are satisfied. In slot k, Algo-2 divides nodes into two sets: Set1 and
Set2. The nodes in Set1 will transmit to nodes in Set2 in slot k. The two sets are
constructed as follows. Algo-2 first includes all nodes into Set2 and sets Set1 to
empty. It then selects the node with the highest ∆ value in Set2 and moves it into
Set1, where the ∆ value of a node is the difference between the total weight of links
from this node to other nodes in Set2 and the sum of link weights from nodes in Set1
to this node. Algo-2 then repeatedly moves nodes from Set2 to Set1 until the ∆
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value of all nodes in Set2 is less than or equal to zero. After determining the links in
one slot, the weight of activated links is reduced by one. The algorithm terminates
when the weight of all links is zero. A key problem with Algo-2 is that it assumes
nodes always have sufficient number of antennas for IC. Without consideration for
link upgrade and IC, Algo-2 is unable to generate the maximal number of streams
in MTR WMNs. Section 7.2 will show how this is addressed.
7.2 Algorithm
This section outlines the details of Algo-MIMO. It generates a superframe S that
satisfies all link demands (weights) while considering Constraint 1, 2 and 3. In each
slot, Algo-MIMO operates using the following key ideas. It assigns ordering to nodes
based on the two node sets generated by Algo-2. Then, it adds links between these
two sets one by one provided nodes satisfy Constraint 3. Finally, Algo-MIMO checks
each activated link to find whether it is able to support more data streams.
Algo-MIMO takes as input a graph G(V,E), A and W , where A contains the
number of DoFs at each node, and W is the set of link weights. Let sk indicate the
k-th slot. The order number is represented by α. Let L be the set of links crossing
Set1 into Set2 with non-zero weights. Let Li represent the number of incident links
on node i in set L. In slot sk, Algo-MIMO has three phases: (1) assign an order to
nodes, (2) schedule links with one data stream, and (3) link upgrade. In Phase-1,
it first applies Algo-2 [32] to separate nodes into two sets, Set1 and Set2; see line
4 of Algorithm 4. Algo-MIMO generates the set L and computes Li for each node.
For each node set, it reorders nodes according to Li in non-increasing order; see line
5-10. The function AssignOrder() allocates the node order α to the first unlabelled
node in a node set; see line 11-16. For example, the first node in Set1 is labeled 1,
and the first node in Set2 is labeled 2.
In Phase-2, Algo-MIMO checks each link from Set1 to Set2 with non-zero weight.
It first adds one data stream to link (i, j) into slot sk, where i ∈ Set1 and j ∈
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Set2. The function CheckDoFs() is used to check whether all nodes satisfy the node
ordering IC constraint and DoFs constraint. If the result of CheckDoFs() is TRUE,
Algo-MIMO will reduce the weight of link (i, j) by one. Otherwise, the link (i, j)
will not be activated in slot sk; see Line 17-26.
In Phase-3, Algo-MIMO adds data streams to be activated links in slot sk. It
continues adding streams to a link until its weight is zero or a node becomes over-
loaded; see line 27-36. Algo-MIMO repeats the three phases until all link weights

















Figure 7.2: An example topology with link weights
Consider the following example. Specifically, it shows how Algo-MIMO generates
a superframe for the example in Figure 7.2. Algo-MIMO takes as input G(V,E), the
set of DoFs A = {3, 3, 3, 3, 3} and the set of link weights W . In slot s1, it applies
Algo-2 and generates two node sets, Set1 = {a, b, e} and Set2 = {c, d}. The links
from Set1 to Set2 are L = {(a, d), (b, c), (b, d), (e, c), (e, d)}. Thus, the number of
incident links of each node in Set1 are {La = 1, Lb = 2, Le = 2}. In Set2, the values
are {Lc = 2, Ld = 3}. Then, in each node set, it reorders nodes according to the
number of incident links. The two node sets are Set1 = (b, e, a) and Set2 = (d, c).
It labels the first node in Set1, i.e., b, with 1, and the first node in Set2, i.e., d, with
2. Then, the second node in Set1 is labeled 3. Thus, the node ordering in Set1 and
Set2 are {ob = 1, oe = 3, oa = 5} and {od = 2, oc = 4}, respectively. Algo-MIMO
first adds link (b, d) into slot s1. Node b uses one DoF for transmission. Node d uses
one DoF for reception. All other nodes have unused DoFs. CheckDoFs() returns




input : G(V,E), A, W
output: link schedule S
1 k ← 0
2 while MAX(W) > 0 do
3 k ← k + 1, sk ← ∅, α← 0
// Phase 1: Sort and label nodes
4 {Set1, Set2} ← Algo-2(G)
5 L ← RetrieveLinks(Set1,Set2)
6 for i← 1 to |V | do




11 while α < |V | do
12 α← α + 1
13 AssignOrder(α,Set1)
14 α← α + 1
15 AssignOrder(α,Set2)
16 end
// Phase 2: Add one data stream per link
17 for i← 1 to |L| do
18 if w(ei) > 0 then
19 Add one stream to link ei in slot sk
20 if CheckDoFs(G,sk,A) then
21 w(ei)← w(ei)− 1
22 else




// Phase 3: Link upgrade
27 for n← 1 to |sk| do
28 while w(en) > 0 and CheckDoFs(G,sk,A) do
29 Add one more stream to link en in slot sk
30 if CheckDoFs(G,sk,A) then
31 w(en)← w(en)− 1
32 else









reduces by one. It then adds link (b, c) into slot s1. The result of CheckDoFs() is
TRUE because the total number of used DoFs is less than the number of elements at
each activated node. Thus, the weight of link (b, c) reduces by one. Similarly, links
(e, d), (e, c) and (a, d) are added into slot s1 because no node is overloaded. Then, it
checks each activated link in slot s1. Link (b, d) cannot have more streams because
its weight is zero. It adds one more data stream to link (b, c). Node b uses all its
DoFs for transmission whereas node c uses all DoFs for reception. CheckDoFs()
returns TRUE because no node is overloaded. Thus, the weight of link (b, c) reduces
by one. It cannot add more streams to link (b, c) because its weight is zero. It then
adds one more data stream to link (e, d). Node d has no unused DoFs for one more
data stream. Thus, CheckDoFs() returns FALSE, and Algo-MIMO deletes the new
added data stream to link (e, d). Similarly, it cannot add more data streams to link
(a, d) and (e, c). Thus, in slot s1, Algo-MIMO adds one more stream to link (b, c).
The final superframe is shown in Table 7.1.
Slot 1 Slot 2 Slot 3 Slot 4 Slot 5
(b, d) (d, b) (d, b) (a, d) (b, a)
(b, c) (d, e) (d, a) (b, e) (e, d)
(b, c) (c, b) (e, b)
(e, d) (c, e) (d, b)
(e, c) (a, b)
(a, d)
Table 7.1: Superframe generated by Algo-MIMO
This section ends with the run time complexity of Algo-MIMO.





Proof. The time complexity of line 1 and 3 is O(1). According to [32], the time
complexity of Algo-2 is O(|V |2). The maximum size of Set1 and Set2 is |V |
2
. Thus,
the time complexity of line 5 is O( |V |
2
4
). Line 6-8 requires O(|V |). Line 9 and 10





For line 11-16, the time complexity is O(|V |). Thus, the running time complexity of
line 3-16 is O(|V |2). The number of iterations from line 17 to 26 is dependent on |L|.
The function CheckDoFs() needs to check a maximum |V | nodes. Thus, the time
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complexity of line 17-26 is O( |V |
3
4
). The number of iterations from line 27 to 36 is less
than or equal to |L|. The maximum number of data streams on a link in each slot




which is also the time complexity of Algo-MIMO.
7.3 Evaluation
Algo-MIMO is validated using Matlab with the Matgraph toolkit [102]. All nodes
are assumed stationary and located randomly on a 300 × 300 m2 or 500 × 500
m2 square area with a transmission range of 100 or 150 meters depending on the
experiment. The number of nodes is 30 or 50. Assume that each node has a MIMO
antenna array with the same number of DoFs that ranges from 3 to 10. In order to
model different traffic load, each MIMO link is randomly allocated a weight between
one to a maximum value t that corresponds to the number of data streams required
by a link. The average superframe length is recorded out of 10 runs on different
topologies. Channel state information (CSI) is assumed available at each node and
nodes are located in a rich scattering environment. Assume each stream has the
same data rate. Varying channel conditions is a consideration in an immediate
future work.
There are two sets of experiments: without or with node ordering ordering
rules. First, Algo-MIMO is evaluated against four algorithms without any node or-
dering rules. Namely, LinkWeight-RxIC, ConflictG-RxIC, LinkWeight-bothIC and
ConflictG-bothIC. The labels ‘RxIC’ or ‘bothIC’ are used to indicate IC performed
at the receiver side only or both ends of a link, respectively. LinkWeight-RxIC and
LinkWeight-bothIC start with the highest weighted link. Both ConflictG-RxIC and
ConflictG-bothIC first generate a contention graph where a directional edge from
one vertex to another denotes a link interferes with another link. They then start
with the link with the maximum in-degrees. LinkWeight-RxIC, ConflictG-RxIC,
LinkWeight-bothIC and ConflictG-bothIC have the same link scheduling process
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but use different IC rules. They assign a selected link to the first slot whereby all
nodes satisfy the no Mix-Tx-Rx and DoF constraints.
In the second set of experiments, Algo-MIMO is compared against seven al-
gorithms with different node ordering rules: Random, TxFirst, RxFirst, MaxN-
odeWeight, MinNodeWeight, MaxNeighbor and MinNeighbor. The difference be-
tween them and Algo-MIMO is how nodes are ordered. For all seven algorithms,
Algo-2 [32] is first applied to derive Set1 and Set2. Recall that Set1 contains trans-
mitters whilst those in Set2 are receivers. The Random method orders all nodes
randomly. TxFirst first randomly labels all transmitting nodes in Set1 followed by
Set2. Conversely, RxFirst starts with Set2 first. A node’s weight is defined as the
sum of the highest incoming and outgoing link weight. MaxNodeWeight first labels
the node with the highest node weight. MinNodeWeight starts labelling from the
link with the smallest node weight. MaxNeighbor and MinNeighbor start with the
node that has the maximum and minimum number of neighbors respectively. Af-
ter each node is labelled with an order number, the seven algorithms use the same
Phase-2 and Phase-3 as Algo-MIMO.
Algo-MIMO is first evaluated against four algorithms without node ordering. It
studies the effect of the number of DoFs on a 300 × 300 m2 area with 30 nodes.
It randomly assigns a weight to each link that ranges from 1 to 5. From Figure
7.3a, we see that Algo-MIMO generates the shortest superframe length when the
DoFs range from 3 to 10. For all five algorithms, the average superframe length
reduces with increasing DoFs. This is because more DoFs are available to support
data streams in each slot. In low DOFs scenarios, LinkWeight-bothIC generates the
longest superframe length, i.e., 124.9 slots. This is 2.58 times the superframe length
generated by Algo-MIMO. ConflictG-RxIC and ConflictG-bothIC respectively de-
rive superframes with an average length of 91.1 and 91.9 slots, respectively. This
is about 90% longer than that of Algo-MIMO. When nodes have many DOFs, the
superframe lengths generated by LinkWeight-RxIC, LinkWeight-bothIC, ConflictG-
RxIC and ConflictG-bothIC are more than 150% longer than that of Algo-MIMO.
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Figure 7.3: Comparison against algorithms without node ordering
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Next, the effect of link weights is studied. Assume each node has five DoFs.
Each link has a random weight between one and t, where t ranges from 1 to 8.
From Figure 7.3b, we see that the superframe length increases proportionally with
the value of t. A link may need more time slots to satisfy the higher link demand.
When the maximum link weight is one, the superframe of LinkWeight-bothIC is
about three times the result of Algo-MIMO. When the maximum link weight is 8,
the superframe length of Algo-MIMO is only 30% of the superframe length generated
by LinkWeight-bothIC.
Algo-MIMO performs better because it applies the node ordering DoF model
that cancels interference only on one end of a link. Consequently, as there are
no wastage of DoFs, Algo-MIMO is able to activate more streams in each slot.
The second reason is because Algo-MIMO uses Algo-2, which ensures the max-
imal number of links are activated in each slot. In contrast, LinkWeight-RxIC,
LinkWeight-bothIC, ConflictG-RxIC and ConflictG-bothIC only generate feasible
schedules without considering superframe length.
The second set of experiments evaluates the performance of Algo-MIMO against
seven algorithms with different node ordering rules. It first studies the effect of DoFs
at each node on the superframe length on a 500× 500 m2 area with 50 nodes when
transmission range is 150 meters. It randomly assigns a weight to each link that
ranges from 1 to 5. From Figure 7.4a, we see that the average superframe length
reduces when there are more DoFs at each node. When each node has three DoFs,
MinNeighbor has the longest superframe length, i.e., 148.3 slots. This superframe
length is 44% longer than the result derived by Algo-MIMO. When the number of
DoFs is 10, MinNeighbor derives the longest superframe, i.e., 41.9 slots, among the
eight algorithms. This value is about 1.5 times the superframe length of Algo-MIMO.
The next experiment studies the effect of link weight on the superframe length.
The maximum link weight t ranges from 1 to 8. From Figure 7.4b, we see that Algo-
MIMO generates the shortest superframe in all cases. When the maximum link
weight is one, MinNeighbor derives the longest superframe length, i.e., 29.4 slots.
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Figure 7.4: Comparison against algorithms with different node ordering rules
170
7.4. Conclusion
This value is 1.5 times the superframe length of Algo-MIMO. When the maximum
link weight is 8, the superframe length of MinNeighbor is about 1.6 times that of
Algo-MIMO.
Algo-MIMO has better performance because it orders nodes according to the
number of incident links in L. Thus, in each slot, a node that has a high number
of incident links will have a smaller label or node ordering. A node with a smaller
label requires fewer DoFs for IC. Consequently, Algo-MIMO can activate more data
streams in each slot than other ordering rules due to the efficient use of DoFs.
7.4 Conclusion
This chapter has presented the first novel algorithm that generates a schedule using
an efficient node ordering rule for IC. The algorithm, called Algo-MIMO, is signif-
icant for MIMO-based MTR WMNs whereby nodes must decide how their DoFs
are allocated to facilitate data transmissions or to null interferences. Experiment
results show that the node ordering rule proposed in [29] leads to shorter superframe
lengths as compared with rules such as random, transmitter or receiver first, node




This thesis has investigated numerous link scheduling approaches for Wireless Mesh
Networks (WMNs). The key aim is to support a large amount of traffic or network
capacity. As shown in this thesis, these link schedulers have a direct impact on
network capacity, and hence, the number of flows or traffic supported by a WMN.
Unlike existing works, this thesis is set in the context of WMNs where nodes are
capable of multiple transmissions or receptions, aka MTR, at the same time. Such
MTR WMNs have much higher capacity than those that use omni or directional
antennas. Moreover, they have a unique interference model and thus require novel
link schedulers. Thus, the overarching problem addressed in this thesis is designing
link schedulers that exploit the MTR capability of nodes to yield a schedule that
meets one or more objectives.
To this end, this thesis makes several contributions. It contains a number of
novel Time Division Multiple Access (TDMA) link schedulers. First, it studies
the problem of optimizing both schedule length and end-to-end delays. This is a
key concern to multimedia applications that require some guarantees on the delays
experienced by flows. Second, it studies the problem of ensuring flows have a fair
share of the network capacity. This is important because a derived schedule may
starve flows. Lastly, this thesis takes the first step towards deriving a schedule that
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is suitable for random demands. This is significant because demands are known
to be uncertain or can be characterized by a probability distribution. Hence, any
derived schedule must be robust against any changes. Otherwise, a central controller
will be required to update the schedule frequently, which incurs significant signaling
overheads.
In summary, this thesis has addressed the following research questions/problems:
1. Given a set of end-to-end traffic demands in an MTR WMN, derive a schedule
that minimizes the end-to-end delay of these demands. This problem is novel
and has not been considered in the context of MTR WMNs. Chapter 3 outlines
an approach that simultaneously considers routing, construction of a minimal
link schedule and reordering of transmission slots. In addition, it presents a
Non-Linear Integer Program (NILP); unfortunately, the NILP is intractable
due to the exponential number of possible routing paths and link scheduling
problem that is equal to solving the NP-complete MAX CUT problem in each
slot. Thus, Chapter 3 outlines two novel heuristic algorithms: JRS-Multi-DEC
and JRS-BIP. The key idea is to first find the optimal routing that minimizes
the maximum link load so that the resultant superframe length is minimized.
Then, a novel slot re-ordering algorithm is used to further reduce end-to-
end delays. As shown by the numerical results, both algorithms are able to
reduce the superframe length by more than 45% and 70% as compared to
JRS-Shortest and NJR, respectively. The end-to-end delay of flows is reduced
by more than 50% as compared to NJR, and about 30% as compared to JRS-
Shortest.
2. Another significant problem addressed in this thesis is scheduling links such
that the resulting flow rates satisfy max-min fairness. In Chapter 4, a link
scheduler, named Algo-Fair, is shown to directly generate a superframe that
ensures flows have a fair rate. This scheduler is distinct from other schedulers
that first use a conflict graph or a linear program to first compute a fair
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allocation before deriving a schedule. Moreover, Algo-Fair is the first approach
that derives a link schedule that ensures flows have a fair rate in MTR WMNs.
Critically, it incorporates a general and novel augmentation step to distribute
spare capacity fairly among flows. Numerical results show that the proposed
algorithm can achieve the optimal MMF allocation in some cases. On average,
the gap to the optimal solution is approximately 3.7%. Moreover, as compared
with other designs, Algo-Fair is able to provide a higher minimum flow rate
and average throughput.
3. Given random traffic loads, a fundamental problem is how to size the TDMA
and random access parts of a hybrid superframe such that the resultant idle
time and probability of collision are minimized in MTR WMNs. To this end,
Chapter 5 presents the first two-stage stochastic program (SP) approach to
dimension such a superframe. This is significant because in existing wireless
networks, the boundary is usually predefined. On the other hand, in the pro-
posed SP approach, the boundary between the scheduled and random access
part is controlled by a penalty value. The optimal penalty value that ensures
the probability of collision is less than a given threshold can then be deter-
mined using binary search. With the SP approach in hand, a central controller
does not need to regenerate a superframe whenever traffic demands change.
Hence, the proposed SP approach is suitable for large-scale WMNs.
4. A key gap in works that aim to optimize both routing and scheduling is con-
sideration for uncertain traffic demands. To this end, this thesis contains the
first JRS work that assumes traffic demands are characterized by a polyhedral
model. Specifically, Chapter 6 outlines a novel JRS problem that aims to de-
termine the routing and superframe that supports all extreme points in a given
polytope. The problem is formalized as a semi-infinite LP. Then, a heuristic al-
gorithm, named Algo-PolyH, is proposed to solve the LP. Algo-PolyH uses four
LPs to solve the problem. Namely, LP-CAPACITY, LP-INIT-TM, LP-MAIN
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and LP-NEWTM. LP-CAPACITY is used to find the maximum capacity of
each link. Using the generated link capacity, LP-INIT-TM is applied to find a
feasible traffic matrix (TM). Then, LP-MAIN generates a routing and schedule
to support all found TMs. Lastly, LP-NEWTM checks whether there is an un-
supported TM in the given polytope. If so, it finds a new routing and schedule
that supports the TM found by LP-NEWTM. The robustness of the solution
found by Algo-PolyH has been verified in networks with different number of
flows, available paths per source, node degrees and number of nodes.
5. Recent advances in MIMO technologies have paved the way for high-capacity
MIMO-based MTR WMNs. A key problem is to allocate the antenna ele-
ments or Degree of Freedoms (DoFs) at each node efficiently. That is, how to
assign DoFs for data streams and interference cancellation in order to yield
the minimum superframe length? In this respect, Chapter 7 presents a study
on different DoFs assignment methods and contains a novel approach called
Algo-MIMO. Its key idea is to apply a recently developed novel node ordering
rule [29] to efficiently assign DoFs. Numerical results show that Algo-MIMO
reduces the superframe length by 60% as compared to other algorithms that
cancel interference at both transmitter and receiver sides. Compared with
algorithms that order nodes based on their weight, the number of neighbors
or randomly, Algo-MIMO is able to reduce the superframe by approximately
40%.
There are many possible directions for future research. For example, the prob-
lems addressed in Chapter 3 and 7 can be considered jointly. The resulting problem
is how to route flows, construct the minimal superframe, reorder slots and allocate
DoFs to minimize the total end-to-end delay in MIMO-based MTR WMNs. In ad-
dition, the problem of designing a distributed JRS approach that minimizes delays
remains open for MTR WMNs. A key assumption in Chapter 4 is that routing
paths for flows are given. Thus, another possible direction is to jointly consider
175
routing and scheduling to find the lexicographically max-min fair rate allocation.
In Chapter 5, the two-stage SP algorithm is general and can be readily applied to
other non-MTR WMNs. Thus, an immediate future work is to evaluate its efficacy
in other wireless networks that employ a different interference model.
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[108] J. F. Traub and H. Woźniakowski, “Complexity of linear programming,” Op-
erations Research Letters, vol. 1, no. 2, pp. 59–62, 1982.
[109] D. Aguayo, J. Bicket, S. Biswas, G. Judd, and R. Morris, “Link-level measure-
ments from an 802.11 b mesh network,” ACM SIGCOMM Computer Commu-
nication Review, vol. 34, no. 4, pp. 121–132, 2004.
190
