Let D be an bounded region in R n . The regularity of solutions of a family of quasilinear elliptic partial differential equations is studied, one example being ∆ n u = V u n−1 . The coefficients are assumed to be in the space L log m L(D) for m > n − 1. Using a Moser iteration argument coupled with the Moser-Trudinger inequality, a local L ∞ bound on the solution u is proven. A Harnack-type inequality is then proven. These results are shown to be sharp with respect to m. Then essential continuity of u is proven, and away from the boundary a bound on the modulus of continuity.
Introduction
Let u ∈ W 1,n (D) with D a bounded, connected, open subset of R n . Assume u satisfies the quasilinear partial differential equation divA(x, u, u x ) = B(x, u, u x ).
(1.1) on D.
Here u x = (u x1 , ..., u xn ) is the gradient of u with respect to standard coordinates (x 1 , ..., x n ). We assume A(x, u, p), B(x, u, p) are defined for all x ∈ D, u ∈ R, and p ∈ R n , and |A| ≤ a|p| n−1 + b|u| n−1 + e |B| ≤ c|p| n−1 + d|u| n−1 + f p · A ≥ |p| n − d|u| n − g (1.2)
where the coefficients b through g are nonnegative functions of x and a is a positive constant.
For several applications of quasilinear pdes with this structure, the reader is referred to ( [GT] , p. 260-263.) Serrin in [S] studied such equations as a borderline case of a more general setting. He assumed b, e ∈ L n/(n−1−ǫ) , c ∈ L n/(1−ǫ) , and d, e, f ∈ L n/(n−ǫ) , and proved a number of results about u, including an L ∞ bound, a Harnack inequality, and Hölder continuity, generalizing work on the linear case by Moser [Mo] . See also [Tr] . For more recent related works, see [IKR] , [NU] , [SSSZ] . The contribution of this paper is to extend Serrin's results to larger function spaces. We also show that our function spaces are the largest possible in a way that is clarified in Remark 1.3.
We define L log (n−1)/r L(D) as the linear space of functions V for which D |V | log (n−1)/r (|V | + 1) dx < ∞. An associated norm, defined in Section 2, will be denoted ||V || (Nr) ,D or just ||V || (Nr) . A dual space with exponential norm ||u|| Enr is also defined there. Denote by ||u|| n the standard norm for L n . We will assume a > 0 is constant, with b n/(n−1) , d, e n/(n−1) , f, g, c n ∈ L log L (n−1)/r (D) and 0 < r < 1.
(1.3) Throughout this paper we will assume that r > (n − 1)/n. This avoids some technical issues in the proofs and simplifies the statements of our results. For more on this, see Sec. 2, especially the remarks following (2.10). In the case that (1.3) holds for r 1 ∈ (0, (n − 1)/n], it is easy to see (1.3) also holds for any r 2 ∈ ((n − 1)/n, 1). So, the results below still hold, but with r 1 replaced by r 2 = (n − 1/2)/n, for example. Let k = (||e n/(n−1) || (n−1)/n (Nr),D + ||f || (Nr),D ) 1/(n−1) + ||g|| 1/n (Nr),D .
( 1.4) In what follows, we denote by B R ⊂ D a ball of radius R centered at a fixed point z. When the domain of u is restricted to B R we may write simply ||u|| Enr,R for ||u|| Enr,BR(z) . Unless stated otherwise, C denotes a generic large constant. It does not depend on variables such as u, but may depend monotonically on terms such as ||b||. At times, we may use K or C 1 or C(||b||), etc, for such constants. We may also introduce generic small constants, with similar conventions. The first of the following theorems appears later, slightly improved, as Theorem 3.1.
Theorem 1.1 Assume R ≤ 1. Let u be a weak solution of (1.1) in D , with (1.2), (1.3) and (1.4), and B 2R ⊂ D. Then ||u|| ∞,R ≤ C(||u|| Enr,2R + k), (1.5) ||u x || n,R ≤ C(||u|| Enr,2R + k).
(1.6)
For our definition of a weak solution of (1.1), see Section 2.
In what follows, we use sup to denote essential supremum, and similarly for inf.
Theorem 1.2 Let u ≥ 0 be a weak solution of (1.1) in D, with (1.2) and (1.3) holding. Then there exist positive constants R 0 and C such that if R ≤ R 0 and B 8R (z) ⊂ D, then
Here C is independent of R.
Remark 1.3 Theorems 1.1 and 1.2 are sharp in the sense that both hold for all 0 < r < 1, but both fail for all r ≥ 1. We present a family of counterexamples in Section 2 for the basic equation −∆ n u = V u|u| n−2 . We will have a = 1, d = V ≥ 0, u ≥ 0, b = c = e = f = g = 0, and hence k = 0. These examples include the borderline case r = 1, with d = V ∈ L log (n−1) L, and r = ∞ with V ∈ L 1 .
Theorem 1.4 Assume the hypotheses of Theorem 1.1. Then one can redefine u on a set of measure zero so that u is continuous on D. If D ′ ⊂ D is compact, then there exist positive constants γ, K, and R such that if x 0 ∈ D ′ and 0 < |x − x 0 | < R 2 , then
(1.8)
In Section 5 we will prove a slightly more precise version of this theorem, Theorem 5.2, where the dependencies of K, R and γ will be clarified. Serrin in [S] , with his slightly more regular coefficients, was able to prove Hölder continuity of u. It is not clear to us whether Theorem 1.4 is the best result possible, or Hölder continuity holds. These issues are further discussed at the end of Section 5. This paper is organized as follows. In Section 2 we discuss Orlicz spaces, and state some technical lemmas used later. We also prove Remark 1.3. In Section 3 we prove Theorem 1.1, and in Section 4, Theorem 1.2, and in Section 5, Theorem 1.4. In an appendix we prove several technical lemmas.
2 Preliminaries and simplications 2.1 About Orlicz and Lebesgue spaces.
We denote the L p norm on D by ||u|| p = ( D |u| p dx) 1/p . Recall that a functioñ
is an Orlicz function if m(t) =M ′ (t) is right continuous, non-decreasing, and m(0) = 0. ThenM (t) is a convex function and the resulting Luxemburg norm of u is
For example, set m(τ ) = e τ s/(n−1) − 1 with s > 0. Then M s (t) = t 0 m(τ ) dτ and its complementary Orlicz function
form an Orlicz pair appearing often in this paper. We cite some well known general results below.
Lemma 2.1 (see Krasnosel'skiȋ and Ruticikiȋ). For any s > 0, and measurable functions f, g on D,
We will refer to the inequality in part A as the Orlicz-Hölder inequality. It is understood here that both sides of either inequality can be infinite. From t/2 log (n−1)/s (t/2 + 1) ≤ N s (t) ≤ t log (n−1)/s (t + 1), (2.9)
we see that f ∈ L log L (n−1)/s if and only if ||f || (Ns) < ∞. In what follows, it will be convenient to work with the following functional:
For s > n − 1, the function t → exp(|t| s/(n−1) ) − 1 is an Orlicz function, and hence ||v|| Es will be a norm. Later in this paper, we often set s = rn and then assume r > (n − 1)/n, to get a Luxemburg norm. This is in addition to our necessary assumption that r < 1. It will often be convenient to restrict functions to a ball B h (x 0 ), where we may set x 0 = 0 and B h = B h (0) for simplicity. In this case, we denote the associated norms as ||u|| Es,h , etc, sometimes suppressing the h if understood. Note that M s (t) = t 0 e τ s/(n−1) − 1 dτ ≤ t(e t s/(n−1) − 1) ≤ e Ct s/(n−1) − 1. So, where ||χ B h || (Ns),h = (1/N −1 s (1/|B h |). Since, for any small ǫ > 0, we have N −1 s (t) ≥ Ct 1−ǫ/n , it follows that for small h we have ||χ B h || (Ns),h ≤ Ch n−ǫ .
nr and C does not depend on R. B) ||u|| En ≤ (C n ) −1 (|B R | + 1) (n−1)/n ||u x || n , where C n = (σn (n−1) ) 1/n . These variations of the Moser-Trudinger inequality are proved in the appendix, Section 6.2.
Two technical lemmas
For the reader's convenience, we state a lemma found in Serrin [S] that we often use: Lemma 2.3 Let δ > 0 and let α i , β i for i = 1, ..., N be two sets of real numbers such that α i > 0 and 0 ≤ β i < δ. Suppose that z > 0 satisfies the inequality
Then
where C depends only on N , δ, and β i , and where γ i = (δ − β i ) −1 .
Proof: :
Then (2.13) also holds for all
The proof of a slightly more general result appears in the Appendix. It also shows that the functions v x · A(x, u, u x ) and vB(x, u, u x ) are integrable. We will say u is a weak solution to (1.1) if u ∈ W 1,n (D) and (2.13) holds. Based on this lemma, we may refer to any v ∈ W 1,n 0 (B R (z)) as an admissible test function.
Proof of Remark 1.3
To state the remark more precisely, let n ≥ 2. We show that for all sufficiently small 0 < ǫ < 1/8, there are positive solutions u = u ǫ ∈ W 1,n 0 (B 1 ) of −∆ n u = V ǫ u n−1 , such that V ǫ ∈ L log (n−1)/r L(B 1 ) is non-negative, with ||V ǫ || remaining bounded as ǫ → 0. Since k = 0, the non-decreasing constants C = C(||V ǫ ||) in (1.5) and (1.7) should also remain bounded, but A) (For Theorem 1.1): Proof: This family of examples appears in [EHL] for a different purpose. The solutions u = u ǫ are radial and positive. Let ρ = |x|. Then
where a and b are chosen below so that u is differentiable. Note that ∆ n u(ρ) = 0 for ǫ ≤ ρ ≤ 1. Continuity at ρ = ǫ of u ρ requires b = n−1 n ǫ − n n−1 , and of u requires a = n−1 n − log(ǫ). We define V ǫ by the equation −∆ n u = V ǫ u n−1 , which gives V ǫ = 0 for ǫ ≤ ρ ≤ 1, and V ǫ ≤ Cǫ −n u n−1 (ǫ) for 0 ≤ ρ < ǫ. By (2.9), B1(0) N r (V ǫ ) dx ≤ C, a constant independent of ǫ and r ≥ 1. It follows by Lemma 2.1 part B that ||V ǫ || Nr < C + 1 for all ǫ. Likewise, for the case r = ∞, ||V ǫ || L 1 < C.
For part A, notice that ||u|| ∞ = a ≥ C| log ǫ|. Let λ = α −1 (| log ǫ|) γ , where γ, α ∈ (0, 1) are constants independent of ǫ, to be specified below. We will show that
when ρ = 1. Then, by (2.10), ||u|| Ern,1 < λ, which implies part A. Letr = rn/(n − 1) and let 1 − γ = 1/r. For sufficiently small ǫ and α, we have u ≤ 2| log ǫ| ≤ | log ǫ|/α, and Q ǫ ≤ C exp(| log ǫ| (1−γ)r )ǫ n = Cǫ n−1 ≤ 1/4. Now, let |x| = ρ > ǫ and note that
Let σ be the measure of the unit sphere in R n . For α sufficiently small,
For part B, let ǫ < 1/8, so that inf B 1/8 u = log(8). Since u(0) = n−1 n − log(ǫ), part B follows. ✷
3
L ∞ bound on solution.
In this section we prove a slightly stronger version of Theorem 1.1. Following Serrin [S] , we first make a simplifying substitution. Let k be as in (1.4). Set
We have
(3.14)
Here C is a large constant independent of u, D and R. As mentioned earlier, a similar theorem holds when 0 < r ≤ n−1 n , but this is left to the reader. If u has compact support, Lemma 2.2 part A gives an immediate corollary, that ||u|| ∞,R ≤ K(||u x || n + k), with K independent of u.
Proof of Theorem 3.1: Let R ≤ h ′ < h ≤ 2R, and let η be a smooth function with η(x) ∈ [0, 1], such that:
Let l > k and q ≥ 1, to be specified later; our C will not depend on these. Define a C 1 function F by
Set v(x) = F (ū(x)) ∈ W 1,n (D). Unless specified, integrals and norms will be taken over B h .
Lemma 3.2 Let F, v, η be defined as above. Then we have
The proof integrates a suitable test function against (1.1), and uses (3.14). It is given in Serrin [S] , in the argument leading to his Equation 16, and the reader is referred to that paper for details.
Returning to the proof of Theorem 3.1, we abbreviate (3.18) as ||ηv x || n n ≤ I a + I b + I c + I d and estimate each summand. By Hölder's inequality,
We next consider I d . In the rest of the paper, when r is fixed, we may write N r as N and M r as M . By Lemma 2.1 and (2.11):
Reasoning as we did for I d ,
Next, by the standard Hölder and then the Orlicz-Hölder inequality with (2.11), 
Lemma 3.3 For any h ′ , and any m > n − 1,
The proof is in the Appendix. Applying the lemma to (3.23) we get
The proof is in the Appendix. Since ||ū|| Enr,2R ≤ ||u|| Enr,2R + k||1|| Enr,2R and ||1|| Enr,2R ≤ C this proves (3.15). Also, (3.16) follows from (3.21) by setting q = 1, h = 2R, h ′ = R and η ≡ 1 on
This proves Theorem 3.1. ✷
Harnack inequality
Assume u ≥ 0 is a weak solution of (1.1) in D, with (1.2) and (1.3) holding. We assume z ∈ D and B 8R (z) ⊂ D, and
In this section we prove Theorem 1.2, i.e. for small enough R,
Here C may depend on the parameters below, but not on u, z or D: n, r, a, ||b n/(n−1) ||, ||d||, ||e n/(n−1) ||, ||f ||, ||g||, ||c n ||, (4.26) all these norms being || * || (Nr),D . The key proposition, proven in the next subsection is: 
Proof of Proposition 4.1
Proof of Proposition 4.1. With u as above, letū = u + k + ǫ with ǫ > 0, soū −1 ∈ W 1,n (D). We can assume that z = 0, and will denote B R0 (0) by B R0 . We will specify R 0 in the proof of Lemma 4.4. Below, C is a generic large constant determined by the quantities in (4.26) and by R 0 . The proposition follows from the following string of inequalities. We prove them below, and then let ǫ → 0.
Inequality (4.27) follows easily from the proof of Thm 3.1, by omitting the last few steps of its proof; for these steps the only requirement on R 0 is that B 2R0 ⊂ D . To prove (4.28) and (4.30) we set v(x) =ū(x) q with q = 0, possibly negative. Let β = nq − n + 1 and let φ(x) = η n (ū(x)) β , with η as in (3.17), except that now h ′ = 2R 0 and h = 4R 0 . Bothū −1 andū ∈ L ∞ ∩ W 1,n (by Theorem 3.1). So, φ ∈ W 1,n 0 (B h ) is an admissible test function for any q by Lemma 2.4. The following is an analogue of (3.18). Unless specified, integrals and norms in this section are over B h . Lemma 4.3 For any q = 0,
Proof of Lemma 4.3: We have
The following formulas hold:ū
Case 1: β > 0. In this case, by (3.14) we have
(4.32)
Integrating, we get the lemma in this case.
Case 2: β < 0. In this case, the argument in (4.32) goes as follows:
Integrating again, the lemma follows. ✷
The following lemma proves inequalities (4.28) and (4.30).
Lemma 4.4 There exists R 0 > 0 such that ||ū|| En,2R0 ≤ C||ū|| n/r,4R0 and (4.33)
(4.34)
Proof: Below, C 1 will denote a large generic constant depending only on r, n, a, ||b n/(n−1) || (Nr),D , ||d|| (Nr),D and ||c n || (Nr),D . We estimate the terms on the right hand side of Lemma 4.3. First, b |ηv| n−1 |η x v| dx ≤ b n/(n−1) |ηv| n dx (n−1)/n ||η x v|| n , ≤ ||b n/(n−1) || (n−1)/n (N ) ||(ηv) n || (n−1)/n Er ||η x v|| n , ≤ C 1 ||ηv|| n−1 Ern ||η x v|| n , ≤ C 1 (||ηv|| n Ern + ||η x v|| n n ).
We used Young's Inequality in the last step. Much as in the proof of (3.19), |η x v||ηv x | n−1 dx ≤ ||ηv x || n−1 n ||η x v|| n , c|ηv||ηv x | n−1 dx ≤ C 1 ||ηv x || n−1 n ||ηv|| Ern and d (ηv) n dx ≤ C 1 ||ηv|| n Ern . By Lemma 4.3, regarding |q| = 1/r and |β| as fixed constants, ||ηv x || n n ≤ C 1 ||ηv x || n−1 n (||η x v|| n + ||ηv|| Ern ) + ||ηv|| n Ern + ||η x v|| n n .
By Lemma 2.3, we get ||ηv x || n ≤ C 1 (||ηv|| Ern + ||η x v|| n ). Now by Lemma 2.2 part A,
Again by Lemma 2.2 part A, we can choose R 0 = h/4 sufficiently small that C(h)C 1 < 1/2, so ||ηv|| Ern ≤ 2C(h)(1 + C 1 )||η x v|| n ≤ C||η x v|| n .
To prove (4.33), let q = 1/r so that ||ū|| q En,2R0 = ||ū q || Ern,2R0 ≤ ||ηv|| Ern , and ||η x v|| n ≤ C||ū q || n = C||ū|| q n/r . Likewise, (4.34) follows from q = −1/r. ✷
In the next passage, we return to the proposition, proving (4.29). The Proposition 4.5 below is based on a well-known version (see [Leck] ) of the Moser-Trudinger inequality: if ||w x || n,B ≤ 1 then
where β n , C n are positive constants independent of w, B is any ball, and w B is the mean value. Proof: Define η as in (3.17) but with h = 8R 0 and h ′ = 4R 0 . Set φ(x) = η nū1−n , which is admissible by Lemma 2.4. The argument in [S] (p.266, Case IV) leading to his Eq.36 shows that (n− 1)||ηv x || n n ≤ na |η x ||ηv x | n−1 dx + n b η n−1 |η x |dx + cη|ηv x | n−1 dx + n d η n dx, (4.37)
where v(x) = log(ū(x)). Calculations similar to those in Theorem 3.1 and Lemma 4.4 show ||ηv x || n n,8R0 ≤ C(1 + ||ηv x || n−1 n,8R0 ). Hence by Lemma 2.3, ||v x || n,4R0 ≤ C. Applying Proposition 4.5, with w = v, p = p 0 C and T = C,
Since v = log(ū), inequality (4.36) follows. ✷ Lemma 4.6 with p 0 = n/r proves (4.29). Next, we prove (4.31).
Lemma 4.7 We have
(4.38)
Proof: Let R 0 ≤ h ′ < h ≤ 2R 0 and choose η as in (3.17). In this proof, C is a constant depending as usual on the terms in (4.26), but independent ofū, h ′ , h and q. Assume q ≤ −1/r and notice that q −1 β > 1. By Lemma 4.3, 
Thus
Also, let q = q j = −r −j−1 , and note that
with a generic small constant C 2 > 0 because r < 1. Evidently, C 2 depends only on the quantities listed in (4.26) together with R 0 . We conclude by Lemma 3.4 that 
Proof of Theorem 1.2
Let z ∈ D and R 0 be as in Proposition 4.1, but we may assume z = 0. Choose R ≤ R 0 so that B 8R (z) ⊂ D. As a first step to proving Theorem 1.2, we show that our problem can be rescaled to a disk of radius 8R 0 . Let u be a weak solution of (1.1) in the ball B 8R (0). Let ρ = R/R 0 ≤ 1 and v(x) = u(ρx).
Thus v x = ρu x (ρx), and v is a weak solution in the ball B 8R0 (0) of
where C(x, p, u) = ρ n−1 A(ρx, p/ρ, u) and D(x, p, u) = ρ n B(ρx, p/ρ, u). The inequalities of (3.14) become (4.43) whereb,ĉ, andd have been implicitly defined.
Lemma 4.9 Let 0 < R ≤ R 0 . Let h be any one of the coefficientsb n/(n−1) ,d, c n and letĥ be its counterpart in (4.43). Then, ||ĥ|| (Nr),B8R 0 ≤ ||h|| (Nr),B8R .
Proof: We show this for h(x) =d(x) withĥ(x) =d = ρ nd (ρx), noting the arguments for the other coefficients are similar. We begin with ||d|| (Nr ),B8R 0 = inf{λ :
✷ We now complete the proof of the theorem. Let u, v, R, R 0 be as above. Let k = (||ê n/(n−1) ||
Here C 1 = C 1 (r, n, a, ||b n/(n−1) || (Nr),B8R 0 , ||d|| (Nr),B8R 0 , ||ĉ n || (Nr),B8R 0 ), (4.44)
is the constant arising in Proposition 4.1 when applied to v. By Remark 4.9, we can assume C 1 to be a non-decreasing function in its last three arguments. Hence, by Lemma 4.9, C 1 ≤ C, a constant that depends only on the quantities in (4.26). Also by Lemma 4.9, we havek ≤ k. This proves Theorem 1.2. ✷
Continuity
In this section, we mainly prove Theorem 5.2, a version of Theorem 1.4. At the end of the section, we compare this theorem with its counterpart in [S] , also [Tr] . The next lemma shows our Orlicz spaces are nested, with an inequality similar to a standard one for Lebesgue spaces based on Hölder's inequality.
Lemma 5.1 Let ǫ = (1 − r)/2, and G = G(R) = | log(1/R)| −ǫ . Suppose ||h|| (Nr),D < ∞. Then there exist R 1 < 3 −10 and C > 0, both independent of h and C independent of R, such that ||h|| (Nr+ǫ),BR < CG(R)||h|| (Nr ),BR , ∀R < R 1 .
We remark that the restriction R 1 < 3 −10 will arise in the proof of Lemma 5.3.
Proof: We will specify R 1 below. Fixing R < R 1 , we have G ≤ 1, since R 1 < 1/e. All integrals and norms here will be over B R . We may assume that h ≥ 0 and that ||h|| (Nr) = 1. It will be useful to define an alternative norm
We have the following equivalence of norms: ||h|| (Ns),BR ≤ ||h|| Ns,BR ≤ 2||h|| (Ns),BR (see [KR] ). Applying the standard Hölder inequality,
We first estimate B. The Hölder-Orlicz inequality gives h dx ≤ 2||h|| (Nr) ||χ BR || (Mr ) = 2C log −(n−1)/r (1/|B R | + 1).
(5.46)
We may assume |B R1 | ≤ R 1 , so h dx ≤ C log −(n−1)/r (1/R), (5.47) and B ≤ CG (n−1)/(r(r+ǫ)) ≤ CG, with C depending only on n, r. Next, we estimate A. Factoring h/G + 1 = h+G 2 · 2 G and using (X + Y ) p ≤ 2 p (X p + Y p ),
A ≤ C[ h log (n−1)/r (h/2 + 1) dx + log (n−1)/r (2/G) h dx] r/(r+ǫ) .
Since ||h|| (Nr) = 1, we have N r (h) dx = 1. By (2.9), h log (n−1)/r (h/2 + 1) ≤ 2N r (h). Hence h log (n−1)/r (h/2 + 1) dx ≤ 2 N r (h) dx ≤ 2. For sufficiently small R 1 , R and G must be small enough that, by (5.47)
We have h log (n−1)/(r+ǫ) (h/G + 1) dx ≤ AB ≤ CG (5.48)
with C depending only on n, r. We conclude by (2.9) that
By (5.45) with λ = G, and the remark above on norm equivalence, Nr) .
✷
Theorem 5.2 Assume the hypotheses of Theorem 1.1. Then one can redefine u on a set of measure zero so that u is continuous on D.
Here, R is any small positive constant such that B 8R (x 0 ) ⊂ D for all x 0 ∈ D ′ , and such that R ≤ min {R 0 , R 1 }. For R 0 see Theorem 1.2 and for R 1 see Lemma 5.1. Let
a compact subset of D. By Theorem 3.1, u ∈ L ∞ (D ′′ ). Then K depends on ||u|| ∞,D ′′ , a, ..., g, D, D ′ , r, R 0 and R 1 . In our proof, γ = (1 − r)/2n. One could use any γ < (1 − r)/n, but then K may depend on γ.
Proof:
We aim for a bound on oscillation similar to (5.49) which does not assume continuity of u (see Lemma 5.3). We may ignore a set of measure zero until the last paragraph of the proof, and will denote the essential supremum of u by sup u. Below, all balls will be centered at Let h be any ofē n/(n−1) ,f ,ḡ. By Lemma 5.1, there exists a constant C depending only on ||h|| (Nr),Bρ , r, and n such that ||h|| (Nr+ǫ),Bρ ≤ C| log(ρ)| −ǫ . Hence, we havē
with γ = ǫ/n. Applying Theorem 1.2 toū in B ρ/3 , we get
where M ′ = M ′ (ρ) = M (ρ/3) and µ ′ = µ ′ (ρ) = µ(ρ/3). In this inequality, C depends only on the quantities listed in this theorem (using the norm || * || (Nr+ǫ),D ), and in particular is independent of R ≤ R 0 . In what follows, we fix this C, so, in the same way, we have
+k) = C(µ ′ − µ +k).
(5.54) Adding (5.53) and (5.54), we get
Then (5.55) becomes ω(ρ/3) ≤ (θω(ρ) + τk(ρ)).
We iterate this relation from ρ = R with successively smaller radii, getting (5.56) We use this to prove Lemma 5.3 below.
Lemma 5.3 There exists K > 0 as in Theorem 5.2 such that if ρ < R 2 , then
Assuming the lemma for now, by standard arguments we can redefine u at any non-Lebesgue points in D ′ using limits of averages. Lemma 5.3 implies these limits converge, and that the new function is continuous on D ′ . Using compact subsets to cover D, we can get continuity on all of D. Theorem 5.2 follows; to prove (5.49) we apply the lemma with any ρ such that |x − x 0 | < ρ < R 2 . ✷
Proof of lemma:
In what follows, we use K to denote various positive constants that are independent of u, R. To analyze (5.56), we apply (5.52),
Applying these to (5.56) (and leaving the j = m term to the reader),
Since R ≤ R 1 ≤ 3 −10 , we have ρ ≤ R3 −10 . Fix m ≥ 10 such that R3 −m−1 < ρ ≤ R3 −m . It is not hard to show that ρ/R > 3 −m−1 implies m ≥ (.9/ log 3)| log(ρ/R)|. Since ω(ρ) is a non-decreasing function of ρ, we have
Since ρ ≤ R 2 , we have | log(ρ/R)| −1 ≤ 2| log(ρ)| −1 , proving the lemma.
✷
We conclude this section by comparing our results here to their counterpart in Serrin's paper, [S] . If one supposes that h ∈ L p+ǫ (B R ), with p ≥ 1, then Hölder's inequality gives ||h|| p,BR ≤ CR nǫ/(p(p+ǫ)) ||h|| p+ǫ,BR , and thus ||f || p,BR will vanish algebraically quickly as R goes to zero, a stronger conclusion that in our Lemma 5.1. With this stronger estimate, Serrin was able to prove Hölder continuity for his solution to (1.1). Inspecting our proof, it is not hard to see that if we strengthened our hypotheses on coefficient functions b, d, e, f, and g (but not necessarily on c) so thatk(ρ) = O(ρ δ ) for some δ > 0, then we could also prove Hölder continuity. For works that consider the regularity of u in the case b = d = e = f = g = 0, see [NU] , [SSSZ] .
6 Appendix 6.1 Proof of Lemma 2.4
We assume that a > 0 is constant, with b n/(n−1) , d, f, c n ∈ L log L (n−1) (D), and e ∈ L n/(n−1) (D), (6.57)
which is slightly weaker than (1.3). Assume (1.2) and that (2.13) holds for φ ∈ C ∞ 0 (D). Let v ∈ W 1,n 0 (B) with B = B R (z) and B R (z) ⊂ D. We need to show that (2.13) holds for v. First, we claim that ||u|| En,
Unless stated otherwise, all integrals and norms below are over B. We will show that the first integral converges, and then show it is zero. By (1.2),
We will prove that I a , I b , I c , I d , I e , I f ≤ C||v x || n . (6.58)
Assuming this for the moment, all integrals above must converge. Also, let {φ j } be a sequence of
which proves the Lemma.
Returning to (6.58), the estimates for I a , I b , I c , I e , I f follow from fairly straightforward arguments similar to those for I a , I b , I c , I e in the proof of Theorem (3.1). We include the details only for I d . By [Leck] , if w ∈ W 1,n 0 (B ′ ) with ||w x || n,B ′ ≤ 1, then
where α n > 0 is a fixed constant. LetM (t) = M 1 ((α n /2)t) andN (t) = N 1 (2t/α n ). Then (M ,N ) is an Orlicz pair of convex functions and, it follows from d ∈ L log n−1 L(B ′ ), that BN (|d|) < ∞. Set w = ηu/||(ηu) x || n,B ′ so that ||w x || n,B ≤ ||w x || n,B ′ = 1. Set λ = ||v x || n . Using Young's inequality for (M ,N ),M (t) ≤ Ce αnt 1/(n−1) , the inequality |ab| ≤ n−1 n a n/(n−1) + 1 n b n , Hölder's inequality, and (6.59): Proof of Lemma 2.2: To prove parts A and B, we define t by e −t/n = |x|/R. Then d|x|/dt = −(R/n)e −t/n = −|x|/n. Let u # (x) = u # (|x|) be the symmetric-decreasing rearrangement of |u| on B R (0); see [LL] . So, ||u # x || n ≤ ||u x || n and, for any of our Orlicz norms, ||u|| = ||u # ||. Let σ be the (n − 1) dimensional measure of the unit sphere in R n , so that |B R | = σR n /n. Define ω(t) = C n u # (|x|), where C n = (σn (n−1) ) 1/n , and ∞ 0 (ω ′ (t)) n dt = ||u # x || n n . (6.60) Let 0 < r ≤ 1 (the case r = 1 is used for part B. We have ||u|| Enr = (C n ) −1 ||C n u|| Enr = (C n ) −1 inf{λ : BR e (Cn|u|/λ) nr/(n−1) − 1 dx ≤ 1}.
For λ > 0, I A : = BR e (Cn|u|/λ) nr/(n−1) − 1 dx = BR e (Cnu # /λ) nr/(n−1) − 1 dx, = (σR n /n) R 0 (e (Cnu # (|x|)/λ) nr/(n−1) − 1) d(|x| n /R n ), = |B R | ∞ 0 (e (ω(t)/λ) rn/(n−1) − 1)e −t dt. (6.61)
Using ω(0) = 0 and Hölder's inequality, we have ω(t) = t 0 ω ′ (τ ) dτ ≤ (t) (n−1)/n ( t 0 (ω ′ (τ )) n dτ ) 1/n ≤ t (n−1)/n ||u x || n .
Let K = (||u x || n /λ) n/(n−1) , so that
(e (Kt) r − 1)e −t dt := |B R |I K . (6.62)
Proof of A: Let r < 1. To bound ||u|| Enr , we will need a good λ > 0, based on an upper bound for I K = ∞ 0 (e (Kt) r − 1)e −t dt. We will use the identities s! = Γ(s + 1) = ∞ 0 t s e −t dt and e x − 1 = Σ j=1 x j /j!. These identities and Hölder's inequality give, We show that S = Σ j=1 [(jr)!] (1/r) /j! converges for 0 < r < 1. By Stirling's formula, m! ≈ (2πm) 1/2 m m e −m , so the terms of this series compare to, [(jr)!] 1/r j! ≈ (2πjr) 1/(2r) (jr) j e −j (2πj) 1/2 (j) j e −j = Cj (1−r)/(2r) r j .
(where C may depend on r but not j). Now set C r to be the maximum of {1, S r/(r−1) }. Then I K ≤ (C r (e K r/(1−r) − 1)) 1−r ≤ (e CrK r/(1−r) − 1) 1−r .
We have I A ≤ |B R |(e CrK r/(1−r) − 1) 1−r for K = (||u x || n /λ) n/(n−1) . Set |B R |(e Cr((||ux||n/λ) n/(n−1) ) r/(1−r) − 1) 1−r = 1, to determine λ > 0. Since C r ((||u x || n /λ) n/(n−1) ) r/(1−r) = log(1 + [1/|B R |] 1/(1−r) ), we get λ = C δ r (log(1 + 1/|B R | 1/(1−r) )) −δ ||u x || n , where δ = (n−1)(1−r) nr . So, ||u|| Enr ≤ C δ r C n (log(1 + [1/|B R |] 1/(1−r) )) −δ ||u x || n .
Proof of B:
We begin by arguing exactly as in part A up to (6.62), but now let r = 1. Define K by |B R |K/(1 − K) = 1, which also determines λ. Then
(e Kt − 1)e −t dt = 1/(1 − K) − 1 = |B R | −1 so that I A ≤ |B R |I K = 1 and ||C n u|| En ≤ λ = ||u x || n (|B R | + 1) (n−1)/n , proving part B. ✷ Proof of Lemma 3.3: Let k l := ||v|| Em,h ′ , and assume for now that k 0 := ||ū q || Em,h ′ < ∞. Since F ′′ ≤ 0, we have v ≤ū q so that k l ≤ k 0 for all l, and k l increases with l. So, k ∞ := lim l→∞ k l ≤ k 0 . Let ǫ > 0. By the definition of || * || Em ,
By Monotone Convergence, Iūq ≤ 1. as well, which implies k ∞ + ǫ ≥ k 0 and that k ∞ = k 0 . It is not hard to see the same proof works if k 0 = ∞. ✷ Proof of Lemma 3.4: Assume ||ū|| ∞,R > J + ǫ > J, to get a contradiction. So,ū > J + ǫ on some set Ω ⊂ B R (0) of positive measure. From the definition of the norm, for each j, Ω exp(|ū/J| qj /(n−1) ) − 1 dx ≤ 1. So, |Ω|(exp((1 + ǫ/J) qj /(n−1) ) − 1) ≤ 1. Letting j → ∞, we get a contradiction. ✷
