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Within cities, areas of green space, such as patches of forest, play a vital role as habitat for wildlife, 
and can be especially important for supporting native biodiversity. As such, urban restoration 
efforts often aim to enhance the quality of existing green spaces to provide better habitat for native 
wildlife and increase biodiversity as a whole. In New Zealand, the number of urban restoration 
efforts have been steadily growing in recent years, with emphasis often placed on supporting 
bringing native bird species back to the city. One of the greatest threats to these conservation 
efforts are introduced mammalian predators (IMPs). IMPs have substantially impacted native 
biodiversity throughout NZ, causing the extinction of many endemic species. While the impacts 
and ecology IMPs have been thoroughly studied outside of urban areas in NZ, their urban ecology 
is not well understood. Such information is essential if successful restoration and reintegration of 
native wildlife is to be successful. The research undertaken in this thesis aimed to identify what 
IMPs are present in the urban green spaces of NZ cities, and what habitat characteristics influence 
their distributions, for the purpose of improving the effectiveness and efficiency of urban predator 
management. To investigate these aspects of IMP ecology, transects of predator detection devices 
were deployed during spring and autumn in three types of prominent urban green space: forest 
fragments, amenity parks, and residential gardens, and within three NZ cities: Dunedin, Hamilton, 
and Wellington.  
 First a broad assessment of predator detection rates across season, city and habitat type was 
conducted, followed by a comparison of detection methods. Lastly, detection data was paired with 
complex microhabitat information to generate models used to assess small scale and broadscale 
habitat preferences. There were five predator species/groups that were regularly detected: mice 
(Mus musculus), rats (Rattus spp.), hedgehogs (Erinaceus europaeus), possums (Trichosurus 
vulpecula), and domestic cats (Felis catus), while detection of mustelids (Mustela spp.) were very 
rare. Possums exhibited a clear affinity for forest patches, with distance to nearest forest patch a 
strong determinant of detection probability, and were very abundant in Dunedin. Possums were 
rarely detected in residential areas and were almost absent in Wellington due to a history of robust 
possum control. Rodent detections were substantially higher in autumn than in spring and were 
generally detected least in residential areas. Rats and mice were significantly associated with 
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abundant low vegetation cover. Detection probability of rats were also significantly higher in 
residential properties with compost bins. Rats were more abundant in Wellington, likely in part 
because of the low possum abundance. Hedgehogs displayed a strong seasonal pattern, displaying 
much higher detections in spring than in autumn. Hedgehogs had no clear preference for any broad 
habitat but were linked with forest patch proximity and were very abundant in Dunedin. Detection 
rate of cats generally increased in autumn, especially in residential areas. This may have resulted 
in behavioural changes by residential rodents. 
Comparison of predator detection methods (chew cards, tracking tunnels, and cameras) 
found that while some methods are better for specific species, using a multidevice approach is 
beneficial. Although, cameras were the most effective at detecting all species. 
The body of work within this thesis will help towards the effective and efficient control of 
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CHAPTER 1 General introduction 
 
 













1.1.1 The urban biodiversity paradigm 
Over 54% of the world’s human population is currently living in an urban environment, and this 
proportion is predicted to increase to 66% by 2050 (c. 6.4 billion urban residents; World Health 
Organisation 2016). An astounding 20% of countries already have an urban population comprising 
80% of their total (World Health Organisation 2016). To meet the demands of a growing urban 
population the expansion of urban areas becomes a necessity, however the areal extent of the global 
urban expansion is currently occurring at a higher rate than the urban population is growing. 
Projections estimate a global increase in urban land cover of over 1.2 million km2 by 2030 (Seto 
et al. 2012). To put that value into perspective, imagine the entire land area of New Zealand 
(268,424 km2 [LCDB 2015]) as urban sprawl, and multiply by four and a half. The resulting 
landmass roughly equates to the total projected area of global urban conversion that is set to take 
place within the next decade.  
Urban expansion is a direct contributor to habitat loss, as the landscapes surrounding cities 
are converted into a highly modified environment, dominated by artificial structures, and densely 
populated (MacGregor-Fors 2011; McPhearson et al. 2016). Habitat loss is the leading contributor 
to biodiversity loss across the globe (Brooks et al. 2002; Hanski 2005), and the loss and 
degradation caused by urban development is one of the most destructive forms, producing some 
of the highest levels of local extinction rates, and frequently eliminating many populations of 
native species (McKinney 2002; Crooks et al. 2004; McKinney 2006). The current rate of urban 
growth is very concerning, given the amount of habitat loss and degradation that will undoubtedly 
ensue. Moreover, since many cities are built in areas of higher-than-average biodiversity, the 
threats they pose to global biodiversity are proportionately higher (Seto et al. 2011). By 2030, 
436,000 km2 of biodiversity hotspots will have likely been converted to urban zones, in addition 
to the 200,000 km2 that had previously been converted by the year 2000 (Seto et al. 2012).  
 Despite the threat urbanisation poses for biodiversity, cities are not dead ecological 
wastelands, as the environment within cities can function as habitat for many species (Savard et 
al. 2000; McKinney 2002; McKinney 2006; Aronson et al. 2014). However, there are relatively 
consistent trends observable in the composition of the communities occupying city habitat. When 
considered in a global context, urbanisation acts as a homogenising agent, with cities in different 
parts of the world often having more in common ecologically than they do with their surrounding 
landscape (McKinney 2006).  Urban cores support high faunal biomass, however this is usually 
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dominated by a few generalist, exotic species (Savard et al. 2000; Crooks et al. 2004; Aronson et 
al. 2014). The comparatively high exotic diversity of both flora and fauna seen in cities is a 
consequence of the intentional importation of non-natives, and the presence of habitat conditions 
that are favorable  for their establishment (McKinney 2006).  
Despite the negative impacts of urbanisation on biodiversity, there are also opportunities 
within cities to increase and support biodiversity. The urban environment consists of a very diverse 
and heterogenous matrix of habitat; areas persist with varying levels of infrastructure, disturbance, 
vegetation, pollution, and human population density. Within this matrix, there are habitats that are 
able to support a range of native biodiversity, even providing refuges for endangered species 
(Aronson et al. 2014). Urban green spaces are frequently the sites that provide such habitat 
(McKinney 2002; Watling et al. 2011; Aronson et al. 2014; Lepczyk et al. 2017).  
 
1.1.2 Urban green space  
Urban green space (UGS) is a term that refers to a multitude of habitat types, ranging from natural 
areas, such as remnant patches of native vegetation, to highly artificial and engineered green 
infrastructure, such as green roofs (Wolch et al. 2014; Aronson et al. 2017). UGSs are extremely 
important components of the urban environment, in that they can provide numerous benefits that 
alleviate the adverse effects associated with urbanisation. Green spaces provide ecosystem services 
in cities, such as local pollution removal (Selmi et al. 2016), carbon sequestration and storage (Jo 
and McPherson 1995; Strohbach et al. 2012), regulation of water flows and quality (Spatari et al. 
2011), and climate regulation/cooling effects (urban heat island effect; (Yu and Hien 2006; 
Cameron et al. 2012). Across urban areas in the USA, Canada, and China, these ecosystem services 
provide an estimate of up to $17,772 USD of benefits per ha per year (Elmqvist et al. 2015). There 
is also a growing body of literature demonstrating how humans directly benefit from interactions 
with green space, with studies showing green space exposure is associated with increased mental 
wellbeing, vitality, and even decreased crime rates (Wolfe and Mennis 2012; Van den Berg et al. 
2016; Reid et al. 2017; Wood et al. 2018; White et al. 2019).  
When addressing biodiversity concerns in an urban context, UGSs play a vital role as 
habitat for wildlife. Although almost always beneficial, green spaces are unequal when it comes 
to the biodiversity benefits they provide (Wood et al. 2018). The size, connectivity, and structure 
of green spaces have significant effects on the benefits provided. Taller trees, and increased floral 
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diversity have positive effects on  avian biodiversity (Carbó-Ramírez and Zuria 2011). Vegetation 
composition and structure (herb cover, tree cover, tree structure) are also drivers of bird and insect 
communities, suggesting that heterogeneous vegetation structure is ideal for enhancing 
biodiversity in urban green spaces (Beninde et al. 2015). Native vegetation is also a significant 
driver of native faunal occupancy (Threlfall et al. 2017), as increased diversity of both native bird 
and invertebrate species is associated with the native diversity of flora in green zones (White et al. 
2005; Chace and Walsh 2006; van Heezik et al. 2008; Palmer et al. 2008). However, exotic plant 
species can also provide suitable habitat for native fauna (Gray and van Heezik 2016). Overall, 
while the quality of UGS is central to supporting high species richness, size and connectivity are 
the principal drivers of total faunal biodiversity, through supporting higher biomass (Palmer et al. 
2008; Garden et al. 2010; Beninde et al. 2015).  
Urban parks are among the most studied green spaces in the urban biodiversity literature. 
As defined by Nielsen et al. (2014), urban parks are areas of relatively open green space, usually 
dominated by vegetation (commonly large grassy areas with patches of trees and shrubs) and water 
features, such as walking parks and sports fields (Nielsen et al. 2014). They also tend to be larger 
than other UGS (Nielsen et al. 2014).  While parks have the potential to contribute to native 
biodiversity, they frequently support very high exotic species richness (Nielsen et al. 2014; 
Threlfall et al. 2016). Conversely, forest remnants, another common form of UGS, are very 
important sources of native diversity; they primarily consist of native flora, are populated with 
large trees, and often have dense vegetation, all of which are habitat characteristics associated with 
increased levels of biodiversity (Pirnat 2000; Livesley et al. 2016; Threlfall et al. 2017). 
 Although structurally very different, and individually much smaller, the private gardens 
of residential properties cumulatively make up the largest proportion of UGS in cities, also 
providing benefits for both ecosystem services and biodiversity (Day 1995; Cameron et al. 2012; 
van Heezik et al. 2013). Gardens, much like parks, tend to be dominated by exotic species, with 
few large trees (van Heezik et al. 2012; Threlfall et al. 2017). Residential gardens are highly 
variable. Aspects such as size, structural composition, and species diversity can fluctuate markedly 
between properties (Kendal et al. 2012; van Heezik et al. 2013). Despite the predominantly exotic 
composition of residential gardens, they also have some of the highest potential for native 
biodiversity gain, as their composition and structure are in the hands of the property owner. Large-
scale improvements at the residential scale have the potential to substantially enhance the benefits 
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that gardens provide for city-wide biodiversity and public health (Garden et al. 2010; Cameron et 
al. 2012; Kendal et al. 2012).  
The literature paints a clear picture detailing the importance of conserving, restoring and 
creating new UGS, to support biodiversity and ecosystem services. The numerous, interlinked 
benefits UGS provide have not gone unnoticed by urban planners and  councils alike, resulting in 
a resurgence of initiatives to improve UGS (Kambites and Owen 2006; Haaland and van den Bosch 
2015; Clarkson and Kirby 2016). While increasing the size of current green spaces may sometimes 
be unfeasible (Wolch et al. 2014), increasing the quality and connectivity of green spaces is far 
more achievable. Pursuing restoration efforts focused on planting structurally diverse native 
species is likely to improve ecosystem services and increase native faunal diversity (Benayas et al. 
2009).   
 
1.1.3 Urban New Zealand 
New Zealand (NZ) is a highly urbanised nation, with 87% of inhabitants residing in urban areas 
(World Health Organisation 2016), which occupy 1% of the total land cover (LCDB 2012). The 
native biodiversity within New Zealand cities is comparatively low when compared to many other 
countries (Aronson et al. 2014). Even though native biodiversity within cities is usually very 
reduced compared to that of the surrounding landscape, urban areas of most countries still support 
greater native than exotic species richness (McKinney 2006). This is not the case in New Zealand 
cities, which have some of the highest proportions of exotic species observed (McKinney 2006; 
Clarkson et al. 2007). For example, in Christchurch, the third largest city in New Zealand, a mere 
15% of the total floral species richness is attributed to native species  (Ignatieva et al. 2000), 
whereas Rome, an old European city of a similar size, boasts an impressive 88% native 
composition (Celesti‐Grapow et al. 2006). Over 25% of the major urban centres in NZ have <0.5% 
remnant indigenous vegetation cover, and the value for average cover is just under 2% (Clarkson 
et al. 2007). The exotic nature of the fauna and flora of NZ cities highlights the impact that 
European influence has had on the biodiversity of NZ, and the scope for ecological restoration in 
NZ’s urban centers.  
New Zealand cities stand to gain considerable biodiversity value if urban ecological 
restoration efforts prove successful (Clarkson and Kirby 2016). The potential for providing critical 
habitat for endangered native birds, as well as a range of other native species, is an exciting 
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prospect. While urban restoration efforts in NZ have a relatively short history, there has been a 
significant momentum shift in recent years (Clarkson and Kirby 2016). There are now over 150 
community-led volunteer ecological restoration groups in the major cities of NZ, and when 
supplemented by numerous city council biodiversity/restoration plans, urban restoration prospects 
in NZ are looking good (Clarkson and Kirby 2016). However, significantly improving native 
diversity through large-scale goals, such as a target of 10% indigenous cover in all cities, would 
require massive ecosystem reconstruction, and a coordinated national plan (Clarkson and Kirby 
2016). 
There are numerous challenges when undertaking ecological restoration, especially in an 
urban context (Sandström et al. 2006; Ingram 2008; Norton et al. 2016). In New Zealand one of 
the key barriers to success is likely to be invasive species (Clout 2001; Norton 2009). Invasive 
species are one of the foremost drivers of species’ declines in New Zealand, and across the planet 
(King 2005; Doherty et al. 2016). The displacement of native flora and fauna by invasive species 
is one of the primary concerns faced by conservationists in NZ (Norton 2009), and as such, 
invasive species must be considered when undertaking ecological restoration efforts (Norton 
2009).     
 
1.1.4 Invasive mammals in New Zealand 
Zealandia, the continental crust from which New Zealand is formed, broke away from the larger 
Australian continent 60-80 million years ago (Cooper and Millener 1993). The geographical 
isolation that resulted as a consequence of this partition led to the evolution of a highly endemic 
and sensitive biota (Duncan and Blackburn 2004; Goldson et al. 2015), although there have been 
periodic colonisations of flora and fauna from Australia (Tennyson 2010). The oceanic rift 
between the two continents acted as an impermeable barrier to terrestrial mammals, with the 
exception of bats (Teeling et al. 2003). As a result, a large proportion of the indigenous floral and 
faunal species of NZ have not evolved mechanisms that enable them to cope with mammalian 
predation (Diamond and Veitch 1981). Invasive mammalian predators are arguably the most 
damaging taxa globally, with 30 species implicated in 58% of all bird, reptile, and mammal 
extinctions (Doherty et al. 2016). This impact has been keenly felt in New Zealand,  as seen in the 
loss of over 41% of the endemic bird species that were present before human occupation (Innes et 
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al. 2010); many extinctions of these species have been attributed to direct predation by mammals 
(McLennan et al. 1996). 
The first terrestrial mammals arrived with the systematic colonisation of New Zealand by 
Polynesians (ca. 1200 AD; Caughley 1988), who brought domesticated dogs (kuri [Canis 
familiaris]) and kiore, the Pacific rat (Rattus exulans; Wilmshurst et al. 2008). The establishment 
of kiore is likely to have caused the extinction of several small animals, including frogs, lizards, 
small flightless birds, and large flightless invertebrates (Atkinson and Towns 2001). The second 
invasion of mammalian species came when Europeans began their colonisation 600 years later, 
bringing with them a host of new flora and fauna, many of which have since naturalised (Atkinson 
and Cameron 1993; Norton 2009). Of the numerous mammalian species that have been introduced 
to NZ, whether from the Polynesian immigration, or the European colonisation, there are currently 
ten species of predatory mammal that have established wild populations.  
The house mouse (Mus musculus) was likely to have first colonised New Zealand between 
1793 and 1810 CE (King 2016). They have an omnivorous diet, and are significant predators of 
seeds (Williams et al. 2000; J. Wilson et al. 2007), invertebrates (Miller and Miller 1995; Miller 
and Webb 2001), herpetofauna (Newman 1994) and seabirds, and act as competitors with native 
species (Angel et al. 2009). 
As the first mammalian predator to naturalise in New Zealand, Pacific rats had serious 
impacts on NZ’s flora and fauna (Atkinson and Towns 2001). Once widespread, their distribution 
has since become very limited, likely due to competition from subsequent invasions of ship rats 
(Rattus rattus) and mice (Taylor 1975). For this reason, kiore are unlikely to be present in most 
major urban areas in NZ.  
Norway rats (Rattus norvegicus) were the first of the European rodents to become 
established in New Zealand, and  were likely to have first arrived in 1769 CE as stowaways on 
Captain Cook’s ship “Endeavour” (King 2005). Norway rats are the largest of the three rat species 
present in NZ (Innes 2005a), and have a patchy distribution, mainly inhabiting  urban areas, farms, 
waterways, wetlands and offshore islands (Innes 2005a). Norway rats severely affect ground 
nesting/low nesting bird species (Innes 2005a), and also have strong negative impacts on large 
ground-dwelling invertebrates (Towns et al. 1997), vegetation recruitment (Allen et al. 1994), and 
lizard abundance (Taylor and Thomas 1993).  
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Ship rats are the most common and evenly distributed of the three Rattus species in NZ, 
found from the coast to the tree line (Innes 2005b). They were the last rodent species to be 
introduced, becoming established after 1860 (Atkinson 1973). Ship rat diet is predominantly 
comprised of fruits, seeds, and arthropods (Daniel 1973; Sweetapple and Nugent 2007). However, 
their exceptionally good climbing abilities enable them to easily exploit nesting birds, as such, ship 
rats have been implicated in the decline and extinction of many NZ bird species (Innes 2005b). 
Ship rats are also significant predators of native bats (Pryde et al. 2005). 
Brushtail possums (Trichosurus vulpecula) were introduced to New Zealand, 
predominantly from Tasmania, to initiate a fur trade (Pracy 1974). The first population was 
established in Southland in 1858. Further introductions, translocations, and natural dispersion have 
led to possums having a near ubiquitous presence across the country (Pracy 1974; Clout 2000). 
Possums are destructive browsers on native vegetation (Fitzgerald 1976), but also act as significant 
nest predators, taking eggs, nestlings and adults (Innes 1995; Wilson et al. 1998). Moreover, they 
compete with native birds for food and nesting resources (Leathwick et al. 1983; Innes et al. 1994). 
Their contribution to both vegetative and faunal decline demonstrates the serious impact they may 
have on urban restoration efforts.  
Hedgehogs (Erinaceus europaeus) were initially introduced in 1869 to Canterbury, as a 
reminder of home for European settlers, and later as a predator for garden-variety pests such as 
snails (Thomson 2011). They now have a wide distribution across New Zealand, being especially 
abundant in lowland and coastal areas (Brockie 1975). While primarily an insectivore,  hedgehogs 
are also known as predators of lizards, ground-nesting birds and native snails (Moss and Sanders 
2001; Jones et al. 2005; Nottingham et al. 2019).  
 Ferrets (Mustela furo) were first introduced in 1879 as a response to serious economic 
damage of sheep pastures, caused by prolific rabbit (Oryctolagus cuniculus) abundance 
(Clapperton and Byrom 2005). Thousands were imported, and by 1900 ferrets were established in 
the wild and already regarded as pests (Clapperton and Byrom 2005). Ferrets are poor climbers, 
and as such are most commonly found in pastoral habitats such as river valleys and scrubland. 
They are the largest mustelid species in New Zealand and feed mainly on small mammals and 
birds, the proportions of which are dependent on habitat (Clapperton and Byrom 2005). Ferrets 
will also target lizards (Middlemiss 1995).   
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Stoats (M. erminea) and weasels (M. nivalis) were introduced a few years after the initial 
release of ferrets, for the exact same reason (Thomson 2011). Stoats can be found anywhere their 
prey inhabits, however, they tend to be in higher abundance in forested areas as opposed to pastoral 
habitat (the opposite to ferret distribution), but are also found high in the alpine zone (King 2005). 
Stoats are very adept climbers, which means that birds comprise a large part of their diet, along 
with small mammals, lizards, and large invertebrates (King 2005; McAulay 2019). King (2005) 
describes the introduction of stoats as one of the worst ecological mistakes by European colonists 
in NZ, due to the sheer efficiency with which stoats have decimated native faunal biodiversity. 
Weasels have much the same feeding characteristics but are much smaller, have a patchy 
distribution, and are the least common of the mustelid species.  
Domestic cats (Felis catus) were brought to NZ from 1879 onwards, and after 50 years 
they had established feral populations across the North Island (Fitzgerald 2005). Cats are found in 
most of the terrestrial habitats of NZ. Cats, both feral and domestic, pose serious threats to NZ 
wildlife. They have been responsible for the total and local extinctions of various bird species 
(Fitzgerald and Veitch 1985; Galbreath and Brown 2004). A large constituent of their diet is 
mammals, predominantly rodents and lagomorphs, but birds and lizards are also significant prey 
items (Gillies and Clout 2003; Fitzgerald 2005).  
 
1.1.5 Predator control efforts 
Due to the impact that mammalian predators have on New Zealand’s biota, a high proportion of 
conservation effort in New Zealand has revolved around predator management (Clout 2001; 
Russell et al. 2016), with ‘management’ generally meaning lethal control operations (Goldson et 
al. 2015). New Zealand has proved to be a world leader in mammal eradications, having 
successfully eradicated mammals from over 117 islands, with undeniable positive outcomes for 
the resident native biota (Russell et al. 2016; Russell and Broome 2016). Mainland operations are 
generally aimed at keeping predator numbers suppressed, as elimination without the use of 
predator-exclusion fences is extremely difficult (Russell et al. 2015). Despite the difficult task of 
keeping predator numbers low, mainland control has proved its worth many times over, helping 
the recovery of many endangered species populations (e.g. Dilks 1999; Gillies et al. 2003; 
Whitehead et al. 2008). 
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Poison has proved to be the most effective form of predator management; without it many 
island eradications would not have been possible (Russell and Broome 2016). The use of poison 
is a very contentious subject in the public eye (Green and Rohan 2012), and broad scale application 
(usually distributed from a helicopter) is often unfeasible due to health and social barriers, which 
limits its use within cities. Predators are also controlled by shooting, live trapping, kill trapping, 
and recently with kill traps that reset after triggering (Eason et al. 2017). Multiple methods are 
often used in conjunction with one another to produce the best results (Gillies et al. 2003). One 
factor that is consistent across all management options is the monetary cost involved (Griffiths 
2011). Predator management is expensive, and thus the effective and efficient application of 
control methods is greatly valued (Russell et al. 2015).  
Monitoring through non-lethal, index-based methods are a relatively cost-effective 
approach to gathering information about species distributions, abundances, and dynamics (Henry 
et al. 2008; Ruffell et al. 2015a; Ruffell et al. 2015b). The monitoring of mammalian predators in 
NZ is predominantly carried out using tracking tunnels, chew cards, wax tags, and more recently 
camera traps (Pickerell et al. 2014; Ruffell et al. 2015a; Anton 2019). These devices allow for the 
non-invasive detection of multiple species, and with the exception of camera traps, are very light, 
inexpensive, and easy to deploy. When paired with data on landscape and micro-habitat level 
variables, such as altitude, vegetation cover, and distance to important resources, the resulting 
information can be used for the prediction of predator distributions (Franklin 2010). This is useful 
for management groups who wish to understand the drivers of distributions as this information can 
then be used to assess the most efficient and cost-effective distribution of pest control methods 
(Nugent et al. 2007).  
 
1.1.6 Mammalian predators in urban NZ 
Much research has been carried out on mammalian predators in NZ, and the huge impact predators 
have had and continue to have on New Zealand’s native species has been demonstrated repeatedly. 
However, virtually all research on predators has been conducted in non-urban environments. As 
urban restoration efforts gain momentum, the need to investigate and understand urban predator 
ecology becomes increasingly important.  
Within urban NZ, cats are the most widely studied predator with research investigating 
predation habits, distributions, densities, and threats to conservation (Gillies and Clout 2003; van 
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Heezik et al. 2010; Aguilar and Farnworth 2012; Kikillus et al. 2017). However, other mammalian 
predators are under-represented in the urban literature of NZ. Possums and rats have been 
implicated as urban nest predators (van Heezik et al. 2008; Morgan et al. 2011), and their habitat 
preferences have been investigated to some extent (Morgan et al. 2009; Adams et al. 2013; Anton 
2019). The diet of hedgehogs in a city forest fragment was very recently investigated (Nottingham 
et al. 2019), and the distribution of hedgehogs has also been touched on (Morgan et al. 2009; Anton 
2019). Mice and mustelids turned up in the studies conducted by Morgan et al. (2009), and Anton 
(2019), with mustelids being noted for their complete or near absence in urban areas, and mice 
showing both habitat restrictions (Morgan et al. 2009), and widespread occurrence (Anton 2019). 
However, this is the roughly the extent of urban mice research in NZ literature. Most of the studies 
above either focus on one or two species or are limited to a specific habitat type or city. As such, 
broad-scale, multi-habitat and multi-species research could make an extremely valuable 
contribution to urban conservation and ecological restoration efforts. Understanding the 
distribution of species’ assemblages will be a key step towards the successful control of 
mammalian predators. 
 
1.1.7 People, Cities & Nature 
“People, Cities & Nature” (PCaN) is a multidisciplinary research programme focused on urban 
ecological restoration research in New Zealand (https://www.peoplecitiesnature.co.nz), funded by 
Ministry of Business, Innovation & Employment grant UOWX1601. It is a collaborative effort, 
with research teams from the University of Waikato, Victoria University of Wellington, Manaaki 
Whenua – Landcare Research, and the University of Otago. Research is being conducted in 
multiple cities across New Zealand and is focused on six main facets: green space benefits for the 
human population, cross-sector alliances with business, Māori restoration values, restoration 
plantings, urban lizards, and urban mammalian predators.  
Research on predators has been conducted in three major cities: Hamilton, Wellington, and 
Dunedin. Conducting research across multiple cities may help identify, with greater certainty, 
common patterns in urban predator distributions, while also adding extra value to the research as 
the scope of inference from the results becomes much broader. 
The over-arching aim of my research is to facilitate the success of urban restoration projects 
though improved understanding of predator distributions, and the habitat characteristics driving 
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those distributions, across green spaces in NZ’s urban landscapes. I aim to identify the species of 
mammalian predators that are present across three cities (Hamilton, Wellington, and Dunedin), 
and determine their relative abundances in three different types of green space: native forest 
patches, amenity parks, and residential backyards.  Furthermore, I will determine the fine-scale 
and landscape-scale habitat characteristics that influence the distributions of these species in these 
urban green spaces. Using data gathered from monitoring devices, I will identify activity patterns 




1.2 Thesis Overview 
 
This thesis is organised into four chapters.  
Chapter 1: Provides a general introduction into the biodiversity problems caused by the ever-
increasing demands of urbanisation, followed by the benefits of urban green spaces, the potential 
for ecological restoration, and the threats invasive mammals pose towards restoration efforts in 
NZ.  
Chapter 2: The first section describes the mammalian predator species detected in native forest 
remnants, amenity parks, and residential backyards, in three New Zealand cities (Hamilton, 
Wellington, and Dunedin). The next section provides a comparison between the efficacy of 
monitoring techniques used for predator detection. The final component looks at the activity 
periods of the different species and investigates habitat and interspecies interactions.  
 Chapter 3: Investigates potential drivers of urban predator distributions based on a range of 
microhabitat variables and broader-scale habitat characteristics, using Bayesian hierarchical 
regression.  
Chapter 4: This chapter discusses how the information in chapters 2 and 3 can be used to inform 




CHAPTER 2 Invasive mammalian predators in three urban greens 














Urban ecological restoration is a promising field that if carried out well could prove to be very 
beneficial, not only for the native species that restored areas can support (e.g. White et al. 2005; 
Clarkson and Kirby 2016), but also to the human inhabitants of these urban zones (e.g. Elmqvist 
et al. 2015; Van den Berg et al. 2016). Remnant patches of forest and amenity parks have high 
potential for restoration efforts by councils and community-led operations (Clarkson et al. 2007), 
as the green space is already available, whereas creating an entirely new urban green space can 
prove more difficult. While amenity parks still need to function as originally intended, e.g. sports 
fields, the vegetation throughout can be replanted with species of higher biodiversity value. With 
respect to privately owned land, the yards/gardens of residential properties can also play a 
significant role in enhancing biodiversity values of residential landscapes, as they can support 
numerous native plants and animals; properties can also be easily engineered by the owners to 
improve their suitability for native species (Cameron et al. 2012; Shwartz et al. 2014).  
In New Zealand one of the primary threats to restoration efforts in these types of urban 
green space is introduced mammalian predators (Clout 2001; Norton 2009). IMP species within 
NZ, introduced in chapter one, have a range of feeding behaviours, all with the potential to 
compromise urban restoration efforts. For example, IMPs can inhibit vegetation regeneration 
through seed and seedling predation, along with destructive foraging habits (Payton et al. 1997; 
Wallace and Clarkson 2019). They also impact native bird populations via nest predation, direct 
predation, and competition for food (van Heezik et al. 2008; Innes et al. 2010; Remeš et al. 2012). 
Despite the well-known threats IMPs pose, relatively little is known about their distribution 
patterns in urban landscapes. Understanding these aspects of urban IMP ecology will lead to more 
effective and efficient control measures, which will be vital if ecological restoration is to be 
successful.  
Non-intrusive monitoring methods, i.e. no direct handling of individuals, are an effective 
and less intensive way to assess species distributions and relative abundances (Pickerell et al. 2014; 
Ruffell et al. 2015a). A variety of monitoring devices for IMPs have been used in NZ, many of 
which are cost effective and easy to deploy. Tracking tunnels and chew cards are some of the most 
widely used and cheap methods (Brown et al. 1996; Blackwell et al. 2002; Sweetapple and Nugent 
2011). Camera traps are gaining traction as they provide high quality, species-specific data, but 
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they cost much more and require more time to set and evaluate (Glen et al. 2013; Anton et al. 
2018). One of the attractive features of camera traps is they can provide much more than just 
presence/absence data, such as information on behaviour and activity patterns (Meek and Fleming 
2017). Because different devices are better at detecting different species, multi-device monitoring 
has the potential to provide a more comprehensive sampling event (Pickerell et al. 2014).  
Species living in urban habitat frequently show behavioral changes adapted for coping with 
the pressures associated with highly urbanised areas (McCleery 2010; Lowry et al. 2013). 
Compared to rural or natural habitats, urban habitat can facilitate increases in species – species 
interactions (Dowding et al. 2010), species densities (Davison et al. 2009), and instances of direct 
human interaction (Soulsbury and White 2016). This can lead to behaviours such as reduced 
responses to humans, smaller ranges of movement, altered activity times, and modified 
predator/prey dynamics (McCleery 2010; Feng and Himsworth 2014). Camera traps can be very 
useful when assessing behavioural changes such as these; however, urban predator research using 
camera traps is limited in the NZ literature. The few studies in which camera traps have been used 
were primarily aimed at investigating activity periods and behavioural changes in urban cats 
(Lincoln 2016; Woolley and Hartley 2019). Some broad species research using cameras has been 
conducted, focused more on the habitat selection of predator species and the usefulness of cameras 
for detecting these species (Morgan et al. 2009; Anton et al. 2018). 
 
2.2 Objectives 
The main objective in this chapter is to identify the suite of predators present in three common 
urban green space habitat types: natural forest fragments, amenity parks, and the backyards of 
residential properties, across the NZ cities of Dunedin, Hamilton, and Wellington.  
I will compare the detection rates of IMP species between cities and habitat types, while noting 
seasonal trends.  
I will investigate the tracking efficacy between the monitoring methods used in this study. 
Finally, using information recorded from camera traps, I will explore the data for any interesting 
patterns of behaviour. 
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2.3 General Methods 
2.3.1 Study locations  
Mammalian predator surveys were carried out in the urban areas of three major New Zealand 
cities: Dunedin, Wellington, and Hamilton (Figure 2.1). Dunedin is located on the lower east coast 
of the South Island, has a population size of 131,700 residents, and an urban land area of 91.58 sq. 
km. Wellington City, also a coastal city, is located at the southern tip of the North Island. It has 
the largest urban area and residence between the three cities, with a land area of 112.36 sq. km and 
a population of 210,400. Hamilton is the northern most city in this study, located inland with a 
population size of 169,500, covering an area of 110.37 sq. km (StatsNZ 2019). I oversaw the 
collection of data in Dunedin city only, other members of PCaN were responsible for Wellington 
and Hamilton. 
 
2.3.2 Study Design 
Three types of green space were of interest in this study: forest fragments, amenity parks, and 
residential areas (backyards/gardens of household properties). Forest fragments were characterised 
as patches of primary and secondary forest. Patches were either forest remnants or had to have 
been planted over 10 years ago and needed to have a predominantly native composition. Amenity 
parks were parks/reserves/sports fields, including coastal strips of land, that were fringed with 
scattered trees, bushes, and/or long grass. Household properties were selected from established 
residential areas; they also needed significant vegetation present (i.e. paved yards with minimal 
vegetation were not suitable).  
Sampling effort was equally distributed across all habitat types, but not across cities. 
Within Hamilton (Figure 2.2) and Dunedin (Figure 2.3), 12 sampling transect lines were run across 
the three habitat types (n = 4 per habitat type). Within Wellington (Figure 2.4) sampling effort was 
doubled, with 24 transects (n = 8 per habitat type). To increase independence between sampling 
lines, transects were preferably situated a minimum of 500 metres apart; there was one set of 
closely clustered transects, one of each habitat type, on Miramar peninsula (Wellington), and two 
more instances within Wellington where distance was < 500 m between two transect lines. In the 
forest patches and amenity park, transect lines were approximately 450 m long; 10 sampling 
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stations were spaced evenly along the line (i.e. 50 m apart). Ideally, transects were laid in relatively 
straight lines. However, this was not always practical; in some cases, transect lines were bent to 
fit into habitat boundaries and to minimise constraints to access. To sample in residential areas, 
we first needed to gain permission from property owners (see Appendix A). Due to the irregular 
nature of residential properties i.e. property spacing, shapes, permissions etc., it was difficult to 
space stations exactly 50 m apart; the distance between the first and last stations within residential 
lines lay between 300m – 650m. 
At each station we deployed between two and three detection devices: tracking tunnels 
(TT), chew cards (CC), and motion-triggered camera traps. Tracking tunnels were Black Trakka™ 
(100 mm x 100 mm x 500 mm), purchased from Gotcha Traps Ltd. The tunnels were fitted with 
Black Trakka™ inked tracking cards. Chew cards were pre-baited with peanut butter-flavoured 
possum dough and were purchased from Pest Control Research LP. The majority of camera traps 
used in this study were Bushnell Trophy Cam Aggressors; a small number of Reconyx 500s were 
used to supplement camera numbers.  
Species were identified from ink footprints left on tracking cards and from teeth 
impressions indented into chew cards from one or more individuals. Species identifications, from 
tracking cards and chew cards, were cross checked between researchers from the three cities 
involved in the project. As a general rule, footprints and chew marks from rats and mustelids, are 
not able to be reliably identified down to the species level (i.e. ship rat, Norway rat, stoat, weasel, 
ferret). Hence, any marks from those groups were recorded as simply rat or mustelid. However, 
photos from cameras were identified to the species level where possible. 
Each sampling station within a transect had one tracking tunnel and one chew card present, 
spaced between 4-10 m apart.  At two of the ten stations along each transect, a camera was placed 
facing the tracking tunnel. Stations containing cameras were situated between 100 m and 400 m 
apart (see section 2.3.3 for further explanation of camera set up). Chew cards were nailed to trees 
30 cm above the ground; when no trees were present, cards were set 15 cm off the ground using a 
wire peg. Tracking tunnels were usually placed in locations with close cover i.e. under bushes, 
next to trees, along logs etc, and were held down using wire pegs.   
The results in this thesis are from data collected during two sampling seasons, the first 
conducted from early November to mid-December (spring 2017), and the second from late April 
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to mid-June (autumn 2018). Each sampling season consisted of two sampling events; sampling 
devices were deployed for a one-night exposure and then a six-night exposure immediately 
afterwards. While chew cards and cameras were deployed in a consistent manner over both 
exposure periods, the lure used in the tracking tunnels was altered between sampling events. On 
the first day, tracking tunnels were baited with peanut butter at either end of the tunnel, following 
the DOC standard operational procedure. The following day, the tracking cards and chew cards 
were collected and substituted with fresh replacements. Tracking tunnels were then baited with 
Erayz paste (a non-toxic rabbit-based bait from Connovation Ltd), designed to attract mustelids 
and cats) and left over six nights. The longer exposure period was to increase the probability of 
detecting mustelids, which have large home ranges and are less detectable over short periods of 
time (Moller and Alterio 1999; Smith and Weston 2017). After the following six nights, all devices 




Figure 2.1 Study site locations by city 
Location of the cities where research was conducted. Hamilton 37.7870° S, 175.2793° E), Wellington 




Figure 2.2 Hamilton city transect map 
Map of the transects in Hamilton (N=12). Where  markers are residential sites, represent amenity 




Figure 2.3 Dunedin city transect map 
Map of the transects in Dunedin (N=12). Where  markers are residential sites, represent amenity 




Figure 2.4 Wellington city transect map 
Map of the transects in Wellington (N = 24). Where  markers are residential sites, represent amenity 
parks, and  are forest stations. 
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2.3.3 Camera trap set up 
Cameras were placed at stations no closer than 100 m apart or further than 400 m apart. Cameras 
needed a clear field of view (low vegetation blowing in the wind can cause false triggers) and to 
be hidden from the public to reduce likelihood of theft or damage. Cameras were set 50 cm above 
the ground, with the tracking tunnel 150 cm from the anchoring point of the camera; at >2m 
distance rat detections start to drop-off (Anton et al. 2018). Cameras were set with an approximate 
forward-facing angle of 20o, placing the broadside view of the tracking tunnel in the camera’s focal 
area to ensure a clear view of both tunnel entrances (Figure 2.5). This type of set up does not 
present a standardised field of view, as does a vertical placement (camera facing directly at 
ground); however, it is easier to set up in a variety of locations. Cameras were either attached to a 
tree via a strap (camera angle created by placing sticks or rocks in behind head of the camera; 
Figure 2.5), or by a specialised camera mount screwed into the tree which allowed easy 
manipulation of angle. In cases where no natural attachment points were available, a wooden stake 
with a camera mount attached was hammered into the ground. To further reduce the likelihood of 
theft, cameras were secured to their anchoring source using a wire cord threaded through the 
cameras built-in attachment points, which was padlocked together around the nearest tree.   
Cameras were set to be triggered 24 hours a day, to detect all possible individuals 
throughout the sampling period. They were programmed to take three still photographs 
(8 megapixels) per trigger event. The minimum time between triggers was set to 30 seconds; this 
interval was chosen to avoid collecting an excessive number of photos of the same individual, 
while saving on memory card space. Image format was set to full screen, LED control to medium 
(this controls how many LED lamps fire in low light; setting to medium reduces overexposure at 
close distances). Sensitivity level was set to high to incur the highest chance of detecting small 
mammals such as mice. The night vision (NV) shutter was set to medium; NV shutter settings 
determine the shutter speed during low light conditions. Allowing for a slower shutter speed 
permits more light to hit the sensor, increasing visibility but reducing picture quality when there 
is movement (blurring). The medium setting provides a compromise between increasing visibility 




Figure 2.5 Camera setup 
Diagram of camera trap setup, showing the distance between the tracking tunnel and the camera, as well 
as camera height and angle of lens (from parallel) towards the ground. A rat is depicted sitting atop a 
tracking tunnel, as viewed from through the tunnel openings. 
 
 
2.3.4 Results and presentation 
The main body of results presented here are reported as species detection rates. The rate is the total 
number of station detections, divided by the number of sampling stations. Any detection, recorded 
by one or more of the three methods and during either sampling duration (1 night vs 6 night), was 
recorded as a 1 for site detection; i.e. over the 7 night total, if 5 stations out of 10 recorded species 
A, detection rate = 0.5. Detection rates were calculated per season within each city, and for each 
habitat type per season per city. Rates were first calculated per line then averaged over habitat type 
and/or season to give a mean rate with standard error. For Dunedin and Hamilton, the maximum 
number of possible detections was 120 per season and 40 per habitat type per season. In Wellington 
this was double (240/season, 80/habitat/season). Detection rates are presented as proportions i.e. 
0-1, while the changes/differences in rates are generally reported as percentages i.e. 50% increase, 







  Activity rates were calculated using kernel density estimation, based on the time of 
observations measure in radians i.e. time of photo events, scaled to [0, 2π](Ridout and Linkie 
2009). When comparing kernel densities, each density is proportional to itself and not to the other 
density curve i.e. a curve may look flatter or more severe based on the y axis scale which may 
differ between comparisons. Activity densities were plotted using camtrapR (v1.1) R package. 
All summaries, statistics, and graphing were carried out using Microsoft Excel 2016, and 



















2.4.1 Seasonality, habitat, and citywide differences in predator species 
Across all cities, seven different species of predator were detected during the two seasonal 
monitoring periods: six species were detected in all cities (hedgehog, possum, cat, mice, ship rat 
and Norway rat); however, Wellington had only one possum detection in total. Mustelids were 
detected at extremely low rates: one confirmed ferret detection, one probable stoat detection, and 
no confirmed/probable weasel detections; uncertain detections listed as ‘mustelid’. Wellington had 
four probable mustelid detections: two detected using chew cards in residential habitat, and two 
using tracking tunnels; one detection in an amenity park (stoat) and one in a forest patch. There 
was one potential mustelid detection in residential Dunedin (unconfirmed TT print), and one 
positively identified ferret in Hamilton forest, detected by a camera.  
The two species of rat (ship and Norway) could only be distinguished from camera trap 
photos and not chew cards or tracking tunnels. For this reason, the two species were assigned one 
broad category, ‘Rat’. All summary statistics and statistical analysis were carried out using this 
conjoined category. 
  
 Hedgehog detection 
Hedgehog were detected most frequently in spring across all three cities. The highest spring 
detection rates were observed in Dunedin (mean [x̅] = 0.69 [2dp], standard error [±] = 0.06). This 
was more than twice the observed levels seen in both Hamilton and Wellington, which had similar 
rates of  x̅ = 0.30 ± 0.06 and x̅ = 0.28 ± 0.06 respectively (Figure 2.6a). Consistent across the cities, 
autumn detection rates were substantially lower than those in spring, reducing by an average of 
44%. The maximum detection rate in autumn occurred in Dunedin (x̅ = 0.38 ± 0.08), followed by 
much lower rates in Wellington (x̅ = 0.18 ± 0.06) and Hamilton (x̅ = 0.15 ± 0.06; Figure 2.6a).  
Hedgehogs displayed no clear pattern across habitat types. In Dunedin, detection rates in 
all three habitat types were very similar during spring, with the highest rate recorded in amenity 
parks (x̅ = 0.73 ± 0.15). Rates in forest and residential habitat were slightly lower than in amenity 
parks and were the same (x̅ = 0.68 ± 0.11). Seasonal change (spring – autumn) was most prevalent 
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in forest habitat, where rates dropped by a factor of 66% (x̅ = 0.23 ± 0.16), compared to a drop of 
34.5% in amenity parks (autumn x̅ = 0.48 ± 0.15), and 33% in residential habitat (autumn: x̅ = 0.45 
± 0.03; Figure 2.6b).  
In Wellington, spring detection was highest in forest habitat (x̅ = 0.325 ± 0.129), followed 
closely by residential habitat (x̅ = 0.29 ± 0.11), and were lowest in amenity parks (x̅ = 0.24 ± 0.09). 
In autumn, there was a 62% reduction in forest detection rates (x̅ = 0.13 ± 0.07) and a reduction of 
48% in residential habitats (x̅ = 0.15 ± 0.06). Conversely, detections in amenity parks increased 
slightly to x̅ = 0.29 ± 0.13 (Figure 2.6b). 
In Hamilton, detection rates in amenity parks decreased between seasons, but the reduction 
was relatively small (16%) and error was relatively high (spring: x̅ = 0.30 ± 0.125; autumn: x̅ = 
0.25 ± 0.15). The spring to autumn decrease was proportionately much higher (43%) in forest 
habitat (spring: x̅ = 0.18 ± 0.10; autumn: x̅ = 0.10 ± 0.15). However, standard error was also very 
large, with high overlap between the two seasons. In contrast to Dunedin and Wellington, the 
detection rate in spring in Hamilton was highest in residential areas (x̅ = 0.43 ± 0.06) but displayed 
a strong and clear decrease of 71% in autumn (x̅ = 0.13 ± 0.06), much lower than the autumn rate 





Figure 2.6 Hedgehog detection rates 
Bars are mean detection rates, with standard error, of urban hedgehogs calculated from CC and TT 
detection devices. Detection rate is based off the proportion of sites where species were detected. a)  
Seasonal detection rates of hedgehogs within each city; white bars are spring rates while grey bars are 
autumn rates (n = 120 per season in Hamilton and Dunedin and n = 240 per season in Wellington (n = 80). 
b)  Detection rate of hedgehogs per habitat per season split by city (n = 40 per habitat type per season in 
Hamilton and Dunedin and n = 80 per habitat per season in Wellington). Coloured bars represent the 






 Possum detection 
On average, possum detections decreased slightly between spring and autumn in both Dunedin 
(-0.05), and Hamilton (-0.06). Proportionally, this equated to an 11% and 39% reduction in 
detection rate, respectively. Wellington’s only detection occurred in autumn (Figure 2.7a). Overall, 
detection rates were much higher in Dunedin (spring: x̅ = 0.45 ± 0.13; autumn: x̅ = 0.40 ± 0.13), 
than in Hamilton (spring: x̅ = 0.15 ± 0.06; autumn: x̅ = 0.09 ± 0.04). In both cities, detection rates 
were highest in forest habitat, followed by amenity parks, and were lowest in residential areas 
(Figure 2.7b). 
In Dunedin, forest sites had 100% saturation in spring (x̅ = 1.0 ± 0.0) and were near 100% 
saturation in autumn (x̅ = 0.98 ± 0.02). Detection rates amenity parks were much lower and 
displayed a stronger seasonal trend (50% reduction from spring to autumn) but detection rates were 
much more variable (spring: x̅ = 0.25 ± 0.13; autumn: x̅ = 0.13 ± 0.09; Figure 2.7b).  
Spring rates in Hamilton forest sites were much lower comparative to those in Dunedin 
(x̅ = 0.37 ± 0.08) but were still far higher (> 7x) than the detection rates in recorded in Hamilton 
amenity parks in spring (x̅ = 0.05 ± 0.03). However, during autumn, forest sites and amenity parks 
had comparable averages; the rates in forest decreased from spring by 60% (x̅ = 0.15 ± 0.06), while 
amenity park detections more than doubled to from spring (x̅ = 0.12), but the error was much wider 
(± 0.09). Detection rates in residential properties were uniformly low in both cities, and across 
both seasons (Dunedin: x̅  = 0.10 both seasons ± 0.04 [spring], ± 0.07 [autumn]; Hamilton: x̅  = 
0.03 ± 0.03 [spring], absent in autumn). Wellington’s only detection was recorded in an amenity 







Figure 2.7 Possum detection rates 
Bars are mean detection rates, with standard error, of urban possums calculated from CC and TT detection 
devices. Detection rate is based off the proportion of sites where species were detected. a)  Seasonal 
detection rates of possums within each city; white bars are spring rates while grey bars are autumn rates 
(n = 120 per season in Hamilton and Dunedin and n = 240 per season in Wellington (n = 80). b)  Detection 
rate of possums per habitat per season, split by city (n = 40 per habitat type per season in Hamilton and 
Dunedin and n = 80 per habitat per season in Wellington). Coloured bars represent the three habitat 







 Mouse detection 
Mice displayed a strong seasonal trend in all three cities, where autumn detection rates were much 
higher than those recorded in spring (Figure 2.8a). The maximum detection rate was recorded in 
Wellington (x̅ = 0.48 ± 0.05), followed by Hamilton (x̅ = 0.38 ± 0.08), and Dunedin (x̅ = 0.33 ± 
0.07). The largest seasonal difference was recorded in Hamilton, where the mean detection in 
autumn was over six times the average rate recorded in spring (x̅ = 0.06 ± 0.03). In Wellington and 
Dunedin, detection rates in autumn were roughly double that of spring (Wellington: x̅ = 0.22 ± 
0.04; Dunedin: x̅ = 0.18 ± 0.06).  
Detection rates in the three habitat types showed similar patterns in Wellington and 
Dunedin, but were generally higher in Wellington (Figure 2.8b). In both cities, amenity parks 
consistently had the highest detection rates, increasing 120% in Dunedin from x̅ = 0.25 ± 0.16 in 
spring, to x̅ = 0.55 ± 0.07 in autumn, and 75% in Wellington, from  x̅ = 0.35 ± 0.09 in spring, to x̅ 
= 0.62 ± 0.09 in autumn.  In Wellington, detection rates more than doubled between seasons in 
forest patches (175% increase; x̅ = 0.15 ± 0.04 [spring]; x̅ = 0.41 ± 0.07 [autumn]) and residential 
areas (146% increase; x̅ = 0.16 ± 0.05 [spring]; x̅ = 0.40 ± 0.10 [autumn]). In Dunedin, these 
changes were less pronounced; the rate in forest patches increased 83% (x̅ = 0.15 ± 0.14 [spring]; 
x̅ = 0.27 ± 0.06 [autumn]), while the increase in residential areas was much smaller at 40% (x̅ = 
0.12 ± 0.07 [spring]; x̅ = 0.17 ± 0.08). 
Hamilton had comparatively low detection rates in spring where the highest mean detection 
rate was recorded in amenity parks (x̅ = 0.12 ± 0.09), the detection rate in forest patches was very 
low (x̅ = 0.05 ± 0.03), and there were no recorded detections in residential properties. Autumn saw 
a major increase in detection rates in all habitats: detection rates in forest patches increased 11-fold 
(x̅ = 0.55 ± 0.18), on par with the maximum levels recorded in Wellington and Dunedin in amenity 
parks but with much wider error. Residential areas increased from x̅ = 0.0 to a mean of x̅ = 0.20 ± 







Figure 2.8 Mouse detection rates 
Bars are mean detection rates, with standard error, of urban mice calculated from CC and TT detection 
devices. Detection rate is based off the proportion of sites where species were detected. a)  Seasonal 
detection rates of mice within each city; white bars are spring rates while grey bars are autumn rates (n 
= 120 per season in Hamilton and Dunedin and n = 240 per season in Wellington (n = 80). b)  Detection 
rate of mice per habitat per season, split by city (n = 40 per habitat type per season in Hamilton and 
Dunedin and n = 80 per habitat per season in Wellington). Coloured bars represent the three habitat 








 Rat detection 
When comparing seasons, detection rates of rats followed a very similar pattern to that of mice, 
increasing from spring to autumn Figure 2.9a. In spring, average detection rates were lowest in 
Dunedin (x̅ = 0.07 ± 0.03), followed by Hamilton (x̅ = 0.16 ± 0.07), and were highest in Wellington 
(x̅ = 0.26 ± 0.06). Autumn detection rates followed the same pattern as in spring (Dunedin < 
Hamilton < Wellington), with an increase of 190% in Dunedin (x̅ = 0.19 ± 0.05), 169% in Hamilton 
(x̅ = 0.27 ± 0.08), and 156% in Wellington (x̅ = 0.42 ± 0.05).  
Within Wellington, rats were most often detected in forest patches (spring: x̅  = 0.33 ± 0.11; 
autumn: x̅  = 0.49 ± 0.08), followed by amenity parks (spring: 0.26 ± 0.13; autumn: x̅  = 0.45 ± 
0.12), and were lowest in residential areas (spring: x̅  = 0.20 ± 0.1; autumn: x̅  = 0.31 ± 0.03; Figure 
2.9b).  
In Hamilton, amenity parks had the highest rat detections, increasing by 88% between 
seasons (spring: x̅ = 0.25; autumn: x̅ = 0.38); however, error margins were widest in this habitat 
(spring: ± 0.19; autumn: ± 0.21). Forest detections doubled between seasons, from x̅ = 0.15 ± 0.12 
to x̅ = 0.32 ± 0.13. Residential habitat did not show a notable seasonal change (spring: x̅ = 0.07 ± 
0.02; autumn: x̅ = 0.10 ± 0.02; Figure 2.9b). 
Dunedin had very low detections overall. In spring, rats were not detected using in amenity 
parks, and were detected at very low levels in forest (x̅ = 0.02 ± 0.02). However, rats were detected 
in residential areas at levels comparable to the other cities during spring (x̅ = 0.17 ± 0.07). In 
autumn, detection rates were highest in amenity parks, increasing from x̅ = 0.0 to x̅ = 0.27 ± 0.09. 
Detection rate in forest sites increased more than 5x between seasons but was error was high 
(spring: x̅ = 0.03% ± 0.06; autumn: x̅ = 0.15 ± 0.12). Residential levels remained similar between 
seasons, reducing slightly in autumn and narrowing error (spring: x̅ = 0.17 ± 0.07; autumn: x̅ = 








Figure 2.9 Rat detection rates 
Bars are mean detection rates, with standard error, of urban rats calculated from CC and TT detection 
devices. Detection rate is based off the proportion of sites where species were detected. a)  Seasonal 
detection rates of rats within each city; white bars are spring rates while grey bars are autumn rates (n = 
120 per season in Hamilton and Dunedin and n = 240 per season in Wellington (n = 80). b)  Detection rate 
of rats per habitat per season, split by city (n = 40 per habitat type per season in Hamilton and Dunedin 
and n = 80 per habitat per season in Wellington). Coloured bars represent the three habitat types: forest 





 Cat detection 
As cats were not easily detectable using chew cards and tracking tunnels, the following data are 
based on camera footage, which came from two stations per transect, and were obtained from 
seven 24 hour periods during the sampling season (seven detection events per camera). Thus, these 
data are not comparable to the detection rates reported for the other species. 
Cat detections were, on average, higher in autumn than in spring across all cities (Figure 
2.10a). In spring, the highest average detection rate was in Dunedin (x̅ = 0.39 ± 0.08), then 
Hamilton (x̅ = 0.30 ± 0.06), and was least in Wellington (x̅ = 0.12 ± 0.04). This order of highest to 
lowest average detection rate remained the same in autumn, where the detection rate increased by 
20% in Dunedin (x̅ = 0.46 ± 0.08), 36% in Hamilton (x̅ = 0.40 ± 0.09), and 127% in Wellington 
(x̅ = 0.28 ± 0.06).  
The most noticeable trend in the data is the substantial increase in residential detections 
between spring and autumn (Figure 2.10b). Residential detection rate increased 52% in Dunedin, 
75% in Hamilton, and 132% in Wellington, resulting the Dunedin and Hamilton sharing the same 
rate of x̅ = 0.79 (Dunedin: ± 0.05; Hamilton: ± 0.08), and a rate of x̅ = 0.50 ± 0.08 in Wellington. 
Detections in forest parks increased across all three cities. In juxtaposition to the overall seasonal 
trend, detections in amenity parks decreased in Dunedin by 33% (x̅ = 0.54 ± 0.04 to x̅ = 0.36 ± 
0.06), 30% in Hamilton (x̅  = 0.20 ± 0.03 to x̅ = 0.14 ± 0.06), and there was no change in Wellington 











Figure 2.10 Cat detection rates 
Average detection rate of cats detected by camera traps. Each night/day was a detection event, such that 
a camera could make a maximum of 7 detections over each sampling period. a) Seasonal comparison of 
detection rates by city (Dunedin and Hamilton: n sampling nights = 168, Wellington n = 336). b) Average 
detection rates per habitat type, spread over season and city. 100% detection rate would equate to 56 






2.4.2 Comparison of detection devices 
 
 Cameras vs chew cards and tracking tunnels 
Between the three detection methods used in this study (chew cards, tracking tunnels, cameras), 
cameras were the most sensitive method for all species. Of the species detection totals at sites 
where all three methods were present, cameras were implicated in 85% of all mice detections, 
89.4% of hedgehog detections, 92.9% of possum detections, and 93.8% of rat detections (Figure 
2.11). Conversely, when compared to camera detections, tracking tunnels did not account for 37% 
of hedgehog, 41% of mice, 57% of rat, and 80% of possum detections, despite sitting centre frame 
in the camera’s field of view; individuals were very close to the tracking tunnel, but for one reason 
or another did not adequately interact with it, or did not interact at all, thus failing to produce a 
presence record.  
In spite of systematic methodological biases (cameras were always pointed at tracking 
tunnels, never at chew cards), there was little disparity in the proportional difference between the 
detections shared with cameras and the total detections made by each method (average shared 
proportion across species: TT/camera = 88.7%, CC/camera = 85.7%). This indicates that if an 
individual interacts with a chew card, it has a very similar likelihood of being detected by the 
camera, despite not sharing the same detection space. Conversely, this also demonstrates that 
cameras were not perfect detectors, even when species have clearly entered the field of view (i.e. 
were detected by the tracking tunnel). However, many of the detections missed by cameras were 
a result of camera misalignment/error. Misalignment was often the result of tunnel disturbance 
(moved out of field of view), or the camera became dislodged (predominantly from possum 
disturbance). Half of the hedgehog detections by tracking tunnels (4/8), that were missed by 
cameras, were due to camera misalignment and one instance of flat batteries. Cameras were 
misaligned in 4/6 missed mice detections. Tunnels had been significantly disturbed (flipped over 
etc.) in 7 cases where rats were only detected by camera traps, and in 5 cases for mice. In total 6% 
of all tunnels were significantly disturbed, but a third of disturbed tunnels (2%) still recorded a 
detection by one or more species. Only one chew card was significantly disturbed.  
There was one possum detection recorded by a tracking tunnel and missed by a camera. 
On further revision of photo data, this finding was almost certainly the result of misidentification 
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of tracking card prints; an unidentifiable species was detected (just fur visible) that could have 
been a possum. However, multiple interactions of a cat reaching into and disturbing the tunnel was 
the likely culprit behind the recorded ‘possum’ tracks. Despite these findings, the original results 
were still presented as the misidentifications, and ‘missed’ detections, between method types 
highlights the error associated with using these specific sampling methods. 
 
 Tracking tunnel vs chew card 
Tracking tunnels were far better at detecting hedgehogs than chew cards, with 85% of detections 
solely from tracking tunnels, while only 7% of detections came only from the chew cards. On the 
other hand, chew cards were a much better method for possums, being solely responsible for 76% 
of detections and offering a 96% detection rate overall, leaving sole detections by tracking tunnels 
at a low 4%. The two methods were roughly equivalent regarding rat detections, with tracking 
tunnels detecting only 7% more. Despite the very similar rates, dual detection at stations was 
comparatively low, sitting at 39%, leaving the remaining 61% of sites with recorded detections 
from only one of the two methods. Likewise, as seen in rats, tracking tunnels and chew card 
detections showed a similar trend in mice, sharing nearly 40% of site detections. However, sole 
detections from tracking tunnels were double that of chew cards (41% vs 21%), giving tunnels an 






Figure 2.11 Comparison of detections by cameras, chew cards and tracking tunnels 
Venn diagrams showing the number of species detections for each the three methods (Camera, TT, and 
CC) compared to one another at sites where all methods were present (n sites x 2 seasons = 182). The 
number situated in the overlap is equal to the number of shared site detections (sites where a species 
was detected by both methods). Site detections unique to each method in the comparison lie in the outer 
crescents. Total species detections between two methods are the sum of all numbers in each Venn 
diagram, while total detections across all methods are listed under species names. 
 
 
Figure 2.12 Comparison of detection efficacy across tracking tunnels and chew cards 
Venn diagrams comparing the detection rate of species detected by tracking tunnels (TT) and chew cards 
(CC) across all sites and seasons (n = 960). All values are proportion data, relative to the total number of 
detections listed under each species, adding to a total of 1 (100%). The number situated in the overlap is 
equal to the number of shared site detections (sites where a species was detected across both methods). 
Site detections unique to each method lie in the outer crescents. 
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2.4.3 Activity patterns 
The activity periods of mice, rats, possums, hedgehogs, and cats were plotted across various 
combinations of season, habitat type, and city, to see whether there were any interesting patterns 
observable in the data. While assessing both rats and mice, I noticed what seemed to be reduced 
activity periods in residential habitat, as opposed to those observed across the other two habitat 
types; this pattern was most noticeable in autumn (Figure 2.13; Figure 2.14). 
Mice in forest and amenity park sites displayed a fairly even distribution of activity 
throughout the day, showing a small peak in activity around 6.40am, then a larger activity peak at 
5pm, while the lowest activity occurred during the night (Figure 2.13a). Contrary to this pattern, 
mice in residential areas were most often detected during the night, with peak activity occurring 
around midnight, and the number of detections falling off sharply towards and during daylight 
hours (Figure 2.13b).  
Rats in the non-residential habitats had a clearer activity period than mice. Rats were very 
inactive from the end of morning twilight (c. 7am) through to mid-late afternoon, when activity 
started to rise, peaking shortly after nightfall (c. 7pm). Overall, activity was fairly consistent over 
the night period, on average decreasing towards morning (Figure 2.14a). Residential rats shared a 
similar pattern to rats in the other habitats, in that there were almost zero detections during daylight 
hours. However, as with residential mice, residential rats had a reduced but more pronounced 
activity peak. This activity peak occurred in the early morning; most images were recorded within 
this timeframe with a few sparse detections earlier in the night period (Figure 2.14b).  
When the activity patterns of residential cats were overlaid on those of residential mice, 
the period of least mice activity occurred during the period of most cat activity (Figure 2.13b). In 
the case of residential rats, the window of peak activity also took place during the period of lowest 
cat activity (Figure 2.14b). These activity patterns of residential rats and mice, when compared to 
the activity of residential cats and to the activity of nonresidential rodents, suggests there may be 
a strong predator-prey dynamic present. As such, elevated predation pressure by cats looks to have 




Figure 2.13 Activity patterns of residential mice and residential cats 
Line heights are the kernel density of photos taken at specific time periods throughout a day (24-hour 
time). Small vertical bars along the x axis are photo events, with colours aligning to the key, while vertical 
dashed lines and shaded areas represent onset and duration of nighttime. Dhat5 is the shared density 
time period overlap (grey area).  a) Relative photo density of mice in residential stations (n = 167 photos) 
versus those in forest and amenity sites combined (n = 1910). b) Relative photo density of mice (n = 281), 




Figure 2.14 Activity patterns of residential rats and residential cats 
Line heights are the kernel density of photos taken at specific time periods throughout a day (24-hour 
time). Small vertical bars along the x axis are photo events, with colours aligning to the key, while vertical 
dashed lines and shaded areas represent onset and duration of night-time. Dhat5 is the shared density 
time period overlap (grey area).  a) Relative photo density of rats in residential stations (n = 281 photos) 
versus those forest and amenity sites in combined (n = 2397). b) Relative photo density of rats (n = 281), 




2.5.1 Urban predator species 
The first objective of this chapter was to identify the suite of small mammalian predator species 
inhabiting three urban green space habitat types: forest patches, amenity parks, and residential 
gardens. Research was conducted in three New Zealand cities (Hamilton, Wellington, and 
Dunedin) and during two seasons (spring and autumn), with the aim of providing data that are 
representative of predator occurrence across most NZ cities. Four main species/groups of predators 
were common across all cities: cats, hedgehogs, rats (Norway and ship), and mice. Possum 
detections were common in Dunedin and Hamilton but were only recorded once in Wellington. 
Detection of mustelid species was very rare in all cities.  
 The detection rates calculated in the results section are an index of relative abundance, 
based off activity, and are not a direct measure of population density (Gillies and Williams 2013). 
 
 Mustelids 
There are a few possible explanations for the very low number of mustelid detections. The 
high density of cats in urban areas may act as a top down control, or result in avoidance behaviours 
by mustelids, given that cats are proven predators of mustelids in urban and suburban NZ (Gillies 
and Clout 2003; Flux 2007; van Heezik et al. 2010). Additionally, Dickman and Doncaster (1987) 
suggest that mustelids may simply be outcompeted by cats in urban areas. Whether due to 
predation, competition, or a combination of pressures, high cat density seems to play a significant 
role in suppressing urban mustelid abundance. Another factor contributing to low detection rates 
may have been that the methods used in this study were not optimal for mustelid detection. Smith 
and Weston (2017) describe cameras and artificial nests as the best methods for stoat detection. 
However, they reported that cameras took seven days (the total length of our study seasons) before 
the first camera detection was made, compared with 61 days for tracking tunnels. This suggests 
that the methods used in our study, although successful for other species, were not ideal for making 
strong claims about urban mustelids. The low detectability of mustelids using tracking tunnels and 
chew cards, coupled with probable low urban density, emphasizes for the need of further research, 
as very little can be concluded from this study and the few other urban studies to date. A study 
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strongly focused on urban mustelids, using long-term camera setups and artificial nests, could 
paint a much more definitive picture of their urban space use, or lack thereof.  
 
 Possums 
Urban possum detections were most variable between cities, but relatively consistent 
between habitat types; detections were highest in forest patches, followed by amenity parks, and 
lowest in residential areas. The high detection rates of possums in forest patches is almost certainly 
due to habitat suitability and food availability (Adams et al. 2013; Adams et al. 2014). The 
detection rates in amenity parks and residential areas were much lower than those seen in forest 
sites. These areas had much less foliage overall, which is a large component of possum diet 
(Fitzgerald 1976; Nugent et al. 2000). However, residential areas and amenity parks can still 
provide suitable habitat for short term and permanent occupancy (Eymann et al. 2006; Harper 
2006; Adams et al. 2014; Carthew et al. 2015). Dunedin had remarkably high detections in forest 
patches. While overall detections in Hamilton were less than half those of Dunedin, the detection 
rate in Hamilton forest patches was also much higher in comparison to the other habitat types. In 
Wellington there was only one detection and it recorded in an amenity park.  
These intercity differences are likely attributable to possum control efforts lead by the 
respective city/regional councils. Within the greater Wellington region there have been extensive 
trapping regimes focused on possum control (GWRC 2016) for some time, with a successful 
eradication programme carried out from 2002 – 2005, on the Miramar peninsula (GWRC 2005). 
Seven of our study’s monitoring transects were situated on the possum-free Miramar peninsula. 
Dunedin has some possum control in the city, however, it is only completed up to four times a 
year, with each trapping bout lasting four nights (DCC 2020). This appears to be insufficient for 
long term suppression of numbers, as it may allow time for significant reinvasion and 
replenishment of the population. Information on the extent of historic possum control in Hamilton 
was not available. As another note, in Dunedin much of the urban forest fragments are part of the 
town belt, which is relatively well connected to the surrounding peri-urban bush. These larger 
areas of bush may be acting as a source for possum immigration into the city. In comparison to 
Dunedin, there is far less forested area outside the urban core of Hamilton that is well connected 
45 
 
to urban forest fragments, this may be minimising the potential for significant possum 
immigration.  
Total possum detections across cities were fewer in autumn than in spring, which could be 
a result of increased mortality and dispersal. Mortality rates of possums have been shown to 
increase as winter approaches; this pattern is most prevalent in adult males, which suffer from an 
abrupt loss of condition following the autumn breeding season (Efford 1998). Efford (1998) also 
recorded increased adult dispersal during winter months. Early dispersal could have led to fewer 
detections in some areas.  
 
 Hedgehogs 
Hedgehogs were the most ubiquitous of the species detected in the study. Consistent with 
previous urban research (Morgan et al. 2009), hedgehogs were detected in all habitat types, across 
both seasons in all three cities. The widespread distribution of hedgehogs highlights the extent to 
which they might be affecting native biodiversity in NZ cities. A recent gut content analysis of 
hedgehogs in urban forest fragments, in NZ, found that wētā, birds, and lizards were present in 
13%, 7%, and 2% of hedgehog stomachs, respectively (Nottingham et al. 2019). Urban areas seem 
to be very habitable environments for hedgehogs, as they provide abundant anthropogenic food 
resources, and shelter from climatic conditions (Doncaster 1994; Hubert et al. 2011). The clearest 
trend observed in hedgehogs was seasonal. Winter hibernation is the likely driver of the reduction 
in average detection rates from spring to autumn, observed in in all cities. Onset of hibernation in 
hedgehogs is not sudden, but comes at the end of a period of decreasing activity, which finally 
culminates in hibernation once temperatures hit a critical level (Lyman and Chatfield 1955). In 
New Zealand, hibernation has been shown to occur for roughly three months, beginning around 
July (Campbell 1973; Moors 1979). The autumn sampling season was carried out during May and 
June, coinciding with the period of activity reduction as the hedgehogs begin to hibernate for the 
winter in July.  
It is not clear why the hedgehog detection rates recorded in Dunedin were substantially 
higher than in Hamilton and Wellington. If this truly represents a larger population, there are a few 
possible explanations. Although hedgehogs are not high priority for most council-led control 
efforts, they are sometimes bycatch in possum control efforts, which are less frequent in Dunedin. 
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Competition for food may also affect numbers; hedgehogs may be able to better exploit food 
resources when there are fewer competitors present i.e. rat detection was lowest in Dunedin. In 
support of this line of thought, Nottingham et al. (2020) found an inverse relationship between rat 
detection and hedgehog detection within urban forest fragments in Auckland NZ. The observed 
pattern may also be a reflection of historic distributions as hedgehogs first became widespread and 
abundant on the east coast of the South Island, from Dunedin to Christchurch (Pipek et al. 2020).  
 
 Rodents 
Detections of rodents were generally lowest in residential areas, while amenity parks and 
forest patches were the dominant habitat choice depending on each city. Both rat and mouse 
detections were higher in autumn than spring. This trend is likely attributable to the general 
seasonal fluctuations shown throughout NZ. Rats and mice show population declines and vastly 
reduced breeding during the winter period in NZ, attributed to predation pressure, food availability, 
and the cool wet climate (King et al. 1996a; Innes et al. 2001; Efford et al. 2006). In the spring and 
summer months, the breeding rate is highest, leading to peak population numbers in autumn (King, 
Innes, Flux, and Kimberley 1996; Innes et al. 2001; Efford et al. 2006). Rats were generally less 
common in Dunedin than in both Hamilton and Wellington. The cooler climate in Dunedin may 
be contributing to this observation; previous studies in NZ have linked low temperature to reduced 
rat abundance (Studholme 2000; Christie et al. 2009). Another factor that could be affecting rat 
detections/numbers is possum abundance. Increases in rat populations following the removal or 
reduction of possum populations is a well-established example of competitive release in NZ 
(Sweetapple et al. 2006; Sweetapple and Nugent 2007; Ruscoe et al. 2011). In Wellington, where 
possums were least detected, rat detections were the highest out of all three cities. Rat detection 
rates were also highest in Wellington forest habitat, unlike what was observed in Dunedin and 
Hamilton, where peak detections were recorded in amenity parks. This could be evidence that rats 
are being suppressed by possums in Dunedin and Hamilton, as possum detection rates were highest 
in forest patches. This interaction stresses the importance of multispecies control, as pest 
management focused on a single species may lead to population increases in another predator 





Cats were detected most frequently in residential areas, which is to be expected given the 
extent of cat ownership in NZ. Urban research within NZ has put cat ownership at 1.33 cats per 
household in Dunedin, with a density of 223/km2 (van Heezik et al. 2010), and up to 1.5 cats per 
household (Gillies and Clout 2003). However, the reason for the substantial increase in the 
detection rate from spring to autumn in residential areas is less clear. Horn et al. (2011) compared 
habitat use, home range, and activity of owned and unowned free roaming cats, and found that 
activity rates increased during autumn months for unowned cats, while activity of owned cats 
decreased. The increase in activity in autumn could be in response to the increase in numbers of 
rodent prey. Across all cities, cat detections in forest habitat displayed slight increases from spring 
to autumn, however, in the more open amenity parks there was a general reduction in detections. 
While some of the cats detected in forest patches and amenity parks are bound to be strays, the 
majority are likely owned; residential cats are known to frequently roam into habitat surrounding 
their place of residence (van Heezik et al. 2010; Woolley and Hartley 2019). However, urban cats 
have been shown to preferentially select for garden habitat over forested and grassland areas, 
wandering through an average of 16 different surrounding gardens (van Heezik et al. 2010). Due 
to the density of urban cats, they display widely overlapping home ranges, with an average median 
home range of 2.2 ha. Cats will also change their behavior in relation to the availability of 
supplemental food and season (Horn et al. 2011; Shionosaki et al. 2016). It is not unlikely that 
residential cats may reduce their home ranges during the colder and wetter months of autumn, 
choosing to stay near their homes where food and shelter are known quantities, resulting in fewer 
detections further from home and more detections close to home (Horn et al. 2011; Shionosaki et 
al. 2016).  
With respect to the data presented for cats, the detection rates presented were partially a 
measure of activity, as they were collected entirely from daily camera data, which was calculated 
over 7 nights, i.e. if a cat was detected at least once in five out of the seven of the day/night periods, 
a score of 5 was recorded. Although different from the standard applied to detections of the other 
species, there is also limited comparability between the detection rates of the different species (as 




2.5.2 Comparing detection devices 
Another component of this research was to assess the efficacy of predator detection methods in a 
range of urban habitats. Predator surveys were conducted using three techniques simultaneously: 
tracking tunnels, chew cards, and to a lesser extent, camera traps. Comparisons between these 
detection methods confirmed that camera traps were the most effective device at detecting all 
species and have the additional benefit of providing complex information such as activity patterns. 
However, cameras do have disadvantages not presented by the other methods. Cameras take much 
longer to set up than tracking tunnels and chew cards. Camera data can also be more time 
consuming to extract, as hundreds to thousands of photos must sometimes be viewed to record and 
classify detections. Recent research by Anton et al. (2018) showed that enlisting the help of the 
public, through citizen science websites, greatly improves time efficiency for image classification, 
while providing accurate data. The cost of cameras is another disadvantage, and the risk of theft, 
which can restrict the number of devices used in a study and their placement in the field, which 
may affect a researcher’s ability to place cameras in optimal positions/areas. Cameras can also be 
dislodged by possums, although, this is not unique to cameras, as many tunnels were significantly 
disturbed by possums, dogs, and to a lesser extent cats and hedgehogs. This often led to tunnels 
being dragged out of view of the camera. Using a more secure baiting system could reduce these 
types of events, thus decreasing the likelihood of missed detections.  
Some benefits of using tracking tunnels and chew cards are their relatively low cost and easy 
deployment. Based on the results from the detection comparison between these two techniques, 
the use of both methods for broad and single species assessment would be beneficial. The two 
methods complement each other, with one method often detecting an individual when the other 
fails. This may however be a result of an individual attaining food rewards from one device, thus 
diminishing interest in the next device encountered. 
There were some methodological practices which could have affected the overall detection 
rates in this study. Tunnels were baited at either end of the tunnel opening, and while this is 
consistent with some protocols (e.g. Gillies and Williams 2013), I noticed many tunnels had 
missing bait but no animal tracks. This suggests tunnels may be more effective if bait is placed in 
the centre of the tunnel, ensuring animals must leave tracks as they enter the tunnel to access the 
food reward. However, this could increase disturbance from possums, which were observed in 
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camera footage to dismantle tunnels when they aggressively struggled to reach the bait inside. 
Future studies could consider using a meat-based lure in areas with high possum prevalence as 
much less disturbance was recorded from possums when only meat-based lures were used 
(personal observation). This also helped assessment of the physical tracking cards for footprints, 
as they were less likely to have been damaged, or the prints of other species obscured.  
 
2.5.3 Cat avoidance by rodents 
The use of camera traps in this study provided more information than just the presence/absence 
data recorded by chew cards and tracking tunnels, making it possible to record species’ interactions 
and activity periods. An example is the relative timing of activity of cats and rodents in residential 
areas. Both rats and mice showed a change in activity behaviour when in residential habitat, 
relative to that observed in forest patches and amenity parks. This was most apparent in autumn 
and appeared to be a form of active avoidance of residential cats. Behavioural changes by urban 
rodents, as a direct response to cat presence, is not a new phenomenon, and also suggests that cats 
may not suppress rodent numbers as much as first thought, but rather suppress their detectability 
(Parsons et al. 2018). This fits within the concept of the ‘landscape of fear', in which prey species 
may adjust their behaviour depending in the levels predation pressure (Laundré et al. 2010). These 
changes may also result in population decline from the sub-lethal effects caused by this predation 
pressure, such as reduced fecundity, as observed in urban bird populations with response to cat 
abundance (Beckerman et al. 2007). The substantial increase in cat detections in residential 
gardens during autumn could explain why the perceived avoidance patterns of rodents were 
observable in autumn but were either absent or less apparent in spring. Cats have been described 
as opportunistic predators, selecting prey on the basis of availability (e.g. Loyd et al. 2013). During 
spring, many more birds are killed by cats, as bird densities are highest (van Heezik et al. 2010; 
Willson et al. 2015). Heading towards winter, when numbers of avian prey are lower, cats may 
start to increasingly target rodents as rodent numbers are much higher during this time (Willson et 
al. 2015).  
One disadvantage of comparing activity profiles over a relatively short period (seven nights) 
is that activity densities, measured by number of photos, can be subject to high variation caused 
by individual neophilia towards the detection devices.  This influence may be especially strong 
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when overall detections are quite low, as in the case of residential rodents. However, differentiating 
between what is and what isn’t an independent visit, is very difficult, highlighting the benefits that 
























CHAPTER 3 Assessing habitat preference of urban mammalian 
predators using Bayesian logistic hierarchical modelling 
 
 









Successful management and conservation of animal populations requires information on where 
animals are, why they’re there, and where else they could be (Aarts et al. 2008). Patterns of 
distribution and abundance of species reflect how successful individuals are at finding mates, 
avoiding predation, and acquiring food resources, as well as how they interact with conspecifics 
and other species (Andrewartha and Birch 1954). The manner in which individuals cope with these 
pressures is ultimately manifested in patterns of habitat selection and use (Andrewartha and Birch 
1954). Habitat selection can be defined as the non-random use of habitats in relation to their 
availability (McIntyre 1997).  Habitat selection varies across spatiotemporal scales of 
measurement, from broad-scale coarse determinants such as “alpine” or “grassland” (Morellet et 
al. 2011), to finer scale microhabitat variables such as vegetation cover or proximity to food 
resources (Dueser and Shugart Jr 1978). Multi-scale habitat data are highly useful to determine 
resource selection at micro and landscape scales  (McIntyre 1997; Razgour et al. 2011).  
Data from monitoring programmes (the “where”), combined with broadscale and 
microhabitat variables (the “why”), can be used in conjunction to provide information on the 
potential drivers of distributions (Aarts et al. 2008).  These data can then be used to create species 
distribution models (SDM) to make predictions about where animals might be found (the “where 
else”). SDMs can be used to identify areas of potentially high and low importance in regard to 
habitat protection, the identification of high and low risk zones for conservation, or for invasive 
species management (Aarts et al. 2008; Klar et al. 2008; Biggs and Olden 2011; Killeen et al. 
2014).  
Global research on broadscale habitat and microhabitat selection, by small mammals, has 
been occurring for quite some time (e.g. Dueser and Shugart Jr 1978; McPeek et al. 1983). These 
relatively early studies looked at many habitat characteristics, finding strong relationships for small 
mammal species with variables such as grass cover, shrub cover, canopy cover, vertical stem 
density, distance to trees. Research in this vein has progressed into urban habitats over time and 
has proven valuable (e.g. Dickman and Doncaster 1987; Traweger and Slotta-Bachmayr 2005). 
However, in New Zealand, habitat selection studies looking at small mammals have largely been 
carried out in wild or rural environments (e.g. King et al. 1996; Ragg and Moller 2000; Christie et 
al. 2006; Harper 2007; Pickerell et al. 2014).  
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Urban predator ecology has been gaining popularity in NZ, with studies assessing both 
macro and micro habitat selection starting to fill the knowledge gaps (Morgan et al. 2009; Adams 
et al. 2013; Aguilar and Farnworth 2013; Adams et al. 2014; Woolley and Hartley 2019). Morgan 
et al. (2009) looked at broad habitat selection and presence of mammalian predators, and found 
that rats, mice, and possums were mostly located in forest fragments, while hedgehogs were 
abundant in a range of habitats. Adams et al. (2013 & 2014) investigated home ranges and habitat 
selection of urban possums, while the research by Anguilar and Farnsworth (2013) assessed drivers 
of distribution in unmanaged cat colonies. Woolley and Hartley (2019) found urban cat activity 
and detectability greatly increased as distance to a large urban reserve decreased. However, there 
is little in the way of research focused on both microhabitat, and broader scale habitat selection of 
invasive mammalian predators in urban NZ. Such research could be of significant benefit to pest 
control efforts and restoration work. Using monitoring data paired with habitat descriptions could 
not only lead to identification of areas of high importance for multiple pest species but may also 
provide a base for more complicated species distribution modelling to be applied to urban areas.  
 
3.2 Objectives 
This chapter is aimed at investigating the habitat characteristics that drive the detection 
probabilities of the main mammalian predators detected in Chapter 2. I use Bayesian logistic 
regression with complex habitat data to determine species’ associations with both broad-scale and 
microhabitat features. The underpinning goal is to provide information that can inform councils 











3.3.1 Habitat surveys   
To assess potential drivers of predator distributions, a variety of biotic and abiotic variables were 
gathered at each sampling station soon after the autumn 2018 sampling season; these variables 
were selected by a team of experts within the PCaN project. Habitat surveys were carried out at 
each station in a 10m diameter circle centered on the position of the tracking tunnel. Using a 
modified vegetation RECCE plot format (Allen 1992), vegetation layers were stratified into six 
distinct layers: Herb layer (vegetation <30 cm high), shrub layer (0.3-2 m high), sub-canopy 
(2- m), lower canopy (5-12 m), mid canopy (12-25 m), and high canopy (>25 m). Within each 
height tier two measures of vegetation were recorded: total vegetation cover and dominant species 
cover. Dominant species cover was the cover given by each of the three most dominant species 
within a height stratum (a species could be dominant in more than 1 layer). Cover was classed as 
the area of ground covered from a bird’s eye point of view, e.g. stems/trunks were classed as cover. 
Cover was recorded as one of seven cover class categories; a range from 0 through to 6 where a 
value of 0 = 0% cover, 1 = <1%, 2 = 1-5%, 3 = 6-25%, 4 = 26-50%, 5 = 51-75%, and 6 = 76-100% 
cover. Using the same cover class values (0-6) as in the vegetation surveys, ground cover of leaf 
litter, rock, bare soil, woody debris (>1 cm diameter), low artificial cover (e.g. concrete), and 
buildings was estimated. Paired with cover scores, the diameter at breast height (DBH) of the 
largest tree within the survey area was also measured, noting species. 
 Within residential stations, an additional set of habitat variables were assessed within a 
20x20 m quadrat centered around the tracking tunnel, or across the whole yard area (whichever 
was smaller). The extra variables measured were the proportion of native to non-native vegetation, 
the proportion of ground cover with artificial hard landscaping features (i.e. buildings, decking, 
paving, fences), the proportion of mown grass ground cover, and the proportion of ground cover 
with regularly turned soil (flower beds, veggie patches etc.). Scores were classed on a scale of 1 
through to 6, where 1 = <10% cover, 2 = 10-25%, 3 = 26-50%, 4 = 51-75%, 5 = 76-90%, and 6 = 
>90% cover. Two further categorical variables were recorded: compost heaps (present and open, 
present and closed, absent), and level of property maintenance (1 = Low, 2 = medium, 3 = high). 
Property maintenance was evaluated based on factors such as regular lawn mowing, maintained 
hedges, and evidence of pruning and weeding.  
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 Using geographical information system software (qGIS v 3.8.3), broader scale attributes 
were measured per station. These were distance to coast, distance to above ground fresh water 
sources, distance to the outer edge of patches of bush larger than 1 hectare, and distance to open 
grassland/pasture of greater than 1 hectare.  
 
3.3.2 Data transformation 
The microhabitat data collected at each site comprised four main components: (1) the total 
vegetation cover at each height tier (herb layer, shrub layer, sub-canopy, lower canopy, mid 
canopy, high canopy); (2) the cover of up to three dominant species within each height stratum; 
(3) miscellaneous cover (Leaf litter, Rock, Bare soil, Woody debris, Mown grass, Low artificial 
cover, buildings); and (4) the diameter at breast height (DBH) of the largest trunk within 5m of the 
station (i.e. site where detection devices were placed) centre.  
To model the data successfully, all information associated with each sampling event 
(detection = 0/1), needed to be encapsulated into one row of information that was standardised 
across columns and rows. The dominant species criteria presented a large problem in this respect, 
as any one site had between 2 – 11 species present, spread over various height strata. Thus, not 
only were the data unequal length, but also represented over 400 species of plant; this would result 
in very wide data with vast amounts of missing values if incorporated. To retain information about 
the types of plants present at each station, while significantly reducing data clutter, the growth 
form classification of each species was obtained using the New Zealand National Vegetation 
Survey databank (NVS; https://nvs.landcareresearch.co.nz). Fourteen categories were returned: 
graminoid (grasses), forb (herbaceous flowering plant), sub-shrub, shrub, fern, treefern, 
grass- tree, vines, herbaceous mixed, mixed, non-vascular, woody mixed, and tree. In cases where 
data were deficient (classification = unknown, or species not listed), the species was looked up 
online to inform proper classification. Some species could not be identified due to data errors or 
lack of information, and their classification was listed as other. The bulk of data classed as other 
came from species found in residential sites, where the prevalence of exotic species and garden 
cultivars was often high.  Some species were misclassified due to errors in the NVS database; these 
required manual reclassification. Due to time constraints the majority of the species data collected 
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could not be thoroughly cross-referenced. Given the presence of a few known errors in the NVS 
system, this is likely a source of variance.  
Consolidation of growth form classifications was subsequently carried out, combining 
species with similar physical characteristics, to further reduce data spread. Forb, graminoid, and 
mixed herbaceous plants were joined to form a group labeled ForbGraminoid. These growth forms 
are all seeding, soft-bodied species that were predominantly observed in the herb layer. Due to 
limited structural differences, the classifications subshrub and shrub were consolidated into the 
single category shrub. The tree class was retained, with the addition of New Zealand cabbage tree, 
Cordyline australis (reclassified from grass tree). Kanuka (Kunzea robusta), rhododendrons 
(Rhododendron spp.), Magnolias (Magnolia spp.), and Acer species (Acer spp.) were all changed 
from woodymixed to tree. Treeferns (Cyathea spp. and Dicksonia spp.) were grouped into the 
general fern classification. The remaining classes: vine, mixed, Non-vascular, and unknown, were 
grouped and classed as unknown.  
The final aim was to include total growth form cover at specific height tiers, e.g. cover of 
ferns within the herb layer stratum. However, cover scores were recorded as non-linear values. 
That is, a score of 2 had a cover range of 4% (1-5%), while a score of 3 had a range of 19% (6-
25%). This poses a problem when combining scores, given that a score of 4 could be the result of 
a 1 + 1 + 2 (three dominant species with maximum possible cover of 6%), or from one species’ 
cover score of 4 (maximum 50% cover). A similar issue results when summarizing cover scores 
using averages. To account for the difficulties presented above, cover scores were converted to the 
mid-point percentage cover value, where a score of 0 = 0% cover, 2 = 3%, 3 = 15.5%, 4 = 38%, 5 
= 63% and 6 = 88%. By implementing this conversion, cover scores could more reliably be treated 
as continuous data and allow for more interpretable linear results.  
The four canopy classes (sub, lower, mid, high) were merged into two height strata to 
reduce the number of model covariates. Lower canopy was a combination of sub-canopy and lower 
canopy, and ranged from 2 – 12 m. Upper canopy consisted of the mid and high-canopy layers, 
ranging from 12 m to 25+ m. The remaining two cover class levels, herb layer (0 – 0.3 m) and 
shrub level (0.3 – 2 m), were left as independent layers. The cover scores of species with the same 
growth classifications were summed within layers to give the total proportion of cover e.g. three 
fern species present in herb layer, all with cover scores of 3%, would be added to give a total fern 
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cover score of 9% at the herb layer. In the Lower and Upper canopy layers, this total value would 
be divided by two to account for the merging of two layers of each height stratum. The resulting 
data frame had four columns per growth form classification, each pertaining to the cover given at 




Table 3.1 List of all parameters 
List and description of final parameter list used to create the base models. Unit type is the measurement type. Proportion data ranges between 0 and 1. 
Parameter name Description Unit 
Season Sampling season: either spring or autumn. Factor 
City Grouping factor of the three cities used in this study: Hamilton, Wellington, Dunedin. Factor 
Habitat.Type Grouping factor of the three green space habitats used in this study: Forest fragment, Amenity park, Residential 
property. Factor 
Method Method of detection: Either cards (tracking tunnels and chew cards) or camera. Factor 
Field_km Distance of sampling station from nearest grassy field > 1 ha. km 
DunCoast Distance of sampling station from the coast in Dunedin. km 
WelCoast Distance of sampling station from the coast in Wellington. km 
Freshwater_km Distance of sampling station from nearest freshwater body. km 
ResFor Distance of residential stations from nearest forest fragment of > 1 ha. Only applies to residential areas km 
AmenFor Distance of amenity park stations from nearest forest fragment of > 1 ha. Only applies to amenity parks km 
DBH_sc Diameter at breast height of the largest tree in sampling plot. m 
Leaf.Litter Proportion ground area covered by leaf litter. Proportion  
Rock Ground area occupied by in rocks. Proportion 
Bare.Soil Ground area occupied by bare soil. Proportion 
Woody.Debris Ground area covered by woody debris > 1cm in diameter. Proportion 
Mown.Grass Ground area covered in mown grass. Proportion 
Low.Artificial.Cover Cover by low artificial cover such as decks, seats, concrete.  Proportion 
Herb.Layer Total vegetation cover within the herb layer (0-0.3 m). Proportion 
Shrub.Layer Total vegetation cover within the shrub layer (0.3-2 m). Proportion 
Lower.Canopy.Layer Average total vegetation cover of sub-canopy and lower canopy (2 – 12 m). Proportion 
Upper.Canopy.Layer Average total vegetation cover of mid-canopy and high canopy (12 - 25+ m). Proportion 
Total.Cover Average cover of all height stratums to give overall vegetation cover within a site. Proportion 
Fern_Herb.Layer Fern cover within the herb layer. Proportion 
ForbGraminoid_Herb.Layer Combined cover of forbs and graminoids within the herb layer. Proportion 
Shrubs_Herb.Layer Cover of shrubs within the herb layer. Proportion 
Shrubs_Shrub.Layer Cover of shrubs within at the shrub layer. Proportion 
Tree_Herb.Layer Cover of trees within the herb layer. Proportion 
Tree_Shrub.Layer Cover of trees within the shrub layer. Proportion 
Line Transect line identifier (random effect). Factor 
Station Station within each line (random effect). Station 1 - 10 
Residential parameters    
Compost Grouping factor by presence or absence of a compost heap or bin  Factor 
Level.maintain Level of property maintenance: 1 = low, 2 = medium, 3 = high. Grouping factor. Factor 
NativeP Cover of native vs exotic vegetation cover Proportion 
Beds Cover of regularly tuned soil beds i.e. flower beds, veggie patches. Proportion 
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3.3.3 Statistical Analysis 
 
 Bayesian modelling 
To analyse the data, linear models were fitted using the Bayesian framework. Bayesian analysis is 
a robust, flexible, and reliable method that allows prior information to be easily incorporated into 
a model, while also providing a very intuitive interpretation of results, as it allows for direct 
statements of uncertainty using probability. Bayesian models also perform well with noisy data 
and low sample sizes, which often afflict ecological data. Bayesian inference uses Bayes’ theorem 
to assign probability distributions to all model parameters. Bayes’ theorem is as follows: 
𝑝(𝜃|𝑦) =
 𝑝(𝑦|𝜃) 𝑝(𝜃) 
𝑝(𝑦)
 
where 𝑝(𝜃|𝑦) is the posterior probability distribution, 𝜃 are the parameters in the model, and y is 
the observed data. The posterior distribution gives the probability of the model parameters 𝜃, given 
the evidence y (data). If we estimate this distribution, it can be summarised to give the values of 
the model parameters which are most likely given the observed data. The likelihood distribution 
𝑝(𝑦|𝜃) gives the probability of the evidence (data), given the parameters θ, and embodies the 
statistical model. The prior distribution 𝑝(𝜃) represents the prior information about the value of 
each parameter. This prior information can be extracted from biological knowledge or can be 
chosen to have small influence on the results. The probability of the evidence 𝑝(𝑦) can be thought 
of as a normalising constant and is typically ignored as it is constant for a given data set.  
 
 The hierarchical model 
Hierarchical models (also referred to as multilevel or mixed effects models) were created to 
account for dependencies in the data caused by experimental design. In this study there were clear 
hierarchical components, where season <- city <- habitat type <- line <- station (<- = nested 
within). The effects of season, city, and habitat type were treated as fixed effects, while the line 
and station effects were not of interest but were added as nested random effects to account for their 
effects on the observed data. 
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 Logistic regression and model Interpretation 
The response variable of the statistical models is binary (species presence/absence). Binary data 
are traditionally analysed using Bernoulli likelihood. They require a link function because the 
fitted values (estimated probability of detecting an animal) are restricted to sit between 0 – 1. I 
chose a logit link because it is commonly use in ecological models and produces easy to interpret 
results in the form of odds and odds ratios (Manel et al. 2001). The odds are the probability (P) of 
event A occurring divided by the probability of the event not occurring.  




The odds ratio (OR) refers to the estimated change in the odds between scenarios A and 
scenarios B, where the difference between A and B can represent discrete changes (change 
between factor levels) or can represent a unit increase along a continuous scale. Typically, we 
compare changes in only one variable at a time and hold the values of all other variables to be the 
same in both scenarios. Comparing the odds under two scenarios allows us to judge the effect of 





An OR of 1 indicates that the odds are the same under both scenarios, and therefore the 
change has no effect on the response (odds of detecting an animal). Odds ratios of > 1 represent 
an increase in the odds, whilst an OR of < 1 signifies a negative relationship.  
In the following analyses, there are three main reported outputs; the odds ratio, credible 
intervals (CI), and the maximum probability of an effect (MPE). The reported odds ratios are the 
median point estimate value of the posterior distribution. The uncertainty surrounding the OR 
estimate is given as a credible interval (CI). Credible intervals describe and summarise the 
uncertainty around their associated point estimate. They are used in place of the frequentist 
confidence interval and are much easier to interpret as they allow for direct statements of 
probability. A credible interval is a range containing a given percentage of the probable values 
estimated in the posterior distribution. For instance, a CI at the 10% level results in a range in 
which there is a 90% probability that the true value lies (given the data and model assumptions). 
The interpretation of this range would be “given the observed data, the true parameter value has a 
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90% probability of falling between value A and value B”. In this analysis, CIs are calculated using 
the Highest Density Interval (HDI). The HDI is constructed so that the resulting interval never 
contains values with a lower probability than those outside the interval. This means it may not be 
equal-tailed (e.g. excluding 5% of the data at either end of the posterior distribution). The final 
statistic, maximum probability of effect (MPE), can be interpreted as the probability that a 
parameter (described by the posterior) is positive or negative. It is a range between 50% and 100% 
and is defined as the proportion of the posterior distribution (kernel density) that is of the estimate’s 
sign (positive or negative). MPE is directly equivalent to the frequentist p value i.e. 95% MPE is 
equivalent to p = 0.05 (Makowski et al. 2019). However, in the analyses a covariate was deemed 
statistically significant if its associated CI did not span a range including 1, while the MPE was 
used as information to support the finding. Although the conventional uncertainty range used in 
frequentist statistics is 95%, the CI level used in these analyses was 90%. This is due to increased 
instability at the higher ranges; i.e. 95% (Kruschke 2014). CI were used as the primary determinant 
of significance as not all computed comparisons returned MPE values, such as post-hoc 
comparison of group levels. The term ‘significant’ in this context is used to signify parameters that 
have a very high probability of having a given effect, based on the data used in the model. Where 
CI intervals do not cross 1 at the 90% level, MPE values are always > 95%. Covariates where the 
CI included 1 but the MPE value was within 90-95% were referred to as highly probable. Overall, 
significance should not be interpreted as a construct defining whether a covariate is important or 
not and is strictly based on uncertainty within the model.  
The OR returned from the fitted models represents the change between factor levels or for 
a 1-unit increase in a covariate i.e. 0-1, 1-2 etc, given all other parameters remain constant. The 
majority of covariates in the micro-habitat data are proportions, therefore, corresponding ORs 
represent the change in odds between 0% cover and 100% cover. The OR between these values is 
not however representative of the effect they will have in practice, as it is unlikely that frequent 
changes between sites of 0 – 100% cover would be observed, thus the given estimate may be 
misleading with regards to observable effect size. For this reason, results have also been presented 
in their practical importance/significance range. The range of practical importance/significance 
has been defined as the OR between the lower and upper quartile data ranges of each covariate. 
This gives the estimate for changes likely to be observed between sites when applying the model 
to new data, and thus a determination of relative effect size.  
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3.3.4 Model building and variable selection 
Before models were fitted, a reduced data set was formed through a variable selection process to 
determine the most practical and informative covariates to use. The resulting data were the core 
set of variables used in the base models of all species. Data were selected/removed in the following 
manner.  
Measures of unclassified cover (class other) were removed as they are not practically 
informative, are subject to large variation (contain a wide variety of plants), and are difficult to use 
for prediction as the combination of plants combined into other may not be representative for new 
sites.  All extra ground cover variables were kept except for Building.Cover due to the similarities 
with Low.Artificial.Cover. Low artificial cover was more evenly spread across the three habitat 
types whereas Building.Cover had a far higher association with residential stations. The total cover 
scores of the four height strata were retained (i.e.: herb, shrub, lower canopy, and upper canopy 
cover).  
Growth form classification cover scores were summed in each of the four height tiers, to 
assess distribution patterns and total abundance. The composite ForbGraminoid grouping, as well 
as Fern.cover, were primarily recorded in the herb layer and were thought unlikely to affect 
detection at the low levels sometimes recorded in the tiers above. For this reason, only scores 
within the herb layer were selected. Shrub cover was taken only from the lower two cover tiers, 
while tree cover scores were taken from the first three tiers. The Upper.Canopy.Cover was entirely 
comprised of tree species, thus no distinction was needed between growth forms at that height. 
There was a high correlation (90%) between Tree.Lower.Canopy and total Lower.Canopy.Cover 
within the same strata. DBH remained in the parameter selection pool along with the distance from 
the coast (Wellington and Dunedin only), Distance from freshwater bodies, distance from grassy 
fields/pasture, and distance from forest patches (specific to amenity parks and residential habitat). 
The resulting data set consisted of 24 continuous habitat covariates and the six factors; season, 
city, habitat type, method of detection, transect line, and station number. The parameters specific 
to a particular habitat/city (i.e. distance to forest: ResFor and AmenFor; distance to coast: 
WelCoast and DunCoast; Table 3.1) only affect the odds within that factor level i.e. ResFor has 
no effect within amenity parks. Where an interaction term is usually appropriate, these subsets 
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were created instead, as some interactions were not sensible (distance to forest within forest). For 
full variable list refer to Table 3.1. 
After the selection process, a base model was created for each mammalian predator species, 
using the majority of the variables from the established data frame above. Every species model 
had the random effects of station nested within the line, to account for site variance and non-
independence between stations on the same line. 
Base rat model – The base rat model was created using all 30 variables, with an interaction 
term between city and habitat type.  
Base mouse model – This model was identical to the base rat model other than having the 
upper canopy layer covariate removed as it was deemed unlikely to affect habitat preference.  
Base hedgehog model – This model had no specified interaction term between city and 
habitat type, as preliminary results suggested this term was unneeded. Distances to the coast, and 
freshwater bodies, were not implemented in the model. DBH was also left out as tree size was 
thought unlikely to affect hedgehogs’ preference based on their limited climbing ability.  
Base possum model – The initial review of data in chapter two indicates possums were 
almost undetected in Wellington. This led to the decision to not use Wellington data in the model, 
as the explanation behind the extremely low detection rate is unlikely due to a lack of suitable 
habitat characteristics. Retaining the data is likely to significantly confound the fitted results of the 
model. Distance to coast and freshwater were also deemed unsuitable co-variates.  
Cats – cats were not included in this analysis due to their correlation with ownership (in 
residential stations cat ownership would far outweigh any microhabitat variability), and the 
applicability of information is much lower as cats are the least likely to be lethally controlled in 
urban areas. 
Although the base models are informative, complex models can be harder to interpret and 
use; simpler models can often provide similar levels of accuracy while being easier to implement 
in practice, as they need much less information collected when being applied to a new area. The 
base species models were created to establish a foundation for continued variable selection towards 
a reduced and more applicable model. Less complex models also reduce the chance of overfitting. 
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Overfitting often occurs when large models are applied to smaller datasets, resulting in a model 
that performs well when applied to the dataset it was trained on, but less well on new data sets. 
 To select variables for the reduced species models, the MPE for each parameter was 
calculated. Variables that had a greater than 85% MPE, were retained for the reduced model while 
the remaining parameters were removed. The cut off value (85% MPE) was chosen to allow for 
variables with probable effects, while not being overly restrictive, which could lead to excluding 
potentially important variables that were previously diluted by model complexity. The subsequent 
reduced variable list was then fitted to the same data and no more variable selection was carried 
out. The two models, base and reduced, were subsequently compared using leave-one-out cross-
validation (loo), to determine the model of best fit.  
 Following the formation of the final model for each species, another model was fitted using 
only the residential data. These separate residential models were created to accommodate the extra 
list of variables recorded only in residential properties. To maintain as much comparability to the 
multihabitat models, residential models were fitted with the same reduced variable list of the 
previous model, plus the extra residential specific variables: Proportion of native to exotic cover, 
proportion of ground covered by garden beds, level of property maintenance, and presence of 
compost. Two other variables were recorded in residential areas, proportion of artificial ground 
cover and lawn extent.  However, despite slight differences is measurement, I concluded that the 
main covariates Mown.Grass and Low.Artificial.Cover were providing comparable information. 
With regard to the presence of compost, originally the data differentiated between open compost 
and closed compost, however the two were subsequently merged to reduce factor levels, as many 
brands of closed compost bins are still accessible through the underside.  
The Bayesian generalised linear multilevel models were fitted using the R package brms 
(v 2.11.0; The R Journal, 2018). The brms package uses the probabilistic programming language 
“Stan” to compute Bayesian inference. Brms uses a Hamiltonian Monte Carlo sampler which is 
very efficient with high dimensional correlated data. A relatively wide prior, with a normal 
distribution centred on 0 and a standard deviation of 5 (Figure 3.1), was used across all models. A 
wide prior was chosen as there were no strong prior beliefs about the parameter values, enabling 
the model to be influenced more by the data without strong shrinkage towards 0. A wider prior 
could have been used, however, this gives significant prior probability to extremely large 
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differences in odds which were not expected for this data. A prior sensitivity analysis was also 
carried out to assess the relative effect of prior choice on the posterior distribution.  
 
 Model presentation  
Models were summarised using the bayestestR package (v. 0.5.0)  to describe effects, uncertainty, 
and significance within the Bayesian framework (Makowski et al. 2019), while post-hoc 
comparisons, based on estimated marginal means, were computed using the emmeans package 
(v.1.4.1). Linear model data visualisation was plotted using sjPlot (v. 2.7.2) and the bayesplot 
package (1.7.0). Two statistics relating to the explanation of variance within the model were 
calculated: conditional R2 and marginal R2. Calculated using the method described in Gelman et 
al. (2019), conditional R2 returns the variance explained by the model, including the variance 
explained by random effects, while marginal R2 calculates the R2 independent of random effects 
(i.e. the variance explained using just the fixed effects). 
Conditional plots show the fitted relationship of a covariate to the response variable, while 
all other variables are held constant i.e. the data are conditioned on one factor level (e.g. Season = 
Spring, City = Wellington, Habitat = Amenity), and on the mean value of the all other continuous 
variables. This gives a y intercept value, and the probabilistic relationship is plotted from there, 
keeping all but the predictor in question at the same value. As there are no interaction terms 
between covariates in these models, the plotted relationship is constant across all factor 
combinations i.e. the same relationship is present in Dunedin as in Wellington, with only the 
intercept position changing, random effects are ignored.  
When comparing the effects of City and Habitat.Type with  estimated marginal means, the 
subsequent results are not used to determine whether the overall detection rates were different 
between the various factor levels and interaction combinations, but rather, that after accounting 
for all covariate effects in the model, were there differences between these factor levels that were 
unexplained by the other model parameters. Significant differences suggest that there may be 
variables nested within the factor levels which were unmeasured but impact the response. For 
example, city A may have more detections of species x than city B, but if this difference is 
explained by covariates within the model then city A will not be estimated to be significantly 
different from city B. Therefore, if a significant City effect is shown in the model, it indicates that 
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there may be another variable of importance which differs by city and is not accounted for in the 
model. In this regard, I refer to the ‘effect’ of a factor level, i.e. Dunedin effect.  
Where residential models are concerned, I have focused only on the variables that are 
specific to residential areas. Of the parameters that are shared between the main and residential 
models, the coefficients returned in the residential models are bound to be different in size, as they 
were estimated from fewer data. This can result in stronger or weaker estimated effects.  For 
comparison of shared variables, the full model summaries, and further outputs can be found in 
Appendix B. 
 
Figure 3.1 Prior distributions 
Visualisation of prior distributions, where the red line represents a wide normal distribution with mean 0 
and SD of 13. The blue line is the prior distribution used in the statistical models throughout (mean 0, 
SD 5). 
 
 Model Checking  
Traceplots and density plots were visually assessed to check chain convergence, mixing and 
posterior normality. Autocorrelation plots were used to assess the extent of serial correlation 
between parameters. Gelman and Rubin’s potential scale reduction factor (Rhat), was used to 
provide a statistical estimate for convergence and variance within chains, and the effective sample 
size (ESS) also noted. Separation plots were also used to visually assess the model fit, where the 
actual data (0/1) is plotted against the predictive probability from the fitted model. Standard linear 
model residual plots are not very useful for Bernoulli data as strong patterns are expected, and 





3.4.1 Rat modelling results  
 
 Covariate effects  
Of the eight continuous covariates used in the main rat model, seven returned statistically 
significant associations at the 90% level (See Table 3.2 for complete summary statistics). Of these 
statistically significant variables, AmenFor (Prob > 1 = 0.99) and Shrub.Layer (Prob > 1 = 0.99) 
had positive relationships; Field_km was also a positive predictor but was not statistically 
significant (Prob >1 = 0.89). Statistically significant negative correlations were given by 
Leaf.Litter (Prob <1 = 0.97), Mown.Grass (Prob < 1  = 0.99), Low.Artificial.Cover (Prob < 1  = 
0.99), ResFor (Prob <1  = 0.98), and Shrub_Shrub.Layer (Prob <1  = 0.99).   
Of the residential-specific model covariates, native cover showed a statistically significant 
negative correlation with detection (Prob <1 = 0.97), while cover of flower beds also had a negative 
relationship but was not statistically significant (Prob <1 = 0.8). Compost was a significant 
predictor of rat detections, where the presence of a compost heap/bin substantially increased 
detection probability (OR = 2.56, CI = 1.17 – 5.72, Prob >1 = 0.98). The levels of property 
maintenance (low, medium and high) did not show statistically significant differences (Table 3.3); 
however, there was a trend for higher probability of rat detection in the lowest maintained 
properties, compared to medium and highly maintained properties (Figure 3.3iv). As a final note, 
all covariates shared with the main rat detection model were of the same direction.  
Assessing the practical significance of the covariates based on changes from the lower to 
the upper quartile data ranges of each covariate, distance from forest patches in residential areas 
(ResFor) had a significantly strong effect, with the change from 0m to 250m reducing detection 
odds by 53% (see Table 3.4 for odds ratios and Figure 3.2 for graphical representation). The 
negative effect of Leaf.Litter was significantly strong, reducing odds by 41% from 3% to 63% 
cover. Odds reductions were relatively small from changes in Shrubs_Shrub.Layer (10% decrease 
in odds from 0% - 3% cover), Mown.Grass (6% decrease in odds from 0% - 3% cover), and 
Low.Artificial.Cover  (7% decrease in odds from 0% - 3% cover). NativeP was the most significant 
determinant of rat detection of all continuous data at the practical level, reducing odds by 64% 
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between 5% and 65% cover. Change in Field_km increased the odds by 21% but the effect was 
not certain enough to be highly probable. AmenFor was the most practically significant positive 
predictor, with odds of detection increasing by 63% as distance changed from 0m to 250m (OR = 
1.628, CI = 1.21 – 2.268). Shrub.Layer also had a large positive effect size (OR 1.48, CI = 1.18 – 
1.88). The practical significance values can be compared to the summary statistics in Table 3.2, 
which are generated from the full range of data; the linear predictions can be seen in Figure 3.3.  
 
 Main effects 
Detection of rats was significantly affected by season; the odds increased substantially from spring 
to autumn (OR = 3.23, CI = 2.41 – 4.36, Prob >1 =1). Detection method also significantly 
influenced detection odds, where detections were more likely to be recorded on cameras where 
present, versus the combined result of tracking tunnels and chew cards (OR 2.85, CI = 1.89 – 4.16, 
Prob >1 = 1). This supports the findings reported in Chapter 2.  
There were significant differences in detection odds between cities in the model (Table 3.5). 
Averaging across Season and Habitat.Type, the Wellington effect had significantly higher odds 
than both Dunedin (OR 4.28, CI = 1.51 – 11.9) and Hamilton (OR 3.39, CI = 1.7 – 9.43; Table 
3.5a). Hamilton and Dunedin effects did not differ significantly (OR = 1.27). This Wellington 
effect (higher than expected detections given the covariates) was present in all habitat types, but it 
was only statistically significant in forest patches (Table 3.5b); however, the CI came close to 
excluding 1 when comparing Wellington and Dunedin amenity parks, signaling a high probability 
of effect (OR 4.55, CI = 0.96 – 24.6). Habitat types were not statistically different when averaging 
across Season and City, nor when compared to each other within each city (Table 3.6).  
  
 Model performance 
When taking into account random effects, the main rat detection model explained roughly 37% of 
the variance (Conditional R2 = 0.375). If random effects were not accounted for, explained 
variance dropped to 23% (Marginal R2 = 0.235).  Figure 3.4 shows that the model, when averaged 
over all iterations, predicts a mean detection rate that is very comparable with the observed data 
across each city and habitat type and season, least so for Dunedin, which had the lowest detection 
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numbers of the three cities. The residential model explained 31% of the variance (Conditional R2 
= 0.314) and 21% of variance respectively (Marginal R2 = 0.212). 
 
Table 3.2 Rat detection: model summary statistics 
Summary statistics for coefficients of the parameters in the main rat model and the extra parameters 
added to the residential model. Odds ratio (OR) is calculated at the median posterior density. Credible 
intervals (CI) are highest posterior density intervals (HDI) at the 90% level (5% - 95%). Prob < 1 and Prob 
>1 are the MPE values for the negative and positive predictors. Statistical significance is denoted by a * 
and bold text, when the 90% CI does not include 1. A ‘+’ indicates variables with high probability of effect; 
MPE is > 90% but CI includes 1. Factors with > 2 levels are compared in separate tables. See Table 3.1 for 
full explanation of parameter variables. 
Parameter OR CI Prob < 1 Prob > 1 Sig (90%) 
Intercept 0.404 0.13 - 1.23 0.91  + 
Season: Autumn 3.23 2.41 - 4.36  1 * 
Method: Camera 2.85 1.89 – 4.16 1  * 
Field_km 2.15 0.77 - 5.97  0.89  
ResFor 0.05 0 - 0.59 0.98  * 
AmenFor 7.03 2.02 - 25.2  0.99 * 
Leaf.Litter 0.417 0.2 - 0.86 0.97  * 
Mown.Grass 0.148 0.04 - 0.52 0.99  * 
Low.Artificial.Cover 0.084 0.01 - 0.4 0.99  * 
Shrub.Layer 5.67 2.1 - 16.47  0.99 * 
Shrubs_Shrub.Layer 0.03 0 - 0.22 0.99 
 
* 
Residential model      
Compost: Present 2.56 1.17 - 5.72  0.98 * 
Native P 0.172 0.04 - 0.89 0.97  * 







Table 3.3 Rat detection: Comparison of the effect of level of property maintenance 
Tukey post-hoc comparison of property maintenance levels, based on the estimated marginal means. 
Values are estimated odds ratios, where the lower and upper credible intervals are at the 5% and 95% 
level, respectively.  
Maintenance level comparison OR Lower CI Upper CI Sig (90%) 
Low - Medium 1.75 0.68 4.75  
Low - High 1.79 0.52 5.72  








Table 3.4 Rat detection: odds ratios table of practical significance 
Values used to compute the practical significance estimates in Figure 3.2. OR is the median value, and CI 
shows the odds ratios at 5% and 95% of the distribution. Quartiles are the raw data values at 25% (lower) 
and 75% (upper) range. Quartile vales are cover proportions, unless specified otherwise. 
      Quartile values 
Parameter OR CI (90%) Lower Upper 
ResFor 0.473 0.25 - 0.86 0 km 0.25 km 
AmenFor 1.628 1.21 - 2.27 0 km 0.25 km 
Field_km 1.21 0.94 - 1.57 0 km 0.25 km 
Mown.Grass 0.944 0.91 - 0.98 0 0.03 
Low.Artificial.Cover 0.928 0.88 - 0.97 0 0.03 
Shrubs_Shrub.Layer 0.9 0.85 - 0.95 0 0.03 
Shrub.Layer 1.478 1.18 - 1.88 0.155 0.38 
Leaf.Litter 0.592 0.38 - 0.92 0.03 0.63 
Residential model       
NativeP 0.360 0.14 - 0.87 0.05 0.63 







Figure 3.2 Rat detection: practical significance of continuous covariates 
Values are odds ratios for a change in the odds of rat detection for an increase from the lower quartile 
value of each given parameter, to its upper quartile value. Distributions are lateral boxplots with tails 
covering 90% of the posterior distribution (5% - 95%). Grey vertical band lies at OR 1 (no effect), blue 
distributions are net positive effects while red distributions signify negative relationships. Plot a) is from 
the main model, plot b) plots the two extra residential specific covariates. See Table 3.1 for full 





Figure 3.3 Rat detection: model covariate effect plots 
Conditional effects plots showing change in predicted detection probability (90% CI) of rats. Black dots 
are the raw data values of the parameter relating to detection (top), and non-detections (bottom). Data 
are conditioned on Season – Autumn, City - Wellington, Habitat.Type – forest, and Method – camera. All 
continuous covariates are set to mean values. Letters represent the linear relationships of main model 
covariates, and roman numerals those for the covariates that were in the residential model only, where 
a) - Shrub.Layer, b) - Shrubs_Shrub.Layer, c) - ResFor, d) - AmenFor, e) - Leaf.Litter, f) - Field_km, g) - 
Low.Artificial.Cover, h) - Mown.Grass, (i) - NativeP, (ii) - Beds, (iii) – Compost, and (iv) - Level.maintain. For 
all cover variables the x axis represents proportion values; distance covariates are listed in kilometers (i.e. 




Table 3.5 Rat detection: Comparison of general city effect, and inter-city habitat effect 
Tukey post-hoc comparisons based on the estimated marginal means. Values are estimated odds ratios, 
where the lower and upper credible intervals are at the 5% and 95% level, respectively. Table a) is a 
general city comparison, averaging over habitat types, while table b) shows the comparison between cities 
within each habitat type. Significance is denoted by bold text and a * when the credible intervals do not 
cross 1. 
a) 
City comparisons OR Lower CI Upper CI Sig (90%) 
Wellington - Hamilton 3.39 1.17 9.43  * 
Wellington - Dunedin 4.28 1.51 11.88  * 
Hamilton - Dunedin 1.27 0.40 3.89  
b) 
City comparisons Habitat type OR Lower CI Upper CI Sig (90%) 
Wellington -Hamilton Residential 3.19 0.535 17.9   
Wellington - Dunedin Residential 2.22 0.444 12.5   
Hamilton - Dunedin Residential 0.71 0.100 4.84  
Wellington - Hamilton Forest 5.60 1.20 30.4  * 
Wellington - Dunedin Forest 7.59 1.52 38.9  * 
Hamilton - Dunedin Forest 1.36 0.218 9.68   
Wellington - Hamilton Amenity 2.18 0.455 12.9  
Wellington - Dunedin Amenity 4.55 0.963 24.6   





Table 3.6 Rat detection: Comparison of general habitat type effect, and intra-city 
habitat effect 
Tukey post-hoc comparisons based on the estimated marginal means. Values are estimated odds ratios, 
where the lower and upper credible intervals are at the 5% and 95% level, respectively. Table a) is a 
general habitat comparison, averaging over city, while table b) shows the comparison between habitat 
types within city. Significance is denoted by bold text and a * when the credible intervals do not cross 1. 
a) 
Habitat comparisons OR Lower CI Upper CI Sig (90%) 
Forest - Amenity 0.700 0.241 1.982   
Forest - Residential 1.146 0.385 3.428   
Amenity - Residential 1.646 0.519 4.947  
b) 
Habitat comparisons City OR Lower CI Upper CI Sig (90%) 
Forest - Amenity Wellington 1.13 0.301 4.41  
Forest - Residential Wellington 2.06 0.570 7.89   
Amenity - Residential Wellington 1.83 0.461 7.98   
Forest - Amenity Hamilton 0.443 0.069 3.04  
Forest - Residential Hamilton 1.18 0.179 9.48   
Amenity - Residential Hamilton 2.67 0.370 21.2   
Forest - Amenity Dunedin 0.69 0.103 4.31   
Forest - Residential Dunedin 0.621 0.092 4.05   






Figure 3.4 Rat detection: Average model predictions of mean detection rate across 
habitat, city, and season 
Detection probability of rats across city and habitat type, split by season. Grey symbols represent the 
observed mean rat detection rate, while coloured symbols are the mean estimated probability of 
detection based on predictions of the main model. Where model means are not visible, it is because the 
observed mean shares the same, or a very similar value and the model mean has been obscured. Bars 
represent the 90% credible interval. Fitted probabilities for each sampling location (from the posterior 














3.4.2 Mouse Modelling results 
 
 Covariate effects  
Seven continuous covariates were used to create the main mouse model, three of which were 
statistically significant predictors of mouse detection (See Table 3.7 for complete summary 
statistics). Tree_Herb.Layer (Prob <1 = 0.99) and Leaf.Litter (Prob <1 = 0.97) had statistically 
significant negative relationships with detection odds. Low.Artificial.Cover displayed a highly 
probable negative relationship (Prob <1 = 0.91). The effect of Fields_km was negative, but the 
effect wasn’t strongy probable (Prob <1 = 0.85). Herb.Layer was a statistically significant positive 
predictor (Prob >1 = 0.99) while Shrubs_Herb.Layer had a high probability of being a positive 
predictor (Prob >1 = 0.90). Tree_Shrub.Layer had a positive correlation but was not statistically 
significant (Prob >1 = 0.83).  
 Of the four covariates specific to the residential model, the continuous variables NativeP 
(Prob > 1 = 0.64) and Beds (Prob >1 = 0.76) were not statistically significant. Compost was not an 
important predictor (OR = 0.90, CI = 0.41 – 1.93, Prob <1 = 0.59). There was no statistically 
significant difference in the effect of property maintenance level (Table 3.8), however, there was 
an observable negative trend in detection odds as property maintenance increased, see Figure 3.6iv.  
The covariates in the residential model, that were also present in the main model, generally 
displayed the same effect direction. However, Shrubs_Herb.Layer had the opposite effect 
direction, but the estimate was also very uncertain (Appendix B: Table B.5).  
Looking at the practical significance of the continuous covariates (see Table 3.9 for odds 
ratios, confidence intervals, and covariate quartile ranges, and Figure 3.5 for a graphical 
representation), Leaf.Litter was the most significant at the practical level, reducing detection odds 
by 42%, between 3% and 63% ground cover. Tree_Herb.Layer did not have a strong practical 
effect, showing an 11% reduction in the odds. Increasing Herb_Layer cover between quartiles 
increased detections odds by 33%; this was also the strongest positive change in odds at the 
practical level and considered significant. The interquartile range of Low.Artificial.Cover was 
small, ranging from 0% to 3% cover. This slight change was reflected in the odds change, with a 
3.3% reduction. Tree_Shrub.Layer and Field_km displayed odds ratios on a similar scale, showing 
an estimated 11% increase and a 12% decrease respectively. These changes were not regarded as 
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significant. Shrubs_Herb.Layer displayed an OR of 1, representing no change in odds, due to both 
its upper and lower quartile values lying at 0% cover. The NativeP estimate was relatively 
significant in effect size, representing a 22% increase in odds; however, the wide uncertainty 
makes it unreliable. Given both the uncertainty around Beds, and the relatively low effect size 
(16% odds increase), this variable is not considered practically significant. However, with more 
data, the result may strengthen and reduce data spread, as c. 75% of the posterior distribution was 
to the right of OR = 1, setting a positive trend. The practical significance values can be compared 
to the model summary statistics in Table 3.7, which are generated from the full range of data; the 
linear predictions can be seen in Figure 3.6. 
 
 Main effects 
Detection probabilty was strongly dependent on season, increasing significantly from spring to 
autumn (OR = 5.17, CI = 3.84 – 7.1, Prob >1 = 1). The method of detection did not show a very 
notable or statistically significant difference, with cameras estimated as slightly more effective 
(OR = 1.16, CI = 0.79 – 1.72, Prob >1 = 0.73). There were significant differences in the effect of 
City and Habitat.Type in the model (Table 3.5; Table 3.6). When averaging over Season and 
Habitat.Type, the effect of Wellington was significantly greater than in Hamilton and Dunedin, by 
a factor of 283% and 130% in the odds, respectively. The effect of Hamilton was less than Dunedin 
by 40%, but this difference was not statistically significant (Table 3.5a).  The results of the 
interaction with Habitat.Type show that the main differences between cities lay mostly in 
residential areas, where residential Wellington had a significantly stronger effect than residential 
Hamilton (OR = 7.46), and Dunedin (OR = 3.31). Wellington amenity parks also had significantly 
more effect on detection rates than Hamilton amenity parks (OR = 3.95). In all other non-
significant habitat comparisons between cities, Wellington effect was indicated as having the 
highest odds, supporting the result from the overall City comparison results (Table 3.5b). Direct 
comparison of habitat types, averaged over Season and City, show that the odds of detecting mice 
were significantly lower in residential habitat than in forest (OR = 0.311) and amenity parks 
(0.283) in spite of differences in covariates vales. The effect of forest and amenity parks were 
similar, showing no significant difference (Table 3.6a). Comparing habitats within the three cities 
(Table 3.6b), we can see that the odds of mouse detection was lower in residential areas than in 
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amenity parks and forest habitats in all cities. The effect was strongest, meeting statistical 
significance when comparing Hamilton residential with forests (OR = 0.15). In Hamilton and 
Dunedin, residential areas also had significantly lower odds than amenity parks (OR = 0.23 for 
both). 
 
 Model performance 
Overall, the main mouse detection model explained 33% of the variance in the data when taking 
into account random effects (Conditional R2 = 0.33), dropping to 21% when random effects were 
not accounted for (marginal R2 = 0.212). Averaged model predictions lined up quite closely with 
the observed mean detection rates across season, city, and habitat type, showing the biggest 
divergence when applied to detections within the Hamilton forest environment (Figure 3.7). The 
residential model was similarly effective to the main model at accounting for variance (Conditional 

















Table 3.7 Mouse detection: model summary statistics 
Summary statistics for coefficients of the parameters in the main mouse model and the extra parameters 
added to the residential model. Odds ratio (OR) is calculated at the median posterior density. Credible 
intervals (CI) are highest posterior density intervals (HDI) at the 90% level (5% - 95%). Prob < 1 and Prob 
>1 are the MPE values for the negative and positive predictors. Statistical significance is denoted by a * 
and bold text, when the 90% CI does not include 1. A ‘+’ indicates variables with high probability of effect; 
MPE is > 90% but CI includes 1. Factors with > 2 levels are compared in separate tables. See Table 3.1 for 
full explanation of parameter variables. 
Parameter OR CI Prob < 1 Prob > 1 Sig (90%) 
Intercept 0.156 0.05 - 0.43 0.998   
Season: Autumn 5.165 3.84 - 7.1  1 * 
Method: Camera 1.16 0.79 - 1.72  0.73  
Field_km 0.606 0.26 - 1.39 0.846   
Leaf.Litter 0.403 0.19 - 0.87 0.974  * 
Low.Artificial.Cover 0.321 0.08 - 1.34 0.909  + 
Herb.Layer 3.522 1.67 - 7.69  0.997 * 
Shrubs_Herb.Layer 8.614 0.58 - 152  0.90 + 
Tree_Herb.Layer 0.023 0 - 0.22 0.997  * 
Tree_Shrub.Layer 1.884 0.67 - 5.76  0.833  
Residential model      
Compost: Present 0.904 0.41 - 1.93 0.589   
Native P 1.417 0.29 - 6.24  0.644  










Table 3.8 Mouse detection: Comparison of the effect of level of property maintenance 
Tukey post-hoc comparison of property maintenance levels, based on the estimated marginal means. 
Values are estimated odds ratios, where the lower and upper credible intervals are at the 5% and 95% 
level, respectively.  
Maintenance level comparison OR Lower CI Upper CI Sig (90%) 
Low - Medium 1.42 0.55 3.72  
Low - High 2.37 0.74 8.06  









Table 3.9 Mouse detection: Odds ratios table of practical significance  
Values used to compute the practical significance output in Figure 3.5. OR is the median value, and CI 
shows the odds ratios at 5% and 95% of the distribution. Quartiles are the value of the raw data values at 
25% (lower) and 75% (upper) range. Quartile vales are cover proportions, unless specified otherwise. 
      Quartile values 
Parameter OR CI (90%) Lower Upper 
Field_km 0.877 0.71 - 1.07 0 km 0.25 km 
Leaf.Litter 0.578 0.36 - 0.91 0.03 0.63  
Herb.Layer 1.326 1.12 - 1.58 0.155 0.38  
Low.Artificial.Cover 0.967 0.92 - 1.01 0 0.03  
Tree_Herb.Layer 0.893 0.83 - 0.96 0 0.03  
Tree_Shrub.Layer 1.107 0.93 - 1.31 0.03 0.19 
Shrubs_Herb.Layer 1 NA 0 0  
Residential model       
NativeP 1.217 0.5 - 2.95 0.05 0.63  
Beds 1.158 0.82 - 1.66 0.05 0.175 
 
 
Figure 3.5 Mouse detection: Practical significance of model covariates  
Values are odds ratios for a change in the odds of rat detection for an increase from the lower quartile 
value of each given parameter, to its upper quartile value. Distributions are lateral boxplots with tails 
covering 90% of the posterior distribution (5% - 95%). Grey vertical band lies at OR  1 (no effect), blue 
distributions are net positive effects while red distributions signify negative relationships. Plot a) is from 







Figure 3.6 Mouse detection: Model covariate effect plots 
Conditional effects plots showing change in predicted detection probaillity (90% CI) of mice. Black dots 
are the raw data values of the parameter relating to detection (top), and non-detections (bottom). Data 
were conditioned on Season – Autumn, City - Wellington, Habitat.Type – forest, and Method – camera. 
All continous covariates were set to mean values. Letters represent the separate linear relationships of 
continuous model covariates where a) - Herb.Layer, b) - Leaf.Litter, c) - Tree_Herb.Layer, d) - 
Shrubs_Shrub.Layer, e) - Field_km, f) - Low.Artificial.Cover, g) - Tree_Shrub.Layer, (i) - NativeP, (ii) - Beds, 
(iii) – Compost, and (iv) - Level.maintain. For all cover variables the x axis represents proportion values; 
distance covariates are listed in kilometers (i.e. Field_km). Maintenance levels are 1 – low, 2 – medium, 3 
– high. See Table 3.1 for full explanation of parameters. 
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Table 3.10 Mouse detection: Comparison of general city effect, and inter-city habitat 
effect 
Tukey post-hoc comparisons based on the estimated marginal means. Values are estimated odds ratios, 
where the lower and upper credible intervals are at the 5% and 95% level, respectively. Table a) is a 
general city comparison, averaging over habitat types, while table b) shows the comparison between cities 
within each habitat type. Significance is denoted by bold text and a * when the credible intervals do not 
cross 1. 
a) 
City comparisons OR Lower CI Upper CI Sig (90%) 
Wellington -Hamilton 3.83 1.82 8.07 * 
Wellington - Dunedin 2.3 1.16 4.92 * 
Hamilton - Dunedin 0.6 0.27 1.32  
b) 
City comparisons Habitat type OR Lower CI Upper CI Sig (90%) 
Wellington -Hamilton Residential 7.46 2.08 26.95 * 
Wellington - Dunedin Residential 3.31 1.02 11.31 * 
Hamilton - Dunedin Residential 0.45 0.11 1.90  
Wellington - Hamilton Forest 1.93 0.63 6.55  
Wellington - Dunedin Forest 2.09 0.66 6.94  
Hamilton - Dunedin Forest 1.09 0.28 4.02  
Wellington - Hamilton Amenity 3.95 1.27 12.73 * 
Wellington - Dunedin Amenity 1.77 0.57 5.46  




Table 3.11 Mouse detection: Comparison of general habitat type effect, and intra-city 
habitat effect 
Tukey post-hoc comparisons based on the estimated marginal means. Values are estimated odds ratios, 
where the lower and upper credible intervals are at the 5% and 95% level, respectively. Table a) is a 
general habitat comparison, averaging over city, while table b) shows the comparison between habitat 
types within city. Significance is denoted by bold text and a * when the credible intervals do not cross 1. 
a) 
Habitat comparisons OR Lower CI Upper CI Sig (90%) 
Residential - Forest 0.311 0.137 0.713  * 
Residential - Amenity 0.283 0.124 0.638  * 
Forest - Amenity 0.909 0.432 1.960  
b) 
Habitat comparisons City OR Lower CI Upper CI Sig (90%) 
Residential - Forest Wellington 0.572 0.212 1.525  
Residential - Amenity Wellington 0.433 0.151 1.128  
Forest - Amenity Wellington 0.756 0.261 2.047  
Residential - Forest Hamilton 0.148 0.034 0.603 * 
Residential - Amenity Hamilton 0.229 0.054 0.990 * 
Forest - Amenity Hamilton 1.552 0.391 5.622  
Residential - Forest Dunedin 0.361 0.091 1.534  
Residential - Amenity Dunedin 0.231 0.056 0.907 * 






Figure 3.7 Mouse detection: Average model predictions of mean detection rate across 
habitat, city, and season 
Detection probability of mice across city and habitat type, split by season. Grey symbols represent the 
observed mean mouse detection rate, while coloured symbols are the mean estimated probability of 
detection based on predictions of the main model. Where model means are not visible, it is because the 
observed mean shares the same, or a very similar value and the model mean has been obscured. Bars 
represent the 90% credible interval. Fitted probabilities for each sampling location (from the posterior 


























3.4.3 Hedgehog modelling results 
 
 Covariate effects  
Six continuous covariates were retained from initial modelling and used in the main hedgehog 
model, with two reaching statistical significance, and one showing a strong probability of effect. 
See Table 3.12 for complete summary statistics. Low.Artificial.Cover (Prob <1 = 0.99) and 
Amenfor (Prob <1 = 0.98) were the two statistically significant covariates, both having negative 
relationships with hedgehog detection. Mown.Grass had a high probability of being strictly 
positive (Prob >1 = 0.92), however, the confidence interval included 1. Rock (Prob <1 = 0.85), 
Bare.Soil (Prob <1 = 0.81), and Shrubs_Shrub.Layer (Prob >1 = 0.62) were not statistically 
significant.  
 In the residential model, the covariates NativeP (Prob <1 = 0.83), Beds (Prob = 0.50), 
Compost (Prob < 1 = 0.87), and Property Maintenance (Table 3.13) were not statistically 
significant.  
 At the practical level, the distance of amenity parks from forest patches (AmenFor) was the 
most significant covariate, the odds of detection reducing by 28% from 0m to 250m. NativeP had 
a stronger effect (44% reduction in odds), but there was high estimated uncertainty. All the 
remaining covariates displayed odds changes of 5% or less between their respective quartile 
ranges. Such small odds ratios are not considered to be practically significant changes. See Table 
3.15 for odds ratios, confidence intervals, and covariate quartile ranges, and Figure 3.8 for 
graphical representation of practical significance. The practical significance values can be 
compared to the model summary statistics in Table 3.12, which are generated from the full range 
of data; linear predictions can be seen in Figure 3.9. 
 
 Main effects 
Season was strongly linked with hedgehog detection rate, with autumn showing significantly 
reduced detection odds compared to that of spring (OR = 0.30, CI = 0.23 – 0.4, Prob <1 = 1). 
Detection method also significantly affected detection probability, with cameras proving to be the 
most effective device (OR = 1.89, CI = 1.33 – 2.74, Prob >1 = 0.99).  
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 Comparing the effect of City within the model, there were some strongly significant 
differences between the effects. Averaging across Habitat.Type, hedgehog detection was 
disproportionately more likely to occur in Dunedin compared to Wellington (OR = 5.40) and 
Hamilton (OR = 6.50) after accounting for all other effects. Both these comparisons were 
statistically significant and of large effect, as denoted by the odds ratios (Table 3.14a). The effect 
comparison between Hamilton and Wellington was not statistically significant (OR = 1.2). Habitat 
comparisons, averaged over City, indicated that residential habitat had a positive effect on the 
detection odds estimate compared to both amenity parks and forest, followed by amenity also 
displaying the same relationship over forest. However, these results were highly uncertain and did 
not reach statistical significance (Table 3.14b).  
 
 Model performance  
Overall, the main hedgehog detection model explained 34% of the variance in the data when taking 
into account the random effects (Conditional R2 = 0.33), dropping to 20% when random effects 
were not accounted for (marginal R2 = 0.205). The averaged model predictions were very similar 
compared to the observed mean detection rates in some cases, however, the model seemed to 
struggle more when predicting in Dunedin forests, Hamilton residential areas, and had 
comparatively wide credible intervals in Wellington (Figure 3.10). The residential model 
explained a higher proportion of the variance with a conditional R2 of 0.473 and a marginal R2 of 
0.294. This is reflected in the main model predictions of residential habitat, where observed and 














Table 3.12 Hedgehog detection: model summary statistics 
Summary statistics for coefficients of the parameters in the main hedgehog model and the extra 
parameters added to the residential. Odds ratio (OR) is calculated at the median posterior density. 
Credible intervals (CI) are highest posterior density intervals (HDI) at the 90% level (5% - 95%). Prob < 1 
and Prob >1 are the MPE values for the negative and positive predictors. Statistical significance is denoted 
by a * and bold text, when the 90% CI does not include 1. A ‘+’ indicates variables with high probability of 
effect; MPE is > 90% but CI includes 1. Factors with > 2 levels are compared in separate tables. See Table 
3.1 for full explanation of parameter variables. 
Parameter OR CI Prob < 1 Prob > 1 Sig (90%) 
Intercept 1.98 0.87 - 4.4  0.92 + 
Season: Autumn 0.30 0.23 - 0.4 1  *  
Method: Camera 1.89 1.33 - 2.74  0.99 *  
AmenFor 0.27 0.09 - 0.83 0.98  *  
Rock 0.31 0.04 - 2.12 0.85   
Bare.Soil 0.43 0.09 - 2.26 0.81   
Mown.Grass 2.41 0.81 - 6.77  0.92 + 
Low.Artificial.Cover 0.21 0.07 - 0.67 0.99  *  
Shrubs_Shrub.Layer 1.33 0.31 - 6.32  0.62  
Residential model      
Compost: Present 0.527 0.2 - 1.29 0.877   
Native P 0.373 0.07 - 2.22 0.834   









Table 3.13 Hedgehog detection: Comparison of the effect of level of property 
maintenance 
Tukey post-hoc comparison of property maintenance levels, based on the estimated marginal means. 
Values are estimated odds ratios, where the lower and upper credible intervals are at the 5% and 95% 
level, respectively.  
Maintenance level comparison OR Lower CI Upper CI Sig (90%) 
Low - Medium 1.75 0.68 4.75  
Low - High 1.79 0.52 5.72  















Table 3.14 Hedgehog detection: pairwise comparison of cities and habitat types 
Tukey post-hoc comparisons based on the estimated marginal means. Values are odds ratios, where the 
lower and upper credible intervals are at the 5% and 95% level respectively. Table a is a comparison of 
city effect, and Table b comparison of habitat effect. Statistical significance is denoted by a * and bold 
text, when the 90% CI does not include 1.  
a) 
City comparisons Estimate Lower CI Upper CI Sig (90%) 
Dunedin - Wellington 5.40 2.24 13.82  * 
Dunedin - Hamilton 6.50 2.96 14.82  * 
Hamilton - Hamilton 1.20 0.54 2.72  
b) 
Habitat comparisons Estimate Lower CI Upper CI Sig (90%) 
Amenity - Forest 1.55 0.70 3.49  
Amenity - Residential 0.91 0.39 2.13  







Table 3.15 Hedgehog detection: odds ratios table of practical significance 
Values used to compute the practical significance output in Figure 3.5. OR is the median value, and CI 
shows the odds ratios at 5% and 95% of the distribution. Quartiles are the value of the raw data values at 
25% (lower) and 75% (upper) range. Quartile vales are cover proportions, unless specified otherwise. 
      Quartile values 
Parameter OR CI (90%) Lower Upper 
AmenFor 0.723 0.54 - 0.94 0 km 0.25 km 
Rock 0.965 0.91 - 1.02 0 0.03  
Bare.Soil 0.979 0.94 - 1.02 0.005 0.03  
Low.Artificial.Cover 0.954 0.92 - 0.99 0 0.03  
Mown.Grass 1.027 0.99 - 1.06 0 0.03  
Shrubs_Shrub.Layer 1.009 0.96 - 1.06 0 0.03 
Residential model       
NativeP 0.56 0.2 – 1.50 0.05 0.63  




Figure 3.8 Hedgehog detection: practical significance of continuous covariates 
Values are odds ratios for a change in the odds of hedgehog detection for an increase from the lower 
quartile value of each given parameter, to its upper quartile value. Distributions are lateral boxplots with 
tails covering 90% of the posterior distribution (5% - 95%). Grey vertical band lies at OR  1 (no effect), blue 
distributions are net positive effects while red distributions signify negative relationships. Plot a) is from 
the main model, plot b) plots the two extra residential specific covariates. See Table 3.1 for full 






Figure 3.9 Hedgehog detection: model covariate effect plots 
Conditional effects plots showing the change in predicted detection probability (90% CI) of rats. Black dots 
are the raw data values of the parameter relating to detection (top), and non-detections (bottom). Data 
are conditioned on Season – Autumn, City - Wellington, Habitat.Type – forest, and Method – camera. All 
continuous covariates are set to mean values. Letters represent the linear relationships of main model 
covariates, and roman numerals that for the covariates only in the residential model, where a) - 
Low.Artificial.Cover, b) - AmenFor, c) - Rock, d) – Bare.Soil, e) – Mown.Grass, f) – Shrubs_Shrub.Layer, (i) - 
NativeP, (ii) - Beds, (iii) – Compost, and (iv) - Level.maintain. For all cover variables the x axis represents 
proportion values; distance covariates are listed in kilometers (i.e. Field_km). Maintenance levels are 1 – 





Figure 3.10 Hedgehog detection: Average model predictions of mean detection rate 
across habitat, city, and season. 
Detection probability of hedgehogs across city and habitat type, split by season. Grey symbols represent 
the observed mean hedgehog detection rate, while coloured symbols are the mean estimated probability 
of detection based on predictions of the main model. Where model means are not visible, it is because 
the observed mean shares the same, or a very similar value and the model mean has been obscured. Bars 
represent the 90% credible interval. Fitted probabilities for each sampling location (from the posterior 















3.4.4 Possum modelling results 
 
 Covariate effects  
The possum model had a total of seven continuous covariates, of which three were statistically 
significant predictors, three had highly probable effects, and one covariate was not statistically 
significant or highly probable (Field_km: Prob < 1 = 0.86; See Table 3.16 for complete summary 
statistics). AmenFor and Mown.Grass were statistically significant negative predictors (Prob < 1 
= 1), ResFor was the only statistically positive predictor (Prob > 1 = 0.97). DBH (Prob > 1 = 0.9) 
and Shrubs_Shrub.Layer (Prob > 1 = 0.95) were positively associated with possum detection and 
their effects were highly probable but not statistically significant. Rock was also highly probable 
but as a negative predictor (Prob < 1 = 0.92).  
 Distance from forest patches in residential habitat had the strongest effect at the practical 
level, increasing the odds of detection by 151% from 0m to 250m (see Table 3.17 for odds ratios, 
confidence intervals, and covariate quartile ranges, and Figure 3.11 for graphical representation of 
practical significance). DBH had a fairly strong estimated effect on possum detections, increasing 
the odds by 31% between its quartile values of 10cm to 35cm, however, as described above the 
credible range was not statistically significant but was highly probable. Shrubs_Shrub.Layer was 
not significant at the practical range. Mown.Grass had a significantly strong effect, reducing the 
odds of detection by 22% when comparing between 0% cover and 3% cover. Distance from fields 
had high uncertainty, nevertheless, the estimated effect was quite strong, estimating an average 
26% reduction in the odds as distance increased from 0m to 250m. Distance of amenity parks from 
forest patches was the strongest negative predictor, significantly reducing detection odds of 
possums, as distance increased from 0m to 250m, by an average estimate of 48%.  Rock cover was 
not practically significant giving an odds ratio of 1 (no change), because both upper and lower 
quartiles had a value of 0% cover. This indicates that there was very little variability in rock cover, 
with most sites having no rock cover. The practical level effects can be compared to the linear 






 Main effects 
Possum detections were strongly influenced by the effect of Season. Odds of detection were lower 
in autumn compared to spring, reducing by 58% (OR = 0.42, CI = 0.24 – 0.71, Prob <1 = 1). 
Detection method was also an important determinant of detection probability. When compared to 
cards, cameras significantly improved detection, roughly tripling the odds (OR = 4.33, CI = 2.17 
– 8.33, Prob >1 = 1). Comparing the two cities used in the model (Wellington not included in 
model), there were very large differences observed. The effect of Dunedin had a significantly 
positive effect compared to Hamilton, averaging over Habitat.Type (OR = 41.26; Table 3.18a). 
Looking at habitat comparisons between Dunedin and Hamilton, the Dunedin city effect was 
strongest when observed in forest habitat (OR = 581) and was also very strong in residential habitat 
(OR = 18.76). The same trend was also present in amenity parks (OR = 5.98); however, it was not 
statistically significant (Table 3.18b). 
There was a large difference in detection between the three habitats. The effect of forest 
habitat on the odds of possum detection were significantly higher than in amenity parks (OR = 
108) and residential areas (OR = 178; Table 3.18a), after averaging over City. These habitat 
differences were significant in both cities, but to varying levels. The effect of forest in Hamilton 
was very strong compared with amenity parks (OR = 17.6) and residential areas (OR = 68.9), but 
was extreme when compared with residential areas (OR = 442), and amenity parks (OR = 664) in 
Dunedin (Table 3.19b). The effect of Amenity parks on possum detection was not significantly 
different than residential habitat, when averaged over the two cities (OR = 1.64, CI = 0.2 – 14; 
Table 3.18a), in part because opposite trends were observed in Hamilton and Dunedin. In both 
cities, the effect comparison between amenity parks and residential areas was not statistically 
significant, where in Dunedin there was an odds reduction (OR = 0.69), and in Hamilton there was 






 Model performance  
Overall, the possum detection model was relatively effective, explaining 64% of the total variance 
in the model (Conditional R2 = 0.64), dropping to 59% when random effects were not taken into 
account (Marginal R2 = 0.594). Assessing the predictive output in Figure 3.13, we can see that at 
the broad level of Season, City, and Habitat.Type, the average model predictions of the mean 
detection rate were very similar to the observed values. Dunedin had comparatively wider credible 
intervals than predicted in Hamilton, especially within amenity parks, and very narrow intervals 




Table 3.16 Possum detection: model summary statistics 
Summary statistics for coefficients of the parameters in the possum model. Odds ratio (OR) is calculated 
at the median posterior density. Credible intervals (CI) are highest posterior density intervals (HDI) at the 
90% level (5% - 95%). Prob < 1 and Prob >1 are the MPE values for the negative and positive predictors. 
Statistical significance is denoted by a * and bold text, when the 90% CI does not include 1. A ‘+’ indicates 
variables with high probability of effect; MPE is > 90% but CI includes 1. Factors with > 2 levels are 
compared in separate tables. See Table 3.1 for full explanation of parameter variables. 
Parameter OR CI Prob < 1 Prob > 1 Sig (90%)  
Intercept 3.33 0.98 - 11.67  0.95 +  
Season: Autumn 0.42 0.24 - 0.71 0.997  *  
Method: Camera 4.33 2.17 - 8.33 1  *  
Field_km 0.30 0.04 - 2.18 0.855   
AmenFor 0.07 0.02 - 0.25 1  *  
ResFor 39.64 1.45 - 921  0.967 *  
DBH 2.95 0.7 - 12.58  0.90 + 
Rock 0.01 0 - 2.59 0.921  +  
Mown.Grass 0.00 0 - 0.02 1  *  
Shrubs_Shrub.Layer 29.37 0.91 - 1082 
 








Table 3.17 Possum detection: odds ratios table of practical significance  
Values used to compute the practical significance output in Figure 3.2. OR is the median value, and CI 
shows the odds ratios at 5% and 95% of the distribution. Quartiles are the value of the raw data values at 
25% (lower) and 75% (upper) range. Quartile vales are cover proportions, unless specified otherwise. 
      Quartile values 
Parameter OR CI (90%) Lower Upper 
Field_km 0.739 0.43 - 1.2 0 km 0.25 km  
AmenFor 0.522 0.37 - 0.69 0 km 0.25 km 
ResFor 2.509 1.11 - 5.59 0 km 0.25 km  
Mown.Grass 0.779 0.67 - 0.89 0 0.03  
Shrubs_Shrub.Layer 1.017 1 - 1.04 0 0.005  
Rock 1 NA 0 0  




Figure 3.11 Possum detection: practical significance of continuous covariates 
Values are odds ratios for a change in the odds of possum detection for an increase from the lower quartile 
value of each given parameter, to its upper quartile value. Distributions are lateral boxplots with tails 
covering 90% of the posterior distribution (5% - 95%). Grey vertical band lies at OR 1 (no effect), blue 
distributions are net positive effects while red distributions signify negative relationships. The covariate 










Table 3.18 Possum detection: Comparison of general city effect, and inter-city habitat 
effect 
Tukey post-hoc comparisons based on the estimated marginal means. Values are estimated odds ratios, 
where the lower and upper credible intervals are at the 5% and 95% level, respectively. Table a) is a 
general city comparison, averaging over habitat types, while table b) shows the comparison between cities 
within each habitat type. Statistical significance is denoted by a * and bold text, when the 90% CI does 
not include 1.  
a) 
City comparison OR Lower CI Upper CI Sig (90%) 
Dunedin - Hamilton 41.26 9.35 223.23 * 
b) 
City comparisons Habitat type OR Lower CI Upper CI Sig (90%) 
Dunedin - Hamilton Amenity 5.98 0.87 48.12  
Dunedin - Hamilton Forest 581.21 51.41 8366.39 * 







Table 3.19 Possum detection: Comparison of general habitat type effect, and intra-city 
habitat effect 
Tukey post-hoc comparisons based on the estimated marginal means. Values are estimated odds ratios, 
where the lower and upper credible intervals are at the 5% and 95% level, respectively. Table a) is a 
general habitat comparison, averaging over city, while table b) shows the comparison between habitat 
types within city. Statistical significance is denoted by a * and bold text, when the 90% CI does not include 
1.  
a) 
Habitat comparisons OR Lower CI Upper CI Sig (90%) 
Forest - Amenity 108 19.7 756 * 
Forest - Residential 178 22.6 1620 * 
Amenity - Residential 1.64 0.20 14.1  
b) 
Habitat comparisons City OR Lower CI Upper CI Sig (90%) 
Forest - Amenity Dunedin 664 55.4 7027  * 
Forest - Residential Dunedin 442 42.9 5333  * 
Amenity - Residential Dunedin 0.69 0.07 6.61   
Forest - Amenity Hamilton 17.5 1.90 208 * 
Forest - Residential Hamilton 68.9 3.37 1832  * 





Figure 3.12 Possum detection: model covariate effect plots 
Conditional effects plots showing the change in predicted detection probability (90% CI) of possums. Black 
dots are the raw data values of the parameter relating to detection (top), and non-detections (bottom). 
Data are conditioned on Season – Autumn, City - Wellington, Habitat.Type – forest, and Method – camera. 
All continuous covariates are set to mean values. Letters represent the linear relationships of main model 
covariates, and roman numerals that for the covariates only in the residential model, where a) - 
Shrubs_Shrub.Layer, b) - Mown.Grass, c) -DBH_sc, d) - AmenFor, e) - Field_km, f) – ResFor h) - Rock. See 







Figure 3.13 Possum detection: Average model predictions of mean detection rate 
across habitat, city, and season 
Detection probability of possums across city and habitat type, split by the sampling seasons. Grey shapes 
represent the observed mean possum detection rate, while coloured shapes are the mean estimated 
probability of detection based on predictions of the main model. Where model means are not visible, it 
is because the observed mean shares the same, or very similar, value and the model mean has been 
obstructed. Bars represent the 90% credible interval. Fitted probabilities for each sampling location (from 
















While the focus in Chapter 2 was on detection rates in relation to general factors such as city, 
season and greenspace type, this chapter focused on specific characteristics of habitats and 
landscape context that might explain where predators are more likely to be found. The results 
section detailed the relationship of rats, mice, hedgehogs, and possums, with various habitat 
variables, and identified some strong predictors presence/absence in these predators. This section 
combines the results of each species to form an overall picture of the most important drivers of 
predator species detection in urban NZ, based on the findings of this study. 
 
 Effect of forest patch proximity 
Distance to the nearest forest patch was one of the strongest drivers of detection probability for 
possums, rats, and hedgehogs. However, the direction of effect differed between species and across 
habitat types. Distance to forest had an inconsistent relationship with possums, depending on 
habitat type. In amenity parks, fewer possums were likely to be detected as distance to forest 
increased, while in residential areas, the opposite pattern was observed. In accordance with the 
relationship seen in amenity parks, Adams et al. (2014), who captured possums in urban Dunedin, 
observed that possums were more likely to be found when closer to forest fragments. This finding 
is expected, given the much higher detection rates recorded of possums in forest patches (see 
Chapter 2). The affinity for forest fragments by possums can be attributed to the highly nutritional, 
palatable and productive nature of NZ forest, compared to that of their natural habitat in Australia 
(Clout 2000; DeGabriel et al. 2009). High vegetation density supports possums, as they heavily 
rely on foliage for a large proportion of their diet (Fitzgerald 1976; Nugent et al. 2000).  
In residential areas, where possum detections were lowest, detection probability increased with 
increasing distance to forest. Based on the strong affiliation that possums show for forest habitat, 
this pattern is unexpected. Harper (2006) found that while possums in forest fragments forage 
extensively within their home fragment, they do make repeated ventures into residential properties, 
suggesting that residential properties closest to forest fragments should have higher detection rates. 
Despite the overwhelming use of forest fragments as habitat, Adams et al. (2014) found that 
possums can have residential home ranges completely independent of forest fragments. However, 
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these individuals were limited to properties with mature, structurally complex vegetation. In the 
present study, all residential possum detections occurred in properties that fit the criteria for 
possum residency, as outlined by Adams et al. (2014), further supporting her findings. Regarding 
the negative relationship of residential possum detection to forest patch proximity, as fitted by the 
possum model, the effect estimation of this variable was likely, and strongly, influenced by the 
very low number of possum detections in residential areas; small sample size (i.e. only eight 
residential properties recorded detections in Dunedin, and only a single residential detection was 
recorded in Hamilton) was why residential-only modelling was not feasible for possums. A 
contributing factor behind the strong estimated relationship could also stem from how the nearest 
forest patch variable (possum habitat) was defined. Patches of potential possum habitat, which did 
not fit the criteria for forest patch (i.e. patches of forest/bush larger than 1 ha), such as mixed 
scrubland, were not included in the model. Smaller patches of forest (< 1 ha), which may possums 
at lower density, could have also be important, as singular possum based in such a patch might 
enter multiple close residential properties (Harper 2006; Carthew et al. 2015). Within the present 
study, properties where possum detections were recorded were for the most part distant from 
‘measured’ possum habitat, but some were also near areas of potential possum habitat that were 
left unmeasured. As these properties were also suitable for forest independent possum occupancy, 
the unexpected negative relationship of forest patch proximity and possum detection, estimated by 
the model, is explainable but is almost certainly not correct, given the literature and the general 
patterns observed in our study (much higher detections in forest patches). 
Rats displayed the opposite relationships to that of possums. Fewer rats were detected in 
residential areas further from forest patches, and more in amenity parks further from bush. 
Unpicking these relationships is difficult as there is no clear evidence as to why opposite 
relationships would be observed. Sample size was much higher in rats that possums, thus the 
effects of low sample size are less likely to have strongly affected the parameter estimates. Rats 
were comparatively more abundant in forest sites within Wellington, which overall had the most 
rat detections as well. If forest habitats support the highest density of rats, the relationship observed 
in residential habitat is logical. However, this pattern should also carry over to amenity parks, 
unless proximity to a forest patch leads to increased forest patch use and reduced selection for 
amenity park habitat. This may indicate that some of the resources in residential habitat, e.g. 
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compost, are appealing enough to encourage movement from forest patches, but such an allure is 
not present in amenity parks. 
It is not clear why fewer hedgehogs should be detected in amenity parks located at greater 
distances from forest fragments, as also observed by Braaker et al. (2014) and Anton (2019). 
However, increases in hedgehog movement and activity have been linked to how connected green 
spaces are (Balbi et al. 2019). As hedgehogs showed no strong preference between habitat types 
in my study, and supporting studies (Morgan et al. 2009), the connectivity between forest patches 
and amenity parks may result in increased detection numbers as animals move frequently between 
patches in close proximity. However, given this potential relationship we would expect to find a 
similar trend for residential distance to forest and for distance to fields, neither of which were 
indicated as important.  
 
 Micro-habitat determinants  
At the ground layer, leaf litter was a significant driver of detection probability for rats and mice, 
with high leaf litter cover associated with fewer detections. The strength of this effect was very 
similar among the predator species. Interpretation of this finding is uncertain. A study in Australian 
forest observed that ship rats displayed the opposite relationship, preferentially choosing sites with 
dense leaf litter (Cox and Cox 2000). The authors interpreted leaf litter as a form of habitat 
complexity, which was associated with rat detections. Another microhabitat study, carried out in 
the Caribbean Netherlands by Madden et al. (2019), found no strong correlation between leaf litter 
and rat detections, but did see an association with mice and shallow leaf litter. It is difficult to draw 
conclusions from these studies though, as the species composition and general ecology of the study 
sites are very different. On the other hand, Fitzgerald et al. (1996) linked mice to increased leaf 
litter in NZ beech forests, as areas of higher leaf litter supported arthropod density; arthropods 
frequently make up a large component of mouse diet (Fitzgerald et al. 1996). Explanations for the 
negative relationship observed in our study could be due to a number of possible reasons. Dense 
leaf litter may impede movement, or could possibly alert predators to an individual’s whereabouts, 
as high leaf density can be noisy substrate. High leaf litter cover could easily be a proxy for other 
unfavorable conditions; however, a much more in-depth study directly investigating leaf litter 
would be needed to validate or invalidate the trends we observed. In our study all habitat 
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characteristics were recorded in late autumn. By this time deciduous trees have lost much of their 
foliage, forming areas of dense leaf litter. Because microhabitat scores were only recorded in 
autumn, the resulting values were also assigned to the site descriptions for spring, when leaf litter 
cover is likely to be substantially lower. This highlights a limitation of the study. Assuming 
vegetation stability between seasons does not allow for how detection probability at each station 
may have altered in response to seasonal and temporal variation in vegetation cover. 
 Another variable showing negative relationships with detections of multiple species was 
low artificial cover (e.g. benches, walls, and fences). Low artificial cover was significant in rats 
and hedgehogs and was highly probable in mice. However, although statistically significant, its 
practical significance was consistently small. This provides some key information: low artificial 
cover was not pervasive in the urban green spaces we sampled, but when present in high amounts 
the detection probability of multiple species was strongly and consistently reduced. Low artificial 
cover may reduce the available habitat for feeding, and as such be regarded as suboptimal habitat, 
especially if the cover in question completely covers soil substrate e.g. concrete. A study by Gomez 
et al. (2009) found similar results where mice captures in urban lots were much lower when traps 
were located near building walls. 
 Vegetation cover in the lower two height strata (herb layer and shrub layer) had mixed 
effects on predator species. Mice showed a preference for areas with increased low vegetation 
cover, in that total herb layer cover was the strongest positive predictor of mice at the practical 
level; shrub cover at the herb layer and tree cover at the shrub layer were also positive predictors, 
although their effect was much less certain. This general positive relationship between increased 
vegetation cover/density and mice populations has also been observed by King et al. (1996) in a 
forested environment in NZ, and by Cavia (2006) in natural reserves and parkland of Buenos Aires. 
Vegetation cover at this low height level likely gives individuals a sense of security, as they can 
more easily hide from potential predators (Dickman 1992). Interestingly, high tree cover at the 
herb layer (Tree_Herb.Layer) had the opposite effect, in that it substantially reduced detection 
odds over the full spread of the data. However, the effect itself may be strongly overestimated due 
to the highly skewed data distribution. There is little evidence as to why high tree cover at this 
level would be such a strong negative predictor, but it could reflect a lack of other types of cover 
that are positive predictors. 
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 Similar to the effect of total herb layer cover in mice, total shrub layer cover was a strong 
positive predictor for rats. The shrub layer, which ranged from 0.5 m – 2 m high, may provide not 
only cover for rats from predators (Bray 1994) but also extra feeding habitat. Ship rats, and to a 
lesser extent Norway rats, are adept climbers, allowing them to easily make use of the surrounding 
vegetation for food, i.e. berries, seeds, and invertebrates (Daniel 1973; Grant-Hoffman and 
Barboza 2010; Foster et al. 2011). Association of ship rats with dense understory cover and 
abundant vertical stems has been found in Australian forest (Cox and Cox 2000), while dense 
understory has also been shown to mediate negative edge effects on ship rat populations found in 
rural forest fragments in NZ (Ruffell et al. 2014). The association of rats with this height stratum 
may also explain why mice show a strong affiliation with the lower herb layer. Innes et al. (2018) 
found mice detections above ground level were greatly reduced in the presence of rats, showing 
that rats may exclude mice from food resources provided in higher vegetation. Cover given by 
shrub species within the shrub layer (Shrub_Shrub.Layer) had a strongly negative relationship with 
rat detection. This relationship could also be a function of competitive exclusion, as this parameter 
had a strong positive effect on possum detections (Sweetapple and Nugent 2007). However, as 
with the effect of Tree_Herb.Layer in mice, the data distribution of this variable is highly skewed, 
making assumptions about true parameter effects difficult. In urban areas elsewhere the 
relationships of Norway rats with dense low vegetation cover seem strong; Norway rats within a 
highly urbanised area of Boston (USA) displayed preferences for low and mid-height vegetation 
cover (Colvin et al. 1996), while general vegetation density was a positive predictor for Norway 
rats in Salzburg, Austria (Traweger et al. 2006). In parklands of Buenos Aires, Norway rats were 
also strongly associated with high cover of trees and shrubs (Cavia 2006).  
 Cover by mown grass was a strong negative predictor in the models of rat and possum 
detections, and a relatively strong positive predictor in hedgehogs (albeit not statistically 
significant).  However, at the practical level, the effect size of Mown.Grass was comparatively 
very small due to its narrow interquartile range (between 0 and 3% cover). The data distribution 
was skewed this way because of innate differences between the habitat types; forest habitat had 
almost no mown grass cover, therefore a third of all stations recorded 0% cover, pulling the 
quartiles towards 0. The reason for the strong negative effect in rats and possums was likely due 
to the correlation between mown grass and residential habitat. Residential areas had by far the 
most mown grass cover recorded around each station, while also showing the fewest detections of 
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both rats and possums, and consequently greatly influenced the estimated effect. Whether the 
observed relationships were because of mown grass, or because of unmeasured residential habitat 
variables is indistinguishable due to the correlation between the two, although they may a function 
of both. Although this disproportionate data spread has likely influenced the positive (non-
significant) relationship observed for hedgehogs, a positive relationship is also expected based on 
previous research in rural and urban environments. Studies in the UK and France have shown 
hedgehogs preferentially select for lawn type habitat, as found in gardens and amenity parks  
(Hubert et al. 2011; Haigh et al. 2012; Haigh et al. 2013). The affiliation with this type of habitat 
has is likely due to the abundance of preferred food items, such as annelid worms (Wroot 1984; 
Doncaster 1994).  
 Trunk size (DBH) of the largest tree at each station was a potentially important, and strong, 
positive predictor for possums. Although not statistically significant, there was a high probability 
(90%) that the effect of DBH was positive. DBH has been identified as an important component 
of habitat selection by possums in urban parkland in Australia (Carthew et al. 2015). Possums can 
permanently inhabit non-forested areas, such as scrub and grassland (e.g. Warburton and Yockney 
2009; Glen et al. 2012), which could reduce the strength of association between possums and DBH, 
due to some level of habitat flexibility. However, the uncertainty surrounding the effect in my 
study may be due to the relatively low detection rate recorded outside of forest fragments. Forest 
fragments were by far the most preferred habitat of possums; this affiliation may outweigh the 
effects of DBH in forest habitat when population density is high. DBH was not indicated as 
important for any other predator species.  
 Increasing rock cover was associated with fewer detections of possums, but the certainty 
around the estimate was weak. The effect direction, although uncertain, does suggest that high 
rock cover may represent areas of poor habitat quality. Correlation between variables is a likely 
driver behind this result, as within Hamilton and Dunedin rock cover is highest in residential areas, 





 Effects of parameters specific to residential areas  
There were four variables specific to residential areas: presence/absence of compost, level of 
property maintenance, the proportion of native vs exotic plant biomass, and cover of garden beds. 
The presence of a compost heap or bin significantly increased the probability of detecting rats in 
a residential property. This relationship has been previously recorded in other urban Norway and 
ship rat populations (Traweger et al. 2006; Himsworth et al. 2013). Traweger et al. (2006) suggest 
that not only do compost heaps act as a food resource, but also as home refuges owing to the 
loose/soft soil which facilitates tunneling/nest building in Norway rats. It would be reasonable to 
assume that mice might also benefit from these resources, however, there was no association 
between compost and mice. This could be a result of interspecific competition between the two 
taxa; rats are bigger and can be aggressive competitors and potentially direct predators of mice 
(Barnett and Spencer 1951; Yom‐Tov et al. 1999; Bridgman et al. 2013). The smaller size of mice 
may also allow them to create nests in areas less suitable for rats. Hedgehogs also displayed no 
strong relationship with compost; non-discriminatory behaviour by urban hedgehogs in relation to 
compost heaps has also been observed by Williams et al. (2015), however, no suggestion was made 
as to why. Compost presence in this study was a combined grouping of compost heaps and compost 
bins, the latter of which are less accessible to hedgehogs than to rodents. Compost bins are often 
not fully enclosed, allowing rodents to burrow under the base to access the enclosed compost.  
 While the level of property maintenance, which encompassed evidence of lawn mowing, 
weeding, hedge trimming etc., did not significantly influence rat, mice, or hedgehog detections, 
the probability of detecting both rats and mice tended to decrease as property maintenance 
increased. Consistent with these trends, Traweger and Slotta-Bachmayr (2005) reported that well-
kept areas, such as gardens, were associated with reduced abundance of Norway rats but they did 
not differentiate between gardens. Langton et al. (2001) did find an association showing properties 
with unkept gardens had significantly higher prevalence of Norway rats. They also found the age 
of a property increased rat abundance, as a possible correlation to the mature complex gardens 
older properties often provide.  
 An increasing proportion of native to exotic vegetative cover had a strong negative effect 
on rat detections, but no credible trend in either mice or hedgehogs. As ship rats often persist in 
high numbers in the native bush of New Zealand (e.g. Daniel 1973; Innes et al. 2001; Sweetapple 
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and Nugent 2007), it seems unlikely that this is due to an aversion to native plant species. This 
relationship could rather signify a strong preference towards some types of exotic species often 
planted in residential gardens, or alternatively, an explanation could lie in the behaviour of the 
residential property owners. Property owners who place high value on native diversity may also 
be inclined to exhibit other conservation values, such as pest control; although, van Heezik et al. 
(2013) found no positive relationship between native plant diversity in private gardens and strong 
ecological values of householders. This does highlight where extra information could have been 
useful in this study, such as a brief questionnaire asking homeowners about their use of pest 
control. However, when recruiting backyards for the study, some homeowners allowed the use of 
their property only if they did not have to actively participate in the study.   
The proportion of ground cover consisting of garden beds displayed no statistically 
significant relationship with any predator species, despite the potential food resource they may in 
some cases provide, such as fruits and vegetables. This may be due to the structural simplicity of 
vegetable patches and flower beds.  
 
 Effect of city and habitat 
Differences in detection rates between cities, for all species, could not be fully explained by the 
covariates modelled. After adjusting for all covariates, rodent detections were significantly higher 
in Wellington, and hedgehog and possum detections were significantly higher in Dunedin, 
indicating that there may be additional (unmeasured) covariates explaining the observed 
differences between cities. While the variation is not fully explainable by the covariates in each 
model, I can theorise as to why these differences are present. As discussed in Chapter 2, predator 
control is likely a strong contributing factor explaining the very low possum detections in 
Wellington. The extent to which predator control efforts differ between the cities could also be 
contributing to rat detection, but is unlikely to directly affect mice or hedgehog numbers as their 
control is not prioritised by councils (although hedgehogs are frequently captured in some types 
of possum traps). Future modelling would benefit from the addition of current and historic control 
efforts. Other variables such as connectedness of green space (Braaker et al. 2014), size of forest 
patches and parks (Ekernas and Mertes 2006), and surrounding housing density (Villaseñor et al. 
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2014), which were not measured in our study, may also have contributed to unexplained 
differences between cities.  
 After accounting for the variance explained by covariates, there were also significant 
differences in detection probabilty (unexplained within the model) among habitat types for mice 
and possums, but not for hedgehogs or rats. Mouse detections in residential habitat were 
‘unexplainably’ lower than in amenity parks and forest patches, while detection rates of possums 
were ‘unexplainably’ higher in forest patches compared to amenity parks and residential areas. 
The cause of the difference in mice could be due to their interaction with cats, as described in 
Chapter 2. Their substantially shortened residential activity period may also reduce their 
exploration of novel areas and objects, lowering the chance they interacted with detection devices. 
However, as rats also displayed reduced activity windows in relation to cats, we should have seen 
a similar difference with respect to habitat type, but this was not the case. 
 
 Model performance and study limitations 
Of the four predator species models, the possum model performed the best: it was the only model 
to explain more than 50% of the variation in the data and was also least affected by the removal of 
random effects i.e. random variation between sites had little effect on the models predictive 
success. The strong association of possums with forest patches is likely the reason behind the 
predictive quality of the model, as a large majority of detections were recorded in forest patches, 
and in Dunedin. The near saturation of possum detections in Dunedin forest patches is likely to 
have diluted the effects of other predictors; it becomes difficult to determine a microhabitat 
preference if no matter the variation between microhabitats, a possum is always detected. While 
confirming the affinity of possums towards forest patches is indeed helpful, identifying other 
microhabitat preferences could also be useful, especially when possum numbers are lower.  
The main models of the remaining three species explained between 33% and 38% of the 
variation in the data (conditional R2), and were relatively reliant on the variance explained by 
random effects as all models displayed a reduction in explanatory power of greater than 12% when 
these were removed (marginal R2). This indicates that there were consistent trends that were not 
explained by the model covariates e.g. high detections in a transect due to a nearby food source. 
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This again displays the difficulty of determining small scale habitat preference in complex 
environments. 
Models often showed large differences in detection probability between seasons. In these 
analyses, the effect of season was assumed to be the same no matter the habitat or city (i.e. no 
interaction terms were specified). A three-way interaction of Season*City*Habitat.Type may have 
improved model success; however, three-way interactions can become unintuitive and difficult to 
interpret. In future modelling, an interaction of Season*Habitat.Type could also unveil interesting 
population dynamics between habitat types, as based on the observed detection rates, residential 
areas may show less variation between seasons compared with the other green spaces. 
Interestingly, a study on rat populations in Vancouver by Himsworth et al. (2014) found no 
significant relationship in Norway rat abundance or presence in relation to season. The study was 
conducted in a highly urbanised area (not in green space). The authors speculated that resource 
availability is less prone to seasonal influence in these areas, a sentiment which has been debated 
considerably in the literature (Feng and Himsworth 2014).  
Another notable aspect of model success was the associated error around the mean 
predictions. Within each city, residential habitat was the most stable, showing the narrowest 
confidence range around the mean predicted detection rate. This suggests that arbitrarily selected 
properties and streets may have been more similar to each other, compared with the independent 
forest fragments and amenity parks. Within Dunedin, heterogeneity of homologous habitat types 
is especially apparent within amenity parks; some transects were located in coastal dune habitat, 
and others in partially forested inland parks. Adding interactions between Habitat.Type and other 
covariates could also improve model fit. However, highly complex models, without extensive data, 
run the risk of overfitting. Overfitted models do not perform as well when applied to new data e.g. 
a different city or green space area (Hawkins 2004). Since an aim of this research was to identify 
parameters driving habitat selection, with the goal of improved pest management implementation, 
models that are both too complex and/or overfitted, will be of less use for application outside of 
the study locations.  
The data used in the analysis of this study were very complex, as ecological data often are 
(Legendre and Legendre 2012).  There were many different sources of interrelated variation, 
making strong conclusions from model outcomes very difficult. One of the main difficulties of the 
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data used in this chapter was discerning direct effects, due to correlations between the three habitat 
types and their respective microhabitat variables. For example, if forest patches have substantially 
more large trees than residential backyards, then upper canopy cover will, on average, be much 
higher in forest patches. If a given predator species shows a strong negative relationship with upper 
canopy cover, this may reflect a preference for residential habitat, rather than an avoidance of areas 
with greater upper canopy cover. Modelling separately for each habitat type is one potential 
response to this problem. However, this reduces the sample size of each model, and the ability to 
pool information across habitats is lost, both of which limit the credibility of associations. It is also 
more difficult to interpret results from many different models. Another avenue for analysis is 
ordination. Ordination methods are commonly used with complex environmental datasets to 
reduce the dimensionality of the data e.g. principal component analysis (PCA; e.g. Garden et al. 
2007). However, ordination was not used in this analysis as it does not account for random effects 
within the data i.e. transect lines/stations and can also make determining cause of effect difficult.  
Another factor affecting coefficient values is the spread of raw data values. Rare data 
points, at the limits of the distribution (e.g. 96% cover, when the majority of data lies between 0% 
and 5% cover), can become highly influential in the model, resulting in the overestimation of fitted 
values (Belsley et al. 2005); for example, if the only two sites with 96% cover register no predator 
detections, the resulting coefficient estimate might be overstated. More data would be needed to 
increase the certainty of the result. Although the data in this study was extensive, (480 stations 
with microhabitat descriptions), binary outcomes (i.e. presence/absence) provide very little 
information, in that we cannot assess how frequently a station was visited by any one species over 
the sampling period, and a one-time interaction with a device is weighted the same as repeated 
interactions over the sampling period.  
Given that the models were computed on the basis of binary outcomes (presence/absence), 
ideally there should be enough stations/data points that effects can be accurately estimated. 
However, the microhabitat data used were very complex, with vegetation cover divided into 
multiple growth forms and height tiers. The way in which cover was recorded added further 
uncertainty; vegetation was categorically classed in a nonlinear fashion, which then needed to be 
back-transformed onto a continuous scale (see 3.3 Methods). Across cities different researchers 
were responsible for cover estimation, which is relatively subjective. Repeated sampling events 
within each season, and seasonal microhabitat measurement would serve to strengthen results; 
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however, project cost is a primary limiting factor in this regard. Christie et al. (2006), who looked 
at microhabitat selection of stoats and ship rats in NZ, shared similar sentiments about data 
complexity, variable measurement, and the difficulty of complex model interpretation. The authors 
recommend reducing the number of microhabitat variables to better reflect biological mechanisms 
and to record variables using a continuous scale where possible, while stressing the importance of 
well thought out study design to facilitate robust statistical analysis.  
The most widely used detection methods in this study (chew cards and tracking tunnels) 
cannot distinguish between species of rat. As a consequence, the rat model is generalised over two 
species, ship and Norway rat, which consistently exhibit differences in behaviour and habitat 
selection (e.g. Barnett and Spencer 1951; Innes et al. 2001; Feng and Himsworth 2014). One fairly 
well-established habitat preference of Norway rats is their affiliation with streams and natural 
water bodies (Innes 2005a; Traweger et al. 2006), but the same preference is not apparent in ship 
rats. In our study, distance to water bodies was incorporated as a variable but was not important 
enough to be retained in the final model. This may reflect rat species differences, disrupting model 
accuracy. The land cover data used to inform on waterbody location was also quite coarse and did 
not include many small streams which were observed in person. Landcover data had to be used to 
ensure standardisation across cities, as I had no firsthand information within Hamilton or 
Wellington to show where the landcover data were deficient.  
In any future assessment of habitat preference and selection, one variable that could very 
well be a strong determinant is the presence of fruiting tree species. Fleshy fruits make can up a 
large proportion of the diet of rats and possums natural and rural habitats (Fitzgerald 1976; 
Sweetapple and Nugent 2007). This may also be true in residential areas, where larger-fruiting 
species such as apple or plum are more likely to occur. In rural habitats possums will significantly 
extend their home ranges to exploit fruit trees (Jolly 1976). In urban areas of Australia, possums 
are confirmed to use residential properties for access to fruit, vegetables, and compost, to 
supplement their diet (Harper 2006). As such, these variables would be recommended additions 






CHAPTER 4 General Discussion 
 
 










4.1 Restoration, urban biodiversity, and invasive mammalian predators 
Urban restoration efforts are becoming increasingly necessary given the current rate of urban 
expansion, and the negative effect urbanisation has on biodiversity (McKinney 2002; Seto et al. 
2012). Fortunately, interest in urban restoration has been steadily expanding in NZ. The restoration 
efforts within NZ aim to increase native biodiversity (especially birdlife), improve environmental 
aesthetics, connect people with nature, and enhance ecosystem services (Clarkson and Kirby 
2016).  
Invasive mammalian predators (IMPs) are one of the biggest threats to native biodiversity 
in NZ, and consequently, are of high importance when it comes to the success of urban restoration. 
IMPs have direct negative impacts on populations of their prey also threaten native biodiversity 
through competition with native species. Native birds (e.g. Morgan et al. 2011), lizards (e.g. 
Middlemiss 1995), large invertebrates such as wētā (e.g. Nottingham et al. 2019), and the less 
urban-prominent NZ bat species (Dekrout et al. 2014; O’Donnell et al. 2017), are all vulnerable to 
predation by IMPs. Possums, and to a lesser extent, rodents, can also have damaging impacts on 
native vegetation and subsequent regeneration (Wilson et al. 2003), stressing the multilevel 
impacts they may have on urban restoration success. As the effects of IMPs are undeniable, 
increasing knowledge around their prevalence and distribution in urban areas, especially in areas 
with high potential for biodiversity gains, i.e. large urban green spaces, is of high importance. A 
better understanding of the drivers of IMP distributions can lead to more efficient and effective 
control and monitoring operations, by councils, community groups and other NGOs. The 
optimisation of predator management will lead towards increased cost efficiency, which is 
essential given that funding is usually the most prominent limiting factor of conservation efforts 
(Joseph et al. 2008).  
With these issues in mind, the foundation of my research was to collect information that 
could lead to the improved management of urban IMPs; an important step towards the success of 




4.2 Predator distributions, detectability, and habitat preferences 
In this study, the mammalian predator communities of forest patches, amenity parks, and 
residential areas were investigated as part of a broad multidisciplinary urban research programme, 
which spanned three NZ cities: Hamilton, Wellington, and Dunedin. This project aimed to find 
what IMP species were present, their relative abundances, and their habitat preferences. 
Rats, mice, hedgehogs, possums, and cats were the most common predators found in the 
three cities. A notable exception was the near absence of possum detections in Wellington, which 
likely demonstrates the effect of long-term well-implemented pest control. However, this possum 
control may have relieved pressure on rats, allowing their population density to increase. Mustelids 
did not appear to be a major component of the predator composition of urban areas. However, the 
methods used in this study were perhaps not optimal for investigating their prevalence. Future 
research could employ a more targeted approach towards mustelids. 
There were some clear seasonal patterns observed between spring and autumn. Rodent 
detections were higher in autumn and were likely due to increased population numbers. Hedgehog 
detections were lower in autumn, this coincides with the period of reduced activity before 
hedgehogs enter hibernation in winter. Possums were also detected less often in autumn, but their 
change in detection was much less pronounced than the seasonal change in other species. Cats 
were generally detected more often in autumn than in spring. The detection rate of cats increased 
most dramatically in residential areas, likely owing to higher local activity rates, which may be 
due to decreased roaming behaviour as a response to environmental conditions (Horn et al. 2011). 
The substantially higher activity of residential cats in autumn may have led to the reduced/altered 
activity patterns that were observed in residential rodents; activity windows of residential rodents 
were shortened, compared to non-residential rodents, and coincided with periods of lowest cat 
activity, presumably as a response to increased predation pressure.  
In general, detection rates were inconsistent across habitat types in the three cities, in that 
the habitat with the highest detection rate of a species was often different between cities. However, 
residential habitat generally seemed to be the least preferred for rodents and possums, while 
hedgehogs did not show a clear preference for any habitat type. Comparing detection methodology, 
cameras were the most sensitive method. Nevertheless, using an array of methods is beneficial, 
especially when taking into consideration cost and ease of use.  
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In Chapter 3, I was able to create models to assess the habitat preferences of mice, rats, 
hedgehogs, and possums using complex microhabitat data. Rats and mice were associated with 
higher vegetation cover within the herb and shrub layer, while possums were strongly linked to 
forest patch habitat. Hedgehogs were generalist in their habitat use. While some parameters were 
strongly linked with species detections, such as low artificial cover, they were of low practical 
importance as the average quantity/variation of these parameters was very low across all habitats. 
For this reason, these parameters are less likely to play a major role in species distributions. 
Applying the models created in this section to new data would be a good measure of how 
applicable these results are to other similar urban spaces, as well as determining whether these 
models accurately represent each species’ preferences.  
In future research, there are a few methodological changes that would benefit a study of 
similar design to the one conducted in this thesis. Taking multiple independent surveys per season 
e.g. three sampling events would strengthen the credibility of the findings by reducing the effect 
of randomness i.e. due to weather, individual behaviour etc. Recording microhabitat data on a 
continuous scale or with linear increments may also reduce endogenous variance in the data. 
However, I would recommend the use of Bayesian statistics for future analyses, as it allows for 
fundamentally intuitive and direct statements of probability to be made concerning the certainty 
surrounding each result.  
The methods used to detect predators in this study were index-based methods, i.e. they do not 
give population densities.  While some of these indices have been previously shown to be 
correlated with the density of predator species in non-urban habitats (e.g. Brown et al. 1996; 
Forsyth et al. 2018), tracking rates can be influenced by many factors (Ruffell, Innes, and Didham 
2015). It is plausible that the relationship between detection rate and population density is 
significantly different in urban areas given the highly modified environment. Investigating this 
relationship could be quite beneficial moving forward, especially for hedgehogs for which there 
has been no link established between tracking rates and density, as density estimation can open 




4.3 Applicability of findings 
4.3.1 Control 
In general, control efforts should ideally be aimed at the full suite of common mammalian 
predators where possible, to reduce potentially adverse outcomes as a result of competitive release, 
such as the increase in rat abundance after possum control (e.g. Ruscoe et al. 2011), which may 
have been observed in Wellington forest patches in this study. However, controlling all predators 
may not always be feasible, especially if conducted by groups with few resources available to 
them, such as community groups. Although this study did not investigate trapping probability, I 
have assumed that areas with higher species detection would also experience higher trap catches. 
The following recommendations are based primarily upon the results of this research. 
Possums are likely to be the most easily controlled species, given their strong and selective 
habitat preferences, and the success of previous urban possum control operations; for example, 
Miramar peninsula (GWRC 2005). Patches of forested area appear to be the hotspots of possum 
populations, and thus the majority of control should be focused in these areas. However, some 
control will be needed in parks and other partially forested areas, and residential control should be 
encouraged among householders who have properties that are likely to support possums i.e. 
complex gardens with trees. High importance should be placed on areas that may act as reinvasion 
pathways into urban areas, such as bush corridors. While microhabitat features do not appear 
overtly important from my results, other studies show that areas with large trees and den 
availability are important (Harper 2006; Carthew et al. 2015). These preferences may be more 
important where possum numbers are lower and there is less competition for good quality habitat. 
My results did show that possums are more likely to be found in amenity parks close to patches of 
bush, and thus, possum control in these areas should be prioritised above parks with low tree 
numbers and which are distant from forests.  
 Hedgehogs displayed no strong preferences for any of the microhabitat variables measured 
in this study, emphasising their generalist habitat use. They were, however, associated with parks 
that were close to forest patches. Proximity to forest patches may facilitate the movement of 
hedgehogs through increased connectedness, and as such, areas, where connectivity is high 
between green spaces, are of potentially high importance for control. The ubiquitous distribution 
of hedgehogs calls for widespread control. Hedgehogs were also the species most likely to be 
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detected in residential properties (besides cats), drawing attention to how effective residential 
property owners could be at reducing urban hedgehog populations if they participated in control 
efforts. However, hedgehogs are often valued by people who are unaware of the threats they pose 
towards native wildlife. Hedgehogs are often cited as helpful for gardeners as they prey on 
agricultural pests such as slugs and snails. Gardeners may not know that carabid beetles are also 
voracious predators of these molluscs (Bohan et al. 2000), but carabid beetles are also heavily 
preyed upon by hedgehogs (Nottingham et al. 2019). Educating property owners about the threats 
hedgehogs pose could prove very useful for gaining support for hedgehog control, as well as 
persuading householders to participate in control themselves. Because hedgehogs reduce their 
activity in autumn, it may be best to target hedgehogs as they re-emerge from hibernation in spring; 
however, continuous control from the end of hibernation to the beginning of their activity decline 
would be most beneficial, ensuring breeding success is minimised.  
 Both rats and mice may be best controlled after winter when population numbers are 
lowest, as indicated by the much lower detections during autumn in this study. Generally, rodent 
detections were lowest in residential areas; therefore, controlling these populations in forest and 
amenity park habitat may disproportionately reduce numbers. Traps should be placed in areas with 
high quantities of low vegetation cover. These species are also likely to be voluntarily controlled 
by property owners. While highly maintained properties seemed to be less preferable for rodents 
over more unkempt properties, the later can be of greater benefit to overall biodiversity 
(Jaganmohan et al. 2013). With practices such as ‘wildlife gardening’ recommended by urban 
ecologists (e.g. Goddard et al. 2013), which encourages homeowners to use practices which 
facilitate biodiversity i.e. letting lawns grow, weeding less, planting natives (van Heezik et al. 
2012; Jaganmohan et al. 2013; Lindemann-Matthies and Marty 2013), it is important that a 
proactive approach to rodent control is taken alongside such practices. As a final note, residential 
property owners should also be encouraged to use rodent-proof composting methods to limit the 
access rodents have to valuable food resources. 
 
4.3.2 Monitoring  
Because this study used a variety of monitoring methods, we were able to compare how well each 
method fared with respect to the various predator species detected. Using multiple devices to 
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monitor a suite of different predator species, as done in this study, is cost and time effective and is 
recommended in any future monitoring programmes. However, if species-specific monitoring is 
to occur, there are a few suggestions that can be made. The most prominent recommendations are 
regarding hedgehogs and possums. For hedgehogs, tracking tunnels were the most effective 
method, detecting a higher proportion of hedgehogs than any other species/method combination, 
with the exception of cameras. Chew cards were very inefficient at detecting hedgehogs and thus 
would not be highly recommended; however, this inefficiency may have been due to the height 
chew cards were deployed at (30 cm), as chew cards placed at a height of 20 cm may be more 
effective (Nottingham et al. 2020). Conversely, chew cards were very effective at detecting 
possums while tunnels were not. For rodents, tunnels were slightly more effective than chew cards 
for detecting mice, and chew cards were more effective for rats; as also concluded by Sweetapple 
and Nugent (2011). Chew cards are the easiest method to deploy and the most resilient to damage 
from non-target species and weather; tracking cards can get wet and are easily damaged, which 
can make them hard to interpret. However, the footprints left in tracking tunnels can be easier to 
interpret than the teeth imprints left on chew cards, especially as marks from one species can be 
obscured or removed by another species (Sweetapple and Nugent 2011). 
Camera traps were the most effective device for detection of all species. While camera 
traps proved their worth as effective detection devices, they have other qualities that also make 
them potentially important tools for pest control and monitoring. From personal experience, 
assessing data captured by camera traps can be very engaging and provides a much more tangible 
appreciation of which species are occupying an area. Pictures of a rat interacting with a tunnel 
added a new level of excitement/enthusiasm overseeing rat footprints on tracking cards. For 
community groups, adding this extra level of interaction through the use of camera traps could 
stimulate greater involvement of residential participants. Ideally, funding to local communities 
could allow the purchase of camera traps which could be shared around households, allowing 
residents to identify predators present in their own backyard. Forrester et al. (2017) found that 
following volunteer involvement in a study using camera trap footage, participants were >80% 
more likely to discuss local mammals or mammal conservation; although, this was not compared 
to other methods. If the use of cameras could result in a similarly increased positive discussion 
about mammal control in urban NZ, cameras could become a major tool for recruiting people to 
become “household trappers” and ultimately lead to lower urban predator numbers.   
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4.4 Future research 
There are many interesting avenues to explore regarding further research on urban mammalian 
predators in NZ. As an extension to this research, models could be continually updated as new 
information is obtained. For example, as predator control is implemented and increased, it will be 
interesting to observe how these efforts are affecting predator numbers and to determine whether 
any shifts in animal behaviour occur as population densities change. It is important to ascertain 
whether populations are significantly impacted by the level of control implemented. Another 
aspect should be measuring the outcomes of predator control on biodiversity: how do areas with 
high and low density/detectability of predators compare? A better understanding of home range, 
patch use, and dispersal, using GPS and radio tracking, could prove very valuable for predator 
control, and may be especially useful for investigating the spatial use of urban habitat by mustelids, 
which seem to occur at very low densities.  
 
4.5 Conclusion 
This study led to the identification of four key invasive mammalian predators that inhabit major 
urban green spaces. The broadscale, multi-city approach of this study expands the applicability 
these findings to other cities in NZ. Mice, rats, hedgehogs, possums, and cats were present in all 
cities and habitat types, while mustelids were very uncommon. Broadscale and microhabitat 
variables, such as proximity to forest patches, significantly influenced the probability of detecting 
each of these predators. The research process during this thesis also revealed many of the 
challenges that surround ecological modelling, especially when using highly complex data.  
With predator-free initiatives gaining momentum in many urban areas around NZ, 
including Dunedin, Hamilton, and Wellington, the results in this thesis will become increasingly 
valuable as the need for highly efficient trapping and monitoring programmes become more and 
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Appendix A: appendices for Chapter 2 
 
A.1 Residential planning and Liaison  
Following the identification of preferred residential property transect lines (established residential 
areas with significant vegetation and not too close to large forest patches), a handout detailing the 
scope of the study and what would be required of property owners if they opted into the study, was 
delivered to all properties along the line of interest (Figure A.1).  After roughly a week, the 
recruitment process began, which involved going door to door and asking if the residents were 
interested in participating in the study. Interested residents were given a brief rundown of the 
project and what would be expected of them if they decided to participate (i.e. access to property 
for researchers, detection devices in the backyard, use of lures). Door knocking was least 
successful on a Friday afternoon, and most successful on Saturday and Sundays from mid-morning 
onwards, as residents were most often home, and willing to listen.  
For the duration of the study, participants were kept updated on sampling dates, thanked 
for their involvement, and given simple summaries of what was recorded in their neighborhood 






















A.2 Habitat assessment 
 




 Residential micro habitat assessment sheet 
139 
 
Appendix B: appendices for Chapter 3 
 
B.1 Rat: Model summaries and extra material 
 Rat detection: summary statistics from the main rat model 
Summary statistics for coefficients of the parameters in the main rat model. Odds ratio (OR) is calculated 
at the median posterior density. Credible intervals (CI) are highest posterior density intervals (HDI) at the 
90% level (5% - 95%). Prob < 1 and Prob >1 are the MPE values for the negative and positive predictors. 
Statistical significance is denoted by a * and bold text, when the 90% CI does not include 1. ESS is the 
effective sample size, a measure of sampling efficiency in the Markov Chains. Rhat is a convergence 
diagnostic which should be = 1 ± 0.05. 
Parameter OR CI Prob < 1 Prob > 1 Sig (90%) ESS Rhat 
Intercept 0.40 0.13 - 1.23 0.91  * 7386 1.00  
Season: Autumn 3.23 2.41 - 4.36  1 * 15647 1.00  
Hamilton 0.36 0.08 - 1.7 0.86   6236 1.00  
Dunedin 0.08 0.02 - 0.46 0.99  * 5362 1.00  
Forest 2.07 0.52 - 7.33  0.83  4948 1.00  
Residential 1.82 0.44 - 8.81  0.75  5470 1.00  
Method: Cards 0.36 0.24 - 0.53 1  * 20253 1.00  
Field_km 2.15 0.77 - 5.97  0.89  7621 1.00  
ResFor 0.05 0 - 0.59 0.98  * 11142 1.00  
AmenFor 7.03 2.02 - 25.2  1 * 8048 1.00  
Leaf.Litter 0.42 0.2 - 0.86 0.98  * 13519 1.00  
Mown.Grass 0.15 0.04 - 0.52 0.99  * 14135 1.00  
Low.Artificial.Cover 0.08 0.01 - 0.4 1  * 17692 1.00  
Shrub.Layer 5.68 2.1 - 16.47  1 * 15240 1.00  
Shrubs_Shrub.Layer 0.03 0 - 0.22 1  * 16114 1.00  
Hamilton: Forest 0.44 0.05 - 3.65 0.75   5786 1.00  
Dunedin: Forest 1.31 0.14 - 12.73  0.58  5517 1.00  
Hamilton: Residential 2.35 0.2 - 21.8  0.73  6659 1.00  
Dunedin: Residential 9.18 0.91 - 85.22 
 


















 Rat detection: summary statistics from the residential rat model 
Summary statistics for coefficients of the parameters in the residential rat model. Odds ratio (OR) is 
calculated at the median posterior density. Credible intervals (CI) are highest posterior density intervals 
(HDI) at the 90% level (5% - 95%). Prob < 1 and Prob >1 are the MPE values for the negative and positive 
predictors. Statistical significance is denoted by a * and bold text, when the 90% CI does not include 1. 
ESS is the effective sample size, a measure of sampling efficiency in the Markov Chains. Rhat is a 
convergence diagnostic which should be = 1 ± 0.05. 
Parameter OR CI Prob < 1 Prob > 1 Sig (90%) ESS Rhat 
Intercept 3.01 0.5 - 15.68  0.86  19833 1.00 
Season: Autumn 1.26 0.75 - 2.12  0.77  40343 1.00 
Hamilton 0.83 0.2 - 3.29 0.59   13340 1.00 
Dunedin 0.40 0.11 - 1.36 0.9  + 13415 1.00 
Method: Cards 0.46 0.22 - 0.92 0.96  * 30529 1.00 
Field_km 2.36 0.88 - 7.15  0.93 + 12630 1.00 
Forest_km 0.07 0.01 - 0.5 0.99  * 17020 1.00 
Maintenance level: 2 0.57 0.21 - 1.47 0.83   13707 1.00 
Maintenance level: 3 0.56 0.17 - 1.91 0.8   13171 1.00 
Compost: Yes 2.56 1.17 - 5.72  0.98 * 13672 1.00 
NativeP 0.17 0.04 - 0.89 0.97  * 17667 1.00 
Beds 0.22 0.01 - 4.31 0.8   17592 1.00 
Leaf.Litter 0.23 0.04 - 1.25 0.92  + 18579 1.00 
Mown.Grass 0.07 0.01 - 0.35 1  * 14122 1.00 
Low.Artificial.Cover 0.03 0 - 0.28 1  * 15562 1.00 
Shrub.Layer 3.10 0.23 - 34.49  0.77  21527 1.00 
Shrubs_Shrub.Layer 0.04 0 - 2.56 0.9 
 



























 Rat detection: summary statistics from the full rat model 
Summary statistics for coefficients of the parameters in the initial rat model. Odds ratio (OR) is calculated 
at the median posterior density. Credible intervals (CI) are highest posterior density intervals (HDI) at the 
90% level (5% - 95%). Prob < 1 and Prob >1 are the MPE values for the negative and positive predictors. 
Bolded parameters were retained for use in the main model due to having > .85 MPE value or are essential 
factors. ESS is the effective sample size, a measure of sampling efficiency in the Markov Chains. Rhat is a 
convergence diagnostic which should be = 1 ± 0.05. 
Parameter OR CI Prob < 1 Prob > 1 Retained ESS Rhat 
Intercept 2.20 0.3 - 19.7  0.74  10045 1.00 
Season: Spring 0.29 0.21 - 0.39 1  * 20696 1.00 
Hamilton 0.16 0.02 - 1.3 0.93  * 9847 1.00 
Dunedin 0.05 0 - 0.65 0.97  * 10356 1.00 
Amenity 0.50 0.12 - 2 0.8   10359 1.00 
Residential 1.03 0.23 - 4.73  0.51  11668 1.00 
Method: Cards 0.34 0.23 - 0.52 1  * 27092 1.00 
Field_km 2.52 0.77 - 8.84  0.89 * 12908 1.00 
DunCoast 1.40 0.66 - 3.04  0.77  11818 1.00 
WelCoast 0.98 0.55 - 1.79 0.52   10648 1.00 
Freshwater_km 1.07 0.69 - 1.68  0.6  10150 1.00 
ResFor 0.04 0 - 0.62 0.98  * 18512 1.00 
AmenFor 12.66 2.83 - 59.1  1 * 13711 1.00 
DBH_sc 0.73 0.27 - 1.95 0.7   22017 1.00 
Leaf.Litter 0.26 0.1 - 0.75 0.99  * 20174 1.00 
Rock 2.17 0.31 - 15.2  0.74  21623 1.00 
Bare.Soil 0.44 0.07 - 2.63 0.77   21147 1.00 
Woody.Debris 0.51 0.03 - 9.76 0.65   24078 1.00 
Mown.Grass 0.13 0.03 - 0.54 0.99  * 19505 1.00 
Low.Artificial.Cover 0.07 0.01 - 0.37 1  * 22203 1.00 
Herb.Layer 0.71 0.13 - 4.13 0.63   13877 1.00 
Shrub.Layer 4.24 0.69 - 23.6  0.91 * 13959 1.00 
Lower.Canopy.Layer 2.22 0.14 - 32.0  0.69  12499 1.00 
Upper.Canopy.Layer 2.23 0.1 - 52.7  0.66  14112 1.00 
Total.Cover 2.21 0 - 2580  0.57  12654 1.00 
Fern_Herb.Layer 1.53 0.22 - 8.78  0.65  18500 1.00 
ForbGraminoid_Herb.Layer 0.97 0.27 - 3.32 0.52   18783 1.00 
Shrubs_Herb.Layer 0.36 0.01 - 9.33 0.7   21670 1.00 
Shrubs_Shrub.Layer 0.05 0 - 0.42 0.99  * 19631 1.00 
Tree_Herb.Layer 0.51 0.05 - 4.57 0.7   20272 1.00 
Tree_Shrub.Layer 2.04 0.48 - 8.24  0.8  18784 1.00 
Hamilton: Amenity 1.70 0.17 - 16.0  0.65 * 11281 1.00 
Dunedin: Amenity 0.64 0.05 - 7.24 0.62  * 12113 1.00 
Hamilton: Residential 5.47 0.45 - 65  0.87 * 12933 1.00 
Dunedin: Residential 9.90 0.79 - 121 
 




Figure B.1 Rat detection: Posterior distribution of main model parameters 
Posterior distribution of coefficient values for parameters in the main rat detection model. The 





Figure B.2 Rat detection: Posterior distribution of residential model parameters 
Posterior distribution of coefficient values for parameters in the main rat detection model. The 
distribution values are on the linear scale.  
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B.2 Mouse: Model summaries and extra material 
 Mouse detection: summary statistics from the main mouse model 
Summary statistics for coefficients of the parameters in the main mouse model. Odds ratio (OR) is 
calculated at the median posterior density. Credible intervals (CI) are highest posterior density intervals 
(HDI) at the 90% level (5% - 95%). Prob < 1 and Prob >1 are the MPE values for the negative and positive 
predictors. Statistical significance is denoted by a * and bold text, when the 90% CI does not include 1. A 
‘+’ indicates variables with high probability of effect; MPE is > 90% but CI includes 1. ESS is the effective 
sample size, a measure of sampling efficiency in the Markov Chains. Rhat is a convergence diagnostic 
which should be = 1 ± 0.05. 
Parameter OR CI Prob < 1 Prob > 1 Sig (90%) ESS Rhat 
Intercept 0.12 0.04 - 0.34 1  * 7165 1.00  
Season: Autumn 5.17 3.84 - 7.08  1 * 11303 1.00  
Hamilton 1.06 0.29 - 3.67  0.53  5345 1.00  
Wellington 2.07 0.68 - 6.46  0.86  6039 1.00  
Amenity 1.50 0.41 - 5.21  0.7  6010 1.00  
Residential 0.35 0.09 - 1.32 0.9  + 6217 1.00  
Method: Camera 1.16 0.79 - 1.72  0.73  25981 1.00  
Field_km 0.59 0.26 - 1.36 0.86   10877 1.00  
Leaf.Litter 0.40 0.19 - 0.88 0.97  * 14102 1.00  
Low.Artificial.Cover 0.33 0.08 - 1.32 0.91  * 22660 1.00  
Herb.Layer 3.53 1.65 - 7.67  1 * 13475 1.00  
Shrubs_Herb.Layer 8.63 0.53 - 148  0.9 + 19967 1.00  
Tree_Herb.Layer 0.02 0 - 0.24 1  * 19314 1.00  
Tree_Shrub.Layer 1.89 0.67 - 5.69  0.84  18492 1.00  
Hamilton: Amenity 0.44 0.08 - 2.72 0.78   6032 1.00  
Wellington: Amenity 0.88 0.19 - 4.18 0.56   6191 1.00  
Hamilton: Residential 0.41 0.07 - 2.71 0.79   6465 1.00  
















 Mouse detection: summary statistics from the residential mouse model 
Summary statistics for coefficients of the parameters in the residential mouse model. Odds ratio (OR) is 
calculated at the median posterior density. Credible intervals (CI) are highest posterior density intervals 
(HDI) at the 90% level (5% - 95%). Prob < 1 and Prob >1 are the MPE values for the negative and positive 
predictors. Statistical significance is denoted by a * and bold text, when the 90% CI does not include 1. 
ESS is the effective sample size, a measure of sampling efficiency in the Markov Chains. Rhat is a 
convergence diagnostic which should be = 1 ± 0.05. 
Parameter OR CI Prob < 1 Prob > 1 Sig (90%) ESS Rhat 
Intercept 0.25 0.04 - 1.57 0.9  + 15605 1.00 
Hamilton 0.10 0.02 - 0.44 1  * 9605 1.00 
Dunedin 0.21 0.05 - 0.71 0.98  * 10615 1.00 
Season: Autumn 4.57 2.51 - 8.18  1 * 13865 1.00 
Method: Cards 1.89 0.82 - 4.46  0.9 + 29951 1.00 
Field_km 0.17 0.04 - 0.68 0.99  * 11514 1.00 
Leaf.Litter 0.71 0.1 - 4.68 0.62   15794 1.00 
Herb.Layer 2.92 0.6 - 15.65  0.88 * 12061 1.00 
Tree_Herb.Layer 0.00 0 - 1.56 0.94  + 25430 1.00 
Shrubs_Herb.Layer 0.54 0 - 141.2 0.57   25000 1.00 
Tree_Shrub.Layer 1.32 0.07 - 22.32  0.56  18546 1.00 
NativeP 1.42 0.29 - 6.24  0.64  18630 1.00 
Low.Artificial.Cover 0.20 0.03 - 1.37 0.92  + 21026 1.00 
Beds 3.34 0.19 - 60.53  0.76  18425 1.00 
Maintenance level: 2 0.70 0.27 - 1.82 0.73   14152 1.00 
Maintenance level: 3 0.42 0.12 - 1.36 0.89   13606 1.00 
















 Mouse detection: summary statistics from the full mouse model 
Summary statistics for coefficients of the parameters in the initial mouse model. Odds ratio (OR) is 
calculated at the median posterior density. Credible intervals (CI) are highest posterior density intervals 
(HDI) at the 90% level (5% - 95%). Prob < 1 and Prob >1 are the MPE values for the negative and positive 
predictors. Bolded parameters were retained for use in the main model due to having > .85 MPE value or 
are essential factors. ESS is the effective sample size, a measure of sampling efficiency in the Markov 
Chains. Rhat is a convergence diagnostic which should be = 1 ± 0.05. 
Parameter OR CI Prob < 1 Prob > 1 Retained ESS Rhat 
Intercept 0.48 0.07 - 3.09 0.74   4637 1.00 
SeasonAutumn2018 5.74 4.17 - 7.93  1 * 8968 1.00 
Hamilton 0.10 0.02 - 0.67 0.98  * 4062 1.00 
Dunedin 0.31 0.06 - 1.83 0.86  * 4534 1.00 
Forest 1.17 0.34 - 4.23  0.58  5214 1.00 
Amenity 1.08 0.3 - 4.19  0.54  5105 1.00 
Method: Cards 0.83 0.55 - 1.27 0.77   14390 1.00 
Field_km 0.44 0.15 - 1.21 0.91  * 5448 1.00 
DunCoast 0.76 0.41 - 1.36 0.78   6194 1.00 
WelCoast 0.79 0.5 - 1.24 0.81   4564 1.00 
Freshwater_km 0.84 0.59 - 1.19 0.79   4933 1.00 
ResFor 0.33 0.03 - 3.34 0.79   6458 1.00 
AmenFor 1.37 0.44 - 4.21  0.68  6135 1.00 
DBH_sc 1.56 0.65 - 3.8  0.8  9279 1.00 
Leaf.Litter 0.47 0.18 - 1.21 0.91  * 9066 1.00 
Rock 1.01 0.14 - 7.15  0.5  10417 1.00 
Bare.Soil 0.68 0.12 - 3.53 0.66   10413 1.00 
Woody.Debris 2.12 0.15 - 24.37  0.69  11516 1.00 
Mown.Grass 0.48 0.12 - 1.67 0.83   9940 1.00 
Low.Artificial.Cover 0.27 0.05 - 1.16 0.92  * 11753 1.00 
Herb.Layer 2.99 0.71 - 13.53  0.89 * 6610 1.00 
Shrub.Layer 1.85 0.44 - 7.3  0.76  7648 1.00 
Lower.Canopy.Layer 0.61 0.09 - 4.04 0.66   6521 1.00 
Total.Cover 0.13 0 - 22.83 0.74   6330 1.00 
Fern_Herb.Layer 1.04 0.21 - 5.56  0.51  9363 1.00 
ForbGraminoid_Herb.Layer 1.85 0.61 - 5.97  0.82  7918 1.00 
Shrubs_Herb.Layer 8.92 0.36 - 172  0.88 * 11781 1.00 
Shrubs_Shrub.Layer 2.86 0.43 - 18.54  0.82  9234 1.00 
Tree_Herb.Layer 0.03 0 - 0.36 0.99  * 10844 1.00 
Tree_Shrub.Layer 2.47 0.67 - 9.33  0.87 * 9197 1.00 
Hamilton: Forest 3.49 0.45 - 26.61  0.85  5239 1.00 
Dunedin: Forest 1.91 0.24 - 15.45  0.7  5616 1.00 
Hamilton: Amenity 1.81 0.26 - 14.22  0.69  5007 1.00 






Figure B.3 Mouse detection: Posterior distribution of main model parameters 
Posterior distribution of coefficient values for parameters in the main mouse detection model. The 
distribution values are on the linear scale.  
 
 
Figure B.4 Mouse detection: Posterior distribution of residential model parameters 
Posterior distribution of coefficient values for parameters in the main mouse detection model. The 
distribution values are on the linear scale.  
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B.3 Hedgehog: Model summaries and extra material 
 Hedgehog detection: summary statistics from the main hedgehog model 
Summary statistics for coefficients of the parameters in the main hedgehog model. Odds ratio (OR) is 
calculated at the median posterior density. Credible intervals (CI) are highest posterior density intervals 
(HDI) at the 90% level (5% - 95%). Prob < 1 and Prob >1 are the MPE values for the negative and positive 
predictors. Statistical significance is denoted by a * and bold text, when the 90% CI does not include 1. A 
‘+’ indicates variables with high probability of effect; MPE is > 90% but CI includes 1. ESS is the effective 
sample size, a measure of sampling efficiency in the Markov Chains. Rhat is a convergence diagnostic 
which should be = 1 ± 0.05. 
Parameter OR CI Prob < 1 Prob > 1 Sig (90%) ESS Rhat 
Intercept 1.98 0.87 - 4.4  0.92 + 9854 1.00  
Season: Autumn 0.30 0.23 - 0.4 1  * 18796 1.00  
Hamilton 0.16 0.06 - 0.41 1  * 10605 1.00  
Wellington 0.12 0.05 - 0.28 1  * 9840 1.00  
Amenity 2.64 1.07 - 6.66  0.96 * 9916 1.00  
Residential 1.66 0.7 - 3.99  0.84  9967 1.00  
Method: Camera 1.89 1.33 - 2.74  1 * 29199 1.00  
AmenFor 0.27 0.09 - 0.83 0.98  * 12783 1.00  
Rock 0.31 0.04 - 2.12 0.85   26403 1.00  
Bare.Soil 0.43 0.09 - 2.26 0.81   25315 1.00  
Mown.Grass 2.41 0.81 - 6.77  0.91 + 22907 1.00  
Low.Artificial.Cover 0.21 0.07 - 0.67 0.99  * 21062 1.00  



















 Hedgehog detection: summary statistics from the residential hedgehog 
model 
Summary statistics for coefficients of the parameters in the residential hedgehog model. Odds ratio (OR) 
is calculated at the median posterior density. Credible intervals (CI) are highest posterior density intervals 
(HDI) at the 90% level (5% - 95%). Prob < 1 and Prob >1 are the MPE values for the negative and positive 
predictors. Statistical significance is denoted by a * and bold text, when the 90% CI does not include 1. 
ESS is the effective sample size, a measure of sampling efficiency in the Markov Chains. Rhat is a 
convergence diagnostic which should be = 1 ± 0.05. 
Parameter OR CI Prob < 1 Prob > 1 Sig (90%) ESS Rhat 
Intercept 2.31 0.36 - 14.38  0.77  17257 1.00 
Season: Autumn 0.17 0.09 - 0.3 1  * 15851 1.00 
Hamilton 1.96 0.27 - 14.2  0.73  13735 1.00 
Dunedin 27.85 4.83 – 182  1 * 12158 1.00 
Method: Cards 0.38 0.18 - 0.79 0.98  * 28974 1.00 
Maintenance level: 2 1.00 0.31 - 3.38  0.5  14407 1.00 
Maintenance level: 3 0.75 0.19 - 2.69 0.64   14375 1.00 
Compost: Present 0.53 0.2 - 1.29 0.88  + 17456 1.00 
Forest_km 0.39 0.03 - 5.72 0.73   16041 1.00 
Rock 0.12 0 - 22.43 0.76   24090 1.00 
Bare.Soil 0.30 0.01 - 12.34 0.7   18114 1.00 
Mown.Grass 2.46 0.42 - 14.15  0.8  17090 1.00 
Low.Artificial.Cover 0.12 0.02 - 0.8 0.97  * 15710 1.00 
NativeP 0.37 0.07 - 2.22 0.83   16857 1.00 
Beds 1.02 0.04 - 32.64  0.5  18218 1.00 
















 Hedgehog detection: summary statistics from the full hedgehog model 
Summary statistics for coefficients of the parameters in the initial hedgehog model. Odds ratio (OR) is 
calculated at the median posterior density. Credible intervals (CI) are highest posterior density intervals 
(HDI) at the 90% level (5% - 95%). Prob < 1 and Prob >1 are the MPE values for the negative and positive 
predictors. Bolded parameters were retained for use in the main model due to having > .85 MPE value or 
are essential factors. ESS is the effective sample size, a measure of sampling efficiency in the Markov 
Chains. Rhat is a convergence diagnostic which should be = 1 ± 0.05.  
Parameter OR CI Prob < 1 Prob > 1 Retained ESS Rhat 
Intercept 11.01 3.2 - 39.25  1 * 7325 1.00 
Season: Autumn 0.29 0.22 - 0.38 1  * 14756 1.00 
Wellington 0.12 0.05 - 0.33 1  * 6381 1.00 
Hamilton 0.16 0.06 - 0.43 1  * 6865 1.00 
Forest 0.36 0.12 - 0.97 0.95  * 6203 1.00 
Residential 0.81 0.22 - 2.95 0.61   6944 1.00 
Method: Cards 0.55 0.38 - 0.81 1  * 22331 1.00 
Field_km 0.98 0.36 - 2.7 0.51   8118 1.00 
ResFor 0.58 0.08 - 4.35 0.67   9332 1.00 
AmenFor 0.31 0.1 - 0.95 0.96  * 7817 1.00 
Leaf.Litter 0.85 0.35 - 2.01 0.62   14610 1.00 
Rock 0.22 0.03 - 1.87 0.89  * 17881 1.00 
Bare.Soil 0.28 0.05 - 1.75 0.88  * 17846 1.00 
Woody.Debris 2.03 0.19 - 19.7  0.7  19805 1.00 
Mown.Grass 3.25 1.03 - 10.2  0.96 * 17184 1.00 
Low.Artificial.Cover 0.19 0.05 - 0.7 0.99  * 17575 1.00 
Herb.Layer 0.56 0.13 - 2.11 0.76   9839 1.00 
Shrub.Layer 0.67 0.18 - 2.64 0.69   11617 1.00 
Lower.Canopy.Layer 2.64 0.45 - 16.4  0.81  10613 1.00 
Total.Cover 0.69 0.01 - 53.3 0.55   9922 1.00 
Fern_Herb.Layer 0.46 0.08 - 2.72 0.77   15717 1.00 
ForbGraminoid_Herb.Layer 0.69 0.22 - 2.12 0.7   14882 1.00 
Shrubs_Herb.Layer 0.21 0.01 - 5.89 0.79   21075 1.00 
Shrubs_Shrub.Layer 3.44 0.57 - 20.6  0.87 * 17095 1.00 
Tree_Herb.Layer 0.30 0.03 - 3.55 0.8   19331 1.00 












Figure B.5 Hedgehog detection: Posterior distribution of main model parameters 
Posterior distribution of coefficient values for parameters in the main hedgehog detection model. The 
distribution values are on the linear scale.  
 
 
Figure B.6 Hedgehog detection: Posterior distribution of residential model parameters 
Posterior distribution of coefficient values for parameters in the residential mouse detection model. The 
distribution values are on the linear scale.  
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B.4 Possum: Model summaries and extra material 
 Possum detection: summary statistics from the main possum model 
Summary statistics for coefficients of the parameters in the main possum model. Odds ratio (OR) is 
calculated at the median posterior density. Credible intervals (CI) are highest posterior density intervals 
(HDI) at the 90% level (5% - 95%). Prob < 1 and Prob >1 are the MPE values for the negative and positive 
predictors. Statistical significance is denoted by a * and bold text, when the 90% CI does not include 1. A 
‘+’ indicates variables with high probability of effect; MPE is > 90% but CI includes 1. ESS is the effective 
sample size, a measure of sampling efficiency in the Markov Chains. Rhat is a convergence diagnostic 
which should be = 1 ± 0.05. 
Parameter OR CI Prob < 1 Prob > 1 Sig (90%) ESS Rhat 
Intercept 3.33 0.98 - 11.7  0.95 + 9146 1.00  
Season: Autumn 0.43 0.24 - 0.71 1  * 12957 1.00  
Hamilton 0.13 0.04 - 0.45 1  * 6066 1.00  
Forest 255.00 31.5 - 2019  1 * 5969 1.00  
Residential 0.05 0.01 - 0.46 0.99  * 6506 1.00  
Method: Cards 0.23 0.12 - 0.46 1  * 14171 1.00  
Field_km 0.30 0.04 - 2.18 0.86   8994 1.00  
AmenFor 0.07 0.02 - 0.25 1  * 8672 1.00  
ResFor 39.64 1.45 - 921  0.97 * 7163 1.00  
DBH_sc 2.95 0.7 - 12.58  0.90 + 11911 1.00  
Rock 0.01 0 - 2.59 0.92  + 14595 1.00  
Mown.Grass 0.00 0 - 0.02 1  * 13748 1.00  
Shrubs_Shrub.Layer 29.37 0.91 - 1082  0.95 + 13901 1.00  
Hamilton: Forest 0.01 0 - 0.13 1  * 6574 1.00  
















 Possum detection: summary statistics from the full possum model 
Summary statistics for coefficients of the parameters in the initial possum model. Odds ratio (OR) is 
calculated at the median posterior density. Credible intervals (CI) are highest posterior density intervals 
(HDI) at the 90% level (5% - 95%). Prob < 1 and Prob >1 are the MPE values for the negative and positive 
predictors. Bolded parameters were retained for use in the main model due to having > .85 MPE value or 
are essential factors. ESS is the effective sample size, a measure of sampling efficiency in the Markov 
Chains. Rhat is a convergence diagnostic which should be = 1 ± 0.05.  
Parameter OR CI Prob < 1 Prob > 1 Retained ESS Rhat 
Intercept 2.31 0.25 - 21.53  0.73  8349 1.00 
Season: Autumn 0.38 0.22 - 0.67 1  * 15570 1.00 
Hamilton 0.09 0.02 - 0.41 1  * 5865 1.00 
Forest 850 68.8 - 10105  1 * 5475 1.00 
Residential 0.07 0.01 - 0.9 0.96  * 6597 1.00 
Method: Cards 0.24 0.11 - 0.5 1  * 13313 1.00 
Field_km 0.14 0.01 - 1.78 0.91  * 8101 1.00 
ResFor 31.18 0.79 - 1383  0.94 * 7728 1.00 
AmenFor 0.06 0.01 - 0.25 1  * 7340 1.00 
DBH_sc 4.72 0.44 - 52.7  0.86 * 8888 1.00 
Leaf.Litter 1.14 0.16 - 8.65  0.54  7457 1.00 
Rock 0.01 0 - 5.59 0.89  * 14000 1.00 
Bare.Soil 0.45 0.01 - 28.6 0.63   10661 1.00 
Woody.Debris 13.68 0.03 - 6831  0.75  13303 1.00 
Mown.Grass 0.00 0 - 0.02 1  * 12215 1.00 
Low.Artificial.Cover 0.63 0.06 - 9.1 0.62   10781 1.00 
Herb.Layer 0.45 0.04 - 5.54 0.71   6816 1.00 
Shrub.Layer 2.07 0.18 - 22.9  0.7  9234 1.00 
Lower.Canopy.Layer 1.56 0.07 - 35.9  0.59  8155 1.00 
Upper.Canopy.Layer 0.06 0 - 9.82 0.82   9213 1.00 
Total.Cover 0.43 0 - 938.56 0.57   9154 1.00 
Fern_Herb.Layer 0.11 0 - 8.79 0.8   11587 1.00 
Shrubs_Herb.Layer 9.28 0.01 - 11523  0.7  17587 1.00 
Shrubs_Shrub.Layer 31.78 0.34 - 2713  0.9 * 10017 1.00 
Tree_Herb.Layer 1.84 0.05 - 74.7  0.61  9817 1.00 
Tree_Shrub.Layer 2.76 0.22 - 39.6  0.74  9716 1.00 
Hamilton: Forest 0.01 0 - 0.1 1  * 6220 1.00 





Figure B.7 Possum detection: Posterior distribution of main model parameters 
Posterior distribution of coefficient values for parameters in the main possum detection model. The 
distribution values are on the linear scale.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
