We consider some special type extensions of an arbitrary Lie algebra, which we call universal extensions. We show that these extensions are in one-to-one correspondence with finite dimensional associative commutative algebras. We also construct a special kind of these extensions, that correspond to a finite commutative monoids.
Introduction
Let G be an arbitrary Lie algebra over the field K. Usually, having in mind the applications, K is considered to be one of the classical fields R or C but there is no immediate necessity to limit ourself. Let G be a Lie algebra over K and let us consider the linear space G n with elements x = (x 1 , x 2 , . . . , x n ), x i ∈ G
In [1] , there was propounded the idea to study the possibilities of defining Lie brackets over G n , using the brackets in G, in such a way that the construction will be the same for all G. For this reason we call these brackets universal ones and the corresponding Lie algebra structures universal extensions. More specifically, let us introduce brackets obeying the following properties:
• The brackets have the form:
• For W = (W ij s ) fixed, (2) is a Lie bracket for arbitrary Lie algebra G. For obvious reasons this algebra will be denoted by G n W . Let us also remark that W = (W ij s ) has a properties of a (2, 1) tensor over K n . The existence and classification of the above structures in the case K = C was considered in [1] , some additional examples of such structures are given in [10] . However the viewpoint in [10] is completely different, we tried there to establish a connection with the so-called bundles of Lie algebras, see [3, 4] . As to the interest in the universal extensions, it is motivated by the study of a number of Hamiltonian structures for dynamic systems related with Mechanics, Hydrodynamics, Magnetohydrodynamics as well as in other areas, see [1] for an extensive bibliography, and the possibility to interpret the corresponding Poisson tensors for them as Kirillov tensors on G * W . Recently, see [2] , an interesting mechanical system having the Kirillov structure resulting from one of the most simple extensions has been considered. (For the definitions and the applications of the Kirillov tensors see [5, 6, 7] ). The structure of the universal extensions is also useful in the questions about the stability, as there is a possibility to calculate the Casimir invariants, see again [1, 2] .
The bilinear form [x, y] W is a Lie bracket of the type we are looking for if the tensor W = (W ij s ) satisfies the conditions:
In the case K = C the tensors W ij s and the corresponding Lie algebra extensions have been analyzed in [1] . It was be shown that they are divided into two classes, called semisimple extensions and solvable extensions. Knowing the extensions of the second class we generate the first one and vice-versa, so it is natural to study only the solvable extensions. Let us briefly outline the main points of the mentioned analysis and introduce the requisite definitions.
Instead of studying the tensors W ij k it is more convenient to study an equivalent object -the set of matrices:
There is indeed a strong reason for this, because the second equation in (3) actually means that the matrices W (i) commute. As a consequence in the case K = C by a similarity transformation X → A −1 XA defined by a nonsingular matrix A = (A i ′ i ) all the W (s) can be put simultaneously into a block-diagonal form, each block being low-triangular with the corresponding generalized eigenvalue on the diagonal. The linear transformation A applied to the tensor W ij k of course gives
where as usual
transforms as follows:
and the block structure already obtained is preserved. The block structure corresponds to a splitting of the algebra G n W into a direct sum. Therefore we can limit ourselves with the irreducible case and can assume that all W (s) are low triangular. Now, the symmetry of W jk i entails that the generalized eigenvalues of W (s) for s > 1 are zero and so for s > 1 the matrices W (s) are low-triangular with zeroes on the diagonal, and hence are nilpotent. All diagonal elements of W (1) can be assumed to be equal to one and the same number a = 0 or all to be equal to 0. The first case is called semisimple case and the second -solvable. In what follows we shall ordinary consider solvable extensions and so for all i (
is always the zero matrix. In the semisimple case, as shown in [1] , one can make a linear transform after which W (1) = 1, conserving the block-triangular form of the matrices W (i) and the fact that the diagonal elements of W (j) for j > 1 are zero. The lower triangular form of the matrices W (i) following from the above discussion in the case K = C will be called canonical form. In terms of the matrices W (i) the process of passing from semisimple to solvable extension looks in the following way. In the set
of n × n matrices we just drop W (1) and form a set {R (s) } n−1 s=1 where R (s) is constructed from W (s+1) cutting off the first row and column. For this reason, in the semisimple case is useful to label the matrices by the indices 0, 1, 2, . . . n and in the solvable case by 1, 2, . . . , n. Then R (s) will be obtained from W (s) .
On the other hand, if we have the n × n matrices W (s) , s = 0, 1, . . . n − 1 we can introduce the (n + 1) × (n + 1) matrices having the block form:
where {e i } n 1 is the canonical basis in K n . In other words, to W (s) , s ≥ 1 we append zero first row and first column equal to e s . Adding to the set the unit matrix, we get a tensor
) and this tensor corresponds to a semisimple extension. Thus the semisimple and solvable extensions are in one-to-one correspondence and it is sufficient to study only one of these classes.
Below we shall assume that the matrices W (i) are already put into the canonical form and we have the solvable case. The vector space G n can be split into
where
n consists of those x for which x j = 0 for all j = i.
and
In particular
which defines an extension through an Abelian kernel, see [8, 9] , in the sense that it is usually understood. In this manner the things are reduced to the study of G n−k and the tensorW on it, a process which we call a reduction. It amounts simply to take the tensor W ij k and let the indices to run over 1, 2, . . . n − k. As the above reduction can be performed by k reductions of the type
we shall always assume that k = 1. Now consider the case G n+1 W . In order to simplify the notations we also write
Evidently G a as vector space is equivalent to G but with a structure of an Abelian algebra. It is not difficult to see that the representation induced over G a for the extensions of the type:
is the trivial one. Now reminding that to every extension with Abelian kernel there correspond 2-cohomologies, [8] it is interesting to ask what is the space
(Here the notations are standard ones, the cohomologies correspond to the algebra G n W acting trivially on G a ). It is almost readily seen, [1] that as a vector space
, G a ) is spanned by the last rows of the matrices W (i) and the coboundaries are the linear combinations of the first n rows of these matrices. For this reason it is convenient to introduce the matrices W (k) :
Then the corresponding element from the cohomology space
, G a ) can be identified with W (n+1) and the coboundaries are linear combinations of the matrices
. Note that the (n + 1) × (n + 1) matrix W (n+1) is symmetric and the elements in its last row and column are equal to zero. In the same manner the elements in the rows with numbers j ≥ i of W (i) are zero. For the above reasons, dropping out the zero rows and columns we can identify W (i) with (i − 1) × (i − 1) symmetric matrix. Therefore it follows that G n W is also uniquely defined by the set of symmetric matrices:
the matrix W (i) (i > 1) being of the type (i − 1) × (i − 1) and always W (1) = 0. In these notations is written the table of all solvable extensions up to n ≤ 4 in [1] . 
The interpretation of this fact is the following. Considering the semisimple part of this extension, we see that it corresponds to the so called Leibnitz extension bracket, defined by the tensor: 
where β e (the electron β) is a parameter. The bracket corresponding
and it is exactly the structure we considered is the case n = 3; λ 1 = 0, λ 2 = −β e .
The universal extensions via commutative algebras structures
All the results introduced in the above are obtained via the theory of Lie algebras and the Lie algebra extensions. However, another approach to the universal Lie algebra extensions is also possible. As a matter of fact, a more scrutinized look permits to perceive that an additional algebraic structure is suggested by the properties of the tensors W ij k . Let A n be a vector space with a basis
over the field K. Let us put:
where W ij k is a tensor with the properties (3). Let us extend this product by bilinearity over A n . Then it is not difficult to see that A n becomes an associative commutative algebra which we shall denote by A n W . Conversely, if B n is an associative commutative finite-dimensional algebra, then by (19) we can define the set W 
defines a matrix representation of the algebra A Only the second part of this theorem is not obvious, but the proof is obtained by a simple computation. We want only to note that Mat (n, K) is considered here as an associative algebra and that by representation we understand a linear map Φ : A n → Mat (m, K), such that:
From the above result it is patent that the matrix W (i) is in fact the matrix of the action of the element e i on A n W . This permits to understand easily the block structure and the canonical structure of the matrices W (i) : 
and in the semisimple case we have one more independent element e 0 such that
Thus the solvable case corresponds to the situation when the operators
are nilpotent and the semisimple case corresponds to algebras with unity. We shall continue to consider only the solvable case A n W . In order to pass from the semisimple case to the solvable one simply must put away the unity element and in order to pass from the solvable to the semisimple one must add an unity element. Let A (s) n be the one-dimensional vector space spanned by e s and for
For k > n we put again A[n, k] = 0. Then
Clearly,
for arbitrary 1 ≤ k, s ≤ n. Let us turn now our attention to the extensions from A n W to an algebra A n+1 and assume that the matrices W (i) can be put into canonical form. Then the construction of the extension we are looking for consists in adding to the basis
the vector e n+1 in such a way that J = Ke n+1 is an ideal and the sequence 0
is exact. Assuming that the basis
in A n+1 is also canonical and denoting the multiplication in it by a point, we have:
R ij = R ji and it clearly plays the role of W ij n+1 in the algebra A n+1 . Next, it is easily seen that in order to ensure the associative rule, R ij must satisfy:
Thus R ij satisfying (33) determines the extension. We remind that R ij are just the cohomologies defined by the universal Lie algebra extensions, and
are the corresponding coboundaries.
From the other side, we can say that every element ξ in A n+1 can be written uniquely into the form
and if η = y + ye n+1 then
is a symmetric bilinear function on A n W with values in K. The condition (33) means that R(x * y, z) = R(x, y * z)
If we introduce in (A n ) * the dual basis {e s } n s=1 ( e j , e i = δ j i ) then the coboundaries can be regarded as bilinear functions of the type:
We are able now to introduce cohomologies related to A n in which the above objects, namely R and r, have the same meaning as they have with respect to the Lie algebra structures. To this end let us introduce the following complex:
• The cochains. For s = 0 we set C 0 (A n W ) = K and for s ≥ 1, let C s (A n W ) be the set of all the polylinear functions ω s
• The coboundary operator
One can check that d p • d p+1 = 0 and therefore the above construction defines a complex. The resulting cohomology groups we shall denote by H p (A n W ). Similar notations we use also for the cocycles and coboundaries, that is they will be denoted by Z p (A n W ) and B p (A n W ). Now it is clear that R(x, y) defines a cohomology class in H 2 (A n W ) and r(x, y) is again a coboundary. Indeed, if α : A n → K is a linear map, then
Thus even as regards to the cohomologies the correspondence between the Lie algebras G n W and the commutative algebras A n is complete, that is the spaces
The structure of a vector space on A n seems indispensable, but in fact there is a special case when we can manage with weaker structure. In order to show this, let M = {e 1 , e 2 , . . . , e n } be only a commutative monoid with multiplication operation * . Let us denoteĪ n = {1, 2, ..., n}. Then
where f is a function fromĪ n ×Ī n toĪ n , such that
We shall call such a function an E-function. It is readily seen that it is enough to put
in order to obtain a universal extension tensor. In this way we actually construct a finite dimensional commutative subalgebra of Mat (n, K) for arbitrary K because the elements of W (i) are either 0 or 1. Then we can impose the vector space structure, assuming that {e i } n i=1 are independent "generators" and come to the corresponding algebra A n which is of course the free algebra corresponding to M. Let us see how the outlined construction works in the case of two very simple monoid structures, the ones defined by the addition and the multiplication in the ring Z p -the ring of integers mod (p). Taking the addition structure we easily get:
where the sum is understood modulo p. This turns out to be a splitting extension, see [10] , that is G p W = G p . It can be shown however, that with a suitable deformation, see [10] , it can be transformed into the so called Leibnitz extension.
(For its definition see [1] or the next section).
Let us take now the multiplicative structure. The case p = 2 being trivial, let us take p = 3. Then the matrices W (i) are:
as corresponding to the independent generators e i , then it is easily seen that the linear transform: (4)) . If we introduce n 0 = e 0 , n i = e i − e 0 , then n i * n 0 = δ i0 n i and n i * n j = n ij(mod (4)) for i, j = 1, 2, 3. The matrices in this basis have block-diagonal form, that is the extension splits : The change:
transforms the matrices N (i) into the set of the matrices F (i) : Then putting away the semisimple part we get:
which corresponds to a extension with n = 2 that splits. More interesting examples of the described type will be exhibited in the next section.
The commutative structures corresponding to the irreducible solvable extensions
In the Introduction mentioned that in [1] are classified the irreducible solvable extensions up to n = 4 over C and is presented a table with the matrices W (i ) from which one can construct the extension. If we peruse all the cases in the table we can remark the following interesting fact: for every fixed case with tensor W ij k , 1 ≤ i, j, k ≤ n, there exists a function:
and possessing the properties:
II. f satisfies:
III. For all i:
In particular, this means that f (i, n) = 0 for every n.
Let us remark, that if as beforeĪ n = {1, 2, . . . , n}, then the function f is equal to zero on D n ≡ (I n × I n ) \ (Ī n ×Ī n ), that is on the "boundary" of the square (I n × I n ). We see that at least for n ≤ 4 to the irreducible nonequivalent solvable extensions correspond specific monoids that can be described in the following way: Suppose that the set M contains n + 1 different elements
and let us introduce in M the operation :
where f (i, j) satisfies the properties I-IV. Then the set M 0 with the binary operation (57) defines a commutative monoid such that:
The relation of this structure with the structure described in Theorem (2.1) is the following. Suppose that we already introduced the algebra A n+1 corresponding to M 0 by the n + 1 basis vectors {e i } n 0 , such that e i * e j = e f (i,j) . Then J = Ke 0 is an ideal andĀ n ≡ A n+1 /J is also an algebra. As e i , i = 0 can be taken as representatives in the equivalence classes the multiplication in A n it is given by:
Therefore the algebra that corresponds to the solvable extension under consideration isĀ n . Clearly, (53) with f satisfying the requirements I-IV always defines a solvable extension, but whether a general solvable W ij k with a linear transformation can be put into this form is an open question.
The functions f (i, j) with the properties I-IV seem to play an important role in the theory. We shall call them SE-functions. As already mentioned, the function f (i, j) satisfies only I-II we call E-function.
Let us consider some special cases of SE functions. To this end let I n and I n be as above, that is I n = {0, 1, 2, . . . , n} andĪ n = {1, 2, . . . , n}.
• The Leibnitz extension, see [1] of dimension n is characterized by
when 1 ≤ i, j ≤ n and f L (0, i) = 0.
• Extension from G k a -Abelian to G n f , n > k :
Here A is arbitrary symmetric subset ofĪ n ×Ī n . (We call a set A ⊂ I n ×I n symmetric if from (s, l) ∈ A follows that (s, l) ∈ A.)
• Trivial extension from G k , characterized by functionf , to G n , (k < n):
More generally, let f be an SE-function defined in I n × I n and let
For (i, j) ∈ I n−1 × I n−1 we set:
The functionf is again SE-function and we shall say that f is obtained by extension fromf or thatf is a restriction of f . The "restriction" from f tof is simply described through the monoid operation. Indeed, it is clear that A f is the set of pares (i, j) such, that Z i * Z j = Z n . If we define a new product * r by the rules:
then it is a simple matter to see that we obtain a new monoid generated by the elements Z 0 , Z 1 , . . . , Z n−1 .
Conclusion
We have considered the universal extensions and have shown that they are in fact equivalent to finite dimensional commutative algebras as all the constructions involving the universal extensions can be reformulated as constructions for the corresponding commutative structures. We believe that the above fact can help to understand better both the Lie algebra and commutative algebra structures and to stimulate further developments with a direct impact to the study of the Poisson-Lie structures of different physical theories.
