Abstract-We consider two theorems from the theory of compressive sensing. Mainly a theorem concerning uniform recovery of random sampling matrices, where the number of samples needed in order to recover an s-sparse signal from linear measurements (with high probability) is known to be m > ∼ s(ln s) 3 ln N. We present new and improved constants together with what we consider to be a more explicit proof. A proof that also allows for a slightly larger class of m × N-matrices, by considering what is called effective sparsity. We also present a condition on the so-called restricted isometry constants, δ s , ensuring sparse recovery via 1 -minimization. We show that δ 2s < 4/ √ 41 is sufficient and that this can be improved further to almost allow for a sufficient condition of the type δ 2s < 2/3.
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I. INTRODUCTION
T HE theory of compressive sensing has emerged over the last 6-8 years, with the results we will consider originally presented by Tao, Candès et.al. in [7] and [6] . Rudelson and Vershynin improved the results in [21] and further generalizations where made by Rauhut in [19] , which also offers a nice overview of the topic. Today there is a vast literature on the topic of which the authors would also like to mention also [10] and [5] . Spanning a wide range of results, we do not aim to do a rigorous overview here but instead refers to mentioned papers from where we have gathered a lot of inspiration and where many further references can be found.
The beginning of section II provides only a brief introduction to the topic with concepts that should be familiar to those that have encountered compressive sensing before. In section III we present improved versions of a theorem from [17] , regarding when the restricted isometry property implies the null space property. These results have recently been improved further in [4] that gave sharp bounds.
In section IV the most important inequalities and lemmas, to be used in the proof of the main results of section V, is presented.
Our main concern will be the theorem of uniform recovery for random sampling matrices. To our knowledge the best result known is due to Cheraghchi, Guruswami and Velingker in [8] . The theorem is stated to hold for the special case of a discrete Fourier matrix, but the authors remark that it also goes through for bounded orthonormal matrices. The result is the best in terms of asymptotics, and we will re-use a lot of their arguments but also provide constants that are improved compared with earlier results that we have encountered. We feel that our proof is more explicit in some ways, which we hope can offer more understanding of the techniques. First, in section I-A, we go into more detail about the differences and similarities of our work compared to the other mentioned ones.
A. Comparisons With Previous Results
In [8] , the following version of theorem 5.2 is proved (using our notations and terminology).
Theorem 1.1 ([8], Theorem 19):
Let A ∈ C m×N be an orthonormal matrix with entries bounded by O(1/ √ N ). Then for every δ, > 0 and N > N 0 (δ, ), with probability at least 1 − the restricted isometry constants δ s of √ N/m A are less than δ for some m satisfying
Here f g means that there exists a constant C > 0 such that f ≤ Cg. In comparison we have achieved
In the sense that theorem 1.1 is summarized in their paper, namely that the number of samples needed is of order s(ln s) 3 ln N, we have not made any contribution (i.e. with regards to the asymptotics). However we think that for small the improvement is not insignificant. For example, in the case of a targeted probability of the type = N −γ , the number of measurements is reduced from s(ln s) 3 (ln N) 2 to s(ln s) 3 
ln N.
A similar result has also recently appeared in the preprint [20] . We do as well allow for a larger class of matrices and provide explicit constants. When constants have been presented before (for actually worse results in terms of asymptotics), as far we have seen they have been about a factor 10 larger than ours.
The main differences in the proofs lies in the arguments surrounding Dudley's inequality for Rademacher processes and that we do not make use of two different covering number estimates. The inequality is proved in for example [16] , using probabilistic methods. We re-use some of the arguments in that proof, but we first do pointwise estimates and then simply replace supremums with sums. One must take care when doing the covering and counting, details that we hope are perhaps a bit more clear through our exposition.
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II. PRELIMINARIES
We denote by · p , 1 ≤ p < ∞ the usual p norm for vectors, z 0 := | supp z| denotes the cardinality of the support of a vector z (sometimes called "0-norm", despite not being a norm) and [N] = {1, 2, . . . , N}. When we cover sets in C N we will also make use of the norm z * 1 = Re z 1 + Im z 1 , which identifies C N with R 2N .
By E X we denote the expectation value with respect to a random variable, or random vector, X. In particular for the random sampling matrices with rows X = {X j } m j =1 we will use E to mean E X = E X 1 E X 2 · · · E X m and otherwise be clear with subscripts if the expectation is taken in another random variable. Given a random variable X and a measurable function f , we can for 1
A. Sparsity and Restricted Isometry Properties
In what follows, N denotes a (usually large) positive integer. A vector x ∈ C N is called s-sparse if x 0 ≤ s. In practice one rather accepts small "s-term approximation error", i.e. one wants that the following quantity is small:
Think of y ∈ C m as the measured quantity from a measurement of x ∈ C N , modelled after y = Ax, where A ∈ C m×N is an m × N-matrix and we assume that m N. In general, this system has infinitely many solutions unless we impose the extra condition that x is s-sparse and consider min
in the hope that its solution x * = x. This is still very hard to solve in general so one would like to consider the closest convex relaxation of (2), which is min z∈C N z 1 subject to Az = y.
We ask when the solution of (3) is equal to the solution of (2) . The key notion is the so-called null space property for a matrix. 
The following theorem gives the answer to when a solution of (2) equals the solution of (3), for the proof see for example [19] (Theorem 2.3, p.8) or [13] .
Theorem 2.2:
Let A ∈ C m×N . Then every s-sparse vector x ∈ C N is the unique solution to the 1 -minimization problem (3) with y = Ax if and only if A satisfies the null space property of order s.
Unfortunately, the null space property is often hard to verify. Instead one usually tries to verify the weaker restricted isometry property for a matrix.
Definition 2.3:
The restricted isometry constants δ s of a matrix A ∈ C m×N is defined as the smallest δ s such that
Another characterization of the restricted isometry constants is given by:
Proposition 2.4 ([19]:2.5 (p.9)):
Let A ∈ C m×N , with restricted isometry constants δ s , then
where
In section III we shall see that certain conditions on the restricted isometry constants for a matrix A will imply that A satisfies the null space property. A much related concept is the one of effectively sparse vectors (in turn related to the concept of 1 -sparsity level, as defined in for example [22] ). We call a vector x ∈ C N effectively s-sparse if
Clearly if x is s-sparse then it is effectively s-sparse as well, by Cauchy-Schwarz inequality. For more on effectively sparse vectors and its relations to sparsity we recommend the paper [18] . In replacement of null space property, we introduce the effective null space property. Definition 2.5: A matrix A ∈ C m×N satisfies the effective null space property of order t if for every x ∈ ker A \ {0} it holds that E 1 (x) ≥ t.
An effective restricted isometry property can be defined as well, analogous with the restricted isometry property. Definition 2.6: A matrix A ∈ C m×N satisfies the effective restricted isometry property with constantsδ t if for all x with
The analogous result of proposition 2.4 forδ t reads
Many of the above notions are related by the following proposition. 
. If in addition x ∈ ker A, the latter estimate holds for
B. Random Sampling Matrices from Bounded Orthonormal Systems
and {ψ j } is uniformly bounded in L ∞ ,
Let now t 1 . . . t m ∈ D (selected independently at random with respect to ν) and suppose we are given sample values
T and x is a vector of coefficients. We wish to reconstruct the polynomial f (or equivalently x) from the samples y, using as few samples as possible. If we assume that f is s-sparse (defined to be so if x is s-sparse) the problem reduces to solving y = Ax with a sparsity constraint.
In this case we call A a random sampling matrix associated to the BOS {ψ j } (fulfills (6),(7) and t l are selected independently at random with respect to ν). These are the type of matrices we will continue to study in section V.
One interesting example of such a matrix is given by sampling m rows from the N × N-matrix
This matrix is called a random partial Fourier matrix.
III. RESULTS ON THE RESTRICTED ISOMETRY CONSTANTS
The restricted isometry property can, under some extra condition, imply the null space property as theorems 3.2 and 3.7 suggests. First we present a helpful proposition that will be used in the proofs of the mentioned theorems but is also interesting in itself. With a slightly more involved proof the propostion will be improved a bit further, replacing the constant 4/5 with a constant arbitrarily close to (for large s)
Using the above proposition we will be able to prove Theorem 3.2: Suppose the restricted isometry constants δ 2s of a matrix A ∈ C m×N satisfies
then the null space property of order s is satisfied. In particular, every s-sparse vector x ∈ C N is recovered by 1 -minimization. This is an improvement of the best known result, from [17] , which had δ 2s < 0.4931 (see also [11] , [3] , [2] ). This result also appears in [12] as theorem 6.12, inspired by an earlier version of this paper. With some more work we shall see that 4/ √ 41 can be replaced with a constant arbitrarily close to (for large s) 2/3. The key ingredient is the mentioned improvement of proposition 3.1.
Recently, after this work was done, sharp bounds on δ 2s and δ s have been provided in [4] (when combined with the counterexample in [9] ). In terms of theorem 4.2 the sharp bound is δ 2s < 1/ √ 2 implies the null space property. The proof of proposition 3.1 and theorem 3.2 requires some simple lemmas.
Lemma 3.3: Let A be an m × N-matrix constants restricted isometry constants δ s and x, y ∈ C N be vectors such that | supp x ∪ supp y| ≤ 2s and x, y = 0. Let |t| ≤ 1 be a real parameter such that
Proof: We can assume x 2 = y 2 = 1. Pick Subtracting (15) from (14) and substituting in (10)- (13) we get
which is equivalent with
where we have used (8) for the last equality. If we set
we have now shown
If |t| < 1 we find the minimum value of f in the first quadrant to be
Since this holds for arbitrary α ≥ 0 we can conclude that (9) also holds for t = 1, and by an analogous argument also for t = −1.
The following result can be found in [2] (proposition 2.1).
Lemma 3.4:
Lemma 3.5:
Proof:
by
Proof of proposition 3.1: The proposition follows by lemma 3.5 with t = s since then we can estimate the last term in the inequality with
Using this one gets
which is easily seen to imply x S 1 1 < x S c 
or equivalently
Now we use lemma 3.5 and the inequality x S 1 1 ≤ √ s x S 1 2 .
So it holds that x S 1 1 < x S c 1 1 (i.e. the null space property is fulfilled) if 2s . . Next we will sketch out the details for our best improvement of theorem 3.2. The separation of these results is due to that the estimates now will not be uniform in s. The first step involves to replace t and s in lemma 3.5 with 6s/5 and 4s/5 respectively, where s ≥ 2 is an integer. We also introduce S = {1, 2, . . . , s} ⊂ S 1 . Then we have
The last inequality holds since 
it holds that x S 1 < x S c 1 for all subsets S ⊂ [N] with |S| = s. Moreover if 5 divides s,
Now we can simply modify the proof of theorem 3.2 in the previous section in a rather obvious way to find that δ 2s < then the null space property of order s is satisfied.
IV. PREPARATORY LEMMAS AND INEQUALITIES
We move on to present some key ingredients to be used in the proof of theorem 5.2. Recall that a Rademacher sequence ε = (ε j ) m j =1 is a random vector whose components ε j takes the values ±1 with equal probability (= 1 2 ). Symmetrization is a useful technique that will later be used to bound the expectation value of the effective restricted isometry constantsδ s . The proof of the proposition is not very hard and can be found in for example [15] or [19] .
Proposition 4.1 (Symmetrization):
is a sequence of independent random vectors in C N equipped with a (semi-) norm · , having expectations
is a Rademacher sequence independent of ξ .
Khintchine's inequality is another important inequality to be used later on.
Proposition 4.2 (Khintchine's inequality):
Suppose x = (x 1 , . . . , x N ) ∈ C N and ε = (ε 1 , . . . , ε N ) is a vector whose components are independent Rademacher random variables, then for p ≥ 2
The constant on the right hand side is sharp and a proof of this inequality can be found in for example [14] . In order to simplify calculations later, we remark that we can estimate the constant (see [19] ) by
Even if the right hand side is not optimal, calculations will be simpler using this estimate and the constant c 0 will only change lower order terms in theorem 5.2. We will work in the framework of a random sampling matrix (with rows X = {X j } m j =1 , X j ∞ ≤ K ) and introduce the metric y) < r } denotes the ball of radius r > 0 around x ∈ R N with respect to the metric d X, p . The next lemma is based on the method of Maurey. While it is presented in the R N -setting we only need to do minor adjustments for the C N -analogue that we are interested in (covering ( 1 ) * -balls), as is remarked afterwards. Lemma 4.3: Let 0 < r < K , and fix a p ≥ 1,
and let G M = {z j } be the set of grid points in the 1 unit ball in R N with mesh size 1 M , i.e. the set of points satisfying z 1 ≤ 1 and Mz ∈ Z N . Then B 1 = {z ∈ R N ; z 1 ≤ 1} is contained in ∪ j B X,2 p (z j , r ) for some fixed realization of X = {X j }, with the property X j ∞ ≤ K and r given by equality in (18) . The number of grid points is equal to
Proof of lemma 4.3: Fix a point x = (x 1 , . . . , x N ) ∈ B 1 and define a random vector Z = (z 1 , . . . , z N ) by letting it take the value sgn(x j )e j with probability |x j |, and Z = 0 with probability 1− x 1 (so
Then z ∈ G M and E Z z = x. Now it is enough to prove that
for some p ≥ 1. By symmetrization and Khintchine's inequality applied to every term,
The number of balls needed for the cover follows from simple combinatorics, see e.g. theorem 6 in [1] for a corresponding real case. There are . This is the same as covering {x ∈ R 2N ; x 1 ≤ √ 2s}, so for M = 2 2k ≤ 2N, the radii of the balls in the cover will then be
The number of balls in the cover (the covering number) for this k can be estimated with
, c 1 ≤ 5e.
Again, c 1 is not optimal but it only affects lower order terms in theorem 5.2.
V. UNIFORM RECOVERY THEOREM
The following technical lemma is going to be the key ingredient and we postpone the rather involved proof until the end of this section.
Lemma 5.1: Let A ∈ C m×N be a random sampling matrix associated to a BOS with constant K ≥ 1 and corresponding effective restricted isometry constantsδ s . Suppose
Using lemma 5.1 we can prove: Theorem 5.2: Let A ∈ C m×N be a random sampling matrix associated to a BOS with constant K ≥ 1. For 0 < δ, , λ < 1 and
where A has the effective restricted isometry property of order s with constant δ s ≤ δ. Consequently, with probability at least 1− , A has the restricted isometry property of order s with constant δ s ≤ δ.
Proof: Since in our framework s ≤ m N, by Markov's inequality, for any n > 0,
By lemma 5.1, this is less than ∈ (0, 1) if for some 0 < λ, g < 1,
Choosing n ≥ ln 1 implies that
, and with this choice (20) is easily seen to be implied by
Define the right hand side expression to be g = g(δ), then H < (1 − λ)g(δ) if and only if
which is eqivalent with
.
This is estimate (19) , which can be seen to imply (21 
Asymptotically (in the sense that for larger n we can achieve 1/2n ≈ 1) we could gain about a factor e. So optimal lower bounds using our methods are given by:
Proof of lemma 5.1: First note that
We will do the proof for the effective restricted isometry constants, then the same conclusion will hold for the restricted isometry constants since they are always smaller. Let U = {u ∈ C N ; u 1 ≤ √ s, u 2 ≤ 1}, by the symmetrization inequality (prop. 4.1), Fatou's lemma and the definition ofδ s , we get
, where ε = {ε j } m j =1 is a Rademacher sequence. Let us now fix a realization of the X j =: x j and define
. By lemma 4.3, for every u ∈ U there exists a gridpoint
If U ∩ B X,2 p (z k , r k ) = ∅, select an arbitrary element from this set and denote it π k u, then we get a finite cover of U with balls B x (π k u, 2r k ). We will do this for l ≤ k ≤ L where l and L are to be determined. Denote by U k := {π k u : u ∈ U k+1 } and note that |U k | ≤ |G k | ≤ N k < ∞. Now we get using telescoping sums, and the conventions
This implies after taking absolute values that
Then we get
In the above we introduced
We start by estimating S l+1,L and specify norm notations. Using
We will derive auxiliary estimates for S l , f k ε,2n and S L+1 , summarized in: Lemma 5.3: For any non-negative integers l ≤ k ≤ L, there are p > q > 1 (depending on K and s), 
where we used Jensen's inequality in the final step. To get a bound on L we use the bound of S L+1 given by lemma 5.3. The right hand side of (24), and hence also S L+1 , is less than or equal to 
