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Increased level of education has been associated with a reduced risk of HIV and 
Herpes simplex virus type 2 (HSV-2) among men and women who have completed their 
education. However, few studies have directly examined school attendance and dropout 
among adolescent girls of school age despite the extremely high prevalence in this 
population. Those that have, have been cross-sectional in design and have not investigated 
the causal pathways through which attending school may reduce risk of HIV and HSV-2. 
Our study uses longitudinal data from a randomized trial of young South African women 
aged 13 -20 years. In aim one, we estimated the association between school 
attendance/dropout and partner age difference and number of sexual partners. We found 
that young women who attended more school and did not drop out were less likely to have 
an older partner and had fewer partners. In aim two, we estimated the association between 
school attendance and dropout and incident HIV and HSV-2 infection. Young women who 
attended more school and stayed in school were less likely to be infected with HIV and 
HSV-2 than those who attended less school or dropped out. In aim three, we explored if 
partner age difference or partner number mediated the relationships between school 
attendance and incident HIV and HSV-2 infection. When all young women did not have 
older partners, had 0 partners and 1 partner, the controlled direct effect of school 
attendance on HIV and HSV-2 was closer to the null than the total effect. Partner age 
difference and partner number both mediated the relationships between school attendance 
and incident HIV and HSV-2 infection. Interventions to increase frequency of school 
 iv 
attendance and prevent dropout should be promoted to reduce risk of HIV and HSV-2 
among young women. Additionally, school attendance reduces exposure to infection as a 
result of changes in partner age difference and number of sexual partners. Interventions to 
prevent infections in young women should focus on creating environments that occupy time 
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CHAPTER I: SPECIFIC AIMS 
Young South African women are disproportionately at risk of HIV and HSV-2 
infection. In South Africa, the county with the largest HIV positive population in the world, the 
prevalence of HIV among young people is 7.1% and is 3 to 4 times higher in young women 
compared to young men.1–3 Estimates of the prevalence of HSV-2 in this population are 
higher than HIV and show a similar differential by sex; 53% in young women compared to 
17% in young men.4,5 Education may protect against sexually transmitted infections (STIs). 
Educational attainment has been shown to reduce risk of HIV and HSV-2 infection and 
prevalence of HIV has declined over time in Uganda, Tanzania, South Africa and Zambia.6–
11 The greatest reductions in HIV prevalence have been in more highly educated groups with 
the largest changes occurring among younger, more educated women.12,13  
Based on evidence of an association between educational attainment and STIs, 
current STI prevention policies have encouraged programs to keep girls in school.14 Yet, 
educational attainment is mostly measured and studied in adults and is an indicator of 
lifelong gains in knowledge.12 Interventions to keep girls in school will increase educational 
attainment, but more immediately will influence other factors related to being in a school 
environment, such as sexual networks, that also affect STI acquisition.12 The effect of school 
attendance among young women is often not studied as a distinct exposure from 
educational attainment and is not well understood.   
Attending school has been associated with a lower prevalence of HIV and HSV-2 
infection among young women but no longitudinal evidence exists to support this 
relationship.15–18 Studies that have linked school attendance to HIV or HSV-2 infection are 
mostly cross-sectional in design15–17,19 and have used measures of prevalent rather than 
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incident infection.15–19 If a causal relationship does exist, there is little understanding of the 
mechanism for the relationship. The relationship between school attendance and STIs may 
be mediated by sexual behaviors, sexual networks, self-efficacy, or socioeconomic status 
but there is currently no empirical evidence to support these claims,12,20,21  
We used longitudinal data to examine the relationship between school attendance 
and dropout and incident HIV and HSV-2 infection among young women in South Africa and 
investigated potential pathways for these relationships. The study used data from HPTN 
068, a three-year randomized study of a conditional cash transfer intervention aimed at 
keeping girls in school to reduce risk of HIV among 2500 young women aged 13-20 years in 
South Africa.  
The specific aims of the study were to: 
Aim 1: Assess the effect of school attendance and school dropout on partner 
age difference and number of sexual partners. We hypothesized that young women who 
attended more school would have fewer partners and partners closer to their own age 
compared to young women who attend less school. 
Aim 2: Assess the effect of school attendance and school dropout on incident 
HIV and HSV-2 infection. We hypothesized that young women who attended more school 
and stayed in school would have a lower risk of incident HIV and HSV-2 infection compared 
to young women who attended less school or dropped out. 
Aim 3: Explore if the relationships between school attendance and incident HIV 
and HSV-2 infection are mediated by partner age difference or partner number.22 We 
hypothesized that the controlled direct effect of school attendance on incident HIV and HSV-
2 among those without older partners and with fewer partners would be smaller than the 
total effect indicating that a portion of the total effect is mediated by these behaviors.  
Our research adds to the literature by using longitudinal data to provide evidence for 
the relationship between schooling and incident HIV and HSV-2 infection in young South 
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African women. Additionally, we are the first to investigate partner selection as a potential 
pathway for this relationship. Our study informs discussion of the potential viability of 
schooling as an STI prevention strategy and provides evidence that school attendance 
reduces risk of STIs by influencing partner selection. Interventions for young women should 
aim to reduce risk of STIs by encouraging young women to select partners and be part of 




CHAPTER II: BACKGROUND 
2.1. Overview 
An estimated 5.4 million young people aged 15-24 are living with HIV accounting for 
15% of the total burden of HIV worldwide.1 In South Africa, the county with the largest 
number of people living with HIV, the prevalence of HIV in this age group is 7.1 % and is 3 
to 4 times higher in young women compared to young men.1–3 The incidence of new HIV 
infections also differs substantially by sex; 2.5% per year among women aged 15-24 versus 
0.5% among men of the same age.2 This age and sex differential is seen throughout 
countries in Southern Africa and is considered to be a key feature of the generalized HIV 
epidemics described in this region.23,24 
Estimates of the prevalence of herpes simplex virus, type 2 (HSV-2) among young 
people are higher than those of HIV and show a similar differential by age and sex.4,25,26 
HSV-2, commonly referred to as genital herpes, is most prevalent in sub-Saharan Africa, but 
estimates vary dramatically given the lack of data to accurately determine national 
prevalence and because HSV-2 is a recurrent infection that is most commonly 
asymptomatic.4,27–29 In South Africa, the Stepping Stones trial found the baseline HSV-2 
prevalence to be 29% among young women and 10% among young men aged 15-26.30 
Other cross-sectional surveys have found a prevalence of 11% to 53% in young South 
African women and 3% to 17% in young South African men.5,31,32 HSV-2 seropositivity 
increases steadily after age 12 with the highest gains occurring among young women aged 
15 to 24.4,26,27 This increased prevalence with age is reflective of the fact that HSV-2, similar 
to HIV, is a lifelong and incurable infection.27–29 HSV-2 is also more transmissible than HIV 
infection with an estimated transmission probability per coital act between 0.0005 and 
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0.022.33–35 Due to this higher rate of transmission, HSV-2 tends to be more prevalent and 
more strongly associated with sexual risk behaviors including age at sexual debut,36 partner 
concurrency,5 number of sex acts and number of sexual partners.27,37,38 
Among adolescent and young adults, HIV and HSV-2 infection have been shown to 
influence one another. 31,32,37,39 Genital herpes is a primary cause of genital ulcer disease 
(GUD) which increases the amount of HIV shedding and the efficiency of HIV acquisition.40 
Multiple clinical and epidemiological studies support these findings by directly linking HSV-2 
infection with increased efficiency of HIV acquisition and transmission.29,40,41 Similarly, HIV 
has been found to increase risk of HSV-2 infection by increasing risk of both HSV-2 re-
activation and viral shedding.40,42,43 Given the high prevalence of HIV and HSV-2 infection 
and the biological interaction between the two infections, efforts are needed to understand 
why young women have an increased risk of these sexually transmitted infections (STIs) 
and to identify effective prevention strategies. 
The majority of interventions to prevent HIV and HSV-2 among young women have 
focused on changing sexual behaviors, with minimal effectiveness.12,44–48 Most STI 
prevention interventions for young people have been behavioral interventions, which aim to 
reduce risk of infection by modifying sexual risk behaviors, such as condom use and sexual 
debut.12 While a number of behavioral interventions have been evaluated for their effect on 
sexual risk behaviors, few have measured impact on HIV or HSV-2. Of those that have, only 
minimal reductions in incidence of HIV and HSV-2 have been reported.44,45 Three separate 
randomized controlled trials in South Africa, Tanzania and Zimbabwe were done to 
determine the effect of various behavioral interventions on HIV or HSV-2 infection.30,49,50 The 
Stepping Stones intervention in South Africa, which addressed structural risk, in particular 
gender power inequity and intimate partner violence (IPV), had a decreased incidence of 
HSV-2 but not HIV infection.30 Two interventions in Tanzania and Zimbabwe had an effect 




2.2. Education and risk of HIV and HSV-2 infection 
Increased level of education or educational attainment has been associated with a 
lower prevalence of HIV and HSV-2 among adults in sub-Saharan Africa. 6,8–13,51 In 2002, a 
systematic review of 27 studies found that most studies from Africa reported a higher or 
similar risk of HIV infection among more educated individuals.51 Several years later, a review 
of 36 studies with data on trends over time further concluded that despite previous results, 
cross-sectional studies conducted later in the HIV epidemic have generally found a lower 
risk of infection with increased education.13 Longitudinal studies from several countries in 
Sub-Saharan Africa have further supported these findings. The prevalence of HIV has 
declined over time in Uganda, Tanzania, South Africa and Zambia with the greatest 
reductions in younger, more educated women.8–11,52 Evidence for the relationship between 
level of education and HSV-2 infection has shown a similar decrease in risk of infection with 
increased level of education.6,37,53–55  
A key criticism of the literature on educational attainment and risk of HIV and HSV-2 
is that most studies have been unable to account for correlation between education and 
other related factors that also affect HIV acquisition such as income, geography and family 
background.56 In the absence of a randomized trial, debate remains if associations between 
educational attainment and HIV are due to uncontrolled confounding or if they represent a 
causal relationship.21,56,57 A recent study attempting to establish a causal effect through the 
use of policy reform as an instrumental variable found that each additional year of 
secondary schooling resulted in an 8.1% reduction in the cumulative risk of HIV infection.56 
The effect of education was strongest in women (11.6%, p=0·046). While evidence is now 
indicative of a causal relationship between educational attainment and HIV infection, 
educational attainment is typically measured in adults who have completed their education. 
Few studies have directly examined the relationship between schooling and HIV infection 
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among young women of school age. 
Based on the association between educational attainment and HIV, polices have 
encouraged programs to keep girls in school. Yet keeping girls in school has an effect on 
both educational attainment and school attendance, which are two distinct but related 
concepts that are often not distinguished in the literature. Educational attainment is related 
to the effect of formal education through gains in knowledge that occur over longer periods 
of time and is mostly measured in adults.12 School attendance is related to the effect of 
being in a school environment on sexual risk in young adults.12 A clearer delineation 
between educational attainment and school attendance would provide a better 
understanding of why education affects sexual risk and how interventions can most 
effectively prevent infections. 
Attending school has been associated with a lower prevalence of HIV and HSV-2 
infection among young women but there is no longitudinal evidence to support this 
relationship.15–18 Attending school has been associated with several sexual behaviors 
including sexual debut, partner age difference, transactional sex, number of partners and 
condom use.12,16,19,45,58 Yet only four cross-sectional studies have looked at the relationship 
between attending school and STIs. One study in South Africa found that school attendance 
was associated with lower prevalence of HIV among young men but not among young 
women.16 Three additional studies, one in South Africa17 and two in Zimbabwe15,55 found that 
young women not attending school had three or more times the odds of HIV or HSV-2 
infection compared to those who were attending school. More recently, a cash transfer 
intervention aimed at keeping girls in school in Malawi lowered prevalence of HSV-2 and 
HIV and demonstrated changes in age of sex partner and frequency of sex acts.59 But 
despite the difference between both the conditional and unconditional cash transfer arms 
compared to the control group, there was no difference when comparing the conditional and 
unconditional intervention arms.59 These findings suggest that the effect of the intervention 
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may be due to poverty alleviation rather than school attendance but the causal mechanism 
for the intervention is unclear.60   
Research is needed to clarify the relationship between school attendance and STIs 
among young women. There are several methodological limitations in the current literature 
on education and HIV or HSV-2 infection. First, the majority of studies on the relationship 
between education and STIs have focused on educational attainment in adults.12 Studies on 
the relationship between school attendance and STIs among young women provide a more 
direct temporal relationship that can be modified by prevention strategies. Second, all 
studies linking school attendance to HIV or HSV-2 infection are cross-sectional in design 
and do not establish temporality necessary to infer causality15–17,19 The use of a longitudinal 
dataset is more appropriate for understanding if school attendance subsequently leads to a 
reduced risk of infection.  Additionally, the use of data finely recorded over time will allow for 
a more detailed understanding of the relationship between school attendance and STIs in 
addition to adequately controlling for confounding factors that vary over time. Lastly, all 
studies on the relationship between school attendance and HIV or HSV-2 infection to date 
have used measures of prevalent infection rather than incident infection.15–19 Given the 
current methodological limitations, Jukes et al. state that there is an “urgent need to 
strengthen the evidence base” on the relationship between education and STIs.12  
2.3. The influence of education on partner age difference and partner number 
Girls who are in school may be less likely to have partners who are older and have 
fewer partners but evidence is lacking from sub-Saharan Africa. Three studies, all in South 
Africa, have studied the relationship between attending school and partner age.16,19,61 
Despite the limited evidence, all have shown that young women who are not attending 
school are more likely to have older partners compared to their counterparts in school.16,19,61  
Education has also been associated with number of sexual partners.6263 One 
systematic review of studies on sexual behaviors among young people in Southern and 
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Eastern Africa found that being out of school was associated with having more partners and 
older partners.16,19,61 Another review of the association between educational attainment and 
partner number in adolescent girls in sub-Saharan Africa showed no clear patterns.62,63 
Young women in school may have fewer partners due to behavioral norms in school that 
promote safer behaviors, they spend more time in class supervised by older adults and they 
are less likely to be encouraged to start a family while pursuing an eduation.12,64–66 While 
there is some indication that attending school may reduce number of partners and partner 
age difference, these studies have all been cross-sectional in design and have been unable 
to establish a causal relationship.16,19,61,67 More research is needed using longitudinal data to 
clarify these relationships and to better understand if partner selection is a potential 
mechanism for the effect of attending school and risk sexually transmitted infections. 
2.4. Mechanisms for the relationship between schooling and HIV/HSV-2 
Only one systematic review has theoretically explored pathways between education 
and HIV but no studies have used empirical evidence to test the hypotheses put forth in this 
paper or discussed pathways to HSV-2 infection.12 The systematic review suggests that 
there are four classes of mechanisms by which education may affect sexual risk behaviors 
and HIV (Figure 2.1). Three of these classes relate to the effect of educational attainment on 
safer sexual behavior including: 1) changes in the sociocognitive determinants of behavior 
(knowledge, attitudes and self-efficacy); 2) the influence of social/sexual networks; and 3) 
changes in socioeconomic status.12 The fourth relates to the effect of school attendance on 
sexual behavior.12  
Within the fourth class of mechanisms, the effect of attending school on sexual 
behaviors can occur through two primary pathways (Figure 2.1). First, female students may 
have safer sexual behaviors because of different aspirations for the future making them less 
inclined to engage in sexual activity.52,68,69 Second, as noted earlier, students have different 
social and sexual networks that put them less at risk of infection.12 Young women in school 
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may have fewer partners, younger partners and partners with the same level of educational 
level making them less likely to have partners that are infected.16,61,67,70 We hypothesize that 
young women have a lower risk of infection primarily through this last mechanism relating to 
partner selection that leads to a reduced exposure to infection.  
Because HIV and HSV-2 are sexually transmitted infections, school attendance must 
first influence “proximate” factors that are related to sexual transmission such as sexual 
behaviors to affect acquisition. The proximate determinants framework of HIV infection 
posits that “proximate determinants” of HIV infection can be influenced by contextual factors, 
such as school attendance, to have a direct effect on biological mechanisms that lead to 
infection (Figure 2.2). We will also apply this framework to HSV-2 because HSV-2 is 
sexually transmitted, and lifelong similar to HIV. In the case of HIV and HSV-2 infection, 
there are three biological components that influence the reproductive rate, or probability of 
being infected. These components include exposure of a susceptible to an infected 
individual, efficiency of transmission per contact and duration of infectivity. Reducing any of 
these biological factors will reduce incidence of HIV or HSV-2.   
“Proximate determinants” are characteristics that can affect the three biological 
components of transmission to influence incidence of HIV and HSV-2. In the case of school 
attendance, examples of proximate determinants include increasing condom use to reduce 
efficiency of transmission, reducing partner age difference to reduce exposure to infection or 
encouraging young women to get treatment to reduce duration of infectivity (Figure 2.2). 
Due to associations between education and both partner age difference and partner 
number, our study focuses on these two behaviors as proximate determinants of infection 
with the hypothesis that school attendance reduces risk of HIV and HSV-2 by reducing 




Given that attending school is one of the few factors that may be strongly 
preventative against HIV and HSV-2 infection in adolescents, a better understanding of why 
this relationship exists would provide clarity on how to reduce transmission. While some 
evidence does exist to suggest that school attendance may reduce risk of STIs by reducing 
exposure to infection, the mechanism for the effect of schooling on STIs has not been 
directly examined. Our study aims to provide a better understanding of the relationship 
between attending school and school dropout and STIs. We hypothesize that partner 
selection, including partner age and number of partners, is a primary mechanism for the 
relationship between attending school and risk of STIs. Young women in school have fewer 
partners and are less likely to have older partners, making them less exposed to infection.   
Our study is the first to use longitudinal data to investigate the relationships between 
school attendance and incident HIV/HSV-2 and between school attendance and both 
partner age difference and partner number. It is also the first to investigate if partner age 
difference or partner number mediate the relationships between school attendance and 
reduced risk of HIV and HSV-2 infection. For the first aim of the study, we hypothesize that 
young women who attend school more school days and stay in school will have fewer 
partners and partners closer to their own age compared to young women who attend less 
school or drop out. Spending time in school imposes network and time constraints that make 
frequent attendees more likely to both select other students as partners, and to have fewer 
partners overall. For the second aim of the study, we hypothesize that young women who 
attend fewer days of school and dropout have a higher risk of incident HIV and HSV-2 
infection compared to young women who attend more school and stay in school. For the 
third aim, we explore if partner age difference or partner number mediate the effect of 
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CHAPTER III: RESEARCH DESIGNS AND METHODS 
3.1. Study overview 
All three aims of the study use longitudinal data from a randomized trial in South 
Africa to assess the association between attending school, partner selection and STIs. For 
the first aim of the study we estimated the risk ratio for the association between attending 
more school days and school dropout and both partner age difference and number of sexual 
partners. We hypothesized that school attendance would be associated with having fewer 
sexual partners and younger partners. For the second aim of the study we estimated the 
hazard ratio for the effect of attending more school days and school dropout on incident HIV 
and incident HSV-2 infection. We hypothesized that low attendance in school and dropout 
would be associated with a higher hazard of incident HIV and incident HSV-2 infection. The 
third aim of the study further explored if partner age or partner number were mediators in the 
relationship between school attendance and incident HIV/HSV-2 infection by estimating the 
controlled direct effect of school attendance on time to incident HIV infected mediated 
through partner age difference and partner number.22,72 We hypothesized that the controlled 
direct effect of school attendance on incident HIV and HSV-2 infection would be closer to 
the null than the total effect when all young women do not have older partners, or have 
fewer partners.  
3.2. Study population and parent study 
We used data from the HIV Prevention Trials Network (HPTN) 068 study, a phase III 
randomized trial to determine whether providing cash transfers, conditional on school 
attendance, reduced a young women’s’ risk of HIV acquisition. The study included 28 
villages within the Bushbuckridge district of the rural Northeastern province of Mpumalanga, 
 
 15 
South Africa (Figure 3.1). Households of individual young women aged 13-20 were identified 
through the Agincourt Health and Demographic Surveillance System and randomized in a 
1:1 ratio to either receive a monthly cash transfer, contingent upon 80% school attendance, 
or to a control arm. One girl was privately interviewed per household. The study included 
2533 young women ages 13-20, who were enrolled in high school grades 8, 9, 10 or 11 at 
baseline. Further eligibility criteria included intention to remain in the area until study 
completion; consent/assent to HIV and HSV-2 testing, ability to read sufficiently to self-
administer a computer assisted interview; had necessary documentation to open a bank 
account; and lived with a parent/guardian that was willing to participate in the study and 
consent to all study procedures. Young women were excluded who were pregnant or 
married at baseline or had no parent/guardian in the household. Importantly, young women 
who tested HIV positive at baseline were not excluded from the randomized trial. Young 
women were not withdrawn from the study after enrollment if they dropped out of school, 
became pregnant or got married. Informed consent was obtained from both the young 
woman and her parent guardian.  
Young women were seen annually from baseline until study completion or graduation 
from high school, whichever came first. Each annual study visit included an Audio 
Computer-Assisted Self-Interview (ACASI) with the young woman and HIV and HSV-2 
testing for those who were not positive at the previous visit. Up to four assessments of the 
young women and their parent/legal guardians were conducted from 2010 to 2015 at 
baseline and at roughly every 12 months thereafter at 12, 24, and 36 months post-baseline 
(Table 3.1). Young women exited the study upon graduation. Therefore, young women were 
followed from study enrollment for one to three years depending on their grade at study 
enrollment and timing of the follow-up surveys. 
Follow-up visits could occur 6 months before to 6 months after the 12-month 'target 
visit date’ thus follow-up ranged from around 6 to 18 months. The majority of visits were 
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between 10 and 14 months apart. An additional HIV and HSV-2 test was done around the 
time of the girl’s graduation from high school toward the end of the calendar year called the 
“graduation visit” (Table 3.1). This test was done to align visits more with the school year 
that runs from Jan-Dec and to capture more person time to assess the impact of schooling 
on incident HIV infection. Girls did not complete the ACASI interview at this visit. Most of 
these graduation visits were done between 4 and 7 months following the last ACASI study 
visit.  
3.3. Cohort construction 
  For aim 1, we excluded young women from the original study who do not have at 
least one follow up visit. For aim 2, we examined two outcomes: incident HIV and incident 
HSV-2 infection. For incident HIV, we excluded young women who did not have at least one 
follow up visit and who were HIV positive at baseline to isolate incident, rather than 
prevalent cases of HIV. For the outcome of incident HSV-2 infection, we then further 
excluded young women who tested positive for HSV-2 at baseline from the HIV cohort to 
isolate incident, rather than prevalent, cases of HSV-2. The exclusion criteria for aim 3 were 
similar to aim 2, but we excluded young women without two follow-up visits rather than one 
to allow for an examination of mediation. Young women who are not sexually active were 
not be excluded from the study for any of our aims because of potential misreporting about 
sexual behaviors, sexual activity is on the pathway between school attendance and STIs 
and because we hope to generalize our results to all young women regardless of if they are 
sexually active.  
3.4. Outcome, exposure and covariate assessment 
Over the study period, one young woman and one parent guardian were interviewed 
per household. Each young woman was asked questions relating to demographics, 
education, sexual behavior, and partner characteristics. Her parent/guardian was asked 
questions pertaining to the household including spending and consumption patterns, and 
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asset ownership. In addition, school attendance records were collected from all 26 schools 
where the young women were enrolled during the study period. School attendance records 
contained information on grade, number of days attended, and reasons for leaving school 
including dropout.  
3.4.1. Outcome assessment 
Outcomes for aim 1: In aim 1, we used two different measures of partner selection: partner 
age difference and number of sexual partners in the past 12 months. Both variables were 
self-reported in the ACASI survey:  
 Partner age difference was defined as a dichotomous, time-varying outcome that 
equaled one if a participant had at least one partner five or more years older than 
herself and zero if not. Five years was selected as the cutoff to capture partners who 
were conceptually in a higher prevalence pool, and because this cutoff has been 
used for other analyses of the HPTN 068 data. Young women were asked to report 
the age of their non-sexual partner or last three sexual partners. If a young woman 
had any partners five or more years older than herself, she was defined as having a 
high partner age difference. Young women who did not have a partner at a visit will 
be coded as 0. We examined the sensitivity of our results to the removal of potential 
outliers. 
 Number of sexual partners was defined as a time-varying count variable indicating 
the self-reported number of sex partners in the last 12 months at each survey round. 
Young women who had not had sex were coded as having had 0 sex partners in the 
last 12 months. We examined the sensitivity of our results to the removal of potential 
outliers. 
 The frequencies of partner age difference and number of sex partners in the last 12 
months are shown in table 3.2. Over the duration of the study period, 16.1% of young 
women reported having a partner at least five years older during at least one survey round 
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(N=1208). The median number of partners in the last 12 months was 0 but ranged from 0 to 
15.   
 Figure 3.2 shows the distribution of the number of sex partners in the last 12 months 
in the observed data compared to the Poisson distribution. In the observed data, roughly 
70% of young women had zero partners in the last 12 months. This percentage declines 
rapidly as the number of partners increases to less than 5% with four or more sexual 
partners. Give the form of this distribution, the Poisson distribution is a good fit to our 
observed data.  
Outcomes for aims 2 and 3:  
 For aims 2 and 3, our outcomes were two different sexually transmitted infections: 
HIV and herpes simplex virus type two (HSV-2). Testing for both STIs was done during each 
HPTN 068 follow-up visit.  
 Incident HIV infection was defined as new cases of HIV following study enrollment. 
Testing for HIV infection was done using two different HIV rapid tests performed in 
parallel: the Determine™ HIV-1/2 test (Alere Medical Co., Ltd, Matsudo-shi, Chiba, 
Japan) and the FDA-cleared Uni-gold™ Recombigen® HIV test (Trinity Biotech plc, 
Bray, Co. Wicklow, Ireland). If both HIV rapid tests were non-reactive, no further 
testing was done during the study visit. If one or both of the HIV rapid tests was 
reactive, confirmatory HIV testing was performed using the FDA-cleared GS HIV-1 
WESTERN BLOT assay (Bio-Rad Laboratories, Inc. Redmond Washington, USA). If 
the Western blot was positive or indeterminate, a new blood sample was drawn 
within 2 weeks of the first test result for repeat testing.  If HIV status was not clear, 
further site testing was performed with guidance from the HPTN Laboratory Center. 
Samples from all participants at all study visits were tested at the HPTN Laboratory 
Center to confirm baseline HIV status and incident HIV infections.  
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 Incident HSV-2 infection was defined as new cases of HSV-2 following study 
enrollment. HSV-2 seroprevalence was measured at each survey using the herpes 
simplex virus, type II IgG ELISA assay (Kalon Biological, LTD Guildford, UK) with a 
prevalent infection index cut-off of 1.5.73 If the HSV-2 test was positive, no further 
HSV-2 testing was done at the site. HSV-2 seroconverters were identified as 
individuals who were negative at enrollment and had an index value increase of 
>1.0.17 The Kalon assay is considered to have the best test performance of all HSV-
2 type specific serologic tests in sub-Saharan Africa.74 However, test performance 
characteristics are imperfect with an estimated 95% sensitivity and 91% specificity.74 
Low specificity may result in a large number of false positives. However, for the 
purposes of our study and standardizing 068 analyses, we were unable to get the 
original samples to try different cutoff levels. 
The prevalence at baseline and incidence over the study period of HIV and HSV-2 are 
shown in table 3.3.  At baseline, the prevalence of HIV was 3.2% (N=81) and the prevalence 
of HSV-2 was slightly higher at 4.7% (N  =120). Over the study period and excluding 
baseline cases, incidence of HIV was 1.2% (N=107) and incidence of HSV-2 was 3.7% 
(N=208). 
3.4.2. Exposure assessment 
For all aims, we used the exposure of school attendance. Information on school 
attendance was collected from both high school attendance registers where young women 
were enrolled and in the ACASI questionnaire. The ACASI questionnaire was completed 
during each follow-up visit and includes information through self-report about the average 
number of days attended in the previous month and school enrollment in the previous year. 
The high school attendance registers contain information collected directly from each high 
school about the attendance of young women enrolled in that school. Compared to the 
ACASI survey, the attendance registers have more exact information on the number of days 
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attended out of the total in each month. However, the data collection process for the 
registers was not standardized because school staff recorded the information. For the 
purposes of our study, we used the attendance registers over the ACASI survey because 
the registers were not self-reported and they were used to deliver the conditional cash 
transfer intervention in the original trial. 
School registers were collected during every month for women in the intervention 
arm and in February, May and August for young women in the control arm. Our study used 
only the months of February, May and August when both groups have data available. 
Attendance was recorded as the percentage of days attended out of the total number of 
school days in each month. To be compatible with the yearly structure of the testing and 
ACASI data, we aggregated and averaged the percentage of days attended in months 
between follow-up visits to create an average percentage of days attended per follow-up 
visit. School attendance was examined as a continuous percentage of school days and 
dichotomously as greater than or equal to 80% in accordance with the definition used to 
deliver the intervention in trial. 
 For aims 1 and 2, the exposure of school dropout was defined as a time-varying 
dichotomous variable that equaled zero when the participant was enrolled in school and one 
when the participant is not enrolled in school. School dropout was constructed using the 
school attendance registers. Because all participants were enrolled in school at baseline, 
young women who are reported as having dropped out of school during any month between 
the previous to the current visit were defined as having dropped out of school during that 





3.4.3. Covariate assessment 
 We explored the potential influence of the covariates listed below. Covariates were 
selected using directed acyclic graphs (DAGS) of each exposure-outcome relationship 
(Appendix A, figures A.1-A.4). DAGS were used to identify a preliminary minimally sufficient 
adjustment set for each exposure-outcome relationship from the larger list of covariates 
(Table 3.4). For our analysis, we requested data on: 
1. Age at baseline, calculated in years, from birthdate. We hypothesized that 
increasing age would be associated with decreased likelihood of attending school 
and increased likelihood of incident HIV/HSV-2, and risky sexual behavior. Age was 
evaluated as a potential confounder in all aims and an effect measure modifier in the 
relationship between school attendance and partner age difference.  
2. School, a time-varying categorical variable indicating the school where the young 
woman as enrolled at each study visit. We hypothesized that different schools would 
have different school attendance patterns. School was evaluated as a potential 
confounder in all aims. We also accounted for clustering by school with GEE in aim 
1. 
3. Randomization to the conditional cash transfer intervention arm was coded as 
zero or one depending on the study arm of the participant at enrollment. 
Randomization arm was evaluated as a potential confounder in all aims due to the 
design of the original trial.  
4. Household socioeconomic status (SES), a time varying index of relative SES 
based on household assets. We hypothesized that lower SES would be associated 
with decreased school attendance and increased risk of STIs and risky sexual 
behavior. Socioeconomic status was be evaluated as a potential confounder in all 
aims.    
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5. Pregnancy, defined as dichotomous, time-varying self-report of any pregnancy at 
each follow-up visit. We hypothesized that pregnancy would be associated with lower 
school attendance and increased risk of HIV/HSV2 infection and sexual risk 
behaviors. Pregnancy was evaluated as a potential confounder in all aims. 
6. Orphan status, defined as a dichotomous, time-varying variable indicating if one or 
both parents had died. This variable was based on self-report of if the mother or 
father were alive at each follow-up visit. Orphan status was evaluated as a 
confounder in all aims. 
7. Depression defined as a binary, time-varying variable indicating if the young woman 
had depression. Assessment of depression is based on the Children’s Depression 
Inventory75,76 The Children’s depression inventory includes 10 items designed to 
measure self-reported depressive symptoms for adolescents ages 7-17. The scale 
has a Chronbach’s alpha of 0.65 and was recorded at baseline and at the final visit. 
8. Anxiety defined as a binary, time-varying variable indicating if the young woman had 
anxiety (yes/no). Assessment of anxiety is based on the Revised Children’s Manifest 
Anxiety Scale, a 28 item scale, adapted to South Africa.77 The scale has a 
Chronbach’s alpha of 0.81 and was recorded at baseline and at the final visit.  
9. Alcohol use, defined as a categorical, time-varying variable indicating the self-
reported frequency of alcohol use at each visit. Possible answers are never, less 
than once a month, once a month, 2-3 times a month, once a week, 2-6 times a 
week and daily. We examined the frequency of each category and assessed the 
functional form of alcohol use with each outcome of interest to determine how to 
categorize this variable. Use was quite low at baseline with 2% drinking once a 
month or more.  
10. Grade repetition, defined as a dichotomous, time-varying, covariate indicating if a 
young woman repeated a grade before or during the study period (ever repeated a 
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grade). Grade repetition was updated at each survey round. Each school year is 
from January until December of the same year. New repetitions during the study 
period were captured as a young woman being in the same grade as in the previous 
survey if the previous survey was within the same year. We hypothesized that grade 
repetition would be associated with decreased likelihood of attending school and 
increased risk of STIs and sexual risk behaviors.  Grade repetition was evaluated as 
a potential confounder in all aims and as an alternative exposure in aim one.   
We did not have corresponding exposure or covariate data for the additional HIV and HSV-2 
test that was done for some girls at their graduation visit (described above). Given that the 
vast majority of graduation visits were less than 7 months from the previous study visit in 
which girls completed the ACASI questionnaire, we imputed exposure and covariate data 
from the previous visit to correspond with the HIV/HSV-2 outcomes obtained at the 
graduation visit. We also explored excluding graduation visit data obtained more than 6 
months since the previous questionnaire.  
3.5. Statistical approach  
3.5.1. Aim 1: School attendance and risk of partner age difference and number of partners 
For the first aim, we used a log-Poisson model to approximate the log-binomial 
model to estimate the crude and adjusted risk ratio for the effect of school attendance on 
partner age difference (large versus small).78 A Poisson model was used to estimate the 
crude and adjusted count ratio for the effect of school attendance on partner number.79 This 
approach was appropriate given that the Poisson model was a good fit to the observed data 
(Figure 3.1). Generalized estimating equations (GEE) with an exchangeable correlation 
matrix were used to create 95% confidence intervals that accounted for repeated measures 
over the study period and for clustering within schools.80 An exchangeable correlation matrix 
was selected because we assumed that the variation between subjects was more than the 
variation within subjects due to repeated measurements for each individual. We accounted 
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for our minimally sufficient set of confounders in our final Poisson models using inverse 
probability of exposure weights. Inverse probability of exposure weights were calculated 
similar to aim 2 below. Our analysis was repeated looking at school dropout and grade 
repetition as exposures.  
Formula 1: Log-binomial regression model 
  
Formula 2: Poisson regression model 
  
We used a time lag for the exposure and all covariates to determine how attendance 
at follow-up visit one affects behavior at follow-up visit two, accounting for temporality. For 
example, baseline attendance and covariates predicted partner age difference at follow-up 
visit one. As a sensitivity analysis, we examined exposures at time one predicting the 
outcomes at time three to determine if results were similar. 
We also considered the potential for effect measure modification by age and grade of the 
young woman in the relationship between school attendance and both risk behaviors. Age 
and grade were assessed separately. We examined stratified estimates to determine if the 
magnitude of the association between attending school and partner age difference and 
partner number varied across strata of the young woman’s age or grade.    
3.5.2. Aim 2: School attendance and school drop out and risk of incident HIV and incident 
HSV-2 infection 
To estimate the effect of school attendance on time to detection of both HIV and 
HSV-2, we used inverse probability-of-exposure weighted estimation of a marginal structural 
cox model.81 Assuming consistency, positivity, conditional exchangeability and correct model 
form, this method allows for estimation of the total effect of school attendance on detection 
P(Age difference=1) =a + b1(school attendance)+b2X2
Where X is a matrix of the potential covariates in our final adjustment set
logP(Partner number = y) =a + b1(school attendance)+b2X2
Where X is a matrix of the potential covariates in our final adjustment set
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of incident HIV/HSV-2 or estimates the hazard for incident infection if all young women had 
higher school attendance throughout the study period compared to if all young women had 
low attendance. 82,83 We favored dichotomizing school attendance for aims 2 and 3 to 
provide better interpretability of the estimates (i.e. intervening to change school to a 
particular cut off) and because Kaplan Meier requires a categorical exposure. Young women 
could contribute both unexposed and exposed follow-up time depending on their exposure 
status during a given survey round. Baseline cases were excluded, and time-varying 
covariates were lagged. Therefore, covariates at baseline predicted infection at visit one, 
covariates at round one predicted infection at round two and so on. 
The origin for each participant was the date of her first negative HIV/HSV-2 test at 
enrollment and the time scale was time in days from this date until date of infection, date 
before loss to follow up, or date of censoring. Young women were removed from the risk set 
at the time of incident infection, and censored if they moved, were otherwise lost to follow 
up, or when they graduated or reached the end of the study time period. All young women 
who did not experience infection by the end of the study period were administratively 
censored at the date of their last test. Loss to follow up was minimal in the study (<10%) and 
unlikely to affect results. However, loss to follow up was examined by exposure status to 
determine if the assumption of non-informative censoring is met in our analysis.  
Young women who tested positive were removed from the risk set at their first 
positive test date. However, tests were done roughly a year apart and it is likely that the date 
a young women tested positive did not represent the time at which she was infected. To 
account for this, we referred to this time period as the time to HIV/HSV-2 detection rather 
than time to infection.  
We first calculated crude and adjusted risk of incident HIV and HSV-2 infection as 
the complement of the Kaplan-Meier survival function.84 We used inverse probability-of-
exposure weights for school attendance to produce curves for the cumulative incidence of 
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HIV/HSV-2 infection by high (over 80%) versus low school attendance.85,86 Weighted curves 
were used to account for time-varying shifts in the number of young women attending school 
over the study period and to produce a visual representation of the cumulative risk 
accounting for confounding. We used these curves to calculate the risk ratio and risk 
difference of incident HIV and HSV-2 infection by school attendance at each year of follow 
up (1.5, 2.5 and 3.5 years). A Cox proportional hazards model was then used to estimate 
the hazard of incident infection by school attendance and by school dropout, conditional on 
covariates. A cox model was appropriate for the proposed analysis because it can handle 
late entry, tied events, right censoring, time varying exposure and confounders, and variable 
follow up time between study visits. The exact method was used to account for tied data. 
This method assumes that there is no true unknown ordering for tied events and that ties 
are the result of imprecise measurement of time. The proportional hazards assumption was 
evaluated by examining plots of the log cumulative hazard by time and by testing a product 
term between school attendance and time.  
Formula 3: 
 
We assessed the potential for confounding by both time fixed (intervention arm and 
age at baseline) and time varying (school, SES, pregnancy, grade repetition, parental 
involvement and HIV or HSV-2 infection) covariates. We used a directed acyclic graph to 
identify a minimally sufficient adjustment set for each exposure (school attendance and 
school dropout) a priori. We conditioned on confounders in the minimally sufficient 
adjustment set using inverse probability weights (IPW) in our marginal structural cox model 
for the relationship between school attendance and school dropout and incident HIV/HSV-2 
Let A( j) is the time varying exposure (school attendance) at time j
A is the history of the exposure up to time j
Marginal Structural Cox Model:
hT (a )( j) = h0( j)exp{bg(a)}
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infection.82 Inverse probability of exposure weights were calculated using a pooled logistic 
regression model for school attendance or school dropout including history of the exposure 
and all confounders.87,88 Each young woman’s inverse probability-of-exposure weight is the 
inverse of the probability of receiving the exposure (school attendance) that she did in fact 
receive at each visit. To increase the efficiency of our estimator, inverse probability of 
exposure weights were stabilized.82 Numerator weights were estimated using a similar 
pooled logistic regression model for each exposure with no covariates included in the 
model.82 Weights were examined descriptively and extremely influential values were 
removed.82 Confidence intervals were calculated using the standard deviation from a 
nonparametric bootstrap calculated from 1,000 full samples (with replacement) from the 
observed data.89  
Formula 4:  
 
Because there was dropout in the study, we compared results from a model only 
using treatment weights to a model weighted for both treatment and censoring. To adjust for 
potentially informative censoring, we multiplied our IPW by time-varying inverse probability-
of-censoring weights. Pooled logistic regression models analogous to the previous IPW 
were used to estimate the numerator and denominator of censoring weights.81,83,88 
Censoring weights included the exposure to account for dropout by exposure status. 
From a preliminary descriptive analysis, we expected that less than 10 percent of 
information on school attendance and all confounders would be missing. Therefore, 
longitudinal data was carried forward from the most recent observed value for missing data. 
We did a sensitivity analysis using alternate analyses restricted to participants with complete 
Let A( j) is the time varying exposure at time j, A is the exposure history to time j
X  is confounders of our outcome-exposure relationship, X  is confounder history to time j
Baseline-stabalized IP weights:
w(t)= j£tP{A( j)Õ = a j | A( j -1) = a j=1,X(0) = x0} / P{A( j) = a j | A( j -1) = a j-1,X( j -1) = x j-1}
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data at baseline to determine if results are similar when using this approach.  For young 
women who received an additional HIV/HSV-2 test at their graduation visit, data were 
carried forward from the most recent follow-up visit.  
3.5.3. Aim 3: Explore if the relationship between school attendance and incident HIV/HSV-2 
infection are mediated by changes in partner age difference or partner number  
Social scientists have commonly used approaches such as structural equation 
modeling (SEM)90 or the Baron and Kenny approach to mediation to understand the process 
through which an exposure influences an outcome. However, these methods only allow for 
decomposition of the total effect into direct and indirect effects when there is no interaction 
between the mediator and the outcome.72,91 To address these concerns, methods in causal 
inference have recently been developed to further define direct and indirect effects and to 
account for situations in which interactions may be present. The indirect effect of school on 
HIV is the effect mediated through partner age while the direct effect represents the effect of 
school on HIV through all other pathways (Figure 3.3). The total effect includes both of these 
pathways. Three types of effects are commonly referred to in mediation analysis including 
the controlled direct effect, the natural direct effect and the indirect effect.72,92,93 The 
controlled direct effect is defined as the effect of treatment on the outcome intervening to fix 
the mediating variable uniformly at one level.72 For example, the effect of school attendance 
on incident HIV/HSV-2 infection if all young women also had younger partners. The natural 
direct effect is the effect of exposure on the outcome that would have been observed after 
fixing the mediating variable for each individual to the level it would have been under some 
referent exposure value.72,94 The natural direct effect would represent the effect of school 
attendance on HIV/HSV-2 infection assuming that partner age difference is set to what it 
would have been for all young women had they had low attendance in school. The natural 
indirect effect is defined as the effect of the mediating variable under the referent exposure 
value versus under an alternate exposure value assuming that treatment is set to some 
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level.72 For example, the indirect effect compares risk of HIV/HSV-2 after setting partner age 
a to what it would have been had the individual had high attendance versus setting partner 
age to what it would have been had the individual had low attendance, but in young women 
with high attendance only. The total effect can be decomposed into the natural direct and 
indirect effect to understand mediation.72 
In addition to the assumptions of consistency, positivity, and correct model form, 
stronger assumptions of no unmeasured confounding are needed for causal mediation 
analysis. To identify the controlled direct effect we assume 1) no confounding of the 
exposure-outcome relationship and 2) no confounding for the mediator-outcome 
relationship.72 To identify the natural direct effect and indirect effect we must assume the 
previous two points and two additional assumptions including 3) no confounding for the 
exposure-mediator relationship, and 4) no mediator-outcome confounder that is an effect of 
the exposure.72 In the case of the effect of school attendance on HIV/HSV-2 infection, we 
cannot meet the fourth assumption because there are mediator-outcome confounders that 
are affected by the exposure (SES, alcohol use, and mental health). Therefore, we 
estimated the controlled direct effect as our measure of mediation. 
We used the parametric g-formula to calculate the crude and adjusted risk ratio and 
risk difference for the total effect of school attendance on incident HIV/HSV-2 when all 
young women had low attendance versus when all had high attendance.22,72,95,96 We then 
compared to the total effect to the controlled direct effect of school attendance on incident 
HIV and HSV-2 infection when all young women were also prevented from having older 
partners, had zero partners, and one partner.97 If the controlled direct effect is attenuated 
from the total effect this is an indication that part of the effect of school attendance is 
mediated through partner age difference and partner number.  
To implement the parametric g-formula, we used the following steps.98–103 First, we 
parametrically modeled the conditional probabilities of the exposure, outcomes, mediators 
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and time-varying confounders of both the exposure-outcome relationship and mediator-
outcome relationship using the observed data. All models were conditional on confounders 
of the exposure-outcome relationship identified using a directed acyclic graph (DAG). 
Logistic regression was used for all binary variables and a proportional odds model was 
used for the ordinal mediator of partner number. We then estimated conditional probabilities 
of the mediators, exposure, outcomes and time-varying confounders using the coefficients 
from the models above in a Monte Carlo sample of 10,000 young women drawn with 
replacement from the observed data.98 Conditional probabilities of the outcomes, mediators 
and time-varying confounders were estimated at up to three time points for the young 
women to simulate their values over the study period. If a young woman tested positive for 
HIV or HSV-2, she exited the risk set. Lastly, we estimated the cumulative incidence of 
HIV/HSV-2 for each intervention scenario using the complement of the extended Kaplan 
Meier estimator to account for time varying exposures.98 Risk ratios and risk differences for 
the effect of school attendance on HIV/HSV-2 were estimated at four years under varying 
interventions on the exposure and mediators. 95% confidence intervals were computed 
using standard errors estimated by the standard deviation from results conducted using 200 
nonparametric bootstrap resamples. 
3.6. Power calculation 
Incident HIV infection was lower in the study (1.8%) than was anticipated from 
previous literature (3%). The low number of incident infections reduced power and the 
precision of our study. HSV-2 was more prevalent in the population giving us more power to 
detect an association (baseline prevalence of 4.7%). We also expected to have more power 
to detect as association between attendance and both partner age difference (10.2%) and 
number of partners (Table 3.4). Our power calculation was therefore focused on the effect of 
school attendance on incident HIV infection as we expected to have the lowest power to 
detect an effect for this outcome. 
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A total of 2,533 young women were enrolled in HTPN 068 between March 2011 and 
December 2012. Eighty-one of these young women were HIV positive at enrollment and 
were excluded (3.3% prevalence). A total of 2,328 HIV negative young women with at least 
one follow up visit were included in our final analysis cohort. Roughly 3.8% of young women 
had low school attendance overall (i.e. reported missing ≥5 days a month in the ACASI 
survey) for an N of roughly 88 with low attendance and 2,240 with high attendance. Over the 
duration of the study, there were 107 (1.8%) incident cases of HIV infection. From 
preliminary analyses of the data, we know that the maximum follow up time in the study was 
1,289 days and we estimated the hazard in the unexposed (low attendance) group to be 1.2. 
Our results show that we have approximately 54% power to detect a hazard ratio of 0.8 but 
91% or more power to detect a hazard ratio of 0.7 or above. Given preliminary analyses in 
the baseline paper, we expected that our hazard ratio would be lower than 0.7 and we would 
have sufficient power to detect an association. 
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3.7. Tables and figures  
 
Figure 3.1. Study site: Agincourt health and socio-demographic surveillance site (AHDSS) 
 
 
Table 3.1. Average follow-up time between ACASI surveys and HIV/HSV-2 test dates 
 
ACASI Survey N Median Mean IQR SD Min Max 
Times from Baseline to round 2 2279 14 13.5 13,14 1.34 9 19 
Time from round 2 to 3 1870 11 11.2 10,11 3.27 5 35 
Time from 3 to 4 899 12 12.2 12,12 3.18 8 45 
                
HIV/HSV-2 testing N Median Mean IQR SD Min Max 
Times from Baseline to round 2 2214 14 13.5 13,14 1.30 9 19 
Time from round 2 to 3 1722 11 10.6 10,11 1.27 5 19 
Time from 3 to 4 835 12 11.8 12,12 0.96 8 23 
Time from previous to graduation test visit 1825 5 5.79 4,6 3.28 1 42 
*Excluding follow up time for young women who missed intermediate visits: 88 young women missed 





Table 3.2. Distribution of number of sex partners and partner age difference over all survey 
rounds 
 
  N % 
Age difference 5 or more years with partner 1208 16.1% 
 
  
Median (IQR) Min, Max Mean Std Dev 
Number of sex partners in last 12 
months 0 (0,1) 0,15 0.71 2.19 
Max partner age difference (among 
those who had a boyfriend or sex 
partner) 4 (2,5) -6,68 4.12 3.91 
Max partner age difference with YW 









Table 3.3. Incidence and prevalence of HIV and HSV-2 in HPTN 068 
 
  Prevalence at Baseline Incidence over the study period 
  N (%) N (%) 
HIV 81 (3.2) 107 (1.2) 
HSV-2 120 (4.7) 208 (3.7)* 
 
 
Table 3.4. Exposure, outcome and minimally sufficient adjustment set for each aim 
 
Aim Outcome Minimally sufficient adjustment set DAG (Appendix A) 
1 1. Partner number 1. Age, CCT, orphan status, SES, 
alcohol use, depression/anxiety 
2. Age, CCT, orphan status, 
alcohol use, depression/anxiety, 
SES 
Figure 3 
1 2. Partner age difference Figure 2 
2 HIV 
Age, CCT intervention, HSV-2, 
partner age, pregnancy, SES, school, 
alcohol use, depression/anxiety 
Figure 4 
2 HSV-2 
Age, CCT intervention, HIV, partner 




Exposure outcome confounders: 
Age, CCT intervention, HSV-2, 
partner age, pregnancy, SES, school, 
alcohol, depression/anxiety 
Mediator-outcome confounders: 
transactional sex, SES, 
depression/anxiety, alcohol use 
Figure 4 
3 HSV-2 
Exposure outcome confounders:  
Age, CCT intervention, HIV, partner 
age, pregnancy, SES, school, 
alcohol, depression/anxiety 
Mediator-outcome confounders: 
transactional sex, SES, 















Figure 3.4. Estimated power by hazard ratio 
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CHAPTER IV: AIM 1: SCHOOLING AND PARTNER AGE DIFFERENCE AND 
NUMBER OF SEXUAL PARTNERS AMONG YOUNG WOMEN IN RURAL SOUTH 
AFRICA ENROLLED IN HPTN 068 
4.1. Introduction 
An estimated 5.4 million young people aged 15-24 are living with HIV, accounting for 
15% of the total burden of persons living with HIV worldwide.1 In South Africa, the 
prevalence of HIV among persons of this age group is 7.1 % and is 3 to 4 times higher in 
young women compared to young men.1–3 Attending school may protect against sexually 
transmitted infections (STIs) including HIV,15–18,55  but the mechanism for this relationship is 
unclear. One hypothesis is that students who attend school are engaged in safer sexual 
networks with lower exposure to STIs.12,16 Compared to adolescent girls who do not attend 
school, girls who are in school may have fewer lifetime partners16,61,63, and fewer partners 
much older than themselves.16,67 But to date, a temporal relationship between school 
attendance or school dropout and sexual behaviors has not been established.16,19,61,63,67 
Given that attending school is one of the few factors that has a strong preventative 
association with HIV acquisition in adolescent girls, a better understanding of the sexual 
behaviors affected by attending school would provide clarity on how to reduce transmission 
in this population.  
This analysis uses longitudinal data from a randomized trial to determine if the 
percentage of school days attended over the past year, school dropout and grade repetition 
affect the probability of having a much older partner and number of partners among high 
school girls in rural South Africa. We hypothesize that adolescent girls who do not drop out 
of school and who attend school more frequently will have fewer partners and partners 




4.2.1. Study sample 
  We analyzed data from the HIV Prevention Trials Network (HPTN) 068 study, a 
phase III randomized controlled trial to establish whether providing cash transfers, 
conditional on school attendance, reduced young women’s risk of HIV acquisition.104 The 
study included 2,533 young women ages 13-20 years registered in high school grades 8-11 
at enrollment within the rural Agincourt sub-district, located in northeastern corner of 
Mpumalanga province. Potential participants were excluded if they were pregnant or married 
at enrollment or if they did not have a parent or guardian in the household. For our study, we 
further excluded participants who did not have at least one follow up visit after baseline. 
Young women were seen annually from baseline until study completion or graduation 
from high school, whichever came first. Each annual study visit included an Audio 
Computer-Assisted Self-Interview (ACASI) with the young woman, as well as HIV and 
herpes simplex virus type 2 (HSV-2) testing for those who were not positive at the previous 
visit. Up to four assessments of the young women and their parent/legal guardians were 
conducted from 2010 to 2015; the first one at baseline and then every 12 months thereafter. 
Yet, because young women were enrolled in the study in different grades and exited at 
graduation, not all participants had all four visits. In addition, school attendance records 
were collected from all schools where the young women were registered during the study 
period. Attendance registers were collected each month for women in the intervention arm 
and in February, May and August for young women in the control arm. For this study we 
used data from February, May and August when all participants (intervention and control) 




We estimated the effect of school attendance and dropout on the probability of 
having an older partner and the number of partners in the last 12 months. Having an older 
partner was defined as a young woman having at least one partner five or more years older 
than herself at each follow up visit. Five years was selected as the cutoff to capture partners 
who are out of school and conceptually in a higher prevalence pool. Partner age difference 
was calculated as the difference between the young woman’s age and the age of each of 
her sexual and non-sexual partners at each visit. Young women who did not have a partner 
were coded as not having an older partner. Number of sexual partners was defined as a 
time varying count variable indicating the self-reported number of sex partners in the last 12 
months at each follow-up visit. Young women who had not had sex were defined as having 
0 sex partners in the last 12 months. All sexual behaviors were self-reported. For partner 
age, one outlier was removed with a partner 64 years older. For partner number, one outlier 
at 55 was removed.  
School attendance and school dropout were constructed using high school 
attendance registers. School attendance was defined as the average percentage of days 
attended out of the total number of days in February, May and August between yearly 
follow-up visits. School attendance was dichotomized as attending fewer than 80% of school 
days versus 80% or more school days. For further comparison, school attendance was also 
categorized as fewer than 50% of school days, 50% to 80% and 80% or more school days. 
School dropout was defined as having dropped out of school in any month between surveys 
(even if they returned later). Young women were allowed to drop out during one survey 
period and return to school in another. Reasons for dropout and low attendance were 
examined using self-reported ACASI data instead of attendance records, as more detailed 
information was available in the ACASI survey.  
We used the outcome variables from the follow-up visit after the exposure and 
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covariates to determine how attendance at one visit affects behavior at the next visit. 
However, attendance data were averaged over the year between follow-up visits and could 
have overlapped with sexual behavior questions that were asked retrospectively about that 
same year. For example, dropout could have occurred before or after sexual partnerships in 
the 12-month period. An additional sensitivity analysis was done to explore how 
assumptions about temporality would affect our results. We used attendance between 
surveys to predict the outcomes two visits later, controlling for confounders prior to 
attendance. For example, attendance from baseline to follow-up visit 1 was the independent 
variable while number of partners at visit 2 was the dependent variable, controlling for 
confounders at baseline (Appendix B, Table 1 and 2). 
4.2.3. Statistical analysis 
Characteristics were compared between young women with high versus low 
attendance after their first visit using numbers and percentages for categorical variables and 
median with the interquartile range for continuous variables. Although young women could 
return after dropout, incidence of second dropout after returning to school was low in the 
study. Therefore, we used Kaplan Meier curves to descriptively examine cumulative 
incidence of first dropout by time in years since age 13, and time in years since enrollment 
in the study. Young women who were older than 13 at study enrollment were treated as late 
entries. In our descriptive analysis of time to first dropout, young women were removed from 
the risk set if they dropped out and censored at the visit before moving, graduation, study 
completion or loss to follow up.  
Risks of having a much older partner and counts of sex partners were compared 
using Poisson regression models. To compare the risks of having a much older partner 
between exposure groups, we used Poisson models with a log or identity link function to 
estimate the crude and weighted risk ratios or risk differences, respectively.78 The Poisson 
model was used to approximate the binomial model.105,106 To compare the counts of 
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partners between exposure groups, we used Poisson models with log or identity link 
functions to estimate the crude and weighted count ratios and count differences.79 
Generalized estimating equations (GEE) with an exchangeable correlation matrix and robust 
variances were used to create 95% confidence intervals that accounted for repeated 
measures over the study period and for clustering within schools.80  
We identified a minimally sufficient set of confounders using directed acyclic graphs 
(DAG) for each exposure-outcome relationship. Confounders included age, intervention 
assignment, orphan status, alcohol use, depression, anxiety, pregnancy, school and 
socioeconomic status (SES). Inverse probability of exposure weights (IPW) were used to 
account for confounding in the final model.82 Each young woman’s inverse probability-of-
exposure weight is the inverse of the probability of receiving the exposure (school 
attendance or school dropout) that she did in fact receive at that visit, conditional on 
confounders. For each binary exposure (dropout (yes/no), grade repetition (yes/no) and 
attendance (high/low)), the denominator of the weights was estimated using a logistic 
regression model for the exposure of interest conditional on all confounders. To estimate 
weights for attendance as three categories, we used a pooled logistic regression model 
conditional on all confounders. To improve efficiency of our estimates, weights were 
stabilized by the marginal probability of exposure. The distribution of all weights was 
examined to ensure that they had a mean of approximately one.  
We also examined effect measure modification of the relationship between school 
attendance and partner age difference by age of the young woman. Stratified estimates 
were examined to determine if the magnitude of the association varied across strata of 
young woman’s age category  (13-14 years, 15-16 years, 17-18 years and 19-23 years). A 
likelihood ratio test was used to compare the fit of the model with and without an interaction 




Of the 2,533 young women included in the parent study, 163 were excluded because 
they did not have at least one additional ACASI visit following baseline. A total of 2,360 
young women were included in our analysis cohort of which 6.1% (N=144) ever dropped out 
of school during the study period. About 14% (N=20) of those who dropped out returned to 
school and 10.0% (N=2) of those who returned dropped out a second time. Roughly 4% 
(N=97) attended less than 80% of school days from baseline to the first follow up visit. 
Young women who attended more school (≥80% of school days) from baseline to first 
follow-up were less likely at baseline to have repeated a grade (33.4% vs. 53.6%), be in the 
CCT intervention arm (52.0% vs. 67.0%), use any alcohol (8.4% vs. 16.5%), ever been 
pregnant (8.0% vs. 16.7%) or ever had sex (25.5% vs. 46.4%) (Table 1). Young women with 
low attendance had a similar level of wealth, mother’s educational level, parental monitoring, 
orphanhood and unprotected sex compared to young women with high attendance.  
The average percentage of days not attended each month increased over the study 
period from 2.1% in May 2011 to 11.1% in August 2014 and was similar by study arm. 
Cumulative incidence of first dropout increased over the study period from baseline, when 
all young women were enrolled, to 12.0% at the end of the study period (Figure 1). When 
looking at cumulative incidence over time since age 13, the risk of dropout increased from 
0% in those age 13 to 27.8% in girls 8 years older at the age of 21. Risk of dropout was 
lower in the intervention arm during the entire study period but increased over time in both 
arms. The most common reason that young women reported for dropping out of school was 
that they were pregnant or had a child (N=66; 43.7%). Other common reasons were that 
they were sick or disabled (N=19; 12.6%) or not doing well in school (N=18; 11.9%). The 
most common reasons reported for not attending school were being sick or disabled 
(N=1,664; 77.0%), other (N=158; 7.3%), having to help at home (93,4.3%) or being pregnant 
 
 42 
or having a child (N=89; 4.1%). The main reason for attending school was to get a job in the 
future (N=1814; 76.5%).  
Over the study period, out of 4,993 women-visits, 8.0% (N=397) of women reported 
having an older partner, and the median number of partners in the last 12 months was 0 
(interquartile range= 0,1). The weighted risk of having an older partner was 20.7% in young 
women with low attendance compared to 7.7% in young women with high attendance (Table 
2). Young women who attended fewer than 80% of school days had a 13.0% higher one-
year risk (95% CI: 6.3%, 19.7%) of having an older partner compared to young women who 
attended 80% or more school days. The effect was similar for those attending fewer than 
50% and 50-80% of school days. The weighted risk of having an older partner for young 
women who dropped out was 21.4% compared to 7.7% in young women who did not drop 
out. Young women who dropped out of school had a higher one-year risk of having an older 
partner (RD: 13.7%; 95% CI: 5.1%, 22.3%) but young women who repeated a grade had a 
similar one-year risk compared to those who did not (RD: -0.2%; 95% CI: -2.0%, 1.5%). 
Results for the effect of school attendance, school dropout and grade repetition on 
number of sexual partners were similar to patterns observed for partner age difference 
(Table 3). The weighted mean number of partners in the past 12 months was 0.41 among 
women with high attendance compared to 0.59 among those with low attendance. Young 
women who attended fewer than 80% of school days had 0.181 more partners (95% CI: 
0.072, 0.291) compared to young women who attended 80% or more school days over a 
one-year period. No difference in outcomes was observed when comparing attendance 
categories of less than 50% and 50-80% of school days.  Young women who dropped out of 
school had 0.361 more partners (95% CI: 0.214, 0.509) compared to those who did not drop 
out, while young women who repeated a grade had a similar one-year count of partners 
compared to those who did not (CD: 0.012; 95% CI: -0.045, 0.070). 
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When stratified by age, the percentage with a much older partner was higher for 
young women who were ages 19-23 (N=44, 16.4%) and 17-18 (N=166, 12.0%) than in 
those ages 15-16 (N=151, 6.4%) and 13-14 (N=36, 3.7%) (Table 4). Young women who had 
low attendance in school (<80%) had a higher risk of having an older partner among the 13-
14 and 17-18 year olds. The effect of attending school on partner age difference was slightly 
reduced among the 15 to 16 year old age group and the 19 to 23 year old age group. 
However, few young women were in the oldest age group, which may have resulted in a 
lack of precision for this estimate. 
In a sensitivity analysis, the effect of attending fewer than 80% of school days versus 
80% or more was similar for partner age difference (RD: 13.2%; 95% CI: 3.3%, 23.1%) and 
number of partners (CD: 25.6%; 95% CI: 3.2%, 48.1%) two follow-up visits later, conditional 
on prior confounders (Appendix B, Table 1 and 2). The effect of school dropout was stronger 
on partner age difference (RD: 28.0%; 95% CI: 8.2%, 47.8%) and number of partners (CD: 
58.4%; 95% CI: 18.8%, 90.8%) two visits later, conditional on prior confounders.  
4.4. Discussion  
In our study, the percentage of young women attending fewer than 80% of school 
days on average in the past year was relatively low (4.1%) but increased with age. Low 
attendance in school was associated with both the probability of having a much older 
partner and greater number of partners in the past year. The effect of low attendance in 
school (<80%) on having a much older partner was modified by the age of the young 
women, having a reduced effect among young women ages 15-16 and 19-23 years. School 
dropout (6.1%) was also strongly associated with both having a much older partner and 
having more sexual partners. Conversely, ever repeating a grade was not associated with 
either outcome. 
Our results support the hypothesis that young women who stay in school and who 
attend school more frequently have partners closer to their own age and fewer partners than 
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young women who attend less school or who drop out. These findings based on longitudinal 
data are consistent with those from prior cross-sectional studies indicating that young 
women who are in school have fewer lifetime partners, 16,61,63 and fewer partners much older 
than themselves compared to young people who do not attend school.16,19,67 Most notably, 
our results are similar to another cross-sectional study in South Africa that found that young 
men who were in school were less likely to be HIV infected, but both young men and women 
in school had fewer lifetime partners, and young women had fewer partners more than 3 
years older than themselves.16 That study concluded that students might have a safer 
sexual network structure, thereby putting them at lower risk of HIV infection. Our results 
support this conclusion by using longitudinal data to show a relationship between attending 
more school and having both fewer partners and younger partners in young women.  
In the HTPN 068 study, school attendance was associated with incident HIV-
infection; and partner number and partner age difference were also associated with HIV-
infection.107,108 Age disparity has been associated with prevalent HIV infection in cross-
sectional studies in Uganda,109 Zimbabwe,110 South Africa3 and Kenya,111 but recently in 
South Africa, age disparity did not appear to be associated with incident HIV infection.112,113 
While age disparity and number of partners appear to be a factor in the relationship between 
time spent in school and risk of HIV infection, how these behaviors further increase risk of 
HIV warrants further investigation.  
Attending fewer school days and school dropout were associated with both the 
probability of having an older partner and having more partners but grade repetition was not 
associated with either behavior. This pattern suggests that the effect of school attendance 
on partner age and partner number is more strongly related to amount of time spent in a 
school environment rather than with educational success.  However, it is important to note 
that there is a cyclical relationship between grade repetition, school attendance and school 
dropout. Our results indicate that young women who have repeated a grade are more likely 
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to have low attendance in school and young women who have low attendance are more 
likely to later repeat a grade. Grade repetition and low attendance were also markers for 
later school dropout. While grade repetition may not be directly associated with age disparity 
or number of sexual partners, it appears to be a warning sign for later low attendance and 
school dropout, which are associated with these partnering behaviors.  
To our knowledge, our study is the first to use longitudinal data to explore the 
hypothesis that young women in school have younger and fewer partners. However, our 
study uses data from an RCT in which all young women were in school at study enrollment. 
A prior study using data from the trial found evidence of selection bias where young women 
who participated in the HPTN 068 were already more likely to be enrolled in school than in 
the underlying population.114 Participation in an RCT may have also resulted in a Hawthorne 
effect where young women may have been less likely to drop out than they would have 
otherwise simply because of study participation.114 Second, information on sexual behaviors 
and partner characteristics was self-reported in the study and may be misreported. To 
minimize reporting bias, interviews were conducted in a private location using Audio 
Computer-Assisted Self-Interviews (ACASI).  
Lastly, despite the use of longitudinal data, the time period for the exposure and 
outcome variables could overlap because school attendance and enrollment information 
were measured between surveys and sexual behaviors were reported retrospectively. 
Although reverse causality is plausible (i.e., older partners and more partners may result in 
low school attendance), our sensitivity analysis shows that these partnering behaviors occur 
more often after school dropout or after low school attendance. In fact, when restricting our 
time period to that following dropout, the effect estimates for the associations were even 
stronger.  
In our study, young women who attended more days of school and who did not drop 
out of school were less likely to have older partners and more sexual partners. Spending 
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time in school imposes network and time constraints that make frequent attendees more 
likely to both select other (same-age) students as partners and to have fewer partners 
overall, thereby reducing their risk of being exposed to partners with HIV. Initiatives aimed at 
keeping girls in school such as DREAMS are critical to promoting safe sexual behaviors and 
preventing sexually transmitted infections.115 However, effectively preventing infections in 
young women should also involve the development of interventions for young women out of 







4.5. Tables and figures  
Table 4.1: Baseline characteristics of young women aged 13 to 21 by average school attendance from baseline to round 1 in 
Agincourt, South Africa from March 2011 to December 2012 (N=2360)* 
 
 
Average school attendance from baseline to round 1 
  Low (<80%)  (N=97) High (≥80%)  (N=2263) Total (N=2360) 
  N (%) Median (IQR) N (%) Median (IQR) N (%) Median (IQR) 
Young women’s age at baseline (years)  16 (15,17)  15 (14,17)  15 (14,17) 
Age 13-14 20(20.6)  730(32.3)  750(31.8)  
Age 15-16 38(39.2)  965(42.6)  1003(42.5)  
Age 17-18 26(26.8)  477(21.1)  503(21.3)  
Age 19-21 13(13.4)  91(4.0)  104(4.4)  
Household wealth (assets)       
   Low 28(28.9)  578(25.6)  606(25.7)  
   Middle to Low 26(26.8)  605(26.8)  631(26.8)  
   Middle 19(19.6)  547(24.2)  566(24.0)  
   High 24(24.7)  529(23.4)  553(23.5)  
Randomization arm 65(67.0)  1177(52.0)  1242(52.6)  
Ever repeated a grade 52(53.6)  756(33.4)  808(34.2)  
Any alcohol use 16(16.5)  189(8.4)  205(8.7)  
Children’s depression index score  4(1,8)  2(1,5)  2(1,5) 
Children’s manifest anxiety score  5 (2,8)  4(1,7)  4(1,7) 
Ever pregnant  16(16.7)  180(8.0)  196(8.4)  
Ever had sex 45(46.4)  577(25.5)  622(26.4)  
Any unprotected sex in the last three months 11(12.2)  161(7.6)  172(7.7)  
Single or double orphan  33(35.1)  603(28.0)  636(28.3)  
Parent/guardian monitoring score  10(8,12)  10(7,12)  10(8,12) 
Mother’s educational level       
   No school 16 (17.8)   378 (18.2)  294 (18.2) 
   Some primary 20(22.2)   416 (20.0)  436 (20.1) 
   Completed primary 7(7.8)   93 (4.5)  100 (4.6) 
   Some high school 26 (28.9)   617 (29.7)  643 (29.7) 
   Completed high school 16 (17.8)   496 (23.9)  512 (23.6) 
   University or Technical school 5 (5.6)   77 (3.7)  82 (3.8) 
*Missing at baseline: school attendance N=10; wealth N=4; alcohol use N=3; depression N= 107; anxiety N=33; ever pregnant N= 27; ever had sex N=3; 






             
 
Figure 4.1: Cumulative incidence of first school drop out by 1) time since age 13 and 2) time since study enrollment between 2011 









Table 4.2. Unweighted and weighted risks, risk ratios (RR), risk differences (RD) and 95% confidence intervals (CI) for the effect of 
school attendance, school dropout and grade repetition on the probability of having an older partner (≥5 years) in HPTN 068 from 
2011 to 2015 
 
    Unweighted     Weighted   
  Risk (%) RR (95% CI) RD (%; 95% CI) Risk (%) RR (95% CI) RD (%; 95% CI) 
School Attendance- Binary*            
Low 22.7 3.04 (2.34,3.94) 15.2 (9.8,20.7) 20.7 2.69 (1.92,3.77) 13.0 (6.3,19.7) 
High 7.5 1 0 7.7 1 0 
School Attendance-categorical*            
<50 percent 24.9 3.34 (2.38,4.68) 17.4 (9.5,25.5) 20.4 2.66(1.47,4.79) 12.7(0.8,24.7) 
50-80%  20.9 2.80 (1.97,3.98) 13.4 (6.4,20.5) 21.9 2.85(1.84,4.79) 14.2(4.8,23.6) 
≥80%  7.5 1 0 7.7 1 1 
School Dropout*             
Yes 27.3 3.62 (2.75,4.77) 19.8 (12.8,26.8) 21.4 2.77 (1.83,4.12) 13.7 (5.1,22.3) 
No 7.5 1 0 7.7 1 0 
Grade Repetition **             
Yes 10.6 1.52 (1.24,1.87) 3.6 (1.8,5.5) 6.8 0.97 (0.74,1.26) -0.2 (-2.0,1.5) 
No 7.0 1 0 7.0 1 0 
*Controlled for confounding using inverse probability of treatments weights including Age, CCT, Orphan Status, SES, Alcohol Use, Depression, 









Table 4.3. Unweighted and weighted count ratios (CR), count differences (CD) and 95% confidence intervals (CI) for the effect of 
school attendance, school dropout and grade repetition on number of sexual partners in HPTN 068 from 2011 to 2015 
 
    Unweighted     Weighted   
  Mean CR (95% CI) CD (95% CI) Mean CR (95% CI) CD (95% CI) 
School Attendance- Binary*            
Low 0.661 1.69 (1.43,2.01) 0.271 (0.161,0.381) 0.590 1.44 (1.19,1.75) 0.181 (0.072,0.291) 
High 0.390 1 0 0.409 1 0 
School Attendance-Categorical*            
<50 % 0.755 1.93 (1.49,2.50) 0.365 (0.174,0.556) 0.463 1.13 (0.81,1.59) 0.054 (-0.101,0.209) 
50-80%  0.585 1.50 (1,23,1.83) 0.195 (0.081,0.310) 0.536 1.31 (1.01,1.71) 0.127 (-0.012,0.267) 
≥80%  0.390 1 0 0.409 1 0 
School Dropout*           
Yes 0.821 2.11 (1.74,2.55) 0.432 (0.281,0.582) 0.768 1.89 (1.55,2.30) 0.361 (0.214,0.509) 
No 0.389 1 0 0.407 1 0 
Grade Repetition **           
Yes 0.553 1.72 (1.54,1.92) 0.232 (0.181, 0.282) 0.381 1.03 (0.89,1.20) 0.012 (-0.045,0.070) 
No 0.321 1 0 0.369 1 0 
* Controlled for confounding using inverse probability of treatments weights including Age, CCT, Orphan Status, SES, Alcohol Use, Depression, 









Table 4.4. Weighted risk ratio (RR) and risk difference (RD) with 95% confidence intervals (CI) for the association between low 
attendance in school versus high attendance and partner age difference stratified by age of the young woman  
 
 
  Risk RR (95% CI)* RD (%; 95% CI)** 
Unstratified association 2.69 (1.92,3.77) 13.0 (6.3,19.7) 
Stratified by Age       
Age 13-14       
Low 26.1 8.19 (3.58,18.75) 22.9 (3.4,42.5) 
High 3.2 1 0 
Age 15-16       
Low 10.6 1.58 (0.74,3.34) 3.9 (-4.0,11.7) 
High 6.7 1 0 
Age 17-18       
Low 33.1 3.08 (2.15,4.41) 22.3 (11.6,33.1) 
High 10.8 1 0 
Age 19-23       
Low 27.9 2.10 (1.01,4.36) 14.6 (-3.1,32.5) 
High 13.3 1 0 
 
* Likelihood Ratio Test (LRT) for modification by age: chi2=10.67, DF=3, p-value=0.014;  





CHAPTER V: AIM 2: SCHOOLING AND INCIDENT HIV AND HSV-2 AMONG YOUNG 
WOMEN IN RURAL SOUTH AFRICA ENROLLED IN HPTN 068 
5.1. Introduction 
Young South African women are disproportionately at higher risk of HIV and HSV-2 
infection. In rural South Africa, the prevalence of HIV is 16% among young women aged 15 
to 24 compared to 3% among young men.116 Estimates of the prevalence of HSV-2 in this 
population are higher than HIV and show a similar differential by sex; 29% among young 
women and 10% among young men aged 15-26.30 Educational attainment, or level of 
education completed, has been associated with a reduced prevalence of HIV over time in 
Uganda,52 Tanzania7 and Zambia8 and with HIV incidence in Botswana,56 and South 
Africa.11 A recent study In Botswana found that each additional year of secondary schooling 
resulted in an 8.1% reduction in the cumulative risk of HIV infection.56 Yet, while there is 
growing evidence for the beneficial effect of educational attainment on HIV infection among 
adults who have completed their education, few studies have directly examined the 
relationship between school attendance and HIV infection among adolescents of school 
age.  
Based on evidence of an association between educational attainment and HIV, 
current HIV prevention policies have encouraged programs and policies to keep girls in 
school.14 Yet, educational attainment is mostly measured and studied in adults and is an 
indicator of level of education completed.12 Interventions to keep girls in school will not only 
increase educational attainment, but immediately influence factors related to being in a 
school environment that also affect STI acquisition, such as sexual networks.12 School 
provides more ‘structured time’ in terms of both the hours at school and the hours after 
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school engaged in school work and related activities, which allows less time to engage in 
sexual activity. The impact of school attendance among young women is often not studied 
as an independent factor from educational attainment. Distinguishing these parameters may 
provide additional insight into how time in school versus cumulative knowledge influence risk 
of infection. 
School attendance has been associated with a lower prevalence of HIV and HSV-2 
infection among young women. However, there is no longitudinal evidence nor incident 
analysis to support this relationship.15–19 Our study uses longitudinal data from a randomized 
controlled trial of young women in South Africa to assess the effect of school attendance 
and school dropout on incident HIV and HSV-2 infection. We hypothesize that young women 
who stay in school and attend more days of school will have a lower risk of incident HIV and 
HSV-2 infection compared to young women who attend less school days or who drop out.   
5.2. Methods 
We use longitudinal data from the HIV Prevention Trials Network (HPTN) 068 study, 
a phase III randomized trial to determine whether providing cash transfers to young women 
and their households, conditional on school attendance, reduces young women’s risk of HIV 
and HSV-2 acquisition.104,107 The study enrolled 2,533 young women aged 13 to 20 and 
attending high school grades 8 to 11 in the Bushbuckridge sub-district in Mpumalanga 
province, South Africa where the South African Medical Research Council and University of 
the Witwatersrand Rural Public Health and Health Transitions Research Unit has run since 
1992. Young women aged over the study period with the highest age at the last survey 
being 23 years. Young women who dropped out of school during the study period were not 
removed from the study. The study excluded, young women who were pregnant or married 
at baseline or had no parent/guardian in the household. This analysis further excluded 
young women without a follow up HIV test after baseline and those with prevalent HIV 
infection at baseline so as to only examine incident HIV. We similarly excluded prevalent 
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HSV-2 cases or those without a follow-up HSV-2 test from our original HIV cohort for the 
incident HSV-2 outcome. 
Young women were seen annually from baseline until study completion or graduation 
from high school. Each annual study visit included an Audio Computer-Assisted Self-
Interview (ACASI) with the young woman and her parent/guardian and HIV and HSV-2 
testing for young women who were not positive at the previous visit. Up to four assessments 
of the young women and their parent/guardians were conducted from 2011 to 2015 at 
baseline and at 12, 24, and 36 months post-baseline. An additional HIV and HSV-2 test was 
done around the time of the young woman’s graduation for some of the young women who 
missed a visit or graduated during the study. The median time from the previous visit to the 
additional HIV test was 5 months (interquartile range: 4,6).  
Information on the exposures of school attendance and dropout was collected 
directly from high school attendance registers where the young women were enrolled. 
School attendance was defined as the average percentage of days attended in February, 
May and August between follow-up visits. February, May and August were the months used 
to define dropout and attendance because these months were reported to be the most 
representative of normal attendance (due to lack of holidays/exams) and data were 
collected for all young women during these months. Incident HIV infection was defined as 
diagnosis of a new case of HIV in a young woman previously testing negative. Attendance 
was dichotomized as high (≥80% of school days) versus low (<80% of school days) 
attendance as the original cash transfer study provided the intervention based on this cut 
off.107 The original intervention did not have an impact on incident infection or school 
attendance.107 School dropout was defined as a report of dropout during any month between 
surveys. Dropout was time varying where young women were allowed to dropout during one 
year and return during another. Incident HSV-2 infection was defined as diagnosis of a new 
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case of HSV-2 in a young woman previously testing negative. More information about 
diagnostic testing procedures is available elsewhere.107 
5.2.1. Statistical methods 
To estimate the effect of school attendance on time to detection of both HIV and 
HSV-2, we used inverse probability-of-exposure weighted survival curves and a marginal 
structural Cox model.81,88 We compared incidence of HIV and HSV-2 between those with 
high and low attendance using risk ratios, risk differences and hazard ratios. We then 
compared incidence of HIV and HSV-2 between those who had dropped out in the previous 
period and those remaining in school using hazard ratios. 
In these analyses, each participant was followed from the date of her first negative 
HIV/HSV-2 test at enrollment until date of detection of infection, or date of censoring if she 
moved, was lost to follow up, graduated, or reached the end of the study time period. Young 
women who were lost to follow-up or died prior to completion of follow-up were censored as 
of their last valid test. We used the exposure and covariate values from the follow-up visit 
prior to outcome ascertainment to ensure that the outcome most likely occurred following 
exposure. Less than 10 percent of young women had missing information on school 
attendance, dropout or confounders. When data were missing at a given visit, covariate data 
from the most recent observed value were carried forward. Most follow-up visits occurred 
between 6 to 18 months apart (median 12.3 months). 
We first calculated crude risk of incident HIV and HSV-2 infection for participants with 
high versus low attendance using the extended Nelson-Aalen estimator of the survival 
function.117 We then estimated the risk had all participants had high attendance and had all 
participants had low attendance throughout the study period using inverse probability-of-
exposure weights.85,86 We used inverse probability of exposure weights to account for time-
varying confounders and to produce weighted cumulative incidence curves that could be 
used to calculate risks, risk differences and risk ratios by school attendance. In addition, 
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weighted cumulative incidence functions accounted for time varying shifts in the number of 
young women attending school over the study period and were used to produce a visual 
representation of the cumulative risk adjusted for confounding.118  
We used these curves to calculate the risk ratio and risk difference of incident HIV 
and HSV-2 infection by school attendance at each year of follow up (at 1.5, 2.5 and 3.5 
years to capture later study visits and to account for the extra graduation visit). To capture 
the relationship between school attendance and the outcomes of interest, we additionally 
estimated a hazard ratio using a weighted Cox proportional hazards model. To estimate the 
association between school dropout and HIV/HSV-2, we estimated a weighted hazard ratio 
alone and did not produce weighted curves. 
We used a directed acyclic graph to identify a minimally sufficient adjustment set of 
both time fixed and time varying covariates. These covariates were used to calculate the 
weights for school attendance and dropout, which were used in both the weighted 
cumulative incidence curves and marginal structural cox models. Confounders for incident 
HIV and HSV-2 included time-varying age at each visit, intervention arm, follow-up visit 
number, prior parental monitoring, prior partner age, prior pregnancy, prior attendance, and 
prior socioeconomic status (SES). Parental monitoring was constructed using a previously 
validated six-item measure assessing perceived parental monitoring.119 We also adjusted for 
prior HSV-2 status for the HIV outcome and prior HIV for the HSV-2 outcome. Additional 
covariates that were considered but not included in the final model included alcohol use, 
orphan status, school, children’s depression inventory score 75,76 and revised children’s 
manifest anxiety score.77 We accounted for confounders in the minimally sufficient 
adjustment set using stabilized inverse probability of exposure weights (IPW).82 Each young 
woman’s inverse probability of exposure weight 𝑊𝑖  at time 𝑡 was the inverse of the 
probability of receiving the exposure that she did in fact receive, conditional on the vector 𝐿 
including confounders above, 𝑊𝑖,𝑡 = 𝑃(𝐴𝑖,𝑡 = 𝑎)/𝑃(𝐴𝑖,𝑡 = 𝑎|𝐿𝑖,𝑡 = 𝑙). The denominator of the 
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inverse probability of exposure weights were calculated using a pooled logistic regression 
model for school attendance or school dropout including all confounders.87,88 Numerator 
weights were estimated using a similar pooled logistic regression model for school 
attendance or dropout.82 To adjust for potentially informative censoring, we multiplied our 
IPW by time varying inverse probability-of-censoring weights. Censoring weights included 
the exposure as a predictor to account for loss to follow up by exposure status. Pooled 
logistic regression models analogous to the previous IPW were used to estimate the 
numerator and denominator of censoring weights and weights were multiplied over 
time.81,83,88  
Confidence intervals for risk ratios and risk differences were calculated using the 
standard deviation from a bootstrap calculated from 200 full samples (with replacement) 
from the observed data.89,120 Confidence intervals around the hazard ratios were created 
using the robust sandwich variance estimator.83 The exact method was used to account for 
tied data and the proportional hazards assumption was evaluated by testing a product term 
between each exposure and time. 
5.3. Results 
Of the 2,533 young women included in the parent study, 81 were excluded because 
they were HIV positive at baseline and 124 were excluded because they did not have a 
HIV/HSV-2 follow-up test visit after baseline. A total of 2,328 young women were included in 
our analysis cohort for the outcome of incident HIV infection. From the HIV cohort, we 
further excluded 87 prevalent cases of HSV-2 at baseline and 3 who were missing HSV-2-
status at baseline giving a total of 2,238 young women in the incident HSV-2 cohort. Of the 
2,328 young women in the HIV cohort, 93 (4.0%) attended less than 80% of school days in 
the year from baseline to round one and 6.9% (6.9%, N=159) ever dropped out of school 
between enrollment and the end of the study period.  
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Of the 2,328 young women included without prevalent HIV infection, the median age 
at baseline was 15 years with 25.9% (N=603) reporting ever having had sex (Table 1). At 
baseline, 27.8% (N=617) of young women were orphans, 33.9% (N=789) had ever repeated 
a grade, 3.7% (N=87) had prevalent HSV-2 infection, and 8.3% (N=190) had ever been 
pregnant. Only 8.7% (N=201) ever used alcohol.  
Over the study period, 107 incident HIV cases occurred among the 2,328 women of 
the HIV cohort, and 208 HSV-2 incident cases occurred among the 2,238 women of the 
HSV-2 cohort. Risk of both HIV and HSV-2 was higher for young women with low (<80%) 
versus high attendance (≥80%) in school (Figures 1 and 2). After accounting for 
confounding, risk of incident HIV at the end of the study period was 7.6% for young women 
with high attendance versus 19.9% in young women with low attendance (Table 2).  Risk of 
incident HSV-2 at the end of the study period was higher than HIV at 17.3% for young 
women with high attendance versus 38.5% in young women with low attendance, weighting 
for measured confounders.   
The difference in cumulative incidence of HIV between those with low versus high 
attendance increased over time from 3.9% (95% CI: -0.9%, 8.7%) at 1.5 years, to 8.9% 
(95% CI: 0.8%, 17.0%) at 2.5 years and 12.3% (95% CI: 0.3%, 24.3%) at 3.5 years (Table 
2). The difference in cumulative incidence of HSV-2 between those with low versus high 
attendance was greater than HIV and also increased over time from 5.6% (95% CI: 0.4%, 
10.8%) at 1.5 years, to 9.7% (95% CI: 1.6%, 17.8%) at 2.5 years and 21.2% (95% CI: 3.6%, 
38.8%) at 3.5 years.  
After accounting for relevant confounders, young women with low attendance 
(<80%) were more likely to develop HIV (HR: 2.97; 95% CI: 1.62, 5.45) and HSV-2 (HR: 
2.47; 95% CI: 1.46, 4.17) over the entire follow up period than young women with high 
attendance (≥80%) (Table 3). Similarly, young women who dropped out of school had a 
higher weighted hazard of both HIV (HR: 3.25 95% CI: 1.67,6.32) and HSV-2 (HR: 2.70; 
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95% CI: 1.59,4.59) (Table 3). The effect of dropout was slightly greater than the effect of low 
(<80%) versus high attendance in school on both incident HIV and HSV-2. 
5.4. Discussion 
Risk of HIV and HSV-2 increased over the study period and was higher in young 
women with low compared to high attendance in school. After accounting for confounding, 
the cumulative incidence of HIV at 3.5 years was 7.6% for young women with high 
attendance versus 19.9% in young women with low attendance.  The cumulative incidence 
of HSV-2 at 3.5 years was higher than HIV at 17.3% for young women with high attendance 
versus 38.5% in young women with low attendance. The weighted hazard of HIV and HSV-2 
was greater for young women who attended less school compared to more school, and who 
dropped out compared to those who stayed in school. The effect of dropout was stronger 
than the effect of low versus high attendance on both incident HIV and HSV-2. 
 Our results are compatible with previous research showing a reduced risk of sexually 
transmitted infections in young people attending school. Three studies, one in South Africa17 
and two in Zimbabwe,15,55 found that young women not attending school had three or more 
times the odds of HIV or HSV-2 infection compared to those who were attending school. 
More recently, a cash transfer intervention aimed at keeping girls in school in Malawi 
lowered prevalence of HSV-2 and HIV and demonstrated changes in age of sex partner and 
frequency of sex acts.59 In the cash transfer study (HPTN 068) from which these data 
originate, the cash transfer intervention to keep girls in school did not have an effect on 
school attendance or HIV incidence, but overall attendance was high in the study population 
due to multiple factors.107 Interventions to keep girls in school and to increase the frequency 
at which young women attend school could prevent HIV and HSV-2 but more research is 
needed to determine the best way to do so in varying contexts.  
 Prior studies have largely focused on the relationship between increased level of 
education or educational attainment and prevalence of HIV and HSV-2 among adults in sub-
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Saharan Africa.6,8–13,51 There has been a declining prevalence of HIV with the greatest 
reductions in younger, more educated women.8–11,52 Higher educational attainment has also 
been associated with a lower risk of incident HIV infection.11,56 Our results show that 
frequency of time spent in school among young women of high school age has an effect on 
incident HIV and HSV-2. Our results suggest that the effect of dropout on both HIV and 
HSV-2 was larger than the effect of low versus high attendance. As dropout is an extreme of 
low attendance, the larger effect demonstrates that the less time a girl spends in school the 
further her risk is increased. Associations with frequency of school attendance in young 
women indicate that spending more time in school may impose time and sexual network 
constraints that reduce exposure to infection, and that these reductions may or may not be 
related to school performance. More research is needed to better understand the 
mechanism by which education reduces risk of HIV and HSV-2, but other analyses of the 
study data indicate that school attendance affects partner selection including both partner 
age difference and number of sexual partners.121  
 In the HPTN 068 study, HIV and HSV-2 were measured at each follow-up visit 
roughly a year apart. Although the specific date of infection is unknown, we are certain that 
the infection occurred within the interval between the previous and the current test. It is 
possible that infection occurred while school attendance was higher or lower within this 
interval, before dropout or that those with acute infection had more sick days. This could 
have lead to issues of reverse causality. However, HIV and HSV-2 testing do not occur 
regularly enough in the community that it would be common for young women to know their 
status and then drop out of school. It is more likely for young women to drop out and then 
have an infection that is identified through participation in the study or later testing. Prior 
research is also indicative of a stronger relationship of schooling leading to infection 
compared to vice versa.15–18   
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All young women were in school at study enrollment, which may make the results 
less generalizable to young women who were not enrolled but later returned to school, or 
those who were not accessing school for any other reasons. In addition, there may also 
have been a Hawthorne effect of the trial where young women were less likely to drop out 
due to trial participation.114 Yet, even if dropout were lower than normal, we would expect 
the association between dropout and incident infection to remain the same. Second, 
information on sexual behaviors and partner characteristics were self-reported in the study 
and may have been misreported. To minimize reporting bias, interviews were conducted in a 
private setting using ACASI, which has been shown to reduce bias and decrease reluctance 
to answer sensitive questions.122 Third, our analysis assumes no unmeasured confounding, 
which is a strong assumption that may not be valid. However, we did include key potential 
confounders based on the literature including pregnancy, age and socioeconomic status. 
We also considered other confounders including school, mental health status, alcohol use 
and oprhanhood that were not included in the final minimally sufficient adjustment set and 
did not substantially alter estimates. Sexual or physical violence were not included as 
detailed information was only collected among young women who were sexually active and 
we hypothesized that these variables could be mediators in the relationship between school 
attendance and risk of infection. 
 Interventions to increase frequency of school attendance and prevent dropout should 
be promoted to reduce risk of infection. The reduced risk of infection may be due to the time 
and network constraints imposed by being in a school environment in addition to gains in 
formal education, but more research is needed to understand the mechanisms for the 
relationship. Additionally, more research is needed to understand the best way to prevent 
dropout and low attendance in different settings. Our study adds to the literature by 
examining the frequency of time that young women spend in a school environment instead 
of educational attainment in women who have completed their education. We use 
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longitudinal data to account for time-varying confounding, and to identify incident rather than 
prevalent infections. Staying in school and attending more school days are associated with a 
reduced risk of incident HIV and HSV-2.  
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5.5. Tables and Figures 
Table 5.1. Baseline characteristics of young HIV negative women aged 13 to 21 in 
Agincourt, South Africa from March 2011 to December 2012 (N=2328). 
 
  N (%) Median (IQR) 
Young women’s age at baseline (year)  15(14,17) 
Age 13-14 734 (31.5)  
Age 15-16 996 (42.8)  
Age 17-18 498 (21.4)  
Age 18-21 100 (4.3)  
Household wealth   
   Low 587 (25.3)  
   Middle to Low 620 (26.7)  
   Middle 569 (24.5)  
   High 548 (23.6)  
Intervention arm 1214 (52.2)  
Ever repeated a grade 789 (33.9)  
Partner 5 years or older 129 (5.5)  
Double or single orphan  617 (27.8)  
Maximum age difference with partner at baseline  0(0,1) 
Ever pregnant or had a child 190 (8.3)  
Ever had sex 603 (25.9)  
Unprotected sex in the last three months 181 (7.8)  
Given money or gifts in exchange for sex 82 (3.4)  
Prevalent HSV-2 infection 87 (3.7)  
Alcohol use 201 (8.7)  
Parental Monitoring  10(8,12) 
Children’s depression index score  2(1,5) 
Children’s manifest anxiety score  4(1,7) 
* Missing: age 0; SES 4; Intervention arm 0; grade repetition 0; partner age difference 6; orphan 108; ever 
pregnant 28; ever sex 3; unprotected sex 19; lifetime partners 23; transactional sex 104; HSV-2 infection 3; 








   
 
Figure 5.1. Cumulative incidence curves for the association between school attendance and incident HIV infection for 2328 young HIV 
negative women aged 13-23 participating in HPTN068 (2011–2015). A) Unweighted; B) Weighted. Treatment weighted curves 
accounted for the following covariates: Age, intervention arm, HSV-2, parental involvement, partner age, pregnancy, SES. Solid lines 












Figure 5.2. Cumulative incidence curves for the association between school attendance and incident HSV-2 infection for 2238 young 
HIV and HSV-2 negative women aged 13-23 participating in HPTN068 (2011 –2015). A) Unweighted; B) Weighted. Treatment 
weighted curves accounted for the following covariates: Age, CCT intervention, HIV, parental involvement, partner age, pregnancy, 













Table 5.2. Weighted risk differences and risk ratios for the effect of school attendance on incident HIV and HSV-2 infection among 
young women aged 13-23, enrolled in HPTN 068 between 2011–2015 at different time intervals. 
 
  
Number Infected Risk Risk Difference 95% CI Risk Ratio 95% CI 
HIV              
1.5 years              
Low attendance (<80%) 
6 0.053 0.039 (-0,009,0.087) 3.71 (1.21, 11.38) 
High attendance (≥80%) 
27 0.014 0 0 1 1 
2.5 years    
     
Low attendance (<80%) 
14 0.128 0.089 (0.008,0.170) 3.29 (1.61, 6.70) 
High attendance (≥80%) 
61 0.039 0 0 1 1 
3.5 years    
     
Low attendance (<80%) 19 0.199 0.123 (0.003,0.243) 2.62 (1.38,4.97) 
High attendance (≥80%) 88 0.076 0 0 1 1 
HSV-2    
     
1.5 years    
     
Low attendance (<80%) 
11 0.096 0.056 (0.004,0.108) 2.40 (1.29,4.47) 
High attendance (≥80%) 76 0.040 0 0 1 1 
2.5 years    
     
Low attendance (<80%) 22 0.176 0.097 (0.016,0.178) 2.21 (1.34, 3.65) 
High attendance (≥80%) 134 0.080 0 0 1 1 
3.5 years    
     
Low attendance (<80%) 
34 0.385 0.212 (0.036,0.388) 2.23 (4.04,1.23) 
High attendance (≥80%) 
174 0.173 0 0 1 1 
CI= confidence interval * Weighted curves conditioned on the following covariates: HIV: Age, CCT intervention, visit, HSV-2, parental involvement, 









Table 5.3. Hazard Ratios for the effect of school attendance and school dropout on incident HIV and HSV-2 infection among young 
















HR 95% CI 
HIV                 
Total 107 164156     107 148917     
Low attendance (<80%) 19 10930 2.82 1.70, 4.66 16 7164 2.97 1.62, 5.45 
High attendance (≥80%) 88 153226 1 1 91 141753 1 1 
Yes Dropout 16 7604 3.24 1.87,5.63 16 6167 3.25 1.67,6.32 
No Dropout 91 156349 1 1 95 142373 1 1 
HSV-2                 
Total 208 154698     229 140491     
Low attendance (<80%) 34 9329 3.08 2.16,4.40 30 7589 2.47 1.46,4.17 
High attendance (≥80%) 174 145369 1 1 199 132902 1 1 
Dropout         
Yes  183 6308 3.22 2.15,4.83 23 5333 2.70 1.59,4.59 
No  25 148228 1 1 194 135140 1 1 
Abbreviations: CI, robust confidence intervals; HR, hazard ratio. 
a Weighted models conditioned on the following covariates: HIV: Age, CCT intervention, HSV-2 status, parental involvement, partner age, previous 




CHAPTER VI: AIM 3: DOES PARTNER SELECTION MEDIATE THE RELATIONSHIP 
BETWEEN SCHOOL ATTENDANCE AND RISK OF SEXUAL TRANSMITTED 
INFECTIONS AMONG YOUNG WOMEN? 
6.1. Introduction 
 Young South African women have an extremely high burden of HIV and herpes 
simplex virus type 2 (HSV-2). In rural South Africa, the prevalence of HIV in young women 
age 15-19 is 5.5%, and rises to 27% by age 20-24.116 Prevalence of HSV-2 is higher than 
HIV at 29% in young women aged 15-26.30 Most interventions to prevent sexually 
transmitted infections (STIs) in young women have focused on modifying sexual risk 
behaviors and have had limited sucess.12,44,45 However, there is growing evidence that 
attending school may protect against HIV and HSV-2.15–18,55 Our analysis from South Africa 
showed that low school attendance and school dropout were associated with over two times 
the risk of both incident HIV and incident HSV-2.123 Yet, the mechanism for the relationship 
between attending school and STIs is not well understood.   
 HIV and HSV-2 are both sexually transmitted infections. Therefore, for schooling to 
affect acquisition of HIV and HSV-2, schooling must influence more proximate factors that 
can affect the biological determinants of sexual transmission including exposure to infection, 
efficiency of transmission per contact and duration of infectivity.71 Researchers have 
hypothesized that the effect of education, including both educational attainment and school 
attendance, may be a result of changes in social networks, self-efficacy, socioeconomic 
status or sexual risk behaviors, but there is limited empirical evidence investigating 
pathways between education and HIV or HSV-2 infection.12 However, several studies have 
found associations between school attendance and sexual behaviors such as partner age 
difference and partner number that lead to smaller sexual networks. 16,61,63,67 School 
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attendance may reduce exposure to HIV infection as a result of changes in sexual behaviors 
such as partner age difference and number of sexual partners.16  
 Given that attending school is one of the few factors that is strongly preventative 
against HIV and HSV-2 infection for adolescent girls, a better understanding of why this 
relationship exists would provide clarity on how to reduce transmission. Our study aims to 
explore if partner age difference or partner number mediate the relationships between 
school attendance and incident HIV and HSV-2 infection among adolescent girls. We used 
the parametric g-formula to estimate cumulative incidence of HIV and HSV-2 infection under 
various interventions on school attendance and each mediator and computed risk difference 
and risk ratio measures. We hypothesized that interventions on both partner age and 
partner number would substantially reduce the effect of school attendance on risk of 
infection, indicating that exposure to infection may be partly responsible for the association.  
6.2. Methods 
6.2.1. Study population 
 
 We used data from the HIV Prevention Trials Network (HPTN) 068 study, a phase III 
randomized trial to determine whether providing cash transfers, conditional on school 
attendance, reduced risk of HIV acquisition in young women.104,107 The study included young 
women living in 28 villages within the rural Agincourt area of Mpumalanga province, South 
Africa. The study enrolled 2,533 young women age 13-20 in high school grades 8, 9, 10 or 
11. Young women were not included who were pregnant or married at enrollment or had no 
parent/guardian in the household. For the purposes of our study, we further excluded young 
women who did not have at least two follow-up visits following baseline and who had 
prevalent HIV infection at baseline to examine incident HIV infection. For the incident HSV-2 
outcome, we further excluded prevalent cases of HSV-2 at baseline from the HIV cohort. We 
included girls with at least two follow up visits to ensure that school attendance was 
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measured before the mediators and the mediators were measured before the outcome of 
HIV or HSV-2. 
 Young women were seen annually from baseline until study completion or graduation 
from high school. Each annual study visit included an Audio Computer-Assisted Self-
Interview (ACASI) with the young woman and HIV and HSV-2 testing for those who were not 
positive at the previous visit. Up to four assessments of the young women were conducted 
between 2010 and 2015; at baseline and roughly every 12 months thereafter. Young women 
were enrolled in different grades and could have had fewer than four visits if they graduated 
before the end of the study period. An additional HIV and HSV-2 test was done around the 
time of the girl’s graduation from high school to capture more person time in the study. This 
test was typically around 6 months after the previous visit. 
6.2.2. Exposure, outcome and mediator ascertainment 
 
The exposure of school attendance was constructed using school attendance 
registers collected directly from high schools where young women were enrolled during the 
study period. School attendance was defined as the average percentage of days attended in 
the months of February, May and August between surveys and was dichotomized as high 
(≥80% of school days) versus low (<80% of school days) attendance.  Feb, May and August 
were the months that were most representative of normal attendance (due to lack of 
holidays or exams in these months) and data were collected for all young women during 
these times. The mediator of “having an older partner” was defined as a young woman 
having had at least one sexual or nonsexual partner five or more years older than herself at 
each follow-up visit. The mediator of “number of sexual partners” was defined using three 
categories indicating if a young woman had zero, one and more than one sex partner in the 
last 12 months at each visit. The outcome of incident HIV infection was defined as new 
cases of HIV after study enrollment. The outcome of Incident HSV-2 infection was defined 
as new cases of HSV-2 after study enrollment. More information about specific diagnostic 
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testing procedures is available in prior publications from the HPTN 068 study.107 We used 
the exposure value from the visit prior to the mediators and two visits before outcome 
ascertainment to ensure that the outcome most likely occurred following the mediator and 
the mediator followed exposure. 
6.2.3. Statistical analysis 
 
We used the parametric g-formula to estimate the cumulative incidence of HIV and 
HSV-2 intervening to set the exposure and mediators to various levels and computed risk 
difference and risk ratio measures to compare risk at 4 years. Specifically, our study 
explored if partner age or partner number were mediators in the relationship between school 
attendance and incident HIV/HSV-2 infection by estimating the controlled direct effect of 
school attendance on the outcomes while also intervening to set the mediators to specific 
values.22,72,97 In our study, the controlled direct effect can be interpreted as the risk 
difference or risk ratio for the effect of school attendance on HIV and HSV-2 while setting 
partner age or partner number to a specific level (i.e. all do not have older partners).  
Estimating the controlled direct effect is appealing in this setting because it has a clean 
interpretation and requires fewer strict assumptions than other measures of 
mediation.72,94,124 Using the parametric g-formula to estimate the controlled direct effect 
allows us to use non-linear models, account for time-varying confounders affected by prior 
exposure and accommodate interactions between school attendance and partner age 
difference or partner number.97,124  
To implement the parametric g-formula, we followed several predefined steps.98–
103,124,125 First, we parametrically modeled probabilities of the exposure, outcomes, mediators 
and time-varying confounders at each time point conditional on covariates in the observed 
data. Logistic regression was used for all binary variables and a proportional odds model 
was used for the ordinal mediator of partner number. We then drew a Monte Carlo sample 
of 10,000 young women drawn with replacement from the observed data. In the Monte Carlo 
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sample, we used the conditional probabilities to estimate risk of HIV and HSV-2 by time t 
that would have been observed had we observed all participants until the end of the study. 
We compared our predicted risk under no intervention on the exposure or mediators (i.e., 
under the “natural course”126) with the observed data to assess the fit of the parametric 
models.98,126 Next, we estimated risk under each exposure plan intervening on school 
attendance, partner age, and partner number by setting the values of these variables in the 
Monte Carlo simulation. 
Confounders were selected using a directed acyclic graph (DAG) of the relationship 
between school attendance and both HIV and HSV-2, including our mediators. We included 
the exposure-outcome confounders of time, age, intervention assignment, socioeconomic 
status (SES) at baseline, orphan status, alcohol use, depression and anxiety. In addition, we 
included HSV-2 status in the model for the outcome of HIV.  We also included the mediator-
outcome confounders of depression, anxiety and alcohol use in all models. Other potential 
confounders included pregnancy, school, and grade repetition were considered but not 
included in the final models. 
Risk of HIV and HSV-2 for each exposure plan was estimated using the complement 
of the extended Kaplan Meir estimator to account for time varying exposures.98 We 
compared risk of HIV and HSV-2 at the end of the study period (4 years to account for the 
extra graduation visit) under each exposure plan using risk differences and risk ratios. 95% 
confidence intervals were computed using the standard errors from 200 nonparametric 
bootstrap resamples. We also tested for interaction between the exposure and each 
mediator by comparing risks from models with and without an interaction term and by using 
a likelihood ratio test. However, we were unable to include an interaction term due to sparse 
data. An interaction term between the mediator partner age difference and partner number 
was also included in the model to intervene independently and jointly on the mediators. SAS 





A total of 2,086 young women were included in our cohort that had at least two 
follow-up visits following baseline and were HIV-negative at baseline. Of the 4,450 person-
visits with attendance data, girls attended 80% or more school days during 95.2% of visits 
(N=4,234). From the HIV cohort, we further excluded prevalent cases of HSV-2 at baseline 
and those who were missing HSV-2 status for a total of 1,963 young women in the HSV-2 
cohort with 4,192 person- visits over the study period. In the observed data, there were 74 
incident HIV infections and 117 incident HSV-2 infections from two years following 
enrollment to the end of the study period. Because girls had to have at least 2 follow-up 
visits, 33 incident HIV infections and 91 incident HSV-2 infections that occurred at visit one 
in the study were not included in our analysis.  
The simulated cohort closely replicated the observed data with very minimal 
differences in population characteristics (Table 6.1). The 10,000 simulated young women 
had 29,354 person-visits with 96.0% (28,198) attending 80% or more school days. At 
baseline in the observed data, 5.1% (N=105) had a partner five or more years older, 78.9% 
had zero partners in the last 12 months (N=1,626), 16.7% (N=344) had one partner and 
4.5% (N=92) had two or more partners. At baseline in the simulated cohort, 5.2% (N=5,222) 
had a partner five or more years older, 78.3% had zero partners in the last 12 months 
(N=7,719), 17.1% (N=1,687) had one partner and 4.6% (N=454) had two or more partners. 
Cumulative incidence of HIV and HSV-2 estimated under no intervention on exposure or 
mediators (the “natural course”) was similar to the cumulative incidence of the outcomes in 
the observed data (Appendix C.1). 
 The risk of HIV at four years would be 6.3% had all young women had low 
attendance and 4.7% under high attendance (Figure 6.1). The estimated risk difference at 
four years for the effect of high versus low school attendance on HIV was -1.6% (95 % CI: -
2.3%, -1.0%) (Table 6.2). Intervening to prevent young women from having partners 5 or 
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more years older, the risk of HIV at four years was not as high under low (5.8%) and high 
(4.6%) attendance for a risk difference between the two exposure plans of -1.2% (95 % CI: -
1.8%, -0.7%).  
The risk of HSV-2 at four years would be 15.1% had all young women had low 
attendance and 6.7% under high attendance (Table 6.2). The estimated risk difference for 
the effect of high versus low school attendance on HSV-2 was higher than HIV at -8.3% (95 
% CI: -9.1%, -7.5%). Intervening to prevent all young women from having older partners, the 
risk of HSV-2 at four years was lower than intervening on only the exposure for young 
women under both low (12.6%) and high (6.3%) attendance for a risk difference at four 
years of -6.2% (95 % CI: -7.1%, -5.4%)  
 Intervening on the exposure and to set all young women to have 0 partners, the risk 
of HIV at four years was 3.6% under low attendance and 3.2% under high attendance  (RD -
0.4%; 95% CI: -0.9%, 0.1%) compared to 6.3% and 4.7% without intervening on partner 
number (RD -1.6%; 95% CI: -2.3%, -1.0%). Intervening to set all young women to have 1 
partner the risk difference at four years was -0.8% (95% CI -1.6%, -0.1%). The risk of 
incident HSV-2 at four years when all young women had low attendance was 15.1% and 
was 6.7% under high attendance (RD -8.3%; 95% CI: -9.1%, -7.5%) compared to 12.8% 
under low attendance and 5.8% under high attendance when also intervening to set all 
young women to have 0 partners (RD -6.9%; 95% CI: -7.8%, -6.1%). Intervening to set all 
young women to have 1 partner the risk difference at four years was -7.6% (95% CI: -8.5%, 
-6.7%) 
 Figure 6.4 shows the effect of school attendance on HIV and HSV-2 intervening to 
jointly set partner age difference and partner number to various levels. For incident HIV, the 
risk difference for the controlled direct effect of school attendance was attenuated from the 
total effect in all scenarios. When young women were prevented from having an older 
partner and had no partners in the last 12 months, the risk difference was almost zero (RD -
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0.3%; 95% CI: -0.8%, 0.2%). Even when young women were shifted to the partner number 
category below and 50% fewer had older partners the effect was almost removed (RD -
0.5%; 95% CI: -1.0%, -0.1%). For incident HSV-2 infection, the risk difference for the effect 
of school attendance on HSV-2 was again attenuated from the total effect in all scenarios 
but was never completely removed. The risk difference for the effect of school attendance 
on HSV-2 was closest to the null when intervening to set all young women to have no older 
partners and 0 partners (RD -4.6%; 95% CI: -5.3%, -3.8%).   
6.4. Discussion 
 
We applied the parametric g-formula to estimate the controlled direct effect of school 
attendance on incident HIV and HSV-2 infection in young women in South Africa, mediated 
by partner age and partner number. We found that when all young women were prevented 
from having an older partner and when they had zero or one partner, the effect of school 
attendance on HIV and HSV-2 was closer to the null compared with the total effect. The 
effect of school attendance on infection is closer to the null when young women do not have 
older partners or have fewer partners because these variables contribute to the protective 
effect of school attendance. When we intervene to set all young women to have younger or 
fewer partners, schooling does not operate through this mechanism and the effect of 
schooling itself is closer to the null. Overall, our results show that both partner age and 
partner number are mediators of the protective effect of school attendance on incident HIV 
and HSV-2 infection. In fact, the effect of school attendance on HIV is null after accounting 
for partner selection. 
 The results for mediation of the effect of school attendance on HIV differed slightly 
from the results for HSV-2. Partner selection can almost entirely explain the relationship 
between school attendance and HIV. However, intervening to give all young women 
younger partners and zero partners removed some but not all of the effect of school 
attendance on HSV-2. These results indicate that there are likely other mechanisms that are 
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strong mediators of the relationship between school attendance and HSV-2 in addition to 
partner selection. For example, because HSV-2 is more transmissible than HIV, condom use 
to reduce efficiency of transmission per contact might be an important determinant of 
infection that is linked to schooling.  
 Our results are compatible with the theory that young women who attend more 
school are less at risk of HIV and HSV-2 infection because of their sexual network structure. 
Previous studies have reported a lower prevalence of HIV and HSV-2 in young men and 
women attending school and associations between school attendance and partner age 
difference and partner number.16,59 We found that school attendance was associated with a 
reduced risk of HIV and HSV-2 and we add to the literature by illustrating that partner age 
difference and partner number are mediators of these relationships.   
To identify the controlled direct effect we assume 1) no confounding of the exposure-
outcome relationship 2) no confounding for the mediator-outcome relationship and 3) that 
there is a hypothetical intervention on the mediator (partner age difference or partner 
number) that could set the mediator to one of the values examined. 72,97 Setting partner age 
or partner number to one level for all young women may be possible by creating 
environments like school where young women are encouraged to choose younger partners 
or fewer partners, but is not practical as an intervention. However, we believe our estimate 
helps to answer the question of whether we should think about these behaviors as an 
important mediators and, if so, how we could intervene to change them.127 In addition, we 
use the parametric g-formula to illustrate the effect of more practical interventions on these 
mediators such as reducing number of partners or the percent with an older partner. We 
show that if 50% of young women had a younger partner and all had fewer partners, the 
effect of school attendance on incidence of infection would be much smaller.  
The assumption of no unmeasured confounding is a strong assumption that is 
impossible to fully asses in our data.97 It is possible that there are other confounders we did 
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not measure or include in our models. However, we did explore the effect of adding and 
removing different variables to our models on our predicted outcomes. In addition, the 
parametric g-formula also assumes that the parametric models used to predict our variables 
are correctly specified. This assumption is not testable but covariate distributions and 
cumulative incidence functions in the predicted natural course were a close fit to the 
observed data, suggesting that the models were adequately specified.98 Lastly, one benefit 
of using causal inference methods for mediation is to include exposure-mediator 
interactions, however, we were unable to do so in our analysis due to sparse data. 
Therefore, our analysis assumes the effects of exposure and mediators are multiplicative. 
It should be noted that our data is from a randomized controlled trial where all young 
women were enrolled in school at enrollment. Previous analyses of the data have shown 
potential selection bias where young women in the study may have been more likely to 
attend school than the underlying population and a Hawthorne effect where young women in 
the trial were less likely to drop out of school due to trial participation.114 Lastly, information 
on sexual behaviors was self-reported and there may have been some misreporting in the 
study despite the use of ACASI to minimize reporting bias.104  
Our study is the first to show that partner age difference and partner number mediate 
the relationships between school attendance and incident HIV and HSV-2 infection. Not 
having older partners and having fewer partners results in a change to the sexual network 
structure of young women where they are less exposed to infection. Interventions to prevent 
infections in young women should focus on creating environments that occupy time and 
provide a safe space where young women can associate with their peers. For young women 
out of school, such interventions could include vocational training, financial literacy classes, 
social events or even employment opportunities. Schooling has been one of the strong 




Evidence that this effect operates through partner selection should encourage the 
development of other similar interventions that create supportive networks and structures 







6.5. Tables and figures 
Table 6.1. Baseline characteristics of young women aged 13 to 21 without prevalent HIV 








Young women’s age at baseline (year)   
Age 13-14 717 (34.4) 3378 (33.8) 
Age 15-16 913 (43.8) 4423 (44.2) 
Age 17-18 384 (18.4) 1847 (18.5) 
Age 18-21 72 (3.5) 352 (3.5) 
Household wealth   
   Low 540 (25.9) 2599 (26.0) 
   Middle to Low 566 (27.2) 2661 (26.7) 
   Middle 489 (23.5) 2316 (23.2) 
   High 488 (23.4) 2405 (24.1) 
CCT randomization arm 1091 (52.3) 5222 (52.2) 
Partner 5 or more years older 105 (5.1) 516 (5.2) 
Ever pregnant or had a child 150 (7.3) 743 (7.4) 
Prevalent HSV-2 infection 73 (3.5) 371 (3.7) 
Any alcohol use 173 (8.3) 817 (8.2) 
Double or single orphan 1314 (30.2) 2638 (27.7) 
Depression score >=7 369 (17.7) 1795 (17.9) 
Anxiety score >=7 570 (27.3) 2747 (27.5) 
Partner number   
   0 1626 (78.9)  7719 (78.3) 
   1 344 (16.7) 1687 (17.1) 
   ≥ 2 92 (4.5) 454 (4.6) 
* Missing real: age 0; SES 3; age difference 5, pregnant 23; HSV-2 status 2; alcohol 3; orphan 98; 
depression 0; anxiety 0; partner number N=24; simulated age difference 5; simulated data missing: 






   
* Confounders included: age, time of survey, visit number, intervention arm, SES, depression, anxiety, alcohol use, orphan status; HSV-2 was also included for the 
HIV outcome 
 
Figure 6.1. Cumulative incidence of HIV and HSV-2 by time since study enrollment and attendance in a Monte Carlo sample of 







Table 6.2. Controlled direct effect of school attendance on incident HIV and HSV-2 by different levels of the mediators partner 
number and partner age difference 
 
  HIV HSV-2 
  Risk (%) RD % (95% CI) RR  (95% CI) Risk (%) RD % (95% CI) RR  (95% CI) 
Total effect         
High 
attendance 
4.7 -1.6 (-2.3, -1.0) 0.740 (0.658,0.833) 6.7 -8.3 (-9.1, -7.5) 
0.448 (0.412, 
0.487) 
Low attendance 6.3 0.0 1.0 15.1 0 1 
All no older partners         
High 
attendance 
4.6 -1.2 (-1.8, -0.7) 0.787 (0.704, 0.881) 6.3 -6.2 (-7.1, -5.4) 
0.505 (0.460, 
0.554) 
Low attendance 5.8 0 1 12.6 0 1 
All 0 partners         
High 
attendance 
3.2 -0.4 (-0.9, 0.1) 0.890 (0.772, 1.025) 5.8 -6.9 (-7.8, -6.1) 
0.455 (0.414, 
0.501) 
Low attendance 3.6 0 1 12.8 0 1 
All 1 partners         
High 
attendance 
7.0 -0.8 (-1.6, -0.1) 0.892 (0.810, 0.981) 8.2 -7.6 (-8.5, -6.7) 
0.519 
(0.481,0.561) 
Low attendance 7.8 0 1 15.8 0 1 
 








Figure 6.2. Controlled direct effect of school attendance on incident HIV and HSV-2 with various interventions on the mediators 






CHAPTER VII: DISCUSSION 
7.1. Overview 
Increased level of education has been associated with a lower risk of HIV and HSV-2 
among men and women who have completed their education.6–11,56 However, few studies 
have directly studied school attendance or dropout among adolescent girls of school age 
despite the high prevalence in this population. 1–5 Those that have, have been cross-
sectional in design and have not investigated the causal pathways through which attending 
school may reduce risk of HIV and HSV-2.15–19 Our study used longitudinal data from a 
randomized trial of young women aged 13 -20 years in South Africa to determine if low 
school attendance and school dropout were associated with a higher risk of HIV and HSV-2 
infection. We then further investigated the hypothesis that partner age difference and 
partner number mediate the relationships between school attendance and HIV and HSV-2 
infection.   
 For the first aim of the study, we assessed if the percentage of school days attended, 
school drop out and grade repetition were associated with having a partner five or more 
years older and number of partners in the last 12 months.  We hypothesized that young 
women who attended more days of school would have fewer partners and partners closer to 
their own age compared to young women who attended fewer days of school. We found that 
young women who attended 80% or more school days and did not drop out had a lower risk 
of having an older partner and had fewer partners overall. However, grade repetition was 
not associated with either behavior. Young women who spend more time in school are more 
likely to both select younger partners, and to have fewer partners overall, therefore reducing 
their risk of being exposed to partners with HIV or HSV-2 infection. 
 
 84 
For the second aim, we estimated the association between school attendance, 
school dropout, and risk of incident HIV and HSV-2 infection among young women. We 
hypothesized that young women who attended more days of school would have a lower risk 
of incident HIV and HSV-2 infection compared to young women who attended fewer days of 
school. Young women with low attendance were more likely to acquire HIV (HR: 2.97; 95% 
CI: 1.62, 5.45) and HSV-2 (HR: 2.47; 95% CI: 1.46,4.17) over the follow up period than 
young women with high attendance. Similarly, young women who dropped out of school had 
a higher weighted hazard of both HIV (HR 3.25 95% CI: 1.67,6.32) and HSV-2 (HR 2.70; 
95% CI 1.59,4.59). Young women who attend more school days and stay in school have a 
lower risk of incident HIV and HSV-2 infection compared to those who attend fewer days or 
who drop out. 
For the third aim, we explored if partner age difference or partner number mediated 
the relationships between school attendance and incident HIV and HSV-2 infection. We 
hypothesized that the controlled direct effect of school attendance on incident HIV and HSV-
2 among those with younger partners and with fewer partners would be closer to the null 
than the total effect indicating that a portion of the total effect is mediated by these 
behaviors. When all young women had younger partners, 0 partners and 1 partner, the 
controlled direct effect of school attendance on HIV and HSV-2 was closer to the null than 
the total effect. In fact, when young women were prevented from having an older partner 
and had no partners in the last 12 months, the effect of schooling on HIV was almost 
removed (RD -0.3% versus total effect -1.6%). Partner age difference and partner number 





Our study adds to the literature by clarifying the effect of school attendance on risk of 
HIV and HSV-2 among young women of school age. First, we were able to distinguish our 
measures of school attendance and school dropout from previous studies that use only 
measures of educational attainment. School attendance and dropout directly measure of the 
amount of time spent in school among girls of school age rather than total education 
completed in adults. Educational attainment is less relevant to preventing infection among 
young women of school age and is more related to other factors that occur across the life 
course such as SES. We determined that girls who spend fewer school days in school or 
who drop out are more at risk of infection.  
Second, our study is the first to use longitudinal data to establish a temporal 
relationship between school attendance /dropout and partner age difference and partner 
number. It is also the first to use longitudinal data to establish a temporal relationship 
between school attendance/dropout and HIV and HSV-2 infection. In fact, it is the first study 
to look at schooling and incident, rather than prevalent, HIV and HSV-2 infection in young 
women. The identification of incident cases is more relevant to the development of 
interventions to prevent HIV and HSV-2 because incidence is a better measure of current 
transmission dynamics in a population.  
Third, our study is the first to formally explore mechanisms for the relationship 
between schooling and incident HIV/HSV-2 infection. In particular, we explored the 
hypothesis that young women in school have a reduced risk of infection because they are 
less likely to have older partners and have fewer partners, making them less exposed to 
infection. We determined that the controlled direct effect of school attendance on incident 
HIV and HSV-2 when all young women were prevented from having older partners, had 0 
partners and 1 partner was attenuated from the total effect. Both partner age difference and 





A limitation of the use of data from a randomized controlled trial is that our results 
may be less generalizable to other populations outside of the study context. Another paper 
using 068 data found evidence of selection bias where young women enrolled in the RCT 
were more likely to attend school than the underlying population.114 In addition, there may 
also have been a Hawthorne effect of the trial where young women in the trial were less 
likely to drop out of school due to trial participation.114 School dropout in both arms of the 
trial was much lower in the study (2.3%) than was anticipated from a previous national 
survey which showed that 26% of young women 15-19 were not currently attending 
school.128 Yet we do expect that the reasons and circumstances resulting in school dropout 
should be similar in the study population compared to other populations. The young women 
who dropped out of school in our study are likely to represent the most extreme cases.  
 Second, information on sexual behaviors and partner characteristics was self-
reported in the study and may be misreported. We would expect that young women would 
be less likely to report older partners and more sexual partners in the last 12 months, but is 
unlikely that misreporting would vary by school attendance or dropout. To minimize reporting 
bias, interviews were conducted in a private location using ACASI. ACASI has been shown 
to reduce bias and decrease reluctance to answer sensitive questions.122 ACASI allows 
respondents to answer questions privately while using headphones that read out questions 
and answers. While some bias may remain, we expect bias in the reporting of sexual 
behaviors was reduced in our study.  
Third, in the HPTN 068 study, HIV and HSV-2 infection were measured at each 
survey visit roughly a year apart at baseline, 12 months, 24 months and 36 months. The 
specific date of HIV infection is therefore unknown, only that infection occurred within the 
interval between the previous and current test. Because HSV-2 and HIV was defined within 
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intervals, it is possible that infection occurred while school attendance was higher or lower 
within this interval. This could also lead to issues of reverse causality and potentially result 
in an overestimate of the effect of attending school on incident HIV and HSV-2 infection. 
Additionally, the time period for school attendance and sexual behaviors could overlap 
because sexual behaviors were reported retrospectively. In particular, number of sexual 
partners was reported in the last 12 months, which is the same time period over which 
attendance information was averaged and any school dropout was measured. Although 
reverse causality is plausible (i.e., older partners and more partners may result in dropout), 
our sensitivity analysis shows that these partnering behaviors occur more often after school 
dropout or after low school attendance. In fact, when restricting our time period to that 
following dropout, the effect estimates for the associations were even stronger.  
Fourth, estimating the controlled direct effect assumes that there is some 
conceivable intervention that we could do to fix the mediator (partner age or partner number) 
to a uniform level in the population.97,127 While this may be possible by creating 
environments like school where young women are encouraged to choose younger partners 
or fewer partners, it may not be practical. However, our estimate does help to answer the 
question of whether we should think about these behaviors as an important mediators and, if 
so, how we could intervene to change them.127 We also use the parametric g-formula to 
illustrate the effect of more practical interventions on these mediators. We show that if 50% 
of young women did not have an older partner and all had fewer partners, the effect of 
school attendance on incident infection would be minimal. 
Firth, we assume that there is no unmeasured confounding in all of our aims.97 It is 
possible that there are other confounders we did not measure or include in our models. 
However, we did explore the effect of adding and removing different variables to our models 
on our predicted outcomes. For aim three, we made the additional assumption in our use of 
the parametric g-formula that the parametric models used to predict our variables were 
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correctly specified. We used logistic models to predict our outcome, exposure, mediator of 
partner age difference and time-varying confounders. A proportional odds model was used 
to predict the ordinal mediator of partner number. The assumption of correctly specified 
models is not testable but covariate distributions and cumulative incidence of HIV and HSV-
2 did closely replicate the observed data.  
Lastly, we were unable to include exposure-mediator interactions in our analysis for 
aim three, despite the benefit of using causal inference methods that can accommodate 
these interactions. Our analysis assumes the effects of exposure and mediators are 
multiplicative (i.e. there was no super multiplicative or submultiplicative interaction). It is 
possible that there are interactions between having high attendance and not having a 
younger partner or having fewer partners but we could not examine these due to sparse 
data. The effect of attendance on STIs may be further explained by including these 
interactions and further research should be done using this approach.  
7.4. Conclusion 
In conclusion, our study adds to the literature by providing stronger evidence for the 
relationship between school attendance and incident HIV and HSV-2 infection and by 
exploring the hypothesis that partner selection is a mediator in the relationship between 
school attendance and STIs. First, we clearly show that attending more days of school and 
staying in school prevents incident infection in young women of school age. There is now 
extremely solid evidence that keeping girls in school prevents HIV and HSV-2 infection, in 
addition to the number of other positive benefits of girl’s education. Initiatives aimed at 
keeping girls in school such as DREAMS are critical to promoting safe sexual behaviors and 
preventing sexually transmitted infections.115 However, more research is needed on the best 
way to increase attendance in varying settings.  
Second, we illustrated that attending more school days and staying in school 
influence young women to both select younger men as partners and to have fewer partners.  
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In fact, our study is the first to show that partner age difference and partner number formally 
mediate the relationships between school attendance and incident HIV and HSV-2 infection. 
Not having older partners and having fewer partners results in a change in the sexual 
network structure of young women where they are less exposed to infection and therefore 
less likely to be infected themselves. Interventions to prevent infections in young women 
should focus on creating environments that occupy time and provide a safe space where 
young women can associate with their peers. Safe space interventions are particularly 
critical for young women who have dropped out of school or completed their education and 
who are most at risk of infection. For young women out of school, examples of interventions 
to reduce exposure to infection could include vocational training, financial literacy classes, 
social events or even employment opportunities. More research should be done with young 
women to identify what type of interventions are needed and how young women themselves 
envision protective environments where they feel supported and encouraged to have 
healthy lifestyles. 
Schooling has been one of the strong preventative interventions for HIV and HSV-2 
infection among young women. Our results indicate that we should continue to support 
ongoing and future interventions to keep girls in school. Further, evidence that this effect 
operates through partner selection should also encourage the development of other safe 
space interventions that create supportive networks and structures where young women can 






APPENDIX A: DIRECTED ACYCLIC GRAPHS 
 
Minimally sufficient adjustment set: Age, CCT, orphan status, alcohol use, depression/anxiety, SES 
 






























*Minimally sufficient adjustment set: Age, CCT, Orphan Status, SES, Alcohol Use, and Depression/Anxiety 
 






























Minimally sufficient adjustment set: Age, CCT intervention, HSV-2, partner age, pregnancy, SES, school, alcohol, depression/anxiety 
 
Figure A.3. Directed Acyclic Graph for the relationship between school attendance and incident HIV infection 
  








































*Minimally sufficient adjustment set: Age, CCT intervention, HIV, partner age, pregnancy, SES, school, alcohol, and depression/anxiety 
 
Figure A.4. Directed Acyclic Graph for the relationship between school attendance and incident HSV-2 infection 
  







































APPENDIX B: SENSITIVITY ANALYSIS FOR AIM 1 
Table B.1. Associations between school attendance and dropout and partner age difference two follow-up visits later  
 
      Unweighted   Weighted* 
  N (%)    RR (95% CI) RD% (95% CI)   RR (95% CI) RD% (95% CI) 






12.6 (4.4,20.7)  2.62 (1.62,4.24) 13.2(3.3,23.1) 
High 199 (7.9)  1 0  1 0 
School Dropout               
Yes 




0.245 (0.070,0.108)  4.44(2.52,7.84) 0.280 (0.082,0.478) 
No 204 (7.8)   1 1   1 1 
 
 
Table B.2. Associations between school attendance and dropout and partner number two follow-up visits later  
 
      Unweighted   Weighted* 
   Mean (min, max)   RR (95% CI) RD (95% CI)   RR (95% CI) RD (95% CI) 
School Attendance               
Low 
1(0,12)  




High 0.43 (0,12)   1 0  1 0 
School Dropout               
Yes 
1.38 (0,12) 











Table B.3. Modification of the relationship between school attendance and partner age difference two follow-up visits later by current 
round attendance 
 
    Weighted* 
  Risk (%) RR (95% CI) RD (95% CI) 
School Attendance- Low       
Low 37.8 1.53 (0.93,2.52) 13.1 (-3.4,29.8) 
High 24.7 1 0 
School Attendance- High       
Yes 18.0 2.50 (1.13,5.51) 10.8 (-3.2,24.9) 
No 7.2 1 0 
 




  Weighted* 
  Mean RR (95% CI) RD (95% CI) 
School Attendance- Low       
Low 1.317 1.75 (1.11,2.75) 0.565 (0.008,1.121) 
High 0.752 1 0 
School Attendance- High       
Yes 0.570 1.31(0.86,1.99) 0.134 (-0.103,0.371) 








APPENDIX C: ADDITIONAL ANALYSIS FOR AIM 3 
Table C.1. Controlled direct effect of school attendance on incident HIV and HSV-2 by different levels of the mediators partner 
number and partner age difference, including exposure-mediator interactions 
 
  HIV HSV-2 
  Risk (%) RD % (95% CI) RR  (95% CI) Risk (%) RD  (95% CI) RR  (95% CI) 
Total effect         
High attendance 4.6 -2.7 (-3.4, -2.0) 0.627 (0.555,0.708) 7.2 -9.9 (-10.9, -8.9) 0.421 (0.382, 0.465) 
Low attendance 7.3 0 1 17.2 0 1 
All younger partners         
High  4.4 -4.0 (-4.7, -3.3) 0.522 (0.585,0.465) 6.4 -9.5 (-10.3, -8.6) 0.404 (0.369,0.442) 
Low  8.4 0 1 15.9 0 1 
All 0 partners         
High attendance 3 -2.3 (-2.8, -1.9) 0.564 (0.632, 0.503) 6.5 
-11.1 (-12.0, -
10.1) 
0.371 (0.341, 0.405) 
Low attendance 5.4 0 1 17.6 0   
All 1 partners         
High attendance 6.9 -2.1 (-2.9, -1.4) 0.763 (0.839, 0.694) 8.8 -9.7 (-10.6, -8.7) 0.477 (0.441, 0.517) 
Low attendance 9.1 0 1 18.5 0 1 
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