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Résumé 
La reconstruction de la forme des objets constituent une tâche fondamentale en imagerie 
3D basée sur des caméras optiques à illumination active. La fidélité et la précision de 
cette reconstruction va non sculcmcnt dfpcndrc de la caméra optique utilisée. mais aussi 
des canctéristiqucs pliysiqiics ct gcorn6triqucs des objets considérés. Parmi les caracté- 
ristiques physiques qui altbrcnt la îïdilité de cene reconstruction est la variation de la 
réflectûnce des objets. Cettc dcmitrc affecte dircctement la forme du signal laser incident 
sur le détecteur optique. Lorsquc cctrc rctlectancc n'est pas uni forme. le signal laser inci- 
dent sur le dctecteur opt iquc, origincllcincnr de distribution gaussienne, est déformé ce 
qui conduit a une errcur dc mesure. Les mcthodcs de correction de cene erreur sont sou- 
vent complexes. cc qui cmpêchc dcs concctioi~s en temps réel. Elles sont parfois trop 
spécifiques, cc qui empéc hc lcur utilisation de facon généralisée. 
Cettc thèse vise à proposcr une nouvellc approche pour la correction de l'erreur introduite 
par une variation de rétlcctiince ct dcs architccrures VLSI (Very Large Scale Integration 
ou en français LTGE pour inttignrion Q trcs grande échelle) capables d'accélerer efticace- 
ment les algorithmes proposcs pour des systtmes optiques de hautes performances (1 
million de points par seconde et plus). 
Concernant les méthodes de correction de l'erreur, une contribution scientifique a été 
apportée sur la formalisatioii marliématiquc de la relation objet-détecteur optique en fonc- 
tion des principaux pararnètrcs rissociés a un système optique. Nous retrouvons: 
- le développement de deux mcthodes de correction de l'erreur engendrée par une vana- 
[ion de rGflzctmce: 
- la mcthodc DIRECTE qui consiste a comger l'erreur en se basant 
sur des données collectées lors d'une phase dite de calibration; 
- la mlthodc ITERATlVE qui consiste a effectuer des calculs iténtifs 
afin de minimiser une fonction objcctif. La position du minimum indique la valeur de la 
correction 3 apporter. 
Concernant 1'acccli.nt ion dcs cri lcu 1s rissocik aux méthodes proposées, une approche de 
conception matériel-logicicl cst utiliscc pour identifier les traitements qui seront respecti- 
vement effectués sur un proccsscur DSP (Digital Signal Processor) et sur du matériel 
dédié de type ASIC (Applicarion-Spccific lntegrated Circuit) ou FPGA (Field Program- 
mable Gate A m y ) .  De façon spkcifiquc, nous retrouvons: 
un modèle mathématique base sur la loi d'Amdhal capable de prédire I'acceléntion 
globale deune application bascc sur dcs tables LUT(Look Up Tables). Ce modèle met 
en évidence la peninencc d'utiliser les tables LUT afin d'accélérer les fonctions de 
calcul impliquées dans les rnitcmcnts associés d des systèmes de mesure; 
un algorirhme de panitionnemcnt matériel-logiciel daune application basée sur des 
fonctions pouvant Etrc irnplcmcntCes en logiciel ou en matériel sous forme de tables 
LUT; 
une proposition de deux architectures VLSI dédiées B ISaccélération de la méthode 
ITERATIVE. Ces deux architectures sont comparées suivant une métrique AT (ared 
tirne) afin d'identifier les regions d'utilisation efficace associées à chaque architecture. 
Les méthodes de correction proposées permettent une précision de correction au moins 
égale, et parfois supérieure, A la risolution du système optique. Une performance supé- 
rieure en temps de calcul est obtenue pour les approches d'accélération proposées par 
rapport a des processeurs DSP commerciaux rcls que le TMS320C40 et le ADSP-21060. 
Les résultats obtenus montrcnt la pcninence du  domaine de recherche et constitue une 
base de départ nouvellc pour le dcvcloppcrncnt de méthodes de correction plus élaborées 
visant des systémcs optiqucs dc Iiaiites pcrforinanccs et capables de bénéficier de I'évoiu- 
tion continuclle des rcchnologics VLSI. 
Abstract 
The reconstruction of object sliapes is a fundamental task in 3D imaging using optical 
cameras based on active illumination. The accuncy of this reconstruction depends not 
only on the chosen camcra. but ûlso on object physical and geometrical chancteristics. 
Among the object physical characteristics that may compt  rhis reconstruction is r 
varying reflectance which directly affects the reflected laser signal integnted by the opti- 
cal detector. When the objcct rcflcctancc is not uniforni. the original gaussian laser spot. 
being inteçrated by the optical dcrcctor, is defomed (no longer gaussian) which leads to 
erroneous mcasiires. Availablc corrcction algorithms su tkr  û high computational com- 
plexity which prevents real-rime corrections. They are also too specific which prevents 
their use in al1 types of optical systcms. 
This thesis airns at proposing a iicw approach to comct  enors caused by a varying reflec- 
tancc and V LS 1 (Vcry Largc ScâIc i nrcgntion) architectures to accelente the proposed 
algorithms, targeting high-pcrtbrinance optical systems (1 million 3D points per second 
and more). 
The scientific contribution consists in formaiyzing the mathematical relation between the 
laser spot and iü imagc on thc dctcctor including the main system panmeters. It consists 
in: 
developping nvo rnethods to corrcct thc error caused by a varying reflectance. These 
methods are: 
- the DIRECT mcthod which corrects the errors based on data collected 
during a cal ib ï t i~ i~n phas:; 
- the [TERATIVE mcthod w hich tries to minimize an objective function. The 
position of the optimum indicatcs the corresponding correction. 
Conceming the accelention of the proposed rnethods, a hardware-sothvare codesign 
approach is used ro idcntify tlie cornputarions that are respectively suitable to mn on a 
DSP (Digital Signal Proccssor) aiid on dcdicûtcd hardware like an ASIC (Application- 
Specific Intcgntcd Circuit) or a FPGA (Ficld Programmable Gate Amy). More specifi- 
cally, we have: 
a mathematical model bascd on Amdhal's law to predict the global accelention of an 
application based on LUT (Look Up Tables). This model shows the importance of 
using LUTs to accclcratc thc computations involved in metrology-based systems; 
a hardware-software partitionhg algorithm which targets applications based on hnc- 
tions that can be implemcntcd in softwarc or in hardware as LUE; 
two VLSI architectures to accelemte the ITEUTIVE correction algonthm. These two 
architectures are cornparcd based on an AT (areidtirne) metric to identify the corres- 
ponding suirable regions of  utiiization. 
The proposed correction mcthods show a rcsulting accuncy at lem equal to system 
xii 
resolution, and sometimes bettcr. The proposed VLSI architectures and acceleration 
approaches show a bener performance over commercial DSPs, like the f MS320C40 and 
ADSP-2 1060. 
The obtained results show the pcninence of the work in this research a m  and constitutes 
a new basis for the development o f  more powerful correction methods which target high- 
performance optical systems. These new correction methods should benefit h m  the con- 
tinuous evolution of VLSI tcchnologics. 
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Introduction 
La représentation et visualisation des objets en trois dimensions est dune  grande impor- 
tance dans de nombreuses applications, telles que ies applications meciicaIes, spatiales, 
militaires, etc. La représentation et visualisation en trois dimensions, aussi appelée cou- 
ramment imagerie 3D. est essentiellement basée sur l'enveloppe 3D des objets à considé- 
rer (Rioux, 1994). Cette enveloppe 3D peut être reconstituée de façon synthétique eri 
utilisant des algorithmes spécifiques d'infographie, ou en utilisant des systèmes spéciali- 
sés d'acquisition de données. Ces systèmes d'acquisition se divisent en général en deux 
grandes catégories: systèmes avec contact et systèmes sans contact Les systèmes avec 
contact sont constitués d'une sonde qui est posée physiquement sur la surface de l'objet 
Chaque position de la sonde sur l'objet permet I'acquistion d'un point 3D. L'enveloppe 
3D sera obtenue lorsque la sonde aura entikment parcouni la surface de l'objet. Ces 
systèmes sont caractérisés par leur grande précision mais souffrent d'une vitesse d'acqui- 
sition réduite. Les systèmes sans contact sont basés sur des carntras optiques et consis- 
tent a illuminer directement ou indirectement la surface de l'objet avec une source de 
lumière. Chaque point 3D de I'objet est reconstitué grâce à la connaissance de la quantité 
de lumière réfléchie et de la géométrie de la caméra. Ces systèmes optiques sont caracté- 
rises par leur vitesse d'acquisition mais souffrent d'une perte de précision comparée à 
celle obtenue par les systèmes avec contact. Cette perte de précision est en grande partie 
due aux bruits parasites, à la géométrie de l'objet, à Irtmiformité de sa surface et à son 
indice de réflectance. L'indice de réflectance, compris entre O et 1, permet de quantifier 
la quantité de lumière réfléchie par l'objet suite à une illumination: si une quantité de 
lumière E est projetée sur une surface de réflectance R . alors la quantité de lumière 
réfléchie est évaluée à E - R . En général, plus la valeur E - R est élevée, plus la mesure 
est précise. Lorsque la surface illumin6e ptésente UTI indice de réflectance uniforme 
(constant pour l'illumination courante). la lumihe incidente sur l'objet sera réfléchie de 
façon uniforme. Cependant, lorsque I'indice de réflectance n'est pas uniforme, par exem- 
ple en présence d'un saut de réflectance, la lumiére incidente ne sera plus réfléchie de 
façon uniforme et présentera des distorsions qui seront la cause de l 'erreur de mesure. 
Plusieurs travaux de recherche ont été réalisés afin de compenser les erreurs de mesure 
engendrées par un indice de réflectance variable. Mundy et Porter (1987) ont développé 
une méthode appelée "Difference Ratio Nonnalization". Cenc méthode consiste a illu- 
miner la scène avec deux "spots" a distribution gaussienne, separés par une petite dis- 
tance d. Pour chaque illumination, l'intensitt5 du signal incident sur le détecteur optique 
est donnée par: T j ( x )  = Pi (x) - R (x) , ou Pi (x) est le signal optique incident sur 
l'objet et R (x) la réflectance correspondante. La sortie N ( x )  du détecteur optique est 
ensemble de limitations, A savoir: 
La méthode suppose que les deux illuminations P, (x) et P2 (x) ont VU le même 
signal de réflectance R (x) . Cette hypothèse, quoique plausible, n'est pas toujours 
vérifiée en pratique. 
Le point 3D associé à la mesure courante est donné par N ( x )  . Trouver le zéro de 
N ( x )  est une tâche difficile en raison de la taille finie des pixels et du bruit pouvant 
corrompre le signal optique. De plus, l'expression analytique de N (r) est très spéci- 
fique et ne peut être utilisée avec des détecteurs conventionnels. 
Chaque point 3D de l'objet est obtenu par une double illumination de la sudace. Cette 
technique limite le débit du système en raison d'une sous-utilisation de la source de 
lumière. 
Levine (1992) a décrit une méthode qui consiste ajuster le centre de masse d'une image 
en se basant sur la distribution de son intensité. Cet ajustement est effectué le long de 
plusieurs axes équidistants. Pour chaque axe, un ensemble de paramètres sont calculés, 
puis inclus dans une fonction globale de pondération. Cependant, selon Levine, en se 
basant sur une analyse statistique, cette méthode n'a pu améliorer de façon répétitive la 
correction de l'erreur introduite par une variation de réflectance. Soucy et al (1990) ont 
développé un modèle mathématique capable d'estimei l'erreur engendrée par une varia- 
tion de réflectance. Cene erreur est proportionnelle A l'intégrale de la variance du signal 
optique reçu. Les auteurs rapportent qu'un tel modéle peut être utilisé comme un bon 
prédicteur de la position de la discontinuité de réflectance. Malgré cela, la complexité de 
la correction apportée rend difficile l'utilisation d'une telle méthode pour des corrections 
en temps réel dans des systémes optiques de hautes performances. Finalement, la 
meilleure approche recommandee afm de compenser les erreurs introduites par une 
variation de réflectance est de produire des signaux optiques de tds petites tailles. Le 
contrôle de la taille et de la forme du signal optique (Kim, 1988) exige une électronique 
de pointe et de haute technologie, ce qui conduirait inhitablement a une augmentation 
considérable des coûts du système. Les algorithmes de correction sont souvent comple- 
xes, ce qui limite les performances des systémes optiques. Ils sont parfois trop spécifi- 
ques, ce qui empêche leur utilisation de façon généralisée. Lorsque le débit des systèmes 
optiques est faible, la complexité des algorithmes proposes ne constitue pas un problème 
majeur. Cependant. pour des systèmes optiques à haut débit, les algorithmes propos& ne 
sont plus adéquats et ils constituent une limitation majeure. En raison des développe- 
ments technologiques réalisés dans les domaines des capteurs optiques et des lasers, les 
systèmes optiques modernes sont de plus en plus performants et ciblent des débits supé- 
rieurs à i million de points 3Dkeconde. Une telle caméra optique est en cours de déve- 
loppement au CNRC (Conseil national de la recherche du Canada) a Ottawa. Cette 
caméra cible un débit variant entre 1 et 10 millions de points 3Dfseconde. Elle est appe- 
lée caméra optique ê balayage autosynchronisé. Cette réalité nous a motivés à ré-exami- 
ner la correction de l'erreur associée à une variation de réflectance. Notre objectif est 
double: proposer une nouvelle approche pour la correction de l'erreur introduite par une 
variation de réflectance et des architectures VLSI dédiées capables de supporter efficace- 
ment les algorithmes proposés et les équations pennettant de calculer les coordonnées 
cartésiennes du point 3D associé à la mesure courante. Dans cette thèse, le chapitre 1 
présente les principales notions d'optiques ayant été utilisées dans la formalisation du 
probléme à résoudre. Une attention particulière est accordée A la description de la caméra 
autosynchronisée. Le chapitre 2 présente les principaux facteurs affectant la qualité 
d'une mesure optique, et tout particulièrement la variation de I'indice de réflectance. Le 
chapitre 3 présente les deux méthodes de correction que nous avons développées pour 
corriger l'erreur engendrée par une variation de l'indice de réflectance. Ces méthodes 
sont analysées suivant leurs coûts, précisions et complexités. Le chapitre 4 présente une 
analyse de la cornplexit6 des transformations géométriques permettant dëtablir la rela- 
tion entrc la ncs~xc ourante rt le point 3D conespondant. Des méthodes de mla l  et  des 
architectures VLSI dédiées sont proposées pour accélérer de telles transformations. Fina- 
lement, une conclusion présente une synthkse des travaux effectués, les résultats atteints 
et les axes de recherche à poursuivre. 
Chapitre 1 : Les caméras optiques à illumination active 
Dans ce chapitre, nous allons présenter les principales notions d'optiques nécessaires A la 
compréhension des travaux effectués durant cette recherche. Nous allons tout particuliè- 
rement décrire la caméra à balayage autosynchronisk qui servira de référence pour 
l'ensemble des travaux présentés. 
1.1 Notions fondamentales 
L'imagerie numkrique 3D moderne consiste a illuminer un objet avec une source de 
lumière. Cette dernière est en général un faisceau laser pulsé mono ou polychromatique à 
distribution gaussienne. L'illummation explicite d'un objet par une source laser est appe- 
lée illumination active. La lumière laser incidente est focalisée sur l'objet grâce à une 
lentille de focalisation. La lumiére incidente sur l'objet est réfléchie par ce dernier, col- 
lectée par une lentille de collection et focalisée sur un détecteur optique. Un détecteur 
optique est un dispositif qui mtégre la lumiére reçue et fournit a sa sortie des informa- 
tions sur la position du signal intégré sur le détecteur optique (appelé aussi détecteur de 
position). La connaissance de cette position et la g4ométrie optique de la caméra utilisée 
permettront alors le calcul des coordonnées cartésiennes du point de l'objet associé à la 
mesure courante. La figure 1.1 illustre un exemple simplifié d'une caméra optique de 
base. La caméra illustrée à la figure 1.1 décrit un moyen simple pour mesurer la profon- 
deur d'un objet par rapport à une profondeur de référence. Pour l'exemple illustré, la 
profondeur R est donnée pal: 
où R, est la profondeur nominale, A est la distance entre l'intersection des axes optiques 
et la lentille de collection, B est la distance entre le détecteur optique et la lentille de col- 
lection, S est la distance sur le détecteur optique séparant le spot laser reçu et le spot 
laser correspondant a la profondeur nominale, et 0 est l'angle de parallaxe. Le rapport 
B 
des distances 2 est appelé facteur de magnification. Le facteur de magnification permet 
d'estimer la taille du spot laser reçu par rapport la taille du spot laser &mis. La taille du 
spot laser reçu est toujours plus petite ou égale à la taille du spot laser Bmis, donnant 
ainsi un Facteur de magnification plus petit ou égal 1. 
Les systèmes optiques conventiomels bases sur l'illumination active utilisent une large 
ouverture angulaire entrainant ainsi des phénomènes d'ombrage (Rioux, Bechthold, Tay- 
lor, Duggan, 1987). Une solution simple et évidente serait de réduire l'ouverture angu- 
laire, améliorant ainsi la profondeur de vision. Cependant, cela a pour effet négatif 
d'altérer l'intensité des spots et la résolution globale du système. Ce type de système 
optique doit constamment faire un compromis entre la profondeur de vision (liée à la 
résolution de la caméra et à la limite de diffraction) et I'mtensité des spots Oike à i'ouver- 
ture de la lentille de collection). Les effets d'ombrage peuvent être considérablement 
attenués en synchronisant le faisceau laser avec le détecteur optiqe. Cette synchronisa- 
tion pennet un large champ de vision et des angles de triangulation faibles. La figure 1.2 
illustre le principe de balayage synchronisé. 
Laser 
f Objet (1): lentille de focalisation. (2): lentille de collection. 
Figure 1.1: Caméra de basei illumination active. 
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Figure 12: Balayage synchronish. 
Rioux (1 990,1984) a introduit un concept innovateur appelé balayage autosynchronisé 
qui assure la synchronisation des faisceaux laser incidents et réfléchis par un miroir 
ayant 2 faces polies et réfléchissantes. La première face réfléchit le faisceau laser mci- 
dent vers l'objet, tandis que la seconde face réfléchit le faisceau laser en provenance de 
l'objet vers la lentille de collection. Cette technique élimine totdement les problèmes de 
déphasage rnbcanique et augmente considérablement la précision du systtime. La figure 
1.3 illustre le principe d'autosynchronisation. Afin d'obtenir une image 3D, un second 
axe a étC ajouté dans la dimension y .  Chaque point de l'objet est identifié de façon uni- 
que par ses coordonnées cartésiennes 3D. Ces dernières sont obtenues par des transfor- 
mations géométriques associées a la caméra et la lecture de 3 données essentielles: la 
position courante de l'axe x, la position courante de l'axe y et la position du faisceau 
laser incident sur le dbtecteur optique. 
Dans le reste de cette thèse, la caméra autosynchronisée sera utilisée comme la caméra 
de référence pour valider les solutions apportées aux problèmes soulevés. 
1.2 La caméra autosynchronisée 
1.2.1 La relation objet-caméra 
Comme nous l'avons mentionné à la section précédente, chaque point de l'objet est iden- 
tifié de façon unique par ses coordonnées cartésiennes, lesquelles sont données par les 
équations suivantes: 
Les valeurs A,, B,, C,, D,, En, F,, Gn pour n = O...S, sont des paramètres représen- 
tant la géométrie de la caméra. Les paramètres @, i, j )  représentent respectivement la 
position du faisceau laser sur le détecteur optique et les positions discrètes des scanners 
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Figure 13: Balayage autosyochronis& 
1.2.2 Le detecteur optique 
Le détecteur optique est une banette de cellules photosensibles appelées pixels. Les 
pixels sont de largeur W et sont disposés avec un pas de répétition de D . La figure 1.4 
illustre un détecteur optique de base. La région séparant 2 pixels adjacents est en général 
non-photosensible et est communément appelée zone noire. 
Figure 1.4: Détecteur optique P cellules photosensibles. 
Les détecteurs optiques A cellules photosensibles sont très populaires a permettent 
d'obtenir des mformations sur le profil topographique de la cible. Dans le cas des appli- 
cations d'analyse d'images, des détecteurs 2D sont utilisés. D'autres dktecteurs optiques 
sont aussi utilisés dans des applications optiques commerciales. On distingue principale- 
ment la photodiode à effet latéral qui fournit à sa sortie une lecture précise et rapide du 
centre de masse du faisceau optique incident sur sa surface. Cependant, cette caractéristi- 
que empêche son utilisation dans des applications de traitement d'images. Les détecteurs 
optiques de type photomultiplieur sont rapides et t d s  sensibles et sont surtout utilisés 
dans les applications utilisant des techniques de mesure de type durée de vol (anglais: 
time of flight) où la distance de l'objet est calculée en mesurant I'intervalle de temps 
separant l'émission du signal acoustique ou optique et sa réception. 
1.2.3 Centre de masse du faisceau laser détecté 
Le calcul des coordonnées (x, y, Z )  d'un point donné de l'objet est basé sur la connais- 
sance des valeurs (p, i, j) obtenues par mesure. En raison de la fonction d'intégration 
du détecteur optipue, ce dernier ne délivre i sa sortie que les intensités des pixels. Une 
intensité de pixel représente l'int6grale sur une bande de largeur W de la portion du fais- 
ceau laser réfléchi ayant sensibilis4 le pixel en question. Cette caractéristique fondamen- 
tale du détecteur optique rend impossible la connaissance de la position du centre (centre 
du spot à distribution gaussienne) du faisceau laser réfléchi sur le détecteur optique. Afin 
de palier à ce probléme, il est courant d'avoir recours au calcul de la position du centre 
de masse du faisceau laser réfléchi sur le dktecteur optique. Ce centre de masse est géné- 
ralement calculé de la façon suivante (Backes, Stevenson, 1990): 
M 
k =  1 
où k est le numéro de pixel et I ( k )  I'intensitk correspondante. 
Par conséquent, la valeur de p utilisée dans le calcul des coordonnées cartésiennes 
(x, y, z) représente en fait la position du centre de masse, et non le centre, du faisceau 
laser réflechi sur le détecteur optique. 
Chapitre 2 : Précision des systèmes optiques 
Dans ce chapitre, nous allons préssenter les principaux facteurs affectant la qualité d'une 
m c s m  optique. Nous allons surtout porter une attention particuliére aux effets engen- 
drés par une variation de réflectance, dont cette these fait l'objet. 
2.1 Introduction 
Au chapitre précédent nous avons présenté les éléments de base constituant un système 
optique a illumination active. Ces éléments peuvent être regroupés en 4 catégories: 
- éléments mécaniques: constitués par les scanners associés aux miroirs rotatil; 
elhnents électroniques: constitds principalement par le détecteur optique; 
- éléments optiques: constitués par la source laser et les lentilles; 
* la cible. 
Une mesure optique peut être vue comme une chaîne constituée des 4 catégories précé- 
demment 6numérées. A chaque maillon de la chaîne, le faisceau laser est Secté,  altérant 
ainsi la mesure optique en cours (Blais, Rioux, BeraIdinJ988). Dans ce qui suit, nous 
allons décrire la nature de l'altération associée à chacune des 4 catégories ainsi que les 
moyens disponibles pour en rfduire l'effet 
2.2 Les scanners rotatifs 
Les scanners rotatifs sont des éléments mécaniques utilisks pour assurer la rotation des 
miroia. Vu que les positions angulaires des miroirs sont utilisées dans le calcul des coor- 
données (x, y, z) , il est important que les scanners utilisés soient suffisamment précis 
afin d'éviter les déphasages mécaniques qui pourraient mener des calculs erronés de 
coordonnées cartésiennes. 
23 Le detecteur optique 
Le détecteur optique à cellules photosensibles intégre la lumiére incidente sur chaque 
pixel sensibilisé. Tel que mentionne au chapitre précedent, chaque pixel a une largeur 
finie W et ils sont uniformément espacés selon un pas de D . La largeur finie des pixels 
implique un calcul de centre de masse (équation 1.5) avec des intemites de pixels discrè- 
tes (alors que le signal laser en une fonction continue) avec une perte d'énergie associée 
aux rkgions non-photosensibles séparant les pixels. Finalement, le calcul du centre de 
masse suppose, implicitement, que l'énergie d'un pixel donné est concentrée en son cen- 
tre, ce qui biaise la valeur calculée du centre de masse du faisceau laser mcident sur le 
detecteur. Ce dernier peut pemrrber le signal refléchi par l'objet par differntes sources 
de bruit, principalement le bruit interne associé aux amplificateurs, le bruit externe et les 
spécularités (en anglais: speckle). La spécuIante est un phénomène d'interférence cou- 
ramment rencontr6 dans les systèmes optiques utilisant un laser (Banbeau, Rioux, 199 1). 
Elle se présente sous la forme d'un spot granuleux et peut être visible il l'oeil nu lorsqu' 
une source iaser illumine une surface diffuse. La taille de fa granularité détermine 
l'amplitude de la spécularité. La taille du speckle est fonction de la longueur d'onde du 
laser, du diamètre de la lentille et la distance séparant le détecteur de la lentille. De nom- 
breux travaux ont montré que l'effet du speckle est négligeable lorsque sa taille est plus 
petite que la taille d'un pixel. Il apparaît clairement que les caractéristiques géom&iques 
du détecteur optique ont un impact nés important sur la qualité et la précision des mesu- 
res. De plus, il est évidemment très recommandé d'avoir un rapport signal sur bruit 
élevé. Finalement, dans la majorite des applications optiques, l a  effets dus au calcul du 
centre de masse à partir d'intensités de pixels discrètes et la supposition implicite que 
Iënergie associée est concentrée au centre du pixel sont négligés. 
2.4 La source laser et la lentiiie de collection 
Au chapitre 1, nous avons présenté un exemple de correspondance entre le détecteur 
optique et la profondeur A mesurer (figure 1.1). Dans une situation idéale, la source laser 
illurnmerait uniquement un point de l'objet Malheureusement, la réalité est toute autre. 
En effet, w que le signal laser posséde une distribution gaussienne, plusieurs pomts de 
l'objet sont alors illummes simuttandment L'ampleur de la zone éclairée va dépendre de 
la taille efficace (diamètre) du signal laser. Ii est donc important d'avoir un diamètre 
aussi petit que possible pour garantir une correspondance fidèle point à point entre 
l'objet et le détecteur. Cependant une réduction du diamètre du signal laser implique des 
coûts additionnels. Quant à la lentille de collection, celle-ci agit comme un filtre passe- 
bas et elle est sujette a i'effet daberration optique qui peut entraîner le déplacement sur 
le détecteur du faisceau laser reçu, donc le déplacement de son centre de masse. Le choix 
des caractéristiques de la lentille relève d'une grande importance afin de ne pas altérer le 
signal laser reçu. 
2.5 La cible 
Nous avons vu dans les sections précédentes que !es choix de la taille du diarnétre du 
faisceau laser, des caractéristiques optiques de la lentille, des caractéristiques géométri- 
ques du détecteur, et des caractéristiques mécaniques des scanners constituaient des é1é- 
ments clés dans la réalisation de mesures précises. Une fois qu'un choix judicieux de ces 
composantes a pu être réalisé, la cible demeure la seule inconnue du système. Une cible 
donnée peut altérer la qualitk de la mesure courante de plusieurs façons: par sa géome- 
trie, pour la nature du (des) matériaux qui la compose (ent), par la rugosité de sa surface, 
etc (Svetkoff, 199 1). Si on suppose que la sudace de la cible est très peu rugeuse. deux 
facteurs retiennent l'attention: la variation de la profondeur et la variation de la réflec- 
tance. 
2.5.1 La variation de profondeur 
Nous avons mentionné à la section 2.4 que le spot laser avait une taille utile determinée 
par son diamètre, ce qui avait pour conséquence d'illummer plusieurs points de la scéne 
simultanément. Supposons que les points illuminés se trouvent sur 2 profondeurs diffé- 
rentes, par exemple en pRsence d'une arête. Le spot laser initiai est alors partitionne en 2 
sous-spots. Chacun de ces sous-spots va alors suivre un chemin optique différent et va 
sensibiliser des pixels situes dans une zone kloignde de la zone sensibiliske par l'autre 
sous-spot. La figure 2.1 illustre le phénomène li6 à la variation de profondeur. 
0 : pixel éteint 




z 1 : profondeur avant arête. 
22: profondeur aprés arête 
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(vue de dessus) 
Figure 2.1: Effet d'un saut de profondeur sur le signal laser incident. 
Le calcul du centre de masse de la combinaison des 2 sous-spots va automatiquement 
conduire sl un caIcu1 erroné. Il faut d'abord déterminer lequel des 2 sous-spots doit être 
conservé avant de calculer le centre de masse correspondant 
2.5.2 La variation de rkflectance 
La réflectance caractérise la faculté d'une surfàce A réfléchir la lumière. La réflectance 
est identifiée par une valeur comprise entre O et 1 et est surtout fonction de la nature de la 
surface, sa couleur, etc. On dira qu'une surface a une dflectance de R , si pour une éner- 
gie E reçue, une énergie E - R est retournée. Une variation de réflectance peut être faci- 
lement illustrke par le passage d'une zone sombre A une zone éclairée et vice-versa. Les 
variations de réflectance les plus couramment rencontrées sont les sauts et les gradients 
de réflectance. Les figures 2.2 et 2.3 illustrent 2 exemples de variation de réflectance. 
Shs("W 
Figure 23: Exemple d'un spot gaussien et d'un gradient de réflectance. 
Figure 2.3: Exemple d'un spot gaussien et d'un saut de réfiectance. 
Supposons que la cible A analyser est située à une profondeur constante z, , avec une sur- 
face présentant un saut de réfiectance. Lorsque le signal laser gaussien illumine la sur- 
face en question, il est aloa multiplié par ie signal de réflectance, engendrant ainsi un 
signal résultat "pseudo-gaussien" deformé (E3uzinski. Levine, Stevenson.1992). La 
figure 2.4 illustre le signal laser défomé. Ce signal "pseudo-gaussien" va alors suivre un 
chemin optique afin d'atteindre le détecteur. En raison de la déformation du signal hci- 
dent sur le détecteur, le centre de masse du signal gaussien initial (position p ,  ) va se 
déplacer vers la ponion déformée (position pz) .  La position p2 du nouveau centre de 
masse (au lieu de la position pl  ), va alors êhe utilisee dans les équations de calcul des 
coordonnées (x, y, z) . Les valeurs calculées sont malhmusement erronées car l'objet 
A analyser sera localisé à la profondeur z2 ,  alorsque celui-ci est à la profondeur zl . Cette 
"illusion optique" est appelee artefact 11 est donc nécessaire de corriger cette "iltusion 
optique" afin dkméliorer la précision des mesures effectuées et de mener au calcul cor- 
rect des coordonnées (x, y, z )  . L'erreur associCc A une variation de réflecamce peut Ztïc 
amplifike si elle est combinée à une variation de profondeur conduisant ainsi au parti- 
tionnement du spot laser initial en 2 sous-spots déformks "pseudo-gaussim". 
Figure 2.4: Signal r4suItant de la deformati on du signal laser initial. 
Dans le cadre d'une partie de cette these, nous allons nous intéresser à la correction des 
erreurs mtroduites par une variation de réfiectance pour un objet situé à une profondeur 
constante (pas de saut de profondeur pour Ia mesure courante). 
Chapitre 3 : Correction des artefacts associés à une 
variation de réflectance 
Dans ce chapitre, nous allons décrire 2 méthodes permettant de corriger les artefacts 
engendrés par une variation de rkflectance. La description de ces méthodes comprendra 
les algorithmes de correction, l e m  coûts et l'impact sur la précision des mesures effec- 
tuées. 
3.1 Introduction 
Dans le chapitre précédent, nous avons introduit les problhes de précision associés à 
une variation de réflectance. La perte de précision réside dans le déplacement du centre 
de masse du signal optique réfléchi en raison de sa déformation causée par la variation de 
réflectance. Le déplacement du centre de masse aura pour conséquence de localiser la 
mesure courante à une position autre que celle où elle demit  être. Le détecteur optique 
utilisé a une résolution de 1/64ièrne de pixel en abscence de variation de réflectance. 
Cette résolution peut tomber jusqu'a 1/4 de pixel en présence d'une variation de réflec- 
tance (Soucy, 1990). Afin de comger cette erreur, nous avons développé 2 méthodes 
adaptees à la correction des erreurs dues aux sauts et gradients de réflectance. Ces 2 
méthodes seront respectivement appelées méthode directe et méthode itérative. 
3.2 Mbthode directe 
La correction effectuée par la méthode directe est basde sur des informations associées à 
la mesure courante et ii des informations collectées lors d'me phase dite de calibration. 
La phase de calibration consiste ii prendre des cibles de référence dont le profile de 
rlflec~nce st connu et Ii efles~er  des mesures. Ces cibles de eférence sont placées à 
des profondeurs et a des positions angulaires prédéteminées. Les profils de réflectance 
utilisés sont les sauts. les gradients et la réflectance unitaire. Pour chaque mesure effec- 
tuée sur une cible de référence. l'algorithme de correction calcule des facteurs de correc- 
tion dont les valeurs sont fonction du profil de réflectance. Ces facteurs de correction 
reprbsentent la valeur ajouter ou à retrancher au centre de masse associé à la mesure 
courante afin de corriger le déplacement erroné. Après avoir effectué les mesures sur 
l'ensemble des cibles localisees aux différentes profondeurs et positions angulaires pré- 
déterminées, l'algorithme passe à la seconde phase dite phase de correction. La phase de 
correction consiste a prendre la cible inconnue et & effectuer des mesures aux positions 
angulaires choisies lors de la phase de calibration. Le processus de correction comporte 
les étapes suivantes: 
1) Reconstituer un estimé du profil de réflectance en divisant le spot laser reçu par un 
spot de réfhence correspondant à une réflectance unitaire pour la position angulaire cou- 
rante. Ce spot de référence a 6té obtenu lors de la phase de calibration. 
2) Calculer le centre de masse du signal de réflectance reconstihib. 
3) Lire le facteur de correction correspondant au profil de réflectance reconstitué. Si ce 
profil n'a pas ét6 calibré, alors effectuer une interpolation entre les 2 profils calibrés les 
plus proches. 
4) Appliquer la formule de correction. 
La méthode directe est principalement caracténske par sa faible complexité de calcul, ce 
qui  permet d'obtenir de grands d6bbiü de d o ~ k e s  conigécs. Ccpcndant, ccnc pcrfor- 
mance se fait au détriment du coût associé à la phase de calibration. Ce coût est essentiel- 
lement fonction du nombre de mesures à effectuer et de la qualité des profils de 
rkflectance. Il faut néanmoins souligner que ce coût est non-récurrent et toutes les don- 
nees collectées lors de la phase de calibration peuvent être utilisees pour des cibles 
inconnues situées dans le volume de mesure calibré. Ce volume étant délimité par les 
profondeurs et positions angulaires prédkterminées. Quant a la précision atteinte après 
correction, celle-ci est en général très proche de la résolution du système en raison des 
mesures effectuées lors de la phase de calibration. 
Dans ce qui suit, nous allons présenter l'article dbcnvant la méthode directe. Cet article a 
été soumis pour publication à IEEE Transactions on Instrumentation and Measurernents 
(Octobre 1997). L'article commence par une introduction expliquant les problèmes de 
précision associés à une réflectance variable. Cette introduction est suivie par la descrip- 
tion de la caméra autosynchmnisCe et ses principales caractéristiques. Puis, une revue de 
la littkrature des principales méthodes de correction est alors présentée. Ensuite, les 
principaux développements mathématiques sont alors mtroduits. Ces développements 
mathématiques caractérisent principalement la relation objet-détecteur en présence d'une 
variation de réflectance. Ces développements sont alors suivis de l'algorithme de la 
méthode directe et des résultats de simulations fonctionnelles obtenus en modélisant tout 
le processus de calibration<orrection pour une caméra autosynchronisée. L'article se 
termine par une conclusion où on résume les principales caractéristiques de la méthode 
directe, ses avantages, ses inconvénients, et des futurs bléments de recherche à dévelop- 
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Abstract 
In active laser range finden, the computation of the (x, y, z )  coordinates of each point 
of a scene can be performed using the detected centroid p of the image spot on the sen- 
sor. When the refiectance of the scene under analysis is tmiform, the intensity profile of 
the image spot is a gaussian and its centroid is correctly detected assuming an accurate 
peak position detector. However, when a change of reflectance OCCUIS on the scene, the 
intensity profile of the image spot is no longer gaussian. This change intmduces a devia- 
tion Ap on the detected centroid p which will lead to erroneous (x, y, z) coordinates. 
This papa  presents two heuriaic models to improve the sensor accuracy for a variable 
sufice reflecîmce. Two typical cases are analyzed in details: a gradient of reflectance 
and a step of refiectance. These models can be good candidates to develop a method for 
real-the correction because of their low complexities. Simulation results are presented 
to show the quality of the correction and the resulting acniracy. 
3.4 Introduction 
Active optical triangulation systems projeet light towards an object The light is then 
reflected by the suiface and collected by a detector. The collected cnergy can provide 
information about the object under analysis, for example its range. The data to be pro- 
cessed is a 3-D surface map [2], which is captured by scanning a laser beam ont0 the 
scene. Measurements are made on the illuminated points m the scene and are mapped 
onto (1, y, z )  rectangular coordinates by applying a set of trigonomeaic transforma- 
tions. When the reflectance of the scene under analysis is uniform, the intensity profile of 
the image spot is gaussian and its centroid is correctly detected assuming an accurate 
peak position detector. However, when a change of reflectance occua on the scene, the 
intensity profile of the image spot is no longer gaussian. This change introduces a devia- 
tion Ap on the detected centroid p .  which will lead to erroneous (x, y, z) coordinates. 
This papa  presents two heuristic models well adapted to real-time correction of these 
erroa. ûur objective is to reduce the effects of variable surface reflectance for an optical 
system based on active illumination. Two cases are analyzed: a gradient of reflectance 
and a step of reflectance. The object under analysis is assumed to have a constant range 
and a uniform texture. This paper is divided as follows. Section 3.5 describes an optical 
system and iü major cornponenü. Section 3.6 preseno the inethods availablc in thc lkc- 
rature to reduce the eEects of a variable surface reflectance. Section 3.7 presents an ana- 
lysis of the relationship between surface reflectance and image intensity distribution on 
the detector. This analysis shows how the reflectance for the actual measmement can be 
reconstmcted and how the centroid deviation can be corrected. Section 3.8 presents 
simulation results based on an autosynchronized camera to show the accuracy of the cor- 
rection on centroid deviation. Section 3.9 concludes the paper. 
3.5 Description of an opticsl system based on active iilumination 
An optical systern is basically composed of a light source (laser) which illuminates an 
object, a deflection mirmr, collecting lens and a detector to collect the reflected light. 
Because of practical considerations, we will focus our attention. without loss of genera- 
lity, on an autosynchronized system [l]. Figures 3.1 and 3.2 show respectively a general 
view of an autosynchronized system and its basic grometry. In this section, we will 
review the main parameters that will be taken into account in our analysis to develop our 
correction heuristic. 
3.5.1 Laser scanner 
The considered syaem is based on synchronized scanners for which several geometries 
can be found in [l]. The arrangement s h o w  in Figure 3. L is commonly used and is based 
on a double-sided coated mimr that synchronizes both the projection axis and the detec- 
tion ais.  This geomew reduces thz amount of shadow cffcct, *ivhilc naintaining a good 
resolution on a very large field. Figure 32  shows the basic geometry of an autosynchro- 
nized system. 
3.5.2 Scheimpflug condition 
In an optical system, the defocusing problem increases when the object under analysis is 
brought close to the camera, while maintaining a high resolution. This problem can be 
overcome with the Scheirnpflug condition. This condition States that if the detector is til- 
ted by an angle B , then any point along the projection axis will be in focus on the posi- 
tion sensor. The angle j3 is given by: P = tan-' &/d)  , where T,  is the effective focal 
length, and d the distance between the collecting lens and the projection axis. 
3.53 Lateral magnification 
In an optical system, it is important to estimate the image size of the laser spot reflected 
by the scene. This estimation is easily done by computing the lateral magnification factor 
aven  by: 
M, = f,/ (lcos B) where 1 is the distance between the scene and the colleaing lem. If 
we defuie S, and Sd respectively as the laser spot size on the object and the image spot 
size on the detector, then we have: Sd = Mgo. The importance of MI in system design 
appears when using a subpixel resolution peak detector [4], where it is important to have 
an image of the beam that is much wider than a pixel on the detector. M! is typically 
b c ~ c m  0. I and I .O. 
3.5.4 Longitudinal (range) rnagnification 
The position of the image spot on the detector is a function of the o ~bject range z . 
However, any change in the range by & will introduce a displacement of Ap of the 
image spot on the detector. & and Ap are related to each other by the range magnifica- 
tion M, given by: 
M, = 9 = M,shy where y is the aiangulation angle. This relationship çtrongly 
& 
varies with distance. 
Figure 3.1: General view of an autosynchronized system. 
Collection 
Figure 3.2: Basic geornetry of an autosynchronized system. 
3.5.5 Relationship between the scene and the sensor 
Several different designs of autosynchronized carneras are possible depending on speci- 
fic applications. In this papcr, we wiil concentrate on the "space camera" designed for 
long-range measurements. Additional details conceming the geometry of the carnera can 
be found in (51 and [6]. W~th this type of camera, the range of the object is given by: 
w h m  p is the position on the sensor of the laser spot, K is the optical angle, Pin f is the 
vanishing point and Zin f (K) , ZGin f (K) , Zo (K) ,260 (K) are trigonometric îransfor- 
mations that describe the geometry of the carnera. We can see from this relationship that 
any mor on p will introduce an enor on the range z. Moreover, for a constant range 
object, a variable surface reflectance will introduce a deviation on p that will be inter- 
preted as a change m the range. Therefore, bea  accuracy is obtained by correcting p 
before cornputhg z . 
3.6 Previous work 
Reducing the effects of variable surface reflectance is essential in order to improve sys- 
tem accuracy. Correction models can be found in the literature to achieve that goal. 
Mundy and Porter [7] presented a rnethod called the Difference Ratio Normalization. 
With this method, the scene is illuminated in sequence by two gaussian beams separated 
by a maIl distance d. The image intensity of each incident beam is given by: 
Ii (x) = R ( x )  Pi ( x )  where R ( x )  and Pi (x) are respenively the reflectance and the 
incident beam power spatial distribution. The sensor output N ( x )  is defined as: 
1, (XI -It (XI P l  ( x )  - p2 (x) 
N ( x )  = - . Note that N (x) depends only on the inci- 
1, (XI + I2 (x) PI (XI + PZ (XI 
dent beams, since the effects of reflectance have been cancelled. With this method, we 
need to find the zero of N ( x )  . This task can be very dificult, because of the finite width 
of a pixel and the noise that compts the mie signal. Moreover, this rnethod reduces the 
throughput of the optical system because of the time multiplexing of the beams. Another 
method presented in [8] adjusts the centroid of the actual image based on information 
provided by its intensity dismiution. This adjustment is done along 18 equidistant axcs 
thmugh the center of the image. However based on a statistical analysis, this centroid 
adjustment method did not repeatabty improve the calculated image spot centmid. Soucy 
et al. [9] presented a mathematical model stating that the interpolation enor, defined as  
the difkence between the center of gravity of a 2-D gaussian on a scan line and the 
actual position of the center of gravity of the imaged spot. is proportional to the mtegral 
of uic   ri an cc of the imaged spot. Thc authors repcrted thm this mode1 cm be used as a 
good estimator of the position of the discontinuity. However. its implementation for real- 
time measurements can be very complex. Up to now, the best way to reduce the effects of 
variable surface refleaance is to produce maIl illuminating spot size. This can be 
achieved with the method proposed in [IO], which provides means of controlling the size 
and the shape of laser beams. 
3.7 Modeling of a variable surface reflectance 
In this section, we consider an optical systern based on an autosynchronised camera. The 
surface is illuminated with a monochromatic gaussian laser beam of size 2Ta. where CT 
is the standard deviation of the laser spot and r a spot size parameter. The image inten- 
sity is collected by a I D  discrete deteaor composed of N cens (pixels). Al1 the pixels 
have a width of W and a distance of D between two adjacent pixel centers. The pixels 
have a sensitive region as  illustrated in Figure 3.3. Thus, with this model, al1 the energy 
reflected by the object is collected with no loss. To simplify the correction models, we 
will assume that the whole pixel is fully sensitive, and we will not take into account the 
transition regions as illustrated in Figure 33. We will show in the simulation results that 
even with this assumption, the lesulting accuracy is still satisfactory. Without loss of 
generality, we will assume for simplicity that the image spot on the detector has a size of 
2d + 1 non zero pixels, where d = M , ï W D .  The same analysis can be applied in the 
case of an image spot covering 2d non-zero pixels, with minor changes to the mathe- 
matical cxprcssioiis. In our analysis, ,ii, will be cstimmed usiiig thc non-zero piuels. 
As mentioned in the previous section, M, is a hc t ion of the range z of the target. In 
al1 our analysis, perf't geometric imaging (pinhole model) is assumed to take place. The 
range of the object is supposed to be constant. Since we assume a 1-D detector, our ana- 
lysis will be camed out for the image spot cross section. The effects of noise and speckle 
are not taken into account. 
I I 
pixel i pixel (i+ 1 ) 
O O 
Figure 3.3: Sensitivity transition region between two pixels. 
3.7.1 Impact of a refiectance gradient 
In this subsection, we want to study the effect of an object reflectance gradient on the 
centroid deviation of the detector image spot. Figure 3.4 illustrates the gaussian laser 
beam and the gradient. Because of the system magnification and the width of the pixels, 
several adjacent points on the object under analysis will contribute to the total energy 
received by a given pixel. In Our model. these points will be processed as adjacent uni- 
fomly dimibuted satnples. Let us suppose that k points of the objea xib'. i = 1 .. . k.  
wilt conaibute to the energy of pixel j , 1 2 j I N. 
Figure 3.4: Gaussian object spot and its corresponding reflectance gradient 
Let 14ÿ) be the intensity of pixel j when the reflectance is unifom (equal to 1). This 
parameter could be measured during a carnera calibration phase with a target of uniform 
reflectance. Irefÿ) can be appmxirnated by 
projected point ri0 md !ai is the interval b e ~ e e n  two successive pmjected points. 
The denominator MI is used to conserve energy in the onedimensional analysis. Recall 
that Ml is the lateral magnification factor defined in section 3.5.3. 
W~th a gradient of reflectance. the intensity I ÿ) of pixel j becomes: 
1 
I i.1 = - C (cri " + e ) ( x i b ~  )bi where e and e are iespcctively the s~opc  and 
Ml 
i =  t 
the base of the gradient. We define the reconsmiaed reflectance R ÿ) as the ratio 
After some simplifications, R (j) becornes: 
i= 1Rÿ) = ,-+es 
- b9 
Let us define (x) as 
- cl7 
Replacing ( x )  in(3.1),weobtain 
- 01 R u )  = c ( x )  + e ,  (3 -2) 
- QI 
where (x) is the centroid on the object of the k points in the illuminating spot. If 
c  = O (unitom reflectance), then R ÿ) = e . Equation 3 2  is given in the object coor- 
dinate system and can be rewritten m the sensor coordinate system as follows 
C R'ÿ) = -G) O3 
4 +eV , (3.3) 
- b9 where (i) is the image on the sensor of (x) and e' the base. 
Equation (3.3) shows that a gradient on the scene is also a gradient on the detector with 
respect to our assumptions. In fim approximation, the total power collected by each 
pixel can be placed at its centel Thus ( j )  0, can be replaced by j when cornputing the 
centroid of the compIete spot In this case, R' 0') c m  be rewritten as: 
Pu) = a j i b ,  (3-4) 
where a and b are respectively the slope and the base of R' ÿ) in the new coordinate 
The previous approximation is motivated by the fad that, at the sensor output, only the 
pixel total collected voltages are measurable. Since we do not have an easy mathematical 
expression that descnibes the centroid deviation of a gaussian multiplied by a gradient, . 
our goal is  to build a heuristic model that predicts the centroid deviation of the image 
spot given the centroid deviation of the gradient on the detecior. In the following, we 
assume a reflectance gradient R' (x) on the detector. This gradient has a dope a ,  a base 
b at its center, and a size of 2d + 1 pixels. To simpli@ the followhg equatims, we will 
translate the original pixel indexes to a new one such that the spot on the detector occu- 
pies indexes -d S j 5 d . The centroid 2 of R' (x) is given by: 
- - -x , where b is the value of R' (x) at its center. x is a h c -  
= J ( o x + ~ ) &  
tion of the three variables a, d, b. 
To develop Our correction heuristic, we first developed a simulation model of an auto- 
synchronised camera that scans a constant range targer Our mode1 takes a gradient of 
refiectance as an input and gives the image intensity on the detector as an output For 
each calibrated dope a,, i = 1 .. .L , where L is the number of measurements, we 
extract fiom the model the variables a, di, b,. 
We define G as the exact value of the centroid of the image spot corresponding to a 
given position 0 of the scanning mimr, gi the centroid given by the algorithm that com- 
putes the centroid position, and xi the centroid of the gradient. Our goal is to predict an 
accurate value of G given ai, si and g,. When ai = O (uniforrn reflectance), 
- 
xi = O , which means that G = g, . Howevex when cri + O (nonuniform reflectance), 
- 
simulations showed that gi - xi < G . Thus, we define Bi = gi - xi and 
f (a,) = ( G  - Bi) /ai . G can now be expressed as: 
G = Bi + f (a i )  ai = gi -xi + f (ai) a, . The value f (ai )  represent a correction coeff- 
cimt that can bc obtaincd during camen calibntion ushg targcts wiîh h o m  rrflec~nce 
gradients. In practice, when the measured value uj is not tabulated. we must find i that 
satisfies ai < o. < ai + , . Then f (aj)  can be calculated by interpolation between f (ni) 
I 
and f (ai + I )  . For each calibrated base. we have a table off (ai)  . This correction mode1 
is essentially based on the measured value ai. This makes it suitable for real-time correc- 
tion because of its low complexity. The correction and calibration algorithms for a given 
range z can be sumrnarized as follows. 
Algorithm 1-1 (Target calibratioos in the case of a reflectance gradient) 
Begin 
Step 1: Use targets with uniform reflectance (4) and hown reflectance gradients. 
Step 2: For each position 0 ofthe scannmg minor, perfom measurements on the diffe- 
rent targets and extract nom the sensor the following parameters: 
* I :  image spot for a non uniforni reflectance target 
* Id: image spot for a unifom ~flectance target. 
* (a, 6) : the dope and the base of the gradient on the sensor by dividingl and 
Lf - 
* g: the centmid of the measured image spot. 




Algorithm 1-2 (Correction for the effeca of a reflectance gradient) 
Begin 
Step 1: Read the incident spot I ( i )  from the detector. 
Step 2: Read the position 0 of the scanning mirror. 
Step 3: Estimate d using the non zero pixels. 
O') Step 4: Compute the reflectance R' ÿ) = -, where I O') is the reference spot Lf w Tf 
corresponding to 0 and 4 S j L d . 
Step 5: Compute the centroid g of the incident spot 
Step 6: Extract the dope a and the base b fiom R (j) using (3.4): 
a = R ' ( 1 )  - R 1 ( 0 ) ,  
b = R' (O) . 
Step 7: Compute the centroid X of R1 ÿ) . 
Step 8: IF o is not tabulated TEEN 
- F h d  a,a i+[  suchthat a , l ~ S a ~ + ~ -  
- Compute f (a) by interpolation between /(ai) and f (ai + i )  . 
END 
Step 9: Compute the estimated value of the exact centmid position given by 
END. 
3.7.2 Impact of a reflectance step 
In this subsection, we want to study the effect of a step of reflectance, which occun on 
the object, on the cennoid deviation of the image spot on the detector. Figure 3.5 illustra- 
tes the situation considered in Our analysis. 
Let us assume that the reflectance sep  is mapped on the detector to a pixel with index n . 
1 S n 5 N. Since the image spot on the detector occupies (2d + 1 ) non zero pixels, we 
translate the original pixel index n to a new pixel index j ,  such that the image spot on 
the detector occupies pixel indexes -d I j 5 d . With a reflectance sep 6 ,  the intensity 
IO of pixel j becomes: 
I k 
IO.) = ~/(ri")bri+ (c<+l)j(rib')Axi where l is the number ofpro- 
i = l  i = l + t  
jeaed points among k on pixel j having a refiectance of a, which is the base of the step. 
The reconstruaed reflectance R ÿ) , as defmed m section 3.7.1, becomes 
Recall that I4ÿ) is the reference intensity of pixel j measured with a uniform reflec- 
tance target (equal to 1) duriag camera calibration. 
Defining x ( f )  as 
i =  1 i =  1 
Replacing x ( l) in (3 S), we have: 
Thus R (j) is a b c t i o n  of the three variables c5 6 x (0 . 
Equation (3.6) shows that the image on the detectot of a laser spot illuminating a given 
step of reflectance on the object varies only with x (1) . Therefore we have: 
x (1 )  is directly related to the position px on pixel j of the reflectance step. We have: 
x ( l )  -t O : p, is at the beghing of pixel j . 
x (0 + 1/2 : p, is at the middle of pixel j .  
x (Z) + 1 : px is at the end of pixel j . 
.411 the piuels i (i < j or i > j )  are assumed to have tespectively a unifom reflectance of 
a and (a+@ . 
Figure 35: Gaussian object spot and its correspondiog reflectance step. 
To simplif'y the coming equations, let us define the variable h mch as j = - d + h . 
Recall that j is the index of the pixel on which the reflectance step is mapped afier suita- 
ble translation and j ranges fiom -d to d without loss of generality. The centmid x of 
the image on the detector in the case of a reflectance step on the object is given by 
With some algebraic manipulations, we can cxpand the denominator and the numerator 
From (3.7), we then have the following mlts: 
- - 
Iim x = O ,  lim x = O .  
h+O.ib] +a+6 h+Zd,IO') + a  
Simulations results showed that the closer we are fiom the center of the spot, the Iarger is 
the centroid deviation. Moreover, for a given pixel j ,  the higher is the step 6 ,  the larger 
is the centroid deviation. Based on these rernarks, we decided to use the following 
method to develop our heuristic model. 
Dunng the camera calibration phase, for each tmslated pixel index i on the detector, 
-d Sj S d on which the refiectance step may be mapped, we select a set of targets cha- 
racterized by a h o w n  calibrated step of value 8, 6! S 6 S 6, where and 6, are 
known calibrated steps. For each ÿ, 6) , we compute the coefficient of correction 
f (i, 8) . Thus, we have m ( 2d + 1) coefficients corresponding to m (2d + 1 ) measure- 
rncm pcrfomcd during thc cal iht ion phasr. 
We will use a very similar approach to compute the correction factor f Ci, 6) as in the 
case of the reflectance gradient (section 3.7.1). We obtain: 
G - B i  
f up 6) = ,T~-TIT,S for [il + d . G is the exact position of the centroid of the image 
- 
spot conesponding to a given position 0 of the scanning mirror, and Bi = gi - -ri . 
We c m  now express G as: G = gi -2, + f (j, 8) ( ( d  - u) 6) . Recall that gi is the 
detected cenh-oid on the detector of the image spot, and xci the centmid on the deteaor 
of the image of the reflectance step. In practice, when the s e p  that has been measured is 
not tabulated, we can interpolate it with the two nearest tabulated values. For each cali- 
brated value a, we have a table of coefficients fu, 6) . This correction model assumes 
that the effects due to j and S are combined. More specifically we have: 
- @ = O )  * G  = g, ; 
- (m = d )  V6, G = g, . The proposed correction model may introduce an error on 
the correction because the information conceming the position of the step in the pixel is 
not available at the sensor output. We wili show later how to overcome this problem in 
practice. The correction and calibration algorithms can be summarized as follows. 
Algorithm 2-1 (TPrget cafibratioas in the case of a reflectance step) 
Begin 
Step 1: Usc +aigcts with uriifum rcflccîmc:: (=1) and b i o m  reflecmce steps. 
Step 2: For each position 8 of the scanning mirror, perform measurements on the diffe- 
rent targets and extract from the sensor the following parameters: 
* I: image spot for a non uniform reflectance target. 
* Ire,: image spot for a uniform reflectance target. 
ÿ, 6) : index of the pixel on which the step of reflectance occuned and its 
value, 
* g : the centroid of the image spot. 
Step 3: Compute x, f 'ÿ. 6) : the centmid of the reconstnicted reflectance and the 
corresponding correction factor. 
END. 
Algorithm 2-2 (Correction of the effects of a reflectance step) 
Begin 
Step 1: Read the incident spot I ( i )  h m  the detector. 
Step 2: Read the position 8 of the scanning rnirror. 
Step 3: Estimate d using the non zero pixels. 
Step 4: Compte the reflectance R (k) = r (k )  where k(k) is the referaice spot 13' 
correspondmg to 0 and -d i k S d . 
Step 5: Compute the centroid g of the incident spot. 
Step 6: Exma fkom R (k) the step base a, the pixel index j and the step 6 given by: 
u = R u -  1) ; 
6 = R ÿ + l ) .  
Step 7: Compute the centroid ; of R (k) . 
Step 8: IF S is not tabulated TREN 
-Find 6,,6,+, such that 6 i S 6 S 6 r +  . 
- Compute f ÿ, 6) by interpolation between f 
END 
Step 9: Compute the estimated value of the exact centroid position given by 
G = g - ; + f ( j , 6 )  ( d - [ / 1 ) 6 .  
3.73 Comments concerning the proposed correction models 
In this section, we will make some comments concerning the two models presented in 
the previous two sections. niese comments can be summanted as follows: 
- The accuracy of the models of coneaion depends essentially on the accuracy of the 
exnacted values a, 1, d, j, 6, a during the cameni calibration phases. 
- If the number of entries of the correction tables is Iarge enough, a fkst order interpola- 
tion is sufficient. However interpolations of higher orders could be used for a beaer 
accuracy. 
- During the camera calibration phases, multiple targets of known reflectance must be 
used to genexate the calibration tables. 
- Foi both c ~ i ~ c d i m  nodcls, thc magnification factor camot bc m a l y  hcwn because 
it is not available at the sensor output. Moreover, wo image spots c m  have the same 
number of nonzero pixels d with diffetent magnification factors, assuming two diEerent 
ranges zl and z2.  This inaccuracy cm be reduced by using a detector with small-ma 
pixels. Thus, dividing the image spot located at an unknown range z2 with a calibrated 
reference spot at a hown range z, wiil still be valid. 
3.8 Simulation results 
In this section, we present results to show the eficiency of the models. To make these 
results more realistic, we have inserted the effect of the coilecting lem in our simulator, 
to take mto account the difiction effect of the system. The MTF (modulation transfer 
function) [L 11, [12] of the collecting lens is shown in Figure 3.6 and it is modeled given 
b y: 
MTF (u) = (2 acos ( ( U A ,  - sin (2 acos ( U A ,  ) ) ) / E  where 71 is the wavelength of 
an incoherent light, f is the circular Iens-aperture and u the spatial fiequency. A block 
diagram of the assumed optical systern is shown in Figure 3.7. 
We will consider a target located at a constant range z = l m  and a laser beam with a 
standard deviation o = 500pm and a = 3.5. For al1 the simulations, we chose the 
parameters listed in Table 3.1. 
Table 3.1: Simulation parameters 
1 interpixel distance: D = 50pm 1 diameter 2Smm I 
Detector 
pixel size: W = 46pm 
1 number of pixels: N = 256 1 fhumber 4.35 I 
Collecting lem 
wavelength: 820nm 
3.8.1 Simulation of a reflectance gradient 
We define a gradient of reflectance on the target with a constant base equal to 0.1. We 
V a r y  the slope of the gradient for a reflectance ranging from 0.1 to 1 .O in seps of 0.1 for 
a given position 0 of the scanning mirror. Figure 3.8 shows the different gradients that 
have ken  simulated. Since the range of the object is constant, the spot size on the detec- 
tor is also constant and is equal to 13 pixels (d = 6). This value of d c m  be obtained 
mathematically or by simulations. Results of the camera calibration phase are s h o w  in 
Table 3.2. where a is the estimated value of the slope, b is the value of R' u) at the cen- 
ter (R' (O) ), xc the centroid of R u) , and G the exact position of the centroid at posi- 
tion 0 .  Al1 these parameters have been extmcted fmm R ÿ) , as indicated in algorithm 1. 
Figure 3.9 shows the m r  on the centroid after correction for al1 values of a .  For al1 the 
corrections w h m  a is different from the calibrated value, a fim order interpolation was 
used to estimate f (a) . Results of correction showed that the error, in a11 cases, was less 
than 0.01 1 pixel which is satisfactory for our applications. 
pai-(cvaimml 
Figure 3.6: MTF of the collecting lem. 
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Figure 3.7: Mode1 of the optical system under study. 
Reflectance 
Figure 3.8: Simulated reflectrnce gradients during eamera calibration. 
Table 3.2: Extracted parameters during the camera calibration phase. 
In Table 3.2, the first value of G (133.1026) is obtaincd when a = O (uniform reflec- 
tance). However the correspondhg correction factor f (0) k undefined (zero denomina- 
tor). To ovmome this problern, we set f ( 0 )  to a default value that ailows the use of 
interpolation for noncalibrated dopes. 
3.8.2 Simulation of a reflectance step 
We define a reflectance step on the target with a constant base equa1 to 0.5. Two parame- 
ters are taken into account: 
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- the value of the step of reflectance. 
Since the position of the step can be anywhere in the gaussian spot, we decided to simu- 
late the effects of three particular positions: 
- step located at tbc f i s t  qumm of thc gatissian spot (before the catnter); 
- step located at the second quarter of the gaussian spot (at the center); 
- step located at the third quarter of the gaussian spot (&a the center); 
For each position, the value of the step varies h m  0.5 to 1.0 m steps of 0.1 for a given 
position 0 of the scanning minor. Figure 3.10 shows the different seps that have been 
simulated. The results obtained during camera calibration for each position are in Tables 
3.3,3.4, and 3.5. Figure 3.11,3.12, and 3.13 show the error on the ccntroid after conec- 
tion for the 3 positions for different noncalibrated values. 
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Figure 3.10: Simulated reflectance steps during camera calibration. 
Table 33: Step in the first quarter of the spot (j=3) 
positions g I cenmid I 
Table 3.4: Step in the second quarter of the spot ü=O) 
Centroid 
positions g 
Table 3.5: Step in the third quarter of the spot (j=3) 
Cen troi d 
positions g 
As in the case of the reflectance gradient, f ÿ, 0) was set to a default value. Tables 3.3, 
3.4, and 3.5 show that the deviation on centroid position increases when the refiectance 
step occurs at the center of the spot and deneases as it moves away (for example, for 
6 = 0.3, the centroid positions are 133.1562, 133.4100 and 133.1866 for j = -3 , 
j = O and j = 3 respectively). Based on this remark, we may reduce the nurnber of 
required calibrated Tables f ÿ, 6) . Instead of calibrating al1 the pixels j , -d <; j 5 d , we 
only calibrate a small number of pixels on both sides of the center. Any step occumng 
outside these pixels will be neglected. The number of pixels to be calibrated depends on 
the ske  of the image spot on the sensor. 
3.83 Qualitative analysis of the correction models 
In this section, we give some comments conceming aspects that may reduce the 
eflectiveness of the two models presented in the previous two sections. These comments 
cm be summanzed as follows: 
- Dunng the calibration process, the extraction of j is very important. The qyestion is 
w h m  to locato thc xflccuincr step on 3 @yen pixel? Shce each pixel hhas a finite size, 
one measurement may not be sufficient to ensure a good accuracy when dealing with non 
calibrated steps that could happen anywhere in the pixel. This problem can be overcome 
by having several calibrated rneasurements for each pixel. Al1 the measurements are 
obtamed nom laser spots separated on the object by a Fraction of pixel. In practice for a 
given measurement on a given pixel, we have to find among al1 the calibrated measure- 
ments of this pixel the one that is very close to the actual measurrment This means that 
we need to take into account not only the pixel on which the aep  occured. but also its 
comsponding energy. However this method could make the signal processing process 
more complicated. 
- Besides the precision of the extracted value of j, the choice of an accurate algorithm to 
detect the peak position for subpixel resolution has a stmng impact on the accuracy of 
the heuristics. In our simulations, we chose the centroid algorithm. However, bener 
results could be obtained with derivative filters. An analysis of different methods for 
centmid position detemination can be found in [13]. 
- In practice, the extracted parameters may be compted by different sources of noise. 
One of these sources is the speckie noise. The e f f m  of speckle depend on its size which 
is funaion of the wavelength of the laser light, the diameter of the imaging lens and the 
distance between the imaging lem and the detector. nie effects due to speckle can be 
neglected if the size of each pixel is larger than the speckle size. Additional details about 
speckle effects can be found in [14] and [IS]. 
3.9 Conclusion 
In this paper, we presented two heuristic models for a fast correction of the deviation 
caused by a change of refiectance on a constant range target. The results showed that 
these models are satisfactory for the targeted applications. However, they can be 
improved by using higher interpolation orders. The effectiveness of these models relies 
on the accuracy of the parameters extracted during camera calibration. The inaccuracy 
caused by the estimation of the magnifrcation factor can be neglected for the benefit of a 
quick correction. The effects due to speckle can be neglected if the size of each pixel is 
larger than the speckle size. These models could be easily implemented for real-time cor- 
rection because of their low complexities. They also give information about the object 
refiectance profile which can be used by other image processing algorithms. nie  pro- 
posed models offm a good trade-off between accuracy, speed and complexity of imple- 
mentation for applications perfommg 3-D matments on targets of small volumes. Even 
if it takes time to generate the calibration tables based on targets with known reflectances 
and ranges, al1 these tables can be used for objects of equal3-D volumes. Fmally the use 
of these models can be extended to other cameras based on active triangulation. 
As future w o h  we intend to study and develop new correction models that avoid refe- 
r a c e  spot measurements. 
Figure 3.11: Error on centroid after correction (j=3). 
Figure 3.12: Error on centroid after correction Üg). 
Figure 3.13: Error on centroid after correction (j=3). 
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3.11 La méthode iterative 
Dans la section précédente, nous avons présenté la méthode directe qui permet de corri- 
ger les artefacts associés à une variation de reflectance. Cette méthode se distingue prin- 
cipalement par sa rapidité de correction, obtenue grâce A des informations coilectées lors 
de la phase de calibration. Cependant cette phase de calibration peut devenir problémati- 
que pour certains types d'applications, par exemple les applications spatiales. En effet, 
dans ce type d'environnement, il est extrêmement difficile et coûteux d'effectuer des 
mesures sur des cibles de réfërence. Afin de palier i ce probkme, nous avons développé 
une seconde méthode dite itérative, qui s'ofîie comme une alternative à la méthode 
directe. La methode itérative ne comporte que la phase de correction et elle est principa- 
lement adaptée a la conection des artefacts causes par des gradients de réflectance. La 
phase de calibration est remplacée par un ensemble de calculs itératifs basés sur le calcul 
de minimums et de maximums d'operateurs mathématiques, afm d'inférer un estimé de 
la position du spot laser réflkchi sur le détecteur optique. Avant de présenter l'article cor- 
respondant & la méthode itérative, nous allons décrire les principaux traitements effec- 
tues ainsi que l'impact qu'a le facteur de magnification sur la correction fmale. 
Supposons, et cela sans perie de généralit& que le spot optique réfléchi a une taille de 7 
pixels dont les indices varient de j- 3 A j + 3 , ou j est l'indice du pixel central. En rai- 
son de la symktrie du spot gdussien et de la largeur finie d'un pixel ( IY) , le centre du 
spot réfléchi se trouve sur le pixel j .  Notons qu'à prion, nous ne connaissons pas la posi- 
tion exacte du centre du spot sur le pixel i .  De plus, I'abscence d'information sur la 
valeur du facteur de magnification ne nous permet pas de connaitre avec précision I'éta- 
lement du spot réfléchi sur les pixels de queue. La connaissance du facteur de magnifica- 
tion est trés importante lors de la reconstitution d'un estime du gradient de réflectance. 
Dc la r n h c  façon quc pour In mCthode directe. !3 méthode itentive reconstruit un estimé 
du gradient de réfiectance en divisant le spot laser reçu par un spot de référence coms- 
pondant à une dflectance unitaire. Cependant, vu qu'il n'y'a pas de phase de cdibration, 
le spot de référence ne peut être physiquement mesuré. Cette incapacité de mesurer le 
spot de référence peut être contoumte en inferant ce spot. Inférer un spot de référence 
consiste à accumuler (par calcul) un nombre prédétermine d'échantillons d'un signal 
gaussien sur une bande de largeur finie afin de calculer les intensités de pixels. Le nom- 
bre d'échantillons A accumuler par pixel dépend du facteur de magnification. Après avoir 
reconstruit un estimé du signal de réflectance pour la mesure courante, l'algorithme cal- 
cule les différences finies d'ordre 1 et 2 du signal de réflectance. Cette étape vise a éva- 
luer la qualité du gradient reconstitué. Si le signal reconstitué est un vrai gradient, alors 
les d i f f h c e s  finies d'ordre 2 devraient converger vm O. L'algorithme calcule ensuite 
le maximum des d i ~ ~ c e s  fmies d'ordre 2, ce qui termine les calculs associés à la posi- 
tion courante du spot de référence sur le pixel central. La prochaine position à tester est 
donnke par la position courante incrémentke d'un pas. A chaque nouvelle position, on 
effectue l'ensemble des opérations décrites pr6cédemment Apds avoir exploré l'ensem- 
ble des positions possibles nir le pixel central (pour le pas correspondant), l'algorithme 
calcule le minimum de tous les maximums précédemment calculés. Le but de cette étape 
est de localiser la position du signal de réflectance le plus proche d'un gradient. Tous ces 
calculs ont été effectués pour une valeur donnée du facteur de magnification. En raison 
de I'abscence d'information sur l'étalement du spot laser rkflkchi sur les pixels de queue, 
il est nécessaire de varier le Fdcteur de magnification courant pour pemettre une recher- 
chc Rnc dc la position cxacte du spot df lkh i .  Pour cene &on, I'algoithme modifie la 
valeur courante du facteur de magnification avec un pas donnC et réitére l'ensemble des 
calculs précédemment dkcrits. Une fois que l'algorithme a testé l'ensemble des valeurs 
possibles associées au facteur de magnification (pour le pas donné), il calcule alors le 
minimum de tous les minimums dkjh calculés. La position de ce minimum final corres- 
pond alon à la position eaimee du spot laser réfléchi. Par opposition à la méthode 
directe, la méthode itkrativc est caractérisée par une complexité de calcul plus impor- 
tante, en raison du processus de recherche de la meilleure position possible du spot de 
réference. La complexitk de calcul pour une recherche lineaire peut être bornée par 
O ( (W/R) ') où W est la largeur d'un pixel et R la résolution du système. Quant à la 
précision, celle-ci se compare à la précision atteinte par la methode directe et peut être 
meilleure dans le cas de cibles non calibrées. Dans ce qui suit, nous allons présenter 
l'article correspondant à la méthode itkrative. Cet article a été soumis pour publication a 
Transactions on w d  Measuremnts (Septembre 1998). L'article 
commence par une introduction qui situe le p r o b l h e  lié à une variation de réfiectance et 
expligue la dificulté A utiliser la méthode directe pour certains types d'applications. 
Cette introduction est suivie par la pr6sentation des fondements mathhatiques utilisés 
par la méthode itérative. L'algorithme est alon décrit en détail avec les différentes étapes 
de calcul. Des résultats de simulations fonctionnelles sont alon présentées dans le cas de 
l'utilisation d'une caméra autosynchronisée. Finalement, l'article se termine par une 
conclusion qui résume les principales caractéristiques de la méthode itérative. 
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Abstract 
In active laser range finden, the computation of the (n, y, z) coordinates of each point 
of a scene can be perfomed using the deteaed centroid p of the image spot on a sensor. 
When a change of reflectance occm on the scene, a deviation Ap on the detected cen- 
troid p is intmduced. This deviation leads to moneous (x, y, z) coordinates. To coma 
this error, we previously proposed a correction heuristic that uses a spot of reference 
measured during a camera calibration phase with a target of unifomi reflectance. 
However, depending on the application, the reference spot is not always easily measura- 
ble. This paper presents how to avoid the measurernents of spots of reference and how to 
infer iteratively their positions on the sensor. Simulation results are presented to show 
the quality of the correction and the resulting accuracy in the case of a gradient of reflec- 
tance. 
3.13 Introduction 
In active laser range fmders, the computation of the (x, y, z) coordinates of each point 
of a scene is perfomed using the detected centroid p of the image spot on a sensor. 
When the reflectance of the scene under analysis is uniform, the intensity profile of the 
image spot is a gaussian and its centroid is correctly computed. However, when a change 
of reflectance occurs on the scene, the intensity profile of the image spot is no longer a 
gaussian. T'his change introduces a deviation Ap on the deteaed centroid p which will 
Iead to erroneous ( x ,  y, z) coordinates. To correct this deviation, we developed a correc- 
- 
tion heuristic [1] that predicts an accurate spot centroid given by G = g - x + f ( a )  a  
where G is the comcted spot centroid, g the centroid of the incident spot on the sensor, 
x the centroid of the reconstmcted reflectance gradient on the sensor, a the dope of the 
reconsmicted reflectance gradient and / ( a )  a correction factor. The estimated recons- 
tnicted reflectance associated to each pixel of the sensor is given by R (j) = O') cp' 
where R ÿ) is the estimated reconmaed reflectance associated to pixel j ,  I ÿ )  is the 
energy collected by pixel j and Ir&) is the energy associated to pixel j for a uniform 
reflecîance (equal to 1) during camm calibration. This mode1 produces good results, as  
long as the spot of reference remains measurable for the targeted application. However, 
dependmg on the application (space applications for example), the spot of reference is 
not easily measurable. To overcome this problem, and to increase the scope of applica- 
tion of our correction model, we developed a new iterative model that avoids the 
measurements of spots of reference. The proposed method iteratively infers the position 
of the incident spot on the sensor. This paper is divided as follows. Section 3.14 presents 
the maticmatical dation bctwccn the spot on the scene and its image on h e  sensor. Sec- 
tion 3.15 presents a new iterative correction model that infers the position of the incident 
spot on the sensot Section 3.16 presents simulation results to show the resulting accu- 
racy. Section 3.17 concludes the paper. 
3.14 Mathematical relation between the laser spot and the image spot 
In this section, we will describe the fiamework on which Our analysis is based. 
We consider an opticd system based on an autosynchronised camera [2]. The image 
intensity is collected by a 1-D discrete deteaor composed of N cells (pixels). AI1 the 
pixels have a width of W and an interpixel distance of D between the centen of two suc- 
cessive pixels. Smce we assume a 1-D detector, our analysis will be carried out for the 
image spot cross section. The effects of noise and speckle a= not taken mto account. 
Additional details conceming the description of an autosynchmnized system and the 
assumptions made in our analysis can be found in [l], [3] , [4] and [SI. In an autosyn- 
chronized system, the range of the object is mathematically given by: 
where p is the position on the sensor of the image spot, K is the optical angle, Pin/ is 
the vanishing point and Z i n / ( ~ ) ,  ZGinf (K) , Zo (K.) , ZSo (K) are trigonornemc m s -  
formations that describe the geometry of the camera. For simplicity and without loss of 
generality, the following analysis will be canied out in the 1-D domain. 
Let g (r) bc a I-D gaussian lascr b c m  illuminating the scenc. g (x) is given by 
g(x) = 
where x and a are respectively the center and the standard deviation of the illuminating 
bearn. In an optical system, the object spot size and the sensor spot size are related to 
each other by the lateral magnification factor. Let us assume that any distance x on the 
scene is imaged on the sensor as a distance p given by p = x -Ml, where M, is the 
lateral magnification factor at range z . Using the previous relation, (3.8) can be rewritten 
as 
After suitable transformations on (3.9), we obtain 
where I ( p )  is the image spot on the sensor and p and d are respectively the center and 
the standard deviation of I @) . F m n  (3.1 O), we get 
g (x) I @ )  = -
Ml 
(3.11) 
In (3.1 1), the dcrioninator 3f, allows to conserve energy in the onedimensional analy- 
sis. With respect to our assumptions, (3.1 1) shows that a gaussian on the scene is imaged 
as a gaussian on the sensor with a standard deviation d = Ml -o. The total energy 
under g (x) is equal to the total energy under I @ )  . This result will be used to infer the 
reference spot as shown later. 
3.15 Description of the iterative correction model 
In this section, we will d e s d e  a new iterative correction model. This rnodel avoids spot 
measurements during camera calibration and predicts iteratively the image spot position 
on the sensor- 
In the case of a reflectance gradient occumng on the scene, the estimated reflectance 
intensity associated to each pixel of the sensor is given by [Il 
where R 03 is the estimated reflectance mtensity associated to pixel j, a, b are rapec- 
tively the slope and the base of the reflectance gradient on the sensor, I ÿ )  is the energy 
of pixel j, and I,,,(j) is the re fmce  energy collected by pixel j during camera cali- 
bration for a unifom reflectance (equal to 1). Equation (3.12) is valid only when the 
spots I u) and I,&) are at the same position p and have the same size. To recons- 
tnict R (/) , we need I 4 ÿ )  , which is a gaussian spot imaged on the sensor when the 
target has uniform reflectance, that spot being integrated over each pixel area. Reference 
pixel energies are detemined by the position p of ce&) on the sensor. No explicit 
information zonccning p is a-raifablc at the scnsor output, r x c q t  the pixcl energies. 
This lack of information can be compensated by using mathematical pmperties of a 
gaussian s p o ~  One of its properties is its symmetry around p.  This property will be used 
as follows. Let us assume, as an example, that the incident spot covers seven non-zero 
pixels indexed fiom j - 3 to j + 3 .  Because of the symmetry property, we can daim that 
p is located on pixel j .  Our goal is to find p on pixel j with enough accuracy. We first 
start by assuming an initial position p at the center of pixel i . We computc at this posi- 
tion the atimated refiectance R and some other parameters described later. We then 
move at the next position p with a search step. This process is iterated a given number 
of times. Thcn, we select among a11 the visited positions p the one that satisfies a selec- 
tion criterion. Two cases will be analysed: the spot covers an odd number of non-zero 
pixels and an even number of non-zero pixels. The number of non-zero pixels depends 
on the object range. We will start with the fiat case. To simplify the following mathema- 
tical relations, we will assume that the image spot covers seven pixels identified from 
j- 3 to j + 3. Of course, d l  the renilts can be directly extended to any number of odd 
non-zero pixels. 
Let us assume that the center of the image spot (p) is exactly at the center of pixel j .  
Since the spot of reference Ire/ is a symmetric function, the current assurnptions lead to 
U )  = Ir&-3) (3.13) 
Using (3.12) and (3.1 3). we obtain 
ARer suitable transformations on (3.17), we obtain 
Equation (3.18) can be simplified as 
(1  + hl) (1-3x1) - 
1ÿ+3)  I ÿ -3 )  
a 
where x ,  = 
a- Using (3. N), x, can be rewtitten as 
The same transformations cm be applied to (3.14) and (3.15). We obtam 
Equations (3.20), (321) and (3.22) show that when p is exactly at the center of pixel j ,  
we have: 
xl = xZ = x3 (3.23) 
However, when F is not at the center of pixel j , (3.23) is no longer valid. Depending on 
the position of p on pixel j, intensive simulations showed that x, a, < x, (when p is 
on the le& of the exact spot position), or xl > x2 > x3 (when p is on the right of the exact 
spot position). These relations will be used to guide the search toward the exact position 
of the image spot. It is important to mention that the values of (r,, .rz, x3) are directly 
computed from the pixel energies available at the sensor output. These values are cons- 
tant dunng the search process and are independant fiom the inferred reference spots 
generated by the search algorithm. 
3.16 Effect of the lateral magnification factor 
Dividing the image spot by a reference spot requires that two conditions be satisfied: 
a) both spots have the same magnification factor (same size). 
b) both spots are at the same position. 
During spot measurement, the reading of the output sensor can only pmvide the pixel 
energies, with no information about the spatial distribution of the image spot. mis lack 
of information innoduces an error in the estimation of the magnification factor. As a 
result, (3.12) is no longer exact. To overcome this problem, the proposed method fuids 
the image spot position for a given value of the magnification factor. Then, it modifies 
the current magnification factor value and cornputes the new image spot position. This 
process is repeated until a termination condition is met 
Let us define Mf as the current value of the magnification factor. Based on (3.121, we 
have 
where R' ÿ) is the estimated reconstruaed reflectance associated to pixel j according to 
the magnification factor Mi. Eguation (3.24) shows that when M; converges to M,,  the 
estimated reconstmcted reflectance R converges at a gradient. Thus. the pmposed 
method achieves this convergence by repeating the correction algorithm with several 
values of 1C/I until no more improvement is possible. 
3.17 Aigorithm of the iterative correction rnethod 
In this section. we will descriie the main steps involved in the proposed correction 
model, then the algorithm itself is provided. Note that explmations of each step of the 
algorithm follow m section 3.18. We assume that the incident spot covers (2d + 1 ) non- 
zero pixels. The pixel index ranges h m  ÿ - d) to ÿ + d)  . We first give a description 
of the variables used in the algorithm. 
Description of the main variables 
I ( i )  : Intensity of pixel i , i = ÿ - d )  . . . ÿ + d).  
I,/(i) : Intensity of pue1 i for a uniform reflectance (equal to 1). 
R (i) = - ' :Estimated reflectmce corresponding !O pixel i . 
( 0 
p : Current search position. 
start_position, endqosition : Initial and final search positions for a given value of MI. 
These positions are respectively the center and the end-side of pixel j. 
6 : Search step value. 
M, : Current value of the magnification factor. 
Initial value of the magnification factor. This value corresponds to an initial 
reference spot whose end-sides cover a mal1 Fraction of the tail-pixels. 
AMl : value of the variation on the magnification factor. 
Algorithm 
BEGIN 
Input: - 1: incident image spot on the sensor. 
- p : center of pixel j. 
current-min = = (default value). 
last-min = = (default value). 
WHILE NOT FINISH 
FOR p = start-position TO end- sition STEP Ap 
step 1: compute Ire/ (k) by integrating (3.1 1) over pixel k. 
step 2: 1 (k) R (k) = -
Ire/ ( k )  
FORk = 2 T O 2 d + 1  
step 3a: dope1 (k- 1) = R ( k )  - R ( k -  1) . 
FORk = 2 T O 2 d  
step 3b: dope2 ( k -  1) = siopel (k) -dope1 (k- 1) . 
ENDFOR 
step 4: IF max (slope2) < cunent-min TAEN 
curent-min = max (slope2) . 
index1 = p 
ENDIF 
ENDFOR 
step 5: IF current-min I last-min TAEN 
last-min = current-min . 
current-solution = index 1 . 
M, = M,+AMI. 
ELSE 
FINISH = TRUE 
ENDIF 
ENDWHILE 
final-solution = current_solution. 
END. 
3.18 Comments concerning the proposed correction mode1 
In this section, we explain each step of the previous algorithm. 
Step 1: for each pixel, we compute the infmed reference energy I , , . ( i )  using (3.11). 
The reflectance is uniform (equal to 1). 
Step 2: for each pixel, we compute the cmsponding reflectance value R (i) . 
Steps 3a and 3b: we compute the first and second order fmite difference of R (i) . When 
R (i) is the tnie gradient, then slopel contains the dope of R (i) , and dope2  should 
converge towards O . This step requires that the incident spot on the sensor covers several 
pixels to assure that the finite-difference operator is applicable. 
Step 4: we compute the maximum of slope2. This value is compared to the minimum of 
the previous maximums already computed. If the m e n t  maximum is l e s  than the pre- 
vious minimum, it means that the nment position of the reference spot becomes the new 
best estimate of the exact position for the given value of MI. This step shows how far or 
how close we are fkom the exact position. The closer max (slope2) is h m  O ,  the 
closer we are fiom the exact position. 
Step 5: in this step, the algorithm decides if a new iteration with a new value of M, is 
required. Recall that the closer max (slope2) is h m  O ,  the closer we are from the 
exact reflectance gradient. As a result, the algorithm starts a new iteration around a new 
value of Ml as long as the function rnax (slope2) decreases. The fmal solution is rea- 
ched wben no inon impro~cncnt is possible. 
In practice. pixel intensities may be cormpted by different sources of noise which may 
affect the parameters of the search algorithm like (x,, x2) . One of these sources is the 
speckle noise. The effects of speckle depend on its size which is function of the wave- 
length of the laser light, the diameter of the imaging lens and the distance between the 
imaging lens and the detector. n i e  effects due to speckle c m  be neglected if the size of 
each pixel is larger than the speckle size. Additional details about speckle effects can be 
found in [8] and [9]. 
Al1 the previous analysis can be applied to an even number of pixels. The same transfor- 
mations and results hold. For a 2d -pixel spot size indexed From j - d to j + (d  - 1) , 
we obtain 
Ail the steps in the search algorithm are applicable. The initial value of will be at the 
mid-distance between pixels ÿ - 1) and j . 
3.19 Estimation of AM, 
The purpose of this section is to develop an equation that estimates the value of AM, 
which is the variation around the magnification factor Ml. Estimating AMl will lead to 
the estimation of Ml which is essential to compute R ÿ) given by (3.12). As mentioned 
in section 3.15, equation (3.12) is exact only when the spots I ÿ) and Ir&) are at the 
same position p and have the same size. Recall that Ml has a direct impact on the image 
spot size on the detector and depends directly on the distance between the object and the 
sensot Let S, be the estirnated spot size on the scene. and f ,  be the smallest pixel frac- 
tion that can be represented for a given optical system. The value of fp is determined by 
the resolution of the targeted optical systern. If $ is the system resolution on the spot 
position on the sensor, then I,  = f ,  . W where W is the pixel size. The estimated image 
spot size on the sensor S, for the comsponding rnagnification factor M; is given by 
S, = S, Mf (3.25) 
Let us take AMl on Mf to be the change of the magnification factor such that the image 
spot size increases by I, on both sides. Thus, the new image spot size 9, is given by 
Su bstract ing (3.25) h m  (3.26) and rearrang ing give 
The maximum number of iterations (worst case) on MI can be represented by the situa- 
tion m which the true image spot and the cunent reference spot differ in overall size by 
two pixels (one on each side). In this case, the maximum number of iterations 





Equation (3.2R corresponds to a linear search. One may choose a dichotomic search 
which will lead to a reduced number of iterations. However the impact of such a search 
method was not characterized and is beyond the scope of this paper. 
3.20 Simulation results 
In this section, we present simulation results to show the accuracy of the search algo- 
rithm. A block diagram of the model of the optical system is presented in figure 3.14. 
The simulation consists of scanning a constant range object and computing the residual 
e m r  between the solution given by the search algorithm and the exact position p of the 
incident spot given by 
p = Pinf- 
P i n f a  (Zo (K) -280 (K) - (Zinf(r) - Z S i n f ( ~ ) )  ) 
z @, K) - Z i n j ( ~ )  +Z8in f ( K) (see section 3.14). 
We will consider a target located at a constant range r = l m  and a laser beam with a 
standard deviation o = Sûûpm . For al1 the simulations, we chose the parametea iiaed 
in Table 3.6. To get more realistic results, we take mto account in the model the eKect of 
the collecting Iens. The MTF(modu1ation transfer fûnction) 161 and [7] of the collecting 
lem is given by 
MTF (u) = (2  acos ( (uhj) - sin (2acos (uAJ ) ) ) /r , where h is the wavelength of 
an incoherent light, f is the circular lem-aperture and u the spatial frequency. Two sets 
of simulations have been carried out. The first set describes the situation where the exact 
value of M, is known. Figures 3.15 and 3.16 show the corresponding residual enor for 
two different values of the search step 6 .  For both simulations. the residual errors is bet- 
ter than the actual system resolution lirnit which is close to 0.78pm . The second set of 
simulations describes the situation where the exact value of M, is unknown. Only an 
estimated value is available. Figure 3.17 shows the number of iterations required to 
obtam an accurate estimation of the image spot position. Figure 3.17 shows that the 
mode1 tried 3 iterations on M, before gettmg a residual error l e s  than 1 prn for the given 
simulation setup. 
Table 3.6: Simulation parameters 
1 interpixel distance: D = 5Opm 1 diameter 25mm 1 
Detector 
pixel size: W = 46pm 
1 number of pixels: N = 256 1 humber 4.35 I 
Collecting lem 
wavelength: 820nm 
Reflectanc 1mM ccD/+Output 
Laser MTF(col1ecting lens) 
Figure 3.14: Mode1 of the optical system under study. 
Figure 3.15: Residual error for 6 = 1 prn . 
Figure 3.16: Residual error for 6 = 0,Spm . 
Figure 3.17: Residual error witb a varying maguification factor. 
3.2 f Conclusion 
In this paper, we presented a new iterative mode1 for active laser range finders to correct 
the image spot deviation caused by a reflectance gradient. Compared to the correction 
algorithm presented in [l], this new mode] avoids spot reference measurements during 
camera calibration, which will lead to a reduced cost. Simulation results showed that the 
residual enor was l e s  than the actual system accuracy limit Monover, this residual 
error was less than the search step value. A better accuracy c m  be obtained by reducing 
the search step value to meet the requirements of high-precision applications. However, 
this will increase the processing time of the search algorithm. Finally, this mode1 can be 
extended to other carneras based on active trianplation. 
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Chapitre 4 : Accélération du calcul des transforma- 
tions géométriques 
4.1 Introduction 
Dans un système optique à illumination active, la reconstitution d'une image 3D se fait A 
partir de transformations géométriques définissant la relation caméra-objet (Khali, 
1995). Ces transformations géométriques sont basées sur des mfomations collectées lors 
des mesures effectuées. Ces informations sont essenticIIement les positions des miroirs 
et la position du spot réfléchi sur le ddtecteur optique. Lonqu'm signal laser illumine 
une cible, il ne peut commencer une nouvelle mesure qu'après avoir attendu l'écoule- 
ment d'un délai A t ,  qui reprbsente le delai minimal requis par les cellules photosensibles 
pour intkgrer la lumière réfléchie. Cette caractéristique du détecteur optigue constitue 
l'un des facteurs essentiels dans l'obtention de caméras optiques à hauts débits. En effet, 
plus A t  est petit, plus le débit de la caméra est grand et plus A t  est grand, plus le débit 
est faible. Dans la première version de la c a m h  optique autosynchronisée, le débit 
atteint etait de 20000 pointsls, laissant ainsi un temps de SOps entre 2 mesures pour cal- 
culer les coordonnées (x, y, z) . Un tel debit était peut-être convenable lorsque L'image- 
rie 3D était à ses balbutiements. Malheureusement, ceci n'est pas le cas pour les 
applications 3D modernes qui nécessitent des dCbits de données de plus en plus élevés. 
Pour cela, le CNRC a entamé la conception de détecteurs optiques rapides capables de 
délivrer 1 million de pomtsk, ce qui laisse un temps de 1 ps entre 2 mesules pour le cal- 
cul en temps réel des coordormées (S. y, z )  . Une telle performance ne peut être atteinte 
avec une approche de calcul traditionnelle, basde en général sur une version pmgrammée 
des transformations géométriques. Une telle approche, même si elle demeure viable sur 
des processeurs de trés hautes performances, telle que ceux la série ALPHA (Smith, 
Weiss. 1994) capable de fonctionner avec des horloges de l'ordre du GHz. entrainerait 
des coûts d'implantation considkrables. Il devient alors nécessaire d'analyser ces trans- 
formations g6ométriques, d'en isoler les portions critiques lourdes en calcul, et de les 
accélérer adéquatement. 
4.2 Analyse des equations des transformations g4ornetriques 
Comme nous l'avons mentionnC la section précédente, le calcul des coordonnées 
(x, y, z) est basé sur la connaissance de la position des miroirs et de la position du spot 
laser réflkchi sur le dbtecteur optique. Ces informations sont fournies à des équations qui 
définissent la géomdtrie de la c a m h  et de sa relation avec l'objet. D'une façon générale, 
les opérations impliquées dans le calcul des coordonnées (x, y, z) peuvent être divisées 
en 2 catégories (KhaIi, Savaria, Houle, Beraldin, Blais, Rioux, 1995): 
1) opérations arithmétiques traditionne)les (addition, soustraction, multiplication et divi- 
sion), 
2) opkrations trigonométriques (sinus et cosinus). 
Dans la majorite des processeurs modernes, l a  operations de la catégorie L font partie du 
jeu d'instructions, permettant ainsi au programmeur de ne pas trop se préocniper de leur 
implantation. Ces operations sont en général optimisées en fonction de l'architecture du 
processeur et peuvent présenter, dépendemment de l'insmiction, des temps d'exécution 
de l'ordre du cycle d'horloge. Cette derniére caractéristique, n'est cependant pas valide 
pour I'opkration de division qui est considérée comme une opération complexe et trés 
peu utilisée (comparre à l'addition et A la multiplication). Il est Rés courant de doter les 
processeurs d'une operation de division avec une faible résolution (8 bits) capable de 
fonctionner a la vitesse du processeur et de laisser la liberte au programmeur de cons- 
truire, a partir de la primitive de base. une opération de division de résolution supérieure 
(16,32 et 64 bits). Quant aux opérations de la catégorie 2, celles-ci sont en général dis- 
ponibles sous forme de bibliothkques mathématiques que le programmeur peut appeler 
dans son programme. Mis part les delais associes a l'appel de ces bibliothèques, la per- 
formance associée A ces fonctions va grandement dépendre de l'algorithme utilisé pour 
les implémenter. Plusieurs algorithmes sont disponibles pour implémenter les fonctions 
trigonométriques (Fowkes, 1993; Koren, Zinaty, 1990; Rodrigues, Zurawski, Gosling, 
1 98 1; Walther, 197 1). Cependant, les implémentations les plus couramment rencontrées 
pour les fonctions smus et cosinus, sont basées sur 3 principaux algorithmes: 
1) séries de Taylor, 
2) Cordic, 
3) tables LUT (lookup tables). 
Les développements en séne de Taylor sont considérés comme l'approche traditionnelle 
pour calculer une fonction sinus ou cosinus (Gradshteya, Ryhik, 1992). Le nombre de 
termes de la série depend essentiellement de la précision désirée sur le résultat final. Les 
séries de Taylor sont basées sur I'op&atioa de type "multiplier-accumuler" qui est une 
opération de base dans les processeurs modernes. Quant à l'algorithme Cordic, celui-ci 
est utilisé pour évaluer des fonctions linéaires, circulaires ou hyperboliques (Dupras, 
Muller, 1993; Ercegovac, Lang, L 987; Haviland. Tuszynski. 1980, Kishore. Cavallaro, 
1993, Tida,oi, Asîda, Yajima, 1991). C'est un algorithme itératif dont le nombre d'itéra- 
tions va dépendre de la précision sur le résultat final. Finalement, l'approche par tables 
LUT consiste pré-calculer les r6sultats correspondant A toutes les valeurs possibles du 
paramétre d'entrée et à les stocker dans une mémoire. La largeur et la profondeur de 
cette mémoire va dépendre du nombre de biîs voulus sur le résultat et du nombre de bits 
sur le paramètre d'entrée. L'algorithme LUT se différencie des 2 précédents (Cordic et 
Taylor) par le fait que ces 2 derniers calculent le résultat. alors que la version LUT ne le 
fait pas. Cette différence fondamentale nous amène distinguer 2 modèles de calcul 
illustrés aux figures 4.1 et 4.2. 
Figure 4.1: Modèle 1: calcul des rbsultats. 
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4.2.1 Modéle 1 : calcul des résultats 
Dans ce modele de calcul, on adopte une approche de type matériel-logiciel qui consiste 
A executer les opérations de la catkgorie 1 (addition, soustraction, multiplication et divi- 
sion) sur Ir processeur s: les ophtions de la catEgoric 2 (fondions sinus ct cosinus) sur 
le coprocesseur spécialisé (Khali, 1995). Ce dernier vise il accélérer les calmis basés sur 
les algorithmes de Taylor et Cordic. Il peut être implémenté sous la forme d'un circuit 
dédié (ASIC) ou d'un circuit reprogrammable de type FPGA, et cela afin d'exploiter le 
maximum de parallélisme disponible. La communication entre le processeur et son 
copmcesseur se fait grâce A un canal de communication qui peut être une mémoire à dou- 
ble ports, un bus, un port sérieVparallèle, etc. L'estimation du facteur d'accélération 
associé à ce modèle de calcul peut être obtenue en utilisant la loi d'Amdhal (Hennessy, 
Pattenon, 1 990; Hwang, 1 993). L'accCl6mtion globale efficace S U e ,  est donnée par 
(Savana, Bois, Popovic, Wayne. 1988): 
1 1 
Sueif = p l -/+ (4.11 
où f est la Fraction acctlérée, fl est 1e rapport du débit d'instructions du processeur et 
l'horloge du coprocesseur, et SU est le nombre soutenu d'instructions équivalentes du 
processeur exécutées par cycle d'horloge du coprocesseur. La performance d'un tel 
modèle de calcul va essentiellement dipendre de la vitesse du processeur et de celle du 
copmesseur, de la quantité de parallélisme disponible, et de la faculte du processeur à 
calculer tout en communiquant avec le coprocesseur, et cela afin de réduire l'impact des 
delais des communications sur l'accélération globale. Ce modèle de calcul est adéquat 
sur des systèmes reconfigurables bases sur un DSP et un FPGA, où les portions de code 
lourdes en calcul seraient implémentées en matériel et accklkées par le FPGA. alors que 
les autres portions de code seraient maintenues sur le DSP sous forme logicielle. 
4.2.2 Modéle 2: tabulation des résultats 
Dans le cas du modèle 1, les fonctions trigonométriques seraient accélérées grâce à lputi- 
lisation d'un coprocesseur spécialisé. Ainsi, le processeur pourrait accéder aux résultats 
demandés au bout d'un nombre réduit de cycles (comparé A une implantation logicielle). 
Cependant, la nature iterative des algorithmes de calcul et les délais des communications 
constituent des facteurs qui limitent la performance globale du système. Afin de dépasser 
les limites de performance du modèle 1 avec des calculs du type envisagé, il est néces- 
saire et plus approprié de changer d'algorithme pour le calcul des fonctions critiques. 
Pour que ce changement d'algorithme soit efficace, il est important de tenir compte des 
caractiidénstiques génerales d'un système optique A illumination active. En effet, si on exa- 
mine les résolutions des positions angulaires et du spot réfléchi sur le détecteur optique, 
on constate que celles-ci sont fmies et ne depassent pas 16 bits pour les caméras corn- 
merciales. L'ideal dans un tel systeme serait de ne pas avoir & calculer les fonctions tri- 
gonométriques, mais plutôt A les pre-calculer pour toutes les valeurs possibles des 
paramètres d'entrée. Cette approche est possible en adoptant une implantation par tables 
LUI. Une telle implantation est viable aussi longtemps que les tables n'ont pas une taille 
excessive et que le coût de la mémoire est réduit. Une analyse du marché des modules 
mémoires (Katayama, 1997) montre que non seulement les modules mémoires sont rapi- 
des et denses, mais aussi peu coûteux, que ce soit pour les mémoires conventiomelles de 
type SRAM, DRAM ou avancées de type SSRAM, SDRAM, RAMBUS, etc. Tous ces 
facteurs nous amenent B analyser un second rnodéle de calcul, qui consiste à pré-calculer 
toutes les valeurs possibles des fonctions trigonométriques et B les stocker en mémoire. 
Chaque fois que le processeur a besoin d'un résultat, il lui sufit d'accéder à la mémoire 
contenant la table LUT correspondante. L'avantage majeur d'une telle approche est que 
I'accés mCmoire peut se Faire à la vitesse du processeur central, ce qui conduit a des fac- 
teurs d'accélération élevés. 
Afin de mieux cerner les facteurs qui limitent l'accélération bas& sur les tables, nous 
allons analyser à la section suivante l'accélération par table et nous allons présenter un 
modèle mathématique qui permet d'estimer cette accéldration. Un tel estimateur permet- 
tra au concepteur d'apprécier l'impact d'utiliser les modtles de calcul 1 et 2. 
4 3  Acc414ration des calculs par tables LUT (Khaü, Savaria, Houle, 
1997) 
L'accélération basde sur des LUT consiste à remplacer l'exécution de N instructions par 
un accés mémoire. La valeur de cette acc&ation dépend d'un ensemble de paramètres 
lies tant A l'architecture qu'a l'application. La figure 4.3 illustre le modèle de calcul 
détaille par LUT qui sera utilisé dans notre analyse. 
Logiciel, Matériel 
c&, Interface 
Figure 43: Modele de calcul par tables LUT. 
Afin de modéliser adkquatement l'accélération liée aux LUT, un ensemble de paramètres 
doivent One pris en compte. à savoir. 
CPI: nombre moyen de cycles machine par instruction. 
8, : taille en bits du bus de données du processeur. 
pz : taille en bits des résultats dklivrés par LUT. 
k: temps d'accks mémoire moyen en cycles du processeur. 
R : nombre moyen de résultats, du point de vue de l'application, que I'on peut lire simul- 
tanément par accés memoire (par exemple, des fonctions partageant un argument com- 
mun telle qu'une position an plaire). 
f :  fraction du code de l'application qui peut être accékée par LUT. 
En se basant sur la loi d ' h d h a l ,  un estimé de l'accélération moyenne G, basée sur des 
LUT, est donné par: 
L'expression analytique G, montre que, pour une structure de système donné ( ($ I, k) 
faes), la valeur de l'accélération va sudout dependre de la granularité N des fonctions ii 
accklérer. Plus une fonction est lente en logiciel, plus c'est payant de l'accélérer par une 
LUT. Néanmoins, la taille des résultats transférer a aussi un impact important sur la 
performance globale. En effet, dependamment du processeur utilise. on distingue 3 prin- 
cipaux cas: 
Le cas 1 décrit la situation où la taille du rksultat est kgale à la taille du bus de données. 
Ceci limite le système au transfert d'une donnée utile par accés mémoire. Dans le cas 2, 
la taille du bus de donnees est plus petite que la taille du résultat dont la lecture nécessi- 
tera plus d u n  accès mémoire. Quant au cas 3, celui-ci deai t  la situation OU le bus de 
données du processeur est plus grand que la taille d'un dsultat. Dépendamment de la 
valeur de $2. plusieurs résultats pounont alors être transférés simultanément pendant 
chaque actes mémoire, ce qui entraînera une accélération de calcul élevée. Le modèle 
d'accklération par LUT peut être étendu à une hiérarchie mémoire de n niveaux (Cache, 
Sram, Dtam, etc). Chaque niveau i est caractérisk par les parambtres ( N ,  p z ,  ki) qui 
représentent respectivement le nombre moyen d'instructions en logiciel des fonctions 
implémentées en LUT sur le niveau i ,  la taille en bits des résultats délivrés par LUT du 
niveau i ,  et le temps d'accès mémoire du niveau i. L'accélération G, est alon donnée 
par: 
Dans le but de vérifier la qualitk de la prediction d'accélkration donnée par G, . les trans- 
formations géométriques de la caméra autosynchroniste pour le calcul des coordonnées 
(x, y, z) ont été codkes en langage C sur les simulateurs de deux processeurs DSP le 
TMS320C40 (C40) et le ADSP-21060 (SHARC). A titre de rappel, nous redonnons les 
équations de calcul des coordonnées (x ,  y. z )  (section 1.2): 
xg (0  
x = x ( p , i )  = --Xo (i) . 
P -Poo 
Les simulations supposent un C40 opérant i 50 MHz avec une memoire externe SRAM 
fonctionnant a O WS (wait-state). Le SHARC opère A 40 MHz avec 5I2Ko de mémoire 
SRAM interne. Toutes les opérations ont été effectuées en virgule flottante pour des rai- 
sons de simplicité. Les rksultats obtenus sont présentés à la table 4. l. 
Table 4.1: Resultab de performances. 
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sont des valeurs estimées). L'accélération globale G, est alon kgale a 
L'accélération prédite par le modèle (G, = 7.04) est légèrement différente de l'accélé- 
ration atteinte GC4, -SHARC = 6)  car le modkle ne tient pas compte des délais associks à 
la gestion des pipelines (conflits), aux délais de branchement et aux différentes latences, 
ce qui n'est pas le cas du simulateur. Cependant, on constate que l'estimateur peut être 
efficacement utilisé au niveau s y s t h e  pour fournir au concepteur une première estima- 
tion de l'accélération associée i l'utilisation des tables pour une même précision de cal- 
cul. Afin de mesurer la limite d'accélération associée à l'utilisation des LUT par le 
langage C, nous avons codé les équations des transformations géométriques en langage 
assembleur sur le SHARC. Le simulateur a estimé le temps de traitement par point 
(.Y, y, z )  à 28 cycles, donnant ainsi un débit estimé de 1428571 points/s. ce qui permet 
de soutenir la performance des nouveaux détecteurs optiques visés. 
4.4 Partitionnement matkiel-logiciel base sur des LUT 
L'accélération d'une fonction logicielle par LUT est une approche tris attrayante. 
Cependant, la quantité de mémoire disponible dans un systéme de traitement de données 
est limitée. De plus, lors de la conception d'un tel systhe,  le coût associé ne doit pas 
dépasser une limite préétablie. Tl est donc possible que l'on ne puisse pas implémenter 
toutes les fonctions logicielles d'une application donnée sous fome de LUT, et cela faute 
de ressources mémoires. Il faut alors choisir, parmi toutes les fonctions disponibles, les- 
quelles semnt implémentées sous forme de LUT. Pour atteindre cet objectif. nous avons 
développé un algorithme de partitionnement pour des applications basées sur des LUT. 
Cet algorithme de partitionnement, de nature heuristique, pennet, à partir d'une con- 
trainte de coût globale, de déterminer quelles fonctions devraient être implémentées sous 
forme de LUT et la nature des modules memoires ii  allouer afin de minimiser, si possible, 
le temps de traitement global. A la fin du partitionnement, deux ensembles seront alors 
disponibles: l'ensemble des fonctions implémentees en logiciel et I'ensemble des fonc- 
tions implémentées sous fome LUT. Dans ce qui suit, nous allons pdsenter les princi- 
paux aspects liés I 'algorithme de partitionnement proposé. Des détails supplémentaires 
sont disponibles dans l'article correspondant. 
4.4.1 Modéle de l'architecture cible 
L'architecture cible capable d'implémenter le partitionnement d'une application entre 
une partition logicielle et une partition matérielle basée sur des LUT est illustrée a la 
figure 4.4. 
Logiciel Matériel 
l I Processeur 1 FFI interne 
- - 
Merno ire Memoire 
Bus de données 
Figure 4.4: Architecture cible. 
L'architecture cible illustrée ii la figure 4.4 est baske sur un processeur central. tel qu'un 
processeur RISC ou DSP, qui implémente la partition logicielle. Quant aux LUT, celles- 
ci sont implémentées avec la mémoire interne du processeur et des modules mémoires 
externes de 2 types. tels que des modules mémoires SRAM ou DRAM. Chaque type de 
module mémoire est caractérisé par sa capacitk, son coût et son temps d'accès. L'avan- 
tage majeur du modèle proposé est que le temps d'accès mkmoire est dkterministe, ce qui 
permet une évaluation précise de la performance de l'application partitionnée. 
4.4.2 Spécification du probleme 
Soit une application définie par un ensemble de fonction F = {F,, F2, .. .. Fm} . A 
chaque fonction Fi sont associés deux algorithmes: un algorithme décrivant Fi 
lorsqu'elle est implémentée en logiciel et un autre algorithme décrivant Fi lorsqu'elle 
est implémentée en matériel sous forme de table. Les résultats générés par ces fonctions 
sont combinés entre eux par des opérateurs arithmétiques ou logiques afin de générer le 
résultat final. Le problème à résoudre consiste à minimiser le temps de calcul T ( F )  (ou 
maximiser le débit) en respectant une contrainte de coût Cos? (F) 5 C. Afin d'attein- 
dre cet objectif, on se propose de partitionna l'application visée (ensemble F) en deux 
partitions matériel-logiciel telles que la partition logicielle représente les fonctions Fl 
impl6meatks avec lem âIgorithmes logiciels et la partition matérielle représentent les 
fonctions Fm implémentdes avec leurs algorithmes matériels. Deux cas seront abordés: 
1) tables de même taille et 2) tables de tailles différentes. 
4.43 Stratbgie de partitionnement 
L'algorithme de partitionnement est de nature heuristique et il opère de manière 
"Greedy" (gourmande). Il essaie toujours de déplacer vers le mathiel sous forme de 
LUT les fonctions logicielles les plus lentes. Pour atteindre cet objectif, il construit 2 
vecteurs triés: V-time, qui représente le vecteur des temps d'exécution des fonctions en 
logiciel. et V-site qui represente le vecteur des tailles mémoires des LUT associées aux 
fonctions. 
LUT de t-
Lorsque les LUT occupent la même taille mémoire (tous les éléments du vecteur V-size 
sont Cgaux), toutes les fonctions sont alors kquivalmtes du point de vue du matériel. 
L'algorithme commence par une partition entiernent logicielle et alloue x moduies 
rn~moires de type 1, et y modules de type 2. Puis, il effectue le remplissage, dans 
l'ordre, de la mémoire interne du processeur, de la mémoire externe de type 1 et de la 
mémoire externe de type 2 (du plus rapide au plus lent). Le remplissage d'une mémoire 
se fait par le déplacement atomique d'un groupe de fonctions. Pour le couple (x, y) de 
modules mémoires, l'algorithme calcule un score de performance (une métrique) pour la 
partition courante. Ce score repdsente une estimation du temps de traitement global de 
l'application si elle était partitionnbe de façon identique h la partition courante. Puis, 
l'algorithme alloue un nouveau couple (x, y) de modules mémoires et réitère les opéra- 
tions précédemment knoncées. La solution finale est optimale (le temps de traitement 
global de l'application est minimal et la contrainte de coût est respectée) et est obtenue 
en calculant le minimum de tous les scores obtenus. 
UT d e e s  
Lorsque les LUT occupent des tailles mémoires différent= (les éléments du vecteur 
V-sue ne sont plus égaux), les fonctions ne sont plus équivalentes du point de vue du 
maténel. L'algorithme commence toujours par une partition entiérement logicielle. 
Cependant, au lieu de déplacer la fonction logicielle Fi la plus lente de V-time ven le 
matériel sous forme de LUT, il cherche h former un ensemble $2 de fonctions logicielles, 
ensemble qui préserve le coût matériel de Fi et maximise le gain en temps. Cet ensem- 
ble $2 est formé en utilisant le principe de "data-~Iustering". Si cet ensemble existe, alors 
il est déplacé vers le maténel sous forme de LUT et Fi est provisoirement maintenue en 
logiciel. Concernant l'allocation des modules mémoires, l'algorithme suit le même prin- 
cipe que celui associé aux tables LUT de tailles égales. La solution finale est obtenue en 
calculant le minimum de tous les scores obtenus. Cependant, I'optimalité de la solution 
dépend étroitement de la méthode de "data-clustering" choisie. 
4.4.4 Résultats 
L'algorithme de partitionnement a été applique aux transformations géométriques de la 
caméra autosynchronisée. Les résultats obtenus montrent un facteur d'accélération de 5 
en utilisant un DSP TMS32ûC40 et des tables LUT, comparés a une version entièrement 
logicielle. Les deux types de mémoire utilises fonctionnent respectivement à OWS et 2 
WS, ce qui a causé une légére perte de performance comparée aux résultats présentés a la 
section 4.3.1. Des performances supkrieures pourraient être obtenues sur des processeurs 
disposant d'une mémoire interne plus grande. tel que le ADSP-21160 appelé SHARC-2. 
Dans ce qui suit, nous allons présenter l'article dont a fait l'objet l'algorithme de parti- 
tionnement proposé. Cet article a été soumis pour publication a Elsevier Journal of Elec- 
d Comg-neeriuai 1999). L'algorithme commence par expliquer les 
motivations de dkvelopper un tel algorithme. Puis. il prksente les principales hypothèses 
sur lesquelles l'algorithme est base (architecture cible, spécification d'entrée, estima- 
teurs, etc). Les stratégies de partitionnement sont alors présentees avec les algorithmes 
correspondants. Ces derniers sont suivis des résultats obtenus en appliquant l'algorithme 
de partitionnement sur les transformations gkornétriques de la caméra autosynchronisée. 
Finalement, l'article se termine par m e  conclusion qui résume les principales caractéris- 
tiques de la méthode de partitionnement proposke. 
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Abstract 
Partitioning an application among interacting hardware and s o h a r e  components is an 
important part of system design. In this paper, we introduce a new padtioning algorithm. 
well adapted to applications that are composed of h a i o n s  that can either be 
implemented in software or in hardware as lookup tables. Simulation results are presen- 
ted to show the speedups that the method can produce. 
4.6 Introduction 
Partitioning an application among interacting hardware and software components is an 
important part of system design. This partitioning seeks to accelerate an application by 
extracthg its critical portions for hardware implementation. Pushing parts of an applica- 
tion in hardware usually increases hardware cos& and the method considered in this 
papa assumes a limited total hardware cost. Partitioning an application can be done at 
the operation level (e.g. Anthmetic operations), or at the algorithmic level (e.g. hoces- 
ses), and can be divided in two categories: homogenous and hetemgenous [l]. Homoge- 
nous partitioning splits a given hardware description into a minimal number of hardware 
components, which are smaller than a given size constraint. This partitioning is done 
with respect to area, pinout and latency constraints. Keterogenous partitioning splits a 
given application into hardware and s o h a r e  components. The software components 
implement mode1 Nnctionality as an instruction-driven computation (RISC processors, 
DSP processon, microcontrollers,...). The hardware components operate as data-dnven 
reactive components (ASIC, FPGA, ...). Several automatic partitioning algonthms have 
been developed to investigate a large scope of solutions. Commonly used classes of algo- 
dhms include clustering, iterative-improvement, genetic and cunom algonthms [2]- 
[Il]. Some algorithms are fast, othea such as genetic algorithms are slower. Not surpri- 
singly, slower algorithms ofien find better solutions. They al1 start fkom a functional des- 
cription of the system expressed in VHDL, Hardware C, graphs, etc. After checking the 
correctness of the description, the fimctionality is decomposed into functional blocks of 
some granularity. Each block is mapped into hardware or software. This rnapping is gui- 
ded by automatic estimaton that evaluate cost functions. The output is a set of hardware 
and software blocks. Simulations of the designed hardware and compiled software can 
then be performed to observe the partitioning effects. 
General-purpose partitioning algorithms target a wide variety of applications. However, 
this leads to some limitations: 
- when some functions can be implemented with several algorithms (such as trigonome- 
tric functions), the designer usually rewrites the initial fbnctional description of these 
functions and iterates again through the partitioning process. This makes the design pro- 
c e s  long and expensive, even if the partitioning task is automated. Indeed. when the 
designer wants to improve a given solution, he often uses slow and computationally 
complex algorithms to find the optimal solution. which requires a large amount of cpu 
time. Also, depending on the type of application and system architecture. an accurate 
estimation of the communication tirne between the software and hardware partitions can 
be very difficult, which could lead to an i n a c m t e  evaluation o f  the performance OF a 
given hardware-sofhvare partition. 
The previous limitations motivate the development of a custom partitioning algorithm 
well adapted to a specific type of applications. Among these applications, we fonis on 
the ones composed of a set of functions that can either be implemented in software or in 
hardware as lookup tables (LUT). This type of application has the followmg characteris- 
tics: 
- the whole software code of a given fùnction can be replaced by a memory access. In 
this case, the communication time between software and hardware is the access time to 
the table. which is oflen deteministic. This characteristic can lead to exact knowledge of 
the communication time between sofhvare and hardware partitions. 
- the cost of hardware is easily computed, and depends mamly on the number of memory 
modules chosen by the designer. This charactenstic will lead to exact computation of 
hardware costs. 
For these reasons, we propose a new algorithm, well adapted to the partitioning of appli- 
cations based on lookup tables. Moreover, this work is motivated by the increasing num- 
ber of applications that make use of lookup tables [13]-1161 and the availability on the 
market of faster, wider and cheaper memory modules [la], which represent an easy and 
efficient way of acceleratmg critical software functions. The pmposed partitioning algo- 
rithm is based on the knowledge of exact communication times between the software and 
hardware partitions and the knowledge of exact hardware costs. This  paper is organized 
as follows. Section 4.7 to 4.11 respectively give a definition of the hardware-software 
pariitioning problem, explam the partitioning strategy, present the partitioning algo- 
rithms, present some simulation results and conclude the paper. 
4.7 Problem Definition 
4.7.1 Functionality description 
The initial description of the system functionality is a set of functions 
F = {F,, F,, ..., F,} , each of which can be implemented in software or in hardware 
as lookup tables. This means that each hmction is described by two algorithms: one for 
software implementation and the other for hardware implementation. The targeted input 
functions are those which compute a result based on one or more parametm. The results 
generaied by these functions are combined with logical or arithmetic operators to give 
the final result. Figure 4.5 shows a simple exarnple of the initial description of the fvnc- 
tions that belong to the target class. When a function is implemented as a LUT, its corres- 
ponding hardware size will increase exponentially with the number of address bits. Thus, 
it is necessaiy to limit the number of address bits for a given LUT to avoid a considerable 
cost increase. Howevq a function can have multiple input parameters if the total number 
of input bits is acceptable, which may lead to multidimensiond LUTs. Moreover, if an 
mput function is referenced several times in the initial description at different control 
steps, there should be only one copy of the LUT acceued as many times as needed. In 
this case, the LUT cost will be taken into account only once. 
Final result 
Figure 4.5: Example of an initial description of the funetions which implementation 
needs to be optimized. 
4.7.2 System architecture 
A system architecture that can effectively implement partitions of an application between 
software and Iookup tables (LUT) is shown in Figure 4.6. LUTs c m  be seen as a special 
kind of hardware irnplementation. Performance estimates and implementation costs are 
expmsed in terms of that architecture in the rest of the paper. This architecture compri- 
ses a processor (RISC, DSP, etc.) that implements the sofhvare part of the application. 
Tables are implemented with a set of memory modules of two cornmon types (such as 
SRAM, DRAM). Each type is charactenzed by three parameters: capacity, cost, and 
access time. Each time the processor needs data h m  the lookup table, it issues a read 
instruction h m  memory and waits for the memory access time before getting the data 
This computation time is deterministic. which helps the designer to get an accurate esti- 
mate of the partition performance. Depending on the LUT organization, memory can be 
interleaved to increase system bandwidth for pipelined access of contiguous memory 
locations. Severiil memory words cm then be accessed per time unit. This  technique is 
very usefùl to close the speed gap between a CPU and its main memory. Based on the 
architecture shown in Figure 4.6, a given hmction can be implemented on one of 4 possi- 
ble modules: 
- the processor core; 
- an on-chip SRAM (this paper does not consider cache mernory); 
- an offchip SRAM; 
- an offchip DRAM. 
The task of the partitioning algorithm is to detemine for each function a destination 




Figure 4.6: Sys tem architecture. 
4.73 Partitioning problem 
Partitionhg an application among hardware and software modules requires cost and per- 
formance estimators. For applications based on lookup tables, the performance of a 
given panirion depends mainiy on the sofhvare structure, the speed of lhe processor, and 
the memory system components. The correspondhg cost is a funaion of processor and 
memory modules costs. In what follows, we present the main parameters and estimatoa 
that allow to evaluate the cost/performance of a given partition. 
We define TV,,= a s  the cycle time of the processor, and k,, Q, Ci, as the access tirne, the 
capacity, and the cost of a memory module of type i ,  with i = 1,2 . Note that Ri is 
expressed in cycles, Qi in memory words, and Ci in a monetary unit ($). We define 
S, Hl, Hz, H, as the sets of functions respeaively implemented in software, as lookup 
tables implemented with type 1 memories, as lookup tables implemented with type 2 
memories, and as  lookup tables implernented with on-chip memory. We have: 
F = S w H , w H 2 u H 3 ,  
H l n H 2  = 0 4  n H 3  = 0 , H z n H 3  = @ , S n  ( H , u H , u H , )  = 0. 
We define two operators TV) and Size (j) to estirnate the proceuing tirne of function 
f and its conesponding memory size when implemented as a lookup table. We have: 
- f ~  H,*TV)  = k,xT,,,. 
- f~ Hz* TM = k 2 x  TcYclc. 
- f ~  H 3 = )  TV) = T,, 
- f t S =, T (n = {depends on the software implementation} . In this case, T (B is 
usually pmvided by a software profiler for the targeted procesor. The value of T m  not 
only depends on the s o h a r e  code corresponding to fbnction f ,  but also depends from 
which memory type this software code is executed. The software code may reside in 
intenia! or externa! memory. ln this paper, we assume that the whole fimction software 
code resides in interna1 memory and can be executed at full processor speed. The value 
Size @ of a given fimction is invariant during the partitioning process and is given with 
the initial description of the tageted application. 
We also define two operators P (F,,) and Cost (F,,,) to estimate respectively the per- 
formance and the cost of partition F,,, . We have: 
where 7 is the time needed by the processor to combine al1 the intemediate results of the 
functions to generate the final result, and (x, y) are respectively the number of memory 
modules of type 1 and 2 allocated by the partition. The first four ternis of P (Fx,,) are 
summations over the subsets S, H,,  H, and H3 respectively, and the number of ternis in 
each of these summations is the cardinality of these subsets. The corresponding c o n  of 
P (F, y )  is given by: 
Cost (Fx,,) = CCP, + x x C, +y x C, , where CCP, is the processor cost 
The value retumed by P (FI,,) can be seen as a worst case, and it does not take into 
account any possible parallelism between memory access and computations in various 
modules. That corresponds to the simple case where the processor has one address bus 
and does not compute when accessing extemal mernories. Taking into account such pos- 
sible parailelism is very much pmcessor specific, application specific and complex. 
Given al1 the previous estimators, the partitioning problem can be defined as: 
w h m  Cr is the cost constcaint. CT does not include the memory c o s  to hold the appli- 
cation code. It only considers the cost limit to accelerate the critical software functions 
with LUTs. Two cases will be analyzed in the next section: fixcd-size lookup tables and 
variable-size fookup tables. 
4.8 Partitioning strategy 
As mentioned in section 4.7.3, the memory size, Size (B , of function f is invariant 
during the partitioning process. This size is known at "compile time". Thus, the cost of a 
partition, Cost (F,,) , depends mainly on the nirmber of memory modules required to 
implement this partition. The number of memory modules is directly affected by C,. For 
this reason, we compute (x ,,,, ym,) as: 
, (X = 0) , where 
- 
( x a  y a  are respectively the maximum number of memory modules of type 1 and 2 
that are compatible with the global c o s  constraint For each pair of (x,y) memory 
modules, we compute P (FxJ . The final solution will be given by min ( P  (FXeY) ) . 
Before presenting our partitioning strategy. we introduce two sorted vectors: V-time 
and V-size, which contain respectively the fùnction software times and the required 
memory size for each fimction implemented as a table. If a fùnction is called several 
rimes, V-timc will contain its tomponding total CPU time. Figure 4.7 shows an exam- 
ple of Vt ime and V-size . Recall that V-time is expressed in Tcycy,, and V-size in 
memory words. Of course, V-time and V-size are sorted independently of each othea, 
which means that they can contain functions in different orders. 
Figure 4.7: An example of V-time and V-size. 
4.8.1 Fixed-size lookup tables 
In this case, al1 software functions occupy the same amount of memory when implemen- 
ted in hardware as lookup tables. Al1 the elements of V-size are equal, which means that 
fiom the hardware point of view, al1 hnaions are equivalent From the system point of 
view, the performance depends on the memory type where the lookup tables are 
implemented. 
The proposed partitioning star& h m  an al1 software partition. The algorithm allocates x 
type 1 and y type 2 memory modules and calls SplirAlgl , which performs the partitio- 
ning. SplitAlg l starts by computing the total memory capacities for the current parti- 
tion. Let us respectively define Sizeproc, Sire, and Sire,, as the onxhip memory 
capacity, the total memory capacity available in x type 1 modules and the total memory 
capacity available in y type 2 modules. Of course. Sizeproc is a constant during the 
partitiming proctss. nien, the algorithm tries to fil1 the on-chip memory with a number 
of LUT functions given by no = L ~ i z e ~ r o c / S i z e  (n1. I f  no 2 1 ,  then the fist no 
functions m V-time are movcd in one-step to the on-chip memory. If there are less than 
no hnctions in Vt ime ,  then al1 the available functions are assigned to the interna1 pro- 
cessor memory. However. if V t i m e  is not empty, the algorithm tries to fill the type 1 
memory modules with a number of LUT functions given by nl = LSize,/Size V) 1. If 
n ,  2 1 , then up to the next remaining n , functions in V-time arc moved in one step to 
the type 1 memory modules. Finally, if Vtime is stiil not empty, the algorithm tries to 
fil1 the type 2 memory modules with a numbet of LUT functions given by 
n2 = [Size,,/Size 1. If nz 2 1 , then up to the next remaining n2 functions in 
V-time are moved in one step to the type 2 memory modules. The remaming fùnctions 
in V-time , if any, are implemented in software. Then, the algorithm cornputes P (F, ,)
and iterates the previous partitioning process for a new pair of (x, y) modules. When 
the number of allocated memory modules, given by (x, y) is greater than what is 
required by the partition, empty mernory modules may be mated. Avoiding these 
empty rnemory modules decreases the partition cost. This cost nduaion can be achieved 
by cornputhg (xeP yg) which represents the effective number of memory modules 
consumed by the partition. For each pair (x, y) , it exists a unique ( x ~  y = . )  , such chat 
( j M e a d  of x& and yen< y.  The partition cost is then given by P F x,pYeg 
p(Fx,$ The finai solution is obtained by computing 
r n i n ( ~ ( ~ ~  ,Dy,fl jj, x = O.. .x, JI = O.. .y,,,, . To d u c e  the number of processing 
steps, the algorithm starts to iterate fiorn x,,,, or ymax, depending on which one is the 
smallest. 
4.8.2 Variable-size lookup tables 
In this case, h m  the hardware point of view, the functions are no more equivalent Thus, 
before moving the cunent slowest software fiindion f ,  we need to find the sets ni of 
s o h a r e  functions, such that: 
Size (Ri) S Size (B 
Di = (T(nj) -T U  ) > O  
where Rj, if they exist, are the sets that preserve the cost corresponding to f and produce 
cumulative software times Iarger then the one corresponding to /. To achieve that goal, 
one may use a data-clustering algorithm available in the litmture, for example the bin- 
packing algorithm [12] to fonn sets Qj. Thus, instead of movmg the current slowest 
software h c t i o n  f to hardware, the algorithm moves the set R , if it exists, such that: 
Size (Q) < Size (f) 
T ( Q )  -TV) = rnax(T(nj )  - T V ) ) , V j  
AAer choosing a piuiicular data-clustering methqd, the algorithm calls SplitAlg2 , 
which performs the partitioning. SplitAig2 follows a partitiming strategy simdar to the 
case of fmed-size lookup tables. Let us stress that SplitAlg2 does not necessarily move 
the nment slowest function to hardware, but it rather moves the set that fia and pro- 
vides the largest reduction in processing t h e .  
In this section, we present the partitioning algorithm corresponding to f~ed-size and 
variable-size lookup tables. Let us assume, for simplicity and without loss of generality, 
that type 1 memory is faster and more expensive that type 2 memory. Thus, we have 
k, < k, , Cl > C, , and Q2 > QI . AS defined in section 3, (xmaX, y,,,,) are given by: 
x a  = . O and y,, , (x = O) . Note that since 
4.9.1 Fixed-sue lookup tables 
Algorithm SplitJixed-size 
Begin 
Input: fùnction software times and sizes: Vtime, V-she. 
system functionality set: F. 
Output: software partition: S. 
hardware partitions: Hl , H, and H, . 
Forx = O Tox,, 
S = F , H ,  = 0 4  = 0 , H 3  = 0. 
Allocate y type 2 memory modules such that y = (+CCPU) - (= Cl) 
c2 
SplitAlgl (x ,  y, V-time, V-size, S, H,, Hz, H3, x,//, ye8) . 
Cornpute P ( F  ,,Dy,) using (4.7). 
End 
End 
Procedure Sp litA lg l 
Begin 
Input: (x, y) : respective number of allocated memory modules of type 1 and 2. 
soaed vectors Vtime and V-size. 
Output: sofhvare partition: S. 
hardware partition fonned by sets ( H l ,  H2, H3) . 
(xeP Y$ : ihc effective number of  utilized memory modules of type 1 and 
Compute Sire, = x x Q,, Sire, = y x Q2. 
Compute no = LSizeproc/~-size(1) J . 
move to Hz the no f i s t  hct ions  of V-time. 
update V-time 
End 
If V-time Not Empty Then 
Cornpute n ,  = LSize,/V-size(i) J . 





If V-tixne Not Empty Then 
Compute nz = LSize,/V-size(i) J . 
If n , 2  1 Then 







For each (x ,y )  mernory module configuration, the algorithm partitions the initial 
software set S using procedure SplitAIgl , which moves to hardware the slowest 
software functions. When the partitioning is done, we compute its performance using the 
estimator P ( F  j . This process is repeated for al1 considercd values of (x, y) . The 
X,p Y r f l  
final solution is given by computing min P FxtPyrg I jj. 
4.9.2 Variable-size lookup tables 
Algorithm Split-variable-size 
Begin 
Input: function sofhvare times and sizes: V-time, V-size. 
syaem fûnctionality set: F. 
Output: software partition: S.  
hardware partitions: HI ,Hz and 4.  
For x = O To x,, 
S =  F , H ,  = 0 4  = 0 , H 3  = 0. 
Allocate y type 2 memory modules such that y = 
c, 
S'litAlg2 (x, y, S, V-time, V-size, H, ,  Hz, 4, xcP y e , )  . 
Compute P [ F  xeDyeg) using (4.7). 
End 
Compute min P Fx,pyeD 
End. 
i i  
Procedure Sp litA lg2 
Begin 
Input: (x, y) : respective number of memory modules of type 1 and 2. 
sorted vectors V-time and V-size. 
Output: software partition: S. 
hardware partition formed by sets (HI, 4, H3) . 
( x e .  y = , )  : the effective number of utilized memory modules of type 1 and 
2. 
Compute Size, = x x QI, Sirey = y x Q, . 
While Vtime Not Empty 
Take current function f. 
Build sets Ri such that Size (Ri) S Size (n 
Di= ( T ( q ) - T ( n ) > O  
Find set R such that Size (n) S Size V) 
T ( Q )  - T m  = max(T(f2, )  - T y ) ) , V j  
If set $2 exists Then 
If Size (R) 5 Sizeproc Tben 
Move l2 to H,. 
Sizeproc = Sizeproc - Size ( R )  . 
Else 
If Size ( R )  S Size, Then 
Move R to Hl .  
Sire, = Size, - Size ( S 1 )  . 
If Size (Q) L SizeY Then 
Move R to Hz. 
Sire,, = Size, - Sire ( R) . 
Else Keep f in software in set S. 
End 
End 







This algorithm is similar to the previous one except for procedurc SplifAlg2 which uses 
a suitable data-clustering method for moving to hardware the slowea software fimctions. 
4.93 Comments concerning the proposed algorithms 
The paaitioning algonthms presented in the previous section are driven by suitable 
knowledge of which funaion to move to hardware at each iteration. This fundamental 
information is provided by the soned vector V-time. Once a function is moved to hard- 
ware, it is never reconsidered. Thus, the proposed panitioning algorithms can be classi- 
fied as greedy algorithms and do not use backtracks. It is well known that greedy 
algorithms are usually not optimal and can be easily trapped in local minima In the case 
of fuced-size lookup tables, the proposed algorithm is optimal because al1 the s o k a r e  
fimaions have the same hardware c o a  Thus, the performance of the partition depends 
only on the h c t i o n  sofkware times. In the case of variable-sue lookup tables, the pro- 
posed algorithm is usually not optimal (the optimality depends on the data clustering 
method). However, at each move. the total sofhivare time is considerably decreased. 
Finally, the complexity of the partitioning algorithm is constant and is independent of the 
number of fûnctions in the case of fixed-size lookup tables. In the case of variable-size 
lookup tables, the complexity of the partitioning algorithm depends on the complexity of 
the data-clustering algorithm. Finding the optimal set R that satisfies cost/pe~ormance 
conmaints may lead to an exponential complexity.The total complexity can be bounded 
2 
by O (n ) assuming a linear data clustering algorithm and a state of the art sorting algo- 
2 
rithm. This complexity of O ( n  ) describes a worst case, m which, for each software 
fvnction Fj , the partitioning algorithm examines al1 software functions Fi, i+ j in 
V-the to build the correspondmg sets Ri. 
In this section, we will describe the application chosen to evaluate our partitioning algo- 
rithm. This application computes a 3-D image h m  data collected by an optical system 
based on an autosynchronized triangulation systern 1171. This system is based on a laser 
illuminating a m e t ,  m i m a  to reflect the light, and colleaing lens to focus the reflected 
light on a sensor. The (x ,y )  dimensions are controlled by two scanners and the z 
dimension is related to the position of the reflected light on the sensor. The re-mapping 
equations h m  the camera coordinate system to the target coordinate system are given 
by: 
The values An, B,, C,, D,, En, Fn, G, for n = 0.. .5 . are parameters describing the 
camera, @, i, j )  represent respectively the position of the coilected light on the sensor 
and the discrete positions of the x-y scanners. , i j )  are respectively given on 16, 10 
and 10 bit resolutions. AI1 cornputaiions are assumed to be perfonned by a TMS320C40 
DSP processor (C40) h m  Texas instrument [19]. The functions involved in the remap- 
ping equations are implernented using Homer's rule and Taylor's series. The correspon- 
ding execution times are estimated using the C40 data book and are presented in Table 
4.2. nble 4.3 presents the characteristics of the memory modules. 
Table 4.2: Characteristics of the software functions 
Estimated 
Func tions software times Memory required (Kwords) 
(*): Based on Taylor's series. 
Table 43: Characteristics of memory modules 
Access times Capacities Memory types 
The computations of the (x,  y, z) coordinates describe the case of variable-size LUT. 
Function SplitAlg2 has been implemented using a modified version of the bin-packing 
algorithm. The results of the partitioning are presented in Tables 4.4 and 4.5. 
Table 4.4: Contents of hardware and 
software sets after partitionhg 
Type 1 
memory 1 Cpu rnemory 
Table 4.5: Cbaracteristics of the final 
solution 
Characteristics 
Initial software time: 132 cycles. 
1 New processing t h e :  25 cycles. 1 
1 Number of allocated type 1 modules: 2 1 
1 Number of allocated type 2 modules: 5 1 
1 Total memary reguired: 72 Kwords. 1 
-- - - - - 
Table 4.4 shows that the partitioning algorithm moved the largest LUT to memory type 2 
modules and kept in memory type 1 modules as many LUTs as it was possible because 
the time gains are pa ter .  Table 4.5 shows that with the given configuration, we can nm 
5 t h e s  faster using LUT. This speedup can be increased by using other DSPs with a 
large amount of on-chip memory, Iike the SHARC ADSP-2 1060 [20]. 
Figure 4.8 shows the intemediate results of the estimated pmcessing times for the diffe- 
rent combinations of type 1 and type 2 memory modules allocated during the partitioning 
pmcess. From figure 4.8, we can see that the partitioning algorithrn, for the given confi- 
guration. finds the best partition by combining type 1 and type 2 modules to reach a 
balance between cost and speed. In fact, when using LUTs, the designer has to find the 
best way to combine slow-large-capacity memory modules with fast-srnall-capacity 
memory modules. Memory modules are gening faster, wider and l e s  expensive. Their 
access times V a r y  from 10 ns (asynchronous RAM) down to 5 ns (synchronous RAM), 
which allow a high acceleration factor for a fûnction over its corresponding soffware ver- 
sion. These fast memories should be coupled to state-of the-art processors to maximize 
system performances. However, from system point of view, the choice of suitable pro- 
cessors and memory modules is based on cost-penormance constraints. This aspect can 
be analyzed using a metnc that produces a score that reflects the cost-performance 
implementation of a fimction in software or in hardware a s  a LUT. Let us define TV) as 
a metric given by: 
y = A (/) - Ta , where A V) is the cost required to execute fûnction f using a pro- 
cessor or a LUT, and T (B its corresponding execution time. The characteristics of pro- 
cssors and memory modules on which our analysis is based are listed in Tables 4.6 and 
Figure 4.8: Estimated processing tirnes for each number of allocated type 1 & 2 
memory moddes. 













Table 4.7: Memory module characteristics 
Memory modules 
SRAM 
The cost of a LUT-based fundon depends on the amount of memory reqyired to imple- 
ment the LUT. To model the impact of this characteristic, we take fùnction sin ( O  (j) )
as a target fùnction (see Table 4.2) where we V a r y  its corresponding address size. ïhree 
situations have been analyzed: 
a) sin (O ÿ) ) is implemented in software; 
b) sin (+ ÿ) ) is implemented as a LUT using on-chip processor memory and SRAM 
memory modules; 
c) sin ($ (j) ) is implemented as a LUT using on-chip processor memory and SDRAM 
memory modules. 
In al1 simulations, we cornpute y ( sin ($ (j)  ) for each value of its address size. Figures 
4.9 and 4.10 show the 3 situations descn'bed above. These figures show that the y metric 
of C67 is better than the one conesponding to the C44 m the majority of situations. m i s  
is a result of the technology push which allows the design of very fast processors with a 
maIl  increase in cost. The C67 cost is twice the cost of a C44, but its bus clock fk- 
quency is 5.5 times fast= Moreover, simulations show de  advantage of coupling high- 
speed processors with SDRAM over conventional SRAM 1211. The high density and fast 
access time make SDRAM memory modules very attractive in system design. However, 
Access times (ns) 
12 
SDRAM 64 MB 
(module) 
8 
Si zes  
128 
Costs ($) 
256Kx16 1 124 
large LUTs may require so much memory (functiow with several input parameten), that 
its corresponding software implementation is more cost effective (see Figure 4.9). Thus, 
in practice, the proposed algorithm can be used with several types of memory modules 
and processon combinations to identify the best trade-off between coa and performance. 
Figure 4.9: Y metric for SRAM memory. 
Figure 4.10: Y metric for SDRAM memory. 
In this paper, we have presented a new system-level partitioning algonthm for applica- 
tions based on fimctions that can be implemented either in software or in hardware as 
lookup tables. This algorithm can be classified in the category of greedy algorithms and 
does not use backtracks. Two cases were analyzed: fixed-size and variable-size lookup 
tables. The complexity of the algorithm can be bounded by O ( n 2 )  , assuming a linear 
data clustering algonthm, which leads to a reasonable computation time. 
Our partitioning algorithm targets applications that can make use o f  a three-level 
memory hierarchy and can be easily extended to systems with any number of rnemory 
levels. Our partitioning algorithm can be easily modified to target HPRC (221 (high-per- 
formance reconfigurable computing) systems in which each library function is identifed 
by a software irnplmentation on a DSP and a hardware impIementation as a core on a 
FPGA, which could be viewed as another kind of LUT based accelerators. Moreover, if 
the targeted HPRC system supports RTR [23] (run t h e  reconfiguration), then the perfor- 
mance of the hardware-software partitioning can be improved by moving to hardware, at 
an appropnate time, the next software fûnction. Finally, the proposed partitioning algo- 
nthm could be added to a high-level design tool to widen the scope of targeted applica- 
tions. 
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Chapitre 5 : Accélération de la correction d'erreur 
associée à une variation de réflectance 
Comme cela a 6té mentionné au début du chapitre 4, le calcul des coordonnées (x, y, z) 
associees A une mesure est basé sur la connaissance des paramthes @, i, j) qui sont res- 
pectivement la position du spot réfléchi sur le détecteur optique, la position du miroir 
associde la dimension x et la position du miroir associée a la position y .  Nous avons 
montré que les LUT constituaient un moyen simple et eficace pour accélérer le calcul 
des COOrdo~ées (x, y, z) . Cependant, nous avons w au chapitre 2 qu'une variation de 
réfiectance introduit une erreur sur la position p .  ce qui conduit a des coordonnées 
(x, y, z) erronkes. Cette crreur doit alors être com.gée avec les méthodes de correction 
proposées et cela avant d'appliquer les transformations géométriques conduisant au cal- 
cul des coordonnées (x, y, z) . Dans des systemes optiques & faibles débits, on pourrait 
se contenter d'une implantation programmee des méthodes de correction. Cependant, 
cette approche deviendrait très vite problhatique et limitative pour des systèmes opti- 
ques à débits elevés. Il devient alors pertinent d'analyser la complexité de calcul des 
méthodes de correction et de proposer des modèles d'accélération a f d  d'accélérer dans 
sa globalité, le caIcu1 des coordonnées (x, y, z) . 
5.1 Analyse de la cornplexit6 de calcul des methodes de correction 
Nous avons présenté au chapitre 3 deux méthodes de correction de l'erreur associée a 
une variation de rkflectance, à savoir la méthode directe et la méthode itérative. Dans Ie 
cas de la mCthode directe, la correction apportée est donnée par 
- - un gradient de rkflectance: G = g - x + a -* f (a) ; 
-unsautderéflectance: G = g - ; + 6 -  (&[II) */ÿ,S). 
On constatc quc Ics f quations dc c o r n i o n  prfsnitent une cornplexit6 de calcul faible et 
peuvent être aisément supportees par un processeur DSP moderne. Quant ii la division du 
spot laser reçu par un spot calibre pour la reconstruction de la réflectance. cette opération 
serait encore plus efficace sur un processeur DSP ou RISC, en raison de la disponibilité 
de la division de façon câblee et ne n6cessitant qu'une dizaine de cycles CPU (Wenheng, 
Prasanna, 1998). L'implantation de la même operation sur du matériel dédié (ASIC ou 
FPGA) conduirait B une performance inférieure et il un coût matériel plus élevé. Quant a 
la méthode itérative, celle-ci présente une complexité de calcul klevée engendrée par les 
facteurs suivants: 
a) la boucle sur les différents Fdcteua de magnification a tester; 
b) pour chaque facteur de rnagnification, la boucle sur les différentes positions du spot de 
référence à testeq 
c) pour chaque position du spot de référence, la boucle sur le nombre de pixels du spot; 
d) pour chaque pixel, le nombre d'échantillons B accumuler pour calculer l'intensité du 
pixel correspondant. 
Afin d'avoir un ordre de grandeur de cette cornplexit& supposons que nous disposons 
des paramètres suivants: 
- largeur d'un pixel W = 50pm, 
- résolution du système R = 0.78pm, 
- taille moyenne d'un spot: 10 pixels, 
- nombre moyen d'échantillons à accumuler par pixel: 64. 
Le nombre total d'opérations A effectuer pour l'algorithme associé A la méthode itérative 
(voir section 3) est alors donné par. 
On constate que la valeur de N,,, peut devenir problématique pour des systèmes opti- 
ques A débits élevés. En effet, supposons que nous disposons d'un processeur dont la fré- 
quence d'horloge est de 100 MHz. Si chaque operation s'exécute en un cycle CPU, le 
processeur ne pourra calculer que 72 corrections par seconde. Afin d'accélérer la vitesse 
de correction (augmentant ainsi le débit), il est nécessaire d'identifier le parallélisme dis- 
ponible dans 1 'algorithme de correction, ce qui permettra l'élaboration d'une architecture 
mathielle dédiée plus appropriée. Comme la complexité de calcul de la méthode itéra- 
tive est de loin plus grande que celle de la méthode directe, on se propose d'analyser a la 
section suivante différentes approches pour amQiorer la vitesse de correction de l ' m u r  
associée à une variation de réflectance, 
5.2 Accélération de la mbthode iterative 
Tel que mentionné a la section précédente, la complexitt de calcul de la méthode itéra- 
tive est principalement fonction du nombre de facteurs de mapification, du nombre de 
positions à analyser sur le pixel central, de la taille du spot r e p  et du nombre d'échan- 
tillons à accumuler 
importants, en plus 
pour calculer l'intensité d'un pixel donné. Cependant deux aspects 
de ceux énumérés précédemment, doivent être pris en compte pour 
une implantation efficace de la méthode itérative: 
a) toutes les iterations des boucles sur les facteurs de mgnitication et des positions du 
spot de réfbrence sur le pixel central sont indépendantes les unes des autres. 
b) les convertisseurs analogique-numknque fonctionnent sur un nombre de bits fini (en 
général <= 16 bits), ce qui laisserait le choix de calculer ou de tabuler l'énergie associée 
à un pixel de référence. 
La caractéristique a) indique que plus on dispose de processeurs, plus on pourra leurs 
assigner des itérations indépendantes conduisant ainsi un degré de parallélisme élevé. 
L'exploitation de ce parallélisme permettra d'augmenter le facteur d'accélération global. 
Quant à la caractéristique b), celle-ci ajoute un second niveau d'optimisation, en plus de 
a), puisqu'elle permet de remplacer le calcul des énergies des pixels de référence par de 
simples accès mémoires des LUT. Comme nous l'avons montré dans ce chapitre, plus 
le nombre d'instructions logicielles associées ik un calcul est grand, plus le gain associé à 
l'utilisation d'une LUT est grand. Ces deux caractéristiques a) et b) de la méthode itéra- 
tive nous amènent & considbrer deux approches pour accblérer le traitement: 
- approche I :  on calcule des itérations en parallèle et on calcule les énergies des pixels, 
- approche 2: on calcule des itérations en paralléle et on tabule les énergies des pixels en 
utilisant des LUT. 
Avant de développer les architectures associées aux deux approches, on redonne I'algo- 
rithme de correction de la méthode itérative qui nous servira de base de travail. Cet algo- 
rithrne sera présenté sous forme d'actions i accomplir. Pour les détails, le lecteur peut se 
r6férer à la version originale de l'algorithme présentée au chapitre 3. 
Algorithme: méthode itérative 
Début 
Boucle 1: Pour tous les facteurs de rnagnification 
Boucle 2: Pour toutes les positions du spot de référence 
1- calculer les énergies des pixels du spot de référence courant. 
2- calculer la reflectance associée A chaque pixel. 
3- calculer les différences finies d'ordre 1 du signal de kflectance. 
4- calculer les differences finies d'ordre 2 du signal de réflectance. 
5- calculer le maximum des diffkrences fmies d'ordre 2. 
Fin Boucle 2. 
Fin Boude 1. 
Calculer le minimum de tous les maximums calculés. 
Fin 
53 Approche 1: calcul des iterations en parallele et  calcul des hergies 
de pixels 
L'algorithme de correction associe ii la méthode itérative est constitué de deux boucles 
principales identifiées par Boucle 1 et Boucle 2. A l'intérieur de ces deux boucles, le trai- 
tement suivant est effectué: 
1- calculer les énergies des pixels du spot de référence courant 
2- calculer la réflectance associée à chaque pixel. 
3- calculer les différences finies d'ordre L du signal de réflectance. 
4- calculer les différences finies d'ordre 2 du signal de réflectance. 
5- calculer le maximum des differences finies d'ordre 2. 
Ces cinq traitements peuvent être encapsulés dans une même unité fonctionnelle qui réa- 
lise les fonctions de base d'un processeur dédiC. La figure 5.1 illustre une architecture 
possible du processeur Hémentaire correspondant. 
Echantillons du 
spot de réfërence 
I 
Adresse de la 
LUT des inverses 
R: registre. 
Intensités des pixels 
du ?pot reçu 
Inverse l 
Figure 5.1: Processeur 616mentaire PEI correspondant i l'approche 1. 
En raison du calcul de l'énergie associée A chaque pixel de rkférence, qui est en fait un 
processus d'accumulations répétitives, les unités ophtives calculant la réflectance 
(multiplieur), les différences finies (soustracteur) et le maximum (comparateur) sont 
inoccupés pendant une certaine partie du traitement. Cette perte de performance peut être 
compensee en augmentant le nombre de processeurs klémentaires calculant en parallèle 
en raison de l'indépendance des itérations associées aux boucles 1 et 2. La figure 5.2 
illustre une architecture possible utilisant plusieurs processeurs élémentaires. 
LUT des inverses des énergies 
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Figure 53: Architecture multiprocesseurs pour un seul facteur de magnificaüoa 
A la figure 5.2, chaque processeur élémentaire calcule une i h t i o n  de la boucle 2, ce qui 
revient il analyser en parallele plusieurs positions du spot de réfkence pour un même 
facteur de magnification. L'inverse des énergies calculées est obtenu par LUT en raison 
du coût 6levé d'implanter une telle opération en matériel. Dans le cas où l'on désire cal- 
culer plusieurs itérations de la boucle 2 associées il plusieurs itérations de  la boucle 1, 
l'architecture présentée la figure 5.2 peut être dupliquée autant de fois que nécessaire. 
La figure 5.3 illustre une possible architecture pour le calcul en parallèle de plusieurs 
facteurs de magnification. Telqu'illustré à la figure 5.3. chaque colonne de processeurs 
traite un facteur de magnification donné. Afm d'éviter les goulots d'étranglement asso- 
ciés au calcul des inverses, les LUT correspondantes ont été dupliquées et distribuées sur 
les différentes colonnes de processeurs. Cette architecture o f i e  un parallélisme massif 
permettant ainsi une accélération substantielle (par rapport à une implantation logicielle) 
qui va essentiellement dépendre du nombre de processeurs que l'on peut intégrer en 
matériel. Dans le cas de l'utilisation des FPGAs de la famille VIRTEX de Xiiinx (Xilinx, 
1999). le concepteur dispose d'un nombre impressionnant de ressources matérielles pou- 
vant contenir un nombre avoisinant les 100 processeurs élémentaires. Cependant, cette 
architecture présente un contrôle complexe et necessite un FPGA avec un nombre de 
broches très élevé afin de permettre l'accès en paralléle i plusieurs LUT. 
Echantillons du spot 
1 
PO 
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Figure 53: Architecture multiprocesseurs pour plusieurs facteurs de magnüication. 
5.4 Approche 2: calcul des i th t ions  en parallele et tabulation des éner- 
gies des pixels des spots de réf4rence 
L'un des inconvénients associés l'approche 1 est le temps d'inactivité de certaines uni- 
tés opérarives pendant le caicui des énergies des pixeis des spots de référence. Cette inac- 
tivitk entraîne une perte de performance malgré l'utilisation de plusieurs processeurs 
élémentaires fonctionnant en parallèle. La situation idéale serait qu'A chaque cycle 
d'horloge, une donnke utile soit produite ou consommke. Cette situation idéale pourrait 
être atteinte ou approchke en modifiant l'approche de calcul. Au lieu de calculer les éner- 
gies associées aux pixels, il est possible de tabuler ces énergies, donc de les pré-calculer, 
et de les stocker dans une LUT. Cette approche est rendue possible en raison du caractère 
prédictif de la méthode itérative. En effet, la séquence des facteurs de magnification à 
tester et les positions des spots d e  référence 'Visiter" sont connues a l'avance, ce qui 
rend possible le stockage dans une LUT de tous les calculs intermédiaires. En fait, ce 
sont les inverses de ces énergies qu'il faudrait précalculer pour hiter d'effectuer le cal- 
cul de l'inverse par materiel. Cependant, une telle approche de calcul va nécessiter une 
quantite de mémoire qui est fonction du nombre de facteurs de magnification, du nombre 
de positions des spots de réfbrence, des tailles des spots de kférence et de la taille des 
résultats de la table. Soient les variables suivantes: 
- IV'.,: le nombre de facteurs de magnification A considérer, 
- Npol : le nombre de positions du spot de réfhnce A analyser, 
- Sm,, : la taille minimale en nombre de pixels du spot de réfëëence, 
- Sm, : la taille maximale en nombre de pixels du spot de référence, 
- n : le nombre de spots de référence à considbrer, 
- k: la taille en octets d'un résultat de la table LUT. 
La quantite de memoire Qme, nécessaire pour stocker I'ensemble des résultats intetmé- 
diaires dans une LUT est donnée par: 
L'équation (5.1) peut être riecrite de la manikre suivante: 
Afin d'avoir une idée de l'ordre de grandeur de Q, , appliquons (5.2) a un système 
optique basé sur la cambra autosynchronis&e, ou la largeur de pixel W = 50pm. et la 
résolution du système R = 0.78vm. En supposant que Sm, = 5 , n = 50 et k = 1 , 
nous avons: 
- w - 32.05 (pour le calcul de N,,, et Np,, , voir l'article sur la methode ité- - Npos - - 
rative). La quantite de mémoire Q, requise par le traitement est alors égale à: 
Qmem = 64.10 32.05 1475 = 3030247 = 3Mo. Dans le cas où on dispose d'un détec- 
teur optique avec une largeur de 
résolution plus fine, par exemple 
par le traitement est alors égale P: 
pixel plus grande, par exemple W = 70pm. et une 
R = 0 . 5 p ,  La quantité de mémoire Q,, requise 
Qmcm = 140 - 70 1475 = 14455000 = 1 SMo. L a  figures 5.4 et 5.5 illustrent la 
W 
variation de Q,,, en fonction du rapport respectivement pour k = 1 et k = 2 .  
Dans les deux cas de figures, Smi, = 5 et n = 50. 
Figure 5.4: Quantite de memoire requise Q, pour k = 1 . 
Figure 5.5: Quantité de mthoire requise Q, pour k = 2 .  
w 
La croissance quadratique de Qmm en fonction du rapport peut devenir problémati- 
que pour des applications nécessitant des systèmes optiques à résolutions fmes. Cepen- 
dant, cela va dépendre des contraintes coût/perfomance requises pour résoudre le 
problème de correction de l'erreur associée une variation de df lemce.  Quant au pro- 
cesseur élémentaire, celui-ci possede une architecture plus simple (comparée à celle de 
l'approche 1) en raison du remplacement de l'unité d'intégration par un simple accès 






Figure 5.6: Processeur él4mentaùe PE2 correspondant B t'approche 2. 
Tel qu'illustré A la figure 5.6, le nouveau processeur &mentaire est un pipeline capable 
de délivrer un résultat utile par cycle d'horloge. En supposant que la mémoire est capable 
de délivrer une donnée utile par cycle d'horloge, toutes les unites opératives sont effica- 
cement utiliskes, ce gui permet d'augmenter la performance nominale du processeur élé- 
mentaire. De la même façon que dans l'approche 1, l'approche 2 peut bénéficier des 
deux sous-variantes de calcul, à savoir une architecture uni-colonne où plusieurs proces- 
seurs élémentaires calculent pour le même facteur de magnification, ou bien une archit- 
tecture multi-colonnes oii plusieurs processeun élbentaires calculent pour plusieurs 
facteurs de magnification. Cependant, quelque soit l'approche de calcul utilisée et la 
sous-variante associée, une même architecture de système peut être élaborée. Cette 
architecture de systeme est basée sur un concept mathiel-logiciel où un processeur prin- 
cipal @SE RISC,etc) fournit à un coprocesseur matériel (ASIC, FPGA) les pixels asso- 
ciés au spot laser courant, Le coprocesseur implémente l'algorithme de correction et 
renvoie les résultats au processeur. La figure 5.7 illustre le modèle d'architecture de sys- 
tème proposé. 
Intensités des pixels du 
spot laser courant 
m 
Processeur O 
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Figure 5.7: Architecture de systhme pour les approches de calcul 1 & 2. 
Tel qu'illustrk A la figure 5.7, le processeur communique avec son coprocesseur grâce à 
une memoire a double ports ou une mémoire de type FIFO bidirectionnel. Les données 
échangées sont les intensités des pixels du spot laser courant, des paramètres de contrôle 
et les résultats de calcul. Quant au coprocesseur, celui-ci lit les données nécessaires aux 
calculs et effectue son traitement. Dépendemmmt de l'approche de calcul retenue, cer- 
tames mémoires sont optionnelles. En effet, si l'approche 1 est choisie, alors le coproces- 
seur a besoin de la LUT des inverses des énergies des pixels et des échantillons du spot 
de référence. Par contre, si l'approche 2 est choisie, alors le coprocesseur n'a besoin que 
de la mémoire des LUTs des inverses des énergies des pixels pour tous les facteurs de 
magnification et pour toutes les positions du spot de référence. Une caractéristique 
importanu: dc I'architecturc système proposet est Is f3altk que possedent le processeur 
et son coprocesseur de communiquer simultanément ce qui permet de traiter un nouveau 
spot laser reçu pendant que l'on reçoit les résultats associks au spot laser précédent. Cela 
permet de réduire l'impact des délais des communications sur la peflonnance globale du 
système. 
5.5 Coûts et performances des approches de  calcul proposées 
C o m m e  nous l'avons mentionné la section précédente, la performance du système va 
essentiellement dependre de l'approche de calcul retenue et du nombre de processeurs 
élkmentaires disponibles. Cependant cette performance a un coût qui est fonction des 
coûts associés au processeur, à la mémoire de communication, au coprocesseur et aux 
mkmoires servant implhenter les LUT. Afin d'estimer les paramètres de coûts et de 
performance, nous allons d'abord dkfmir les principales variables A utiliser. Soient les 
variables suivantes: 
- N,,, : nombre de facteurs de magnification, 
- u: nombre moyen d'échantillons à accumuler pour calculer l'énergie d'un pixel, 
- T: taille moyenne (en pixels) d'un spot, 
- a : nombre de cycles CPU par acces mémoire. 
- s: temps d'un cycle CPU, 
- C,,, : coût du processeur, 
- Ccoproc :coUt du coprocesseur, 
- Cc,, : coût de la mémoire de communication, 
- Cm,, : coût par unité mémoire, 
- Nech,, : nombre d'échantillons associés A un spot laser, 
- b,, : nombre de bits pour representer I'knergie d'un pixel, 
- b,, : nombre de bits pour repdsenter l'inverse de l'énergie d'un pixel de référence, 
- becha, : nombre de bits pour représenter un échantillons du spot laser. 
Les coûts Cappl et CapPt associés aux approches de calcul 1 et 2 sont respectivement 
donnés p a r  
1 
d + *%. 
' o p p  t - 'pot + Ccoin + Ccop,c + b i n v )  . 'nicm (5-3) 
- 
' a p p 2  - ' p ro=  + 'corn + Ccoproc + Qmem 'meni (5-4) 
où Qme, est la quantité de mémoire requise pour stocker tous les résultats d'intégrales 
(voir section 5.4). Si on suppose que les deux approches de calcul sont basées sur des 
processeurs, coprocesseurs et mémoires de communication identiques, la différence de 
coût est directement reliée à la quantité de mémoire requise pour les calculs. Afin de 
mieux quantifier cette différence de coût, nous allons caicule~ Ca,, et CappZ en nous 
basant sur des coûts unitaires couramment rencontrés sur le marché des circuits intégrés. 
Nous avons: 
- C,,,, = 200% : DSP TMS320C44, 
- Cc,, = 80% : FIFO bidirectionnel, 
- ccoproc = 400$ : FPGA XC4036-2, 
- Cm,, = 8S : Mémoire SRAM 64Kx16. 
En se basant sur ces coûts, deux configurations seront analysées: 
Les coûts C, et Cap,, sont alors respectivement Cgaux A: 
1 
= 200+80+400+2*8 = 696$. 
Les coûts Cap,, et Capp2 sont alors respectivement égaux A: 
1 
= 200+80+400+2-8  = 696%. 
En comparant les coûts monétaires des deux approches de calcul pour les configurations 
1 et 2, on constate que le coût de la mémoire requise pour l'approche 2 augmente rapi- 
demment avec le rapport ( %) .En effet, dans 1s cas de la configuration 1, le rapport 
- -  W - 1.67 pour un tdppa  - = 71.4. Tandis que dans le cas de la configuration 2. 
c.PP 1 
R 
Cappz W W le rapport ,r = 66.54 pour un rapport a = 700. Une augmentation du rapport 
~ D D L  P m .  
par un facteur de 10 a provoqué une augmentation du rapport - par un facteur de 
1 
40. Dans le cas de la configuration 2, la quantite de mimoire requise est tellement grande 
que le choix d'un autre type de mémoire s'impose. En effet, les progrès considérables 
effectués dans le domaine de la technologie VLSI ont permis d'augmenter de façon con- 
siderable la densité des mémoires dynamiques, d'améliorer leur vitesse et d'en réduire 
les coûts. 11 est courant de disposer de boîtiers de mémoire dynamique synchrone avec 
une densité de 64Mbits et un coût de l'ordre de 20%. En se basant sur ce type de 
mémoire, une troisième configuration peut êhe analysk: 
- - 
- Nechan - 1024,bph = b,, - b ,, = 16, 
- Q m e m ( W = 7 0 ~ m , R =  O.lpm) = 713Mo. 
Les coûts Cappl et C,,,, sont alors respectivement @aux 
1 
= 200+80+400+ 1 - 2 0  = 700%. 
Il est clair que le coût supplémentaire associé à une approche par LUT basée sur de la 
SDRAM est de lom plus acceptable que celui associt i la configuration 2. Cela montre 
l'importance du choix du type de mémoire pour l'application visé. 
Nianmains à cc cûût est associCc uni: pcrfornmce. Cc* pcrforrnarict est dt5tcmiinée 
par les temps de traitement respectifs des deux approches de calcul. Soient TIsoI, et 
TZ,,/, , respectivement les temps de traitement en logiciel associés aux approches de cal- 
cul 1 et 2. En se basant sur I'algorithme de la méthode itérative, ces temps de traitement 
peuvent être estimés de la manière suivante: 
' m a g  
- p  ( T ( a + 2 )  + (T-1) + (T-2) + ( T - 2 ) ) r  o f  = a 2 
Le gain logiciel en vitesse Ger,/, est alors donné par 
- - -  *lmfi - 
Gsofi n,, 
Si on nkglige la constante (-5) au numérateur et au dkiominateur, le gain G,,, devient: 
L'expression de Gs,/, montre que le gam de vitesse en logiciel va principalement dépen- 
dre de a ,  le nombre d'échantillons du spot laser accumuler pour calculer l'énergie 
d'un pixel, et de a qui représente le temps d'accà A la LUT qui elle même contient tou- 
tes les intégrales précalculées. Le gain G,,I, peut être estimé d'une autre manière en uti- 
h n t  I'équation (4.2) pour la pkdiction du gain en vitesse basé sur des LUT. En effet, 
les paramètres de (4.2) sont donnés par: 
Le gain en vitesse G, de (4.2) est alon égal a: 
On constate que le gain G,,/, est kgal au gain G,. 
Dans un contexte matériel-logiciel, la performance du système va dependre du nombre 
de processeurs élémentaires disponibles sur le coprocesseur. Dans le cas ou le coproces- 
seur est un circuit FPGA, Ce nombre de processeurs élémentaires va essentiellement 
dépendre de la complexité du FPGA et des complexités respectives des processeurs élé- 
mentaires. La complexité d'un FPGA est en général idemtifiee par le nombre de blocs 
logiques (CLB: contigurable logic bloc) disponibles (Vdlasenor, Hutchings, 1998). La 
structure d'un bloc logique varie d'un FPGA A un autre et d'un fabriquant a un autre. 
Soient NcLr CPEI, CPn respectivement le nombre de CLB disponibles sur le WGA et 
les complexités respectives des processeurs élémentaires PEI et PU.  Les nombres de 
processeurs élémentaires Npa,, NPR que l'on intégre sur le FPGA sont donnés par 
NCLS &VpEl = - - NCLB , ypa - -. (Le nombre réellement disponible de processeurs dé- 
c ~ ~ t  ' P E ~  
mentaires sera en réalité plus petit en raison de la complexité associte au contrôle. 
Cependant, pour des fins de discussion et d'analyse, l'aspect contrôle ne sera pas pris en 
compte). En se basant sur les architechires respectives des processeurs élémentaires, on 
constate que chacun peut effectuer. durant chaque cycle d'horloge, plusieurs opérations 
équivalentes r, du processeur principal. Ces ophtions équivalentes sont la multipli- 
cation, l'addition, la soustraction, la comparaison, les accès mémoire et les transferts 
registres ii registres. Pour les architectures pmposkes, Ne, peut être approximé à 10. Les 
temps de traitement Tl et RFpGA associés respectivement aux approches de cal- 
cul 1 et 2 sont donnés par: 
- .r*,l - *,%Ofl 
* *,GA - (ces temps de traitement ne tien- * b p ~ ~  (NPL1* && ( !PE~ Neq] 
nent pas compte des délais de communication. Cependant, en raison d'une utilisation 
d'une mémoire double ports, des transferts sirnultanes peuvent avoir lieu ce qui réduit 
considérablement l'impact des délais de communication). Les expressions analytiques 
des coûts, Cap,, et Capp2, et des temps de traitement, TIFpGA et KiFPGA, montrent 
que nous sommes en présence de deux architectures, l'une limitant les coûts (approche 
l), et l'autre maximisant la performance (approche 2). La combinaison de ces deux para- 
rnktres permettra de choisir l'approche de calcul qui sa t i s f~ t  le mieux des contraintes de 
coût-performance. Soient AT, et AT2 les métriques de coûtperformance associés res- 
pectivement aux approches de calcul 1 et 2. Ces métriques sont données par. 
= 
FPGA . Capp 1 A T2 = %PGA . Cappz  
Dans but d'analyser la relation entre A T, et A T, , nous avons simulé leurs variations en 
w 
fonction du rapport - . Les coûts C, C ,,,, Cc,,,, Cm.,,, sont ceux retenus lors du R 
calcul de Cap,, et Ca,,,. En utilisant l'outil COREGEN de Xilinx (Xilinx, 1998). les 
valeurs de CPEl et CPR sont respectivement égales A 200 et 170 CLB sur un coproces- 
seur de type FPGA XC4036. Les valeurs de Np,, et NpE2 sont respectivement égales & 
6 et 7. La figure 5.8 illustre la variation de AT, et AT2 en fonction de la résolution du 
système R pour une largeur de pixel donnée. 
La figure 5.8 montre qu'il existe un point d'intenection entre AT, et AT2 où les deux 
m6triques sont équivalentes. Cependant, avant ce point, l'approche 1 est préférable, 
alorsqu'aprés ce point. I'approche 2 est pnvildgiée. II est donc possible de choisir 
l'approche de calcul la plus adéquate pour une métrique coût-performance en fonction 
des coûts associés au processeur, coprocesseur, mémoire de communication et mémoire 
de calcul. Une analyse du marché du semiconducteur montre que les coûts associés aux 
memoires sont relativement faibles. ce qui rend l'approche 2 accessible. Cependant, le 
W 
rapport R peut rendre cette approche dinicilement utilisable en raison de la très quantite 
de mémoire requise, ce qui favoriserait l'approche 1. Cette dernière, même si elle est 
phalisée par un temps de traitement plus grand que celui de lapproche 2, bénéficie de la 
complexité grandissante des circuits FPGA, comme ceux de la famille VIRTM de 
Xflinx. L'utilisation dUne telle famille de FPGA permettrait I'intégration de plusieurs 
dizaines de processeurs élémentaires, conduisant ainsi A un facteur d'accélération consi- 
dérable. Concernant Ies coûts monétaires associés A de tels FPGA, ils sont relativement 
bas (par rapport à la performance offerte, IOOMHz et plus), ce qui les rend très accessi- 
bles pour des systèmes offrant un bon rapport coût-performance. 
Figure 5.8: Variation des fonctions ATl et AT2 en fonction de la r4solution R . 
5.6 Integration des solutions proposees dans un systeme d'acquisition 
optique 
Les travaux précédemment pdsentés peuvent être mtégds dans un systkme d'acquisition 
optique afin d'en améliorer la prdcision et d'en accblérer le traitement des transforma- 
tions géométriques pour le calcul des coordonnées (x, y, 2) . La figure 5.9 présente le 
diagramme bloc d'un système optique intégrant le module de correction d'erreurs et le 
module d'accélération des ~ s f o r m a t i o n s  géométriques. 
1 Acquisition du spot 
laser i 
alcul du centre de masse 
Centre de masse 
poss iblement érroné 
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Figure 5.9: Diagramme bloc d'un systeme optique comprenant la correction 
d'erreurs et I'accél~ration des transformations g6ométriques. 
Tel qu'illustré à la figure 5.9, le bloc de correction reçoit le centre de masse correspon- 
dant au centre de masse du spot courant. Il effectue sa correction suivant la méthode 
directe ou itérative. Dépendemment de la performance dksirée et des coûts associés, il est 
possible d'accélérer la méthode itérative en choisissant entre l'approche 1 ou l'approche 
2. Après avoir comgé le centre de masse, ce dernier est transmis au bloc d'accélération 
des tmsformations géométiques pour le calcul des coordonnées cartésiennes [xo y, z )  . 
Le bloc d'accélération exploite le résultat du partitionnement des transformations géo- 
métriques basées sur des LUT. Dkpendemrnent de la quantit6 de memoire disponible, les 
fonctions critiques seront accklérées par des tables LUT, alors pue les autres seront 
implémentées en logiciel sur le processeur. II est évident que la complexité des algorith- 
mes de correction est plus grande que la complexité associée au calcul des coordonnées 
cartésiennes. Nous suggérons de confier le calcul des coordonnées cartésiennes au DSP 
(partition logicielle) et la conection du centre de masse ii un accélérateur matériel tel 
qu'un FPGA (partition matérielle). La figure 5.10 illustre le partitionnement matériel- 
logiciel des tâches effectuees par un systéme optique. Le modèle d'architecture de sys- 
tème présenté a la figure 5.10 est appliquable i n'importe quel système d'acquisition 
optique. En raison du d6couplage apporte par un partionnement matériel-logiciel des 
tâches de correction de l 'mur  et du calcul des coordonnées (x,y, z )  , l'architecture 
proposée est suffisamment flexible pour s'adapter à toute kvolution technologique, tant 
du coté du DSP, des mémoires utilisées pour les LUT, ou du coté du FPGA. 
Tables LUT I Mémoire Q 
I 
Acquisition du spot 
courant 










Dans cette thèse, nous avons abordé deux aspects importants reliés aux systèmes 
d'acquisition optique, A savoir la conection de l'erreur engendrée par une variation de 
réflectance, et I'acc~lération du calcul des coordonnees (x, y, z) . Dans le cas de la cor- 
rection de l'erreur associée à une variation de réflectance, nous nous sommes concentrés 
sur les deux cas les plus fréquemment rencontres, A savoir les sauts et les gradients de 
rkflectance. Pour cela, nous avons développé deux méthodes de correction appelées res- 
pectivement méthode directe et méthode itérative. La méthode directe est constituée de 
deux phases: la phase de calibration et la phase de correction. La phase de calibration 
consiste a utiliser des cibles dont le profil de réflectance est connu et à effectuer des 
mesures sur un volume capable de contcnk Ie plus grand objet que la caméra peut mesu- 
rer. Pour chaque mesure effectuée, un ensemble de paramétres sont calculés et conservks. 
La phase de correction consiste à effectuer des mesures sur des cibles inconnues et à cor- 
riger les erreurs causées par une variation de réflectance. Cette correction consiste princi- 
palement à reconstituer un estimé du profil inconnu de réflectance et, dépendement de 
sa valeur, A appliquer l'équation de correction en se basant sur les informations collec- 
tées lors de la phase de calibration. La méthode directe se distingue par la rapidité de la 
correction apportée en raison de sa faible complexité, ce qui la rend bien adaptée aux 
systèmes optiques à hauts débits. Le coût monétaire de la méthode est fonction des coûts 
associés aux cibles de téférence et au nombre de mesures à effectuer lors de la phase de 
calibration. Dépendernment du nombre de cibles de référence et du nombre de mesures à 
effectuer lors de la phase de calibration, la méthode directe peut devenir lourde à utiliser. 
Son utilisation adéquate serait pour des applications où le volume de mesure est réduit et 
les profiles de réflectance ne sont pas nombreux. Contrairement à la méthode directe, la 
méthode itérative ne possède pas de phase de calibration. Elle consiste principalement à 
effectuer la recherche du facteur de magnification et de la position du centre du spot laser 
de référence qui minimisent une métrique domke. Ce minimum, lorsqu'il est atteint, 
represente la position comgée du spot laser reçu. La méthode itérative est caractérisée 
par une complexité de calcul klevke, comparée i i  celle de la methode directe, en raison du 
processus de recherche effectuée. Cette complexitd de calcul est principalement fonction 
de la largeur de pixel W et de la résolution du systeme R . Néanmoins, le coût monétaire 
associé est nul en raison de l'absence d'une phase de calibration. 
Quant à l'accélkration du calcul des coordonnées cartksiennes, nous avons contribué à 
deux niveaux complémentaires: accélération des algorithmes de correction proposés et 
accklération des transformations géométriques dkcrivant la caméra utilisée. Concernant 
l'accélération des algorithmes de correction, nous avons proposé une architecture de sys- 
tème matériel-logiciel bastiie sur un processeur @SP, RISC, etc) et un coprocesseur 
(FPGA) qui implémente les algorithmes de conection. Nous avons proposé deux appro- 
ches de calcul: l'approche 1 (section 5.3) gui consiste calcula les énergies des pixels 
des spots de référence et l'approche 2 (section 5.4) qui consiste ii précalculer les énergies 
des pixels des spots de référeace et les stocker dans une LUT. A chaque approche de 
calcul, sont associées deux sous-variantes: la sous-variante 1 qui consiste à exploiter plu- 
sieurs processeurs élémentaires pour un même facteur de magnification et la sous- 
variante 2 qui consiste A exploiter plusieurs processeurs él6mentaires pour plusieurs fac- 
teurs de magnification. Nous avons caractérisé chaque approche de calcul par une rnétri- 
que de coût et une mMque de performance. En se basant sur ces deux métriques. nous 
avons montré que l'approche de calcul 1 limitait le coût., alorsque l'approche 2 maximise 
la performance. En combinant les métriques de coût et de performance, nous avons mon- 
tré qu'il etait possible de choisir une approche de calcul qui satisfasse une métrique de 
coiit-performance en fonction des paramenes W et R . Pour les deux approches de cal- 
cul, nous avons proposé une architecture de système unique dont la flexibilité permet 
l'adaptation à toute évolution technologique tant du côté des processeurs que de celui des 
copmcesseurs. Comme le nombre de processeurs élémentaires est un facteur clé de per- 
formance, les deux approches de calcul vont bénéficier positivement de tout circuit 
FPGA très dense, telle que la famille de FPGA VIRTEX de Xilinx, qui permet l'intégra- 
tion de dizaines de processeun élémentaires. Quant i l8accél&ation des transformations 
géométriques, nous avons montré que l'usage des LUT constituait un moyen simple et 
efficace pour accélérer les calculs basés sur des fonctions trigonométriques et des déve- 
loppements en série. L'accélération par LUT est une approche nés attrayante vu la baisse 
contmuelle des coûts associés à la mémoire et l'augmentation significative de leurs per- 
formance (100 MHz et plus). Afin de quantifier cette accélkration, nous avons propose 
un modèle de prédiction du gain en vitesse, basé sur la loi d'Amdha1. Ce modèle tient 
compte des principaux paramètres liés ii l'application et à l'architectm cible. Malgré 
que ce modble ne tienne pas compte de certaines caractéristiques du processeur (nombre 
d'étages du pipeline, latence, etc), les gains prédits sont très proches des gains obtenus 
sur les simulateurs de processeurs DSP cibles, tels que le C40 et le SHARC. Le modèle 
est applicable a un nombre quelconque de niveaux de hiérarchie mémoire et supporte 
directement les m6rnoircs aqnchroncs. Dans Ic cas dc t*~tilisation de rnhoircs spchro- 
nes, il peut être facilement modifié pour tenir compte de la latence initiale associée P un 
accès mémoire. II est kvident que la situation idkale pour une application est qu'elle dis- 
pose d'une quantité de mémoire suffisante pour implémenter sous forme de LUT toutes 
s a  fonctions critiques. Cependant, cette situation peut ne pas se présenter dépendem- 
ment des besoins en mkmoire de l'application visée et des coûts associés. II faut donc 
choisir parmi les fonctions disponibles, lesquelles seront implémentées sous forme de 
LUT, et lesquelles resteront en logiciel. Pour cela, nous avons développé un algorithme 
de partitionnement, qui A partir d'un ensemble donné de fonctions en logiciel, crée deux 
partitions afin de minimiser, si possible, le temps de traitement total: la partition des 
fonctions qui seront implémentées sous forme de LUT, et la partition des fonctions qui 
resteront en logiciel sur le processeur. L'algorithme proposé peut traiter autant les LUT 
A tailles fwes, que les LUT tailles variables. Dans le cas de LUT à tailles fixes, l'algo- 
rithme est optimal. Cependant, dans le cas de LUT tailles variables, I'optimalité de 
l'algorithme va dépendre de la méthode de groupage choisie. Notre approche de parti- 
tionnement peut être étendue & des applications dont les fonctions, potentiellement acck- 
lérables sous forme matérielle par un circuit FPGA. proviennent d'une bibliothéque. 
Chaque fonction de la bibliothèque est caractérisée par un coût et une performance 
lorsqu'elle est accélérée. Ceci permet d'élargir le spectre d'application de I'algorithme 
de partitionnement proposé. 
Les travaux effectués dans le cadre de cette thése peuvent être approfondis et élargis afin 
d'atteindre un niveau jirpéïieur de gbnbralité. En cffct, lc problbc  de comction d'me- 
fact a été abordé pour les deux situations les plus fréquemment rencontrées, à savoir les 
gradients et les sauts de réflectance. Les algorithmes de correction correspondant ont été 
conçu pour ne tenir compte que de ces deux situations. II serait intéressant d'étendre le 
concept de correction d'artefact des profils de réflectance autres que les gradients et les 
sauts. Ce problème poumit être abordé en faisant appel a des techniques de reconstitu- 
tion de signaux qui permettraient de reconstruire un estimé du signal de réflectance. 
L'analyse du déplacement du centre de gravité du signal de réflectance reconstituée, par 
rapport à son centre, pourrait nous renseigner sur la correction A apporter. II est évident 
que les complexités de calcul associées à ces techniques sont sup&ieures à celles des 
algorithmes développés dans cette thése. cependant il sexait bon de comparer la qualité 
des corrections apportées, surtout en présence de bruit. 
En ce qui concerne le problème de partitionnement abordé dans cette thèse, il est très 
intéressant de l'élargir à d'autres applications, ce qui conduirait un algorithme de parti- 
tiomement plus général. Deux types d 'applications méritent d'être analysées: les appli- 
cations basees SUT des fonctions provenant d'une bibliothéque (classe 1) et les 
applications basées sur des fonctions dont chacune d'elles est décrite par un ou plusieurs 
algorithmes (classe 2). La classe 1 repksente une extension directe du probléme de parti- 
tionnement abordé dans cette thèse. En effet, les fonctions basées sur des LUTs sont rem- 
placées par des fonctions en provenance de bibliotheques matériel-logiciel dont on 
connaît au préalable le coût et la performance dépendanment si elle est implémentée en 
logicicl ou cn matériel. Ce type d'qplications cible directement les systémes HPRC 
(High-Performance Reconfigurable Computing), ou chaque fonction du systéme est 
décrite par un algorithme lorsqu 'elle est implémentée en logiciel sur le processeur et par 
un autre algorithme lonqu'elle implémentée en matériel sur le coprocesseur (FPGA). 
L'aspect le plus important A analyser est l'effet de la reconfiguration du FPGA sur la per- 
formance du systéme. Si ce dernier est composé de plusieurs FPGA ou d'un seul FPGA 
supportant la reconfiguration dynamique, il est possible de charger une nouvelle fonction 
dans un FPGA pendant que la fonction courante occupe un autre FPGA. Dans une telle 
configuration, l'impact de la reconfiguration du FPGA sur la performance du système est 
quasi nulle. Dans le cas où un seul FPGA est disponible et qu'il ne supporte pas la recon- 
figuration dynamique, une analyse détaillée de l'impact de la reconfiguration du FPGA 
sur la performance du système doit être entreprise en fonction des principaux paramè- 
tres: vitesse de reconfiguration, taille du fichier de reconfiguration, quantité de données 
de reconfiguration transmises par cycle d'horloge, type de reconfiguration (sérielle ou 
parallèle), etc. Quant la classe 2, celle-ci représente une généralisation du problème de 
partitionnement abordé dans cette thèse. 
Sans perte de généralité, il est possible de distinguer trois situations potentielles: 
1- chaque fonction est représentée par 2 algorithmes: son meilleur algorithme en logiciel 
et son meilleur algorithme en matériel. 
2- chaque fonction est représentée par 3 algorithmes: son meilleur algorithme en logiciel 
et ses deux meilleurs algorithmes en matériel. l'un favorisant la performance et l'autre le 
coût* 
3- chaque fonction est représentée par quatre algorithmes: son meilleur algorithme en 
logiciel et ses trois meilleurs algorithmes en matkiel, l'un favorisant la performance, un 
autre le coût et le dernier favorisant une combinaison coût-performance. Il est évident 
que ces trois situations ne constituent pas une liste exhaustive car il est aussi possible 
d'avoir des variantes au niveau logiciel. Cependant, nous pensons que ces trois situations 
sont celles les plus fréquemment rencontrées. Pour cette problématique, un aspect impor- 
tant à analyser est la manière d'aborder le probkme de partitionnement dépendernment 
si l'on désire minimiser un temps de traitement, un coût ou une combinaison des deux. 
Cet aspect du problème amène a poser la question du choix de l'algorithme associé à une 
fonction dépendernrnent des critères à optimiser. L'impact des communications et des 
temps de reconfiguration des FPGAs doit être quantifie de façon précise afm de guider 
efficacement l'algorithme de partitionnement. Le probléme il résoudre est complexe et 
peut constituer l'objet dune recherche acadkmique t ~ & s  intense, motivke par une évolu- 
tion technologique rapide et d'applications de plus en plus exigeantes en performances. 
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ANNEXE 1: Estimation du centre de masse du signal de 
réflectance reconstituée (méthode DIRECTE) 
Cette annexe a pour but de développer certaines transformations mathématiques relatives 
a I'équation (3.7). 
L'équation (3.7) est donnée par: 
Cette équation décrit la position du centre de masse du signal laser incident sur le détec- 
teur optique en préseiice d'un saut de réflectance. 
Tel que presenté la section 3.7.2, j représente l'indice du pixel sur lequel le saut de 
réflectance est imagé, alors que les h pixels avant le pixel j ont observé une réflectance 
unifome a et les (2d - h )  pixels après j ont observé une reflectance uniforme 
(a + 6) . Le numérateur de (3.7) peut alors être développé comme suit: 
Les &es arithmétiques de raison 1 impliquées dans le calcul du numérateur de (3.7) 
sont données par: 
Cette série peut être réécrite comme suit: 
Le numkrateur de (3.7) est alors égal ik 
