Rayleigh-Taylor instability in sedimenting suspensions by Guda, Swathi
Rayleigh-Taylor Instability in Sedimenting Suspensions
Swathi Guda
A thesis submitted to the faculty of the University of North Carolina at
Chapel Hill in partial fulfillment of the requirements for the degree of Master
of Science in the Department of Mathematics (Applied Mathematics).
Chapel Hill
2006
Approved by:
Advisor: Peter J. Mucha
Reader: Roberto Camassa
Reader: Richard McLaughlin
c©2006
Swathi Guda
ALL RIGHTS RESERVED
ii
Abstract
Swathi Guda: Rayleigh-Taylor Instability in Sedimenting Suspensions (Un-
der the direction of Dr. Peter J. Mucha)
The evolution of the unstable interface between sedimenting particles above
and clear fluid below is investigated computationally. Simulations of large
numbers of model particles in 3D are easily obtained via dilute-limit point-
force particle interactions between a pair of no-slip side walls. The growth
rates for different wave numbers characterizing the developing front are cal-
culated and compared with results from the heavy-over-light instability of
miscible fluids. We also compare with existing experimental results and
other simulations from the literature. This is joint work with Dr. Peter J.
Mucha.
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Chapter 1
1.1 Introduction
The Rayleigh-Taylor instability (named after Lord Rayleigh and G. I. Tay-
lor) occurs when a heavy fluid (fluid of higher density) is placed above a
lighter fluid (fluid of lesser density). This heavy-over-light instability is
most commonly considered in the context of two immiscible fluids [11], an
example of which is shown below.
Figure 1.1: Rayleigh-Taylor Instability: Image Credit: NASA, Point of Con-
tact: Bruce Fryxell George Mason University [10]
Similar-looking unstable fingering also occurs in miscible fluids and at
interfaces of non-neutrally-buoyant particle-laden regions and clear fluid.
In the case where the “heavy” fluid is a region of sedimenting particles,
the stable light-over-heavy (clear-over-particles) interface can be modeled
for dilute creeping-flow systems by a 1-D advection-diffusion equation with
diffusion dependent on both particle concentration and its gradient (Mucha
and Brenner, Phys. Fluids, 2003 [14]). We study the unstable interface here
both for its fundamental nature and because a better understanding of the
instability in this setting may impact macroscopic modeling of sedimenting
suspensions under different conditions.
The environmental problem of the silt-laden river flowing into the ocean
exhibits this instability, in addition to other types of instabilities, and each
of these have to be understood separately. Here we are looking at the top
view of the instability, i.e., the fingering occurs in and out of the image (a
projection of which is the light blue region on the map), and as can also
be observed from the light and dark blue shading, a lot of mixing occurs
between the two fluids.
Figure 1.2: Silt laden river flowing into the ocean: Image Credit: NASA,
Images for the classroom - Oceans [12]
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Another example of a physical phenomenon exhibiting Rayleigh-Taylor-
type instability is volcanic ash. Excerpt from a paper on volcanic ash:
Hydrodynamic fragmentation generally involves the rapid acceler-
ation of magma by a pressurized fluid/gas. It is restricted to defor-
mation of 2-D interfacial areas (boundaries between the melt and gas)
and is most efficient in accelerated systems at low viscosities, low in-
terfacial tension, and high density contrast with the accelerating fluid
and surrounding media.
. . .
Assuming that magma is accelerated by an expanding (pressurized)
gas phase in a volcanic conduit (i.e. confined geometry), the system
becomes Rayleigh-Taylor unstable, which leads to hydrodynamic frag-
mentation. [4]
This RT-type-fingering is also observed as playing a very important role in
quite a few astronomical objects (in particular, Supernovae evolution) [2],
like for example, in Crab Nebula, where the hot gas from the explosion is
pushing it’s way into the interstellar medium. Here we can see the familiar
fingers spreading towards the outermost layer, in a radial manner, referred
to as Rayleigh-Taylor Instability in the Astronomy literature.
Figure 1.3: Crab Nebula: Image Credit: NASA, ESA, J. Hester and A. Loll
(Arizona State University)
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This report deals with the classical Rayleigh-Taylor instability problem
in a different setup. As we have seen from the above examples of RT insta-
bility in nature, it is very useful to understand the behavior of this instabil-
ity in the setting where the heavier fluid is comprised of a set of particles
settling down in the layer below them, forming fingers and displacing the
lighter fluid. For this purpose, in the standard problem, the heavier fluid is
replaced with particle-laden fluid, and since nothing prevents the particles
from mixing together, surface tension plays no role in the problem. Left to
themselves, the particles settle down due to the force of gravity. The in-
terface between the particle-laden fluid and clear fluid is analyzed, and the
growth rates for different modes present in the unique interface, just before
the non-linearity sets in, are evaluated. In other words, the linear stability
analysis of the interface is done numerically. We also calculate the dominant
wave number. The effects of various numerical parameters are observed and
tabulated.
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1.2 Experiments
[3] ”“Granular dynamics of density profiles in a suspension interface” - C.
Vo¨ltz.
This section contains excerpts and images from the reference [3].
An experiment was conducted by Voltz et al, where they had particle-
laden fluid over clear fluid in a closed Hele-Shaw cell. The dimensions of the
cell used were as follows:
Width = 2mm, Length = 98mm, height = 50mm. The Hele-Shaw cell is filled
with technical glycerin (approximately 82) as a carrier fluid and 2.0g “sand”.
Sand particles, in this case, are spherical glass particles with a material
density of 2.45 g/cm3 and a mean diameter of 61.13 µm, with a tolerance of
18.71 µm. The material density of the technical glycerin was maintained at
1.25 g/cm3 under the temperature conditions of the experiment[3].
Figure 1.4: Voltz et al., experimental setup [3]
To get a sharp initial interface, the Hele-Shaw arrangement is rotated
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twice. On the first rotation, the sand starts to fall down in fingers, but it
is rotated back to its stable configuration (light-over-heavy) and the sand
sediments to the bottom of the cell. Before this settles down completely,
it is rotated again, and this is repeated many times until the sharp initial
condition is built. Once that is in place, the instability of the interface is
observed. During this procedure, effective mixing of the sand and glycerin
also happens, which erases all previous memory in the system, about the
cycles observed before.
Figure 1.5: Steps in the Experiment [3]
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The instability develops from a sharp interface between the two fluids
(particle-laden and clear). To achieve this, a stable light-over-heavy fluid
arrangement is made, and hence the sharp interface between the two fluids
is built. The arrangement is rotated then so that the heavier fluid (sand and
glycerin) is now on top of the lighter fluid (glycerin). The interface destabi-
lizes, and and forms downward flowing fingers that displace the lighter fluid,
which now has to move upwards as plumes.
Figure 1.6: Fingers observed in the experiment [3]
The multiple rotations of this arrangement to obtain a sharp initial in-
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terface make it a difficult experiment to perform, hence this was done only
for the rectangular, Hele-Shaw geometry described above. From the ex-
periments, their observed dominant wave number is 7cm−1, which when
normalized by the depth of the container gives a dimensionless dominant
wavenumber of 0.22. On a different note, experiments dealing with radial
arrangements, where air is injected into cylindrical containers filled with
granular particles are being done, and although the fingers are similar to
what we see in RT-instability if we wait long enough to observe the non-linear
swirls, their instability is closer in nature to the Saffman-Taylor instability
[9].
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1.3 2D simulations
[6] “Modeling Rayleigh-Taylor Instability of a Sedimenting Suspension Aris-
ing in Direct Numerical Simulation” - R. Glowinski, T.W. Pan and D.D.
Joseph
[7] “Modeling RayleighTaylor instability of a sedimenting suspension of sev-
eral thousand circular particles in a direct numerical simulation” - T.W.
Pan, D.D. Joseph and R. Glowinski
This section contains excerpts and images from the reference [6][7].
Glowinski et al study 2D simulation of the system, using 6400 circular
particles using the method of distributed Lagrange multipliers for solid-
liquid flow. The diameter of the circular particles = 1/12 cm. Their sim-
ulation gives rise to fingers just like a Rayleigh-Taylor instability, with a
well-defined wavelength and growth rates. For modeling this problem, they
seek a two-fluid model, where they regard the particle-laden region as an
effective fluid with an effective density, an effective viscosity and zero surface
tension, thus giving us an effective fluid on top of water. [6]
The viscosity, particularly the effective viscosity for a dense suspension
is the only mechanism which regularizes an otherwise ill-posed problem in
which the growth rate increases as 1√
λ
, going to infinity at short wavelengths
[6]. The observed maximum wavenumber for this simulation was 10.5 cm−1.
These values are in good agreement with the values from the two-fluid model
using viscous potential flow, without any fitting parameters. While they
considered dense suspensions in their computations, their study was limited
to two dimensions because of computational costs.
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Figure 1.7: Glowinski’s simulation results [6]
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1.4 Miscible liquid theory and results
[5] “Density-driven instabilities of miscible fluids in a Hele-Shaw cell: linear
stability analysis of the three-dimensional Stokes equations” - F. Graf, E.
Meiburg and C. Ha¨rtel.
This section contains excerpts and images from the reference [5].
F. Graf, E. Meiburg and C. Ha¨rtel consider the problem of having a
heavier fluid placed above a lighter one in a vertically arranged Hele-Shaw
cell, where the fluids are miscible in all proportions. They perform a lin-
ear stability analysis of this problem based on the full 3D Stokes equations.
A generalized eigen-value problem is formulated, whose numerical solution
yields the growth rate [5]. By considering the full 3D Stokes equations, they
are able to include the effects of cross-gap velocities and concentration gra-
dients in their analysis.
The governing equations:
∇.u = 0
∇p = µ∇2u− ρg
∂c
∂t + u.∇c = D∇2c
The above set of equations is non-linear, because of the convective term
in the concentration equation. The terms in the equation are -
u = flow velocity; g = gravitational field vector; c = concentration of the
heavier fluid.
The viscosity µ and and the diffusion coefficient D are considered con-
stant throughout the mixture. The density ρ is assumed to vary linearly
with c according to, ρ = ρ2 + c(ρ1 − ρ2), where ρ1 and ρ2 represent the
densities of the heavier and lighter fluids, respectively.
To non-dimensionalize the equations, the parameters are rescaled using
11
the following new characteristic variables:
Length (L∗) = e
Velocity (U∗) = △ρge
2
µ
Time (T ∗) = µ△ρge
Pressure (P ∗) = △ρge
Density difference (R∗) = △ρ = ρ1 − ρ2
The new dimensionless set of equations are:
∇.u = 0
∇p = ∇2u− c∇y
∂c
∂t + u.∇c = 1Ra∇2c
The Rayleigh number (Ra) here is defined as,
Ra = △ρge
3
Dµ
The above system of equations is linearized around a quiescent base
state. Perturbations are plugged into the original equations; subtracted
from the base state, and linearized. The resulting equations are discretized
on a domain that extends from wall to wall in the cross-gap z-direction and
from − l2 to l2 in the y-direction, where l is chosen to be large enough so
it’s effect on the numerical results for the eigenvalues and eigenvectors is
negligible. This system is numerically solved and they conclude with results
for the growth rate plotted against the dimensionless wave number, among
other observations.
It was not surprising for us to see that our results for the particle-based
system made sense in the miscible liquids’ scenario, in terms of growth rates
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of the modes, because in our problem there is no surface tension and so the
top and bottom layers are free to mix as they naturally would, and that is,
in effect, like a miscible liquid arrangement.
The dispersion curves from Graf et. al, are given below:[5]
Figure 1.8: delta=0.1
Figure 1.9: delta=1
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Chapter 2
Implementation and Analysis
2.1 Simulation technique
[1] “A model for velocity fluctuations in sedimentation” - P. J. Mucha, S.
Tee, D. A. Weitz, B. I. Shraiman and M. P. Brenner.
[8] “N logN method for hydrodynamic interactions of confined polymer sys-
tems: Brownian dynamics” - Juan P. Hernandez-Ortiz, Juan J. de Pablo
and Michael D. Graham
This section contains excerpts and calculations from the references [1]
[8].
We developed a code of 3D simulations of the same arrangement, at
dilute limit zero Reynolds Number with a pair of sidewalls and periodic
boundary conditions, described by Mucha et al. The arrangement can be
described as follows: Pair of infinite sidewalls separated by a distance, d,
along the x−coordinate, with periodic boundary conditions in the other two
dimensions, y and z, of periodic length w and h respectively. The particles
are independently and uniformly distributed in the initial particle region.
The simulations use the sort-and-sweep method developed by Mucha et al
[1] for point-particle sedimentation between no-slip side walls [1]. The tech-
nique is based on descriptions of the Green’s functions (in this case, of the
Stokes’ equation) in the confined slab geometry by a truncated 2D Fourier
series in the two long directions. This reduces the point-force equation to
a homogeneous ODE in the interwall coordinate for each wave vector with
a jump condition at the position of the particle. The method is of order
NlogN; the scaling with particle number (at fixed spatial resolution) follows
from the organization of the calculation according to the ordering of parti-
cles when moving spatially from one wall to the other, the dominant cost at
large N coming from the particle sort into this ordering.
The positions and velocities of the particles at all times are evaluated as
follows. The motion of each particle perturbs the entire flow field. These
perturbations (or the hydrodynamic interactions, as they are called) affect
the motion of all the other particles. These are brought into the problem
through the diffusion tensor D than can be separated into the Stokes Drag
term and then hydrodynamic interaction term (tensor), Ω.
D = [I +Ω], where I is the Identity matrix. (The diffusion tensor has been
non-dimensionalized w.r.t the drag coefficient).
Each particle is treated as a point force, and the velocity perturbation is
then obtained as a solution of the fundamental singular solution of Stokes’
equations,
1
6pi
∂2uj
i
(x,x0)
∂xk∂xk
− ∂pj(x,x0)∂xi = −δ(x − x0)δij
∂uji (x,x0)
∂xi
= 0;
where δ(x) is the Dirac delta function, δij is the Kronecker delta and u
j
i (x, x0)
is the dimensionless (w.r.t the Drag co-efficient) fundamental singular solu-
tion or Green’s function of the Stokes’ equation, known as the Stokeslet,
located at the pointx0 and oriented in the j
th direction.
In an infinite domain (no confinement) the free-space Green’s function
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is defined as,
uji (x, x0) =
3
4 [
δij
r +
(xi−x0i)(xj−x0j)
r3 ], often called the Oseen-Burgers tensor.
[8]
In confined systems, the hydrodynamic interaction tensor must be mod-
ified to consider the wall effects.
The multi-particle method (developed my Mucha) starts by splitting the
Hydrodynamic interaction tensor defined above as Ω, into three column vec-
tors,
Ω(x, x0) = S1, S2, S3, where Sj(x, x0) = (uj , vj , wj) represents the velocity
perturbation due to a point force in the j−direction in x0, with the corre-
sponding pressure,
pj(x, x0) = p1, p2, p3.
The Calculation of each piece of the Green’s function in this system be-
gins with a Fourier Series expansion in y and z dimensions.
Reference for this solution: [1]
S(r, r0) =
∑
k Sˆexp{ily + imz}, with the summation over two dimen-
sional wavevectors k = (l,m). Notating the velocity components by S =
(u, v,w) (Green’s function component w not to be confused with the y−coordinate
periodic length w), and remaining derivatives w.r.t x by subscripts, the in-
compressible Stokes’ equations for a unit upward point force at r0 = (X, 0, 0)
become,
pˆx
η = uˆxx − (l2 +m2)uˆ
il pˆη = vˆxx − (l2 +m2)vˆ,
}
A1
im pˆη = wˆxx − (l2 +m2)wˆ + 1Aηδ(x−X)
uˆx + ilvˆ + imwˆ = 0,
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with (uˆ, vˆ, wˆ) = 0 along the sidewalls, x = 0, d (from non-slip) and A = wh,
the cross-sectional area of the cell. With some processing (summing mul-
tiples and derivatives to eliminate the velocities by incompressibility), the
pressure equation becomes,
pˆxx − (l2 +m2)pˆ = ( imA )δ(x −X)
Since the forcing appears via a Dirac delta function, it is convenient to
solve separately for the homogeneous solution to the left and right of the
position of the point source position, with an appropriate jump condition
across the point x = X.
The homogeneous solutions for the velocity and pressure Fourier coeffi-
cients to the left and right of the point source are a combination of hyper-
bolic sines and cosines. The pressure on each side is a linear combination of
sinh(kx) and cosh(kx), where k =
√
l2 +m2.
The velocity boundary condition at x = 0 (no-slip at the left wall) gives,
uˆL = A1sinh(kx) + x[BLcosh(kx) +CLsinh(kx)],
vˆL = A2sinh(kx) +
ilx
k [CLcosh(kx) +BLsinh(kx)],
}
A2
wˆL = A3sinh(kx) +
imx
k [CLcosh(kx) +BLsinh(kx)],
pˆL = 2η[BLcosh(kx) + CLsinh(kx)],
with BL = −kA1 and CL = −ilA2 − imA3. The Aj coefficients depend on
the source position X and wavevector k.
The velocity boundary condition at x = d (no-slip at the right wall)
gives,
uˆR = A4sinh(kx
′
)− x′ [BRcosh(kx′) + CRsinh(kx′)],
vˆR = A5sinh(kx
′
) + ilx
′
k [CRcosh(kx
′
) +BRsinh(kx
′
)],
}
A3
wˆR = A6sinh(kx
′
) + imx
′
k [CRcosh(kx
′
) +BRsinh(kx
′
)],
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pˆR = 2η[BRcosh(kx
′
) + CRsinh(kx
′
)],
with x
′ ≡ d−x, BR = kA4, CR = −ilA5− imA6 and again, Aj = Aj(k,X).
The A coefficients are determined by imposing the jump conditions at x =
X. The transforms uˆ, vˆ, wˆ and pˆ are continuous across the jump x = X by
definition.
Integrating Equation A1, uˆx and vˆx are also continuous, while wˆx and pˆx
have finite jumps at x = X : [wˆx] = − 1Aη and [pˆx = imA ]. For a given k and
X, these two jump conditions and the set of equations A2 and A3, give eight
non-independent linear equations, in six unknowns, the solution for which is,
A1 = im
Xe4kd−kX+[4kd(d−X) sinh(kX)−2X cosh(kX)]e2kd+XekX
2kAη[e4kd−(4k2d2+2)e2kd+1]
A2 = lm{(−1− kX)e6kd−kX + [4kd sinh(kX) + 4k2dX cosh(kX) + (1− kX
−2k2d2)ekX+(2+2kX+6k2d2)e−kX ]e4kd−[4kd sinh(kX)+4k2dX cosh(kX)
+(2− 2kX + 6k2d2)ekX + (1 + kX − 2k2d2)e−kX ]e2kd + (1− kX)ekX}
/{2k3Aη[e6kd − (4k2d2 + 3)(e4kd − e2kd)− 1]}
A3 = {(2k2−m2−m2kX)e6kd−kX+[4m2kd sinh(kX)+4m2k2dX cosh(kX)+
(m2 − 2k2 −m2kX − 2m2k2d2)ekX + (2m2 − 4k2 + 2m2kX + 6m2k2d2−
8k4d2)e−kX ]e4kd+[−4m2kd sinh(kX)−4m2k2dX cosh(kX)+(4k2−2m2+
8k4d2+2m2kX−6m2k2d2)ekX+(2k2−m2−m2kX+2m2k2d2)e−kX ]e2kd+
(−2k2 +m2 −m2kX)ekX}/{{2k3Aη[e6kd − (4k2d2 + 3)(e4kd − e2kd)− 1]}
A4 =
imkdX(ekd+kX−e3kd−kX)+(d−X) sinh(kX)(ekd−e3kd)
kAη[e4kd−(4k2d2+2)e2kd+1]
A5 = −lm{[(1+ kd) sinh(kX)− kX cosh(kX)+ k2dXe−kX ]e5kd+[(2k2dX−
8k2d2−2) sinh(kX)+2kX cosh(kX)]e3kd+[(1−kd) sinh(kX)−kX cosh(kX)−
k2dXekX ]ekd}/{{k3Aη[e6kd − (4k2d2 + 3)(e4kd − e2kd)− 1]}
A6 = −{[(2k2−m2−kdm2) sinh(kX)+m2kX cosh(kX)−m2k2dXe−kX ]e5kd
+[(2m2−2m2k2dX+8m2k2d2−8k4d2−4k2) sinh(kX)−2m2kX cosh(kX)]e3kd
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+[(m2kd+2k2−m2) sinh(kX)+m2kX cosh(kX)+m2k2dXekX ]ekd}/{2k3Aη[e6kd−
(4k2d2 + 3)(e4kd − e2kd)− 1]}
The resulting advection Green’s function can be constructed by the cal-
culation of the Fourier sums.
The no-net-flow condition in this geometry is expressed in the k = 0
terms, modifying (Eq. 1) with a vertical pressure gradient: uˆ = 0, vˆ = 0,
pˆx = 0, and wˆxx + 1/(Aη)δ(x − X) + ∇P = 0, where ∇P is a viscosity-
normalized pressure gradient driving a backflow. The k = 0 contribution
then becomes wˆL = ALx + ABx(d − x), wˆR = AR(d − x) + ABx(d − x),
where AL = (d − X)/(dAη), AR = X/(dAη), AB = −3X(d − X)/(d3Aη).
The above method of solution yields a doubly periodic (in y and z) incom-
pressible Stokes solution that obeys the no-slip boundary conditions at the
sidewalls term-by-term in the Fourier sum. The left solution summation is
absolutely convergent to the left of the forcing, the right solution is con-
vergent to the right of the forcing, with each solution becoming only condi-
tionally convergent along the x =X plane. In practice, the two-dimensional
Fourier sum is truncated at a finite order, which effectively smooths the spa-
tial extent of the point force. The resulting flow is the incompressible Stokes
flow for this smoothed forcing, and continues to obey the no-slip boundary
conditions at the sidewalls [1].
The Aj field coefficients above have many terms that are common to all
of them, and need similar-looking expressions to be evaluated at each step.
Close observation of the expression points out the terms that can be evalu-
ated beforehand, thus reducing repeated computation of the same operation
over and over again, in each Aj. The “sort-and-sweep” algorithm works
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as follows. After an initial O(N logN) sort of the particle x-positions in a
given time step, the first O(N) sweep starts at the left wall, looping over the
sorted particle index, calculating responses from the total right coefficients
(A4, A5, A6) of the already-swept sources, then adding the current sources
to the field coefficients before proceeding to the next particle to the right.
The second O(N) sweep returns from right to left with the left coefficients
(A1, A2, A3).
The above velocity fields and sort-and-sweep algorithm allows dilute-
limit simulations in cells bounded by a pair of no-slip sidewalls in one di-
mension, periodic in the other two dimensions, of up to O(4× 106) particles
on a standard PC or workstation, with computing times of O(10-1000) hours,
depending on the Fourier truncation K and on the long-time nature of the
desired quantities. Free-slip container bottoms and tops are added by simple
lowest-order images of the dilute point forces, which is accurate for heights
larger than the cell depth d.
We can count the number of fingers in the simulation output (consid-
ering the first and last fingers as the same due to periodicity), but this is
the case for only very few of the simulations. Usually the pattern of the
fingers is too complicated (sometimes it has a lot of diffusion and it is not
immediately clear where the interface can be drawn), and it is very hard to
figure out the dominant wave number just by looking at the interface. So,
we apply the procedure elaborated in the next section to the results from
our simulations to obtain the dominant wave number accurately.
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2.2 Data Analysis
An example sequence of particle images is presented in the following figures
(where each particle has been assigned a color).
Figure 2.1: t=0
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Figure 2.2: t=1
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Figure 2.3: t=2
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Figure 2.4: t=3
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2.2.1 Outline
A number of different simulation conditions have been considered, including
variations in the aspect ratio of the cells (the largest here being 32x longer
than the inter-wall distance along each of the two periodic dimensions), the
filling fraction, and the number of particles (up to 100,000 considered here).
In order to get good statistics, we consider a number of realizations at the
same parameters using different pseudo-random generated initial particle
positions. To analyze the growth rates of different Fourier modes, we first
generate local 2-D particle densities by binning and low-pass filtering (de-
tailed below). We then perform contour searches on the 2-D density fields
at intermediate concentrations to identify the unstable interface and rep-
resent it as a 1-D height field varying with the long horizontal dimension
(detailed below). So as to only investigate the short-time, presumably linear
regime, we only consider times up until this 1-D height field becomes multi-
valued. After an FFT, the amplitudes of the Fourier modes are observed to
be well-described by exponentials and fitted to obtain growth rates, σ(k)
2.2.2 Defining the interface
At first pass, we divided the frame into a number of vertical bins, and de-
fined the interface as the set of minima from each of those bins. This gave
us a very good idea as to what the growth rates were like and the domi-
nant wave number range. Apart from these overall behavioral details, this
preliminary processing was quite unhelpful, because the interface itself was
defined in a crude manner. Identifying just one point to represent a whole
block of data (which was a whole vertical strip of points) created a lot of
noise in the depiction of the growing modes for each simulation.
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To refine the definition of the interface further, we performed a 2-dimensional
histogram on the set of points. Through this process, we obtained the exact
number of points in each square of the data set, and once we had that, we
were able to filter the data set in a manner that eliminated all the high-
frequency data points and kept only the smoothed data, ready for analysis.
Figure 2.5: All contours from the histogram
1e5 particles: all contours
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2.2.3 Filtering most of it out
A low-pass filter is a mathematical entity that when applied to a data set,
allows low-frequencies and attenuates (or completely eliminates, depending
on the definition) high frequency components in a data set. Sometimes,
this is also called a high-cut filter, because essentially it just cuts out the
high frequency data from the data set. Once we defined contours at all
the different levels of concentration in our data set, plotting these contours
showed us the different frequencies in our data. The intuitive decision to
filter it all out and keep only the contours relevant to defining the interface
proved very useful. A fraction that represents how much of the data we
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want to keep in the data set, is passed to a piece of our MATLAB script,
which then proceeds to generate the appropriate frequency response that
would achieve the required filtering.
Figure 2.6: Contours - after filtering high frequency out
1e5 particles, contours 0.25:25
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2.2.4 Single-valued interface definition
These filter coefficients are then imposed on the data set via a 2D convolution
process, which, in this scenario, is almost the same process as taking a
Fourier transform, multiplying the frequencies and then taking the inverse
Fourier transform, with a few index shifts. A simple shift of indexes again,
this time in the results, back to the original representation, now gives us
the required data set, which only contains the meaningful components. The
remaining data (which was now formatted as contours) was further processed
to remove any multi-valued patterns from the data set, to get a unique
definition for the contour. The MATLAB script that computes the contours
delivers a few sets of contours at different levels. Now, the only choice we
needed to make was the level at which we select the contour. We used
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different levels of data points for this parameter, and noticed that it did
not affect the results in any significant way, and finally settled for selecting
the contour at 50%. This gave us two contours, one which defined the
top of the block of points and the other that defined the interface between
the particle-laden fluid and clear fluid, which is what we are after. Thus,
a unique definition for the interface is determined, as a function of the
long horizontal length. It has to be mentioned that when we perform the
linear stability analysis, we are considering the 1-D interface definition and
processing it to find any sinusoidal modes present and evolving in it, and
this is not in the traditional sense of linear stability (as considered in Graf et
al) where the system is perturbed (assuming a certain mathematical form)
and the eigenvalue problem for the perturbations is analyzed. Ours is a
numerical procedure that deals with stability from a different approach i.e.,
the 1-D unique interface definition.
Figure 2.7: Unique Contour Definition
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2.2.5 Growth rates
This contour now needs to be processed to evaluate the growth rates of
the different modes, and finding the dominant wave number by the exist-
ing standard linear stability analysis methods. First, we apply the Fourier
Transform to the interface front, and obtain the frequency terms associ-
ated with it. The amplitudes of these Fourier modes are then fitted to an
exponential-growth model, to determine the growth rate, σ.
The following plot is the amplitude of the Fourier modes plotted against
Figure 2.8: Check for semilog linear pattern to determine any errant behav-
ior (exponential fitting): 100000 particles
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
100
101
102
103
Number of points=100000,Nkfront=512
t
A
m
p
lit
u
d
e
 o
f 
F
o
u
ri
e
r 
m
o
d
e
s
time, and the point of the plot is to notice that the relevant lines (for the
high amplitude modes) are either straight from the start or they become
straight after a very short period of time. In fact, what matters most is the
“straightness” of the line towards the end. A straight line on a semilog plot
implies that the fit between the two coordinates is exponential, and that
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agrees with the linear stability theory.
We average over many realizations of the same scenario with a different
random initial state each time, so that we obtain smooth ensemble averages
which describe the behavior of the system in a more accurate manner, and
plot σ against the dimensionless wave number (k/(2π/d), where k is the
dimensional wavenumber and d is the depth of the container). The error
bars denote the standard deviation of the sample mean of the growth rate
over all the simulations.
Figure 2.9: Sample Growth Rates plot: 50000 particles: 90 simulations
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2.2.6 Dimensional analysis to aid in comparison of growth
rates
From Graf’s paper, the timescale of the growth is given by, T ∗ = µ∆ρgd
So, the growth rate, in their theory, is σ = ∆ρgdµ
The individual terms in the above expression, in the context of our anal-
ysis are as follows:
∆ρ =Number density ∗∆m(=m, say)
⇒ ∆ρ = nm
So, σ = nmgdµ
Aside: Consider an individual particle in the fluid as shown below, which
experiences gravitational force in the downward direction and the pull of
drag in the upward direction, and has to balance between the two effects.
Fdrag = 6πµaV0
Figure 2.10: Balance
Fgrav = mg
For the particle to balance, we need, mg = 6πµaV0. In our code, |aV0|
was implicitly set to 1. So, mg = 6πµ.
Substituting this in our original calculation, we get,
σ = 6πnd = 6π Nwdhf d =
6piN
whf ;
where N = the number of particles in our system, w =width of the Hele-
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Shaw cell, h =height of the cell and f =the filling fraction in any particular
simulation of interest.
Apart from the actual value of δ imposed on the problem, there is an
effective δ that comes into play because of the discrete nature of the problem
as detailed in the results section later. This effective δ can be written as
follows: Effective δ = (nd3)−
1
3 = ( Nwdhf ∗ d3)−
1
3 = ( Nwhf )
− 1
3
Non-dimensional wavenumber can be derived from the dimensional wavenum-
ber by dividing with a factor, 2pid , where d is the interwall dimension. That
is, k = 1 corresponds to the mode with wavelength= d. In our code, the
non-dimensionalization of the parameters is built-in implicitly. No observa-
tions about the major influences on the dominant wavenumber were made
in the results of the experiments [3] or 2D simulations [6][7], but through
various 3D simulations, we found that the main influence on the calculation
of the dominant mode is d, the interwall dimension.
Rescaling our parameters to the Graf et al scenario, using the dimen-
sional analysis derived above, we obtain the following growth rate plot com-
parison:
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Figure 2.11: Sample Growth Rates plot with Graf: 50000 particles: 90
simulations
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2.3 A candidate continuum model
We are going to consider a simple model for dilute systems, that will require
only one extra term beyond the model used by Graf et al.
Our new model:
∇.~u = 0
∇p = µ∇2~u− ρ~g
∂c
∂t + (~u+ V (c)).∇c = D∇2c,
where V (c) = V0(1− 6.55c) [13], V0 is Stokes’ velocity. V0 is the addition to
the model described in Graf et al. paper, which will give a simplistic model
for the suspension. Even when thermal fluctuations are negligible, velocity
fluctuations can under some circumstances induce an effective diffusion, so
there is a diffusion coefficient D satisfying: [14] D = dV0
√
4pi
3 nda
2
Where, d = thinnest horizontal dimension of the cell(depth), a =radius of
the particle (in our case, a = 1), n = number density (ratio of the num-
ber of particles to the initial volume of the particle-laden region). At the
timescales of linear instability that we are interested in the concentration
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of the particle system changes so little that V (c) is practically a constant.
Moreover, in the dilute setting, this is actually V0, the Stokes’ velocity.
An important observation is that, since all the particles are falling with
respect to the flow, if φ(t, x, y, z) is the solution to the miscible fluid model,
then we only have to incorporate a Galilean shift into Graf’s solution (in the
vertical direction) to account for the sedimentation process, and φ(t, x, y, z+
V0t) is the solution to the sedimenting suspension model. Consequently, the
linear stability analysis of the miscible fluid model and the sedimenting sus-
pension model is exactly the same.
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Chapter 3
Results and Concluding
remarks
A special note about the comparison between our results and existing mis-
cible liquid results by Graf et al:
It has to be said that although our results follow the general pattern of
the growth rate behavior displayed by miscible liquids at very high Rayleigh
number and a specific δ, they will always be a little off, because there is
an effective δ that comes into our problem through the discrete nature of
the system. Apart from the original δ introduced by the way we define the
initial interface, there is also an effective δ that appears because of the mean
inter-particle spacing. This happens because the interface is accurate and
unique only up to an order of the mean inter-particle distance, and thus
we have an effective-δ value to contend with, as well. To summarize, the
comparison of our results with the miscible theory results[5] is entirely rea-
sonable, albeit a little off-the-mark at the scale of the discrete nature of our
system, given the continuum nature of the miscible liquid theory.
3.1 Effective Rayleigh Number Effects
The Rayleigh number, in our case, is taken to be,
Ra = △ρgd
3
Dµ , assuming D =effective diffusion due to velocity fluctuations
D = dV0
√
4pi
3 nda
2.
The linear analysis established the relationship between the wave num-
ber, Rayleigh number, and the growth rate of the model. The natural thing
to do would be to compute the Rayleigh number for each simulation accord-
ing to the equation above. This will cause our numerical results to disagree
with the stability analysis results.
Figure 3.1: Maximum wavenumber as a function of Ra, for different δ, from
Graf et al [5]
The figure shows the relationship between the dominant wave number
and Rayleigh number. The red line indicates a Rayleigh number from our
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simulation. However, the wave numbers corresponding to those Rayleigh
number is approximately 2.5 (from simulation dominant wavenumber being
0.4), which disagrees with the wave numbers corresponding to the Rayleigh
number on the graph (0.7). The blue line is indicative of the actual dominant
wavenumber, hence the actual Ra number of our simulation is correspond-
ingly very high.
The error comes from the wrong calculation of the Rayleigh number.
The fingering process begins so rapidly, that particles do not have any time
to interact with each other. Therefore, the diffusion coefficient is on the
order of zero, the Rayleigh number is very large, and the wave number does
not depend on the Rayleigh number. Hence, in our suspension simulation
we have very large Rayleigh numbers and large wave numbers, which do not
depend on the Rayleigh number. The only parameter that should affect the
dimensionless wave number is δ - thickness of the interface. For the miscible
fluid we take the thickness of the interface to be the mean inner particle
spacing, δ = (nd3)−
1
3 . The observed δ is 0.1 and less. These results agree
with the linear analysis of the model.
What about velocity fluctuations and effective diffusion? At times longer
than the swirl turnover times, fluctuations generate a macroscopic behavior
that is effectively diffusive in nature, for instance for the description of the
light-over-heavy stable interface. But at the short time scales of the instabil-
ity, this effective diffusion is completely absent. Indeed, following again the
miscible instability analysis of Graf et al, the growth rate of the instability is
set by the local density difference—that is, it is (all other things equal) pro-
portional to the local particle density, n. The effective diffusion from velocity
fluctuations, in contrast, scales like n1/2. Therefore, any fluctuation-induced
effective Ra scales like n1/2.
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We therefore probed to smaller and smaller particle densities to see if
we could see any significant deviation from the Ra>>1 results; but even
at 1 particle per d3, the results do not deviate significantly, as seen below.
Our results here are a little different than most of our other plots, in the
sense, these growth rates agree more with the δ = 1 result from Graf et.
al than the δ = 0.1 results of Graf et. al (which is what all our results are
compared against, unless otherwise specified), and the reason for this lies in
the effective δ parameter, which will be discussed in a later section.
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Figure 3.2: 256 particles, to probe Ra number changes: 68 simulations
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3.2 Effect of Numerical Parameters
We performed these simulations for a number of different parameters, namely,
the particle density, filling fraction i.e., the fraction of the container that is
filled with particles, the actual number of particles, dimensions of the box
relative to the depth, d, the time step etc., varying one at a time, to observe
the effect of each of these parameters. The simulation results showed that
the leading parameter that affects the dominant wave number is the depth
of the container, d. The vertical periodicity of the cell plays no measurable
part in the behavior of the particles, because it is far away from the particles
in units of the cell depth, and this was verified by simulations.
For instance, while most of our results have been obtained from particle-
laden regions that are 4d tall, we have also considered larger regions without
significant changes observed in the obtained dispersion relations. Except for
a few points that are thrown off of the graph, the general behavior of the
growth rates remains the same.
We have also considered a number of variations on the contour-generating
parameters to be sure that the specifics of this data processing do not play
a large role. One parameter found to be of significant importance to the
obtained dispersion relation is the Fourier truncation of the computed in-
teraction in the simulation [Refer to section 2.1 - Simulation technique], K,
with the 2-D Fourier sums describing the hydrodynamic interactions be-
ing truncated to include only the first K2 terms. The parameter K affects
the simulations by modifying the interaction—instead of point-force hydro-
dynamics between no-slip side walls, finite K gives the solution for forces
smoothed out over a distance 2L/K, where L is the periodic dimension.
Therefore, for a given value of K, we only obtain the correct dispersion re-
lation down to the length scale of the smoothing.
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Figure 3.3: Effect of Filling fraction changes: 3 simulations
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As seen in the figure below, for a simulation with the truncation set at 63
terms, there is a significant drop in the magnitude of the growth rates after
the non-dimensional wavenumber 1, which looks dubious, because there is
no change in the physical process at that wavenumber, and so there should
be no large change in the growth rates either.
Because of the large L/d aspect ratios used in the present simulations to
avoid effects due to periodization, we must therefore use even larger values
of K to get good results for the dispersion relation at scales proportional to
d. For instance, as shown in the plot above, the Fourier truncation, K, was
set to 63. The L/d aspect ratio is 32. In the 63 modes used above, there are
31 sine terms, 31 cosine terms and one dc term. So these terms, in effect,
can calculate 31 modes correctly, (the 32nd mode being the same as the first
one, due to periodicity). So, to be able to go to higher wavenumbers, we
need a higher Fourier Truncation parameter, which can described with the
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Figure 3.4: Effect of Fourier truncation: 108 simulations - 5e4, 6e4, 7e4, 1e5
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relationship, K > 2 ∗ Ld ∗ k, where L/d is the aspect ration of the box, and
k is the maximum dimensionless wavenumber you want to go to. With the
necessary terms retained in the original Fourier series (Fourier truncation,
K, set at 127 in this simulation), the growth rates behave as anticipated,
and coincide with the high Rayleigh number, δ = 0.1 growth rates result
of miscible liquids, as seen in the Graf et al paper[5]. Also shown in the
figure below is the effect of choosing a different filter for processing the data.
The black and blue lines represent growth rate calculations using different
filters, and they produce different growth rates (although the magnitude of
the growth rates is not drastically different in the two cases, the filtering
parameter surely has a small effect on the end result).
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Figure 3.5: With the truncation fixed: 108 simulations - 5e4, 6e4, 7e4, 1e5
particles
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3.3 δ = 1
We ran a few simulations by imposing a different initial condition for the
interface, i.e., changing δ (which changes the concentration in a miscible
liquid scenario), and compared the resulting growth rates with the δ = 1
results from Graf et. al. paper [5]. Following is the comparison plot:
Figure 3.6: δ = 1: 40000 particles: 100 simulations
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3.4 Effective δ
There is a difference between imposing a δ on the simulation, and having
there be a δ simply because of the way the problem is set up, and this dif-
ference will be explored here.
We can set the concentration profile at the beginning of the simulation,
and this is like changing the value of the parameter δ in the problem. The
effect of this was seen in the previous section, where our results coincided
as expected with the δ = 1 results from Graf et al [5].
Another form of δ enters the problem through the discrete nature of the
system. This effective δ appears because of the mean inter-particle spacing.
By definition, the interface is accurate and unique only up to an order of the
mean inter-particle distance, and this creates the new effective δ parameter,
which is given by
Effective δ = ( Nwhf )
− 1
3 . Check the table below for various effective δ
values derived for all our parameter sets:
N Box K Eff. δ
7e4 32x32x1 63 0.1223
6e4 32x32x1 63 0.1287
5e4 32x32x1 63 0.1368
4e4 32x32x1 63 0.1474
35e3 32x32x1 127 0.1541
256 32x32x1 63 0.7937
Since most of our effective δs are close to 0.1, most of our results corre-
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spond to the δ = 0.1 results from the Graf et. al paper. Except, of course,
for the N=256 case (which was also mentioned earlier in the results section,
as a special one), and the reason for that is the effective δ in this case turns
out to be close to 0.8, and that is why it corresponds to the δ = 1 case more
than the δ = 0.1 results of Graf et. al. As you can see from the table above,
we are always hovering around a low δ value, because to change effective δ
is to change the number of particles by a large factor (recall, everything else
being constant, δ goes as (N)
1
3 ). See plot below, for comparison of the high-
Rayleigh number limit for three δ values 0.1, 0.5 and 1, re-created from the
Graf et. al paper [5]. And to hop from one curve to another, we require
Figure 3.7: Three δs - Recreated from Graf et al [5]
paper
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a multiplicative increase in the number of particles, (for instance, to go from
δ = 0.1 to δ = 0.5, we have to have 125 times the number of particles we
started with) and that in turn uses a lot of computational power.
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3.5 Concluding remarks
We have shown that the Rayleigh-Taylor-like instability for an initially
sharp interface in dilute, creeping-flow sedimentation is well described by
the Ra>>1 results for miscible fluids obtained by Graf et al. We intend to
pursue other interface thickness and make a full comparison of these results
with the experimentally-obtained dispersion relations. In the future, other
instabilities in dilute limit sedimentation will be similarly studied.
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