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Abstract
In a two-state free probability space (A, ϕ,ψ), we define an algebraic two-state free Brownian motion
to be a process with two-state freely independent increments whose two-state free cumulant generating
function Rϕ,ψ(z) is quadratic. Note that a priori, the distribution of the process with respect to the second
state ψ is arbitrary. We show, however, that ifA is a von Neumann algebra, the states ϕ, ψ are normal, and
ϕ is faithful, then there is only a one-parameter family of such processes. Moreover, with the exception of
the actual free Brownian motion (corresponding to ϕ = ψ), these processes only exist for finite time.
© 2010 Elsevier Inc. All rights reserved.
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1. Introduction
The study of free probability was initiated by Voiculescu in the early 1980s [24]. While free
probability has crucial applications to the study of operator algebras and random matrices, it has
also developed into a deep and sophisticated theory in its own right. As one illustration, con-
sider the free Central Limit Theorem. Its formulation is the same as for the usual CLT, with
two changes. First, the objects involved are non-commutative random variables, that is, elements
of a non-commutative ∗-algebra (or C∗-algebra, or von Neumann algebra A, or the algebra
of operators affiliated to it), with a state ϕ which replaces the expectation functional. Second,
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commuting objects. The algebraic version of the theorem was proved in [24], followed by the
full analytic version for identically distributed triangular arrays in [21] and general triangular
arrays in [18]. Note that in the analytic theorems, the hypothesis on the distributions are identical
to those in the usual CLT. On the other hand, in [9] and [26] the authors showed that the mode
of convergence in the free CLT is actually much stronger than the classical convergence in dis-
tribution. In all these results, the limiting distribution is the semicircle law. It is characterized by
having zero free cumulants of order greater than 2 (of course, in most of these results, no a priori
assumption on the existence of free cumulants is made).
An important point about free probability is that, as mentioned above, there are different set-
tings in which the theory can be studied. Consider the notion of (reduced) free product, related
to the discussion above by the property that different components in a free product are freely
independent. One can take a reduced free product of ∗-algebras with states, or C∗-algebras with
representations, or of Hilbert spaces, or of von Neumann algebras with states, and all of these
constructions are consistent. One can frequently extend purely algebraic results to the more
analytic context of normed algebras (although, as illustrated in [8], such extensions are often
non-trivial).
This paper is about a related theory where that is no longer the case. In [12,13], Boz˙ejko,
Leinert, and Speicher constructed what they called a conditionally free probability theory, which
we will refer to as two-state free probability theory. The setting is now a ∗-algebra (von Neumann
algebra, etc.) A with two states, say ϕ and ψ . Initially the authors had a single example of such
a structure, but the theory has since been quite successful, at least in two settings. For results
concerning single distributions, including the study of limit theorems, see [19,6,25]; on the other
hand, for results in the purely algebraic setting, see [22,11,2]. However, very little work on this
theory has been done in the analytic setting; in fact, we are only aware of one article [23]. We
show here that this is not a coincidence, by the following example. We define what is natural to
call (algebraic) two-state free Brownian motions. This is a very large class of processes, since the
“Brownian motion” property only determines the relative position of the expectations ϕ and ψ ,
but the choice of ψ is arbitrary, at least in the algebraic setting. We then show that if A is a von
Neumann algebra, and the expectation ϕ is faithful, then out of this infinite-dimensional family
only a one-parameter family of processes can actually be realized. Moreover, with the exception
of the actual free Brownian motion (corresponding to the case ϕ = ψ ), these processes only exist
on a finite time interval.
The paper is organized as follows. After the introduction and a background section, in Sec-
tion 3 we define the two-state free Brownian motions, and show that if ϕ is faithful, only a
one-parameter family of these processes may exist. The method of proof involves stochastic in-
tegration. In Section 4 we show that this one-parameter family actually does exist, by using a
Fock space construction. We show that these processes are not Markov, even though they have
classical versions, the time-reversed free Poisson processes of [16]. We also compute the gen-
erators of these processes. Finally, Section 5 contains some comments on the case when A is a
C∗-rather than a von Neumann algebra. In particular, in this section we give another characteri-
zation of the one-parameter family mentioned above: in a large class, these are the only processes
whose higher variation processes converge to the appropriate limits in L∞(ϕ) rather than just in
L2(ϕ).
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2.1. Partitions
P(n) will denote the lattice of all partitions of a set of n elements (into non-empty, pairwise
disjoint subsets called blocks). The number of blocks of π is denoted |π |. The partitions are or-
dered by reverse refinement, so that 0ˆ = {(1), (2), . . . , (n)} is the smallest and 1ˆ = {(1,2, . . . , n)}
is the largest partition. In the lattice, σ ∨ π is the smallest partition which is larger than both σ
and π , and σ ∧ π is the largest partition which is smaller than both σ and π .
NC(n) is the sub-lattice of non-crossing partitions, which have the property that whenever
x1 < y1 < x2 < y2 with x1, x2 ∈ U and y1, y2 ∈ V , where U,V are blocks of the partition π ,
then U = V . In a non-crossing partition π , a block V is inner if for some y1, y2 /∈ V and all
x ∈ V , y1 < x < y2, otherwise it is called outer. Denote by Inn(π) all the inner blocks of the
non-crossing partition π , and by Out(π) the outer blocks. Also, denote by NC1,2(n) all the non-
crossing partitions into pairs and singletons, in other words partitions with all |V | 2. Sing(π)
are all the singleton blocks of a partition.
If f is a function of k < n arguments and V ⊂ {1, . . . , n}, V = {i(1) < i(2) < · · · < i(k)},
then we denote
f (x1, x2, . . . , xn : V ) = f (xi(1), xi(2), . . . , xi(k)).
2.2. Jacobi parameters
If ν is a probability measure on R all of whose moments are finite, it has associated to it two
sequences of Jacobi parameters,
J (ν) =
(
β0, β1, β2, β3, . . .
γ1, γ2, γ3, γ4, . . .
)
.
There are numerous ways of defining these parameters, using orthogonal polynomials, tridiago-
nal matrices, or Viennot–Flajolet theory. For our purposes, the most convenient definition is the
following. The Cauchy transform of ν can be expanded into a formal power series
Gν(z) =
∫
R
1
z − x dν(x) =
∞∑
n=0
mn(ν)
1
zn+1
,
where mn(ν) =
∫
R
xn dν(x) is the n-th moment of ν. Then we also have a continued fraction
expansion
Gν(z) = 1
z − β0 − γ1
z − β1 − γ2
z − β2 − γ3
z − β3 − γ4
.z − · · ·
544 M. Anshelevich / Journal of Functional Analysis 260 (2011) 541–565If some γ = 0, the continued fraction terminates, in which case the subsequent β and γ coeffi-
cients can be defined arbitrarily. See [17] for more details.
The monic orthogonal polynomials {Pn} for ν satisfy a recursion relation
xPn(x) = Pn+1 + βnPn(x)+ γnPn−1(x),
with P−1(x) = 0.
Finally, we define the map Φt (Jacobi shift, an inverse of coefficient stripping) on probability
measures with finite moments by
J
(
Φt [ν]
) = (0, β0, β1, β2, β3, . . .
t, γ1, γ2, γ3, γ4, . . .
)
for ν as above. Equivalently,
GΦt [ν](z) =
1
z − tGν(z) ,
and this last definition makes sense for general probability measures, see Remark 4.3 of [7].
2.3. Two-state free probability theory
In this section, (A, ϕ,ψ) is an algebraic two-state non-commutative probability space, that is,
A is a star-algebra and ϕ,ψ are positive unital functionals on it. Asa will denote the self-adjoint
part of A.
For X1,X2, . . . ,Xn ∈ A, define the free cumulant functionals Rψ(X1,X2, . . . ,Xn) via
ψ[X1X2 . . .Xn] =
∑
π∈NC(n)
∏
V∈π
Rψ(X1,X2, . . . ,Xn : V )
and the two-state free cumulant functionals Rϕ,ψ(X1,X2, . . . ,Xn) via
ϕ[X1X2 . . .Xn] =
∑
π∈NC(n)
∏
V∈Out(π)
Rϕ,ψ(X1,X2, . . . ,Xn : V )
∏
V∈Inn(π)
Rψ(X1,X2, . . . ,Xn : V ).
Then both Rψ and Rϕ,ψ are multilinear functionals.
Denote Rϕ,ψn (X) = Rϕ,ψ(X,X, . . . ,X), where X is repeated n times.
If X has distribution μ with respect to ϕ and ν with respect to ψ , its two-state free cumulant
generating function is
Rμ,ν(z) = Rϕ,ψX (z) =
∞∑
n=1
Rϕ,ψn (X)z
n.
The definition of the free cumulant generating function Rν(z) = Rψ(z) is similar.X
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(a) This family is ψ -freely independent if for any a1, a2, . . . , an ∈ A,
aj ∈ Ai(j), i(j) = i(j + 1)
with all ψ[aj ] = 0, we have
ψ[a1a2 . . . an] = 0.
(b) This family is two-state freely independent if it is ψ -freely independent and, under the same
assumptions on a1, . . . , an, also
ϕ[a1a2 . . . an] = ϕ[a1]ϕ[a2] . . . ϕ[an].
Theorem. (See Theorem 3.1 of [13].) Let A1,A2, . . . ,Ak ⊂ A be a family of subalgebras.
(a) This family is ψ -freely independent if and only if for any
a1, a2, . . . , an ∈
k⋃
i=1
Ai ,
we have
Rψ(a1, a2, . . . , an) = 0
unless all a1, a2, . . . , an ∈ Aj for the same j .
(b) This family is two-state freely independent if and only if it is ψ -freely independent and also
Rϕ,ψ(a1, a2, . . . , an) = 0
unless all a1, a2, . . . , an ∈ Aj for the same j .
3. Almost uniqueness of the two-state free Brownian motion
3.1. Algebraic framework
Definition 2. A family {X(t), 0 t  T } ⊂ Asa is a process with two-state freely independent
increments if the increments
X
([s, t)) = X(t)−X(s)
of this process corresponding to disjoint intervals are two-state freely independent. For conve-
nience, we will also assume that X(0) = 0, ϕ[X(t)] = 0 for all t , and the distributions of the
increments of the process with respect to both ϕ and ψ are stationary. These assumptions can be
dropped.
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t  T } generate A.
Definition 3. X has a two-state normal distribution if Rϕ,ψn (X) = 0 for n > 2.
Remark 1. The justification for this definition is that such random variables appear in the two-
state free central limit theorem, see Theorem 4.3 in [13], Proposition 3.1 and Theorem 4.1 in
[11], and Lemma 7 and Remark 3 in [2]. Theorem 1 shows that alternatively, we could define a
two-state free Brownian motion below by requiring it to have zero higher variations, computed
as limits in L2(ϕ).
Definition 4. A family {X(t), 0 t  T } is an algebraic two-state free Brownian motion if it is a
process with two-state freely independent increments which have two-state normal distributions,
ϕ-mean zero, and ϕ-variance
ϕ
[(
X(t)−X(s))2] = (t − s).
3.2. Analytic framework
Throughout most of the paper, (A, ϕ,ψ) will be a W ∗-non-commutative probability space,
that is, A a von Neumann algebra, ϕ a faithful normal state on A, and ψ a normal (typically not
faithful) state on A.
We will call algebraic two-state free Brownian motions that exist in this setting simply two-
state free Brownian motions.
We say that An → A in L2(ϕ) if ϕ[|An −A|2] → 0.
Notation 5. In a number of proofs, we will fix a time T > 0. In that case, we denote X = X(T )
and
Xi,N = X
(
i
N
T
)
−X
(
i − 1
N
T
)
.
Note that the two-state free independence of increments implies
R
ψ
k (Xi,N ) =
1
N
R
ψ
k (X), R
ϕ,ψ
k (Xi,N ) =
1
N
R
ϕ,ψ
k (X).
Theorem 1. For a process with two-state freely independent increments,
lim
N→∞ϕ
[(
N∑
i=1
Xki,N
)2]
= Rϕ,ψk (X)2 +Rϕ,ψ2k (X)
and
lim
N→∞ϕ
[(
N∑
X2i,N −Rϕ,ψ2 (X)
)2]
= Rϕ,ψ4 (X).
i=1
M. Anshelevich / Journal of Functional Analysis 260 (2011) 541–565 547In particular, for a two-state free Brownian motion, in L2(ϕ)
lim
N→∞
N∑
i=1
X2i,N = Rϕ,ψ2 (X)
and for k > 2,
lim
N→∞
N∑
i=1
Xki,N = 0.
We record these results symbolically as
T∫
0
(
dX(t)
)2 = T
and
∫ T
0 (dX(t))
k = 0 for k > 2.
Proof.
ϕ
[(
N∑
i=1
Xki,N
)2]
=
N∑
i =j
ϕ
[
Xki,NX
k
j,N
] + N∑
i=1
ϕ
[
X2ki,N
]
= N(N − 1)ϕ[Xk1,N ]2 +Nϕ[X2k1,N ].
Now using free cumulant expansions, this expression equals
= N(N − 1)
(
1
N
R
ϕ,ψ
k (X)+
∑
π∈NC(k)
π =1ˆ
1
N |π |
∏
V∈Out(π)
R
ϕ,ψ
|V | (X)
∏
V∈Inn(π)
R
ψ
|V |(X)
)2
+N
(
1
N
R
ϕ,ψ
2k (X)+
∑
π∈NC(2k)
π =1ˆ
1
N |π |
∏
V∈Out(π)
R
ϕ,ψ
|V | (X)
∏
V∈Inn(π)
R
ψ
|V |(X)
)
N→∞−−−−→ Rϕ,ψk (X)2 +Rϕ,ψ2k (X).
Also,
ϕ
[(
N∑
i=1
X2i,N −Rϕ,ψ2 (X)
)2]
=
N∑
i =j
ϕ
[
X2i,NX
2
j,N
] + N∑
i=1
ϕ
[
X4i,N
] − 2Rϕ,ψ2 (X) N∑
i=1
ϕ
[
X2i,N
] +Rϕ,ψ2 (X)2
N→∞−−−−→ Rϕ,ψ2 (X)2 +Rϕ,ψ4 (X)− 2Rϕ,ψ2 (X)2 +Rϕ,ψ2 (X)2 = Rϕ,ψ4 (X).
The result follows. 
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lim
N→∞ψ
[
N∑
i=1
Xki,N
]
= Rψk (X).
We record this result symbolically as
T∫
0
ψ
[(
dX(t)
)k] = Rψk (X(T )).
The proof is similar to the preceding theorem, using the ψ -free independence of the incre-
ments of the process {X(t)}.
Corollary 3. For a two-state free Brownian motion, Rψk (X) = 0 for k > 2 and Rψ2 (X(T )) =
R
ϕ,ψ
2 (X(T )). If Rψ1 (X(T )) = αT , we call the corresponding process a two-state free Brownian
motion with parameter α.
Corollary 4. Denote by μt the distribution of X(t) with respect to ϕ, and by νt the corresponding
distribution with respect to ψ . Then
dνt (x) = 12πt
√(
4t − (x − αt)2)+ dx (1)
and for α = 0,
dμt(x) = 12πt
√
(4t − (x − αt)2)+
1 + αx dx + max
(
1 − 1
α2t
,0
)
δ−1/α. (2)
Also denote CT = 1 + αX(T ). Then the distribution of CT with respect to ϕ is
1
2π
1
α2T
√
(((1 + α√T )2 − y)(y − (1 − α√T )2))+
y
dy + max
(
1 − 1
α2T
,0
)
δ0. (3)
Proof. Since {X(t)} is a two-state free Brownian motion, its two-state free cumulant generating
function is
Rμt ,νt (z) = tz2. (4)
Moreover, the preceding corollary implies that the free cumulant generating function of νt is
Rνt (z) = αtz + tz2
for some α. Therefore νt is a semicircular distribution with Jacobi parameters
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(
αt, αt, αt, αt, . . .
t, t, t, t, . . .
)
and formula (1) holds. If α = 0, then μt = νt and the process is the free Brownian motion, so
throughout the rest of the paper we will assume that α = 0. By Lemma 7 of [2], Eq. (4) implies
that μt = Φt [νt ], so μt is a free Poisson distribution with Jacobi parameters
J (μt ) =
(
0, αt, αt, αt, . . .
t, t, t, t, . . .
)
. (5)
This implies the density formula (2). Note that even though these distributions are free Pois-
son, t is not the free convolution parameter. The last formula follows via the substitution y =
1 + αx. 
Remark 2. The classical version of the process {X(t)} is a particular case of the free bi-Poisson
process from [16], corresponding to η = α and the rest of the parameters equal zero. In fact, this
process is a time-reversed free Poisson process: if Y(t) = tX(1/t), then the ψ -distribution of
Y(t) has Jacobi parameters (
α, α, α, α, . . .
t, t, t, t, . . .
)
and so is semicircular with mean α and variance t , and its ϕ-distribution τt has Jacobi parameters
J (τt ) =
(
0, α, α, α, . . .
t, t, t, t, . . .
)
.
So τt is the centered free Poisson distribution with parameter α, and {τt } form a free (rather than
a two-state free) convolution semigroup.
Proposition 5. The process {Y(t)} itself is not the free Poisson process.
Proof. We compute, for s < t ,
Y(t)− Y(s) = tX(1/t)− sX(1/s) = (t − s)X(1/t)− sX([1/t,1/s)).
The free cumulant generating function of the ψ -distribution of (t − s)X(1/t) is
R
ψ
(t−s)X(1/t)(z) = α
t − s
t
z + (t − s)
2
t
z2 = α
(
1 − s
t
)
z +
(
t − 2s + s
2
t
)
z2.
Similarly, the free cumulant generating function of the ψ -distribution of −sX([1/t,1/s)) is the
same as that of −sX(1/s − 1/t), in other words
R
ψ
−sX([1/t,1/s))(z) = α(−s)
(
1 − 1
)
z + s2
(
1 − 1
)
z2 = α
(
−1 + s
)
z +
(
s − s
2 )
z2.s t s t t t
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that the free cumulant generating function of Y(t)− Y(s) is the sum
R
ψ
(t−s)X(1/t)(z) +Rψ−sX([1/t,1/s))(z) = (t − s)z2.
Similarly,
R
ϕ,ψ
(t−s)X(1/t)(z) =
(t − s)2
t
z2 =
(
t − 2s + s
2
t
)
z2,
R
ϕ,ψ
−sX([1/t,1/s))(z) = s2
(
1
s
− 1
t
)
z2 =
(
s − s
2
t
)
z2,
and
R
ϕ,ψ
(t−s)X(1/t)(z) +Rϕ,ψ−sX([1/t,1/s))(z) = (t − s)z2.
We conclude that Y(t) − Y(s) has, with respect to ϕ, the centered semicircular distribution with
variance t − s, which is clearly different from the distribution of Y(t − s). 
Proposition 6. Let {X(t): 0  t  S}, S > T be a process with two-state freely independent
increments and A ∈ Asa two-state free from it. Assume that ψ[A] = 0. Then in L2(ϕ),
lim
N→∞
N∑
i=1
Xi,NAXi,N = 0.
Symbolically,
∫ T
0 dX(t)AdX(t) = 0.
Proof.
ϕ
[(
N∑
i=1
Xi,NAXi,N
)2]
=
N∑
i =j
ϕ[Xi,NAXi,NXj,NAXj,N ] +
N∑
i=1
ϕ
[
Xi,NAX
2
i,NAXi,N
]
.
For the first term, since Xi,N are ϕ-centered, A is ψ -centered, and they are two-state freely
independent among themselves, a cumulant expansion shows that each term of the sum is zero.
For the second term,
ϕ
[
Xi,NAX
2
i,NAXi,N
] = ϕ[X2i,N ]2ψ[A2] = 1N2 Rϕ,ψ2 (X)2ψ[A2].
So as N → ∞, both terms above converge to zero. 
Corollary 7. If A is two-state free from {X(t): S1  t  S2}, then
S2∫
dX(t)AdX(t) = ψ[A]
S2∫ (
dX(t)
)2
.S1 S1
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ψ[A] = 1
S2 − S1
S2∫
S1
dX(t)AdX(t).
Corollary 8. Let {X(t): 0 t  T } be a process with two-state freely independent increments in
(A, ϕ,ψ), which generates A. Then ψ is uniquely determined by ϕ and the process.
Proof. For each S, for A ∈ W ∗({X(t): t < S}) we have
T∫
S
dX(t)AdX(t) = ψ[A]
T∫
S
(
dX(t)
)2
,
the integrals being defined in L2(ϕ). But⋃
0S<T
W ∗
({
X(t): t < S
})
is dense in A. 
4. Existence proof
While the results in this section do not follow directly from [23], numerous arguments in it
are adapted from that article.
If α = 0, the process is the free Brownian motion. So in the following discussion, we assume
that α = 0.
Remark 3 (Fock space construction). For H = L2(R+, dx), denote by
F(H) =
∞⊕
n=0
H⊗n
C
= CΩ ⊕ HC ⊕ H⊗2C ⊕ · · ·
its full Fock space, with the standard inner product. For each g ∈ L1(R+, dx) ∩ L2(R+, dx),
define on F(H) operators
X(g)Ω = g,
X(g)(f1 ⊗ f2 ⊗ · · · ⊗ fn) = g ⊗ f1 ⊗ f2 ⊗ · · · ⊗ fn
+ α〈g〉f1 ⊗ f2 ⊗ · · · ⊗ fn
+ 〈g,f1〉f2 ⊗ · · · ⊗ fn, (6)
where 〈g〉 = ∫
R+ g(x)dx. In other words, on any tensor of length at least one, X(g) acts in
the same way as a+(g) + a−(g) + α〈g〉, where a+, a− are the free creation and annihilation
operators. Denote X(I) = X(1I ) for an interval I , and X(t) = X([0, t)).
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ϕ[A] = 〈Ω,AΩ〉.
Denote CT = 1 + αX(T ), and define the functional ψT by
ψT [A] = ϕ[ACT ].
Note that ψT [1] = ϕ[CT ] = 1. We will show that ψT is positive, and so a state.
Lemma 9. Let {Pn(x, t)} be the monic orthogonal polynomials with respect to νt , and {Qn(x, t)}
the monic orthogonal polynomials with respect to μt . Then
(a) Pn(x, t) = Un(x − αt, t), where Un are the Chebyshev polynomials of the second kind.
(b) Qn(x, t) = Pn(x, t)+ αtPn−1(x, t) and
(1 + αx)Pn(x, t) = αQn+1(x, t)+Qn(x, t).
(c) For any n 0 and any t ,
∫
Rn
xn dνt (x) =
∫
R
xn(1 + αx)dμt (x).
Proof. The proofs of parts (a) and (b) follow from the recursion relations
xPn(x, t) = Pn+1(x, t)+ αtPn(x, t)+ tPn−1(x, t)
and xQ0(x, t) = Q1(x, t),
xQn(x, t) = Qn+1(x, t)+ αtQn(x, t)+ tQn−1(x, t).
The proof of part (c) follows from the density formulas of Corollary 4; note that the statement
remains true even if μt has an atom. 
Lemma 10. Let I1, I2, . . . , In ⊂ [0, T ] be intervals such that all Ii ∩ Ii+1 = ∅. Then
Pk(1)
(
X(I1), |I1|
)
. . . Pk(n−1)
(
X(In−1), |In−1|
)
Qk(n)
(
X(In), |In|
)
Ω = 1⊗k(1)I1 ⊗ · · · ⊗ 1
⊗k(n)
In
.
In particular,
ϕ
[
Pk(1)
(
X(I1), |I1|
)
. . . Pk(n−1)
(
X(In−1), |In−1|
)
Qk(n)
(
X(In), |In|
)] = 0.
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Qk+1
(
X(J ), |J |) + α|J |Qk(X(J ), |J |) + |J |Qk−1(X(J ), |J |)]Ω
= X(J ) Qk
(
X(J ), |J |)Ω = X(J )1⊗kJ = 1⊗(k+1)J + α|J |1⊗kJ + |J |1⊗(k−1)J
= 1⊗(k+1)J + α|J |Qk
(
X(J ), |J |)Ω + |J |Qk−1(X(J ), |J |)Ω.
So the result holds for n = 1. Similarly, again using Lemma 9,
X(I1)Pk(1)
(
X(I1), |I1|
)
1⊗k(2)I2 ⊗ · · · ⊗ 1
⊗k(n)
In
= X(I1)1⊗k(1)I1 ⊗ · · · ⊗ 1
⊗k(n)
In
= [Pk(1)+1(X(I1), |I1|) + α|I1|Pk(1)(X(I1), |I1|) + |I1|Pk(1)−1(X(I1), |I1|)]
1⊗k(2)I2 ⊗ · · · ⊗ 1
⊗k(n)
In
.
Finally, for I ∩ I1 = ∅,
P1
(
X(I), |I |)1⊗k(1)I1 ⊗ · · · ⊗ 1⊗k(n)In = (X(I)− α|I |)1⊗k(1)I1 ⊗ · · · ⊗ 1⊗k(n)In
= 1I ⊗ 1⊗k(1)I1 ⊗ · · · ⊗ 1
⊗k(n)
In
.
The result follows. 
Proposition 11. With respect to (ϕ,ψT ), the process {X(t): 0 t  T } is an algebraic two-state
free Brownian motion.
Proof. First we note that from representation (6), the Jacobi parameters of the distribution of
X(t) with respect to ϕ are exactly those in Eq. (5), so this distribution is μt from Eq. (2). Also,
for t  T ,
ψT
[
X(t)n
] = 〈Ω,X(t)n(1 + αX(T ))Ω 〉 = 〈Ω,X(t)n(1 + αX(t))Ω 〉
= ϕ[X(t)n(1 + αX(t))] = ∫
R
xn(1 + αx)dμt (x) =
∫
R
xn dνt (x),
where we have used Lemma 9. Thus the distribution of X(t) with respect to ψT is νt .
Now let I1, I2, . . . , In ⊂ [0, T ] be intervals such that all Ii ∩ Ii+1 = ∅. Then
ψT
[
Pk(1)
(
X(I1), |I1|
)
. . . Pk(n−1)
(
X(In−1), |In−1|
)
Pk(n)
(
X(In), |In|
)]
= ϕ[Pk(1)(X(I1), |I1|) . . . Pk(n−1)(X(In−1), |In−1|)Pk(n)(X(In), |In|)(1 + αX(In))]
= ϕ[Pk(1)(X(I1), |I1|) . . . Pk(n−1)(X(In−1), |In−1|)
× (αQk(n)+1(X(In), |In|) +Qk(n)(X(In), |In|))]
= 0.
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ϕ
[
Pk(1)
(
X(I1), |I1|
)
. . . Pk(n−1)
(
X(In−1), |In−1|
)
Pk(n)
(
X(In), |In|
)]
.
We can expand Pk(n)(x, t) = ∑k(n)i=0 ai(t)Qi(x, t). Note that
a0(t) =
∫
R
Pk(n)(x, t) dμt (x) = ϕ
[
Pk(n)
(
X(t), t
)]
.
Then using Lemma 10,
ϕ
[
Pk(1)
(
X(I1), |I1|
)
. . . Pk(n−1)
(
X(In−1), |In−1|
)
Pk(n)
(
X(In), |In|
)]
= ϕ[Pk(1)(X(I1), |I1|) . . . Pk(n−1)(X(In−1), |In−1|)a0(|In|)]
= ϕ[Pk(1)(X(I1), |I1|) . . . Pk(n−1)(X(In−1), |In−1|)]ϕ[Pk(n)(X(In), |In|)].
Proceeding in this way, we conclude by induction that
ϕ
[
Pk(1)
(
X(I1), |I1|
)
. . . Pk(n−1)
(
X(In−1), |In−1|
)
Pk(n)
(
X(In), |In|
)]
= ϕ[Pk(1)(X(I1), |I1|)] . . . ϕ[Pk(n−1)(X(In−1), |In−1|)]ϕ[Pk(n)(X(In), |In|)].
It follows that the increments of the process are two-state freely independent, and therefore the
joint distribution of the process {X(t)} is indeed that of the two-state free Brownian motion. 
Proposition 12. From now on, denote T = 1/α2. Denote AT = W ∗({X(t): 0  t  T }). Then
on AT , both ϕ and ψT are faithful normal states, and moreover ψT is tracial.
Proof. It follows from the preceding proposition that on AT , ψT is positive, and so a state. De-
note by ρ the GNS representation of C∗({X(t): 0 t  T }) with respect to ψT , by A˜T the von
Neumann algebra generated by the process in this representation, and by ψ˜T the corresponding
state on it. Since in (A˜T , ψ˜T ), the process {X(t): 0  t  T } is a free Brownian motion, and
it generates the algebra, the state ψ˜T is the free product state of one-dimensional distributions,
and as such is a faithful normal tracial state. Therefore ψT = ψ˜T ◦ ρ is a normal tracial state
on AT . Moreover, to show that ψT is faithful on AT , it suffices to show that ρ is injective on
it.
For T = 1/α2, by Corollary 4 zero is in the spectrum of CT but is not an eigenvalue. Then we
can find self-adjoint Bn ∈ C∗(CT ) such that
BnCT Ω → Ω.
Now suppose that ρ(B) = 0, then for any A,C ∈ AT
0 = lim ψT [ABCBn] = lim ϕ[ABCBnCT ] = lim
〈
A∗Ω,BCBnCT Ω
〉 = 〈A∗Ω,BCΩ 〉,
n→∞ n→∞ n→∞
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representation ρ is injective on AT . Moreover, if ϕ[A∗A] = 0, then by the Cauchy–Schwartz
inequality
ψT
[
A∗A
] = ϕ[A∗ACT ] = 0.
Therefore ϕ is faithful. 
Proposition 13. For t > 1/α2, ϕ is not a faithful state on At .
Proof. For t > 1/α2, by Corollary 4 the distribution of CT has an atom at zero, and so CT has a
non-trivial kernel. Indeed, the vector
η =
∞∑
n=0
(
− 1
αt
)n
1⊗n[0,t)
is in this kernel; note that the norm of this vector is√√√√ ∞∑
n=0
(
1
α2t
)n
< ∞.
Suppose ξ ∈ kerCt . We can write ξ = ∑∞n=0 ξn with ξn ∈ H⊗n. Note that on ⊕∞n=1 H⊗n, Ct acts
in the same way as 1 + αS(t), where S(t) has the semicircular distribution, which has no atoms.
So ξ is not in this subspace, and ξ0 = 0, so without loss of generality, ξ0 = Ω . But then (η − ξ)
is also in the kernel, and (η − ξ)0 = 0. It follows that ξ = η and so kerCt = Cη. We conclude
that At , and in fact C∗(X(t)), contains a rank-one operator Pη : ζ → 〈η, ζ 〉η.
The non-zero positive operator(
X(s)+ s
αt
)
Pη
(
X(s)+ s
αt
)
is in At . We compute, for s < t ,(
X(s)+ s
αt
)
η = 1[0,s) ⊗ η + αs(η −Ω) ⊥ Ω.
Denote this vector by η(s). Then
ϕ
[(
X(s)+ s
αt
)
Pη
(
X(s)+ s
αt
)]
= ∣∣〈Ω,η(s)〉∣∣2 = 0.
Therefore ϕ is not faithful on At . 
Corollary 14. A two-state free Brownian motion {X(t)} with parameter α can be realized in a
two-state non-commutative probability space (A, ϕ,ψ) with faithful normal ϕ and normal ψ for
t ∈ [0,1/α2] but not for larger values of t .
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this section is exactly the GNS representation of (At , ϕ).
The assumption that {X(t)} is an (algebraic) two-state free Brownian motion determines the
values of ϕ on the (non-closed) algebra generated by {X(t)}, and therefore, via the GNS represen-
tation, on the von Neumann algebra At . For the same reason, the values of ψ on the non-closed
algebra are determined, and since ψ is normal, it extends uniquely to At . We conclude that the
Fock realization is the unique realization of the two-state free Brownian motion {X(t)} with
parameter α. But then the result follows from the preceding proposition. 
Remark 4. The two-state free central limit theorems were proved in [13,11], where the (ϕ-)dis-
tributions of the limit objects were computed. These distributions do not belong to our class, but
rather to the family considered in [23] and [27]. Therefore the processes corresponding to those
distributions do not exist in the analytic sense. Note that in the first of the papers just cited, the
time convolution parameter is n, while t is a fixed parameter.
A related question concerns the 8-parameter family of two-state free convolution semigroups
constructed in [5]: which of these semigroups are distributions of a process with two-state freely
independent increments, which can be realized in a von Neumann algebra with a faithful state?
Proposition 15. For α = 0, there is no ϕ-preserving conditional expectation from AT to At .
Proof. Suppose the desired conditional expectation E : AT → At exists. It then satisfies
E[B1AB2] = B1E[A]B2
and
ϕ
[
E[A]] = ϕ[A]
for A ∈ AT , B1,B2 ∈ At . We compute, for t < s < T and B ∈ At ,
ϕ
[
B∗E
[
X(s)X(t)
]] = ϕ[B∗X(s)X(t)] = 〈BΩ,X(s)X(t)Ω 〉
= 〈BΩ,1[0,s) ⊗ 1[0,t) + tΩ + αs1[0,t)〉
= 〈BΩ,1[0,t) ⊗ 1[0,t) + tΩ + αs1[0,t)〉
= 〈BΩ, (X(t)2 + α(s − t)X(t))Ω 〉
= ϕ[B∗(X(t)2 + α(s − t)X(t))].
Since ϕ is faithful on At , this implies that
E
[
X(s)X(t)
] = X(t)2 + α(s − t)X(t).
On the other hand, by a similar argument E[X(s)] = X(t) and so E[X(s)X(t)] = X(t)2. We
arrive at a contradiction. 
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(for α = 0) a Markov process, as noted in Remark 2, it has a classical version which is a Markov
process. Denote by Ks,t the transition functions of the classical version. The operator At is the
generator of the process at time t if for some dense domain D ⊂ L2(R, dμt ) and any f ∈ D,
∂
∂h
∣∣∣∣
h=0
Kt,t+h(f ) = Atf.
See [3] for related ideas.
Proposition 16. On the dense domain of polynomial functions, the generator of the two-state free
Brownian motion with parameter α is
α(∂x −Lμt )+ ∂xLνt ,
where we use the notation [4]
Lν[f ](x) =
∫
R
f (x)− f (y)
x − y dν(y) = (1 ⊗ ν)(∂f ),
and ∂ is the difference quotient.
Proof. For B ∈ At and s > t ,
ϕ
[
B∗Qn
(
X(s), s
)] = 〈1⊗n[0,s),BΩ 〉 = 〈1⊗n[0,t),BΩ 〉 = ϕ[B∗Qn(X(t), t)].
So the orthogonal polynomials {Qn(x, t)} are polynomial martingales for the classical version
of the process. This also follows from Proposition 3.3 of [15] and Lemma 2.4 of [16]. It is easy
to see that, to show that At is the generator of the process with the domain consisting of all
polynomial functions, it suffices to show that
∂tQn(x, t) = −AtQn(x, t)
for all n. Note that since μt = Φt [νt ], by Lemma 7 of [2] the polynomials Qn(x, t) are precisely
the c-free Appell polynomials for this pair. By Proposition 4 from the same paper, the generating
function for these polynomials is
H(x, t, z) =
∞∑
n=0
Qn(x, t)z
n = 1 + tαz
1 − xz + t (αz + z2)
since Rνt (z) = t (αz+ z2) and Rνt (z)−Rμt ,νt (z) = tαz; this result is also easy to obtain directly.
On the other hand,
∞∑
Pn(x, t)z
n = 1
1 − xz + t (αz + z2) .n=0
558 M. Anshelevich / Journal of Functional Analysis 260 (2011) 541–565We conclude that
∂H(x, t, z) = zH(x, t, z) 1
1 − yz + t (αz + z2)
and so
Lνt
[
H(x, t, z)
] = zH(x, t, z)
and
Lμt
[
H(x, t, z)
] = z
1 − xz + t (αz + z2) .
Now we compute
(
α(∂x −Lμt )+ ∂xLνt
)[
H(x, t, z)
]
= αz 1 + tαz
(1 − xz + t (αz + z2))2 − αz
1
1 − xz + t (αz + z2) + z
2 1 + tαz
(1 − xz + t (αz + z2))2
= −∂t 1 + tαz1 − xz + t (αz + z2) = −∂tH(x, t, z).
The result follows. 
Remark 6 (Itô formula). By the same methods as in [10] and [1], for sufficiently nice f ,
f
(
X(t)
) = f (X(0)) + t∫
0
∂f
(
X(s)
)
dX(s)+
t∫
0
(∂x ⊗ψ)∂f
(
X(s)
)
ds, (7)
where we use the notation
t∫
0
(
A(x)⊗B(s))dX(s) = t∫
0
A(x)dX(s)B(s).
Using Lemma 2.1 of [13] and the observation that the process {X(t)} is ϕ-centered, we see that
ϕ
[ t∫
0
∂f
(
X(s)
)
dX(s)
]
=
t∫
0
(
ϕ
[
∂xf
(
X(s)
)] − (ϕ ⊗ ϕ)[(∂f )(X(s))])dψ[X(s)].
Therefore taking ϕ-expectations in the Itô formula (7) gives
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[
f
(
X(t)
)] = ϕ[f (X(0))] + t∫
0
(
ϕ
[
∂xf
(
X(s)
)] − (ϕ ⊗ ϕ)[(∂f )(X(s))])dψ [X(s)]
+
t∫
0
ϕ
[
(∂x ⊗ψ)∂f
(
X(s)
)]
ds
= ϕ[f (X(0))] + t∫
0
ϕ
[(
α∂x − α(1 ⊗ ϕ)∂ + (∂x ⊗ψ)∂
)
f
(
X(s)
)]
ds.
This result is consistent with the generator formula in the preceding proposition.
5. C∗-algebra setting
We saw in Corollary 3 that for any algebraic two-state free Brownian motion,
∫ T
0 (dX(t))
k = 0
for k > 2 and
∫ T
0 (dX(t))
2 = T as limits in L2(ϕ). If ϕ is a faithful state, these limits can be
identified with elements in A. We now investigate the same limits in L∞(ϕ). Here
‖A‖∞ = lim
n→∞‖A‖2n
and for A ∈ Asa,
‖A‖2n = ϕ
[
A2n
]1/2n
.
Note that if ϕ is faithful, then ‖A‖∞ = ‖A‖, the operator norm on A.
Lemma 17. Recall that the Stirling number of the second kind S(n, k) is the number of set
partitions of a set of n elements into k non-empty blocks. Then
lim
n→∞
(
N∑
k=1
S(n, k)
)1/n
= N.
Proof. It is easy to see that
n!
N !((n/N)!)N  S(n,N)
N∑
k=1
S(n, k)Nn.
The result now follows by Stirling’s formula. 
Theorem 18. Suppose {X(t)} is an algebraic two-state free Brownian motion.
(a) Assume further that all the ψ -free cumulants of X are non-negative. Then ∫ T0 (dX(t))p = 0
as a limit in L∞(ϕ) for some p > 2 if and only if Rψk (X) = 0 for all k > 2. In this case, in
fact ∫ T (dX(t))p = 0 for all p > 2.0
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∫ T
0 (dX(t))
2 = T as a limit in L∞(ϕ) if and
only if Rψ2 (X) = T , so that {X(t)} is a two-state free Brownian motion with parameter α.
Proof. For part (a), using both assumptions on the process,
ϕ
[(
N∑
i=1
X
p
i,N
)n]
 ϕ
[
N∑
i=1
X
pn
i,N
]
N
(
1
N
R
ϕ,ψ
2 (X)
)(
1
N
R
ψ
pn−2(X)
)
= 1
N
TR
ψ
pn−2(X).
Therefore ∥∥∥∥∥
N∑
i=1
X
p
i,N
∥∥∥∥∥
2n

(
1
N
TR
ψ
2pn−2(X)
)1/2n
and ∥∥∥∥∥
N∑
i=1
X
p
i,N
∥∥∥∥∥∞  lim supn→∞ Rψ2pn−2(X)1/2n.
So to have limN→∞ ‖∑Ni=1 Xpi,N‖∞ = 0, we need lim supn→∞ Rψ2pn−2(X)1/2n = 0. Denote by
Rνt (z) the generating function for the ψ -free cumulants of X(t). Since {νt } form a free con-
volution semigroup, and all their moments are finite, we have the free canonical representation
(Theorem 6.2 of [20])
Rνt (z) = t
(
αz +
∫
R
z2
1 − xz dλ(x)
)
for a finite positive measure λ (our R is z times the usual R-transform). In particular, for n 2,
R
ψ
n+2(X(t)) = t
∫
R
xn dλ(x). Since by Hölder’s inequality,
∫
R
|x|n−1 dλ(x)
( ∫
R
|x|n dλ(x)
)(n−1)/n
λ(R)1/n,
in fact lim supn→∞ |Rψn (X)|1/n = 0. This says that Rνt (z) is analytic in the complex plane. It
follows that the Cauchy transform
Gλ(z) =
∫
R
1
z − x dλ(x) =
z
t
Rνt (1/z)− α
is also analytic, except possibly at z = 0. But then by the Stieltjes inversion formula
dλ(x) = − 1
π
lim
y↓0 ImGλ(x + iy),
λ is a multiple of δ0. So Rνt (z) = t (αz + βz2), and νt is a semicircular distribution.
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ϕ
[(
N∑
i=1
Xki,N
)n]
Nn 1
Nkn/2
∣∣NC(kn)∣∣max(1, T , |α|T ,βT )kn,
∥∥∥∥∥
N∑
i=1
Xki,N
∥∥∥∥∥∞ 
1
Nk/2−1
4k max
(
1, T , |α|T ,βT )k,
and
lim
N→∞
∥∥∥∥∥
N∑
i=1
Xki,N
∥∥∥∥∥∞ = 0.
For part (b), we first assume that β = 1 and use
Lemma 19.
ϕ
[(
N∑
i=1
X2i,N − T
)n]
=
∑
σ∈NC1,2(2n)
Out(σ )∩Sing(σ )=∅
Out(σ )∩τn=∅
( ∑
π∈P(2n)
π(σ∨τn)
N|π |
)(
T
N
)|σ |
× α|Sing(σ )|(β − 1)| Inn(σ )∩τn|,
where Nn = N(N − 1) . . . (N − n+ 1) and
τn =
{
(1,2), (3,4), . . . , (2n− 1,2n)}.
Note also that N|π | = 0 for |π | >N .
Now take
σ = {(1,2n), (2,2n− 1), (3,4), (5,6), . . . , (2n− 3,2n− 2)}.
Then
σ ∨ τn =
{
(1,2,2n− 1,2n), (3,4), (5,6), . . . , (2n− 3,2n− 2)}
and |σ ∨ τn| = n− 1. Therefore
∣∣{π ∈ P(2n): π  (σ ∨ τn), |π |N}∣∣ = ∣∣{π ∈ P(n− 1),π |N}∣∣ = N∑
k=1
S(n− 1, k).
So using only the term corresponding to σ ,
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[(
N∑
i=1
X2i,N − T
)n]
 1
Nn
N∑
k=1
S(n− 1, k)T n(β − 1)n−2
and by Lemma 17,
∥∥∥∥∥
N∑
i=1
X2i,N − T
∥∥∥∥∥∞  T |β − 1|
for all N .
On the other hand, if β = 1, then
ϕ
[(
N∑
i=1
X2i,N − T
)n]
=
∑
σ∈NC1,2(2n)
Out(σ )∩Sing(σ )=∅
σ∧τn=0ˆ
( ∑
π∈P(2n)
π(σ∨τn)
N|π |
)(
T
N
)|σ |
α|Sing(σ )|.
In this case, the conditions σ ∈ NC1,2(2n), σ ∧ τn = 0ˆ guarantee that |σ ∨ τn| |σ | − n2 , and so
for each such σ ,
∣∣{π ∈ P(2n): π  (σ ∨ τn), |π |N}∣∣ = ∣∣{π ∈ P(|σ ∨ τn|), |π |N}∣∣
N |σ∨τn| N |σ |−n/2.
This time we also note that N|π | NN . Then
ϕ
[(
N∑
i=1
X2i,N − T
)n]

∑
σ∈NC1,2(2n)
σ∧τn=0ˆ
N |σ∨τn|−|σ |NN max
(
1, T , |α|T )2n
 42nN−n/2NN max
(
1, T , |α|T )2n
and ∥∥∥∥∥
N∑
i=1
X2i,N − T
∥∥∥∥∥∞ 
1√
N
42 max
(
1, T , |α|T )2,
so
lim
N→∞
∥∥∥∥∥
N∑
i=1
X2i,N − T
∥∥∥∥∥∞ = 0.
The result follows. 
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(
n
k
)
ϕ
[(
N∑
i=1
X2i,N
)n−k
T k
]
=
N∑
i(1),i(2),...,i(n)=1
∑
S⊂{1,2,...,n}
|S|=k
ϕ
[
Y 2i(1),1,NY
2
i(2),2,N . . . Y
2
i(n),n,N
]
,
where
Yi,j,N =
{
Xi,N , j /∈ S,√
T
N
, j ∈ S.
This expression equals
N∑
i(1),i(2),...,i(n)=1
∑
S⊂{1,2,...,n}
|S|=k
∑
σ∈NC(2n)
∏
V∈Out(σ )
Rϕ,ψ(Yi(1),1,N ,Yi(1),1,N , . . . , Yi(n),n,N : V )
×
∏
V∈Inn(σ )
Rψ(Yi(1),1,N ,Yi(1),1,N , . . . , Yi(n),n,N : V ).
Since Rϕ,ψm (Xi,N ) = 0 for m = 2 and Rψm(Xi,N ) = 0 for m> 2, this simplifies to
N∑
i(1),i(2),...,i(n)=1
∑
U⊂τn|U |=k
∑
σ∈NC1,2(2n)
U⊂σ
Out(σ )∩Sing(σ )=∅
∏
(u,v)∈U
T
N
×
∏
(u,v)∈Out(σ )\U
Rϕ,ψ(Xi([(u+1)/2]),N ,Xi([(v+1)/2]),N )
×
∏
(u,v)∈Inn(σ )\U
Rψ(Xi([(u+1)/2]),N ,Xi([(v+1)/2]),N )
∏
(u)∈Inn(σ )
Rψ(Xi([(u+1)/2]),N ),
where [a] denotes the integer part.
For each choice of (i(1), i(2), . . . , i(n)), we define the partition π ∈ P(2n) by (2j −1) π∼ (2j)
and
2j1
π∼ 2j2 ⇔ i(j1) = i(j2).
Then the sum is transformed into∑
U⊂τn|U |=k
∑
σ∈NC1,2(2n)
U⊂σ
Out(σ )∩Sing(σ )=∅
∑
π∈P(2n)
πσ
πτn
N|π |
∏
(u,v)∈U
T
N
∏
(u,v)∈Out(σ )\U
T
N
∏
(u)∈σ
α
T
N
∏
(u,v)∈Inn(σ )\U
β
T
N
.
Therefore
564 M. Anshelevich / Journal of Functional Analysis 260 (2011) 541–565ϕ
[(
N∑
i=1
X2i,N − T
)n]
=
n∑
k=0
(−1)k
(
n
k
)
ϕ
[(
N∑
i=1
X2i,N
)n−k
T k
]
=
n∑
k=0
(−1)k
∑
σ∈NC1,2(2n)
Out(σ )∩Sing(σ )=∅
∑
U⊂(σ∩τn)|U |=k
( ∑
π∈P(2n)
π(σ∨τn)
N|π |
)(
T
N
)|σ |
×
∏
(u,v)∈U
1
∏
(u,v)∈Out(σ )\U
1
∏
(u)∈σ
α
∏
(u,v)∈Inn(σ )\U
β
=
∑
σ∈NC1,2(2n)
Out(σ )∩Sing(σ )=∅
( ∑
π∈P(2n)
π(σ∨τn)
N|π |
)(
T
N
)|σ |
α|Sing(σ )|(1 − 1)|Out(σ )∩τn|(β − 1)| Inn(σ )∩τn|
=
∑
σ∈NC1,2(2n)
Out(σ )∩Sing(σ )=∅
Out(σ )∩τn=∅
( ∑
π∈P(2n)
π(σ∨τn)
N|π |
)(
T
N
)|σ |
α|Sing(σ )|(β − 1)| Inn(σ )∩τn|.
The result follows. 
Corollary 20. Let (A, ϕ,ψ) be a C∗-non-commutative probability space, so that A is a C∗-
algebra, ϕ and ψ states on it, and ϕ is faithful. Suppose that A is generated by an algebraic
two-state free Brownian motion {X(t)} all of whose ψ -free cumulants are non-negative. Suppose
also that
∫ T
0 (dX(t))
k = 0 for k > 2 and ∫ T0 (dX(t))2 = T , where the limits are taken in the
operator norm. Then {X(t)} is a two-state free Brownian motion with parameter α.
Remark 7. In the setting of the preceding corollary, our results do not imply directly that if A is
generated by an algebraic two-state free Brownian motion {X(t)} without any extra assumptions,
then {X(t)} has to be a two-state free Brownian motion with parameter α. So it is possible that
new examples may arise if we only assume that the state ϕ is faithful on the C∗-algebra and not
on the von Neumann algebra generated by the process.
On the other hand, note that the argument in Proposition 13 shows that for a two-state free
Brownian motion with parameter α, for t > 1/α2 the state ϕ is not faithful even on the C∗-
algebra.
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